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Dans cette thèse, nous utilisons les méthodes théoriques de groupes de Lie pour
construire des solutions exactes analytiques des équatiolls de certains modèles
mathématiques reliés à la mécanique des fluides. En particulier, nous considérons
le modèle nonrelativiste du gaz de Chaplygin et le modèle relativiste de Born
Infeld pour un champ scalaire, ainsi que certaines extensions supersymétriques.
En analysant en détail les propriétés de symétries de ces systèmes, nous obtenons
plusieurs nouvelles classes de solutions invariantes et partiellement invariantes des
équations classiques de Chaplygin et de Born-Infeld en (1 + 1) dimensions, ainsi
que de leurs généralisations supersymétridlues en (1 + 1) et en (2 + 1) dimensions.
L’essentiel de ce travail consiste en trois contributions originales sous forme
d’articles publiés ou soumis à des journaux scientifiques.
Dans le premier article, nous présentons une méthode pour construire des
solutions invariantes explicites des équations de Chaplygin et de Borll-Illfeld en
(1 + 1) dimensions. Cette procédure fait un usage systématique de la structure
des sous-groupes de dimension 1 du groupe cÏ’invariance de ces équations afin de
déterminer des classes de solutions analytiques invariantes. Les solutions obtenues
sont de type algébriques, rationnelles et solitoniques (de type “bump”, “kink” et
oncle multiple). Cet article a été publié clans le Journal of Mathematical Physics
en juillet 2003.
Dans le second article. nous appliquons le concept de solutions partiellement
invariantes aux modèles de Chaplygin et de Born-Infelcï en (1 + 1) dimensions.
À Faide «une méthode systéniatique basée sur la classification des sous-groupes
?i deux cÏimensioiis du groupe dinvariance. nous construisons des solutions par
tiellement invariantes avec défaut de structure à — 1. Nous obtenons des oncles
iv
de propagation, des ondes centrées, des solitons de type “kink”, “hump”, et des
solutions exprimées à partir des fonctions elliptiques de Jacohi. Cet article a ét.é
publié dans le Journal of Mathematical Physics en aoit 2004.
Dans le troisième article, nous présentons une procédure qui nous permet de
construire des solutions invariantes des modèles supersymétriques de Chaplygin
en (1 + 1) et (2 + 1) dimensions. En utilisant, une généralisation de la transformée
de Legendre, nous obtenons certaines classes de solutions des équations supersy
métriques en (1 + 1) dimensions. Nous présentons également certains éléments de
base qui peuvent servir à étendre la méthode au cas supersymétrique planaire.
Les résultats ont été soumis pour publication dans le Journal of Physics A en
janvier 2005.
MOT-CLÉS
Symétries des équations aux dérivées partielles, groupes et algèbres de Lie, so
lutions invariantes et partiellement invariantes. supersyrnétne. phénomènes non
linéaires en physique.
VABSTRACT
In this doctoral thesis, we make use of certain theoretical methods involving
Lie groups in order to construct exact analytic solutions of niathematical models
relateci to ftuid mechanics. In particular, vie consicler the equations of motion
of the nonrelativistic Chaplygin gas and the relativistic Born-Infeld model for a
scalar field, as well as certain supersymmetric generalizations.Through a compre
hensive analysis of the symmetry properties and subgroup classification structure
of these systems, a large number of new classes of invariant and partially inva
riant solutions are obtained for the classical Chaplygin anci Born-Infeld theories
in (1 + 1) dimensions, and for the supersymmetric extensions in (1 + 1) and (2+ 1)
dimensions.
The main body of this thesis is made up of three original contributions, which
consist of articles published or submitted to scientific journals.
In the first article, a procedure based on the symmetry reduction method is
used to obtain invariant solutions of the (1 + 1)-dimensional Chaplygin and Born
Infelci equations. This procedure makes systematic use of the one-dimensional
suhalgebras of the Lie symmetry algebra of these equations in order to construct
invariant analytic solutions. We obtain algebraic. rational and solitonic type so
lutions. including bumps, kinks and multiple waves. TIns article was publishecl in
the Journal of Mathematical Physics in Julv 2003.
In the second article. the concept of partially invariant solutions is applieci
to the Chaplygin anci Born-Infelcl mocÏels in (1 + 1) dimensions. Using a general
systematic approach based on the classification of the two-dimensional suhalge
bras of the svrnmetry Lie algebra. partially invariant solutions with defect 6 = 1
vi
are constructed. We obtain travelling waves, centered waves, solitonic type solu
tions including kinks anci humps. anci solutions solved in ternis of Jacohi elliptic
functions. This article was published in the Journal of Matliematical Physics in
August 2004.
In the third article, we present a procedure which allows us te determine
solutions of the supersymmetric Chaplygin gas models in (1 + 1) and (2 + 1)
dimensions. Through the use of a generalized Legendre transforrn. a number of
analytic solutions of the linear supersymmetric model were founci. In addition,
certain basic elements of a possible extension of our method te the planar su
persymmetric model are presented. The results were submitted te the Journal of
Physics A in January 2005.
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INTRODUCTION
Les groupes et les algèbres de Lie jouent un rôle crucial clans la formulation de
théories en physique. Ils apparaissent notanunent comme groupes de symétries de
systèmes d’équations aux dérivées partielles qui servent à décrire des phénomènes
physiques. L’utilisation de ces groupes continus, introduits par le mathématicien
Sophus Lie dans la résolution de systèmes d’équations différentielles, a connu un
essor marqué et, au cours du dernier siècle, est devenue une partie importante de la
litérature courante. Ce sujet a été généralisé par plusieurs auteurs (e.g. [1, 2, 3]),
Plus récemment, il est devenu le sujet de plusieurs monographies (e.g. t, 5, 6,
7, 8, 9, 10]). En particulier, les méthodes de groupes de Lie sont utilisées pour
déterminer les symétries continues cïiin système d’équations différentielles, c’est-
à-dire les transformations sur les coordonnées qui préservent l’espace de solutions
du système. Ces transformations permettent alors de simplifier la résolution du
problème. En effet, dans le cas d’équations différentielles ordinaires, l’invariance
du système sous l’effet d’un sous-groupe de synlétrie à un paramètre nous permet
de réduire l’ordre de l’équation par un. et de retrouver la solution de l’équation
originale à partir de la solution de l’équation réduite [4]. Dans le cas d’équations
aux dérivées partielles, le groupe de symétries peut être utilisé pour déterminer
explicitement certains types de solutions qui sont invariantes sous Feffet d’un sous-
groupe du groupe complet. Ces solutions groupe-iI1variantes” sont déterminées à
partir d’équations réduites contenant moins de variables indépendantes que celles
du système original.
Ovsiannikov [9] a formulé une généralisation de l’invariance des solutions en
introduisant la notion des solutions l)artielleme1t invariantes. Considérons un
graphe f de dimension p, correspondant à une solution d’un système avec p
2variables indépendantes. Si, sous l’action d’un groupe de transformations G, le
graphe f génère une orbite de dimension p + 6 (où 6 est inférieur à la dimension
des orbites de G dans l’espace), la solution est dite partiellement invariante avec
défaut de structu;’e 6 [11j. Alors que l’ensemble des solutions groupe-invariantes
ne représente qu’un sous-ensemble relativement restreint de l’espace de solutions,
la notion de solution partiellement invariante peut être utilisée pour élargir la
classe de solutions disponibles.
Une autre extension de la théorie classiclue des symétries est le concept. des
symétries conditionnelles [61. Ici, le système d’équations différentielles est modifié
en ajoutant une ou plusieurs contraintes différentielles compatibles du premier
ordre pour lesquelles des critères de symétries sont satisfaits identiquement.
Les groupes de Lie et symétries ont. aussi ét.é utilisés extensivement pour
décrire et. analyser les théories des champs quantiques pour les particules élémen
taires. Récemment, R. Jackiw et al. [12] ont appliqué des méthodes semblables
aux théories de champs classiques pour la mécanique des fluides. Dans ses Notes
sur la dynamique des fluides, Jackiw présente un fluide nonrelativiste isentropique
dont les effets dissipatifs sont négligeables. Rappelons qu’en général. l’état d’un
fluide nonrelativiste peut être décrit par sa densité p(r. t) et sa vitesse v(r. t) en
chaque Point (r, t) de l’espace-temps. Le mouvement du fluide est gouverné par
l’équation de continuité
p(r. t) ± V. (p(r. t)v(r. t)) 0. (0.1)
représentant la conservation de la matière, et l’équation de force d’Euler
t) + (v(r. t) . V) v(r. t) = f(r. t), (0.2)
où f représente la force [13]. Pour un fluide isentropidille (entropie constante),
potir lequel les effets dissipatifs ne sont pas importants. la pression P est fonction
de p seulement et la force ,f est donnée par
f = —VP = —VV’(p). (0.3)
p
3où V(p) représente un potentiel et le symbole / indiqt1e la dérivée par rapport à
l’argunicnt. Dans le cas d’un fluide irrotationnel, c’est-à-dire lorsque la vorticité
— (0.4)





et l’équation d’Euler (0.2) peut être remplacée par une équation tic type Bernoulli
+ (VO) = j!() (0.6)
La dynamique du système peut être, en particulier, présentée i l’aide d’une for
mulation canonique Lagrangienne. Les équations tin mouvement (0.1) et (0.2)
peuvent ainsi être obtenues à partir du Lagrangien
L f d3r — pVO. VO — V()). (0.7)
Rappelons brièvement le lien entre la formulation lagrangierine et les équations
tic mouvement associées, ainsi que celui entre symétries et lois de conservations
énoncé dans le théorème de Noether. Le lagrangien L peut être exprimé de façon
générale comme l’intégrale spatiale d’une fonction L(, @‘) d’un ou plusieurs
champs ‘(r, t) (i = 1, 2, . . . , N) et de leurs dérivées. Cette fonction L est appelée
densité lagrangienne. L’action, quant à elle, peut être écrite comme
S
= f LUt = f L(, a1)d3r Ut (0.8)
et le principe de moindre action ‘S = O génère les équations d’Euler-Lagrange
( aL , 3L() . = O . (0.9)
pour chaque champ . Si nous considérons tics transformations continues sur les
champs Ôz(r. t) telles que. sous forme infinitésimale, elles s’écrivent
(r, t) (r. t) = (r, t) + Aor, t) , (0.10)
alors, mine telle transformation est dite une symétrie dii système si elle laisse
invariante les équations d’Euler—Lagrange. Ceci est assuré si la transformation
garde l’action S invariante ou. plus généralement. ajoute à l’att ion un t eunie dc
4surface. On voit donc que l’action sera invariante si la densité lagrangienne varie
au plus dune divergence totale du type
(0.11)
pour une quantité J”, t = 0. 1, . . . ,N (en N dimensions spatiales. où io = t
représente le temps). La variation en £ causée par les variations (0.10) des champs
est. donnée par
= (6A) + a(aj)a(6 (0.12)
= E3 (i)) + E [ — . (a(aç5’))Ï (0.13)
E (par Euler-Lagrange). (0.14)
Cela nous permet de déduire qu’à chaque symétrie de l’action correspond irne




satisfaisant donc 3,,,j” = 0. Cela signifie que la quantité Q
= f O/NI est conservée
dans le temps t. Le théorème de Noether affirme que pour chaque symétrie de
l’action (0.8). il existe une quantité conservée. Il est à noter cependant qu’il existe
des symétries du système d’équations qui ne laissent pas l’action invariante et qtu
ne correspondent donc pas à des quantités conservées [4j. Les dilatations D1
et D2 que nous obtenons dans l’algèbre de Lie du gaz de Chaplygin [14, 15]
sont un exemple de telles symétries. Par contraste, la dilatation D identifiée par
Jackiw 1121 est une symétrie de l’action, et correspond à la quantité conservée
tH
—
di p9. Les trois dilatations sont reliées par Féquation D (D1 — D2).
Un exemple particulier «un fluide rionrelativiste irrot.ationnel dont les sv;né
tries et lois du conservations ont été étudiées par Jackiw et Bazeia 1161 est le gaz
de Chaplvgin. qui correspond à une pression polytrope de la forme
P = ,\ > 0. (t].16)
p
5où \ est une constante. Le potentiel est donc donné par V(p) = )./p, et nous
obtenons le Lagrangien
L
= / d3r (o — pVO• vo
— ). (0.17)
Un tel modèle avec pression négative fut introduit à l’origine comme approxima
tion mathématique de certains modèles adiabatiques [121. Il est maintenant re
connu qu’une pression négative peut correspondre à certaines théories physiques,
telles que la cosmologie. Les équations d’Euler-Lagrange du gaz de Chaplygin
sont données par
O, + (VO) =
, Pt + V (pvo) = 0. (0.18)
Les symétries et lois de conservation ont été déterminées. Certaines sont évidentes
comme celles associées aux transformations du groupe de Galilée. Ces transforma
tions, présentes dans le cas général de V(p), comprennent les translations clans le
temps (correspondant à la conservation de l’énergie E) et dans l’espace (impulsion
P), ainsi que les rotations dans l’espace (moment angulaire J) et les boosts Gali
léens (charge du hoost B). Le commutateur de P avec B nous donne la symétrie
supplémentaire consistant en la translation du potentiel O, lié à la conservation
du nombre N de particules dans le fluide. Dans le cas qui nous occupe, certaines
symétries additionnelles furent déterminées. Ainsi on a une dilatation dans le
temps générée par la charge
D = tH — f d3rpO. (0.19)
On trouve aussi tine obscure symétrie dont les transformations sur les variables
indépendantes sont fonctions des champs O et p. Cette transformation est générée
par
G = /d3r (r — OpVO), (0.20)
où p(VO)2 + /\/fl.
Hassaine et Horvathv [17] ont utilisé un schéma de type Kaluza-Rlein. intro
cltiit par Duval 18], pour expliquer l’origine des symétries identifiées par Bazeia
et Jackiw [161 clans le cas d’une dimension spatiale. Le champ O est représenté
par une coordoniiée s sur un espace étendu. Donc. au lieu dun espace en (r. t).
6nous avons un espace Minkowski de dimension (2 + 1) avec une dimension spa
tiale x et. deux dimensions temporelles t et s. L’observation cruciale est. le fait.
que sur l’espace étendu (i. t. s), l”antihoost” G devient le boost B lorsque les
coordonnées t et s sont. interverties. En appliquant. cett.e interversion à t.out. le
groupe de Galilée, nous obtenons les symétries identifiées par Bazeia et Jackiw.
Dans le cas spécifique où ,\ 0. le groupe conforme entier constitue le groupe
de symétries. Plus généralement. il fut démontré par O’Raifeartaigh et Sreedhar
[‘91 que pour un modèle polytropique général, le groupe de symétries contient.






Jackiw [12] a également considéré un modèle relativiste de type Born-Infeld
pour un scalaire dont le Lagrangien est donné par
L
= f dr (flt — p2c2 ± a2c2 + (V&)2). (0.22)
Ce Lagrangien est relié à celui de la théorie electrodynamicue nonlinéaire de Born
et Infeld [20, 211. dont la densité lagrangienne est donnée par
b2 L - (Ê2 - 2) /b2 - (Ê. j2] (0.23)
où b est un paramètre et les quantités Ê et Ê représentent les champs électriques
et magnétiques respectivement. Dans le cas limite où b —* oc, la théorie de Bon
Infeld se réduit à celle de Maxwell. Dans le cas limite contraire, où b
— 0, cette
théorie correspond à un fluide de pression zéro et représente clone un “gaz de
photons” [21]. Le Lagrangien (0.22) mène aux équations de Born-Infelcl
t /
/ p-C + 0
flt ± V . V e2 + ()2 = 0, (0.24)
(V&)2




Il est à noter que les modèles de Cliaplygin et de Born—InfelcÏ sont reliés. En effet.
à la limite où e — oc. le Lagraugien et les équations de Born-Infelcl se réduisent
à celles de Chaplvgin. où \ est identifié avec u,2/2. Une solution &vi(r. t) des
équations de Chaplygin est donc reliée à une solution équivalente OR(f, t) des
équations de Born-Infelcl.
Le lien entre les deux théories nonrelativiste (Chaplygin) et relativiste (Born
Infeld) est expliqué en analysant leur ancêtre commun 1121, le problème de Nambu
Coto qui concerne l’évolution d’une membrane à d dimensions évoluant dans un
espace-temps à d+1 dimensions spatiales. En effet, si X = (X°, ,X’, d+1)
décrit l’espace-temps dans lequel la membrane évolue et
=
pa
ramétrise la membrane. alors l’action de Nambu-Goto est
‘NG
= f d°d . . .d det ( (0.26)
Deux paramétrisations différentes de cette action mènent aux modèles de fluides
déjà décrits. La paramétrisation “cône de lumière” mène au gaz de Chaplygin et la
paramétrisation cartesienne mène à la théorie de Born-Infeld. Il a également été
établi que pour des cordes dans un espace-temps plat. l’action de Nambu-Goto
(0.26) se réduit à l’action de Polyakov [22].
Une étude des solutions de membranes relativistes a été entreprise par Bazeia
123]. Les solutions d’une membrane d-diniensionnelle évoluant dans un espace-
temps de dimension (d + 1, 1) sont reliées à celles du modèle du gaz de Chaplygin
en (U, 1) dimensions. Bazeia a plus particulièrement étudié les systèmes de mem
branes en (2, 1), (3, 1) et (4, 1) dimensions.
Par ailleurs, suite à la découverte de la supersyinétrie par Golfand et Likhtman
[241, on a vu apparaître des équations différentielles faisant intervenir des variables
de Grassmann (commutantes et anticonimnutantes). Berezin [25], concerné par
des questions liées à la seconde quantification, essaya de donner une description
parallèle des champs bosoniques et ferniioiiiciues. On a donc assisté à la naissance
dc’ théories supersymétricynes Ï)eflllettamlt dc traiter sur le même pied les variables
de Grassmann paires (hosoniques) et imnpaires (fermioniques).
Un exemple de théorie supersymnétriclue est la superéqjmation de Nortcweg—de
Vries (RcÏV) introduite par Mathieu [26, 27]. L’équation de NdV ordinaire
= 6uu. ± ‘UT, (0.27)
8fut introduite pour décrire le comportement de certaines ondes créées par l’eau.
Elle a également été considérée comme étant un modèle d’approximation pour
plusieurs cas d’étude, tels que les ondes magnétohvclrodynaniiques dans un plasma
[281 ou les ondes longitudinales dispersives clans les cordes élastiques [291. Une
propriété intéressante à noter est que l’équation (0.27) possède une solution de
type solitoniqile
2
u(x, t) = 2csech (c(x + 4c t — to)), (0.28)
où c et x sont des constantes.
Pour construire une extension de l’équation de KdV invariante sous une trans
formation Supersyfflétriqile, Mat.hieu [26J a introduit une variable anticommu
tante de Grassmann 13 afin d’agrandir l’espace des variables indépendantes (x, t)
à un superespace (r, t, O). Le système est construit de telle façon qu’il soit inva
riant sous la transformation
X — X — 770, 0 — 13 ± i. (0.29)
où le paramètre ij est 1111 paramètre antico;nmutant (ou “impaire”) de Grassmann.
Cette transformation est générée par le champ de vecteurs
Q = — O. (0.30)
qui représente donc le générateur de supersymétrie. Dans un formalisme de su
perespace, le champ u = u(x, t) est remplacé par le superchamp (X, t, O) qui
peut être pair ou impair. Pour une extension nontriviale de l’équation de KdV,
le superchamp doit être fermionique (impair) et peut doiïc être écrit comme
(x. t. O) = (i. t) + On(i. t), (0.31)
où (:c, t) est un champ anticomniutant. Nous introduisons également la “dérivée
covariante” D = O3 + nommée ainsi parce qu’elle coninmte avec la supersv
imiétrie Q. L’extension supersymétrique de l’écyuation de kclV s’écrit
= DI + oD2(1D1) + (6 — 2ci )DD2F. (0.32)
9où a est une constante arbitraire. En termes de ses composantes et u, cette
famille de superéquations est équivalente au système
u1 u7. + 6uu
— t = cxxx + (6 — a)’u + (0.33)
Ceci constitue une extension de l’équation de KdV avec une supersymétrie de
type N 1 car il intervient une seule variable de Grassmann.
De façon similaire, Mathieu et Labelle [271 ont décrit une équation super-
symétrique de KdV de type N = 2. Dans ce cas, l’espace (, t) est augmenté
par cieux variables de Grassmann anticommutantes, et 2, et le système est
invariant sous les deux transformations de supersymétrie
—*
—
O —* O + î, i = 1,2, (0.34)
générées par les deux champs de vecteurs
Qi = OiOx — 88i, Q2 = — ,. (0.35)
En remplaçant u(x, t) par le superchamp
P(x,t,Oi,O2) = e(x,t) + Oii(x,t) + O22(,t) + 9201’u(.x,t), (0.36)
nous obtenons la famille de superéquations
=
—xxx + 3(D1D2) + (a — 1)(D1D92) + (0.37)
où D1 et D9 sont reliés à Q et Q2 de la même façon que D est relié à Q dans
le cas N 1. Plusieurs solutions des superéquations (0.32) et (0.37) ont été
décrites, par exemple, par Ayari, Hussin et Winternitz [30]. Mathieu et Labelle
t26, 27] ont également étudié l’intégrabilité de ces systénies clii point de vue de
la représentation de Lax.
Une généralisation supersymétrique a également été trouvée pour l’équation
iioiilniéaire de Schrôclinger. Cette équation prend la forme
= q2 + 2(qq)q. (0.3$)
où q(.r. t) est une variable complexe hosonique (paire). Roelofs et Kersten [31] ont
proposé une construction menant à deux extensions supersvnlétriques de (0.3$).
dont une contient une constante arbitraire. Une variable complexe fermioniciue
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(x, t) est ajoutée pour mener à un système de dellx équations reliant les variables
q et . L’int.égrabilité de ce modèle supersymétrique fut étudiée par Brunelli et Das
[32]. Il fut déterminé que seul le premier cas (qui ne dépend pas d’une constante
arbitraire) était intégrable et possédait la propriété de Painlevé (c’est-à-dire, ne
contient aucune singularité mobile autre que des pôles [33]).
D’autres exemples d’équations différentielles à valeurs de Grassmann ont été
analysés par fatyga, Kostelecky et Truax [34]. En particulier, ils ont montré
comment certains systèmes d’équations nonlinéaires représentant des fluides com
pressibles peuvent être combinés en une seule équation différentielle ô valeurs de
Grassmann. Considérons, par exemple, une variable Z, fonction des cieux variables
indépendantes T et t, satisfaisant l’équation
Z + ZZ = 0. (0.39)
Si nous supposons que Z n’est pas une simple variable réelle (ou complexe) mais
plutôt une variable de Grassmann du type
(0.40)
où 6 est une variable anticommutante, alors l’équation (0.39) est équivalente au
système
u + uu = 0, p + upx + ip 0. (0.41)
Si nous identifions ‘u avec la vitesse et p avec la densité, alors (0.41) décrit le
mouvement d’un fluide unidimensionnel compressible à pression constante. Ce
dernier a été résolu analytiquement par Riemann [35]. Plus généralement, Fat.yga
et al.[34] ont étudié les équations de type
Z + (W . V)Z P, (0.12)
où Z et P sont des fonctions à valeurs de Grassmann et \V est une fonction
vectorielle.
Jackiw et Polvchronakos [361 ont également considéré ime généralisation du
gaz de Chaplvgin. forrmiéc en ajoutant des variables (le Grassniann j,’ anticom—
mutantes sous la forme de spineurs de Majorana (réel à cieux composantes). Le
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modèle est en cieux dimensions spatiales (x, y), une dimension temporelle t et
contient les champs 9, p et if’. La vitesse est modifiée et donnée par
y = V9 — (0.43)
rendant le fluide rotationnel (avec vorticité non-nulle). La densité lagrangienne
est alors construite comme




— n (vo — — — — V’. (0.44)
L’addition du ternie d’interaction \/if’a. V’/2 rend le fluide supersymétrique.
Ce modèle planaire peut être obtenu en partant d’une théorie de supermembrane
en (3 + 1) dimensions analogue à celle de Nambu-Goto (0.26). Nous utilisons de
nouveau la paramétrisation “cône de lumière”.
A la suite du modèle supersvmétrique du gaz planaire, Bergner et Jackiw
t 371 ont étudié un modèle supersylnétrique linéaire pour un fluide en (1 + 1)
dimensions à partir d’une supercorde de Nambu-Goto évoluant clans un espace
de (2±1) dimensions. Ce modèle linéaire est complètement intégrable et peut
être formulé avec des coordonnées de Riemann. Il semblerait que les modèles
supersymétriques planaire et linéaire soient les seuls exemples possibles de fluides
supersymétriques dérivables d’une supermembrane de Nambu-Goto [12] par la
paramétrisation “cône de lumière”.
L’objectif principal de cette thèse est d’utiliser les méthodes classiques et
généralisées de réduction par symétries afin de construire des solutions des équa
tions de Chaplygin et de Born-Infeld. En analysant en détail leurs propriétés de
symétries, ainsi que la classification de leurs sous-groupes. nous obtenons plu
sieurs nouvelles classes de solutions invariantes et partiellement invariantes des
équations de Cliaplvgin et de Born-hïfeld en (1 + 1) dimensions. Nous présentons
également une méthode originale, basée sur une généralisation de la transformée
de Legencire. pour formuler des nouvelles solutions des modèles supcrsvmétriques
linéaire et planaire de Chaplvgin. Notre étude se situe dans le cadre des nié
thodes et algorithmes de symétries, impliquant leur application spécifique aux
modèles reliés à l’action de Nairibu—Goto étudiés par .Jackiw et aI. [12, 36, 3Ï.
et à leurs extensions supersvmérriques. Nous cherchons à répondre aux cluestions
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suivantes. Quelles sont les symétries de Lie des équations classiques et supersy
métriques de Chaplygin et de Born-Infelcl? Quelles sont les solutions invariantes
et partiellement invariantes correspondantes? Quel est le lien entre les proprié
tés des modèles de Chaplvgin, Born-Infeld et Nambu-Goto et entre les solutions
classiques et supersvmét.riques de ces modèles?
Les domaines principaux couverts par cette thèse sont les équations de la
mécanicyue des fluides, les groupes et algèbres de lie, la classification des sous-
algèbres, les solutions invariantes et. partiellement invariantes, ainsi que les mo
dèles supersymétriques impliquant des variables de Grassmann.
Le chapitre 1 consiste en un article original qui fut le premier à être pu
blié dans le cadre de cette recherche j14]. Nous y présentons une méthode pour
construire des solutions invariantes explicites des équations de Chaplygin et de
Born-Infeld en (1 + 1) dimensions. Cette procédure est basée sur la méthode de
réduction par symétries pour les équations aux dérivées partielles et fait. un usage
systématique de la structure des sous-groupes du groupe d’invariance. En utili
sant les sous-groupes de dimension 1. nous générons les variables de symétries qui
nous permettent de réduire les édluations originales à des systèmes d’équations
différentielles ordinaires. Les solutions de ces dernières mènent directement à des
classes de solutions analytiques invariantes par rapport aux sous-groupes consi
dérés. Elles sont de type algébriques, rationnelles et solit.oniques (de type ‘bump”.
“kink” et. oncle multiple). Nous discutons aussi certaines nouvelles solutions sépa
rables qui représentent un cas spécial de solutions conditionnellement invariantes.
Cela nous permet d’appliquer le concept de symétries classiques aux équations de
Cliaplvgin et de Born-Infeld afin de construire des solutions invariantes.
Le chapitre 2 constitue également une contribution originale publiée [15]. Dans
cet article, nous discutons le concept de solutions partiellement invariantes pour
les nioclèles dérivés de l’action ‘\ainbu-Goto. En particulier, nous considérons le
fluide nonrelativiste appelé gaz de Chaplvgin. et le modèle relativiste de Born—
liifelci pour un champ scalaire .Àl aide cFime méthode systématique basée sur la
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classification des sous-groupes du groupe d’invariance, nous construisons des solu
tions partiellement invariantes avec défaut de structure 1. Nous avons du com
mencer par faire une classification complète des sous-algèbres de l’algèbre de Lie
de symétries ayant des orbites génériques de dimension 2. Ces sous-algèbres nous
permettent d’introduire les variables dc s mièt ries correspondantes, puis de réduire
les équations originales initiales à différentes classes nonéquivalentes d’équations
aux dérivées partielles et, dans certains cas, à des équations différentielles ordi
naires. La résolution de ces systèmes réduits nous a donné plusieurs nouvelles
solutions des équations de Chaplygin et de Born-Infeld, comme des ondes de pro
pagation, des ondes centrées, des solitons. des “kink”, des “bump”, et des solutions
exprimés à partir des fonctions elliptiques de Jacohi. Cela a permis une exten
sion des résultats obtenus dans le chapitre 1 au cas plus général de l’invariance
partielle.
Finalement, dans le chapitre 3, nous présentons une procédure qui nous per
met de construire des solutions invariantes du gaz supersymétrique de Chaplygin
en (1 + 1) dimensions [38]. Nous utilisons une généralisation de la transformée de
Legendre afin de transformer le système d’équations originales en un nouvel en
semble d’équations différentielles ayant comme variables indépendantes la vitesse
du fluide et la vitesse du son dans le fluide. Les propriétés symétriques des équa
tions et leurs algèbres de Lie sont décrites pour les cieux systèmes de coordonnées,
et. nous faisons appel à une classification systématique des sous-groupes pour ob
tenir certaines classes de solutions invariantes des équations transformées. Ces
dernières sont équivalentes à des solutions des équations originales. Lorsque cela
est. possible, nous utilisons la transformée de Legencire pour obtenir des solutions
du modèle linéaire supersymétrique. Nous présentons également certains éléments
de base qui peuvent servir à étendre la méthode au cas planaire supersymétrique.
En particulier, l’analogue en (2 + 1) dinicnsiouis de l’équation clans le système de
coordonnées transformées a été cléterniinié. ainsi que certaines symétries. Pour un
certain cas spécificue, il a été démontré qu’il est l)ossihle d’invertir et d’étendre
une solution invariante de l’équation transformée afiui cl ‘obtenir une solution clu.i
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gaz planaire supersyrnétriqile de Chaplvgin. Les résultats ont été récemment sou
mis pour publication.
Dans l’appendice A, nous décrivons les symétries des systèmes d’équations
différentielles, ainsi que les méthodes de groupes et algèbres de Lie permettant
de les déterminer. Nous présentons la structure de base utilisée pour la classifica
tion des sous-algèbres d’une algèbre de Lie. Nous définissons ensuite les solutions
invariantes et partiellement invariantes, et. présentons un algorithme permettant
de les trouver.
Dans l’appendice B, nous introduisons les concepts d’espace vectoriel gradué,
d’algèbre de Grassmann contenant des variables paires et impaires et de superes
pace formé de coordonnées à valeurs de Grassmann. Nous discutons ensuite des
fonctions à valeurs de Grassmann (superchamps) définies sur un superespace, et
les notions de superalgèbres et supergroupes de Lie sont. ensuite données. Nous
rappelons également la méthode de calcul des symétries pour un système d’équa
t ions différentielles à variables de Grassmann.
Dans l’appendice C, nous présentons en détail la classification des sous-algèbres
splitting et non-splïtting de l’algèbre de symétrie du gaz de Chaplygin qui n’a pas
pu être indu dans l’article [15j à cause de l’espace limité.
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Résumé
Dans cet article, nous étudions et construisons certaines classes explicites de so
lutions des équations de Chaplvgin et de Born-Infeld en 1 + 1 dimensions. Ces
solutions sont obtenues par la méthode de réduction par symétries pour les équa
tions aux dérivées partielles. Nous utilisons systématiquement la structure des
sous-groupes de dimension 1 du grotipe cl’invariance afin de générer des variables
de symétrie, qui nous permettent cie réduire les équations originales à des sys
tèmes d’équations différentielles ordinaires. Les solutions de ces dernières mènent
directement à des classes de solutions analytiques des équations de Chaplygin
et Born—Infeld qui sont invariantes Par rapport aux sous-groupes considérés. Les
solutions obtenues sont de type algéhricues, rationnelles et solitoniques (de type
bump’. “kmh” et oncle multiple). Nous discutons aussi certaines solutions sépa
rables admises par les équations de’ Cliaplvgin et Born—Infelcl. Une interprétation
physique des résultats est dise utée clans le cadre de la clyna;niciue des fluides.
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Abstract
In this paper we prescrit a met hoU of constructing explicit. classes of solutions
of the Chaplygin and Born-Infeld systems of equations in 1 + 1 dimensions. The
approach adopted here is hasecl on t.he svmmetry reduction method for partial
differential equations (PDE). A svstematic use of the subgroup structure of the
invariance group is made to generate synlmetry variables. We concentrate only
on the case when the symmetry variables are invariants of the suhgroups ha
ving dimension one. The set of symmetry variables enables us to reduce, after
sorne transformation, the original equations to rnany possible ordinary differen
tial equations (ODE). We descrihe iii detail how a composition of Lie subalgebras
and singlllarity analysis applied to these systems provides us with classes of ana
lytic solutions. Several new types of algebraic, rational and solitonlike solutions
(among them kinks, bumps and multiple wave solutions) have been obtained in
explicit form. We discuss also tire existence of several classes of separable solutions
admitted by tire Chaplygin anci Born-Infeld equations. Some physical interpreta
tion of these resnlts in the areas of fluici dynamics and field theory are given.
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1.1. INTRODUCTION
The motion of a d-hrane in (d + 1) spatial climeHsions moving in (d + 1, 1)-
dimensional space-time is descrihed by the Nambu-Cot.o action as described by
R. Jackiw 1j. If X = (X°, X1 yd Vd±1) describes the target space-time (in
winch the ci-brane moves), and qY = (ç5°, ô’, . . . , are world-volume variables
winch parametrize the d-dimensional extended ohject evolving in then the
Nambu-Goto action reads
‘NG
= J d°d’ . . . d (_i)d det (1.1)
Tins action is parametrizat.ion-invariant. anci in part icular rwo different choices of
the parametrization lead respectively to a non-reiat.ivistic fluici dvnarnical model
(the Chaplygin gas) and a relativistic fluici (the Born-Infeld model). In hoth cases,
we choose (K1 K2 . . , Xd) to coincide with (é’. 6d) ancl renarne them as
the spatial vector r in d dimensions. The remaining variables X°, Xd-t-1 and °
treated separately.
L1.1. The Chaplygin Gas
We now discuss the two distinct parametrizations. beginning with the non
relativist.ic fluid. We define
X+ (X° + X&l) = t, X = (X0 — X1) = O(r, t) (1.2)
anci then identify t with where ,\ > O is a constant. This is ca.lled the
liglit-cone parametrization. The I\ambu-Goto action (1.1) then recluces to the
Chaplvgin action [1]
I = —2 f dtdr + (9)2 (1.3)
This action leacls to the Euler-Lagrange eqtiations of the forni
1 /____ (1.1)
at + (V&)2] +
wlii cli is known as tue ChapÏvgin equat ion 121. h should he flot ccl rhat t bis ecjl,a
tion is equivalent ro the followirig system of chiferential e(Jllations for the dt’nsity
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p(r. t) anci velocity potential O(r, t) of a ftuid in the interactive case ( O)
Pt + (Vp) (VO) + p(V20) = 0, (1.5)
O + (VO)2 = (1.6)
These equations (1.5) and (1.6) correspond respectively to the equation of conti
nuity and Euler’s force equation for an ideal non-relativistic fluici of zero vorticity,
in which the pressure P is related to the density p by the equation [1]
p (1.7)
The velocity y of the fluid is simply the gradient of the potential y VO. It is
possible to eliminate the variable p by using equation (1.6) to express it in terms
of O. In this way the system (1.5) and (1.6) reduces to equation (1.4).
In the free case (.) O) the variable p becomes completely independent, and
the equations (1.5) and (1.6) are decoupled. Equation (1.6) can he solved for O,
and then equation (1.5) solved for p. A detailed discussion of the symmetry group
in one spatial dimension can be found in the work hy A. Hariton [31• This case is
not clerived from the Nambu-Goto d-brane.
1.1.2. The Born-Infeld Model
For the relativistic model, the variable X° is renained ct, where c is the speed
of light, and is also identified with c°. The remaining target space variable X’
is renameci O(r, t)/c, a function of r auci t. This is called the Cartesian parame
trization. The Nambu-Goto action (1.1) then reduces to the Born-Iufelcl action
[1]
___________
= —a f dt dr c2 — (aO)2 (1.8)
Tue corresponding Euler-Lagrange equation is founci to be
1




winch in turu corresponds to the Born-hifelcl equat ions






It shoialcl be noted that at the limit where c —> oc the relativistic Born-Infelcl
moclel recluces to the non-relativistic Chaplygin model discussed previouslv, where
,\ is iclentifieci wit.h Ç [11. A solution ONR(r, t) of the Chaplygin equat ion (1.4) is
thiis related to its relativistic counterpart OR(r, t) for the Born-Infeld equations
(1.9). This will he cÏiscussed in further detail in Silbection 1.3.3.
1.1.3. Objective and Organization
The objective of this paper is to use the method of syrnmetry recluet ion (MSR)
to cletermine group-invariant solutions of the Chaplygin anci Born-hïfelcl equa
tions. For sirnplicitv, we shah restrict ourseives to the interactive one-dimensional
case (that is in one spatial dimension x and time t). In future work, it will be our
objective to extencl this analysis to 2-dimensional anci supersymmetri( generali
sations [1, 4, 5] of this theory.
In Section 1.2 we hegin hy describing the structure of the 6-cliniensional Lie
algebra which generates the symmetries of the system of equations (1.5) and (1.6)
of the Chaplygin gas. We also ciassify the associateci one-parameter subalgebras
in terms of conjugacy classes. Indeed, since the partial differential equations in
volveci have only two independent variables, a one-dimensional suhalgebra (which
generates a one-dimensional orbit) xviii be sufficient to redrice the system to or
dinary clifferential equations of the second order. In Section 1.3 wc proceecl to
use MSR to cletermine solutions which are invariant uncier the varions subalge
bras. auJ compare the restilting solutions to those cietermineci by Jackiw witli the
Legendre methoci of Riemann co-ordinates [11. We use the link between the Cha
plvgin and Born—Infelcl moclels to generate solutions of the Born-Infelcl moclel. In
Section 1.4 we cliscuss the separatiori of variables admitted bv die Chaplygin anci
Born—Infelcl equations. which enabies us to construct. the families of soliionlike
solutions. Finallv. Section 1.5 summarizes the results and contains a future ont-
look concerning die possible extension of the classical Lie approach to partially
invariant solutions (cf cÏefect = 1) for the Chaplygin anci Born—Infeld equations.
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1.2. THE $YMMETR GROUP AND CLAssIFIcATIoN 0F SUBALGE
BRAS
Let us now investigate the group of symmetries of the interactive Chaplygin
gas in one spatial dimension. This fliiid is now governed by the system of equations
et + %to = 4 , + pO + P0xx = 0, (112)
obtained from equations (1.5) and (1.6) by taking r = x. Following the standard
method for determining t.he svmmetry algebra of a system of differential equations
161, we find that the symmetrv algebra Ç of the systein (1.12) is spanned by the




The commutation relations of the Lie algebra Ç are given in Table I.
TAB. I. Commutation table for the Lie algebra Ç
X\Y D1 D2 B Z P1 P0
D1 O O B O —P1 —2P0
D2 O O-B-2Z-P1 O
B -BBO O -Z -P1
Z O 2Z O O O O
P1 o o o
P0 2FO P1 O O O
The vector fielcis P1 ancÏ P0 generate translations in space arici time respecti—
velv. while Z generates a translation in the clependent variable &(r. t). The element
B corresponds to a Galilean boost so that {P0, P1, B} generate the Galilean ai
gebra in one spatial dimension. The flelcis D1 and D2 correspond to two clifferent
types of dilatation. The group G of svmmetries is obtainecl Lv integrating die
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vector fields in Ç and it acts on the inclependent and clependent variables as
= edc1 ((r — 10) + b(t — t0))
i = e2d (t — t0)
1 (1.14)6 = e2d2 (6 + b(x
—
ro) + —b2(t — t0) + z)
=
where g = (d1, U2, b, r, to, z) is an arbitrary element of G, ail the parameters
being reai numbers.
The aigebra Ç can be deconiposeci into the foilowing semi-direct sum
Ç = {D, D2. B} {P1, P0, Z} = .,V, (1.15)
where £ = {D1, D2, B}, and A[ = {P1, P0, Z} is an Abelian ideal, so that we
can directly apply the rnethod of subalgebra classification [Z] to give the non
equivalent one-dimensional splittiiig and non-spiitting subalgebras of Ç. The spiit
ting subaigebras are giveil bv
1Z1={D1}, L12{D2}. £:{B}, £4,2{Di+aD2, aO},
£5 ={D + D2 + E3, E =
as subalgebras of L, anci bv
= {P}, A = {P1}, = {Z}, A’ {Z + EP0, E =
(1.16)
as sribalgehras of iV. The non-spiitting suhalgebras in Ç are given by
1={Di+EZ. E=+1}, 2={D1-D2+EPi, E+1},
(1.17)
3={Do+z). z=±1}. ={B+EPo, E+1}.
Ail 0f these suhalgebras. except A/ which cloes not contain any derivative with
respect to the inclepenclent variables r anci t, xviii give risc to a recluction process
and to invariant solutions.
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1.3. SYMMETRY REDUCTION AND GRouP-INvARIANT SOLUTIONS
In this section, we use the methoci of characteristics to cletermine the inva
riants and reduced differential equations corresponcling to each subalgebra listed
in Section 1.2. In particular for ODE’s of second orcler it is possible to determine
whether they are of Painlevé type (i.e. whether ail their critical points are inde
pendent of the initial data). When it is possible, we cletermine explicit solutions
of the Chaplygin and Born-Infelcl equat ions. anci compare the former to the ones
determined by Jackiw [1].
1.3.1. Reduction of the System
Passing systematically through ail subgroups of G with orbits of codimension
one, we obtain all symmetry variables. Substituting each of these into the equa
tions (1.12) we reduce them to a system of ODE’s. The result of this analysis
can be summarized as follows, where is the svmmetry variable. F() anci G()
are invariant functions related to 9 and p respectively, anci have to be determi
neci using the reduced differential equations. Tlie clifferent classes of symmetry
reductions are summarized in Tables II anci III. Thev lead us to fourteen different
types of solutions.
1.3.2. Group-invariant Solutions of the Chaplygin Model
Let us now discuss certain classes of solutions to the Chaplygin equations
obtained from the solutions to the recluced equations deterinined in Subsection
1.3.1. We perform a singularity analysis to cletermine which of these reduced
ODE’s eau be transformed to the standard Painlevé form.
for the case
.i, we get
9(, t) = 4ln ) +co, p(:r.t) = (t2 _ao;L.l) (1.1$)








TAB. II. Invariants of the subalgebras of tue Lie algebra Ç
Subalgebra Syrnrnetrv variable ] Fuiiction O Function p
Li = {D1} = O = F() p = v’fG()
2 = {D2} =t 8=.r2Ff) p=
L3={B} 8—FV)-i-1x2 p=G()
L1 = {Di — D2} = x t) = p = tG()
£ = {Di + D2} = O = tF() p = G()
L = {D1 ± aD2 a ±1O} C = t1/2() O = t”F() p =
= {D1 +D2 +EB, E =±1) = —dut 8= tF(t) + tlnt+ t(lnt)2 p G()
iV1 = {Po} = x t = f() p = G()
iV2={Pi} O=F(t) p=G()
Af4. = {Z + EP0, E = ±1} = x O = F() + ct p = G()
?C ={D1 +EZ, c=+1} = O = F()+lnx p=xG()
/‘J2, = {D1
— D2+EP1. E ±1} =x— dlnt t) = p=tG()
= {D2 + fPo, E = ±1} = xe t) = p =
K = {B+EP0. E ±1} f1— O = F() +t+ t3 p= G(t)
TAB. III. Reduceci equations of the suhalgebras of the Lie algebra Ç
Suhalgebra Equation in c ] Ecjuation in F
L G = + 4(ft)2)_u/2 = ±
C2 G = + 2F2)2 f ± 4ff = O
iZ G
— 2f = O
L1_1 G = ((f)2 — f)_l/2 FF — (f)2 + F = O
L G = /5(F + + !6(F)2)’/2 —f + 4rfF — + = O





G = — + 2zF ± 22Fr — + 2f — 1 — 8fF = O
iV G = ((F)2)l/2 o = o
. G = v(ft)12 F = O
.V G
= +
(F)2)l/2 F = O
1.E G = + 2(F)2 f —F +13(ft)2 = O
—1/2
—tf +
G = v(—f — cF + I(f)2)’/2 F Fç + ff ± Fr — (F2 = D
G = 4- 2f2 2FFr F + fr — 8FF 2E(f)2
— 1cff = O
±
J Q = I(f)2)_l/2 Cf
— = O
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This solution is defineci for /x2 > t. It is noticeable that at t = O this solution
reduces to 6 = c0, p = Thus, we have a zero velocity anci linear density
of the fluicl.
In an analysis performed on the Chaplygin gas in one spatial dimension, Ja
ckiw [11 consiclerecl the following methoci in orcler to deternune solutions of the
Chaplygin gas equations. A Legendre transforni is useci to exchange the inde
pendent variables (x, t) with the dependent ones (9, p). In fact, the new incie
pendent variables used are
s=/p, p==9, (1.20)




t& — x9. (1.21)
from the equations (1.12) it is easily shown that
(p,s) = O(x,t) + t(p2 — 2) — I]) (1.22)
ancl 50
= tp — x , = —ts. (1.23)
Op Js
The equations (1.12) can then be re-written as the linear equation
82I 82I 2I’
— + — = 0. (1.24)
3p 0s sPs
The general solution of (1.24) is given in terms of two arhitrary functions f =
f(p + s) and g = g(p — s) (where p + s are called Riemann co-ordinates)
‘(p, s)
=
f(p + s) — sf’(p + s) + g(p — s) + sg’(p — s). (1.25)
It is easv to show that the solution (1.18) corresponds te Jackiws solution where
1 /s+p\ 1
I’ (p s) in I I + c + (1 96)4 vs—p) 2(s—p)(s+p)
ai ici
f(z) = 4lnz + c0. g(—z) = —4hïz + c0.
wlivre. for each of the functions f ancl g. the variable z represeiits the correspon—
ding argilinent as clescribed in equation (1.25).
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For L2, we have
1 + e4(t_t0) 19(x, t) = —açx2
(1 — e4ao(t_to)) ‘ ‘ —, (127)
ri + e4ao(t_bo)
v(i, t) = —2a0x
— e4ao(to)) (128)
where a0 and t0 are real constants, and a0 0. This solution lias a singularity
at une t = t0 wliich seems to indicate that h. does not correspond to a physical
theory at time tt. As t —+ +oo, O approaches the function f+(x) = ai2 and as
t —* —oc it approaches f_(x) = —ai2. The density p lias a pole at ï = O auJ is





— + (p —s )ln( ) + to(p —s),ta0 8a0 p—s
where




O(r.t) = + + co, p(x.t) = , (1.30)2t 3a t
so that the velocity is now
v(x, t) = (1.31)
where a0 auJ e0 are real constants, and a0 O. There is a pole singularity at
t = 0. As t —* oc, the velocity potential & becomes unboundecÏ anci the clensity
p approaches zero. The velocity (1.31) is linear in ï, but also approaches zero as






wliere f anci g in (1.25) are given by
it i
. 1/ 1
1(z) = + 6\0 ) , g(z) = —
____
It is int eresting tu note that the solution (1.32) of the equation (1 .21) is invariant
under translation liv the variable p. This means that invariance under Galilean
I )OOSt of the original set (1.12) implies R p—11i\Tiam solution for (1.24).
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for we have





= V sinh2 ((x +
where k anci c0 are real constants. It is possible to rewrite this solution in a niore
farniliar forrn. If we take c0 = and clefine a0 = %V, we obtain the solution
_cosli2(eox) t) = (1.31)
2a cosh(aox)
v(x. t) = —*cosh(aox) sinh(aox), (1.35)
which is exactly the soliton solution given by Jackiw [11. This solution is not
singular in r. The c{ensitv p is zero at. time t = O and becomes unboundecÏ as





where ‘I’(p.s) = (1.25) with
,f(z) g(—z) lllz.
for £41, we get.
/
&(c, t) = c0t x , p(x, t)
= i/i 2 (1.37)2 V
Here p and e are constant. In this case, the variables p and s deflned in equa
tion (1.20) arc hoth constant. anci so the change of variable (r, t) (s,p) is
non—invertihie. This singidar solution therefore cannot. be founci from the gene—
ral solution proposeci bv Jackiw in the sense that we cannot finci eorresponchng
functions kIJ(p. s), f(z) aricÏ g(.r).
For the case £ , with a +1, 0. we have to solve the equation for f listeci in
Table III. The analysis of this equation gives risc to a family of ODE’s wlHch do
not enter the classification of Fainlevé-Gambier [8, 9] since thev do flot possess
the Painlevé propertv j10[.
30
For £5E, the rnethod of symrnetrv reduction on ODE’s cari 5e useci to recluce
the order of equation for F listeci in Table III. Using the infinitesimal symrnetry
generator 28 + Xaf, we make the following change of variable [61
y = 4F r2 w = r, (1.38)
which allows us to rewrite the eqtlatioll as
— 1)w + 16(1 — y)(wy)3 + 4E(w)2 = 0. (1.39)
Setting z(y) = w, we obtain tlie first-order ODE
— 1)z + 16(1
—
y)z3 + 4z2 = 0, (1.40)
which is Abel’s Equation of the first kind, anci therefore cloes flot possess explicit
analytical solutions [11]. In the literature [121 one can fincl existence theorems
for solutions of (1.40) with property z(0) O anci linnœ z(n) = 0. For some
solutions their Taylor expansions were found anci others are given in tables [12].
For jVi, O = 0(r) is an arbitrarv function of r and we have
p = —a—, (1.41)
v(r. t) 0 0. (1.12)
Thus, any static velocity potential will satisfy the system of equations (1.12)
provided that the density is also static anci is related to O through equation (1.4 1).
Such a solution cannot he obtained from the general solution (1.25) since the
change of variables (r, t)
— (s, p) is again singular. Incleecl, we have s = p
for , we have
O(r,t) t + C , p(r.t) = 00. (1.43)
00
Here we obtain uniform (in x) solutions where tue potential O evolves in time in
a linear manner. Thus. tlïe velocitv is zero anci the clensitv constant in both time
ancl space.
For .N, we have





where a0 anci a1 are constants. Again, we have a trivial constant solution.
For ft6, we get
1
— 9t)9(a. t) = E (2 — 2rt) + e0 , p(i’, t) = -_______ (1.46)2 \/4Et_X2
v(x, t)
= ‘r2 — 9 (1.47)
The two cases E = 1 and E = —1 are qualitatively different. When E = 1 we
require 2t < < 4t for the solution to bu defineci. When E —1 the condition
hecornes —2t < < —4t, which implies that the density p is real-valueci only
for negative values of t. Thus, it does not correspond to a physical density. The
solution (1.46) corresponds t.o the case
1 ($23]32) 1 1
I(i s)
= 9 (p2 — s2) — in (p — sj + 1112 + eo, (1.4$)
where W(p, s) = (1.25) with









v(i, t) = _4ate120. (1.50)
Thus p is alwavs a finite, non-zero and positive function, while O becomes infinite
as x — — or tI —÷ oc. This solution corresponds to the case





where ‘IJ(p, s) = (1.25) with
1 /1 1
f(z) = —g(—z) = —rzln z
—
+ ii 2 Z.
For 6:s.f. we have
&(r. t) = (eaD+2E1 + ri2) , p(.T. t)
. (1.52)
— re00±2t + I2
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v(x. t) — ri. (1.53)
Here f) ancl p are aiways non-zero. finite ancÏ positive As t c or x oo,
f) becomes unhounclecl anci p approaches zero. This solution corresponds to the
case
s) = (2 + p2) _r(s2_p2) in ((2 — p2)) +r(s2_p2) ao—rp2, (1.54)
whcre J’(p. s) = (1.25) with
J(z) = g(—z) _z2 — —ra0z2 + rz2 in ()
For )C4,E, we have
1 2 3/2




v(x, t) rt + 00 t2)
1/2,
(1.56)
where x > t2 (in the case where r = 1) or .i < —t2 (in the case where E = —1).
Tins solution corresponds to the case
(p.s) = rp + (23/2
— P52 + — a/2 s3, (1.57)
where P(p, s) = (1.25) with
— 13 1 a 1_ o / 29 3
—
— r (2,\)3/2 — (2\)+ y — a0/
1 1 u 1 a0 /
g(z) = rz + E(9\)3/9Z3 + r\.1/ ,\ — a/2 z3.
It lias rherefore been demonstrated that for the suhalgebras of types {c. :i.
} and the invariant solutions fali into the general solu
tion (1.25) given hv Jackiw. However, for the subalgebras {. , A/, Af}, the
transformations (r. t) (s. p) are non-inverrible ancl su the invariant solutions
are not inchided in the general solution (1.25).
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1.3.3. Solutions of the Born-Infeld Model
Each solution of the Chaplygin equations (112) can be usecÏ to obtain an
equivalent solution of the relativist.ic Born-Infeld ecluations (1.10) anci (1.11) in
oiie spatial dimension. Since the Chaplygin and Born—Infeld moclels involve two
distinct paramet.rizations of the Nambu-Goto target space varial)les X° and Vd±i,
we equat( these variables to both their relativist.ic and nori-rulativistic represen
t.ations
X° = CtR = (t + ONR(tNR. r)), (1.58)
= tiR, r) = (t — ONR(tNR, r)). (1.59)
Renaming the time variables T = tNR and t = tR, we obtam the following me
thod of solution transformation describeci by Jackiw t’] If O1v,(r. t) is a solution
of the Chaplygin equation (1.4), then a solution OR(r. t) of the Born-Infeld equa
tion can be dctermined as folÏows. First. determine the function T(r. t) from the
equat ion
T + ONR(r,T) t, (1.60)
t lien
OR(r, T) = c2T — OvR(r. T) c2(T — t) (1.61)
is an associat.ecÏ Born-Infeld solution. Since the equation (1.60) cannot always be
solvecl explicitly for T(r, t) it follows that explicit Born-Infeld solutions cannot










— T) — 7a1, (1.62)
where T(.r. t) satisfies the equation
ï / i
T+ ( lut ) ) + ci = t (1.63)
c 1 i- — Tj






However, for the suhalgebras £41, N1, N2, A/ and 2.E’ we do obtain explicit
Born—lnfelcl solutions equivalent to the corresponding Chaplygin solutions.






(1 + %) c2 + 2(1+a/c2)2
This represents a travelling wave solution.
For N1, we have
&R(. t) c2t - f(Œ) PR(X, t) =
-
(1.66)
where f = f(i) is an arbitrary function, and is in fact the non-relativistic solution
= f(.r). This is a generalizecl travelling wave (ie Riemann wave). The gradient
catastrophe occurs where = O. winch allows a shock wave.
For jV. we have
&R(I. t) = a0t + c0 , PR(X t) (1.67)
c —
where a < (2 This is a trivial solution since using the invariance with respect
to t leacis us to a constant solution.




— E)t + aoi + ai) PR( t) (1.6$)
where if E = —1 tiien aol > 2. This represellts a travelling wave.
for ,kh. we have
c2 (c2 — e’)
t) ((.2 e’(’°))
—o (c1 — e8 o_T)) (1.69)
PR( t)
1H&r’) (c2 + &tTo_T))2 + 61c5t2e )u r)
Ibis ix o kink type solution.
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1.4. THE METHOD 0f DIFfERENTIAL CONSTRAINTS
We deterniineci in Section 1.3 that the group—invariant solutions of the Cha—
plygin system (1.12) were either singular or derivable from the general solution
of the seconci-order partial clifferential equation (1.24). A further generalization
of the classical sv;nmetry reclurt ion is the introduction of the general “side condi
tions” met.hocÏ [13[. This metiioci inclildes ail known methods for determining
special classes of solutions of PDE’s (among others group-invariant solutions,
non-classical and weak svrmnetries. partially invariant, solutions. separa.tion of
variables, and many others). Differential constraints possess a group interpreta
tion as ttconditional symmetries” [14, 15, 16]. It consists basically in moclifving
the original system by aclclirig to it certain compatible differential constraints.
The overdeterminecl system of equations obtained in this way admits, in some
cases, a larger class of Lie point symmetry groups, and consequentlv can provide
new classes of solutions of the original svst.em. In t.his section our choice of dif
fereiltial constraints is motivateci hy our main aim which is t.he construction of
multiplicative separat ion of dependent variables
u(x.t) = J()g(t), i = 1,2, (1.70)
for sorne functions L and g, of one variable. Here, n1 and n2 stand for p ancl 9
respectively. Ansatz (1.70) corresponds to the following second order differential
constraint s
83 mc, 0. i = 1.2. (1.71)
Note that the clifferential constraints (1.71) are no longer restricted to Le hrst
order PDE’s provideci Lv the cliaracteristics of symmetries generated b (1.13).
Hence. according to Olver [6j solutions of the overdeterrninecl syst cm composed of
the Chaplvgin equations (1.12) (or Born-Infelcl equations (1.10). (1.1 1)) snbjected
to (1.71) are no longer group—invariant solutions.
now show tliat rhese fornis of constraints are coinpatibh with tue (lia—
plvgm svsrem (1.12) and enable us to construct several fanniies of solitonlike
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solutions. Indeed, substituting (1.70) ïnto (1.12) we obtain a system of differen
tial equations
12 2
!]2.t.f2 + g2(f2,T) =
- il (1.72)
gi,Ji + gig2fi.3J2,1 + gig2fif2,1 = 0,
Eliminating function fig1 from (1.72) ive obtain
—g2.f2
— g2g2,Cf.1)2 + 9292.tf2f2.xx = 0. (1.73)
Integrating with respect to t ancÏ relabdling the functions f2 and g as f and g
respectively, we obtain
gtf
- 2(f)2 + g2ff
= ) (1.74)
Let us consicler separately three cases, namely (a) the case in whicli 7(x) vanishes
everywhere, (h) the case where (:r)
= f and ff — (f)2 = f, and (c) the case
where ‘(x) f and ff.
— (f1)2 = —f. k is ea.sy to show tha.t in case (a). when
7(x) = O iclentically, the solution of the svstem (1.74) takes the form




= V K2sinh2 ((x + x0))
For K3 O and t —, the expressions (1.75) represent a hump-type solution.








\/2Kt2 + 2K1K2t + K? — sinh2 ((x + x0))
Tins is a hump type solution. callecÏ in literature a Gaussian solutioiï [171.
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In the cases (b) anci (c), the equation (1.74) can he integrated to give the
solutions
6<) = ((+xO)) (:),
p(t) (_ (1.77)
- 1/2
+ cosh2 + xo)) (1 + e2 Kl))2) }
anci
9(x, t) = sinl2 + tan ((t0 — t)),





— sec2 ((o t))
respectively. For K3 O and t in 1 — K1, the solution (1.77) represents a
buinp-type solution. With a specific choice of the constants Ni, A3 and Œ0 such
that. the density p is non-siigu1ar at .r = 0. we get for the solution (1.77) tue
functions
7 t7 I 2’/t
/Ox t) —cosh:r
1_e2t
1/’) (1.79)/ (1_e2)2 -
-
coshi 4e2\2L + ( + e2\z2o)2sinh2x
These functions are representeci in figures 1 anci 2. For the solution (1.7$),
tue same choice for the constants K1, K3 anci
,
along with to 0, leaci to




cosh.r sec 2(vt) ± sinh2i tan 2(t)
These functions are represented in figures 3 and 4. For this solution (1.7$), the
funct ion 9(i. t) inclucles discont inuities at t = t0 + n wheren is an int eger.
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FiG. 1. The furictioii 6(, t) in eq. (1.79)
The clensity p(, t) is defineci and continuons everywhere and is a multi-bump
solution.
Once again, we obtain the Born-Infeld solutions
&R(X, t) c2(T — t), (1.81)
100
FIG. 2. The funetion p(i. t) in eq. (1.79)
39
where T(x, t) satisfies the equations
/1 + e2(T+1) \ \
(2




FIG. 3. The function 9(x, t) in eq. (1.80)
Pic. 4. The function p(ï, t) in eq. (1.80)
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and
T + (2sinh2 + xo)) tan ((t0 — T))) = t, (1.83)
respectively.
It. is manifest that the solution (1.75), corresponding to case (a) is simply a
generalization of the solution (1.33), found in Section 1.3 for the case £4,_. In
fact, solution (1.33) is the special case where K2 = 1, K = 0. By the simple
change of variable t —* (t — K1), (1.33) cari be transformed to its generalized
counterpart (1.75). For each of the solutions (1.77) and (1.78), corresponding to
cases (h) and (c) respectively, the Jacohian of the transformation
3(p. s) (1.84)
is non-zero. This would indicate that the change of variables is invertible. Howe
ver, attempts to invert the transformation lead to transcendental trigonometric
equations for the variables x and t in both cases. so it is not possible to determine
equivalent furictions ‘Ir(p, s). Therefore, we cannot determine whether or not the
solutions (1.77) and (1.78) correspond to the general solution of Jackiw [11.
1.5. CONcLuDING REMARKS
Group-invariant solutions of the Chaplygin gas equations have been determi
neci for the one-dimensional subalgehras of the general Chaplygin Lie algebra.
In addition, based ou these solutions, a number of explicit solutions of the Born
Infelci relativistic model have been det.ermined. The non-singular solutions (where
the transformation (x,t) —* (s,p) is invertible) were found to be liriked to special
cases of the general solution described by Jackiw’s approach [11. Certain classes
of solutions were found in which the clensity p of the ftuid is constant in hoth time
anci space. These solutions were found flot to be included in the classificatioir pre
s(’1lted in Jackiw [1]. In some cases. the reduced equations for the subalgehras 2.
iV ancï A/1, satisfy the flrst ancl flfth Painlevé equat ions [10J. In summarv, we cari
state that the syrnmetry recluction methoci in the version preseriteci here proveci
to he a useful tool in the sense that in the cases of Chaplvgin anci Born—Infeld it
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led to rnany new interesting solutions, among them kiriks, burnps and multi-wave
solutions.
A question arises as to whether our approach can be extended to obtain par
t.ially invariant solutions [181 with defect structure 6 1. Further. can it provide
new classes of solutions which will describe more diverse types of solutions than
those found in group-invariant cases. This will be discussed in more detail in a
fut.ure work.
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Chapitre 2
PARTIALLY INVARIANT SOLUTIONS 0F
MODELS OBTAINED FROM THE
NAMBU-GOTO ACTION
Auteurs A. M. Grundiand and A. J. Hariton.
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Résumé
Dans cet article, nous discutons le concept de soliltions partiellement invariantes
dans le contexte de modèles dérivés de l’action Nambu-Goto. En particulier. nous
considérons le fluide non-relativiste appelé gaz de Cliaplygin, et le modèle re
lativiste de Born-Infeld Ollf 1111 champ scalaire. À l’aide d’une méthode sys
tématique basée sur la classification des sous-groupes du groupe d’invariance.
nous construisons des classes de solutions partiellement invariantes avec défaut de
structure = 1. Nous avons effectué une classification complète des sous-algèbres
de l’algèbre de Lie de symétries avant des orbites génériques de dimension 2.
Ces sous-algèbres nous permettent d’introduire les variables de symétries corres
ponclantes. puis de réduire les équations originales initiales différentes classes
non—équivalentes cFéquations aux dérivées partielles et déciuations différentielles
ordinaires. La résolution de ces systèmes réduits nous a donné plusieurs nouvelles
solutions des équations de Chaplvgin et de Born—InfeÏcÏ. Les solutions représetit
tics oncles de propagation, tics ondes centrées. des solit nus algébriques, des “kink”.
des ‘i)ump, et des solutions expriiliés i partir des fonctions ellipticiues de Jarubi.
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Abstract
The concept. of partially invariant solutions is cliscusseci in the framework of the
group analysis of models derived from the Narnbu-Goto action. In particular, we
consider the non-relativistic Chaplygin gas anci the relativistic Born-Infeld theory
for a scalar field. Using a general systematic approach ha.sed on subgroup clas
sification methods, non-trivial partially invariant solutions with defect structure
6 = 1 are constructed. For this purpose, a classification of the subgroups of the
Lie point symmetry group, which have generic orbits of dimension 2, has been
performed. These subgroups allow us to introcluce the corresponding symmetry
variables and next to reduce the initial equations to different nonequivalent classes
of PDEs and ODEs. The ODEs can be transformed to standard form and, in some
cases, solved in terms of elementary anci Jacohi ellipt.ic functions. This resuits in
a large number of new partially invariant solutions, which are det.erminecl to be
either reducible or irreducible with respect. to the symmetry group. Some physical
interpretation of the results in the area of Huici dynamics and field theory are dis
cussed. The solutions represent. travelling and centered waves, algebraic solitons,
kinks, bumps, cnoidal and snoidal waves.
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2.1. INTRODUCTION: IVIODELS DERIVED FROM THE NAMBU-GOTO
ACTION
A few years ago, R. Jackiw [1 thoroughlv analyzed and reviewed the sub
ject of the motion of a d-hrane in (d + 1) spatial dimensions moving in (d +
1, 1)—dimensional space-time, anci showeci timat it is clescribed by the Namhw
Goto action. This has generated qilite a lot of interest (see eg. [2, 3, 4], and bas
lecl to the investigation of syrnmetry properties of relativistic anci non-relativistic
models in fielci theory [5]. Exploiting this coiniection, we will extend the ana
lysis in [5] to the case when these models admit partially invariant solutions.
Accorcling to[lj, we start by introducing tic variables of the target space-time
= (X°, X’,. . . , Xd, Xd+1) in which the ci-brane moves, and the world-volume
variables
=
. . . , ) which parametrize tic cl-dimensional extended
object evolving in q5°. Then the motion of the ci-brane is governed by the Nambu
Goto action
‘NG
= f d°d1 d clet (2.1)
The action (2.1) is parametrization-irivariant, anci diffèrent choices of parametri
zation lead to various field theory moclels. Recentlv. this concept bas been applied
to the tbeory of strings and superstrings [6, 7[. In particular, it has been esta
hlished that for strings moving in bat spacetime. the Nambu-Goto action (2.1)
reduces to tic Polyakov action
Sp =
— f (2.2)
where g is the worlcl—sheet metric q3 = dXdX. Varying the action with
respect to tic metric leacis to tic stress tensor
= a0x — (2.3)
Classicali, boti actions are equivalent.
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In particular, we are interested in the two specific cases represented by the
light-cone parametrization, which leads to a non-relativistic fluici dynamical sys
tem (Chaplygin gas), and the Cartesian parametrization, which leads to a relati
vistic Born-Infeld model. In both cases, we choose (11, 12,. . . , Xd) to coincide
with (, , . . . , ) and rename them for physical interpretation as the spatial
position vector r iII d dimensions. The remaining variables 10, X1 and are
treateci separately for each of the two parametrizations.
2.1.1. The Chaplygin Gas
For the Iight-cone parametrization, we define
1 ±(X0 + X’) = t, X (X0 — X’) = O(r, t), (2.4)
ancÏ then identify t with where ) > O is a constant. The Nambu-Goto
action (2.1) then reduces to the action [11
I = —2 f dtdr Je1 + (Ve)2, (2.5)
which in turn leads to an Euler-Lagrange equation of the form
0t 1 t______
— I I + V• f J = 0. (2.6)8t /o + (ve)2) + ‘(Ve))
Equation (2.6) is equivalent to the system of differential equations governing the
Chaplygin gas [81
Pt + (Vp) . (Vs) + p (V26) 0, (2.7a)
e + (VO)
= 4. (2.75)
where > O is a constant. Here, p(r, t) is the density ancl 9(r, t) the velocity
potential of an icleal non-relativistic fluici of zero vorticity in which the pressure
P is relatecl to the density by the polytropic relation [li
—9
P = —r-. (2.8)
p
The vanishing vorticity allows us to write tue velocitv V 0f the fluicis as the
gradient of the potential y = V&. Here. eqilations (2.fa) and (2fb) correspond
respectivelv to the eqtiation of continuitv anci Eu1ers force equation, where the
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current is given by j = pVO. In t.he case where ) O it is possible to eliminate
the variable f) bv ising equation (2.7b) to express it in terrns of 9. In this way the
system (2.7) reduces to equation (2.6).
Equations (2.7) can also be considered in the case where ,\ = 0. In this case,
the variable p hecomes completely independent, and the equations (2.7) are de
coupled. The force equation (2.7b) can he solved for 6, and then the continuity
equation (2.7a) solved for p. A detailecl discussion of the symrnetrv group in one
spatial dimension cari be found in tÏ• This case is not clerived froni the Nambu
Goto ci-brane. Subsequently, in this paper, we will consider onlv the interactive
case ( # O).
2.1.2. The Born-Infeld Model
For the Cartesian parametrization, the variable X° is renameci cf. where c is
the speed of light, antI is also identified with c°. The remaining target space
variable (d+l is renamed O(r, t)/c, which is a function of r and t. The Nambil
Goto action (2.1) then reduces to the action [11
l = —a f dt dr c2 — (6O)2. (2.9)
anci the corresponding Euler-Lagrange equation is found to he
1




Equation (2.10) corresponds to the equations
p+V (VO2c2(9) = 0. (2.11e)
2 + (VO)2O + ne y 22 + 2 = O. (2.llb)
This is the Born-Infelcl theory for a scalar fielcl O cliscussecl in 1J. Tins theory is
related to the iiorilinear electrocÏynamics approach cf Boni anti Infeld jlO, 11],
where the equations of motion were clerived from the Lagrangian




- ) /h2 - (. )2] (2.12)
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Here, Ê and Ê are the spatial components of the electric and magnetic fields
respectively. The connection between Lagrangians (2.9) and (2.12), in the case






(3O)2) ± 2c2 — (39)2 (2.13)
It shollld be not.ed that at the lirnit where c —* oc the relativistic Born-Infeld
Lagrangian and equations reduce to the non-relativistic Chaplygin Lagrangian
and equations discussed previously, where ? is identified with a2/2. A solution
ONR(r, t) of the Chaplygin equation (2.6) is thus related to its relativistic counter
part OR(r, t) for the Born-Infeld eqilation (2.10). This will be discussed in further
detail in Subsection 2.4.5.
The majority of known solutions in the literature for the Chaplygin anci Boni
Infeld equations are simple Riemann waves and their superpositions [12]. In those
cases, the equations were generally solved only in the hyperbolic regiori
+ (9)2 — (9)2 > 0. (2.14)
Solutions of these equatioris ohtained from the symrnetry recluction niethod are
lot necessarily required to obey differential inequality (2.14), as can be seen in
[5].
2.1.3. Objectives and Organization
Our objective in this paper is to study the partially invariant solutions of the
Chaplygin anci Born-Infeld systems of equations based on the Lie algebra L of
die group of svmmetries G of the Chaplygin system. We look for new classes
of solutions whidh are not necessarily G-invariant. Partially invariant solutions
are of interest for the following reasons. They can be constructed from a simple
algorithm similar to tue one employed for the G—invariant case. Also. partially
invariant solutions may he used to solve larger classes of initial value probleins
than the G-invariant solutions. Finall . once a partially invariant solution is founci
uncler a subgroup G0, it is possible to verify whether or not it is invariant uncler
some subgroup of the full grotlp G. Such invariant solutions would lie consiclerablv
50
more difficuit to obtain directly from the standard symmetry reduction method,
since in some cases it requires us to solve nonlinear PDEs instead of ODEs.
This paper is organized as follows. Section 2.2 is devoted to a description
of the symmetry group structure of the Chalygin and Born-Infeld systems. The
properties of the Chaplygin synimetry Lie algebra L are discussed, and we per
form a classification of L into conjugat.e classes of subaigebras, having generic
orbits of dimension 2. A complete list of the two-dimensional subalgebras of L
is given. In Section 2.3, we give a brief t.heoretical background needed to un
derstand the theory of partially invariant solutions, which includes an algorithm
for constructing such classes of solutions. In Section 2.4, we describe and discuss
certain classes of partially invariant solutions of the Chaplygin and Born-Infeicl
equations. Ail obtained solutions are computed from two-dimensionai subalge
bras, and have defect structure = 1. Finally, Section 2.5 contains observations
and a discussion of further applications of our resuits.
2.2. STRUCTURE 0F THE SYl/IETRY LIE ALGEBRA
2.2.1. Symmetry properties ofthe Chaplygin and Born-Infeld Equa
tions
The Lie algebra L of Chaplygin gas equations (2.7) in one spatial dimension
is spanned by the six independent vector fields [5, 9]
JJ1 r= P0=3 3=t81+x80 , Z=38
(2.15)
D1 =2aOE+2t8L+pap. D2x0x+20ao—p3p.
Here, P0 and P1 represent translations in the inclependent variables t and i res
pectively, B consists of a Galilean boost, Z corresponds to a shift in t.he potential
&, anci D1 ancl D2 are dilations in the clependent and independent variables. The
commutation relations hetween the generators of the Lie algebra L are sumniari
zeci in Table IV
Using the transformations of the Nambu-Goto parametrizations, we mav trans
form the generators of the Chaplygin Lie algebra L into infinitesimal syminetries
of the Born-Infeld ecjuations (2.11). We first transform the variables .i, t and
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TAB. IV. Conirnutation table fcr the Lie algebra L spanned hy the
vector fields (2.15)
X\YD1D2 B Z P1 P0
D1 O O B O —P1 —2P0
D2 O O —B —2Z —P1 O
B -BB O O -Z -P1
Z O 2Z O O O O
P1 Pi__ o o o
P0 o o o
of the Chaplygin gas equations hack into the Nambu-Goto target space variables
\O X1 X2
Y° = 1(f + 6) y’ y2 — 6). (2.16)
Thus. the derivatives may 5e transformeci ro
a:=8X1, aO=(8X0—V2). (2.17)
Note that under this transformation. p — oc, so that in orcler to keep the
transformations finite it is necessary to set = O. We therefore obtain the
generators
P1 1, Po + 8),
3 *(yO +X2)8xi + ( — (2.18)
Z = (8xo — 8V2), D X’0v1 + (X° + V2)(8o + 82),
D2 x1a1 + (X° — X2) (xo
ami the commutation relations for die transformeci generators (2.18) are identi
cal to tÏiose given in Table IV. Thus. it is possible to pass from one svstein of
generators to anot.her through the transformations (2.16). Vve then proc’eecl te
transforin the Na;nbu—Goto target space variables int.o the equivalent Born—Infeld
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variables
t = X’. 8 = (V2 (2.19)
which Icacis to the generators
3= (ct+-8)8+7 (_at _cae).
220
D2=x81+(Ct__9)(_at_CaO).
As in the previous case, the commutation relations hetween the generators (2.20)
are identical to those relations given in Table IV.
finally, we note that, for the Chaplygin equations, there exists an infinite
number of preserved quantities [‘Ï
( ± )n. (2.21)
Consequently, we can use the transformations (2.16) anci (2.19) to derive the
corresponding quantities of the Born-Infeld equat ions
= fux ((o)2 — _1/2 (_ 1 ((9)2 — 9h/2) (2.22)
This suggests that both models are completely integrahie.
2.2.2. Classification of the Two-Dimensional Subalgebras
Here. we summarize the resuits obtaineci from the classification of the 2-
climensional subalgebras of L. the Lie algebra of the Chaplygiri equations (2.7).
This result can he extended to inclucle the Born—Infeld equations through tlie
reparametrizations (2.16) and (2.19). We fucus exelusivel on two—dimensional
stibalgebras becarise its symmetry reduction leacis us mainly to solve ODEs. In
orcler to elassifv the subalgebras, we cari decompose the structure of L into the
following solvable semi-direct sum
L {{D1. D2} {3}} {Z. P1. P(}, (223)
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‘vVe perforin the classification in three steps, using the proceclures described in
1131. 11w full details are presenteci in Annexe C of this tjiesis.
(i) Consider first t.he abelian algebra A = {D1. D2}. Its subspaces are
A1 = {O}, A2 = {D1}, A3 {D2}.
(2.24)
A4 = {D1 + aD2, u O}, A5 = {D’, D9}.
Since A is an ahelian algebra, ail of its subspaces are subalgebras, and each of
them is con] ugate only to itself under action by the grotip
GA = e1D2} = {g = e : Y E {D’, D2}} (2.25)
generated by A. For each subalgebra A of A, its nornalizer in GA
Nor(A1,GA) = {g E GA gXg’ E AVX E Aj, (2.26)
is simply G1.
(ii) As a next step, let us now consider the algebra
f = {D1. D2. B} = {{D1, D2} {B}} = A B. (2.27)
Tue spiitting suhalgebras of F are
F1 {O}, F2 {B}, F3 = {D’}, F1 {D. B},
= {D2}, F6 = {D2, B}, F7 = {D1 + uD2. ci 0}, (2.28)
f = {Di +aD2,B}ao, F9 = {D1,D2}, F10 = {D1.D2.B} = F.
In acÏchtion. by considering the case of f7 where u = 1, ve obtain the following
non-splittmg subalgebra of F
f11 {D + D2 + EB. = ±1}. (2.29)
The nornializers of these suhalgebras in the group Gf = e{D1D2B} are preseiitecl
in Table \.
(iii) finallv. the complete Lie algebra L eau be deconiposed as a senii—clirect.
suni of die previonir consiclereci algebra f and die abelian algebra
L = {D1. D9. B. Z. P1. P0} = f N, (2.30)
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TAB. V. Classes of subalgebras of F = {D1, D2, B}
Suhalgebra F F { Nor(F1, Gf)
F1={O} Gf
F2={B} Gf
F3 = {D1} e{D1D2}
F4={D1,B} Gf
F5 = {D2} e{D1D2}
F6r={D2,B} Gf
f
if a = 1.
F8 = {D1 + aD2, BIa0 Cf
F9 = {Di,D} e{D1,T2}
F10={D1,D2,B} Gf
Fi1 = {D1 + D2 + EB, E = +1} e{D12}
where F = {D1, D9, B}, auJ N = {Z, P1, P0} is abelian. Tue t.wo-Jirnensional
spiitting and non-spiitting subalgebras of L are summarized in Tables VI anci VII
respect ively.
The useftilness of the classification is demonstratecl in the fact that it allows
us to finci ail corresponding reductions of the Chaplygin equat ions uncler the
classifieci non-equivalent two-dimensional subalgebras of the symmetry algebra L.
for cadi conjugacy class given in Tables VI and VII, we evaluate the invariants of
the corresponding Lie suhgroup, auJ also the corresponcling reduccd different.ial
equations. We summarize the results in Tables VIII anci IX. Solutions of these
t1uatioI1s vill be analyzecl in cletail in Section 2.4.
2.3. PARTIALLY INVARIANT SOLUTIONS 0F A SYSTEM 0f PDEs
The concept of partially invariant solutions originates froni die work of L.
Ovsiannikov f14] and since then ha.s been extensivelv developed bv manv authors
(sec e.g. 15, 16, 17, 18, 19, 20, 21]). These types of solutions can be understood
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TAB. VI. Classes of 2-dimensional spiitting algebras of L
SpÏitting algebra NoT(L, G)
L16={Z,P1} G
L1,7 {Z. P0} e{D1,D2,Zf1,P0}
L1,8 = {P1. P0} e{D1,D2,Z,P1,P0}
L1,9 = {P1, P0 + EZ} =+i e{D12,Z,P1,P0}
L2,2 {3, e{D1,D2,B,Z,P1}
L30 = {D1.Z} e{D1,D2,Z}
L33 {D1, P1} e{D1,D2Z,P1}
L34 = {D1,P0} e{D1,D2,Z,P0}
L11 {D1, B} e{D1,D2,B,Z}
L50 = {D2. Z} e{D1,D2,Z,P0}
L,53 = {D2, P1} {D1,D2P1,j0}
L.54 = {D2, p0} {D1,D20}
L61 = {D0,B} e{D1D2,B}
L7,2__(a=1) = {D1 + D2._Z}
L73 (a=1) = {D1 + D2, P1} e{D1,D2,P1}
L7,4 (a=1) = {D1 + D2, P0} e{D1,D2,P0}
L7,5 (a1) {D1 + D2, P0 + EZ} e{D12,P0Z}
e{D1,D2Z,P1} jj o = —1.
e{D1,D2,Z} f
—1.
L73 (u1) = {D1 + aD2, Pi} a#O,1 e{D1,D2P1}
( f
—





L81 = {D1 + oD0. B} u0 e{D1,D2B}
L91 {D1. D0} e{D1D2}
L11,2 = {D1 + D2 + E3. Z} e{DBZ}
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TAB. VII. Classes of 2-dimensional non-spiitting algebras of L
Spiitting algebra L Nor(Lj, G)
£22 {B ± Z} E=+1 e{D1+3D2,50,ZP1}
£33 = {D1 ± rZ. P1} E=±1 e{Dt1}
£34 = {D1 + Z, Po} E=±1 e{D1,Z,P0}
L4,1 {D1 ±Z,B} e{D}
L5,2 = {D2 + Po, Z} E=+1 e{D2,0}
£5,3 = {D2 + EP0 P1} E=±1 e{D2,P1,P0}
£7,2 (a1) = {D1 — D2 + EP1. Z} aO,1 E=+1 e{D1_D2,Z,P1}
£74 (a1) {D1 — D2 + EP1. P0} o,i E+1 e{D1_D2,P1,P0}
L = {D1 + 3D2, B + ao a+1 etD1+3D2,B+0}
as an extension of the group invariant solutions. In the case of partiallv invariant
solutions, the graph of the solution ff is no longer a G-invariant set (i.e. G(Ff)
f1) but. the difference hetween die dimensions of the manifolds G(f1) anci ff bas
to satisfy the condition
O < = dinG(f1) — dimf1 < niin(s, q), (2.31)
whre is called the defect structure of a solution with respect to the group G.
Here, we assume that the transformed graph ff llnder the action of G lias a
submanifold structure. We clenote by s the dimension of the orbit of G anci liv
q the number of depenclent variables appearing in the consiclered systeni of ni
PDEs in p independent variables
= O. / = 1. in. (2.32)
For the computational PP° 0f (:OflstruCting partialÏv invariant. solutioiis it is
convenient to evaluate tlïe defect structure t of a solution of svstem (2.32) baser!
011 die q X S cliaracteristie mat lix
Q(.r. i) = ((.r. u) — (.r. u)). n = 1 q. = 1 . (2.33)
TAB. VIII. Invariants of the 2-cliiiiensional subalgebras of L
Subalgebra Invariants ] Relations and Change of Variable
L1,6 t, p p — p(t)
L1,7 ;, p p = p(x)
L1,8 9, p 9 F(p)
L1,9 p. 9 — 1 9 = F(p) + Et
L2,2 t, p p p(t)








L5,4 , xp O = x2f(xp)
L6,1 t, p2 (o o = +
L7,2
,
p p = p(,). O = O(,.T/). = . 7) t
L7,3
=
p, O = tf(p)
L7,4 p, O xF(p)
L7,5 p. (O — El) O = F(p) ± Et
L7,2 @‘) -— p=t”F()), O=O(.77), =L°, =t
L7,3 ($1) tp, t”6 O = tF (t’p)
L7,4 (e_1) X, Op o =
L7,4 (1,—1) xTp, xO & = xF (*)
L8,1 t’p, t_’ (o_ O = tfQp) +
L9,1 %, O=F(p)
L11.2 —Elnt. p p=p(). O=&(.i), =—Elnt. i1=t
122,2 EX—t2, p p=p(). O=O(ij). =Ex—t2, 77t
£33 , O—lnt O=f()±Elnt
£3,4 , O—Elna’
£1,1 , 0 — Elnt O = f(-)+ 4 ± Elnt
£5,2 xe_Et, xp p = f(), O = O(.1]), = Xe, 7) =
£5,3 e_2EIO, eEtp O = e2f(ep)
£7,2 (1) X— Elnt. p 7]f(). O=O(.i). X— Elnt. p=t
£74 (1) e2O, e2p O = e2 f(e2p)
£5.1 p(Ex — t2)1”2. O = (E.T — t2)3”2F ((: — 1/2)1/2p) + Ext —
(O— EXt + 13)(E:r —
5$
TAR. IX. Reduced Equations obtaineci froin tue 2-dimensional sub
algebras of L. Spiitting subalgebras are cleiiotcd by and non
spiitting subalgebras by £
Suhalgebra Reduced Equation(s)
L,,6
—et, — OOt + 2OtO + (O)2O = 0. Ot + 00 = 0. p(t)
=
(6 +
L,,7 20tO — 8Ot = 0, 0,, + = 0, p(3:) = (O, + (O)2) ‘/
L,,8 + ( + Ç) (o)2 + p3(C’)2 =
L,,9 p + + Ç) (P)2 + (,,t()2
—
= 0
L2,2 — + 2O,O + (O)2O = 0, Ot + 0.r0 = 0, p(t) = (et +
L32 8E,lOOn + 4rjOO3 + 4(O) — 20 — 2n + 1)0,, — + = 0,
4e0(00, — + O,, + 1703,) = 0,
F() = (22(O)2 +170,,)_I/2
L33 p + ( + Ç) (p)2 + + ,-7r’) = O
L3,4 Prx + ( + ‘Ç) (p)2
- ( + iPî) (p) + 32 + p+ pÇ) 0
L4,, p + ( + Ç) (p)2 + (3)). + = O
L5,2 xûu + XOOt — 2X0tO.rr — x(O.r)2O + 2OO, + (0) = O,
2Ot +xOt — (Or) + xOO
2
=(o + (o)2)h/2
L,,,3 p—(p) —p L+—O





— )Ç03 + = O
L7,2 (o=1) (27)20,, — )0)0n + ( — + (00 — (0)20,, + .,(0)2 — e27)20n
— 7)2e = 0,
— + — (0)2 + = 0,
p() = (_e +0,, + 1(0)2)1/2
L7,3 (1) p + + Ç) (p)2 + (,2,,3p)2 — ,2()2) = o
L7,, p + + Ç) (p)2 + + (2ptf)2
— 22,)2P) = o
L75 + ( + Ç) (p)2 + ± (2S) = o
L72 (oi) 23ft1+5)(O)2 — a(a + 1)7)_ 1+3o)O + «7)’”O,,On + 627) 1_5 O0,,
+(1 — a)’”0,, — — + 1)2t21+3On
=0,
(1 — a)t”0,, — a(a + 1),,(0±1)0 + (u + 1)q”O,, +
—1a3 (2o+1) (o )2 + 4 ,]_20O(,, = 0,
F() = X (( + 1)”0 + (1_0)0,, + 237)_20(0)2)_h/2
L73
+ ( ±‘ Ç) (p)2 + - + =
L74 (o=—i) — + + ( — — Çp) = O
L7., (o1.—1) P+ (,, ± Ç)(p2+ + x21Çp)(p)
+ ( — 2(o±1) + Ç0 + (731) 3._20) =





+ ( + Ç) ()2 + ( ± 4n) (p)
f” —+ + + 3tf’ + — o
L11,2 40’0u — 2OQ + (8)2 + +e +Inr,)(O,, — 8) — +a + ElnI])28u O,
O, + ( + +e1n)(O — — — 0)2 + 4ee = o,
L2,2 2oiou + i7O,j — 172O — = 0.
O)? — — î807 + 88,l =
p(t) = (O,,
—OeC +
L3,3 P + ( + Ç) tp)2 + (4)2 + ff, — S3F’)2) = o
L34
+ ( + ‘) (p)2
— ( + Ç) (pi) + + + - 2p(F’)) = o





— + — 2rO,, + oO1 = O,





L5,3 p + ( +eEtÇ) (p)2 + (e6stp(F’2 — e4spF)2) = o
L72 t’1) —4e6 + 871209 +
42(Q)2 + 8q690 — rO + 2f r72@,1 189 = O,
—eO — eO + + 2172O, + 271(O)2 + 2r2O0,1 = O,
F() = (—o +2O + 1,,2(9)2)h/2
L74 t1) p + ( +e_2Ç) (p)2 — (8f ± 1fe_2 ‘) ()
+ + iop + ie2 ‘2
242)
= o
L9,1 p + + (ex — t2)h/2Ç) (p)2 + (4e(ex — 2)_1 ±e(ex — t2)_h/2’p) ()
+ + — t2)_2p + — l2)_3/2p2)
-
((ex
- 1t2)-3 + (ex - t2)3.) =
of the infinitesirnal symmetry generators
Vk=(X,fl)a+(X,fl)a, h 1 s, (2.34)
of s-diinensional subgroup G0. ‘W’e will assume thronghout the rest of this paper
that cadi subgroup G0 acts regularly and transversally on tic space of incle
pendent ancl clepenclent variables M = X x LT. That is. the rani condition
rank{(. n)} rank{(, n). o(i, ‘u)} s, (2.35)
is satisfied [18]. Accorcling to 1191, the function ‘u f(,r) is a pai’tiafl invariant
solution of system (2.32) with clefcct if arid onlv if
runkQ(x.u’) = t. (2.36)
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Now, we present the algorithm for constructing partially invariant solutions
with defect structure . The proceclure involves the following steps
1. Construct a complete set of functionally independent invariants for a suh
group G of G. If the set {vj, . . . , v} is a hasis of fibre preserving infinitesiinal
generators of the Lie aigebra L = ep(G), where
=
+ (x,u)8, b 1,... (2.37)
then I is an invariant of G if and only if vb(I) = O for ail b = 1 r. We obtain
a set of functionally iiidependent invariants of the form
{k(x) P(x,u)}, (2.38)
where k 1 p+—s andj = 1,...,q—. Then the rank of the Jacobian
matrix J is given by
fa(I1(x,u),.
..,P(x,u))
rank(J) rank j J = q — i. (2.39)
2. Express the (p + )-dimensiona1 manifold Gf in terms of the invariants
(2.38). Note that Gf is the smallest invariant manifold containing ff, with
respect to the action of the group G. This manifold is cletermineci hy equations
of the form
P(x.u.) f3(l(x) j 1,....q—6. (2.40)
where are arbitrary functions of their arguments.
3. from equation (2.39) and hy applying the implicit function theorem to
ecluations (2.40), we can express (q — 6) dependent variables Ua as furictions of
t < p independent variables x, of (q—6) arhitrary functions and of 6 remaining
clependent variables u.3
=
(f] (‘(x) ?7P+(x)) 1 .z) a = 1 q — 6. (2.11)
4. Substitute these (q — à) clepenclent variables v into the original svstem 0f
equations (2.32) ancï recluce the problem to a clifferential svstem of equations (so
callecl system ‘) for 6 depenclent variables.
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5. Find leading derintives among the 6 dependent variables and nœct compute
ail possible compatibility conditions (modulo these leading derivatives). These
conditions imply some constraints on arbitrary functions b° (appearing in (2.41))
which form differential equations (so cailed system A/G) involving (q -6) de-
pendent variables u° and p +6— r independent variables.
6. Solve the system A/Gd.
7. From each solution of A/G1 integrate the initial system A. This procedure
generates different classes of partiaily invariant solutions with given defect 6 to
the basic system A.
There is no longer a one-to-one correspondence between partiaily invariant
solutions of the initial system A and solutions of the system A/G1. For any
solution of the system A/G we obtain, using the above procedure, a family of
solutions of the original system A.
Note that once these computations are completed, we could check whether the
obtained solutions are invariant with respect W some subgroups of the symmetry
group G. A partially invariant solution u = 1(x), with respect to a subgroup G
is cailed reducible with respect W the full group G if
(i) there edsts a subgroup G0 C G for which u = 1(x) is G0-invariant
(h) the dimension of the orbit of the graph F1 under action by G0 satisfies
the inequality
= dim(G0F1) s—6. (2.42)
We are interested in the case of reducible partiaily invariant solutions, since redu
cible solutions can be computed from reduced systems involving p—si independent
variables. where p
— si p +6—s. Therefore, these reduced systems are easier
to solve than the systems A/G and A’ which we have to solve to obtain panially
invariant solutions.
In order to check whether a paniaily invariant solution is reducible under any
subalgebra of the full symmetry aigebra L, one can examine the kernal K of die
characteristic matrix Q of L. If a non-zero subspace of K can be generated 1»’
constant vectors. then the solution wffl be invariant with respect to the subalgebra
identffied by these vectors. In the case of the Chaplygin equations (2.7), the
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characteristic matrix Q is
Q = t_ex —0 1 (x — t0x) (XO — 2ie) (20 — XOx) (2.43)
‘jPx Pt O (Pr) (P — Xfl — 2tp) (—p — XPx))
Here, each constant vector a = (a a6) in the kernal K corresponds to redu
cihility by the subalgebra
S = {aiPi + a9P0 + o3Z H- a1B + a5D1 + a6D9}. (2.44)
In the non-reducible case, the only constant vector in the kernal K is the zero
vector a = O.
2.4. PARTIALLY INVARIANT SOLUTIONS 0F THE CHAPLYGIN AND
B0RN-INFELD EQuATI0N5
In this section, we discuss the recluced PDEs and ODEs obtained in Table
IX, providing partially invariant solutions of the Chaplygin equations (2.7) anci
Born-Irifeld equations (2.11) where it is possible. Ail of these solutions have the
defect 5 = 1 and are computeci froin two-dimensional symmetry subalgebras of
the aigebra L. Here, we operate uncler the hypothesis that the subgroups G C G
are acting regularly and transversally with 2-dimensional orbits. We identify the
foilowing five types of solutions.
2.4.1. Static Solutions
Let us discuss some classes of static (time-independent) solutions of the Cha
plygin equations (2.7) which can be obtained directly from PDEs anci ODEs
associated to the subalgebras listed in Table IX. We discuss the resuits obtaineci
individually for each subalgebra.
For the suhalgebra L18. the differential equation to be solvecl is
+ ( + ()2 + p3(F)2 = o (2.-15)
where f is sorne funct ion of p. We mav solve this equation as an orclinarv differen
tial equation for p in teriris of i, provicled that we remember to set all constants
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of integration to 5e functions of t. We compare equation (2.45) to equation C
6.54 in 1221
n ‘2y + f(y)y + g(y)y + h(y) = 0. (2.46)




g(y) = 0, and h(y) =
We introduce the quantity p(y) y’(r), so that equation (2.46) becomes
/ /1 F”N À
m + + 7F + 3(/)2 = 0. (2.47)
Setting q
=
p2, we transforrn the equation again to
1, /1 F”\ À
+ + q + y3(f’)2 — 0. (2.4$)
The general solution of equation (2.4$) is given by the foliowing quadrature
q(y) = e_2f’ [Ko — 2Àf 9(,)2e2Id9dY]. (2.49)
Thus, since y” = q(y)’12, the solution y = y(x) is found impiicitly through the
foilowing relation
f 2=x+c0, (2.50)q(y) /
so that p(, t) is found by setting the constants of y(x) to be functions of t, and 9 is
founci by setting O = F(p). This rnethod can be used in generai for ail differential
equations of the form
flxx + J(n)(p)2 + g(p) = 0, (2.51)
which inclucle the reduced equations corresponcling to the sphtting subalgebras
L19, L:j, L11, L53. L61, L73 (for ail values of a), L81, anci the non—spiitting
sllbalgebras £33, £41. £53.
To Sud a particular solution of equation (2.45). we set the condition +
Faf’ 0, so that ftp) = 2K0 p’/2 + K. Having fixeci the function f(p), equation
(2.45) reduces to
P:t.r + -) 0. (2.52)A5p-
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wliich yields the explicit solution
t) = 2K0 ( + K2) +
2/3
p(x,t)= (+I2)
This is a stat.ic algebraic solution, with no singularities, anci is unbounclecl at large
values of x. It admits the gradient catastrophe since t.he velocity is unhounded at
/
V
Another class of solutions is provided from the subalgebra L3,2. In this case,
we have to solve a set of two partial differential equations for B, in variables and
i. which are listed in Table IX
600 + 47100 + 4(B)2 — 20 20 + 710v — + 0, (2.54)
400 — + 0,, + 710v,, = 0, (2.55)
The second equation (2.55) corresponds to the fact that F7, O since F() is a
function of only. The function f is related to O through the formula
F() = (22(B)2 — 2g + ,O)_1/2 (2.56)
A number of solutions 0(, ) can be found to the system of equations (2.54) ancl
(2.55) bv setting certain conditions on the derivatives of B. By setting 0
= f(ij),
we obtain the solution of the reduceci equations
0= +C1. (2.57)27/ + C0
This solution however leads to an infinite value for the function F (and therefore
an infinite clensity p). On the other hand, if we make t.he assumption that 0 = 0,
that is O
= f() + g(i), then one possible solution of the recluceci equations is
0 = Ko in (;j) ± K. (2.58)
11w formula (2.56) gives the finite value f = anci 50 we obtain the static
soint 011




This solution is a singular solution which admits a hranch point at x 0. Couse
quently. the velocity y of the fluid is singular there. Since the clensity p vanishes
at that point, the entire une x = O must be physically exciudeci from the domain
of the Huici.
Coiisicler the subalgebra L34. In this case, the recluced differential equation
t.o he solved is





/ x2 3 1 F”
+
p3(FI)2 + P+ n-) = O.
where f is a function of p/x. Tins equation is different from the one considered
previously for L18 in the sense that there exists a non-zero coefficient of p, in
hoth r anci p. Thus, equation (2.46) can no longer he used. However, in the case




where ci. = 1 and
=
-
y - 4 (2.62)
X X A5 X
fvlaking the substitution y(x) x77(), where = lux. we obtain the equation
4\
7) + 2 ) = (2.63)A0 i
whicli leads to the first integral
/6 (2.64)
d y
for the special case where A3 = 0, we obtain
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y(x) = x ( 1n x + K1) (2.65)\A0
winch leads to the static solution
/ 3 1/3
8 = K0 t ln jxj + K4 + K1.]
/
(2.66)
p = x ln Ix + K4A0
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This solution is singular with a brandi point at x O. Therefore, we have a
situation siniilar to that of solution (2.59) ahove, since tic dntire une x = O must
he excludecÏ from the domain of the solution.
For the subalgebra L53, the differential equation to he solveci is
5 1 F’ )p3
Pxx
—
— jP3 + = 0 (2.67)
where f is an arbitrary function of t. In the case where p
= (p)2 and F = K0
is chosen to be a constant, equation (2.67) is satisfied by tic static solution
9=Ko(K2_2x) p=. (2.68)
Tus solution has a simple pole at x = K22K/). Asvmptotically, it is unboun
cled when x —* +oo. In general, equation (2.67) can be solveci hy tic quadrature
f dp
x= I , (2.69)
J p2(liip)(Ç_ — Cop)’/2
leading to a singular solution.
A class of solutions of (2.7) corresponding to the suhalgebra L79, u 1. can
be construct ccl by solving the set of two partial differential ecluations for 6, in the
two inclepenclent variables of and ij, as listed in Table IX. Tic function F is
related to 9 through tic relation
f() = (ta + 1)_a9 + + 23_2a(9)2)_h/2. (2.70)
For the case o. = —, tie assumption 6 = O yields tie solution of tic recluced
eciuat on s
9 = + K1, F = -3/2 (2.71)
whidh leacis to tue algebraic solution
6= +K1, p= (2.72)
This solution aclmirs a double pole at x = O. Asvmptoticafly. the velocitv of the
Huicl flow is houiiclecÏ. but the clensitv is not.
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By setting 9 = f(77), we obtain tise solution of the reclucecl equations
= K02
+ K1, (2.74)
from where we obt.ain the algebraic solution of the initial equations
1-o
= —A0 + A, p —--—, (2.to)2 A0i
admitting a simple pole at x = O. This solution is unbounded, but t.he velocitv
does not admit the gradient catastrophe. Note that we also obtain this solution
for the subalgebra L5,.1. in tue case where the function F is a constant. Ah of t lie
static solutions given above are expressed in terms of elementarv functions anti
are reducible with respect to the one-dimensional subalgebra {P0}. The structure
of tise singularities consists of poles and branch points onlv.
2.4.2. Explicit Non-static solutions
Let us now cÏiscuss certain classes of non-static solutions of the Chaplygin
equations (2.7) which can he ohtained directly bv appÏying tise procedure presen
ted .in Section 2.3 to the reduced equations listed in Table IX. Here. we present
only the resuits.
For tlïe subalgehra L16. we obtain tise algebraic solution
1 K1
________
9(x.t) 2(t_to)+ 0x+ + 2(t—t0) (2.76)
fl(U, t) = -
t — t0
which admits a sinïple pole at t = t0. Evaluating tise characteristic iliatrix (2.-13)
foi solution (2.76). we find that the onlv constant vectors in tise kf’rlIal are mul
tiples of tise vector
(t0.O.—1,—1,O.O). (2.77)
Therefore. this solution is rechicible with respect to tise full group O bv the une
climensional suhalgebra S16 = {t0P1 — Ky Z — B}.
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Sirnilarly, for the subalgebra L22, we obtain the solution
or2 or 1 9 9




+ +0:3, (2.78)2a1(a1t + co)
1
a1t+a0
We note that solution (2.78) is iclentical to the solution (2.76) found in the pre
vious case for subalgebra L16. Here. the simple pole is at t = ao/ai. ‘vVe note that
both solutions (2.76) ancl (2.7$) represent. centered wave type solutions.
A similar situation to that of L16 and L22 occrs for the t.wo subalgebras L1,7
and L5,2. In the case of L1,7, we obtain the exponential-type solution
1 1
2/XK1(t—t0)




— ‘o) ( + e 1 (2.t9




This solution lias simple poles at 1 ‘ and t = t. and is reducihie bv the
one-dimensional subalgebra S1,7 = {D2 — roPi}.
In the case of suhalgehra L59, the solution is given by





t 2../2 \\/i: ( et_t0) + 1 \ C0




IHdecd. up to a transÏationaÏ shitt in r anci t, solution (2.80) is identical to solution
(2.79). The pole in r is now at r 0. Both solutions (2.79) and (2.80) have n
siigularitv rit une t = to. as well as at une r = (for (2.79)) or r 0 (for (2.80)).
\Vlien K1 > 0. the asvnlptotic behavior is as follows. As t — oc. the cplautitv &
approaches the function .f+(r) o(r — ro)2, anci as t — —oc. it approachex the
functiori f_ (r) = —o(r — ro)2. The clensitv lias a simple pole at r r0. anci is
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constant in time. Both solutions correspond to kinks, and since the current for
solution (2.79)
1 2”K1 (t—i0)’\
j = = + e (2.81)
1 — e2\/2.\\E1 (t—to) )
is preserved in x. this suggests the complete integrability of system (2.7).








The assumption O = O yielcls the polynomial solution of the reducecl equations
O = + + K + K0, (2.83)
which leads to the partially invariant solution
O = t—t+K1t+K0, v(:r.t) = t. p (I_t2+Ki)_1/2. (2.84)
This solution is reducible hy the two-climensional subalgebra 822 {P0+K1Z+
B, 4K1P1 — 6K0Z + D1}. Conseciuentlv, solution (2.84) ca.n be obtaineci either
as a partially invariant, solution with c = 1 with respect to the suha.lgebra £22.
or as a G-invariant solution ( = O) with respect to the suhalgebra 822.
For the suhalgebra L72, a 1, we have a set of two partial clifferential equa
tions for O listed in Table IX. The clensity p is linkecl to 9 through the relation
1
—1/2
p() = (_o + O, + 9,2(Ot) . (2.85)
We obtain two different solutions to the reduced system. First, we have
O = + c’0, (2.86)
which leacis to an infinite densitv. Also. xve have
O
= “o’Ï + K1, (2.87)
from where we obtain the trivial constant-densitv solution
O = A0t * K1. p = (2.8$)
70
Solution (2.88) nevertheless has a characteristic matrix of rank 1, and is therefore
partially invariant. In this case, the solution is reclucible by the suhalgebra S7,2 =
{P1, P0 + K0Z, —2K1Z + D1 + D9}.
for the subalgebra L11,2, the clensitv p is relateci to 6 through the relation
p() = (Oo — (+E+Eln)6 + (O)2). (2.89)
The assumption 6 = K0 yielcls the solution of the recluceci equations
6 = K0F + K0ij in + (K1 — K0E) + K2, A. A1, K9 e R, (2.90)
which leads to the constant-density solution
O(x, t) 2K0x + (K1 — K0)t + K2.
(2.91)
p = (K1 + 2K —
This solution is reducible by the subalgebra 311,2 {P1 + 2K0Z, Po + (K1 —
K0a)Z, D1 + D2 — 2K2Z}, and represents a travelling wave.
finally, it is interesting to note that the subalgebra L74, where a = —1, leacis
to a bump-type solution. The reduceci equation of the subalgebra has the forrn
3 2 2F’ /,)p (f’)2p F” N
— —tn) + FPx + ,F2
— 2F2 — = 0, (2.92)
where F is a function of x. for the special case where F = K0, the equation
becomes
— + = 0. (2.93)F
We eau integrate equation (2.93) twice and obtain the explicit form of the burnp
solution
;\(t — t0)
cosh2 (‘tr + C))
cosh2 + C))
— /\(ttO)
which is reclucible b the subalgebra S = {D1 — D9 — 2t0P0}. The velocity
potential O aclrnits a simple pole at t to. For large values of te. the clensitv p is





noteci that 3 decreases with time provideci that we exclude the region around the
pole at t. Also. since t.he current
j = tanh (\(x + C)) (2.95)
is preserveci in time t, and since there exists an infinite number of preserved quan
tities, the complete integrability of the Chaplygin equat ion (2.7) is established.
2.4.3. Implicit Solutiorts expressed in terms of elemeritary functions
A localizeci solution of (2.7) cari be obtained from the subalgebra L6,1. The
reduced clifferential equation from Table IX takes the forrn
Ç 1 \ 3
° 2 3 1pxx — (Px) — — + = 0, (2.96)
where f is a ftmction of t. In the case where F(t) = 1 we can integrate equation
(2.96). and this resuits in the solution given in implicit. form
—
Kip + 2K0 + E(9K)3/2 tan1r’
(/Aifl±2It)
‘+ C0, (2.97)
wliere K0(t) = — , and E = This solution represents a kink in the
regions where the derivatives of p and O are frite and the gradient catastrophe
does not occur. An analysis of the characteristic matrix (2.43) indicat.es that the
onlv constant vector in tire kernal is the zero vector. Therefore, solution (2.97) is
irrechicible with respect to tire full group G.
2.4.4. Solutions in terms of Jacobi elliptic functions
We now cliscuss solutions which cari he expressed in terrns of .Jacobi elliptic
fiuictions. For the suhalgebra L1,9, tire basic Chaplvgin svstem (2.7) is recluced
to tll(’ following cÏifferential ecluation
[t... + ( + + — p(f/)2) 0. (2.9$)
Equation (2.9$) bas tire Painlevé property (no movable singularities other than
poles) if and only if
F(p) 2K0p”2 + K1. (2.99)
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where K and K1 are functions of t. So, equation (2.9$) hecomes
E
Px2 + , o — = 0, (2.100)Ap- A&




= + A. (2.101)
+ A2p2 +
Equation (2.101) eau be solved in ternis of elliptic functions [23 or clegenerate
cases thereof (i.e. elernentary functions). We eau integrate ODE (2.100) once anci
rrjte the obtaineci first—order ecluation
tdpN2 1
=—(P—Pi)(p—P2)(p—p3), (2.102)
where the constant.s Pi P2, P3 satisfy the relations
Pi + P2 + P3 = —EK2K.
P1P2 + P2P3 ± P1fl3 = E. (2.103)
P1P2P3 = 0.
When ail three roots p, of the polynomial in equation (2.102) are clifferent. then
the solution can he expressed in t.errns of Jacobi elliptic functions. The results for
different ordering of the roots Pi < P2 < p are summarized in Table X.
The moduli k of the Jacobi elliptic functions can be chosen in such a way
that O < k2 < 1. This ensures that the elliptic solutions possess one real and one
purelv imaginarv perioci and that for real arguments i we have
—1 <so(.t. k) < 1. —1 <cn(i. k) < 1, 1 — k2 <dii(’i k) < 1. (2.101)
Note that rion—singiilar perioclic solutions cari he physically iiiterpueted as kinks,
bumps, enoiclal anci snoicÏal waves, clepencling on the asymptotic hehavior of the
moclulus k. Shigular solutions represent static structures winch devc’lop from o
point ni n hue hito o growing sphere or cyhncler.
Eh’nientarv solutions take place when two of the roots are iclentical. Pi =





I — I = (P + —EA2AJ). t2.lOo)dij P 4
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TAB. X. Jacobi elliptic sohitions corresponding to the subalgebra
L19 ofthe Chaplygin equation. Reduction to the ODE Ey”+a:y2+
/3, = +1, where \f2 = [-2 The function U(p) is such
that U(p) .r ± c. Tue constants are defined to be rn = +
(KK + \)1!2 (2i + (‘I2K1 + À)h/2)l p+ =
—K2K + (KK — \)1/2 q+ — K2K +
(KK
- \)1/2)1
No. Order of roots function U(p) Modu]us k and paraineters
T () 1/2 ((U_)1/2) —1 < k = ()‘< I





E = —1 /201 — E(o1) + dn(ui)tn(ui)] Sn(ui)
= () 1/2
a=m
T )1/2 ((_l/2) —i < k = <












((_clr2k,2) —1 < k
= (y/2
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T c<o;p<û )1/Jt) [f(Z1l)—”211I] —1 <k= ()1/2 <1
E = —1 50(111) = -
0?II k’=(1—k2)’2






No. Order of roots function U(p) Modulus k and parameters
8 c < b <0 p < œ
()1/2






E C /4 (2)’/2[F(ak) 1 < k
(Ài/21K2Kh/2
+2 (u - E(uy) +
l/-_p
a — 1 cn(u,)
=
b = K2 = —‘ (‘)
j ( 3)1/2
c=1
;.2 1/2 l/2_lj2j- 1/2
10 0 < < , 1. .1 () —1 < k = ( 2h/2 2) <









The general integral is given in implicit form
2p1/2




which is a singular solution admitting a branch point at P =
By means of tue non—sphtting subalgebra £3,4 the recluceci equation from
Table IX obtaineci when we set F() = K0’12 + K1. as in the previous cases. is
1 1 4.\i 2




This is once again a special case of equation (2.61), except that the coefficient
fiinctioii is now given bv
(Y) = t - 4 (V)2 (2.10$)
r A0
where a = 1. Making the change of variable p(i) = x() where = mx into
(2.107), we obtain the first integral
() = ± ± A3. (2.109)At1 k
This leads to the quadrature
f =+c0, (2.110)
which can be solved in terrns of elhptic fnnctions [23]. The solutions ij =
are found in exactly the same mariner as for the previous case (p = p(x)) for
subalgebra L1,9, except that the coefficients are now clifferent. The right-hancÏ
sides of equations (2.103) in terms of i hecoine —A3A6, 2,\ and O respectively.
The coefficient E which previously appeareci for the subalgebra L1,9 is aiways set
to 1, which means that only those root orderings previollsly corresponding to
the positive branch of E are inclucleci. Ail implicit partially invariant solutions
obtained in Subsection 2.4.4 are irreducible with respect to the full group G. This
is due to the fact that the kernal of tue characteristic matrix (2.43), built from
the derivatives of p anci &. does flot contain anv non-zero constant vectors.
It should be noteci that Chaplygin solutions have heen found for the two
dirnensional subalgebras which have not been discussed above. In order to be
concise, we have omitted them from this paper, and limit ourselves to a few generai
comments. In the cases of subalgebras L3
.
L41, f41’ r53, L73(a = 1),
L73(ci 1) anci L1. solutions of the rednccd equations in Table IX were found
iinphcitly bv quadrature. As an example. we present the solution for subalgebra
9\ .3/2 —1/2f (p — 3t3/ K0 + K2) dp x + Co. (2.111)
For the suhalgebras L74. (o = 1). L71. (ci = 1). L74. (u 1), L9,1, £4. (u 1)
anci
.
G—invariant solutions have been constnictecÏ. Finallv. for subalgebra
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1). a Chaplvgin solution bas heen cletermined wbicb has infinite densit.
However, it.s equivalent Born-Infeld solution lias a flnit.e densitv, as will 5e shown
in the next subsection.
2.4.5. Sohitions of the Born-Infeld equations
Each solution of the nonrelativistic Chaplygin equations (2.7) can where pos
sible be used to obtain a corresponcling solution of the relativistic Born-Infeld
equations (2.11) in one spatial dimension. Since the Chaplygin and Born-Infelct
models involve t.wo distinct parametrizations of die Nambu-Goto target. space
variables X° and X+1, we equate these variables to botb their relativistic and
non-relativistic representations
1
X0 = Ctfi = (tNR + 9NR(tNfi, r)),
V (2.112)
-d± 1X —O(t, r) = (tNR — NR(tNR. r)).
Renaming the time variables T = tNR anci t = tR, we obtain the following me
thod of solution transformation descrihed hy Jackiw [1]. If 9NR(r, t) is a solution
of the Chaplygin equation (2.6), then a solution &J?(r, t) of the Born-Infeld equa
don cari he deterrnined as follows. First, we det.ermine t.he function T(r, t) from
the equat.ion
T + 49NR(r, T) = t, (2.113)
then ive obtain the relativistic Born-Infelcl solution
9R(r. T) = ±c2T — &vR(r. T) = e2(T — t), (2.114)
which is associated to the ClrapÏvgin solution VR Siriec equation (2.113) ca;inor
alwavs lie solveci cxplicitlv for T(r. t) it follows that explicit Born-Infelcl solutions
cannot. alwavs 5e found in this manner. However. the following classes of solutions
of the Born-Infelcl equation (2.1 0) can 5e constructeci. We summarize the results
as f5llows.
77
For each static solution ONR(X) given in Subsection 2.4.1, we can find the
equiva1ent Born-Infeld solution
t) = c2t
— ONR(x), flR(T) = (2.115)
wÏiere o is reÏatecÏ to ) through the relation ) = a2/2. Thus. for example, we
obtain for the subalgebra L1,8 the solution of the Born-Infelcl equation (2.11) of
the form





Since the coordinat.e transformation (2.112) is non-singular. solution (2.116) is
reducihie by the suh algebra {P0} given in (2.20). It. is to be noteci that the static
Chaplygin solutions are transformed to non-stationary solutions of the Born
Infeld equations.
For the subalgebras L1,6 and L2,2, equation (2.113) takes the following poly
nomial form
— 4\t0T3 + (2c2K — 2’c2K + 6)t)T2
+ (2’/c2Kto — 2c2Kt0 + 2K3K — 4)\t)T (2.117)
+ (t + KK H- Kx2 + 2K1Kx — 2K3Kt0) = 0.
Tins is ii cluartic equation which can he solveci explicitlv through the rnethod
of Ferrari. 5v solving the resolvent cubic equation f24]. The cluantity T cari he
expressecl as a function of x and t. Since the solution lias a complicateci form, we
will not present it here.
In the case of subalgebras L17 and L52. ecjuation (2.113) lias the transcen—
dental forin for T
1 1 + 2K1 (T—te) J
T — — r)2 t —e) + = t. (2.11$)
winch cannot 5e solved explicitlv as n functioii of r anci t.
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The associatecl equation (2.113) for the subalgebra L12,2 reduces to the cubic
form
T3
— 3(c2 + EX + K1)T — 3(K0 — c2t) 0. (2.119)




((K0 — c2t) + (ti0 — c2t)2 + (C2 + x + Ki)3) (2 10)
,-, 1/3
+ ((Ko — c2t) — (tKo — c2t)2 + (c2 + x + K1)3)
‘
)
and the solution cari he expressed simply as OR(X, t) = c2(/T — t).












((c2 + K1 — K0E)t — 2K0x — A2).
(2.122)
a(c + A1 — A0E)
— (c4 — (K1 — Ko6)2) + 8cK’
Finally, for the Chaplygin bump solution (2.94) corresponcling to tire subal







winch is non-singular anci asymptoticafly unhouncleci. Since they correspond res
pectively to the reclucible Chaplygin solutions (2.88), (2.91) anci (2.91), the Born
Infelci solutions (2.121). (2.122) and (2.123) are reclucible bv the traiisformed
subalgebras corresponcling to 87.2. 811,2 anci 87.1 respectivelv.
We ilote that the Jacobi elliptic solutions clescribeci in Subsection 2.4.4 eau
be transiormecÏ to hvperelliptic solutions of the Born-Infelcl equations. Due to tire
complexitv of the expressions involved, we will not. include them here.
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In addition to the solutions discussed above. it should be noted that certain
solutions to the reduced equations in Table IX lead to Chaplygin solutions with in
fuite densitv which were not discussed previouslv due to physical consiclerations.
However, these “solutions” can he used to determine finite-density Born-Infelcl
solutions. As an example, we consicler t.he subalgebra £z,2(a 1). A solution to
the reduced equations in Table IX is
9NR (2.124)
= Ko — + K1. (2.125)
Since the function F is relateci to 9 by the relation
1
—1/2
F() = + 29 + 2(O)2) , (2.126)
t.he non-relativistic density PjVR becomes infinit.e. However, if we transforrn t.he
non-relativistic 6-function (2.125) into its relativistic (Born-Infeld) equivalent.
6(x, t)
=
C ((c2 + )t — Kx — (2.127)
then we obtain a fuite (though constant) density







which represents a travelling wave similar to that of solution (2.122). The negative
brandi (E = —1) could be interpreted as an antiparticle density.
2.5. $UMMARY AND C0NcLuDING REMARKS
The main purpose of this paper lias been to provide a great varietv of exact
analvtic solutions tlirough the systernatic use of the subgroup structure of tlw
Cliaplvgin ancl Born—Infelcl equations in (1 + 1) dimensions. We concentrate ex
dlHsivdÏv on partiaÏly invariant solutions. Under the hvpothesis that the suhgroups
G, C G are acting regularly witli 2-climensional orbits and that the transformed
graplis G, (ff) are suhrnanifolds, we construct anci investigat.e partiallv invariant
solutions with cÏefect structure = 1. We can summarize the results which were
obtained using the proposeci algorithm in Section 2.3. with the following cases.
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(1) Elementary solutions, that is, algebraic with one or two simple poles, trigo
nometric, hyperbolic and logarithnnc.
(2) Implicit solutions in terrns of elementary ftrnctions.
(3) Doubly periodic solutions whicb can 5e expressecl in terms of Jacobi elliptic
functions su, cn and du.
The explicit partially invariant solutions were found to be reducible, in most cases
by one-dimensionai subalgebras of L. It. should 5e noted that these types of solu
tions are difficult to obtain using the standard symrnetry reduction method. Ail
implicit solutions are irreclucible with respect to the full group G.
The analysis describeci in this paper could be extended in several directions.
Firstly, it should 5e remeinhereci that the elimination of p in the equations of
motion (2.7) and (2.11) was only macle possible when the constants ) and a
respectively do not vanish. These dluantities correspond to a d-brane “tension”
which must not vanisli if the Nambu-Goto action (2.1) is to generate dynarnics [11.
Consequently, it is reasonahie to suppose that an action for a “tensionless” d-brane
could lead to the non-interactive (free) Chaplygin and Born-Infeid theories, where
O and a = 0, respectively. More generally, it may be interesting to investigate
partialÏy invariant solutions of the more general form of the Nambu-Goto action.
Secondly, the question also arises as to whether our approach can 5e extended
to a supersymmetric version of the Chapiygin model. Recently, such a generaliza
tion lias been achieved by Jackiw and Polychronakos [251 where, in particular, the
explicit representation bas heen derived from a supermembrane. A group analysis
of this supersymmetric planar niodel can, througli the use of Grassmann variables
and the Legendre transformation. provicle us with new classes of generalized so
lutions of this moclel. This work is currentjy rindertaken [26].
finally, using group theoretical techniques, the authors plan to generate. in
a systematic way, invariant anci partially invariant solutions of the Born—Infelcl
equations in (3+1) dimensions. The concept of weak transversality for these types
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Chapitre 3
INVARIANT SOLUTIONS 0F A
SUPERSYMMETRIC FLUID MODEL
Auteurs A. J. Hariton and V. Hussiri.
Référence soumis le 6 janvier 2005 au Journal of Physics A.
Résumé
Dans cet article, nous présentons une procédure qui nous permet de construire des
solutions invariantes du gaz supersymétrique de Chaplygin en (1 + 1) dimensions.
Nous utilisons une généralisatioll de la transformée de Legendre afin de transfor
mer le système d’équations originales en un nouvel ensemble d’équations clifféren
tielles ayant comme variables indépendantes la vitesse du fluide et la vitesse du
son clans le fluide. Les propriétés symétriques des équations et leurs algèbres de
Lie sont décrites pour les deux systèmes de coordonnées, et nous faisons appel à
une classification systématique des sous-groupes pour obtenir certaines classes de
solutions invariantes des équations transformées. Lorsque cela est possible, nous
utilisons la transformée de Legendre pour obtenir des solutions équivalentes des
équations originales du modèle linéaire supersymétrique. Nous présentons éga
leiiient certains éléments de base qui peuvent servir à étendre la méthode au
cas planaire supersyrnétrique. En particulier, l’analogue en (2 + Ï) dimensions
de Féquation clans le système de coordonnées transformées a été déterminé, ainsi
que certaines symétries. Pour un certain cas spécifique. il a été déniontré ciu’il est
possible d’invertir et «étendre une solution invariante de l’équation transformée
afini d’oltenir une solution du gaz planaire supersymétrique de Cliaplvgin.
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Abstract
In this article. we present a niethoci for constructing invariant solutions of the
supersymmetric Chaplvgin gas in (1 + 1) dimensions. This approach is based on
the use of a generalized Legendre transformation, through which we transform
the original field equations into a new set of equations involving the velocit anci
sound speed of the fiuid as independent variables. We describe the Lie symme
try properties of the equat ions in hoth coordinate systems, and make use of a
systernatic subgroup classification to determine certain classes of group-invariant
solutions of the transfornwcl fielci equat.ions. Where it. is possible, the Legendre
transformation is applieci in reverse in order to obtain equivalent solutions of the
standard field equat ions. A number of analytic solutions of the supersymmetric
Chaplygin gas in one spatial dilmension are found. In addition, certain basic de
ments of a possible extension of our method to the supersymmetric Chaplvgin
gas in two spatial dimensions have heen formulated. In particular, die (2 + 1)-
dimensional analogue of the transformed equation lias been determined, and sonie
of its Lie point symmetries have heen identified. For a certain specific case, it lias
been demonstrated how an invariant solution can be inverted and then extended
to a solution of the planar supersymmetric model.
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3.1. INTRODUCTION
A few years ago, a series of lectures were given hy R. Jackiw on the suhject
of fluid rnechanics fil. A number of topics were covered, including a general des
cription of ftuids with vanishing anci non-vanishing vorticity and the properties
of certain specific models. In part icular, it was shown that two distinct, para
metrizations of the Nambu-Goto action for a d-brane evolving in a (d + 1, 1)-
dimensiona.l target. space-time leaci respectively t.o two specific fiuid dynamical
models, namely the Galileo-invariant Chaplygin gas in d spatial dimensions and
the Poincaré-invariant Born-Infelcl rnoclel for a scalar in d spatial dimensions. The
symmetry Lie algebras of the Chaplygin and Born-Infeld equations in one spa
tial dimension were svstematicallv analyzed, and a full classification of the one
and two-dimensional subalgebras was perforrned [2, 3]. A number of classes of
invariant and partiallv invariant solutions were obtained.
In addition, a number of highly original theories of ftuid mechanics wcre pro
posed by Jackiw et al. fi]. These extensions of the classical theory were baseci
prirnarily on the application of methocïs previously used in particle physics to the
context of a classical field theorv. 0f special interest was the generalization of
the Chaplygin gas moclels in one anci two spatial dimensions to supersymnictric
theories involving Grassmann (fermionic) variables. While the one dirnensional
case [4] is the main focus of this article, a number of important observations are
macle concerning the two-clirnensional supersymmetric theory.
The primary purpose of this article is to employ a generalized version of the
Legendre transformation in order to cletermine invariant, solutions of the super
symmetric Chaplygin gas in (1 ± 1) cÏimensions. We want to put a new light on the
equations of motion hv solving them while t.aking into account their invariance
properties in t.lie previouslv obtaineci resuits [2]. Emphasis will be placed 011 the
search for solutions through the formulation of the fielci equat ions in the new
transformeci coorclinates. Let us mention that the Legencire transformation leacïs
to a linearisation of the equat ions onlv for the one—dimensional supersv;innetric
theorv. Iii this case. the general solution can he obtaineci. Our aim in searclung
for special solutions is to uiiclerstancl cleeph- the connection bctween ilivarialit
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solutions in both coordinate systems anci eventually use them to fully extend our
analysis to the supersymmetric moclel in (2 + 1) dimensions.
This article is organized as follows. In section 3.2, we examine the field equa
tions for the supersymmetric Chaplygin gas 011 a une, and present a method for
constructing group-invariant solutions through a generalization of the Legendre
transformation. Section 3.3 is cÏevoted to a description of the Lie symmetry struc
ture of both the standard equations 0f the (1 + 1)-dimensional supersyrnmetric
Chaplygin gas (Lie superalgebra Ç5) and their transforrned version (Lie algebra
L). We recail the classification of one-dimensional subalgebras of the bosonic sec
tor of Ç8, and then perform the same analysis for tue one-dimensional subalgebras
of the finite sector of L. In section 3.4. we inake use of the classification of L in
order to describe and discuss certain classes of group-invariant solutions of the
transformed field equations. Where it is possible, the Legendre transformation
is applied in reverse in order to obtain equivalent solutions of the standard field
equations which are then extended to full solutions of the linear fermionic model.
The connection between the latter and solutions ohtained directly from the clas
sification of Ç5 is examined. In section 3.5, we discuss how our analysis could be
extended to the case of the supersymmetric Chaplygin gas on a plane, through
the use of a generalized Legendre transformation in three independent variables.
Invariant solutions of the planar supersymmetric model are obtained. Finally,
section 3.6 contains observations anci a discussion of further applications of our
results.
3.2. SuPERSYMMETRIC CHAPLYCIN GAS IN ONE DIMENSION
A supersymmetric generalizat ion of the Chaplygin gas on a line was proposed
in 2001 by Bergner and Jackiw [41 The velocity of the fiuid u is supplernented by
a Grassmann variable or fermioiiic field lj’(t, x) such that
u — — (3.1)
The equations of motion reacl
p, + (pv) = 0. (3.2)
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The continuity equation (3.2) and the Euler ecluation (3.3) are therefore moclifieci
from their original forrn in order to include the Grassmann variable b, while the
equation (3.4) is new. The velocity u satisfies t.he evolution equation
V + vv = 3 (). (3.5)
Instead of using the density p, we make use of the sound speed variable
s = , (3.6)
so that. the equations of motion (3.2-3.4) hecome
= —Vsx + SVr, (3.7)
= —vO1 + u2 + — (3.8)
= —(u + s)/. (3.9)
anci equation (3.5) becomes
ut + vu1 = ss. (3.10)
It is to be noted that in the case where = O. the equations (3.7-3.10) are
clecoupled, and that solutions (O, s) of the supersvmnïetric equations are simply
those of the orclinary (bosonic) Chaplygin equations, while equation (3.9) becomes
linear in /).
Let us recail that the Legendre transforrriation has been perforrned on the
hosonic Chaplygin gas equations (i.e when ]) = 0) in orcler to linearize them anci
obtain the general solution [j. Using this result as an inspiration, we extencl the
method to the supersymmetric case. We hegin with the depenclent variables
q = — r = O — (3.11)
Using ecluations (3.8) ancl (3.9) to substitiite the values of & anci int.o q. we
obtain the following relationship which links s to u anci q
= 2q + t’2 (3.12)
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Later, it xviii he convenient to use the (s, u) coordinate system instead of (q, u).
Equation (3.7), when expressed in terms of u anci q then becomes
+ u ( + - 2q =0. (3.13)
We modify equation (3.13) to a differential equation for and t in terms of u and
q. Indeed, the change of variables (t, x) (q, u) implies that
ax — 1 au 3x — 1 aq 8t — 1 8u Ot — 1 aq
3 14




8(q, u)/a(t, z) is the Jacobian of the change of variables. Equation
(3.13) is then transformed to
ax 8x at at
— +u( + ) + 2q— = 0. (3.15)6e 6q 6u
By analogy with the ordinary case, we postulate the existence of a function W =
W(q, e) such that
t = Wq, X = 117v. (3.16)
Equation (3.15) can be rewritten through relations (3.16) as
I’Vvv — 2uWqv
— 2q147qq 0. (3.17)
We now change to the coordinates (s,u). Using (3.12) and xvriting T/V(q,u) =
117(s, u), we finally get the equation
W — W + W5 = 0, (3.18)
for which the general solution is given by Jackiw [11
W(u, s) = J(u + s) — sf’(u + s) + g(u — s) + sg’(u — s), (3.19)
xvhere f and g are arbitrary functions in their respective arguments.
We must now incorporate the ferniionic field (t, z) into this framework. We
hegin hy expressing in terms of the coorclinates s and u
(t. z) = ‘(t(s, u), x(s, e)) = (s, e). (3.20)
Using tlie change of variables in the derivatives given by
= + 6 = s6. + e6v. (3.21)
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and the fact that s anci Vt may be deduced from (3.7) and (3.10), we decluce the
equation on x from the equation (3.9). Indeed, we get
(sx + V1)(X5 + Xv) = 0, (3.22)
which implies that
+ 0, (3.23)
if s1 + y1 0. The general solution is therefore
(s,v) = — s), (3.24)
where is an arbitrary function of e — s. This has been declucecl directly by
Jackiw [1]. Let us show that the condition s + e1 O is in fact redunclant. if we
take into account the forrn (3.19) of the general solution W. Indeed,
5 + VI O 5(Wsv — W55) + W5 0, (5 0), (3.25)




e1 = J = (sI1755 — W5). (3.27)
Inserting W (3.19) into (3.25), we get g” = 0. Using g(e — s) = a(v — )2 +
b(v — s) + e, the original variables t and x may be writteii (from (3.16) anci (3.19))
as
t = —f”(v + s) — 2a.
(3.28)
= f’(t’ + s)
—
(e + s)j”(e + s) + b.
siiowing that the change of variables (t. r) (s. e) is not invertible.
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3.3. STRUCTURE 0F THE SYMMETRY LIE SUPERALGEBRA
3.3.1. The standard form of the field equation
The Lie algebra Ç of the supersvmmetric Chaplygin gas equations (3.2-3.4)




Here, P0 and P1 represent translations in the independent variables t and c res
pectively, B consists of a Galilean boost, Z corresponds to a shift in the pot ential
O, and D1 and D2 are dilations in the dependent alld independent variables. In
addition, we have the following t.wo supersymmetries which link the bosonic ancl
fermionic variables
Q = — Px0p +
—
a + (‘ — o + 0,. (3.3t))
and
=
—3g — 8. (3.31)
These transformations correspond to the conserved charges ancl supercharges
idelltifled by Jackiw and Bergner [1, 1, and can be derived by the use ofNoether’s
Theorem. The vector flelcis (3.29)-(3.31) therefore generate a Lie superalgebra Ç9
whose supercommutation relations are given in Table XI. It should he noteci that
these relations consist of commutators
[A, B] = AB - BA, (3.32)
in the case where at least one of A arid B is even (bosonic), ancl of anticomniu
t ators
{A. B} = AB + BA, (3.33)
in the case where both A anci B are ocld (fermionic).
The classification 0f siihalgebras of the hosonic sector Ç of Ç lias alreaclv heen
performeci [2, 3]. We are interested hure onlv in one-dimensional such suhalgebras.
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TAB. XI. Supercommutation table for the Lie superalgebra Ç8.
X\YD1D2B Z Q
D1 O O B 0 -P1 -2P0
-Q 0
D2 O O -B -2z - P1 0 0 -
B -330 0 -Z-P1 0
Z O 2Z O O O O O O
Pi 2L O O O O O
p0 O O O O O
Q QO-Q O O O 2P0-P1
Q O O O O -P1 Z
There are the spiitting suhalgebras




and the non-spiitting ones
= {D1 + EZ, E = +1} = {D1 — D2 + EP1, E = +1}
(3.35)
= {D2 + eP0, +1} , = {3 + EP0, E = +1}.
Ail of these subalgebras. except N which cloes not contain any derivative with
respect to the independent variables t anci c, have been used to construct specific
invariant solutions ofequations (3.2) and (3.3) in the bosonic case. 12]. Generators
of supersymmetries like (3.30) anci (3.31) cannot lie included because they give
risc by anticommutation to a bosomc generator, leading thus to a two-dimensional
suhalgebra. For instance. any subsuperalgebra containing the generator Q must
necessarilv also contain Po. Consequentlv, any solution invariant uncler Q will
belong to the class of invariant solutions corresponcling to subalgebra jV, anci
will therefore flot be funcÏamentallv clisringuishahle from solutions obtaineci froni
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3.3.2. The transformed equation
Let us now consider the Lie algebra L of the transformed equation (3.1$). It
is easy to show [61 that this algebra is spanned hy the generators
D = s8 + v, + wa1 , y
C = + + c2)3,. + v10 (3.36)
M = S = /3(s. v)v,
where the function t3 satisfies equation (3.1$). It should be noted that, contrary
to the Lie algebra Ç in the case of the standard equations, £ contains an inflnite
dimensional family of symmetries S. This allows us to extend our invariance
analysis to a much greater class of subalgebras. and therefore potentially obtain
aciclitional invariant solutions of the one-clirnensional supersymmetric model. The
commutation relations are summarizeci in Table XII. In addition. for anv two
solutions /3 and /2 of equation (3.1$), [S,3 S,32] O.
T.AB. XII. Commutation table for the Lie algebra L spanneci bv
the vector flelds (3.36).
X\Y D V C
D O —v e o
V V O D O
C —c —D 0 0
M O O 0 0
S,3 S(—s/3—v,,) 53,, S(v_su/3s_(s2+r2)/iu) 5,3 0
In orcler to classify the subalgebras, we cleconipose the structure of £ into the
followiiig form
L = {{D. VC} {M}} {S}. (3.37)
Concent.rating once agam 011 the one-dimensional subalgebras, we perform the
classification in tliree steps [7].
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(1) The simple algebra F = {D, V, C} is isomorphic to the Lie algebra 0(2, 1)
whose subalgebra classification is known [7]. Ifs one-clirnensional subalge
bras are
= {D}, F1,2 = {V}, F1.3 {2V + C}. (3.38)
(2) Next, we consider the direct sum
8 = {{D, % C} {M}}. (3.39)
The one-dimensional spiitting suhalgebras of S are
= {M}, 82 = {D}, 83 = {V}, 84 = {2V + C}. (3.40)
In addition, we obtain the following non-splitting subalgebras of 8
85,a = {D + aM, a 0}, S6,E = {V + ElI. E
(3.41)
87,a {2V + C + aA’I, a 0}.
(3) The complete Lie algebra L is constructeci through the semi-direct sum
of the previously considered algebra S with flic infinite dimensional Lie
algebra spaiined by the generators S. Each solution (s, y) of equation
(3.18) imposes a different structure on the further classification of the
subalgebras of the semi-direct sum. ‘vVe will consider several instances of
this.
The usefulness of the classification is demonstrated in the fact that it allows
us to find ah corresponding symmetry reclucf ions of equation (3.18) under the
classifieci non-equivalent subalgebras of the symmetry algebra S.
3.4. GROuP-INVARIANT SOLUTIONS
3.4.1. Solutions of the bosonic model
In this section, we proceed to describe the solutions of the transformecl clif
fereritial equation (3.18) which are invariant uncler the one—climensional subalge—
bras of S. For each conjugacy class given above. we evaluate the invariants of
the corresponding Lie subalgebra, anci also the corresponding recluceci clifferential
equation. From the solution of each reduced equation. we obtain the respective
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solution 11(s, y) of the transformed differential equation (3.18), and the resuits
arc suniniarizeci in Tables XIII and XIV. In addition, we also consider certain
subalgebras of involving generators of type S.
T,-\B. XIII. Invariants of the one-dirnensional suhalgebras of S.
E
Suhalgebra Symrnetry variable(s) funct ion W
{M} = s,v No function
{D} W=sF()
{V} W=F()
{2V + c} = sv-i l1 = sf ()
{D + (lAI, a O} = V W = Û+lf ()
{V + = +1} = s W =
{2V + C + aA’I. u O} = s2_2_4 W se tafl1 (2z; 1)
TAB. XIV. Reduced Equations and solutions W(s. e) obt.ained
from one-dirnensional subagebras of S (K0 anci K1 are arbitrary
constants).
Subalgebra Reduced Equation(s) Solution W(s, u)
{D( (1 — 2)n — 2F + 2F = O K0v + K1s — K1vIn (±e)
{‘ } F — O K0s3 + K1
{2i + C} (2 + 16)Fn + 2tF — 2f = O Ko(s2 — —4) + K1 (s + (2 — u2 — 4) tan1 (s2__4))
{D — AI} (1 — 2)f
—4F = O K0 (In (±i) + + K
{D + .1} (1
— t2)u + 2F = O — u2) + K1 (vs ± i(s2 — r2) In (:))
{D — taI} (1 — 2)f + 2(a — 1)f Ko( — s)”(v + as) + Ki(v -4- s)’(v — as)
(r—1.fl.1)
—(cl ± 1)(a — 2)f O
{ ± t.[} — — f = O Ko(s — 1)eV +s) + Ki(s -r 1)e
(=±1
— ( 2 — —{2V ( t+ ± 16)2fct ±22 ± 16)Ft e
+ 16 + 2a2)f = O [Ko(s2 ,2 — .1 ± 250) (
±Ki(v2 - 2 ± 1 + 2u) ( ) I
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Where ii is possible, the Legendre transformation is applieci in reverse in order
to obtain the solutions 0(t,x), p(t) and ik(t,x) of the original Cliaplygin equa
tions. ‘vVe may proceed directly from the system of coordinates (s, e, W(s, e)) to
the standard system of coordinates (t, , 6(t, x)) through the following procedure.
We first cletermine t and x as functions of $ and e through the rclit ions
t = x —W — (3.42)
This change of variables cari in principle be inverteci (provicled that the Jacobian
J does not vanish), and we obtain s and e as functions of t anci ;r. The solution




and the function 9(t, ) is determined by
O(t. x) = T17(s e) + xv + t(s2 — z;2). (3.44)
The solutions 9(t,x) constructed through the ahove procedure are comparecl wïth
those cÏetermined directiv in 121 from the subgroup structure of the standard
equations. The results are presented in Table XV. In the ca.se of subaïgebra {D +
2M}, we obtain an equivaience with two distinct subalgebras, {D1 + 3D2} ancl
{ B + Po}. This occurs because the associated solution is in factO invariant uncler
the two-climensionai subalgebra {D1 + 3D2, B + EP0}, which indicates that the
two distinct one-dirnensional suhalgebras generate the same orbit.
Let us clemonst.rate the procedure through the following example. for the
subalgebra. {D + AI}. the general solution of the transformed equation (3.18) is
if(s. r) Ko(s2 — z;2) + K1 (es + (2 — r;2) In (t t)) (3.45)
From the relations (3.42), we get the transformation
- /e+$ -
t
—2Ko — A in J, x —2A1s, (3.16)
— s)
which nu l:)e inverted to give
1 (1 + e_*(t±20)) 1 . -
s=—:r. (3.1k)
2I[ (1 — e±2°) 2A1
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TAB. XV. Bosonic solutions obtained from one-dimensional sub
algebras of S.
Subalgebra Solution O(t,x), p(t,x) Link with the algebra Ç
{V} 9(t,x) = + + K1 {B}
(t ) — — K0
{D} O(t,x) J29 (tx + Ko)) {D1 - D2}
(tx)=
K1 cosh2 (+(x+Ko))
{D - M} 9(x) = K01n () + K1 {D1}
p(t. x) \/ ( 16Kt2-X4)
, (l+e1i10+210))





{D + 2M} (t,x) it
(12J2
+ —
{D + 3D2}. {B + rPo}
p(t. :r) = 3 4K-K\/12Ko s
Equation (3.44) then yields the solution
2 (1 + eI’(t+20))
= ————
, (3.4$)
4-’ (i — eI’(t+2Io))
which is of the same form as the solution invariant under the subalgebra {D2} of
Ç, as expected from the fact that the change of variables (3.46) transfornis the
cÏifferential operator s + v to r02..
3.4.2. Additional subalgebras of S
now return t.o the discussion of the solution for the subalgebra {D + ailf}
where a 0, +1, 2. The solution in (s, r) space is given hv
W(s. e) = K0(’t
—
s)°(v + as) + Ki(r + s)°(l’ — os), (3.-19)
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so that the transformations to the (t, x) coordinate system are giveil by




— 1) (Ko(v — )a + I(v + )a)
which is not easy to invert in the general case. The corresponding solution 9(t, x)
may however be written in tenus of the variables y and s
6(t, x) = a(a — 1) (Ko(v — )a+l + K1(v + )a+1) (3.51)
If we proceed to use the change of variables (3.50) to transform the differential
operator s88+v8, in a nianner analogous to that performed for the case {D+Ai}
above, we find
s + v, —* (a
— 1)t8 + axas. (3.52)
This is equivalent to the inclepenclent variable terms in the vector field ((u —
1)/2)D1 + ((a + 1)/2)D2 in the (t, i) space. Thus we make the corresponclence
D + aM (u — 1)D1 + (u + 1)D9. (3.53)
Tins is consistent with the resuits given in Table XV. Incleed, the cases u =
0, —1, 1, 2 respectively link suhalgebras {D}, {D — M}, {D + M}, {D + 2M} in
(s, y) space with silbalgebras {D1 — D2}, {D1}, {D2} and {D1 + 3D2} in (t, x)
space.
Let us mention in particular the new case where u = 1/2. The invariants are
=
, s2W, (3.54)
so that the solution W(s, y) of equation (3.18) is of the form
W = Ko(v — )l/2( + s) + Ki(v + s)1/2(î; — s). (3.55)
from the relations (3.42). we get the transformation
—Ko(’ — )1/2 — K1(v +
4 (3.56)
t = Ko(v — )_1/2 + Ki(e +






— 16(v — s)3/2(î’ + s)3/2 t
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and so the constants K0 and K1 must both be non-zero if solution (3.55) is to
be invertihie through the Legendre transformation. In the specific case where
= K we can invert. the relations (3.56) to obtain
4r 812 1
s = 9Kxt ± 4i2t2. ‘ =
-9 + —. (3.58)9A1t 9A t
The corresponding solution is therefore given bv
12 .3 9\/5J%,2[
9(t, x) = + 2ZK p(ti)
= 4v V7It + +r2t2
(3.59)
This corresponds to a solution invariant uncler the subalgehra {D1 — 3D2} of Ç,
which has not heen given before.
For the subalgebra {V + EM}, the solution is given by
W(s, y) = Ko(s — 1)e) + K1 (s + 1)e’. (3.60)
The transformations linking the (t, x) and (s, ‘t) coordinate systems are given hy
t = K0e + K1e_5.
(3.61)
x —K0 (y + (s — 1)f) e5t ± K1 (‘t’ — (s + 1))
Since the Jacobian cannot be alloweci to vanish. the constants K0 and K1 are
required to be nonzero. Even in the simplest case where K0 = K1, the change
of variables (3.61) is difficuit to invert. In terms of the variables s anci y, the
corresponding solution O(t, 1) cari be written
&(t, x) =K0 ((1 — Ev)(s — 1) — (y2 + s2))
—
(3.62)
+ K1 ((1 — v)(s + 1) + (2 + s2)) e(1_s).
If we proceed t.o use the change of variables (3.61) to t.ransform the differential
operator, we obtain
—
tf + (v:r + t) 8 (3.63)
= t0 ± (r0 + t1). (3.61)
Tins is ecinivalent 10 the independent variable terms in die vector fielci B ±
(D1 + D2) in tue (t. i) space. which is similar but not iclentical to the subalgebra
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{D1 + D2 + EB} iclentified in (3.34). The solution correspondmg to this particular
suhalgebra had not been found previously.
For the subalgebras {2V + C}, and {2V + C + aM}, the change of variables
(3.42) is clifficuit to invert, and corresponding solutions of the field equations in
(t. r) space have not been found. In the case of {2V + C}, we require that K1 be
non-zero in order to obtain a nonvanishing Jacohian. For {2V + C + aM}, both
Ko and K must be different from zero.
3.4.3. Subalgebras involving S
Tlïe question arises as to whether adclitional solutions of the field equations
(3.2), (3.3) anci (3.4) may be found from subalgebras involving generators of the
form S. Let us observe the effect of applying group conjugation br such an
element to the gellerator V
=
3,,. If we define
Y = kS13 = k/3(s, e)8w, (3.65)
where k is a constant, then the commutator terms hi the Carnphell-Baker-Hausdorff
formula read
[Y, V]
—k$p, [Y [Y V]] = 0, [Y, [Y, [Y, V]]] = 0. . . . , (3.66)
so that the generator V is conjugate to V — kS,. Thus, in orcler to obtain a new
solution which is not a trivial extension of the solution already founci for V, we
must consicler the subalgebra spanned hy an element of the form V + S, where
:(s, e) ohevs the following conditiolls
(1) o is a solution of equation (3.18),
(2) tJiere cloes not exist any solution 3(s. e) of (3.1$) sucli that a
Thiis. for instance. since the function /3(3. e) ke (k is a constant) is such that
= k, the subalgebra {V + Sk} is conjugate to {V}. In this case, the associateci
iiïvariant solution is founci to he
IV(s. e) 1K0 + i + kt’, (3.67)
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which is simply a linear combination of solutions previously deterrnined for sub
algebras {V} and {D}. In (t, x) space, we obtain the solution
O(t, x) = (x + k)2 + 4 + K1, (3.68)2t 6A0
which cliffers from the case found for V only by the addition of a constant to x.
For the general case, consider the subalgebra spanried by the generator
V + S = 0 + cv(s,v)3w. (3.69)
A solution W(s, y) invariant under this subalgebra must take the form
W(s, y)
= f cv(s, )d + F(s), (3.70)
and it is manifest that if such a solution exists, then W = o, which implies that
the generator (3.69) is conjugate to V.
A simdar principle applies if we seek solutions invariant under a subalgebra of
the form D + aM + S, where a O and cv is a solution of (3.18). The resulting
solution will he fundamentally different from those previouslv founcl only if there
cloes not exist a solution /3 of (3.18) such that
(a + 1)/3 — — = 0. (3.71)
A solution W(s, y) invariant under this subalgebra must take the form
W(s,v) (F () +f du). (3.72)
For the general case, it lias not been determined which conditions apply on the
fuction cv in orcler to satisfy condition (3.71). In three specific instances. however,
solutions have heen obtained which are not linear combinations of those previously
cletermined. Indeecl, this allows us to establish a link with solutions alreacly founci
for the subalgebras i, i anci [2.
(1) For 3 = 1, let us consicler the subalgebra {D — M + cS1 }. The invariants
are
= W — (ce) ln(s), (3.73)
so that the solution W(s. y) of equation (3.1$) i5 0f the form
T’V(s. y) = f () + (ce) ln(s). (3.74)
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where F satisfies the following differential equation
(1 — 2)F — 4F + 3cc = 0. (3.75)
The solution is given by




/ 9 (3.6)1 S
+cc(_ln(v2_sj+
v2—s-j
The change of variables (3.42) is difficuit to invert in the general case, but
in the specific case where C1 = O we obtain
ccx c2x2 + 4cc3t
v(t. ï) =
— s(t ï) = — , (3.77)
x2+2cct’ (x2+2cct)2
and the equivalent solution of the Chaplygin gas equation is thus
1 t 2c2 N 3&(t ï) = —cc lu t I — —cc + C9. (3.78)2 \x2+2cct) 2
This corresponds to a solution invariant under the subalgebra )C1 of Ç.
(2) For = y, let us take the silbalgebra {D + ccS}. The invariants are
y W
——(cc)ln(v), (3.79)
so that the solution I’17(s, y) of equation (3.18) is of the forrn
W(s,v) = uf () + (cc)vln(v), (3.80)
where F satisfies
(2
— 4)F + (2 — 43)F + cc = 0. (3.81)
The solution is given by
i11(s, y) = C1 ( + v in (e — s)) + C2v + ccv ln (e2 — 2). (3.82)
In the specific case where C1 = O we obtain
e(t. ï) s(t, ï) = e_(T+C2) — eC2), (3.83)
ancl the equivalent solution of the Chaplygin gas edluation is founci to he
9(t.x) = _te_(T+02). (3.84)
103
This corresponds to a solution invariant under the subalgebra of Ç.






so that the solution W(s, y) of equation (3.18) is of the form
W(s. y) = (2 — v2)F () + %cE(s2 — y2) ln(s2 — u2), (3.86)
where f satisfles
(4
— 22 + 1)f + (43 — 4)f — 2cE = 0. (3.87)
The solution is given hy






— y2) in (2 —
In the specific case where 01 = O we obtain
v(t,x) = —, s(t, ) = + e_t+32C2), (389)
anci the equivalent solution of the Chapiygin gas equation is therefore
= E2
— c6e_+32C2). (3.90)
This corresponds to a solution invariant under the suhalgebra of Ç.
3.4.4. Solutions of the linear supersymmetric model
Soiutions of the complete linear supersymmetric moclel eau be deterrnined
froni the solutions of t.he bosonic model descrihed in the previous subsections.
The fermionic scalar l!’(t ..r) is founcl through equation (3.24) by substituting the
previouslv cleterinineci values of s and y as functions of t ancl x
u(t. ) = (v — s), (3.91)
where o is an arbitrarv function. The resulting functions for each of the cases
which we were able to successfullv invert in the subsections ahove are listeci in
Table XVI.
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TAB. XVI. Fermionic potential /‘(t, i:) corresponding to the boso
flic solutions.
Subalgebra Solution (t, x)
{V} !(t, x) =
+
{D} ‘([, .i) = ( (i + e_1lK0)))
{D — M} ‘(t.
=
t *‘o,\1IOt-tS
{D + M} ;(t’ ) = ( 2xK1
‘ (e”i (t±2K0)l)
{D + 2M} i(t, x) = ( + 0(K1 - 2K0)
{D + M} x) = d) ( + — Kxt + 4T2t2)
{D — M + crSi} (4Ec3t_2ct÷c2x2_Ecx3)
{D + cES,} (t. x) = (e_ x+C2) — e_C2) — e_C2))
{D + M + ccS(82_2)} .i) = ( + + e_t+32C2))
3.5. ExTENsIoN TO THE (2 + 1)-DI’IENsIoNAL CASE
3.5.1. Standard form of the planar model and invariant superalge
bra
We 110W proceecÏ to examine die supersvmrnetric planar moclel proposeci bv
R. Jackiw and A. P. Polychronakos [8] and make a few observations concenhing
the possibility of extencling ouï analysis to the (2 + 1)-clirnensional case. Here, the
velocitv y of the fluici is supplementeci hv Grassrnann (fermionic) variables ‘,





where O is the bosonic scalar potential. The field equations which govern tue
motion of the supersvm;Hetric Huid. and involve the poteitials O anci e’ and tlw
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density of the ftuid p, read
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Combining tue fleÏd equations (3.93) with (3.92), we obtain the followillg field
eqilation for the velocity
vt + (y. V) y V (4) + (V)t(a. V). (3.95)
As in the one-dirnensional case, a superalgebra of svmmetries and supersynime
tries of the field equations (3.93) has been given [1, 8j. The svmmetry generators
are associated with a nonrelativistic similitude algebra containing the six geriera
tors of the Galilean algebra in (2 + 1) dimensions i.e.[5j
p0 = a, p1 = 6,
= t + x30, 32 t, + y3o, (3.96)
1 1
R=—Ya+xay+c’2a.i 9y18,j)2,
along with the following dilations
D1 = D2 x31+y02+293o —Pap+ia, +‘/)282. (3.97)
hï addition, we stili have the potential shift svmrnetry Z = . Moreover, the
following supersymmetry transformations leave eqnat.ions (3.93) invariant 11, 5j
I’ = X + 1]di1’. y’ = y + T1Q2d), t’ t.
p’ p
— (
/ 1 v’ï (3.9$)
9 =9+—(7]v+7],2 2p











where 7) = (7)1 7)2) ai j) = (j), j)2) correspond to fermionic constant pararneters.
The correspondiiig supersymmetric infinitesirnal generators are icÏentified as
3 0 0










/1 i., 1 i.. Na
+ O3.1J,’ — ‘2lP2x1P1
— °yJ’2 + ,L’iL”iy’2 _‘lP2) (3.101)
r O 7 i o





Q2 = l/’2 — (3.103)
wlïere Qi is associateci with 7], Q with 7)2, Qi with j)1 ami Q2 with j)2. The
connimtation relations between ail of the infinitesimal generators can be easily
computecÏ through the use of prolongation formulas (see Chapters 2 ancl 5 of 161).
3.5.2. Transformed eqiiation
The desired resuit woulcl he to finci a svstem of transior;ned equations analo
gous to (3.18) anci (3.23) in order to solve the fielci edluations (3.93) through the
use of a generalizeci Legendre transformation in two spatial dimensions. Titis lias
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flot yet heen achieved for the general (2 + 1)-dimensional case, but a f’ew elements
of the theory can he discnssed. In analogy with the transformation (3.11), we set
(] = 0t
—
i = 0 — = 0 — (3.104)
and we postulate the existence of a function w(q, y1, y2) such that
0(t. x. y) + w(q, vi, v2) = tq + xv1 + Y’2• (3.105)
As in the one-clirnensional case, we once again introcluce the sound speed s
v’/p. Making use of the field equations (3.93). we obtain the following relation
between s, q, vi and u2
2q + v + v. (3.106)
Finally, if we consider w as a fllnction of s, u1 and y2 such that
w(q, vi. v) = 11/(s, y1, e2), (3.107)
the fielci equation for 0 may be transformeci to the following uiiiformly quaciratic
equat ion for U
— 3( H )2
— 2sW8W11 — 2sWW22 + 2sU T’ + 52(WLl1 )2
— s l111T’l2 + s W11W5 + s IVV2V2I’lsS — s2(l’V2)2 (3.108)
— s2(l1)2
= 0.
The svmmetry Lie algebra of this equation bas not been fully cletermined, but
the following generators constitute a partial list
D sdq +và,1 +v2L9 +HOW , = ‘ =
(3.109)
M = 23u] +
The fermionic set of equations in (3.93) must also be written in the new
variables (s, y1, 1)2). The explicit form is in fact ver complicated anci will not
la’ relevant here. It is obtaineci by inaking the change of variables (t, x, y) ‘“
(s. ii. 12) in the set of equations
=
—viri.3 — (s — t’2)r’1.,1 + sc2. (3.110)




It is important to mention here that in the new variables the transformed equa
tions decouple anci it is therefore reasonable to suppose that solutions of equation
(3.108) could serve as the primary element in the construction of solutions of the
planar supersymmetric model in the general case.
3.5.3. Invariant solutions of the supersymmetric planar mode!
The question arises as to whether it is possible to find solutions of the planar
model which are invariant under the supersymmetric transformations thernselves.
Inspiring ourselves from the methods used in article [9j for the super Korteweg-cle
Vries equation. we provide a partial answer to this question. Instead of using the
supersymmetric generators (3.100), (3.101), (3.102) and (3.103) inclepenclently,
it may he more to our acivantage to consider a complex linear combination. for
example, the combineci generator Q Q — zQ2 has the property that Q2 = 0,
while the squares of the generators Qi, Q2, Qi and Q2 are bosonic translation
generators. A solution of the fleld equations (3.93) will be invariant uncler the Q
supersymmetry only if the fermionic fields ib1 and I’2 satisfy the conc!ition ‘2 =
—ib1. Therefore, in order to impose -invariance, we are required to complexify
the fermionic fielcis. Under these conditions, the bosonic fields & arid p will be
preserved and we obtain the following simplifications
ti\ ti
•
= t” — b) I = —i ( + i) i
(3.112)
= -2i (8’)
using the change of variables z x + iy taud = x — iy). The fielci ecÏuations
(3.93) row reac!
Pt + V (pV9) = 0.
1 2




i.t + v&. V’’1 = —
p
L’i,t + V9• = + -_i (@).
p
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As a consequence of the last two equations, we get
0, (3.114)
which implies that the fermionic potential is of the form b1 ki (z, t).
Therefore, given any solution O(t, x, y), p(t, x, y) of the bosonic planar Chaply
gin gas model (where = 0). the flrst two equations of (3.113) will he satisfied
identically. The last two equations of (3.113) irnply that for any generalization
of the bosonic solution to a solution of the supersymmetric planar model, the
fermionic potential must satisfy the equation
—
(6 + i02) 1,z (3.115)
Finally, let us give sorne exaniples of solutions to the supersymmetric planar
model constructed throllgh the ;nethocÏ clescribed ahove. It is easy to show that the
Legendre-transformed equation in two spatial equations, given in (3.10$), admits
in particular the symmetry subalgebra {V1, V2, R} which consists of translation
and rotation generators. Let us therefore consider solutions of equation (3.10$)
which are invariant uncler this subalgebra. The invariants are $ anci 11. wliich
implies a solution of the forrn T’T = 1/17(s). Equation (3.108) thus simplifies to the
form
+ 2sW8 W55 = 0, (3.116)
and leads to the invariant solution
W = K0s5/2 + K1, (3.117)
which may be inverted through the two-dimensional Legencire transformation
eqilations (3.105), (3.106) ancl (3.107) to give the bosonic solution
2 y2 1
X, y) = + + 10tD + K1, p(t, x, y)
=
°. (3.11$)
Solution (3.11$) is invariant uïider the subalgebra {B, B2. R} in the original
(t, c. y) space.
Postulating a solution of the form u2 = —iW1, we applv equat ion (3.115) to
the hosonic solution (3.11$). The equation becomes
ui.t = ——‘ç’, (3.119)
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x y) c’2(t, r, y) = . (3.120)
i+ig ZŒ—y
Here, C is a constant fermionic (odcl-valuecÏ) Grassmann variable. Equations
(3.118) and (3.120) together constitute a solution of the supersymmetric planar
model.
Solutions can also 5e obtainecl using the field equations (3.93) directly. for
instance, if we seek a solution which is invariant under the subsuperalgebra {D1 —
D2, R, }, one possihilitv is
1.)




Equation (3.115) then allows us to determine the fermionic functions
x, y) = Cit(x ± iy). ‘2(t. x. y) Cit(—ix + y), (3.122)
where C1 is a fermionic constant.
Let us mention that the bosonic soliton solution
x ) = sinh (ax + /3v) = V2 @2 + 2)t (3.123)2 @2 + /32) t sinh2 (cx + y)
cannot 5e extended to a non-trivial supersvinmetric solution since equation (3.115)
is not compatible (i.e. Œ and y cannot he co;nhined to obtain z).
3.6. SuMMARY AND C0NcLuDING REMARKS
Tlirough tire use of a generalizecl Legencire transformation, a number of anal-
tic solutions have heen founcl for the supersymmetric Chaplygin gas in one spatial
dimension. For this purpose. t.he subaigebra structure of the symmetry Lie algebra
ws used to obtain group-invariant solutions of tire rransforined fleld equation
(3.18). In nianv cases, these corresponcÏed (via tire Legendre transformation) ro
previoiisly cleterminecl solutions of the st andarcl field ecluations (3.2), (3.3), (3.4)
wliich are invariant with respect to subalgebras of the Lie syinmetrv superalgebra
Ç. or generalizations of sucli solutions. In other cases. the solutions were coin




the transformation from the (t, x) space to the (s, y) space allowed us to
easily obtain the form of the fermionic potential ‘.
In addition, certain basic elements of a possible extension of our method to the
supersymmetric pÏanar model have been forirnilated. In particular. the (2 + 1)-
dimensional analogue (3.108) of the transformed equation (3.1$) lias heen de
t.erminecl, and some of its Lie point syimnetries in (s. y1, y2) space have been
iclentified. For the specific case where 2 = —ii’, it lias been shown how an inva
riant solution of (3.10$) can be inverted through the Legendre transformation and
then extended to a solution of the planar supersymmetric model. In the general
case, it lias not yet been determineci how to incorporate the fermionic potentials
/‘ and into the framework of a generalized Legendre transformation in (2 + 1)
dimensions. In particular, the analogue of eqilation (3.23) for the planar case
remains undiscovered.
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Chapitre 4
CONCLUSIONS
4.1. RÉSUMÉ DES RÉSULTATS
Dans ce travail, nous avons examiné en détails les propriétés de symétrie des
équations de Chaplygin et de Born-Infeld en (1 + 1) dimensions. Nous avons
aussi étudié le lien entre les propriétés de ces modèles et celles tic la théorie de
Narnbu-Goto pour une d-brane.. À l’aide d’une classification systématique des
sous-algèbres de l’algèbre de Lie de symétrie du gaz de Chaplvgin. nous avons
réussi è construire plusieurs nouvelles classes de solutions exactes et explicites
de ce modèle de fluide nonrelativiste. Pour les sous-algèbres de dimension 1. les
solutions obtenues sont invariantes, alors que pour les sous-algèbres de dimension
2, nous avons déterminé des solutions partie1lement invariantes avec défaut de
structure 1. Le lien entre les propriétés et les solutions des modèles de Cha
plygin et de Born-Infeld nous a également permis d’obtenir plusieurs familles de
solutions invariantes et partiellement invariantes du système (le Born-Infeld.
Les solutions invariantes ont été déterminées à partir dc la méthode clas
sique de réduction par symétries ponctuelles de Lie. Elles peu\ent être classifiées
comme étant soit non-singulières soit singulières par rapport à la transformation
modifiée de Legencire (, t) (s. p) décrite dans le chapitre L Les solutions
non—singuiïéres (où la transformation est inversible) correspondent è des cas spé
ciaux de hi solution générale présentée par Jackiw [1]. ce qui n’est pas le cas
tic certaines solutions singulières aant une densité constante. Les solutions oh—
ternies sont de type algébriques, rationnelles et sohtoniques (y compris de type
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“bump”, kink” et. oncle multiple). Certaines solutions séparables furent. également
obtenues, représentant un cas spécial de solllt.ions conditionnellement, invariantes.
Les solutions partiellement invariantes des équations de Chaplvgin et de Born
Infeld furent obtenues à l’aide d’une version généralisée de l’algorithme de réduc
tion, développé par plusieurs auteurs (e.g. [2, 31) En utilisant l’hypothèse que
les sous-algèbres de dimension 2 agissent régulièrement, et t.raisversalement, des
solutions partiellement invariantes avec défaut de structure 6 = 1 furent obtenues.
Grâce à l’affaiblissement de la contrainte à satisfaire dans le cas tic l’invariance
partielle (6 = 1 plutôt que 6 = O). nous avons réussi à obtenir une plus grande
variété de solutions analytiques, incluant des oudes tic propagation. des ondes
centrées, des solitons ainsi que des solutions exprimées A partir des fonctions el
liptiques de Jacohi. Pour ces dernières, le module k est choisi de telle façon que
O < k2 < 1, ce qui assure que les solutions elliptiques possèdent des valeurs réelles.
Finalement, nous avons obtenu plusieurs solutions des modèles supersymé
triques du gaz de Chaplvgin en (1 + 1) et (2 + 1) dimensions. En utilisant. une
généralisation de la transformée de Legendre, nous avons transformé le système
des équations du mouvement, du système supersymétrique linéaire en un nou
veau système ayant. comme variables indépendantes la vitesse du fimude et celle
du son dans le fluide. Grâce à une classification des sous-algèbres de laigèbre de
Lie tic l’équation transformée, nous avons obtenu plusieurs classes de solutions
mvariantes de cette dernière. Une méthode analogue pour trouver tics solutions
invariantes du modèle supersymétrique planaire, où (i’ zL’2) représente un
spineur fermionique. n’a pas encore été formulée en toute généralité. Cependant,
quelques éléments de base d’une procédure possible ont été itientifiés. En particu
lier. l’équation bosonique transformée analogue à celle du cas (1 + 1)-dimnensionnel
a ét.é déterminée. Il a aussi été démontré pour le cas spécial où t’o = —ici coin-
ment une solution invariante de Féquation transformée petit être inversée à Faide
cFune transformée de Legendre généralisée en (2 + 1) climetisions et étendue à
une solution ciii modèle planaire supersvmétrique. Bien que le cas plamiire soit
difficiie ‘i résoudre. les résultats obtenus pour le cas linéaire laisse eut revoir un
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espoir de progrès clans les prochains mois. Les potentiels fermioniques peuvent
être interpretés physiquement comme correspondant à des charges fermioniques.
Il est pertinent dans le contexte des solutions particulières analytiques de s’in
terroger sur l’interprétation physique. Nous pouvons répondre en partie à cette
question en observant que certaines propriétés qualitatives de ces solutions se
raient difficiles à détecter nmnériquement. L’existence de différents types de so
lutions périodiques ou localisées des équations de Chaplygin et de Born-Infeld
en sont un exemple. À partir de méthodes perturbatives, il devrait être possible
d’étudier la stabilité de ces solutions.
4.2. PERsPEcTIvEs fuTuREs
Il est possible d’étendre cette étude dans plusieurs directions. Mentionnons
certains projets envisagés pour l’avenir.
Un des objectifs de développement futur impliquerait l’application d’une cer
taine version de la méthode des symétries conditionnelles aux équations de l’élec
trodynamique nonlinéaire de Born-Infeld en (3 + 1) dimensions. Cela permettrait
de construire des classes de solutions représentant des ondes simples et leurs su
perpositions (oncles multiples).
La densité lagrangienne des équations de Born-Infeld est construite à partir de
deux champs éléctromagnétiques E et B, et est donnée dans [4, 51. Les équations
d ‘Euler-Lagrange correspondantes. exprimées en termes des champs canoniques




+ (D2 + B2)/b2 + (D X B)2/bt
1)
B+(DxB)xD/b2 VDO
+ (D2 + B2)/b2 + (D x B)2/b1’
où b est un paramètre. Il a été démontré [6, 1 que si les données initiales cmi t = O
pour le système (4.1) sont telles que D et B obéissent la condition de divergence
nulle. alors cette condition sera satisfaite pour tout t > O du au caractère évolutif
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du système hyperbolique (4.1) qui est de la forme
Ut + A’(u)u 0, (4.2)
où u = (u’,... ,u6) = (B,D), et A’ A2 43 sont des fonctions matricielles de u de
format 6 x 6. Nous cherchons une solution de la forme
u. f (r’ (c u), 2(r u), T3(X, u)) , (4.3)
où ‘r5 .)(u)x”, s = 1, 2, 3, sont des invariants de Riemann associés aux vecteurs
d’ondes ? = (,, , ), )). Les vecteurs d’ondes )cs doivent satisfaire la propriété
ker (,\ + )A1’) O. Une solution du type (4.3) constitue une onde simple,
double ou triple, dont le rang est au plus égal à 3. Cette solution est une extension
des solutions d’ondes de Riemann pour l’équation de Born-Infeld discutée par
Jackiw [1]. Si le vecteur (u) = (°(u), ‘(u), 2(u), 3(u))T satisfait la condition
d’orthogonalité = 0. p. = 0. 1. 2, 3. alors le graphe d’une solution f =
(x, u(x)) est invariant sous l’action du champ de vecteurs
X = (4.4)
sur l’espace R4 x R6. L’ensemble (r’, .2, r3, u1,.. . , u6) constitue un ensemble com
plet d’invariants du champ de vecteurs (4.4). Cela nous permettra de construire
des nouvelles classes de solutions par la méthode des invariants de Riemann [8j,
qui seront plus diverses que celles obtenues précédemment.
Une autre avenue à poursuivre serait «exploiter le concept de la transversa
lité faible [9, 101. Cela constitue une extension directe de la méthode classique de
réduction par symétrie. Soit G le groupe de symétries d’un système d’équations
différentielles, G0 un sous-groupe de G, et Ço la sous-algèbre de Lie correspon
dante, engendrée par les champs de vecteurs
8 8
= (x.u)— + Ô(i.’u)—, = 1 p.Je (4 )
e = 1, o = di rit (Ç0).
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Si G0 agit régulièrement et transversalement sur l’espace des variables indépen
clantes et dépendantes M X x U, alors la condition suivante est satisfaite
rank(Qi) = rai k(Qo) = s, (4.6)
où les matrices Q1 et Q2 sont définies par
Q1 = {(,)} Q2 {,(‘)} ox(?+q) (47)
Notons que s est égal à la dimension des orbites génériques de G0 sur M. Si
la condition de transversalité (4.6) est satisfaite localement, alors la méthode
classique de réduction par symétries est directement applicable. Cela signifie que
toutes les variables dépendantes peuvent être exprimées en fonctions des inva
riants et que nous obtenons immédiatement la réduction à un système d’équations
en p — s variables indépendantes. La condition dc rang (4.6) est appelée transver
salité forte. Dans le cas où la condition (4.6) nest pas satisfaite sur l’espace M
entier, mais plutôt sur un sous-ensemble N de M. nous appelons cette condition
t.ransversalité faible. Il fut. démontré que pour les équations de Navier-Stokes [lOj
il exist.e des solutions invariantes et. partiellement invariantes pour lesquelles la
condition de transversalité faible est satisfaite. Il serait intéressant d’étudier le
rôle de la transversalité faible dans le contexte des solutions invariantes et par
tiellement invariantes des équations tic Chaplygin et de Born-Infeld en (3 + 1)
dimensions.
Il serait aussi envisageable d’étendre notre analyse au cas plus général de la d
brane de Na;nbu-Goto elle-même, en (d+ 1, 1) dimensions. En particulier, il serait
intéressant de faire l’analyse des symétries ainsi ciue tics solutions invariantes
et partiellement invariantes analogues à celles construites pour les modèles de
Chaplygin et Born-Infeld. L’action tic Nambu-Goto pour une d-brane comprend
les variables d’espace-temps (X°. 1 V’. \d+1) tians lequel la d-brane évolue.
ainsi que les variables de paramétrisation tic la d-brane (d/ ). La tiensité
lagrangienne est donnée par [11
rt’ x0\ 1/2(j_i) det (1.8)
ck 8ø’
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En utilisant le changement de variables
± (x° — r = (Xo+Xd+l), X = (lXd) (4.9)
de telle sorte que O et X soient des fonctions de r et des ‘, ainsi que la para
métrisation d» = T, nous obtenons les équations cÏ’Euler-Lagrange sous la forme
suivante
02x 8 / 8X 00 1 /OX
9ij] — = 8X OXOr + g) , (4.10)




Pour le cas d = 1, il a été démontré [11, 11 que les équations (4.10) et (4.11)
peuvent être résolues complètement. Nous obtenons la solution générale sous la
forme d’une onde double de Riemaun
T± r—d) (4.12)
O(r)=f [F(z)]2dzf [fL(z)]2dz.
où F+ et f_ sont des fonctions arbitraires de leurs arguments. Four le cas où
d > 1, Bazeia [ii] a identifié une certaine classe de solutions sphériquement
symétriques
0(r, ) 2(d—1)r’ où R(r, ) = (dl/2&) (4.13)
Il est à espérer qu’une étude systématique des propriétés d’invariance complète
et. partielle des équations (4.10) et (4.11) mène à plusieurs classes additionnelles
tic solutions de la d-brane de Nambu-Cot.o pour le cas cl > 1.
Il serait également intéressant d’étudier les modèles de supermembranes asso
ciés aux théories supersymétriques linéaires et planaires du gaz de Chaplygin. dont
le Lagrangien est donné dans [1, 121. Une étude des équations d’Euler-Lagrange
pourrait décrire des phénomènes physiques reliés aux variables fer;nioniques ‘.
finalement, notons que dans la littérature du sujet des cÏ—hranes [13, 14, 15].
une extension tic la théorie de Nambu—Goto fut représentée par la théorie (le
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Dirac-Born-InfelcÏ. En effet, il y a un terme additionnel qui s’ajoute à la matrice
inclue dans la définition de l’action de Nambu-Goto. La densité lagrangienne de
Dirac-Born-Infelcl inclut une surface d’univers de dimension n évoluant dans un
espace-temps de dimension d, ainsi qu’un champ abélien de jauge
ax ax1, 1/2
= clet j —- + j — — j . (4.14)
\ 3x 3Xj \ 3xj 0x j j
Les équations cïEuler-Lagrange dépendent de façon essentielle du potentiel de
jauge A. Dans le cas limite où A —* O, nous réduisons le problème au cas de
Nambu-Goto ci > 1. Cela pourrait clarifier certains problèmes associés à l’action
de Schild j13], qui peut être interprétée comme la limite de la théorie de Yang
Miils en couplage avec le groupe de jauge SU(N) lorsque N —* œ. Il serait
pertinent d’explorer le lien entre ces théories et le modèle de Dirac-Born-Infeld.
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A.1. GRouPE DE SYMÉTRIES D’UN SYSTÈME D’ÉQUATIONS DIF
FÉRENTIELLES
Nous faisons un rappel de la méthode qui permet de trouver les symétries
d’un système d’équations différentielles. Cette méthode, proposée dans le livre
de P. J. Olver [1], ainsi que celui de D. H. Sattinger et O. L. Weaver [21 utilise
la prolongation de transformations infinitésimales à un espace fibré des jets, Jt,
incluant non seulement les variables indépendantes et dépendantes, mais aussi
les dérivées de ces dernières. Une condition reliant le système d’équations à sa
prolongation permet de déterminer quand un champ de vecteurs constitue un
générateur de groupes de symétries à un paramètre.
Un système d’équations différentielles est défini par les q équations
A’ O. A2 O, ... A = O (Ai)
où A’, A2, , A sont fonctions des variables indépendantes x = (xi, X2,
des variables dépendantes u = (u’. u. .11w) (fonctions des x) et dies déri
vées des ‘u par rapport aux 7, (jusqu un ordre fini). L’espace de base dies
variables est donc représenté par X x U = {(x,. . “n, vJ, ‘u)}. Nous von-
loris déterminer les transformations de l’espace X x U qui laissent invariant Feu-
semble des solutions du système A. = O. cest-à-dire qui envoient chaque so
lution ‘u(x) à une autre solution ‘û(i). Sous une telle transformation. le graphe
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f = {(x,n) : n = u(x)} de la fonction n = u(x) est transformé en un nouveau
graphe f’ = {(,ù) :
=
En général, si on considère G un groupe agissant sur les points de l’espace
X x U, représenté par les transformations I. puisque F(g.g2) = gi alors
le graphe sous cette transformation est,
= (grg2)() = (92(f)) . (A.2)
L’action du groupe G peut être prolongée pour inclure les dérivées des variables
dépendantes
Définissons un multi-indice J = (j,j2,. j), où chaque j est un entier
non-négatif. Définissons aussi l’espace comme étant l’espace de coordonnées
(xn1,n), oùi= l=1, ,r, et IJ =j1 +2++n k. Chaque
fonction n() = (n’(xi, , xv),. . . , 7t(, )) définit alors une sous-variété
clans l’espace Jk, donnée par (nt(x)t,(r)) où
nj(x)
=
= dju (i). (A.3)
Lespace J est appelé espace fibré des jets cl ordre k.
Une action
‘Tg sur l’espace X x U induit une action sur l’espace Jk
qu’on appelle la prolongation de I d’ordre k . Si on considère un groupe de
transformations à un paramètre tel que
= X(x.u,) , = U(x,v,), (A.4)
où 1 < < n et 1 j m , le générateur infinitésimal de ce groupe









Sur l’espace 3. nous définissons lopération
D,
=
± ZuJ—r. où j, (ii ]_1.j, + lJ2±y j,,)). tAG)
.,1 J
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Il est clair que D agit comme une dérivée totale
Df(x,u(x),uj(x)) =





Pour le champ de vecteurs c défini dans (A.5), nous avons le résultat suivant
Théorème A.1.1. Si c = + atoTs ta protongation d’ordre k pour cv
est
pr(k)(cv)
= cv + (A.8)
où, en général, ç5f est donné par
— + (Dmîjm. (A.9)
Un système d’équations différentielles d’ordre (maximum) k est défini par une
fonction
A(x, u, ufj) = (A’(x, u1, us),... u1, us)) (A.1O)
de J. dans telle que l’espace des valeurs x, u1, uf dans .j, où A = O forme
une sous-variété de Jk. Notre système est défini par A = O et une solution est
clone une courbe (xj ut(x), u(x)) dans Jk•
Théorème A.1.2. Soit G un groupe connere agzssant tocatement sur X x U par
les transformations
j=X(,u,g) ,
où g E G et A(, u. Uj) est un système d’équat’tons cÏzfférentieiies. Alors, l’action
du groupe G préserve tes sotutions de A = O (i.e. si u() est une sotution, ù()
Ïest aussi) si et seulement si
[pr(cv)] (A) = O quand A O. (Ail)
pour tout générateur infinltésrînaÏ cv de tact-ion du groupe.
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A.2. CLAssIFIcATIoN DES SOUS-ALGÈBRES D’UNE ALGÈBRE DE
LIE
Une des applications les plus importantes des groupes de symétries des sys
tèmes d’équations différentielles est la réduction par symétrie. Soit G un groupe
de symétries d’un système d’équations différentielles A et L l’algèbre de Lie asso
ciée, alors pour chaque sous-groupe G0 de G, nous cherchons une solution dont le
graphe f est invariant sous l’action du sous-groupe G0. Ces solutions sont appe
lées groupe-znvariantes, G0-invariantes, ou simplement invariantes. Pour trouver
tous les types de solutions groupe-invariantes de A, il est nécessaire de faire une
classification des sous-algèbres de L.
Considérons une algèbre de Lie L de dimension finie N, et. soit G le groupe
d’automorphismes de L
GLG’ = L. (A.12)
Nous voulons obtenir une liste représentative des sous-algèbres L de L telle que
chaque sous-algèbre de L est conjuguée à un et seulement. un élément de la liste.




Autrement dit, pour tout élément x e L, il existe un élément y ù L et un
élément g e G tel que
= y. (A.14)
Il est à noter que toute algèbre de Lie L de dimension finie peut être écrite comme
une somme semi-clirecte
(A.15)
où S est une algèbre semi-simple (somme directe d’algèbres simples) et 7?. le
radical (idéal maximal résoluble) de L. Cette forme est. appelée decorriposition de
Le vi.
La classification des sous-algèbres d’une algèbre de Lie arbitraire revient clone
à faire le travail dans trois cas suivants [3]
Ï. L algèbre de Lie L est. simple.
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2. L’algèbre de Lie est une somme directe de deux algèbres
(A.16)
3. L’algèbre de Lie est une somme serni-directe de deux algèbres
(A.17)
A.2.1. Sous-algèbres d’une algèbre de Lie simple
Si IZ est simple, nous commençons par trouver toutes les sous-algèbres maxi-
mates de L. Une sous-algèbre Lj C L est dite maximale si les relations
[] c , (Ais)
impliquent que
ou L L. (A.19)
Nous considérons une représentation fidèle irréductible de dimension finie E(L)
par des matrices réelles ou complexes, sur un espace vectoriel V de dimension
N0 < oc (choisie aussi petite que possible). Toute sous-algèbre L c L sera
plongée dans la représentation soit de façon réductible ou irréductible.
Dans le cas où une sous-algèbre maximale L,1 est plongée de façon réduc
tible, elle laisse un sous-espace V0 C V invariant. Pour trouver les matrices
représentant Lj, il suffit donc de classifier les sous-espaces C V sous l’action
du groupe G, de choisir un sous-espace représentatif pour chaciuc classe, et. de
trouver les matrices qui laissent invariant, ce sous-espace.
Dans le cas où une sous-algèbre maximale LM est plongée de façon irréduc
tible, elle doit être simple, semi-simple ou réductive (une somme directe cfune aI
gébre semi-simple et d’une algèbre abélienne). Pour chaque algèbre de Lie simple,
les sous-algèbres semi-simples sont connues, et les sous-algèbres ;éductives sont
obtenues des serni-simples en trouvant leur centralisateur en L
Cent(Lj, L) {i E L [x,LM] O}. (A.20)
Une fois que nous avons trouvé les sous-algèbres maximales, nous continuons à
trouver les autres sous-algèbres de façon semblable.
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A.2.2. Sous-algèbres d’une somme directe de deux algèbres
Si £ est une algèbre de Lie telle que
£ A e B, dimA a, djmB = 71b, 1 < oc, (A.21)
nous utilisons la méthode de Goursat pour obtenir deux types de sous-algèbres
“twistecl” et “non-twisted”. Nous classifions alors les sous-algèbres de L en classes
de conjugaison sous l’action du groupe de Lie associé à L donné par
G = GA ® GB, GA = expA, GB = expB. (A.22)
Les algèbres “non-twisted sont les sous-algèbres conjuguées aux sommes di
rectes des sous-algèbres Ao C A. B C B, et peuvent être représentées par les
sommes directes
Lo = A0 e B. A0 c A, B0 c B. (A.23)
Les algèbres “twisted’ sont les sous-algèbres qui ne sont pa.s conjuguées aux
sommes directes de la forme (A.23).
A.2.3. Sous-algèbres d’une somme semi-directe de deux algèbres
Si £ est. une algèbre de Lie telle que
£ F V, [F,F] c F, [jV, c {F,A c iV, (A.24)
nous obtenons cieux types de sous-algèbres : “sphtting” et “non-split.ting”. Une
sous-algèbre £ C L est “splitting” si elle est une somme serni-clirecte de sous
algèbres de ses cieux composantes
= A’0 F0 C F, iV c iV. (A.25)
Les sous-algèbres “non-splïtting sont celles qui ne sont conjuguées à aucune al
gèbre “spÏitting . Elles sont analogues aux sous—algèbres “twisted” de Goursat.
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A.3. SOLUTIONS INVARIANTES ET PARTIELLEMENT INVARIANTES
L’idée principale de la réduction par symétrie est de prendre un sous-groupe
G0 du groupe G de symétries d’un système et de chercher des solutions de
qui sont invariantes sous l’action de G0. Une telle solution est appelée groupe-
invariante. Nous identifions ici une solution avec son graphe dans l’espace de
coordonnées X x U, donc le graphe (l’une solution groupe-invariante sera préservé
sous l’action du sous-groupe. En 1962, LV. Ovsiannikov a introduit une extension
de l’invariance des solutions en introduisant les solutions partie ltement invariantes
141 Considérons un graphe F de dimension maximale p, correspondant à une
solution d’un système en p variables indépendantes. Si un groupe de Lie G de
transformations sur les points de l’espace laisse f invariant, alors la solution est
groupe-invariante. Si, sous l’action du groupe G, le graphe f génère un orbite
G(f) de dimension p + (où > O est inférieur à la dimension des orbites de G
dans l’espace), alors la solution est dite partiellement invariante avec défaut de
structure [51.
Nous utilisons ici les notations suivantes [5]. Toutes les fonctions et variétés
seront infiniment différentiables (C), et seront caractérisées par un système fixe
decoordonnéesXxU={(x,uHx=(xi xp)EX,’u(ui,...,uq)EU}.Les
groupes de Lie (G ou H) seront des groupes de transformations de coordonnées
euclidiennes de R’, où n
=
p + q, et leurs algèbres de Lie génératrices seront
données par Ç et 7t. Ces groupes connexes agiront de façon régulière et, donc,
les orbites de G auront une dimension uniforme. Cette dimension commune des
orbites sera indiquée par r. Une solution u. = u(x) d’un système A = O est
identifiée avec son graphe
f
= {(i Xp. ni mtq)IA(ii x, u. . . . , uq) = O}, (A.26)
qui constitue une varieté de dimension p clans un espace de dimension ‘n p + q.
Une fonction (x, u) est appelée un invariant du groupe de transformations G s’il
ne change pas sous l’action de G. cest-à-clire si
(g. (i.’u)) = i(x, u). pour tout g G. (A.27)
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Cette condition sera vérifiée si v[y] = O pour t.out générateur infinitésimal y
de G. Un résultat important. affirme qu’un groupe tic transformations régulier
avec orbites de dimension r aura un ensemble complet de (p + q — r) invariants
fonctionnellement indépendants [6].
Définition A.3.1. Soit G un groupe de transformations sur une varieté M à
n dimensions, agissant régutièrement sur M avec orbites de dimension r. Soit
f C M une sous-varieté de dimenszon p. Supposons que te sous-espace de T1M
engendré par Tf et tes générateurs de t’atgèbrc de G soit de dimension p + 6,
ators f a te défaut de structure 6 par rapport à G. Si é < min(r, n — dimf), f
est dit partiettement invariant avec défaut de structure 6.
Nous considérons le cas spécifique où M est un sous-ensemble ouvert de Xx U.
Une solution est partiellement invariante si et seulement si son graphe l’est. Il est
à noter que é < min(r, n — dimf), puisque la dimension de G(f) ne pellt pas être
supérieure à r + dim(f) ou n. Dans le cas de l’égalité, la dimension de G(f) est
aussi grande que possible. Dans le cas où f représente le graphe d’une solution,
une telle solution est appelée générique ou typique. Ce type de solution est. exclue
de la définition de partiellement invariant..
Définition A.3.2. Soient {wi w5} des champs de vecteurs définis sur un
ensemble ouvert, M C X x U, de dimension n = p+ q. Soit f : W C X —* U
une fonction tisse dont te graphe f est une sous-varieté de M de dimension p. La
matrice caractéristique de {wi,.. . , w5} est ta matrice de format q x s
Q(x; w1, . . . , w8) [Q(x, f (1))] [w (u — f (x))], (A.28)
où tes tlgnes i. = 1,. . . , q correspondent aux coordonnées de U, et tes cotonnes
j 1, . . . , s tibettent tes champs de vecteurs.
Une des propriétés les plus importantes de la matrice Q est que son rang est
égal au défaut de structure de la solution u = f(x) considérée
rcink(Q) = 6. (A.29)
Donc. en particulier, une solution est groupe-invariante sous le groupe G avec
générateurs {wi w5} si et seulement si Q(.r: w1 w) O.
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Proposition A.3.1. Soit u = J(x) une solution du système d’équations A =
(A1,.. . , Am) = O et soit w ‘une symétrie de A. Soient {Qi’ . . , Q} tes compo
santes du vecteur Q(x;w), alors tes q fonctzons {Qy,.... Q} satzsfont tes équa
tions dzfférentiettes suivantes
Z Z(ut))tQjt1)) = o. (A.3o)
O<JJI<n j1
Si F est le graphe d’une solution G-invariante clans un espace de coordonnées
M C X x U, alors F est l’union d’une famille d’orbites de G. Dans l’espace
quotient M/G consistant en les orbites de G clans M, cette famille représente une
sous-variété de dimension p — r. Cela signifie que nous avons besoin d’une famille
d’orbites à p — r paramètres pour générer la solution f et que pour notre système
d’équations différentielles A, il existe un système d’équations réduites A/G défini
sur M/G, en p — r variables indépendantes, pour lequel on a une correspondance
biunivoque entre les solutions de A/C et les solutions G-invariantes de A.
L’idée est. généralement semblable pour le cas d’une solution partiellement.
invariante. La variété invariante est maintenant G(f) ati lieu de F. et sa dimen
sion est p + 6 au lieu de p. Nous définissons le concept du rang d’une solution
partiellement invariant.e.
Définition A.3.3. Le rang d’une solution partiellement invariante est défini
comme p
=
p + 6 — r.
Le rang et défaut de structure d’une solution partiellement invariante vérifient
certaines inégalités utiles.
Proposition A.3.2. Soit G un groupe de symétrie d’un système A, 6 et p le
cÏéfo.’ut de structure et le rang d’une solution partiellement ziivariante avec graphe
f. Soit ç ( un ensemble complet d’invariants fo’netion’neiÏement indé
pendants pour G et soit t rang( ). Alors on tï
6<r. 6<q, 6>r—p. 6>q—t.
(A.31)
p<p. <5. p>O. ps—t.
Définition A .3.4. Une solution partiel temeit invariante de A avec défaut de
structure 6 par rapport à G est appelée réductible s ‘ii ercste unsous-groupe H de
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G avec orintes de dimension supérieure ou égale à r — 6, pour tequet ta solution
est invariante.
L’algorithme de Lie pour trouver les solutions groupes-invariantes se décrit
par les étapes suivantes
(1) construire un ensemble complet d’invariants pour G;
(2) exprimer les variables invariantes dépendantes en fonctions des variables
invariantes inclép endantes, puis isoler les variables dépendantes originales;
(3) calculer les dérivées des variables dépendantes, puis les remplacer dans
pour obtenir /G;
(4) résoudre A/G;
(5) déterminer les variables dépendantes à partir de la solution de A/G.
Par exemple, si nous considérons le système d’équations
= v, ut = (A.32)
Ici, p = 2 et q = 2. Parmi les symétries de ce système, nous avons le générateur
+ ta + u8 + (A.33)
Puisque r = 1, nous obtenons un ensemble complet de p + q — r 3 invariants
fonctionnellement indépendants u/u, x/t, u/. Donc le graphe f de toute solu
tion groupe-invariante sera de dimension 2 et peut être écrit comme l’espace des
zéros de deux fonctions qui dépendent seulement des invariants
vxu v1Ju
f = {(,t,u,u)w (—, , = o,i (—, —, —) = 0}. (A.34)
Nous exprimons les invariants dépendants en fonction de l’invariant indépendant





En calculant les dérivées de u et u et en remplaçant clans (A.32), nous obtenons
lu système A/G
) + + = 0,
) + ) + = 0, (A.37)
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où À = x/t et (= ip. En intégrant ces équations, nous obtenons
•=ci+!, (=c2+,, (A.38)
et ainsi les solutions
u = c1x + c2t, y = c2z + c1t. (A.39)
Ce qui est remarquable avec l’algorithme de Lie, c’est qu’il génère une équation ré
duite A/G qui dépend seulement des invariants de l’action de G. Donc, le système
original avec p variables indépendantes et q variables dépendantes est remplacé
par un système avec q variables dépendantes mais seulement p — r variables indé
pendantes. Ceci représente une simplification du problème. En particulier, lorsque
r = p —1, une équation différentielle aux dérivées partielles (PDE) est remplacée
par une équation différentielle ordinaire (ODE).
Dans le cas de solutions partiellement invariantes, l’algorithme doit être mo
difié car le graphe F n’est plus invariant. Les étapes seront maintenant 15, 71:
(1) construire un ensemble complet d’invariants pour G;
(2) exprimer la variété G(F) en fonction des invariants;
(3) exprimer les variables invariantes dépendantes en fonctions des variables
invariantes indépendantes, puis isoler les variables dépendantes originales;
(4) calculer les dérivées des variables dépendantes, puis les remplacer dans A
pour obtenir un système A’ qui dépend non seulement des invariants, mais aussi
des variables dépendantes originales;
(5) utiliser les conditions d’intégrabffité pour déterminer un système A/G qui
dépend seulement des invariants;
(6) résoudre A/G;
(7) utiliser la solution de A/G pour résoudre A’, puis déterminer les variables
dépendantes à partir de la solution de A’.
L’algorithme réduit le système A à un système plus simple A/G avec q —6 va
riables dépendantes et p+6—r variables indépendantes. Puisque r >6, ce système
a moins de variables dépendantes et indépendantes que A. ce qui semble simplifier
le problème plus que dans le cas invariant. Cependant. dans le cas partiellement
invariant, il est également nécessaire de résoudre un second système A’ après avoir
A-xii
résolu A/G. Dans ce cas, il n’existe plus une correspondance biunivoque entre les
solutions partiellement invariantes de A et les solutions de A/G. En effet, pour
toute solution de A/G, chaque solution de A’ génère une solution différente de
A.
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Annexe B
EQUATIONS DIFFÉRENTIELLES À VALEURS
DE GRASSMANN ET SUPERSYMÉTRIES
Dans cette annexe, nous introduisons les concepts d’espace vectoriel gradué,
d’aÏgèbre de Grassmann 3L contenant des variables paires et impaires et de su
perespace RB” formé de coordonnées à valeurs de Grassmann. Nous discutons
ensuite des fonctions à valeurs de Grassmann (superchamps) définies sur un su
perespace et les notions de superalgèbres et supergroupes de Lie sont ensuite
données. Ces éléments sont tirés principalement du livre de J. F. Cornwell [1].
Nous rappelons également la méthode de calcul de symétries pour un système
d’équations différentielles à variables de Grassmann.
B.Ï. EsPAcE VECTORIEL GRADUÉ ET ALGÈBRES DE GRA55MANN
Soit V un espace vectoriel de dimension (in + n). dont les éléments de base
sont •1. o. •÷. a7. Chaque élément a de V peut donc êt.re écrit
In +n
a — /Ijaj. (Bi)
ou les coefficients q sont réels. Une greC! uazon. pemit alors être définie sur l’espace








est impair. Si on définit V0 comme étant l’espace d’éléments pairs de V et Vy
comme étant l’espace d’éléments impairs, on en déduit que V est la somme directe
de V0 et V1 :V=V0V1.
Définition B.1.1. Tout élément a e V qui est soit pair soit impair est dit ho
mogène. Le degré d’un étément homogène est défini comme
f O si aE V0,deg(a) =
1 si aE V1.
Définition B.1.2. Une superalgèbre associative est un espace gradué V muni
d’un produit V x V — V . (a, b) I.’ ab tel que
1. Va,b,a’,b’E V, et/J,)jL’,.X’E R:




aE V0 et be V == abE V0,
a V1 et b e V1 ,‘ ab e
a e V0 et b e V =« oh e V1. (B.6)
Définition B.1.3. Une superaïgèbre associative est dite commutative si
ba = (_l)(de9a)(de9b)0b (3.7)
pour tous éléments a, h homogènes dans . Donc,




L’algèbre de Crassmann est un exemple particulier de superalgèbre associa
tive, construite en partant d’un ensemble de L générateurs, 01, t9,
-, 0L et en
définissant les produits °k0j tels que
1. (&j&,.)&, = 9(091),Vj,k,t = 1,2,.. .,L (associative), (B.8)
2. FJj9k = 9k6j (donc 0. = O), (B.9)
3. chaque produit non-nul
°J18j2 Oj de r générateurs est linéairement
indépendant des produits avec moins de T générateurs. (B.10)
Si à tous les produits non-nuls et indépendants de ces générateurs, on ajoute le
générateur 1 vérifiant 1 1 = 1 et lO = 0l = O, alors on obtient une base de 2L
éléments. Ces éléments peuvent être dénotés
9J19j2°j’ 1<T<L, 1<Ji<j2<...<jr<L,
et engendrent un espace vectoriel dont chaque élément s’écrit
où B R.
La graduation est définie de la façon suivante chaque élément 0,, sera considéré
pair s’il est formé d’un produit d’un nombre pair des 0j ou si &, 1; il sera consi
déré impair s’il est formé d’un produit d’un nombre impair des 0. L’élément pair
(impair) le plus général est une combinaison linéaire arbitraire d’éléments pairs
(impairs) de la base. Cette superalgèbre associative, appelée alqè ère de Grass
manu est notée RB. Les sous-espaces pairs et impairs sont notés RBL0 et RBL1
respectivenlent.
Nous voulons maintenant introduire le concept de superespace RB’’. Le su
perespace RB”’ est formé de ru copies du sous-espace pair RBL0 et de n copies
du sous—espace impair RBL1 . Chaque élément (X ) de RB’’ est de la forme
(X:O) = (X1.X2 Vmtei,02 (3.11)
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oùX E RBL0, i= 1,••• ,met. E RB1, j= 1,••• ,n. Donc, engénéral,
on a:
= (3.12)
où seuls les indices R pairs apparaissent, et.
= (3.13)
où seuls les indices impairs apparaissent. L’espace RB’ est donc de climen
sion (m + n)2’’. En particulier, l’algèbre de Grassrnann est équivalente au cas
(ni, n) = (1, 1). Nous pouvons définir une norme sur RB” comme étant
Tfl n
(X; )H = X + e. (B.14)
i=1 c j=1 /i
Elle vérifie évidemment toutes les propriétés nécessaires d’une norme. Il est alors
possible de définir la métrique
d,,,, ((X; ), (X’; e’)) = U(X; O) — (X’; e’)M (B.15)
sur l’espace R3T. Utilisant cet.te métrique, nous pouvons alors doter lespace
de la topologie habituelle.
On peut à présent définir le concept de fonction à valeurs de Grassmann. On
peut considérer deux types de telles fonctions. Le premier type consiste à prendre
des fonctions définies sur un espace ouvert V de R et à valeurs dans RBL. Ainsi
.T V
—
RB est telle qu’associe à chaque point x = (xi, 12 rn) de R”’ tifl
élément F(x) de RB pouvant être écrit sous la forme
F(x) = Z(x)9, (3.16)
où chaque .F(x) est une fonction V — R.
Le cleuxiéirie type consiste. plus généralement. en les fonctions définies sur un
espace ouvert U du superespace RB’”. La fonction f : U — RB associe à
chaque point. (X. O) du superespace un élément de Grassmann de la forme
f(X. O) = Fa(X. e)&,. (11.17)
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où chaque F est une fonction U —* R. Une telle fonction est également appelée
un superchamp. Si n = O et ,u est limité à la valeur pour laquelle O, = 1, on obtient
évidemment le cas précédent. La fonction f est appelée paire si les fonctions f
sont nulles pour tout ji impair et impaire si les f,1 sont nulles pour les tt pairs.
Les notions de continuité et de différentiabilité peuvent également être étendue
aux fonctions à valeurs de Grassmann. En utilisant la métrique dm,n(,
.) définie
dans la section précédente, nous pouvons généraliser la définition de continuité
à une fonction à valeurs de Grass;nann, définie dans RB””. Une telle fonction
f: U RBL est continue au point (X0.90) si V E >0,
dmn ((X, e), (X0. en)) < .‘ d1 (f(X. 9). f(X0. en)) < (B.1$)
La différentiation est généralisée de façon suivante.
Définition B.1.4. Soit f U —* RBL une fonction définie sur un ouvert U
de RB”’. Supposons qu’il existe ni fonctions j-.(j = 1,... ,m) et n jonctions
= 1,. . . , n), toutes de U
‘ RBL telles que
F(X±Y.O+) = f(X.e)+’° (B.19)
= +
9)
+ (Y, )j(Y, ), (3.20)
aek
où(X,9) et(X+Y,O+’I’) E U etij: RB”7 —* RB sont tels que
I(Y, ) O si (Y, ) 0. (3.21)
Alors, f est dite différentiable sur U, et les fonctzons f et sont appelées
les dérivées partielles de f.
Les dérivées partielles f sont complètement determinées. Cependant. ce
nest pas tout-à-fait le cas pour une dérivée de la forme -, car la composante
proportionnelle à 1’2 9L peut être arbitraire (car multipliée par la variable
impaire ‘IJ,, elle donne toujours zéro). Notons que si f est paire, alors les
sont paires et les sont impaires. Si f est impaire, c’est le contraire : les
sont impaires et les %- paires. Les dérivées partielles 8/a sont considérées




aoj — a9’ ao = t
A partir de la définition, on peut déterminer les dérivées successives de F(X, e).
Si toutes les dérivées de F existent sur un ouvert U de RB’’, alors la fonction
est dite superanalytique sur U.
B.2. $UPERALGÈBREs DE LIE
Définition B.2.1. Soit V un espace vectoriel gradué, Vo et V1 ses sous-ensembles
pairs et impairs, de dimension in et n respectivement (m,n > O,m + n > 1).
Supposons également que pour tous éléments a, b E V, il existe un commutateur
(supercommutateur,) [a, b] tel que tes conditions suivantes sont satisfaites
- (i Va, b E V, [a, b] E V,
— (ii,,) Va. b e V, Va. t3 e L, [au ± 3b. c] = a [a. c] + [b, cl,
— (iii,.) si a et b sont homogènes, alors [a, b] est homogène de degré (deg a+
dey b)mod 2. Donc, [a. b] est pair si u et b sont tous deux pairs ou tous deux
impairs, et impairs si un est pair et l’autre impair,
—
(iv) si a et b sont homogènes. aÏors
[b,a] = —(—i) a)(deg b)[ab] (B.23)
(u) si a, b, et e sont homogènes, alors ils obéissent l’identité de Jacobi
[a. [b, e]] (l)(deO a)(deg + [b. [e. a]] (—i) b)(deg a)
(B.21)
+ [e. [a. b]] (1)(deg c)(deg = o.
Alors V est dite une superalgèbre de Lie de dimension paire in et de dimension
impaire n, et on note : dzm( V) = (mn).
En particulier, une superalgèbre de Lie peut être construite à partir d’une
superalgèbre associative en définissant
[u, b] = ub — (1)(deg ci)(deg bu. (3.25)
Lorsque u et b sont tous les deux impairs. on utilisera le symbole {a. b} plutôt
que [u. b] pu représenter le crochet (B.25).
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B.3. EQuATI0Ns DIFFÉRENTIELLES ET SUPERSYMÉTRIES
Il est possible, en général, d’étendre la méthode de calcul des symétries décrite
clans l’annexe A à un système d’équations différentielles à variables de Grassmann.
En effet, nous considérons maintenant un svstènie de la forme
L(X, O. AR1) Q(/2)) = o, 1 (B.26)
où
X = {31,X2,
. ,Xm}501t les variables indépendantes paires,
O = {O, 62,. . . , 6}sont les variables indépendantes impaires,
A = {A’, A2,.. . , A}sont, les variables dépendantes paires,
Q = {Q1 Q2 . . . , Q} sont les variables dépendantes impaires.
Les transformations sur les variables indépendantes et dépendantes (mais pas
leurs dérivées) sont alors générées par des champs de vecteurs de la forme
V = + + + (B.27)
où les fonctions ‘, i, r et A1 dépendent de (X,e,A(’°, Q(k2)). Les généra
teurs de symétries sont calculés de façon analogue à ceux du cas ordinaire, mais
avec la complication qu’il faut tenir compte d’un changement de signe lorsque
deux variables de Grassmann impaires sont interverties : = 6b°a Les déri
vées par rapport à ces variables, , a07,
...
doivent être considérées impaires
également. Par exemple
(6261) 6239,(6l) —9g.
Les générateurs que nous obtiendrons pourront donc être pairs ou impairs et
formeront une superalgèbre de Lie.
Une supersyrnétrze est une symétrie cjiii relie les variables paires et impaires de
façon non-triviale. Ces transformations sont générées par des générateurs impairs
de symétries et les charges conservées obtenues par le théorème de Noether le
seront également. Les commutateurs entre les différents générateurs qui forment
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la structure de la sriperalgèbre sont définis comme étant
[B1, 32] = B1B2 — B2B1, si B et B2 sont pairs,
[B, Q] = BQ — QB. si B est pair et Q est impair, (B.28)
{ Q, Q2} = QQ2 + Q2Q1, si Q et Q2 sont impairs.
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Annexe C
CLASSIFICATION DE L’ALGÈBRE DE LIE DU
GAZ DE CHAPLYGIN
L’objectif de cette annexe est de présenter en détail la classification des sous-
algèbres à cieux dimensions de l’algèbre de Lie L, décrite dans le chapitre 2,
écluation (2.15), pou;’ les équations de Chaplygin en (1 ± 1) dimensions. Cette
classification est pertinente, car elle nous permet de construire des solutions par
tiellement. invariantes du modèle de Chaplygin avec défaut de structure 6 = 1.
Elle peut également être appliquée à l’algèbre de Born-Infelci suite aux reparamé
trisations (2.16) et (219). Afin de classifier ces sous-algèbres. nous commençons
par décomposer la structure de L en la somme semi-directe suivante
L = {{D1, D2} {B}} {Z, P1, P0}, (Cl)
La classification est accomplie en trois étapes, utilisant la méthode et la notation
présentées dans Farticle [1].
(i) Sous-algèbres de l’algèbre abélienne A {D1. D2}
A1 = {O}, 42 = {D}, A3 = {D2},
(C.2)
A.1 = {D1 + aD2. u O}. A5 = {D1, D2}.
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(ii) Pour la prochaine étape de notre classification, nous considérons la somme
semi-chrecte
F = {D1, D2, 3} = {D1,D9} {B} = A {B}. tC.3)
Les sous-espaces de {3} sont {O} and {3}, tous les cieux invariants sous l’action
de A. Autrement dit, pour chaque sous-algèbre A de A, nous avons
[Ai, {O}j C {O}, et [Ai, {B}] C {B}. (C.4)
Les sous-algèbres spiitting de F sont alors données par




F19 = {D1. D2. B} F.
En considérant le cas spécifique de F7 où a = 1, nous obtenons également la
sous-algèbre non-spiitting suivante
F11 = {D1 + D9 + EB. E = +1}. (C.6)
Les normalisateurs des sous-algèbres tC.5) et tC.6) dans le groupe G e{D1,D2,5}
sont donnés dans la Table XVII.
(iii) Portons maintenant notre attention sur l’algèbre de Lie complète L qui
peut être décomposée en la somme semi-directe de notre algèbre F, étudiée clans
l’étape précédente, et l’algèbre abélienne N = {Z, P1, P0}. On a explicitement
L = {D1, D2, B, Z, P1, P0} = F N. tC.7)
Nous ne considérerons ici ciue les sous-algèbres de L de dimension 2, car lions
cherchons des solutions partiellement, invariantes avec défaut de structure =
I. Une sous-algèbre de dimension supérieure à 2 serait. associée à une solution
généricjue du gaz de Chaplvgin.
Commençons par déterminer les algèbres split.ting de L. Pour chaque sous—
algèbre F, de F. nous devons trouver toutes les sous-algèbres invariantes de N.
TAB. XVII. Classes des sous-algèbres de F = {D1, D2, B}
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Sous-algèbre F C F Nor(F, Gf)
F1={O} GF
F2={B} Gf




f8 — {Di + aD2, B}a0 Gf
F9 = {D1,D7} e{D1,D2}
F10={D1,D9,3} Gf
F11 = {D1 + D2 + aB, a = ±1} e{D12,B}
Nous cherchons donc tous les sous-espaces AÇ de N tels que
(a) [K, Jj,] C et (b) : [f0 ç . (C.8)
Puisque N est abélienne, tous ses sous-espaces satisfont la condition (a). Il suf
fit donc de vérifier la condition d’invariance (b) pour chaque F. Cela fait, nous
classifions ces sous-algèbres N en classes de conjugaison sous l’action du nor
inabsateur Nor (F,, Gf).
Pour F1 = {O}, il est évident ciue [F1. N,] {O} C N, pour tout N,, et
en conséquence tout sous—espace cleN constitue une sous-algèbre invariante. Il
exist.e quatre types de sous-espaces de N, de dimension 0, 1. 2 ou 3, que nous
classifions sous l’action de No, (F1. GF) Gf.
Considérons en premier lieu Funique sous-espace de dimension O
N11 {0} (C’. 9)
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Il est évident, que la conjugaison de l’élément zéro ne mène à rien d’autre que
zéro. Le sous-espace {O} est donc l’unique élément clans sa classe conjuguée.
Pour classifier les sous-espaces de dimension 1, observons ce qui se passe lors
qu’on conjugue chacun des générateurs Z, P, P de N par un élément g e Gf, tel
que g = e’, où Y = Di+fiD2+’yB. Nous obtenons les relations de commutation
suivantes
[Y Z] = —213Z, [)‘ P] —(cv ± fi)?1 — 7Z.
(C.1O)
[Y, P] = —2aP —
Lorsque le générateur Z est conjugué par g = &‘, Z est transformé en
e’ Z e’ = e2Z. (C.11)
La sous-algèbre {Z} n’est donc conjuguée qu’à elle-même, et forme sa propre
classe de conjugaison
N12 {Z}. . (C.12)
Il est à noter que toute solution des équations de Chaplygin (2.7) est partiellement
invariante par rapport à la sous-algèbre {Z}, car le graphe (x, t, &(x, t)) de la
fonction O(x, t) n’est jamais invariant sous la transformation O — O + E, OÙ E est
une constante, mais génère plutôt un orbite de dimension 3. Cela correspond au
fait que le rang de la matrice caractéristique
(C.13)
de {Z} est égal à 1 pour toutes les solutions.
L’élément Py est transformé en
[ePi + . (e — e24) Z si c fi.
&‘ Pi e = (u . (C.14)
eP1—’yeZ sic=fl.
Donc. en faisant varier le paramètre ‘, nous pouvons géilérer à partir de la sous-
algèbre {P} toutes les sous-algèbres de la fornne {P +cZ} où c est une constante
réelle. En conséquence, tout le plan (Z. P) est couvert par
A13 = {P1}. (C.15)
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dans le sens que tout sous-espace situé dans le plan (Z, P1) est conjugué soit à
{P1} soit à {Z}.
L’élément P0 est transformé en
e2’P0
— (/3) (e(8) — e2) P1
& P0 e
= +2(Q/3)2 (e2 + e2 — 2e_(a*) Z i /3 (C.16)
e2P0 — 7e2P1 + 72e2Z si a = /3.
Donc, en faisant varier les paramètres 7 (lorsciue o = /3) et (eŒ_t3 — 1)
t lorsque o /3), nous pouvons ajuster le coefficient de P1 par rapport à P0 à
n’importe quelle valeur réelle. Cependant, cela fixera également le coefficient de
Z, et il existera donc des sous-espaces à l’extérieur du plan (Z, P1) qui ne seront
pas conjugués à {P0}.
N14 = {P0}. (C.17)
Il est possible de rendre les transformations sur les sous-espaces {Z}, {P1} et
{ Po} pins transparentes en les écrivant sous la forme suivante, où le symbole
représente la conjugation par l’élément g = &‘ de CF
{Z} {Z}, (C.1$)




(/3) (e() — 1) Z} si o /3,
f {P0 —7P1 + ‘2Z} si o B.
{P0} —‘ - (C.20)
{P0
—
(a-/3) (e°) — 1) P1 + (/3)2 (e — 1)2 Z} si o
Afin de permettre une variation dans le coefficient de Z, considérons la sous-
algèbre engendrée par le vecteur Po + .rZ, où +1. Pour le cas o B. cet
élément est transformé en
e ( + Z) e = e2P0
— 3) (e°’3 — e2) Py +
(C.21)
(2(0 B)2
(e2 + e2 — 2e3) + re23) Z.
C-vi
En conséquence,
{P0 + Z} {P0
—
(e — i) Pi
2 (C.22)
+ ( ( )2 (e — 1)2 + Ee2t_) Z}.
Si nous fixons la valeur de (e — 1), il est possible de varier ( — /3) à
condition que ‘ soit choisi de telle sorte à garder (e(û — 1) constant. Dans
le cas où E = 1, le coefficient de Z peut être augmenté (mais pas diminué) par
un facteur de e2t°Z. De façon similaire, dans le cas où E = —1, le coefficient
de Z peut être diminué (mais pas augmenté) par un facteur de Donc,
les vecteirs P0 + Z et P0 — Z génèrent ensemble par conjugaison le reste des
sous-espaces à une dimension de N
N1,5 {P0 + aZ, a +1}. (C.23)
Nous devons maintenant considérer les sous-algèbres de N de dimension 2.
Chaque sous-espace de dimension 2 est généré par deux vecteurs linéairement
indépendants, et chacun de ces vecteurs se trouve dans une des classes de conju
gaison de sous-algèbres unidimensionnelles décrite précédemment Sous n’importe
quelle conjugaison, chacun des deux vecteurs restera dans sa propre classe res
pective. Nous considérons les quatre sous-espaces 2-dimensionnels suivants
(z) N1,6 {Z, P1}. (C.24)
Sous l’effet d’une conjugaisoil, le vecteur Z ne change pas tandis que P1 est
transformé en un vecteur de forme P1 + cZ, où c est une constante réelle. Le
sous-espace 2-dimensionnel conjugué est donc l’espace généré par les vecteurs Z
et P1 + c’Z, qui est simplement l’espace {Z, P1}. Donc, N est l’unique élément
dans sa classe de conjugaison. Il est utile de remarquer qu’il existe une correspoil
clance biunivoque entre les sous-espaces 2-dimensionnels de N et les sous-espaces
unitlimeiisionnels qui leur sont perpendiculaires (normaux). Le sous-espace N1 ,6
(‘orrcsl)Olldl ait sous-espace iiormal { Po }.
(ii) N = {Z. P0}. (C.2.5)
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Ici, Z ne change pas tandis que P9 est transformé en un vecteur de type Po —
cP1 + -c2Z, où c est une constante. Les sous-algèbres conjuguées à N1,7 sont donc
celles du type {Z. P0 — cP1 }, c’est-à-dire celles qui contiennent l’axe des Z (à
l’exception de {Z. P1}). Elles correspondent aux sous-espaces normaux P1 + cP0
et nous avons donc couvert tous les sous-espaces 2-dimensionnels dont la normale
se trouve dans le plan (P1, P0).
(iii) N = {P1,P0}. (C.26)
Puisque P1 — P1 — cZ et P0 —* P0 — cP1 + c2Z, la normale à l’espace conjugué
est. donnée par le produit vectoriel
(P1 — cZ) x (P0 — cF1 + c2Z) = Z + cP1 + c2P0. (C.27)
En conséquence, le coefficient de P1 de la normale peut être fixé arbitrairement.
Une fois de plus. cependant., cela fixe aussi le coefficient de P0. Afin de pouvoir
générer par conjugaison toutes les autres normales, nous considérons le sous-
espace
(iv) N1,9 = {P1, P0 + aZ, E = +1}. (C.28)
Suite à une conjugaison par un élément de Gf tel que n , et en définissant
c
=
(e — 1). nous obtenons
Py P1 — cZ et Po + aZ Po — cP1 + (c2 + ae2tQ_) z. (C.29)
La normale à l’espace conjugué est alors
Z + cF1 + (c2 — ae2m) P0. (C.30)
Si nous fixons la valeur de e en permettant à (n
—
) et E de varier, il est possible
dc fixer arbitrairement le coefficient de Po pour chaque valeur fixée du coefficient
de P1, ce qui nous permet de couvrir toutes les autres normales dans N.
Le seul sous-espace de N de dimension 3 est N lui-même. Puisque nous ne
cherchons que les sous-algèbres de L de dimension 2, il n’est pas nécessaire d’étim
cher ce cas.
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Pour F2 = {B}, nous avons trivialement la sous-algèbre de dimension O
N2,1 {O} (C.31)
Il est maintenant nécessaire de déterminer quels sous-espaces Nj de N satisfont
la condition [Fi, N] C N. Pour un sous-espace unidimensionnel {X} généré
par le vecteur X = kZ + raP1 + nPo, il faut que
[B, kZ + raP1 + nPo] = c(kZ + raP1 + nPo), (C.32)
où c est une constante de proportionalité de valeur réelle. Puisque [B, kZ+’rnP1 +
nPo] = —mZ — nP1, nous obtenons le système
—ra = ck. — n = cm, O = cn. (C.33)
Les seules solutions admissibles sont celles où ra = n = O, et donc la seule sous-
algèbre unidimensionnelle de N invariante sous F2 est
{Z}. (C.34)
Puisque F2 est déjà une sous-algèbre de dimension 1 et nous ne cherchons que les
sous-algèbres de L de dimension 2, il n’est pas nécessaire pour ce cas de considérer
les sous-algèbres de N de dimension 2.
Nous procédons de façon analogue pour déterminer les sous-algèbres de N
invariantes sous les algèbres F3, F5, F7 et F11. Puisque F4, F6, F8 et F9 sont déjà
des algèbres à deux dimensions, nous ne considérons que la sous-algèbre invariante
N,1 = {O} pour ces cas. Puisque F10 est une algèbre à trois dimensions, il n’y a pas
de sous-algèbres spiitting 2-dimensionnelles de L correspondantes. Les algèbres
spiitting de L sont celles de la forme
LL,(, = F, N. (C.35)
Les algèbres split.ting de L è cieux dimensions sont présentées dans la Table XVIII.
Pour déterminer les sous-algèbres non—splitting de L F N, nous consiclé
rons chaque algèbre splitting de L séparément. Chaque algèbre splitting de type
L1 possède une base {3(1. X} composée des éléments Ba E F, 1 < a <
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TAB. XVIII. Classes d’algèbres spiitting de L à deux dimensions
Algèbre spiitting L?Û Nor(LQ, G)
L16={Z,P1} G
L1,7 = {Z, P0} e{D1,D2,1,P0}
L1,8 {P1,P0} e{D1,D2,Z,1,0}
L19 = {P1, P0 + Z} 1 e{D1±D2.Z,P1.Po}
L2,2 = {B, Z}
L3,2 = {D1. Z} e{D1,)2,Z}
L3,3 = {D1, Py} {D1,j)2,1}
L34 = {D1, P0} e{D1,D2,z,1z0}
L4,1 = {D1, B} e{D1,D2,}
L59 {D9, Z} e{D1,D2ZP0}
L53 = {D0. P1} e{D1,D2,P1,P0}
L5,4 = {D2, P0} e{D1D2P0}
L6,1 = {D9,B} e{D1,D2,B}
L7,2 (a1) = {D1 + D9, Z} e{D1,D2,B,Z}
L7,3 (a=1) = {D1 + D2. P1} e{D1,D2,P1}
L73 (n=1) {D1 + D2, P0} e{D12P0}
L7,5 (a=1) = {D1 + D2. P0 + Z} E±1 e{D120Z}
t e{D,ZP} j a — —1
L7,2 (a1) = {D1 + aDo, Z} a0.1 —
e{D),Z} si a —1.
L7,3 (a1) = {D1 + aD2, P1} o0.1 e{D1,D2,P1}
t e’,”°} o — —1
L74 (a#1) = {D1 ± ciD2, Po}
si a —1.
L81 = {D1 + uD2. B} e{D1D2B}
L)1 {D1, D9} e{D1,D2}
L112 = {D1 + D2 + B, Z} E±1 e{D12B2}
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et N, 1 < j < dim(Nj). Nous pouvons augmenter la hase {X} de
en une hase {X, } de N en ajoutant les éléments Y’, = 1, 2,. . . , s, où
$ = dim(N) — dim(N,). Nous considérons alors l’espace
V = {Ba + X}, (C.36)
jt=1
OÙ Cap sont des constantes réelles, comme possibilité pour une algèbre non-spiitting.
Nous utilisons les relations
[Ba, 3b] = fab3c, [Ba, ] + u1X7, (C.37)
ainsi que la condition suivante sur les constants de structure
CbvPv — CaiPp — cc0f = O. (C.38)
Les relations (C.37) et (C.38) sont les conditions qui doivent être satisfaites par les
constantes Ca pour que V soit une algèbre. Nous examinons ensuite les cocycles
eBe’ = Ba + B0], (C.39)
afin de déterminer quels constantes Cap peuvent être éliminées par simple conju
gaison, finalement, nous classifions les résultats par rapport à la conjugaison par
Nor(L,0, G).
À titre d’exemple, examinons l’algèbre spiitting L2,2 = {B, Z}. Nous identi
fions
B1 B, X1 Z, Pi, Po,
(C.40)
[B,B]=O, [B,P1]=-Z, [B.P0]=—P1.
et donc, = O, p = O, p1 = O, p2 —1, n2 = 0. L’espace candidat est. donc
V = {B + c11P + c12P0. Z}, (C.41)
et puisqu’il n’y a qu’un seul élément de type B0, l’équation (C.38) est satisfaite
identiquement par anti—symétrie. \ouS analysons alors les cocycles
B(J +,1[}1,B0] B+1[P1]+ 2[PuB] B+ 1Z+ 1\2P1. (C.12)
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En fixant. 2 —c11, il est facile de voir que l’espace V est conjugué à l’espace
{(B + 1Z — ciiPi) + c11P1 + c12P0, Z} {B + c12P0, Z}. (C.43)
Cependant. la seconde constante c12 ne peut. pas être éliminée par cette méthode,
et il est donc nécessaire de classifier les algèbres non-spiitting possibles de la forme
{B + c0P0, Z}, (C.44)
où (y) est une constante, sous l’action du groupe normalisateur Voi(L2,2, G) —
e{D1 ,D2B,Z,P1}
Considérons l’élément X = B + c0P0 + mZ. où ra. est une constante réelle, et
observons cc cjui se passe lorsqu’il est conjugué par l’élément de Nor(L22, G)
g = &‘, où Y = ûD1 + 13D2 + ‘yB + Z + rjP1. (C.45)
Les cieux premiers coefficients du développement en séries de puissances de l’ex
ponentielle sont
[Y,X] (c — /3)B — 2cc0P0 + (i — 2m3)Z —
[Y [Y ]] ( — 13)23 + (2a)2coPo + ‘y (3a + /3) c0P1 (C.46)
+
—
/3) — 2m/3( — 2m/3) + ‘y2c0) Z.
En fixant ‘y = O et en calculant les termes additionnels, nous obtenons
e’ X e’ eB + e2c0P0 + (û, /3. j. m)Z
(C.47)
C {B + e3c0P0, Z}.
En variant, les valeurs de n’ et. B, on peut voir que toutes les algèbres de la forme
{B + c0P0, Z}. où e0 est positive, sont. conjuguées à l’algèbre {B + Po, Z}. Par
ailleurs, celles où eo est negative sont conjuguées à l’algèbre {B — P0. Z}. Nous
obtenons alors l’algèbre non-spiitting
£22{B+P0.Z}. =+1. (C.18)
correspondant à l’algèbre splitting L22 {B. Z}.
Nous répétons cette procédure pour tomes les autres algèbres spiitting L,,,
de la Table XVIII. Certaines algèbres spiitting n’ont aucune algèbre non—splitting
C-xii
correspondante, puisque soit toutes les constantes Cap sont éliminées par les co
cycles, où alors il n’existe pas «éléments de type 3a dans la base de l’algèbre L0
(pour les cas où f = {O}). Dans chaque cas, l’algèbre non-spiitting clui corres
pond à L0, si elle existe, est appelée . Les algèbres non-splitting dc L à cieux
dimensions sont présentées dans la Table XIX.
T.\B. XIX. Classes d’algèbres non-spiitting de L à deux dimensions
Algèbre non-spiitting £j Nor(,0, G)
f2,2 = {B + EP0. Z} +i
= {D1 + EZ, P1} =±i e{D1ZPu}
= {D1 + EZ, P0} =+i e{D1ZP0}
.i = {D1 + EZ, B} e{D1B,Z}
5.2 {D2 + EP0. Z} E+I e{D2Z}
= {D2 + EP0, P1} =+; e{j)2,jz1j}
f7,2 (a1) {D1 — D2 + aP1, Z} aO,1 e=±1 e{D1_D2ZPhI
f7,4 (u1) {D1 — D9 + cP1, P0} oO,1 +i e{_D2P1 .Po}
y = {D1 + 3D2. B + EP0} aO e=±1 e{D13)}
Nous nous sommes servis de cette classification pour trouver toutes les réduc
tions non-écjuivalentes correspondantes des équations du gaz de Chaplygin sous les
sous-algèbres de L à deux dimensions. Pour chaque classe de conjugaisoil donnée
dans les Tables XVIII et XIX, nous avons évalué les invariants de la sous-algèbre
de Lie correspondante, ainsi que les équations réduites associées. Les résultats
de cette classification sont utilisés systématiquement clans le chapitre 2 afin de
cÏétermiiier les réductions menant à des solutions partiellement invariantes.
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