Convective transport of heat and constituent components is dominated by buoyancy driven convection in many terrestrial crystal growth situations. The character of natural buoyant convection in non-uniformly heated, rigidly contained inhomogeneous fluids can be drastically altered by vibration of the container. Therefore, vibrational induced flow can potentially be used to influence and even control transport in some crystal growth situations.
A parametric numerical investigation of 3D thermovibrational buoyancy-driven flow in differentially heated cylindrical containers has been conducted to investigate thermovibrational transport regimes in Bridgman-type systems. The objective of the work is to assess the feasibility of the use of vibration to suppress, or control, convection in order to achieve transport control during crystal growth.
The formulation of a model for this problem is outlined, numerical method is described and its application to the study of investigation of thermal vibrational flows is discussed. Two types of vibration are considered: translational, and circularly polarized. The results for flows induced by g-jitter and selected results for the cases of longitudinal and lateral vibrations are presented.
Introduction
It is generally recognized that oscillatory, or pulsative, flow significantly alters the transfer of mass, heat and momentum in fluid systems. For certain experiments and operating conditions, vibrations are expected to have a significant influence on heat and mass transfer onboard the International Space Station (see for example, the recent ESTEC Workshop proceedings [1] ). Available flight experiment data clearly show that, once initiated by "gjitter", the effects of convective flows can persist for long times even when the g-jitter disturbance (and consequent flow) were short-lived [2] - [7] .
Control of convective transport continues to be an important aspect of crystal growth research. Several groups are actively pursuing control of convection using static and rotating magnetic fields. However, magnetic fields cannot be used for flow control in melts and solutions that are poor conductors. Flow control through vibration or vibroconvective mixing may offer an attractive alternative in such cases.
Recent works have shown that the character of natural buoyant convection in non-uniformly heated, rigidly contained inhomogeneous fluids can be drastically altered by vibration of the container. A review and relevant theoretical and experimental research can be found in publications [1] - [13] . Thus, vibrational induced flow can potentially be used to influence and even control transport in some crystal growth situations. A practical quantitative understanding of vibrational convection as a control pa-1 American Institute of Aeronautics and Astronautics rameter in crystal growth situations is currently not available. The objective of the work is to assess the feasibility of the use of vibration to suppress, or control, convection in order to achieve transport control during crystal growth.
Problem formulation and numerical method
Buoyancy driven vibro-convective motion occurs when oscillatory displacement of a container wall induces the acceleration of a container wall relative to the inner fluid.
If the fluid density is nonuniform, fluid motion may ensue. The magnitude of this motion depends on the orientation of the vibrational direction with respect to the local density gradients. It should be noted that even in case of a constant density fluid subject to spatially nonuniform vibration, fluid motion can also occur (for example, angular vibration [11] ).
To properly investigate influence of translational and circularly polarized vibration necessitates the use of the full 3D equations governing the transport of heat, mass and momentum. Selected examples of our ongoing work on this topic are outlined below.
We consider a purely thermo-vibrational convection in a differentially heated cylindrical cavity. The fluid is taken to be Newtonian, and the Boussinesq approximation is assumed to hold. The calculations were performed for identification and characterization of thermovibrational flow and are part of an ongoing project involving flow visualization model experiments being conducted by Feigelson [10] . Fig.1 . In a reference frame fixed to a vibrating ampoule, these types of vibrations result in the following form of the momentum equation:
Governing equations
while the continuity equation:
energy equation:
and species transport equation:
where length, time and velocity are scaled, respectively, by R 0 
Here β and β c are the thermal and solutal expansion coefficients and
ν D are the characteristic longitudinal temperature difference, reference concentration in the melt, gravitational acceleration, vibrational displacement amplitude and frequency, direction of gravity, kinematic viscosity and solute diffusivity, respectively. The dimensionless number Ra T is the vibrational Rayleigh number and Ra s
The boundary conditions for eq. (1)- (3) Equations (1) are solved together with the equations governing heat and species transfer (3),(4) and the condition that the velocity is divergence free (2).
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Finite element solution method
The equations are solved in primitive variable form (velocity-pressure, temperature, concentration, etc.) using a Finite Element Method.
Finite element method with regularization for the Navier-Stokes equations
This method (RNS) was proposed in [15] , [16] for high Re number flows. It was shown that such a regularization works also well in case of flows with thin boundary layers, even with few mesh nodes placed inside the boundary layer [17] , [18] . For the considered problems, the continuity equation (2) is modified as follows
where τ is a small regularization parameter, and F is a body force in eq. (1) for the thermo-vibrational convection. For τ 0 we approach the original equation (2) . A boundary condition for the pressure on the wall is
where n is a unit wall normal vector. Eq. (5) and (6) present the main feature of this method, and ensure the balance of the component of the force normal to the region boundary.
Another advantage is that this approach allows to use the same order finite element approximation for the velocity, pressure, temperature and concentration with all unknowns located at the same nodal points. For a justification of this regularization one can be referenced to the new hydrodynamic equations proposed in [19] that have similar fluctuation terms. Löhner has also shown that similar terms actually appear in the discrete equations as a result of different order finite element approximations used for interpolation of velocity and pressure [20] .
The continuity equation (5) and momentum equations (1) are solved simultaneously at each time step. This eliminates many problems related to boundary conditions and places only slight limitations on the time step size for transient problems (due to the physical nature of the problem).
3D CFD software
We implemented the above 3D model of vibro-convective buoyancy-driven flow in differentially in the FEMINA/3D
code [14] . The regularization proposed makes a solution procedure very efficient.
A high accuracy solution iterative CGS-like method using preconditioning by high order incomplete decomposition has been implemented. This allowed us to obtain highprecision solutions with accuracy up to 10 9 . The preconditioning also reduced the computation time by one to two orders of magnitude and the memory size by a factor of 8 for 3D flows compared to currently available commercial codes (e.g. CFD2000) [24] . This approach makes it possible to solve large time-dependent problems (up to 300,000 unknowns) with reasonable computation times. A typical solution time for a transient problem is few hours on a SGI O2 workstation.
Benchmarks
This code was carefully tested on benchmarked experimental, theoretical and numerical data for a variety of 2D/3D viscous and thermo-convective flow problems [18] , [16] , [17] . Here we present some selected examples:
Three dimensional thermal convection in a cylinder
The method bees applied to the problem of convective 3D flow in differentially heated horizontal cylinder. The experimental data by Bogatirev et al [21] have been used for comparison. These data have been obtained during ground tests for the device, the thermal convection sensor, before it was flown on Mir station. Numerical results from the 3D finite volume simulations by Bessonov [22] have been also used for comparison. The temperature distribution on a cylinder wall was (i) linear temperature profile, and (ii) computed using a real, finite wall conductivity (adjoint problem). The body force in eq. (1) is F £ 0 0 R a T PrΘ , no vibration was applied. The Rayleigh numbers is in the range from 10 3 to 1 2 1 0 5 . The value of τ used was 10 7 to 10 3 , and it did not change noticeably the results. Results are shown in Fig. 2 . An agreement with the experimental data for Ra T 4 1 0 4 is quite good in the case (ii), when a real finite wall conductivity has been taken into account.
Two dimensional and three dimensional lid-driven cavity problem
We compare our results with experimental data obtained by Koseff and Street [23] for isothermal flow at Re £ 3 American Institute of Aeronautics and Astronautics 3200 and 10 4 . We solved equations (1) and (5) (1), (2), and by using a 2D k ¦ ε model with commercial code [24] . The experimental data are shown for the symmetry plane (x,z) at y=1.5 along the lines x =0.5 and z =0.5 of the 3D cavity, that has relative dimensions (x:y:z) = 1:3:1. The experimental points correspond to time averaged values of the measured velocities [23] .
The results obtained with our model, eq. (1), (5) and (6) are in good agreement with the experimental data for Re=3200 and 10,000 and are an improvement upon previous results obtained by solving the NS equations (1), (2).
Magnetic field suppression of convective flow
Numerical solution for thermal convection flows in a semiconductor melt with strong static magnetic field applied is presented in Fig 5. Although the generated flows have extremely low velocity because of the large Hartmann numbers (Ha 
Thermal vibrational convection. Results and discussion
A parametric study of translational and circular polarized vibrations under typical microgravity and terrestrial conditions for typical semiconductor melts was performed. A snapshot of a typical flow pattern for translational vibration is presented in Fig. 6 . Even in the total absence of gravity the vibrations have resulted in detectable flows. For the cases examined, the temperature distribution remains almost unperturbed (due to the low Pr and weak flow strength).
The angle between the direction of vibration and the ampoule has been studied for translational vibrations in the presence of an axial temperature gradient. At high frequencies and when the angle is zero, no influence of the vibration on the flow was observed, even when vibrational the Raleigh number is very high. The maximum observed effect corresponds to an angle of 90 degrees. Here transport is significantly enhanced.
The influence of vibrations on heat and mass transfer becomes significant for oxide melts due to their low thermal diffusivity (Pr Complete mixing occurs in about ten seconds. The heat transfer (local Nusselt number at the top and the bottom) is also enhanced by about an order of magnitude. If the frequency of vibration is high, of the order of 100 Hz (for fixed Ra), then the changes in heat and mass transfer due to vibrations become less significant. This corresponds to earlier experimental observations [7] , [8] .
Our results show that both translational and circular polarized vibrations can cause average melt flow for a range of parameters typical of practical semiconductor growth. For a given vibration amplitude and frequency, circular polarized vibrations result in more intensive melt flows than translational ones.
The influence of forced vibration on g-jitter induced flows using typical SAMS micro acceleration data from the USML-2 mission was also investigated. Motivated by the predictions of the averaged equation theory presented in Ref. [11] , translational vibration was applied parallel to the ampoule axis (and thus, the temperature gradient) in an attempt to damp unwanted irregular time-dependent flow caused by g-jitter Fig. 9a ). While the flow variation with time becomes more regular, we did not succeed in completely suppressing the g-jitter flow (Fig.9b,c) .
We found that the use of the same amplitude vibration in the direction orthogonal to the ampoule axis is more effective. This induces intensive thermal vibrational flows and flow disturbances due to g-jitter become practically insignificant (Fig. 9d) .
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Conclusions
The influence of translational and circularly polarized vibration in analysis in a model Bridgman melt growth configuration was investigated. The nature of the flows produced by the types of vibration under consideration necessitated the use of the full 3D equations governing the transport of heat, mass and momentum. The governing equations were solved numerically. Flow patterns for translational and circular polarized vibrations and g-jitter microaccelerations were analyzed. For translational vibration, thermovibrational flow is strongly dependent on the angle between the vibration direction and the temperature gradient. Circular polarized and rotational vibrations result in more intensive melt flows than translational ones. The simultaneous action of g-jitter and translational vibrations is currently being study from the viewpoint of using applied vibration as a means of flow control. 
