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Abstract. It has been shown [1, 2, 9, 10] that for several nilpotent Gelfand pairs (N,K) (i.e.,
with N a nilpotent Lie group, K a compact group of automorphisms of N and the algebra L1(N)K
commutative) the spherical transform establishes a 1-to-1 correspondence between the space S(N)K
of K-invariant Schwartz functions on N and the space S(Σ) of functions on the Gelfand spectrum
Σ of L1(N)K which extend to Schwartz functions on Rd, once Σ is suitably embedded in Rd. We
call this property (S).
We present here a general bootstrapping method which allows to establish property (S) to new
nilpotent pairs (N,K), once the same property is known for a class of quotient pairs of (N,K) and
a K-invariant form of Hadamard formula holds on N .
We finally show how our method can be recursively applied to prove property (S) for a significant
class of nilpotent Gelfand pairs.
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1. Introduction
1.1. Presentation. In this paper, we present our progress in the investigations of spectral proper-
ties of the abelian convolution algebra associated with a nilpotent Gelfand pair. The properties we
are interested in can be rephrased with essentially two different equivalent viewpoints: on one hand
in terms of functions defined on the spectrum of this algebra and on the other hand as spectral
multipliers in several operators. In the Euclidean setting, this equivalence follows readily from the
basic properties of the Fourier transform and is commonly used when studying or using Euclidean
Fourier multipliers. Nilpotent Gelfand pairs provide a natural setting and a relatively explicit model
where these questions can be investigated further.
Let N be a connected and simply connected nilpotent Lie group and K a compact group of
automorphisms of N . We say that (N,K) is a nilpotent Gelfand pair if the convolution algebra
L1(N)K of K -invariant integrable functions on N is commutative. This is equivalent to saying
that (K n N,K) is a Gelfand pair in the ordinary sense [6, 29]. It must be mentioned from the
very beginning that the group N in a nilpotent Gelfand pair cannot [3] have step greater than 2.
In this paper we address the following problem concerning smoothness preserving properties of
the spherical transform G on (N,K).
It has been established in [8] that the Gelfand spectrum of L1(N)K can be identified with a closed
subset of Rd for some d. In fact, there are many such identifications, depending on the choice of
a generating set D = (D1, . . . , Dd) for the algebra D(N)K of left- and K-invariant differential
operators on N , with Dj symmetric for every j.
This identification consists in associating to each bounded spherical function ϕ the d-tuple(
ξ1(ϕ), . . . , ξd(ϕ)
)
of eigenvalues of ϕ under D1, . . . , Dd. The closed set ΣD of these d-tuples is
3then a homeomorphic image of the Gelfand spectrum Σ and is also the joint L2-spectrum of (the
self-adjoint extensions of) the Dj .
Examples of immersions of Gelfand spectra in Rd are
• the orbit space Rn/K, with N = Rn and K ⊂ On, realised as the image of Rn in Rd
under the polynomial map P (x) =
(
p1(x), . . . , pd(x)
)
, for a given choice of the Hilbert basis
(p1, . . . , pd) of R[Rn]K ;
• the Heisenberg fan in R2, with N = Hn, the (2n+1)-dimensional Heisenberg group, K = Un
and D consisting of the sub-Laplacian and the central derivative.
The problem we address is whether the spherical transform maps injectively the K-invariant
Schwartz space S(N)K onto the space S(ΣD) of restrictions to ΣD of Schwartz functions on Rd.
We call this property (S); see Section 2.4 for the precise formulation.
Property (S) is known to hold for all pairs in which N equal to Rn or to a Heisenberg group and
for pairs where the action of K on the centre of n is rank-one, i.e., orbits are full spheres [1, 2, 9, 10].
The scope of this paper is to provide a general inductive scheme which allows to deduce property
(S) on more complex pairs from its validity on simpler ones.
One feature of our approach to the general problem is that it does not rely on explicit formulas
for spherical functions or for the differential operators involved, but rather on a bootstrapping
procedure. Explicit formulas of the kind mentioned above have been found only for special pairs
with N equal to the Heisenberg group [7].
We first prove, in Section 3, that property (S) is “hereditary” under the following operations:
• central reductions of N , obtained by replacing N with a quotient modulo a K-invariant
central subgroup;
• normal extensions of K, obtained by replacing K by a larger compact group K] of aurto-
morphisms of N , in which K is normal;
• taking direct products (N1×N2,K1×K2) of pairs (N1,K1), (N2,K2) both with property (S).
The central part of the paper is devoted to proving our main result, Theorem 6.6, stating that,
for a general nilpotent Gelfand pair, property (S) holds provided two hypotheses are verified:
(i) property (S) holds for a family of lower-dimensional “quotient pairs”;
(ii) there is a Hadamard-type expansion formula for spherical transforms at points of a “singular
subset” of ΣD; we call this hypothesis (H).
The notion of quotient pair and hypothesis (H) will be presented and studied in Sections 4 and
6 respectively.
In the last part of the paper we apply the previous results to prove property (S) for the following
pairs1 with a higher rank action of K on the centre of N :
1The table gives the Lie algebra n of N split as n = v⊕ w with w = [n, n] and v K-invariant. The limitations on
n in the right-most column are meant to avoid superpositions with already known cases. For non-obvious notation
and the explicit forms of the Lie brackets, see Section 7.
4(1.1)
K v ⊕ w
1 SOn Rn ⊕ son n ≥ 4
2 Un Cn ⊕ un n ≥ 2
3 Spn Hn ⊕ (HS20Hn ⊕ ImH) n ≥ 2
4 SU2n+1 C2n+1 ⊕ Λ2C2n+1 n ≥ 1
5 U2n+1 C2n+1 ⊕ (Λ2C2n+1 ⊕ R) n ≥ 1
6 SU2n C2n ⊕ (Λ2C2n ⊕ R) n ≥ 2
These pairs appear in Vinberg’s classification [26] of nilpotent Gelfand pairs with the two prop-
erties that v is irreducible under K and that they cannot be obtained from others by means of
normal extensions or central reductions.
The pairs in Table (1.1) do not exhaust the full Vinberg classification. As to the other Vinberg
pairs, we have a proof that they also have property (S), but we do not include the proof in this
paper in order to avoid extra arguments which at the moment only apply to individual cases2.
One advantage in restricting ourselves to the pairs in Table (1.1) is that this family of pairs is
self-contained, in the sense that the quotient pairs that intervene belong to the same class or have
rank-one action on the center.
1.2. The state of the art about property (S). We have already mentioned that, given self-
adjoint operators D1, . . . , Dd generating D(N)K , their joint L2 spectrum is the set ΣD ⊂ Rd of
d-tuples of their eigenvalues on the bounded spherical functions, cf. Section 2.3. One of the two
implications in property (S) is already known, namely
m ∈ S(ΣD) =⇒ G−1m ∈ S(N)K .
This follows from the fact that G−1m is the convolution kernel Km of the operator m(D1, . . . , Dd),
i.e. such that
m(D1, . . . , Dd)f = f ∗Km ,
and that the Dj can be assumed to be Rockland operators; see Section 2.4, in particular Theorem
2.8.
Hence the crucial question is the opposite implication in property (S): given a K-invariant
Schwartz function F on N , does GF extend from ΣD to a Schwartz function on Rd? It must
be noticed that the answer does not depend on the choice of the system D of differential operators
(Proposition 2.6).
In the most elementary case of N = Rn, with K ⊂ On, the (positive) answer follows directly
from the G. Schwarz theorem [22] about representability of K-invariant C∞-functions on Rn as
C∞-functions on a system of fundamental invariants, cf. [2] for a detailed discussion.
The next level of complexity is that of the Heisenberg group Hn ∼= Cn × R as N , K being a
closed subgroup of Un giving the required commutativity of L
1(N)K . The method of proof, given
in the general case in [2], is an early use of the hypotheses (i), (ii) above. The quotient pair in
(i) is in this case (Cn,K), while the singular subset of ΣD in (ii) is the set of spherical functions
2Hypothesis (H) has been proved to hold for all Vinberg pairs in [11]. A proof of property (S) for the remaining
Vinberg pairs will appear elsewhere.
5with eigenvalue 0 relative to the central derivative ∂t. The Hadamard expansion is then done in
the spectral variable λ corresponding to ∂t. One proves that, for F ∈ S(Hn)K and every N ,
GF (ξ, λ) = g0(ξ) + g1(ξ)λ+ · · · gN (ξ)λN + λN+1GFN (ξ, λ) ,
with g0, . . . , gN ∈ S(R) and FN ∈ S(Hn)K . Here ξ denote the (d − 1)-tuple of remaining spectral
coordinates.
When we pass to step-two groups different from the Heisenberg group, i.e., with a higher dimen-
sional centre, matters become more complicated because two aspects must be taken into account:
the action of K on the centre z of n is no longer trivial in general, and the derived algebra w = [n, n]
may be properly contained in z. These elements have an effect on the structure of the Gelfand spec-
trum Σ, since the bounded spherical functions (which are all of positive type by [3]) are coefficients
of the irreducible unitary representations on N , for which one of the parameters is given by the
K-orbits in w.
This justifies that the first level of complexity beyond Heisenberg groups is that of groups with a
rank-one action of K on z, for which there is only a one-parameter family of orbits in z (and hence
w = z). More elaborated applications of hypotheses (i) and (ii) to prove condition (S) on these
pairs are in [9, 10].
1.3. Plan of the paper. The paper is organised as follows.
In Section 2, we set the basic notation and recall the general facts on nilpotent Gelfand pairs
and property (S). In Section 3 we prove the above mentioned hereditary properties of pairs with
property (S).
In Section 4 we introduce the quotient pairs appearing in hypothesis (i). For t ∈ w, we denote
by Kt the stabilizer of t in K, by Tt(Kt) the tangent space at t to the K-orbit Kt, and by the
central quotient nt = v⊕
(
w/Tt(Kt)
)
. To avoid trivialities, we assume that t is not fixed by K.
We then split w as
w0 ⊕ wˇ ,
where wˇ is the space of K-fixed elements and w0 is its K-invariant complement. To each t ∈ w0\{0}
we associate the quotient pair (Nt,Kt).
Using the notion of slice for a linear action of a group on a vector space, we present the ra-
dialisation method for constructing K-invariant functions on N from Kt-invariant functions on
Nt.
In Section 5 we prove that, under the only assumption that (i) holds, property (S) holds limited
to F in the space S0(N)K of Schwartz functions which have vanishing moments of any order in the
w0-variables.
In Section 6, we introduce the singular subset of the Gelfand spectrum mentioned in (ii), defined
as the set of spherical functions which have eigenvalue 0 relative to derivatives in the w0-variables.
This set is naturally identified with the Gelfand spectrum of (Nˇ ,K) with nˇ = v⊕ (w/w0).
We then show how hypothesis (H) allows to remove the vanishing moments condition and obtain
property (S) under assumptions (i) and (ii) above.
In Section 7, we prove that property (S) holds for the pairs in Table 1.
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2. Generalities on nilpotent Gelfand pairs and property (S)
This section is devoted to some generalities regarding nilpotent Gelfand pairs and property (S).
In Section 2.1, we recall the equivalent definitions of a nilpotent Gelfand pair (N,K) and set some
notation for N . In Section 2.2, we give equivalent descriptions of spherical functions and Gelfand
spectra. We discuss property (S) in Section 2.4. We eventually recall the notions of symmetrisation
and Hilbert basis in Sections 2.5 and 2.6 respectively.
2.1. Definitions and notation. Let N be a nilpotent, connected and simply connected Lie group,
and let K be a compact group of automorphisms of N .
Definition 2.1. (N,K) is a nilpotent Gelfand pair if either of the following equivalent conditions
is satisfied:
(i) the convolution algebra L1(N)K of integrable K-invariant functions on N is commutative;
(ii) the algebra D(N)K of left-invariant and K-invariant differential operators on N is commu-
tative;
(iii) if pi is an irreducible unitary representation of N and Kpi is the stabiliser in K of the
equivalence class of pi, then the representation space Hpi decomposes under Kpi without
multiplicities;
(iv) same as (iii), for pi generic.
This is the same as saying that (K nN,K) is a Gelfand pair. With n denoting the Lie algebra
of N , we often write (n,K) instead of (N,K).
We recall the following basic result from [3].
Theorem 2.2. If (N,K) is a nilpotent Gelfand pair, N has step at most 2.
We can then split n as the direct sum v ⊕ w, where w = [n, n] is the derived algebra and v a
K-invariant complement of it. As N has step at most 2, w is abelian and is contained in the centre
z of n. We regard the Lie bracket on n as a skew-symmetric bilinear map from v× v to w.
Using the exponential coordinates to parametrise elements of N , the product on N is expressed
as an operation on v⊕w, via the Baker-Campbell-Hausdorff formula
(v, w) · (v′, w′) =
(
v + v′, w + w′ +
1
2
[v, v′]
)
.
Accordingly, 0 will denote the identity element of N .
Introducing a K-invariant inner product 〈 , 〉 on v⊕w under which v ⊥ w, we identify n∗ with
n throughout the paper.
On N , as well as on its Lie algebra n = v⊕w, we consider the automorphic (group) dilations
(2.1) δ · (v, w) = (δ 12 v, δw), δ > 0.
7We say that a function f , resp. a differential operator D on N , is homogeneous of degree ν (with
respect to the group dilations) when
f(δ · (v, w)) = δνf(v, w), δ > 0, (v, w) ∈ N,
respectively
(D(f(δ · )) (v, w) = δνDf(v, w), δ > 0, (v, w) ∈ N, f ∈ C∞(N).
However, the expressions “degree of a polynomial” and “order of a differential operator” will
have the ordinary meaning.
We fix Lebesgue measures dv on v and dw on w and the Haar measure dx = dvdw on N .
2.2. Spherical functions. Harmonic analysis on Gelfand pairs is based on the notions of spherical
function (with particular emphasis on the bounded ones) and spherical transform, see e.g. [6], [16,
Ch. IV]. In this section and the next, we recall these notions in the context of nilpotent Gelfand
pairs and the basic properties which will be relevant for us.
Let (N,K) be a nilpotent Gelfand pair. The spherical functions are the joint K-invariant func-
tions ϕ on N which are eigenfunctions of all operators in D(N)K and take value 1 at the identity.
Spherical functions are real-analytic. Given D ∈ D(N)K and a spherical function ϕ, we denote by
ξ(D,ϕ) the corresponding eigenvalue. Hence a smooth K-invariant function ϕ on N is a spherical
function whenever
∀D ∈ D(N)K ∃ξ(D,ϕ) ∈ C Dϕ = ξ(D,ϕ) ϕ, and ϕ(0) = 1.
The bounded spherical functions are characterised by the multiplicative identity∫
N
f ∗ g(x)ϕ(x−1) dx =
(∫
N
f(x)ϕ(x−1) dx
)(∫
N
g(x)ϕ(x−1) dx
)
for all f, g ∈ L1(N)K .
It has been proved in [3] that all bounded spherical functions of (N,K) are of positive type.
Hence they are in one-to-one correspondence with (equivalence classes of) irreducible unitary rep-
resentations of K nN admitting non-trivial K-invariant vectors and can be expressed as diagonal
matrix entries of such representations. However, we prefer to view these expressions as partial
traces of irreducible unitary representations of N , see (2.4) below.
For ζ ∈ w, denote by rζ ⊆ v the radical of the bilinear form Bζ(v, v′) = 〈ζ, [v, v′]〉. The following
statement is a direct consequence of the Stone-von Neumann theorem and we omit its proof.
Lemma 2.3. For each ζ ∈ w there is a unique, up to equivalence, irreducible unitary representation
piζ of N such that dpiζ(0, w) = i〈ζ, w〉I for all w ∈ w and dpiζ(v, 0) = 0 for all v ∈ rζ .
For each ζ ∈ w and ω ∈ rζ , define the irreducible representation piζ,ω by the condition
(2.2) dpiζ,ω(v, w) = dpiζ(v, w) + i〈v, ω〉I .
Every irreducible unitary representation of N is equivalent to one, and only one, piζ,ω.
We denote by Hζ the representation space of the representations piζ,ω. The stabiliser Kζ,ω ⊂ K of
the point ω+ζ ∈ n also stabilises the equivalence class of piζ,ω, giving rise to a unitary representation3
3In general, this operation leads to a projective representation of the stabiliser in K. In our case we obtain
true representations, since restriction of the metaplectic representation of Sp(r⊥ζ , Bζ) to a compact subgroup can be
linearised [13].
8σ of Kζ,ω on Hζ such that
piζ,ω(kv, kw) = σ(k)piζ,ω(v, w)σ(k)
−1
for k ∈ Kζ,ω.
We have the following characterisation, cf. [5, 25].
Proposition 2.4. (N,K) is a nilpotent Gelfand pair if and only if, for each (resp. for generic)
ζ, ω, Hζ decomposes without multiplicities into irreducible components under the action of Kζ,ω.
Hence, if (N,K) is a nilpotent Gelfand pair,
(2.3) Hζ =
∑
µ∈Xζ,ω
V (µ) , with Xζ,ω ⊆ K̂ζ,ω.
To each µ ∈ Xζ,ω we can associate the spherical function
(2.4) ϕζ,ω,µ(v, w) =
1
dimV (µ)
∫
K
tr
(
piζ,ω(kv, kw)|V (µ)
)
dk .
For a given k ∈ K, we have Xkζ,kω = Xζ,ω, under the natural identification of the dual object
K̂ζ,ω of Kζ,ω with the dual object of Kpikζ,ω
= k−1Kpiζ,ωk, and
(2.5) ϕkζ,kω,µ = ϕζ,ω,µ .
Up to this K-equivariance, the parametrisation of the spherical function via ϕζ,ω,µ is unique.
2.3. Gelfand spectrum and spherical transform. The Gelfand spectrum of the nilpotent
Gelfand pair (N,K) is the spectrum of the commutative convolution algebra L1(N)K ,
Σ(N,K) =
{
ϕ : ϕ bounded spherical function
}
with the compact-open topology. We will denote it just by Σ if there is no ambiguity.
The spherical transform of a function F ∈ L1(N)K is defined via
(2.6) GF (ϕ) =
∫
N
F (x)ϕ(x−1) dx, ϕ ∈ Σ.
This yields a continuous linear one-to-one mapping G : L1(N)K −→ C0(Σ) which transforms
convolution into pointwise multiplication.
The last part of the previous section shows that Σ(N,K) can be parametrised by triples (ζ, ω, µ),
precisely
(2.7) Σ(N,K) ∼= {(ζ, ω, µ) : ζ ∈ w, ω ∈ rζ , µ ∈ K̂(ζ,ω)}/K,
where the action of K is expressed by (2.5).
But a different kind of parametrisation provides topological embeddings of Σ into Euclidean
spaces in the following way. Let
D = (D1, . . . , Dd) ,
be a d-tuple of essentially self-adjoint operators which generate D(N)K as an algebra. Such a tuple
exists and form a family of strongly commuting self-adjoint operators whose joint L2-spectrum can
be identified with the Gelfand spectrum, see [9]. Indeed, given ϕ ∈ Σ, denote by ξj(ϕ) ∈ R the
eigenvalue ξ(Dj , ϕ) of ϕ under Dj for each j = 1, . . . , j. Every bounded spherical function ϕ is
9identified by the d-tuple ξ = ξ(ϕ) =
(
ξ1(ϕ), . . . , ξd(ϕ)
)
of eigenvalues of ϕ relative to D; moreover
the d-tuples ξ(ϕ) form a closed subset
(2.8) ΣD =
{
ξ(ϕ) =
(
ξ1(ϕ), . . . , ξd(ϕ)
)
: ϕ ∈ Σ}
of Rd which is homeomorphic to Σ, see [8]. Consequently the spherical transform GF in (2.6) can be
viewed as a function on ΣD. The particular choice of a d-tuple D to realise of a Gelfand spectrum
as ΣD ⊂ Rd is often irrelevant as there is always some polynomial mappings between two finite sets
of generators of D(N)K :
Lemma 2.5. Let D = (D1, . . . , Dd) and D′ = (D′1, . . . , D′d′) be two tuples of operators generating
the algebra D(N)K . Then there exist polynomials Pj, j = 1, . . . , d, and Qk, k = 1, . . . d′ such that
Dj = Pj(D′) for all j = 1, . . . , d, and D′k = Qk(D) for all k = 1, . . . , d′. The maps
P = (P1, . . . , Pd) , Q = (Q1, . . . , Qd′)
are homeomorphisms of ΣD′ onto ΣD, resp. of ΣD onto ΣD′, and are inverse of each other.
In the case where N = Rn and K is trivial, D(Rn)K is the algebra of all constant coefficient
differential operators, and the bounded spherical functions are the unitary characters ϕλ(x) = e
iλ·x,
for λ ∈ Rn. Taking
D = (i−1∂x1 , . . . , i−1∂xn) ,
we have ξ(ϕλ) = λ, so that ΣD = Rn, and GF = Fˆ is the ordinary Fourier transform.
2.4. Property (S). In this section, we give the precise formulation of property (S) and summarise
the known results about it.
Let S(N)K denote the Fre´chet space of K-invariant Schwartz function on N . Let
S(ΣD) def= S(Rd)/{f : f|ΣD = 0}
be the space of restrictions to ΣD of Schwartz functions on Rd, with the quotient topology. Property
(S) is stated as follows:
(S)
The spherical transform G maps the Fre´chet space S(N)K
isomorphically onto S(ΣD).
The following statement follows directly from Lemma 2.5, see [2] and [9]:
Proposition 2.6. The validity of property (S) is independent of the choice of D.
Property (S) has been proved to hold in several cases. For ‘abelian pairs’, i.e., with N = Rn
and K ⊂ GLn(R) compact, it has been shown in [2] that property (S) follows from G. Schwarz’s
extension [22] of Whitney’s theorem [28] to general linear actions of compact groups on Rn.
For nonabelian N , property (S) has been proved in the following cases:
(i) pairs in which N is a Heisenberg group or a complexified Heisenberg group [1, 2];
(ii) “rank-one” pairs, where w = z, the centre of n, and the K-orbits in w are full spheres [9, 10].
The argument used in Section 5 of [1] also allows to obtain the following statement. We omit its
proof, which only requires minor modifications.
Proposition 2.7. Let (N,K) be a nilpotent Gelfand pair where K acts trivially on w. Then
property (S) is satisfied.
10
As we have already mentioned in the introduction, one of the two implications which constitute
property (S) is a matter of functional calculus on Rockland operators on graded groups (i.e., with
a graded Lie algebra), due to the following equivalence for K ∈ L1(N)K :
g(D1, . . . , Dd)f = f ∗K ⇐⇒ GK = g|ΣD .
It was proved in [17] that if L is a Rockland operator and g is a Schwartz function on the line,
then the operator g(L) is given by convolution with a Schwartz kernel. This statement has been
later extended to commuting families of d Rockland operators and g ∈ S(Rd), cf. [24] and [2, Th.
5.2].
Since on any nilpotent Gelfand pair, we always have a system D consisting of Rockland operators
[2] and this has the following consequence.
Theorem 2.8 ([2, 9]). Let (N,K) be a nilpotent Gelfand pair, and D, ΣD ⊂ Rd as above. Given
any Schwartz function g on Rd, there is a K-invariant Schwartz function F on N , depending
continuously on g, such that GF = g|ΣD .
In other words, the continuous inclusion
(2.9) S(ΣD) ⊆ G
(S(N)K)
holds for any nilpotent Gelfand pair. As G is linear and one-to-one, the open mapping theorem for
Fre´chet spaces [23] implies that the proof of property (S) reduces to proving the opposite inclusion,
i.e., that the spherical transform of any function in S(N)K , viewed as a function on ΣD, admits a
Schwartz extension to Rd.
By Proposition 2.6, property (S) is independent of the choice of D. Convenient choices of D will
be obtained by applying the symmetrisation mapping to polynomials on n.
2.5. Symmetrisation. In this section, we set some notation and recall some properties of the
symmetrisation mapping.
The symmetrisation mapping can be defined for any Lie group N and is completely independent
of the notion of nilpotent Gelfand pair. Denoting by n the Lie algebra of N , the symmetrisation
mapping λ = λN is the unique linear bijection from the symmetric algebra S(n) onto the universal
enveloping algebra U(n) which satisfies the identity λ(Xn) = Xn for every X ∈ n and n ∈ N [16,
Theorem 4.3 in Ch.II]. The symmetric algebra S(n) may be viewed as the space P(n∗) of polyno-
mials on the dual space n∗, and, after identifying n∗ and n, as the the space P(n) of polynomials
on n. When the elements of U(n) are regarded as left-invariant differential operators on N , we use
the notation D(N).
Following [10, Sect. 2.2], we will use a modified symmetrisation λ′N : P(n) −→ D(N), which
maps the polynomial p ∈ P(n) to the differential operator
(2.10) λ′(p)F = p(i−1∇v′ , i−1∇w′)|v′=w′=0F
(
(v, w) · (v′, w′)) .
i.e., λ′(p) = λ
(
p(i−1·)), in terms of the standard symmetrisation λ. Hence only constants are
changed with this modification but its advantage is that polynomials with real coefficients are
11
transformed by λ′ into formally self-adjoint differential operators4. When it is necessary to specify
the group N , we write λ′N instead of λ
′.
In the next lemma, we summarise some properties of λ′ which are readily checked, like the
compatibility with the usual and homogeneous degrees for polynomials and differential operators
(Parts (1) and (2) resp.), with the action of a compact group (Part (3)). We also give some weak
properties on symmetrisation of product of polynomials in Parts (1), (2) and (4).
Lemma 2.9. We consider the symmetrisation λ′ on a Lie group N as above. It is a linear iso-
morphism from the space P(n) onto D(N) which satisfies the following property:
(1) The degree of p ∈ P(n) is equal to the order of λ′(p). Furthermore, if p1, p2 ∈ P(n) are
polynomials of degree d1, d2 respectively, the differential operator λ
′(p1p2) − λ′(p1)λ′(p2) is
of order < d1 + d2.
(2) With respect to the group dilations defined in (2.1), the homogeneous degree of the poly-
nomial p ∈ P(n) is equal to the homogeneous degree of the differential operator λ′(p).
Furthermore, if p1, p2 ∈ P(n) have homogeneous degree d1, d2 respectively, the differential
operator λ′(p1)λ′(p2) is homogeneous of order d1 + d2.
(3) Let K be a compact group which acts by automorphism on the group N . The map λ′ :
P(n)→ D(N) is equivariant for the natural actions of K, that is,
λ′(p ◦ k) (f) = λ′(p) (f ◦ k−1), p ∈ P(n), k ∈ K, f ∈ C∞(N).
Consequently, if the polynomial p is K-invariant, then the operator λ′(p) is K-invariant.
(4) Let z be the centre of the Lie algebra n. If p1 ∈ P(z) and p2 ∈ P(n) then
λ′(p1p2) = λ′(p1)λ′(p2) and λ′(p1) = p1(i−1∇z).
The proof of Lemma 2.9 is left to the reader.
Convenient choices of D will be obtained by applying λ′ to certain families of polynomials on n,
as explained in the next section.
2.6. Hilbert bases. Let (N,K) be a nilpotent Gelfand pair.
We say that a polynomial p ∈ P(n) has bi-degree (r, s) if p ∈ Pr(v) ⊗ Ps(w). Notice that the
homogeneous degree of p is then ν = r2 + s.
By a bi-homogeneous Hilbert basis of (n,K), we mean a d-tuple ρ = (ρ1, . . . , ρd) of real, K-
invariant polynomials on n generating the K-invariant polynomial algebra P(n)K over n and with
each ρj has bi-degree (rj , sj).
We set Dj = λ
′(ρj) and D = (D1, . . . , Dd). Then D generates D(N)K and each Dj is homo-
geneous of degree νj = rj + 2sj with respect to the group dilations. It is not difficult to see
that if ϕ ∈ Σ, then also ϕδ(v, t) = ϕ(δ · (v, w)) is a bounded spherical function for every δ > 0.
Consequently we have:
ξ(Dj , ϕ
δ) = δνjξ(Dj , ϕ) .
Hence ΣD is invariant under the anisotropic dilations on Rd
(2.11) ξ = (ξ1, . . . , ξd) 7−→
(
δν1ξ1, . . . , δ
νdξd
)
= D(δ)ξ , (δ > 0) .
4The first two authors take this opportunity to correct an error in the formulation of Proposition 3.1 in [9]: it
applies to operators D = λ′(p) with p real.
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We split w as
(2.12) w = w0 ⊕ wˇ ,
where wˇ denotes the subspace of K-fixed elements of w, and w0 its (unique) K-invariant comple-
ment in w.
We will privilege bi-homogeneous Hilbert bases ρ which split as ρ = (ρw0 ,ρwˇ,ρv,ρv,w0)
(i) ρw0 is a homogeneous Hilbert basis of P(w0)K ;
(ii) ρwˇ is any system of coordinate functions on wˇ;
(iii) ρv is a homogeneous Hilbert basis of P(v)K ;
(iv) ρv,w0 consists of bi-homogeneous polynomials in
(Prj (v)⊗ Psj (w0))K with rj , sj > 0.
The existence of such Hilbert bases is obvious. We denote by Dwˇ, Dw0 , Dv, Dv,w0 the families of op-
erators corresponding to the corresponding subfamilies of polynomials in ρ via the symmetrisation
mapping λ′.
Denoting by dw0 , dwˇ, dv, dv,w0 the number of elements in each subfamily, we split Rd as
Rd = Rdw0 × Rdwˇ × Rdv × Rdv,w0 ,
and set
ξ(ϕ) =
(
ξw0(ϕ), ξwˇ(ϕ), ξv(ϕ), ξv,w0(ϕ)
)
,
for the eigenvalues of a function ϕ ∈ Σ(N,K) for D.
Whenever a unified notation for all invariants on w is preferable, we we will use the symbols ρw,
dw, ξw(ϕ), etc.
In Section 4.3, we will need a different splitting of the family ρ, which takes into account the
degrees of polynomials in the v-variables (in the ordinary sense). Then ρ(k) will denote the (possibly
empty) set of elements which have degree k in the v-variables. In particular, ρ(0) = ρw. In this
situation, the elements of ρ(k) will be labelled as (ρk,1, . . . , ρk,d(k)). Accordingly, we split D and the
corresponding set of eigenvalues as D = (D(k))k≥0 and ξ = (ξ(k))k≥0 ∈ Rd.
3. Hereditarity of property (S)
In this section, we list certain procedures on the groups N and/or K which, if applied to pairs
satisfying property (S), produce new ones also satisfying property (S). These operations are: normal
extensions of K, direct products of pairs, central reductions5 of N . They are stated below in
Propositions 3.1, 3.2 , and 3.3 respectively.
Proposition 3.1 (Normal extension of K). Let K# be a compact group of automorphisms of a
nilpotent Lie group N , and K a normal subgroup of K#.
If (N,K) is a nilpotent Gelfand pair satisfying property (S), then (N,K#) is also a nilpotent
Gelfand pair satisfying property (S).
The proof of Proposition 3.1 was given in [10] (thereby extending an argument of [2]).
5The expression “central reduction” is kept, here and in the sequel, as in [25] for linguistic convenience, though it
only refers to subspaces of the derived algebra w. Nonetheless, Proposition 3.3 still holds if s is taken as a subspace
of z.
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Proposition 3.2 (Direct product). If (N1,K1), (N2,K2) are two nilpotent Gelfand pairs satisfying
(S), then their direct product (N1 ×N2,K1 ×K2) is also a nilpotent Gelfand pair satisfying (S).
Proposition 3.3 (Central reduction). Let (N,K) be a nilpotent Gelfand pair. If s is a K-invariant
subspace of w, denote by N ′ the quotient group with Lie algebra n/s.
If the pair (N,K) satisfies property (S) then (N ′,K) is also a nilpotent Gelfand pair satisfying
property (S).
In Section 3.1, we give the proof of Proposition 3.2. In Section 3.2, we introduce some notions
attached with quotients of a nilpotent Gelfand pair which will be useful in the proof of Proposition
3.3 (given in Section 3.3) as well as in other parts of the paper.
Proposition 3.3 has been announced in [11] without proof.
3.1. Proof of Proposition 3.2. We will need the following property of decompositions of
Schwartz functions on the product of two Euclidean spaces. We use the following Schwartz norms
on S(Rn):
‖f‖S(Rn),M = ‖f‖M = sup
|α|≤M,x∈Rn
(1 + |x|)M |∂αf(x)| , M ∈ N .
Lemma 3.4. Let n1 and n2 be two positive integers. Set n = n1 + n2.
Let also ψν , ν = 1, 2, be smooth function on Rnν , supported in [−1, 1]nν and satisfying:
0 ≤ ψν ≤ 1 and ψν = 1 on
[− 3
4
,
3
4
]nν .
For ν = 1, 2, lν ,mν ∈ Znν , set
H
(ν)
lν ,mν
(xν) = e
ixν ·mνψν(xν + lν) .
Then the following properties hold.
(a) Let ν = 1 or 2. Given M ∈ N there is a constant CM > 0 such that,
(3.1) ∀lν ,mν ∈ Znν , ‖H(ν)lν ,mν‖S(Rnν ),M ≤ CM (1 + |lν |+ |mν |)2M .
(b) For any function F ∈ S(Rn) there exist coefficients cl,m ∈ C, l = (l1, l2), m = (m1,m2) ∈
Zn = Zn1 × Zn2, such that
(3.2) F =
∑
l,m∈Zn
cl,mH
(1)
l1,m1
⊗H(2)l2,m2 .
(c) For any M ∈ N, there is a constant CM , independent of F , such that the coefficients cl,m
satisfy:
(3.3) ∀l,m ∈ Zn |cl,m| ≤ CM‖F‖S(Rn),M (1 + |l|+ |m|)−M .
Proof of Lemma 3.4. The inequalities in (3.1) are trivially satisfied. For ν = 1, 2, we consider a
partition of Rn1 with the cubes lν + [−12 , 12 ]nν , lν ∈ Zdν , and the partition of unity obtained from
a smooth function φν on Rnν supported in [−34 , 34 ]nν such that
0 ≤ φν ≤ 1 , φν = 1 on [−1
4
,
1
4
]nν and ∀xν ∈ Rnν
∑
lν∈Znν
φν(xν + lν) = 1 .
In particular, φν = φνψν .
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For each l = (l1, l2) ∈ Zn1 × Zn2 , the function x = (x1, x2) 7→ F (x)φ1(x1 + l1)φ2(x2 + l2) is
smooth and supported in −l + [−34 , 34 ]n. If
∑
m∈Zn cl,me
ix.m is the Fourier series of its 2pi-periodic
extension in each variable, it is easy to see that the coefficients cl,m satisfy (3.3) for any M ∈ N.
We can write
F (x) =
∑
(l1,l2)∈Zn1×Zn2
F (x)φ1(x1 + l1)φ2(x2 + l2)
=
∑
(l1,l2)∈Zn1×Zn2
F (x)φ1(x1 + l1)φ2(x2 + l2)ψ1(x1 + l1)ψ2(x2 + l2)
=
∑
l,m∈Zn
cl,me
ix·mψ1(x1 + l1)ψ2(x2 + l2) ,
which gives (3.2). 
Corollary 3.5. For ν = 1, 2, let Kν be a compact subgroup of GLnν (R). For ν = 1, 2, lν ,mν ∈ Znν ,
there exist Kν-invariant smooth functions H˜
(ν)
lν ,mν
on Rnν such that the conclusions of Lemma 3.4
hold, with H˜
(ν)
lν ,mν
in place of H
(ν)
lν ,mν
, for F in S(Rn) and K1 ×K2-invariant.
Proof. Just take as H˜
(ν)
lν ,mν
the Kν-average of H
(ν)
lν ,mν
. The conclusion is quite obvious. 
We can now give the proof of Proposition 3.2.
Proof of Proposition 3.2. We fix two families, D(1) = (D(1)1 , . . . , D(1)d1 ) and D(2) = (D
(2)
1 , . . . , D
(2)
d2
),
of generators of D(N1)K1 and D(N2)K2 respectively. We keep the same notation when the operators
D
(ν)
j are applied to functions on N = N1 ×N2 by differentiating in the Nν-variables.
Then D = (D(1)1 , . . . , D(1)d1 , D
(2)
1 , . . . , D
(2)
d2
) is a family of generators of D(N)K , K = K1 ×K2,
ΣD = ΣD1 × ΣD2 ⊂ Rd1 × Rd2 ,
and, if G1, G2, G are the corresponding Gelfand transforms, then
G(F1 ⊗ F2) = (G1F1)⊗ (G2F2) .
Identifying N1 and N2 with their Lie algebras, we consider the Ki-invariant functions H˜
(ν)
lν ,mν
,
ν = 1, 2 and lν ,mν ∈ Znν , satisfying the properties of Corollary 3.5.
Given F ∈ S(N)K , we decompose it as
F =
∑
l,m∈Zn
cl,mH˜
(1)
l1,m1
⊗ H˜(2)l2,m2 ,
with coefficients cl,m satisfying (3.3). Then
GF =
∑
l,m∈Zn
cl,mG1H˜(1)l1,m1 ⊗ G2H˜
(2)
l2,m2
.
Since we are assuming that each (Nν ,Kν) satisfies property (S), given any M ∈ N, there are
functions h
(ν,M)
lν ,mν
∈ S(Rdν ), for ν = 1, 2 and lν ,mν ∈ Znν , and an integer AM such that
(i) h
(ν,M)
lν ,mν
coincides with GνH˜(ν)lν ,mν on ΣDν ,
(ii) ‖h(ν,M)lν ,mν ‖S(Rdν ),M ≤ CM‖H˜
(ν)
lν ,mν
‖S(Nν),AM ≤ CM (1 + |lν |+ |mν |)2AM .
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If we set
h
(M)
l,m = h
(1,M)
l1,m1
⊗ h(2,M)l2,m2 ∈ S(Rd) ,
where d = d1 + d2, we have, for any l,m ∈ Zn,
(3.4) ‖h(M)l,m ‖S(Rd),M ≤ CM (1 + |l|+ |m|)2AM .
Combining the rapid decay of the coefficients with the polynomial growth (3.4) of the M -th
Schwartz norm of the h
(M)
l,m , we obtain that
(3.5)
∑
l,m∈Zn
|cl,m|‖h(M)l,m ‖S(Rd),M ≤ CM‖F‖S(N),BM ,
with BM = 2AM + n+ 1.
Given M0 ∈ N, we want to construct a Schwartz extension f (M0) of GF whose M0-th Schwartz
norm is controlled by a constant, independent of F , times ‖F‖S(N),BM0 .
By (3.5), for every M > M0, there exists aM = aM,M0,F ∈ N such that
(3.6)
∑
l,m ∈ Zn
|l|+ |m| ≥ aM
|cl,m|‖h(M)l,m ‖S(Rd),M ≤ 2−M‖F‖S(N),BM0 .
The aM can be inductively chosen to be non-decreasing. Then we define f
(M0) as
f (M0) =
∑
l,m ∈ Zn
|l|+ |m| < aM0+1
cl,mh
(M0)
l,m +
∞∑
M=M0+1
∑
l,m ∈ Zn
aM ≤ |l|+ |m| < aM+1
cl,mh
(M)
l,m .
Clearly, the series converges on ΣD to GF . To show that it defines a Schwartz function on all of
Rd, notice that, for every M1 ∈ N with M1 > M0 and every M ≥M1, we have by (3.6) that∑
l,m ∈ Zn
aM ≤ |l|+ |m| < aM+1
|cl,m|‖h(M)l,m ‖S(Rd),M1 ≤
∑
l,m ∈ Zn
aM ≤ |l|+ |m|
|cl,m|‖h(M)l,m ‖S(Rd),M ≤ 2−M‖F‖S(N),BM0 .
This implies that ‖f‖S(Rd),M1 is finite. Moreover, combining (3.5) and (3.6) together, we have
that
‖f (M)‖S(Rd),M0 ≤ (CM0 + 2−M0)‖F‖S(N),BM0 ,
as required. 
3.2. Quotienting by a subspace of w. In this section, we consider quotients in the derived
algebra and define various the objects attached with them which will be essential in the study of
quotient pairs later on.
3.2.1. Push-forward of functions and differential operators. We consider a general connected and
simply connected nilpotent Lie group N of step two, and a decomposition n = v ⊕ w of its Lie
algebra with w = [n, n]. We consider a non-trivial subspace s of w.
We denote by n′ the quotient algebra n/s and by N ′ the corresponding quotient group. If w′ is
a complement of s in w, i.e. w = w′ ⊕ s, then n′ can be regarded as v⊕w′ with Lie bracket
[v, w]n′ = proj[v, w] ,
where proj denotes the projection of w onto w′ along s. Note that [n′, n′]n′ = w′.
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For any function F ∈ S(N), we define the function RsF ∈ S(N ′) via
(3.7) RsF (v, w′) =
∫
s
F (v, w′ + s) ds .
For any F ∈ S(N) and G ∈ L∞(N ′), we have the identity∫
N ′
RsF (v, w′)G(v, w′) dv dw′ =
∫
N
F (v, w)(G ◦ proj)(v, w) dv dw ,
i.e., Rs is the formal adjoint of the lifting operator from functions on N ′ to functions on N .
Accordingly, given D ∈ D(N), we define RsD ∈ D(N ′) as the operator such that
(3.8)
(
(RsD)G) ◦ proj = D(G ◦ proj) , G ∈ C∞(N ′).
Using the formula for the symmetrisation given in (2.10), we can check easily that
(3.9) D = λ′N (p) ∈ D(N) =⇒ RsD = λ′N ′(p|n′ ) ∈ D(N ′).
Moreover, for F,G ∈ C∞(N), D,D1, D2 ∈ D(N),
(3.10)
Rs(F ∗N G) = (RsF ) ∗N ′ (RsG),
Rs(DF ) = (RsD)(RsF ),
Rs(D1D2) = (RsD1)(RsD2).
3.2.2. Action of a compact group. Keeping the notation above, we also assume that we are given a
compact group K acting by automorphisms on N . Hence we can endow n with a K-invariant inner
product and we choose v = w⊥ in n and w′ = s⊥ in w. Then proj is the orthogonal projection of
w onto w′. We denote by K ′ the stabiliser of s in K and fix Lebesgue measures dv, dw′, ds on v,
w′, s, respectively.
One checks readily that if a Schwartz F is K-invariant, then RsF is also Schwartz and K ′-
invariant, i.e.,
F ∈ S(N)K =⇒ RsF ∈ S(N ′)K′ .
For differential operators, if D ∈ D(N)K then RsD ∈ D(N ′)K′ .
3.2.3. Case of a nilpotent Gelfand pair. We continue with the notation above. Notice that if
(N,K) is a nilpotent Gelfand pair and if K ′ is a subgroup of K which stabilises s, then (N ′,K ′)
is not necessarily a nilpotent Gelfand pair. For future reference (Section 4), we state the following
sufficient condition.
Lemma 3.6. Assume that (N,K) is a nilpotent Gelfand pair and, for generic ζ ′ ∈ w′, the stabiliser
Kζ′ of ζ
′ in K is contained in K ′. Then (N ′,K ′) is a nilpotent Gelfand pair.
Proof. For ζ ′ ∈ w′, the representations piζ′,ω of N defined in Lemma 2.3 factor to N ′ giving all its
irreducible unitary representations. According to Proposition 2.4, (N ′,K ′) is a nilpotent Gelfand
pair if and only if, for generic ζ ′, ω, the representation space decomposes without multiplicities under
the action of K ′ζ′ . Under the present hypotheses, this condition is satisfied because K
′
ζ′ = Kζ′ . 
In the case that both (N,K) and (N ′,K ′) are nilpotent Gelfand pairs, we can define a map
(denoted Λs below) between the Gelfand spectra.
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Proposition 3.7. Let (N,K) be a nilpotent Gelfand pair. We consider a non-trivial subspace s of
the derived algebra w of n and a subgroup K ′ of K which stabilises s. Suppose that (N ′,K ′) is a
nilpotent Gelfand pair, where n′ = n/s.
If ϕ′ is a bounded spherical function on N ′, then the function Λsϕ′ defined via
Λsϕ′(v, w) =
∫
K
(ϕ′ ◦ proj)(kv, kw) dk , (v, w) ∈ N,
is a bounded spherical function on N . This defines a map Λs : Σ(N ′,K ′) → Σ(N,K) which is
continuous.
Denoting by G and G′ the spherical transform of (N,K) and (N ′,K ′), we have
∀F ∈ S(N)K , ∀ϕ′ ∈ Σ(N ′,K ′) G′(RsF )(ϕ′) = G(F )(Λsϕ′).
Proof. We keep the notation of the statement. One checks easily that Λsϕ′ is a bounded smooth
K-invariant function on N which is equal to 1 at 0. It remains to see that it is an eigenfunction
for every D ∈ D(N)K and, for this, we compute easily using (3.8):
D(Λsϕ′)(v, w) =
∫
K
D(ϕ′ ◦ proj)(kv, kw) dk
=
∫
K
(
(RsD)ϕ′) ◦ proj(kv, kw) dk
= ξ Λsϕ′(v, w) ,
where ξ = ξ(RsD,ϕ′). This proves that Λsϕ′ is a bounded spherical function for (N,K). Hence
the map Λs is well defined. One checks easily the continuity of Λs for the compact-open topology.
For any F ∈ S(N)K and ϕ′ ∈ Σ(N ′,K ′), we have
G(F )(Λsϕ′) =
∫
v×w
F (v, w)(ϕ′ ◦ proj)(v, w)dvdw
=
∫
v×w′
RsF (v, w′)ϕ′(v, w′)dvdw′
= G′(RsF )(ϕ′).
This shows the last property of the statement. 
Keeping the notation of Proposition 3.7, we see that we have also obtained the following relation
between tuples of eigenvalues associated with ϕ′ and Λsϕ′:
(3.11) ∀D ∈ D(N)K ξ(D,Λsϕ′) = ξ(RsD,ϕ′) .
In particular, this implies that the map Λs is smooth in the following sense:
Proposition 3.8. In the setting of Proposition 3.7, let D, resp. D′, be a d-tuple, resp. a d′-tuple,
of operators generating the algebra D(N)K , resp. D(N ′)K′. Then Λs, regarded as a map from Σ′D′
to ΣD, is the restriction of a polynomial map from Rd
′
to Rd.
Proof. Let D = (D1, . . . , Dd) and D′ = (D′1, . . . , D′d′). For each j = 1, . . . , d, RsDj ∈ D(N ′)K
′
.
Hence there exists a polynomial pj in d
′ variables such that RsDj = pj(D′). By (3.11), given a
K ′-spherical function ϕ′ on N ′ with d′-tuple of eigenvalues ξ′, we have
ξ(Dj ,Λ
sϕ′) = pj(ξ′) . 
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Parametrising the bounded spherical function as in (2.4) and keeping the notation of Lemma 2.3,
we can describe the image of Λs in the following way.
Proposition 3.9. In the setting of Proposition 3.7, let ϕ′ = ϕ′ζ,ω,ν be a bounded spherical function
on N ′ as in (2.4), where ζ ∈ w′, ω ∈ rζ and V ′(ν) an irreducible K ′ζ,ω-invariant subspace of the
representation space Hζ . If V (µ) is the irreducible Kζ,ω-invariant subspace containing V ′(ν), we
have:
Λsϕ′ζ,ω,ν = ϕζ,ω,µ.
In particular, the image of Λs consists of those ϕ ∈ Σ which can be expressed as ϕζ,ω,µ for some
ζ ∈ w′.
Proof. Let pi′ζ,ω be the representation of N
′ associated with (ζ, ω) as in Lemma (2.3). As ζ ∈ w′ =
s⊥, one checks easily that ω ∈ v is in the ζ-radical for n and n′. Hence we can also consider the
unitary irreducible representation piζ,ω of N . Lemma (2.3) implies easily that pi
′
ζ,ω = (piζ,ω)|N ′ and
furthermore that
piζ,ω = pi
′
ζ,ω ◦ proj.
By (2.4), the spherical function ϕ′ζ,ω,ν ∈ Σ(N ′,K ′) is given via
ϕ′ζ,ω,ν(v, w) =
1
dimV ′(ν)
∫
K′
tr
(
pi′ζ,ω(hv, hw)|V ′(ν)
)
dh , (v, w) ∈ N ′.
Hence, for any (v, w) ∈ N , we have
Λsϕ′ζ,ω,ν(v, w) =
1
dimV ′(ν)
∫
K
tr
(
piζ,ω(kv, kw)|V ′(ν)
)
dk .
As K ′ζ,ω ⊂ Kζ,ω, the decomposition Hζ =
∑
ν∈X′ζ,ω V
′(ν) is a refinement of Hζ =
∑
µ∈Xζ,ω V (µ).
Since both decompositions are multiplicity-free, each V (µ) is a finite union of V ′(ν). We observe
that, by Schur’s lemma, for every µ ∈ Xζ,ω and every unit element e ∈ V (µ), we have∫
K
〈piζ,ω(kv, kw)e, e〉 dk = 1
dimV (µ)
∫
K
tr
(
piζ,ω(kv, kw)|V (µ)
)
dk , (v, w) ∈ N.
Consequently, when V ′(ν) ⊂ V (µ), we have:
1
dimV ′(ν)
∫
K
tr
(
piζ,ω(kv, kw)|V ′(ν)
)
dk =
1
dimV (µ)
∫
K
tr
(
piζ,ω(kv, kw)|V (µ)
)
dk,
and thus Λsϕ′ζ,ω,ν = ϕζ,ω,µ. 
Propositions 3.7-3.9 will be an essential tool in Section 4.2 to understand the local identifications
between the spectrum of a given nilpotent Gelfand pair (N,K) and those of its quotient pairs. At
the moment, we use these results to conclude the present section with the proof of Proposition 3.3.
3.3. Proof of Proposition 3.3.
We keep the same notation of Section 3.2 for N, n = v ⊕ w, s ⊂ w, N ′,Rs,K. We suppose
furthermore that (N,K) is a nilpotent Gelfand pair and that the subspace s is invariant under K.
The group K ′ stabilising s is then K itself. It is proved in [26] that (N ′,K) is a nilpotent Gelfand
pair.
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Simplifying the proof of Proposition 3.7, one easily checks that, under these assumptions, if ϕ′
is spherical and bounded on N ′, then ϕ′ ◦ proj is also spherical and bounded on N . Moreover, the
map Λs in Proposition 3.7 reduces to composition with proj, that is,
Λsϕ′ = ϕ′ ◦ proj.
In particular, Λs is injective and admits a simple realisation once we choose suitable generators for
D(N)K and D(N ′)K in the following way. We fix a Hilbert basis (ρ1, . . . , ρd′) of K-invariants on
v⊕w′, and complete it into a Hilbert basis (ρ1, . . . , ρd′ , ρd′+1, . . . , ρd) of K-invariants on n, where
each of the added polynomials ρd′+1(v, w
′ + s), . . . , ρd(v, w′ + s) vanishes for s = 0. Applying the
symmetrisation (2.10) on N and N ′ respectively, we obtain the generating systems of differential
operators
D = (D1, . . . , Dd) , D′ = (D′1, . . . , D′d′) ,
on N and N ′ respectively. The equality in (3.9) implies that
RsDj =
{
D′j if j = 1, . . . , d
′ ,
0 if j = d′+1, . . . , d .
The link between the eigenvalues associated with ϕ′ and Λsϕ′ in (3.11) then yields ξ(Λsϕ′) =(
ξ(ϕ′), 0
)
. This shows that, if the Gelfand spectra are realised with D and D′, the map Λs becomes
the injection ξ′ 7−→ (ξ′, 0) from ΣD′ ⊂ Rd′ into ΣD ⊂ Rd. This allows us to consider ΣD′ × {0} as
a subset of ΣD.
Let G and G′ be the spherical transforms of (N,K) and (N ′,K ′) respectively. We fix a smooth and
compactly supported function ψ on s with integral 1. Hence for any F ∈ S(N ′)K , (F⊗ψ)(v, w′+s) =
F (v, w′)ψ(s) defines a Schwartz function F ⊗ψ ∈ S(N)K with Rs(F ⊗ψ) = F , and, by Proposition
3.7, we have G′F (ϕ′) = G(F ⊗ ψ)(Λsϕ′) for any ϕ′ ∈ Σ(N ′,K). Realising the Gelfand spectra as
ΣD and ΣD′ , we have obtained
(3.12) G′F (ξ′) = G(F ⊗ ψ)(ξ′, 0) for any ξ′ ∈ ΣD′ .
One checks readily that the map F 7→ F ⊗ ψ is continuous and linear from S(N ′)K to S(N)K .
We now assume that (N,K) satisfies property (S). This means that G : S(N)K → S(ΣD) is an
isomorphism of Fre´chet spaces. Consequently, for any F ∈ S(N ′)K , G(F⊗ψ) extends to a Schwartz
function f ∈ S(Rd). The equality in (3.12) implies that G′F extends to the function ξ′ 7→ f(ξ′, 0)
which is in S(Rd′). Together with (2.9), this shows that (N ′,K) satisfies property (S), and this is
the desired conclusion.
4. Quotient pairs, slices and radialisation
In this section, we define the notion of quotient pairs which appears in the formulation of property
(S). In order to prove that they are nilpotent Gelfand pairs, we must appeal to the slice theorem
for actions of compact Lie groups on vector spaces. This is done in Sections 4.1 and 4.2, where
the related notion of radialisation of a function on a slice is also presented. In Section 4.3 we
fix convenient Hilbert bases which will be used in Section 4.4 to establish relations between the
Gelfand spectrum of (N,K) and that of a quotient pair.
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We fix a nilpotent Gelfand pair (N,K). Given a point t ∈ w, we define the two following
subspaces of w:
tt := k · t and wt := (k · t)⊥.
Here k is the Lie algebra of K thus tt is the tangent space in t to the K-orbit K · t in w. As the
action of k is skew adjoint, we have t ∈ wt. With respect to the decomposition w = w0 ⊕ wˇ in
(2.12), we also have wˇ ⊂ wt.
In order to avoid the trivial situation tt = {0},wt = w, we also assume t 6∈ wˇ. So, for t ∈ w \ wˇ,
we consider the quotient algebra
nt := n/tt,
denoting the canonical projection by projt. Notice however that the decomposition
w = tt ⊕wt
only depends on the w0-component of t.
As in Section 3.2, we regard nt as v⊕wt, with Lie bracket [v, v′]nt = projt[v, v′]. By Nt we denote
the quotient group N/ exp tt.
We observe that the subspaces tt and wt of w are invariant under the action of the stabiliser Kt
of t in K. Hence, passing to the quotient, we obtain an action of Kt on Nt. We call (Nt,Kt) a
quotient pair of (N,K).
4.1. Generalities on slices and radialisation. We start this section by recalling some known
facts about action of a compact groups on a vector space and the notion of slices.
A construction of a slice for a compact group action goes back to Gleason [15]. We will need the
“linear” version of the slice theorem.
Theorem 4.1. Let W be a Euclidean vector space and let K be a compact real Lie group K acting
orthogonally on W . For any x ∈ W , we denote by Kx the stabiliser of x in K and by (k · x)⊥ the
normal space to the orbit Kx at x. There is an open and Kx-invariant (Euclidean) neighbourhood
Sx of 0 in (k · x)⊥ such that the K-equivariant map
σ : K ×Kx Sx −→W,
given by σ(k, y) = k(x+y), is a diffeomorphism of K×KxSx onto the open neighbourhood K(x+Sx)
of Kx.
We call Sx a slice at x. The notation K ×Kx Sx stands for the quotient of K × Sx modulo the
action of Kx, i.e., (kk
′, x) is equivalent to (k, k′x) for k′ ∈ Kx.
The proof of Theorem 4.1 can be found, for instance, in [4, Ch. 2, Section 5], in particular, see
Corollary 5.2 therein. The theorem has the following almost immediate consequence (for part (i),
see e.g. [4, Ch. 2, Sections 4, 5]).
Corollary 4.2. We keep the notation of Theorem 4.1.
(i) For every y ∈ x+ Sx we have the inclusion Ky ⊂ Kx, more explicitly Ky = (Kx)y.
(ii) Two points in x+ Sx are conjugate under K if and only if they are conjugate under Kx.
(iii) Suppose that f is a Kx-invariant smooth function on x + Sx. Then f extends in a unique
way to a smooth K-invariant function f rad on K(x+ Sx).
We call f rad the radialisation of f .
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Remark 4.3. This notion of radialisation extends the one used in [9] to general pairs, including
the rank-one pairs considered in [10]. We notice that the arguments in the rest of this paper will
not rely on the results of [10], which in fact are being given a different proof.
We also have the following consequence in terms of Hilbert bases. Let ρ = (ρ1, . . . , ρdρ) be a
bi-homogeneous real Hilbert basis for the orthogonal action of a compact real Lie group K on a
Euclidean vector space W . We fix a point x ∈ W and we consider a bi-homogeneous real Hilbert
basis τ = (τ1, . . . , τdτ ) for the action of the stabiliser Kx of x in K on the normal space (k · x)⊥ to
the orbit Kx at x. By the properties of Hilbert bases, there exists a polynomial map P : Rdτ → Rdρ
such that ρ|(k·x)⊥ = P ◦ τ on (k · x)⊥.
The next statement says that P admits a smooth right-inverse on a slice at x. In order to
formulate it precisely, we need to introduce the space
(4.1) O(W ) = {f : W −→ C : ∀α ∃ pα ∈ P(W ) s.t. |∂αf | ≤ pα}.
A scalar (or vector-valued) function is called a slowly increasing smooth function if it (or each of
its components) is in O(W ).
Corollary 4.4. Let Sx be an open Kx-invariant neighbourhood of 0 in (k · x)⊥ as in Theorem 4.1.
Then x + Sx ⊂ (k · x)⊥. Let U be a Euclidean neighbourhood of x such that U is Kx-invariant,
relatively compact and strictly included in x + Sx. There exists a slowly increasing smooth map
Ψ : Rdρ → Rdτ such that τ = Ψ ◦ ρ on U , i.e.,
∀w ∈ U, τ (w) = Ψ(ρ(w)).
Hence P ◦Ψ = id on ρ(U).
Proof. As the action of K is orthogonal, one checks easily that x ⊥ k · x thus x+ Sx ⊂ (k · x)⊥.
Let χ ∈ C∞c (x+Sx) be Kx-invariant and equal to 1 on U . For j = 1, . . . , dτ , thanks to Corollary
4.2, we may define uj ∈ C∞(W ) via
uj(w) =
{
(χτj)
rad(w), if w ∈ K(x+ Sx)
0 if w 6∈ K(x+ Sx).
By G. Schwarz’s theorem [22], there exists a smooth function Ψj ∈ C∞(Rdρ) such that uj = Ψj ◦ρ
on W . Writing u = (u1, . . . , udτ ) and Ψ = (Ψ1, . . . ,Ψdτ ), we see that on U , τ = u = Ψ ◦ ρ.
Using the homogeneity properties of the two bases, it is possible to construct Ψ homogeneous
under dyadic scaling, hence with polynomial growth in all derivatives, cf. [2]. 
4.2. The Gelfand spectrum of a quotient pair. We first observe that the quotient pairs defined
at the beginning of Section 4 are Gelfand.
Corollary 4.5. Assume that (N,K) is a nilpotent Gelfand pair. Then, for every t ∈ w \ wˇ, also
(Nt,Kt) is a nilpotent Gelfand pair.
Proof. By Corollary 4.2, Part (i), we can apply Lemma 3.6 with w′ = wt. 
We will denote by Σ, resp. Σt, the Gelfand spectrum of (N,K), resp. of its quotient pair
(Nt,Kt). We also write Rt instead of Rtt and
Λt : Σt → Σ
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instead of Λtt for the continuous mapping defined in Proposition 3.7.
We denote by Gt the Gelfand spectrum of the pair (Nt,Kt). By Proposition 3.7, we have, for
any F ∈ S(N)K ,
(4.2) Gt(RtF ) = (GF ) ◦ Λt .
Also recall that, by Proposition 3.8, Λt is the restriction of a polynomial map when regarded as a
map from ΣtDt to ΣD, for given generating systems D and Dt in D(N)K and D(Nt)Kt respectively.
4.3. Choice of Hilbert bases on n and nt. We continue with the setting of Section 4.2. We
choose Hilbert bases ρ and ρt of (N,K) and (Nt,Kt) satisfying (i)-(iv) of Section 2.6. Denote
by ρ(k), resp. ρ
t
(k) the invariants in ρ, resp. ρ
t, which have degree k in the v-variables (in the
ordinary sense). Then ρ(0) = ρw and ρ
t
(0) = ρ
t
wt . We label the elements in ρ(k) as (ρk,1, . . . , ρk,d(k)).
Similarly ρt(k) = (ρ
t
k,1, . . . , ρ
t
k,dt
(k)
).
The basic properties of Hilbert bases implies that the restriction of an element of ρ to nt can
be expressed as a polynomial in the elements of ρt. Necessarily, for polynomials only in w, the
restrictions must be of the form:
(4.3) ρ0,j |wt = Q0,j ◦ ρ
t
(0)
whereas for non-zero v-degrees k ∈ N, we have
(4.4) ρk,j |nt =
dt
(k)∑
`=1
(Qk,j,` ◦ ρt(0)) ρtk,` + Rk,j ◦ (ρt(0), . . . ,ρt(k−1))
where the Q’s and the R’s are polynomials, with Rk,j(ρ
t
(0), . . . ,ρ
t
(k−1)) of degree k in v.
In an analogous way, we split D = λ′N (ρ) and the corresponding d-tuples of eigenvalues as
(4.5) D = (D(k))k∈N, ξ = (ξ(k))k∈N ∈ Rd,
with D(k) = λ′N (ρ(k)), and similarly, with Dt = λ′Nt(ρt),
(4.6) Dt = (Dt(k))k∈N, ξt = (ξt(k))k∈N ∈ Rdt .
We apply the symmetrisation λ′Nt to both sides of (4.3) and (4.4).
By Lemma 2.9, for polynomials p on n which only depend on w, we have the identity λ′(p) =
p(i−1∇w), and similarly on nt. It follows that
(4.7) RtD0,j = Q0,j(Dt(0)).
For v-degrees k 6= 0, we have
(4.8) RtDk,j =
dt
(k)∑
`=1
Qk,j,`(Dt(0)) Dtk,` + R′k,j(Dt(0), . . . ,Dt(k−1)).
The polynomials Q0,j in (4.7) and Qk,j,l in (4.8) are the same as in (4.3) and (4.4) respec-
tively. However the polynomials Rk,j in (4.4) have to be modified to take into account the
lower-order terms in Lemma 2.9 produced by symmetrisation. Degree considerations imply that
λ′
(
Rk,j(ρ
t
(0), . . . ,ρ
t
(k−1))
)
is a polynomial R′k,j in Dt(0), . . . ,Dt(k−1) only.
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As in Section 2.3, to each spherical function ϕt ∈ Σ(Nt,Kt), we associate the Dt-eigenvalues
ξt = ξt(ϕt) ∈ Rdt which we split into ξt = (ξt(k))k∈N, see (4.6). Applying ϕt to (4.7) and (4.8), we
obtain by (3.11):
By (3.11), the relations (4.7) and (4.8) extend to relations between tuples of eigenvalues of pairs
of corresponding spherical functions under Λt. Precisely, given ξt ∈ ΣtDt as in (4.6), the point
ξ = Λtξt ∈ ΣD is given by
(4.9) ξ0,j = Q0,j(ξ
t
(0)) and ξk,j =
dt
(k)∑
`=1
Qk,j,`(ξ
t
(0))ξ
t
k,` + R
′
k,j(ξ
t
(0), . . . , ξ
t
(k)).
We have obtained the following property:
Lemma 4.6. When realising the spectra of (N,K) and (Nt,Kt) as ΣD and ΣtDt respectively, the
map Λt is given by Λt(ξt) = ξ where ξt = (ξt(k))k∈N, ξ = (ξ(k))k∈N as in (4.5), (4.6) and the
components of each ξ(k) are given by (4.9).
4.4. Slices and radialisation applied to quotient pairs. We will apply the results of Sections
3.2 and 4.1 to prove that the map Λt can be locally inverted by means of smooth functions on the
set of spherical functions ϕζ,ω,µ with ζ close to t.
We continue with the notation of Sections 4.2 and 4.3 regarding quotient pairs (Nt,Kt) and the
choice of Hilbert bases ρ and ρt. For each t ∈ w \ wˇ, let St ⊂ wt be a slice at t in w.
The first step consists in expressing locally the elements of ρt as smooth functions of ρ. We
decompose ξ ∈ Rd as ξ = (ξ(k))k≥0, ξt ∈ Rdt as (ξt(k))k≥0 as in Section 3.2, and express Φ(ξ) as(
Φ(k)(ξ)
)
k≥0.
Proposition 4.7. Let (N,K) be a nilpotent Gelfand pair, t ∈ w \ wˇ and U be a Euclidean neigh-
bourhood of t, Kt-invariant and relatively compact in t+ St.
Then there exists a slowly increasing smooth function Φ : Rd → Rdt such that
ρt = Φ ◦ ρ on v× U,
and, denoting by Φ(k) the component of Φ with values in R
dt
(k),
(1) Φ(0) only depends on ξ(0),
(2) for k > 0, Φ(k) only depends on (ξ(0), . . . , ξ(k)) and each of its component has the form
(4.10) Φk,j(ξ) = Φk,j(ξ(0), . . . , ξ(k)) =
dk(0)∑
`=1
Φk,j,`(ξ(0))ξk,` +
∑
α
Ψk,j,α(ξ(0))ξ
α1
(1)ξ
α2
(2) · · · ξ
α(k−1)
(k−1) ,
where Φk,j,`,Ψk,j,α ∈ O(Rd(0)) and the summation is extended to those α such that the
polynomial ρα1(1)ρ
α2
(2) · · ·ρ
α(k−1)
(k−1) has degree k in v.
The proof of Proposition 4.7, given below, makes use of the following consequence of the G.
Schwarz theorem [22], which can be shown by adapting the arguments in [11, Prop. 2.1]. We recall
that the space O(w) of slowly increasing smooth functions has been defined in (4.1).
Lemma 4.8. We have the identity(P(v)⊗O(w))K = P(n)KO(w)K ,
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i.e., every function ψ ∈ (P(v)⊗O(w))K can be decomposed as a finite sum
(4.11) ψ(v, w) =
∑
α
uα(ρ(0))ρ
α1
(1)ρ
α2
(2) · · ·ρ
αk¯
(k¯)
,
with uα ∈ O(w)K .
Proof of Proposition 4.7. The existence of Φ(0) follows directly from Corollary 4.4 applied toW = w
and the Hilbert bases ρ(0), ρ
t
(0).
Formula (4.10) is proved with the following modification of the proof of Corollary 4.4. For k > 0
we regard v×St as a slice at (0, t) in v⊕w. Let χ ∈ C∞c (t+St) be Kt-invariant and equal to 1 on
U . The radialisation of χρtk,` is a smooth K-invariant function on v×w.
Since (χρtk,`)
rad(v, gw) = χ(w)ρtk,`(g
−1v, w) for w ∈ t+St and g ∈ K, (χρtk,`)rad is a homogeneous
polynomial of degree k in the v-variable for every w, i.e., in
(P(v)⊗O(w))K . Then (4.10) follows
from Lemma 4.8 and homogeneity considerations. 
The parametrisation of bounded spherical functions in (2.7) together with the slice properties in
Theorem 4.1 and Corollary 4.2 implies the ‘local bijectivity’ of Λt between the subsets of the two
spectra where the parameter ζ can be taken in t+ St.
Proposition 4.9. For each t ∈ w \ wˇ, let St ⊂ wt be a slice at t in w. The map Λt is a bijection
from the set
Att = {ϕtζ,ω,µ : ζ ∈ t+ St, ω ∈ rζ , µ ∈ Xζ,ω} ⊂ Σt
onto the set
At = {ϕζ,ω,µ : ζ ∈ t+ St, ω ∈ rζ , µ ∈ Xζ,ω} ⊂ Σ.
Proof. For ζ ∈ t + St, Kζ = (Kt)ζ by Corollary 4.2 (i). Consequently, K(ζ,ω) = (Kt)(ζ,ω) for any
ω ∈ rζ , so that the decomposition of Hζ is the same. The K-equivariance of spherical function, see
(2.5), implies that the spherical function ϕζ,ω,µ ∈ Σ given in (2.4) with ζ ∈ K · (t+St), i.e. ζ = kζt
with ζt ∈ t+ St ⊂ wt satisfy
ϕζ,ω,µ = ϕkζt,ω,µ = ϕζt,k−1ω,µ = Λ
tϕζt,k−1ω,µ.
This easily implies the statement. 
Note that Lemma 4.6 already described the map Λt, but in terms of the embeddings ΣD, ΣtDt of
the two spectra, whereas Proposition 4.9 states the existence of the inverse map Λ−1t : At −→ Att.
In the next section we described Λ−1t : At −→ Att in terms of the embeddings ΣD, ΣtDt .
4.5. Extension of the symmetrisation. The next step consists in transforming the relations
between the two Hilbert bases ρ,ρt obtained in Proposition 4.7 into relations among the corre-
sponding differential operators. In order to do so, we need to extend the notion of symmetrisations
to functions that are not polynomials in w.
We continue with the notation of Section 4.2 regarding quotient pairs (Nt,Kt) of a given nilpotent
pair (N,K) and the choice of Hilbert bases ρ and ρt and their symmetrisations D = λ′N (ρ),
Dt = λ′Nt(ρt). For each t ∈ w \ wˇ, let St ⊂ wt be a slice at t in w, and let U be an open,
relatively compact, Kt-invariant neighbourhood of t in t+St; we also consider the smooth function
Φ : Rd → Rdt described in Proposition 4.7.
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Observe first of all that, for q ∈ P(w), the operator λ′N (q) = q(i−1∇w) can be expressed as a
Fourier multiplier operator in the w-variables:
λ′N (q)F = F−1w (qFwF ),
where Fw denotes the partial Fourier transform of F in w,
(4.12) FwF (v, w′) =
∫
w
F (v, w)e−i〈w,w
′〉 dw.
In this form, we can replace the polynomial q by any slowly increasing smooth function u ∈ O(w)
and set
(4.13) λ′N (u)F = F−1w (uFwF ) = F ∗ (δ0 ⊗F−1u) = (δ0 ⊗F−1u) ∗ F.
We are using the fact that O(w) can be identified as the space of pointwise multipliers of S(w)
into itself [23].
The operators λ′N (u) are central, which allows a linear extension of λ
′
N to P(v) ⊗ O(w): if
ψ =
∑
j pj ⊗ uj with pj ∈ P(v), uj ∈ O(w) and Dj = λ′N (pj), then
(4.14)
λ′N (ψ)F =
∑
j
λ′N (pj)λ
′
N (uj)F
=
∑
j
Dj
(
F ∗ (δ0 ⊗F−1uj)
)
=
∑
j
(DjF ) ∗ (δ0 ⊗F−1uj)
)
.
Notice that
• formula (4.14) also makes sense for F ∈ S ′(N);
• λ′N (ψ) is K-invariant if and only if ψ is K-invariant.
• if ψ(v, w) = p(v, w)u(w) with p ∈ P(n) and u ∈ O(w), then λ′N (ψ) = λ′N (p)λ′N (u);
• if ψ is as above and piζ,ω is the representation ofN defined in Lemma 2.3, then, for F ∈ S(N),
piζ,ω
(
λ′N (ψ)F
)
= u(ζ)piζ,ω(F )dpiζ,ω
(
λ′N (p)
)
.
We then set
(4.15) dpiζ,ω
(
λ′N (ψ)
)
= u(ζ)dpiζ,ω
(
λ′N (p)
)
.
Lemma 4.10. Let ϕζ,ω,µ be the spherical function (2.4). Then, given ψ =
∑
j pj(v, w)uj(w) in(P(v)⊗O(w))K , with pj ∈ P(n)K , uj ∈ O(w)K , we have
λ′N (ψ)ϕζ,ω,µ =
(∑
j
ξ
(
λ′N (pj), ϕζ,ω,µ
)
uj(ζ)
)
ϕζ,ω,µ.
Proof. We have
λ′N (ψζ,ω,µ)ϕζ,ω,µ =
∑
j
ξ
(
λ′N (pj), ϕζ,ω,µ
)
λ′N (uj)ϕζ,ω,µ.
By (2.4) and the definition of piζ,ω in Lemma 2.3,
ϕζ,ω,µ(v, w) =
1
dimV (µ)
∫
K
tr
(
piζ,ω(kv, kw)|V (µ)
)
dk
=
1
dimV (µ)
∫
K
tr
(
piζ,ω(kv, 0)|V (µ)
)
ei〈k
−1ζ,w〉 dk.
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Hence Fwϕζ,ω,µ is a measure6 supported on v×Kζ.
Then, for each j, ujFwϕζ,ω,µ = uj(ζ)Fwϕζ,ω,µ and therefore
λ′N (uj)ϕζ,ω,µ = uj(ζ)ϕζ,ω,µ. 
Hence we may consider λ′N (Φ◦ρ) component-wise and the extension of the properties in Lemma
2.9 yields:
(1) For k = 0, observing that Φ(0) ◦ ρ(0) ∈ O(w) by Corollary 4.4, we have
λ′N (Φ(0) ◦ ρ)F = λ′N (Φ(0) ◦ ρ(0))F = F−1w
(
(Φ(0) ◦ ρ(0))FwF
)
.
We can formally write
λ′N (Φ(0) ◦ ρ) = (Φ(0) ◦ ρ(0))(i−1∇w) = Φ(0)(D(0)).
(2) For k > 0, observing that λ′N (ρ
α1
(1) · · ·ρ
α(k−1)
(k−1) ) equals Dβ1(1) · · · D
β(k−1)
(k−1) plus K-invariant terms
of lower order in v, we have
(4.16)
λ′N (Φk,j ◦ ρ) =
dk0∑
`=1
Φk,j,`(D(0))Dk,` +
∑
α
Ψk,j,α(D(0))
)
λ′N (ρ
α1
(1) · · ·ρ
α(k−1)
(k−1) )
=
dk0∑
`=1
Φk,j,`(D(0))Dk,` +
∑
β
Ψ′k,j,β(D(0))Dβ1(1) · · · D
β(k−1)
(k−1) ,
where Ψ′k,j,β ∈ O(Rd(0)) and the last summation ranges over the multiindices β such that
the order in v of Dβ1(1) · · · D
β(k−1)
(k−1) is not greater than k (recall that the order is meant in the
usual sense and not as a degree of homogeneity).
We will need the following observations concerning the interactions of the extended symmetrisa-
tions λ′N , λ
′
Nt
with Rt.
For ψ ∈ P(v)⊗O(w) we define Rtλ′N (ψ) via the same formula as in (3.9):
Rtλ′N (ψ) = λ′Nt(ψ|nt).
It is not hard to verify that the last two identities in (3.10) remain true if D (resp. D1, D2) is
replaced by λ′N (ψ) (resp. λ
′
N (ψ1), λ
′
N (ψ2)) with ψ,ψ1, ψ2 ∈ P(v)⊗O(w).
Furthermore, if we apply Rt(λ′N (ψ)) to a spherical function ϕtζ,ω,µ as in (2.4) with ζ ∈ U , it
follows from Lemma 4.10 that
Rt(λ′N (ψ))ϕtζ,ω,µ = λ′Nt(ψ|nt)ϕtζ,ω,µ = λ′Nt(χ ψ|n′)ϕtζ,ω,µ = Rt(λ′N (χradψ))ϕtζ,ω,µ
where χ ∈ C∞c (nt) is Kt-invariant and equal to 1 on v × U and supported in v × (t + St). Since
χ Φ ◦ ρ|nt = χ ρt by Proposition 4.7 and λ′Nt(ρt) = Dt, the observations above yield
Rt(λ′N (Φ ◦ ρ|nt ))ϕtζ,ω,µ = Dtϕtζ,ω,µ, ξ ∈ U.
6It can be formally written as
Fwϕζ,ω,µ = 1
dimV (µ)
∫
K
tr
(
piζ,ω(kv, 0)|V (µ)
)
δk−1ζ(w) dk.
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We can also extend (3.11) to obtain that the Dt-eigenvalues ξt of ϕt = ϕtζ,ω,µ are equal to the
eigenvalues of ϕ = ϕζ,ω,µ for λ
′
N (Φ ◦ ρ). Consequently, ξt = (ξt(k))k ∈ Rdt satisfies
(4.17)
{
ξt(0) = Φ(0)(ξ(0))
ξtk,j =
∑d(k)
`=1 Φk,j,`(ξ(0))ξk,` +
∑
β Ψ
′
k,j,β(ξ(0))ξ
β1
(1) · · · ξ
β(k−1)
(k−1) , (k > 0)
where ξ(k) = (xk,1, . . . , xk,d(k)). The functions Φk,j,` and Ψ
′
k,j,β are slowly increasing and were given
in Proposition 4.7 and in (4.16) respectively.
We have thus obtained the expression for the local inverse of Λt announced after Proposition 4.9:
Lemma 4.11. We keep the notation above and realise Λt as a map from ΣtDt to ΣD, i.e. Λ
t(ξt) = ξ
with ξt = (ξt(k))k∈N ∈ ΣtDt and ξ = (ξ(k))k∈N ∈ ΣD; the splittings are as in (4.5) and (4.6). Let
At,D ⊂ ΣD, Att,D ⊂ ΣtDt the sets introduced in Proposition 4.9, so that there exists (Λt)−1 : At,D −→
Att,D. Then the components of ξ
t = (Λt)−1(ξ) are given by (4.17).
5. Extending Gelfand transforms on S0(N)K
The analysis developed in Section 4 allows us to give a first result towards property (S). More
precisely, we will be concerned with the space S0(N) of Schwartz functions with vanishing moments
of any order in the w0-variables. In order to define this notion, we recall the decomposition
w = w0 + wˇ in (2.12), where w0 denotes the orthogonal complement in w to the subspace wˇ of
K-fixed elements. We will write w ∈ w as w0 +u with w0 ∈ w0, u ∈ wˇ. We then say that a function
F has vanishing moment of order β ∈ Ndw0 in the w0-variables if∫
w0
wβ0F (v, w0, u) dw0 = 0 ,
for every v ∈ v, u ∈ wˇ.
In this section we prove the following statement.
Proposition 5.1. Let (N,K) be a nilpotent Gelfand pair. We assume that all the quotient pairs
(Nt,Kt) for t ∈ w0 \ {0} satisfies (S). Let D be a generating system in D(N)K .
If F ∈ S0(N)K , then its spherical transform can be extended from ΣD to a function f ∈ S(Rd).
Furthermore, if we choose D = λ′(ρ) where ρ = (ρw0 ,ρwˇ,ρv,ρv,w0) is a Hilbert basis satisfying
(i)-(iv) in Section 2.6, then f can be chosen vanishing with all its derivatives on {0}×Rdwˇ ×Rdv ×
Rdv,w0 .
In Section 5.1, we define the projection of the Gelfand spectrum onto ρw(w). In Section 5.2,
we prepare a technical tool which yields a partition of unity on ρw0(w0). In Section 5.3, we give
equivalent descriptions of S0(N)K . Eventually in Section 5.4, we prove Proposition 5.1.
5.1. The projection Π. If q is a polynomial on w, then λ′(q) = q(i−1∇w) by Lemma 2.9 Part (4)
and one checks readily that for any bounded spherical function ϕ = ϕζ,ω,µ given via (2.4), we have
λ′(q)ϕ = q(i−1∇w)ϕ = q(ζ)ϕ.
Applying this to the polynomials in ρw, we obtain
ξw(ϕ) = ρw(ζ) , ϕ = ϕζ,ω,µ ∈ Σ.
This gives the following.
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Lemma 5.2. Let ρ be a bi-homogeneous Hilbert basis ρ of a nilpotent Gelfand pair (N,K) which
splits as ρ = (ρw0 ,ρwˇ,ρv,ρv,w0). The canonical projection Π from R
d onto Rdw restricts to a
surjective map
Π|ΣD : ΣD −→ ρw(w) ,
and, for ξw ∈ ρw(w),
Π−1|ΣD
(ξw) =
{
ξ(ϕζ,ω,µ) : ρw(ζ) = ξw
}
.
In particular, the map which assigns to a spherical function ϕζ,ω,µ ∈ Σ(N,K) the value ρw(ζ) ∈
Rdw is continuous.
As ρw is a Hilbert basis on w for the action of K, ρw(w) is homeomorphic to the orbit space
w/K. Since ρw = (ρw0 ,ρwˇ) and ρwˇ consists of a set of coordinate functions on wˇ, we have:
ρw(w) = ρw0(w0)× Rdwˇ ,
and ρw0(w0) is homeomorphic to the orbit space w0/K.
As the polynomials in ρw0 are homogeneous, 0 ∈ ρw0(w0). The pre-image
(5.1) Π−1|ΣD
(
{0} × Rdwˇ
)
,
in ΣD of {0}×Rdwˇ ⊂ ρw0(w0)×Rdwˇ under Π will play a special roˆle in the proof of Proposition 5.1.
5.2. Partitions of unity. The constructions in Section 4.4 present a natural homogeneity with
respect to the dilations on w0, as well as translation-invariance with respect to wˇ. Precisely if, for
t0 ∈ w0 \ {0}, the conclusions of Proposition 4.7 are satisfied on a wt0-neighbourhood U ⊂ t0 + St0
of t0, then they are also satisfied
(i) on the neighbourhood δU of δt0, for δ > 0;
(ii) on the neighbourhood U + u of t0 + u, for u ∈ wˇ.
Also notice that, since K acts trivially on wˇ, we may assume that the wˇ-variables do not appear
in components of ρ other than ρwˇ. Since wˇ ⊂ wt for every t ∈ w, we may also assume the same on
the components of ρt for every t ∈ w \ wˇ.
We denote by Qt : Rdt → Rd the map given via (4.9), that is,
Qt,0,j(ξt) = Q0,j(ξt(0)) and Qt,k,j(ξt) =
dt
(k)∑
`=1
Qk,j,`(ξ
t
(0))ξ
t
k,` + R
′
k,j(ξ
t
(0), . . . , ξ
t
(k)).
We denote by Φt : Rd → Rdt the map in (4.17), i.e.,
(5.2) Φt,0(ξ) = Φ(0)(ξ(0)) and Φt,k,j(ξ) =
dk0∑
`=1
Φk,j,`(ξ(0))ξk,` + Ψ
′
k,j(ξ(0), . . . , ξ(k−1)).
We denote by D(δ) be the dilations (2.11) on Rd with exponents νj equal to the degrees of homo-
geneity of the elements of ρ. Similarly, Dt(δ) denotes the dilations on Rdt with exponents νtj , equal
to the degrees of homogeneity of the elements of ρt.
All this has the following implications on the maps constructed in Section 4.4.
(i) The maps Qt, Φt contain the identity function in the ξwˇ-component, and all the other
components do not involve the ξwˇ-variables.
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(ii) In Section 4.4, the slice St at t = t0 +u, t0 6= 0, can be chosen by first taking a slice S0,t0 at
t0 in w0 and then set St = S0,t0 +wˇ. In the same way the relatively compact neighbourhood
Ut ⊂ t+ St can be taken of the form U0,t0 + wˇ. Notice that 0 6∈ U0,t0 .
(iii) Then, for δ > 0, Qδt = Qt and D(δ) ◦ Qt = Qt ◦Dt(δ).
(iv) Once Φt has been chosen for t ∈ w with |t| = 1, Φδt can be chosen, for δ > 0, as
(5.3) Φδt = D
t(δ) ◦ Φt ◦D(δ−1).
Let T be a finite set of points on the unit sphere in w0 such that {KU0,t}t∈T covers the unit
sphere. Then there is r > 1 such that the annulus {w0 ∈ w0 : 1 ≤ |w0| ≤ r} is contained in⋃
t∈T KU0,t. Therefore {rjKU0,t}t∈T, j∈Z is a locally finite covering of w0 \ {0}.
For each t ∈ T we choose χt ≥ 0 in C∞c (wt ∩ w0) supported on U0,t so that
∑
t χt > 0 on
{w ∈ w0 : 1 ≤ |w| ≤ r}. By Corollary 4.2, we can define χ#t,j ∈ C∞c (w0) supported in rjKU0,t and
such that
χ#t,j(w) = χ
rad
t (r
−jw)
on
Up to dividing each χ#t,j by
∑
t∈T, j∈Z χ
#
t,j , we may assume that the χ
#
t,j form a partition of unity
on w0 \ {0} subordinated to the covering {rjKU0,t}t∈T,j∈Z.
Lemma 5.3. There exists a family {ηt,j}t∈T, j∈Z of nonnegative functions on Rdw0 and a D(δ)-
invariant neighbourhood Ω of ρw0(w0) \ {0} in Rdw0 such that
(5.4)
∑
t∈T, j∈Z
ηt,j(ξ) = 1 , (ξ ∈ Ω) ,
and, for every t, j,
(i) ηt,j ∈ C∞c (Rdw0 \ {0});
(ii) ηt,j(ξ) = ηt,0
(
D(r−j)ξ
)
;
(iii) (supp ηt,j) ∩ ρw0(w0) ⊂ ρw0(rjU0,t);
(iv) ηt,j
(
ρw0(w)
)
= χ#t,j(w) for all w ∈ w0.
Proof. By [22], there exist smooth functions ut, t ∈ T , on Rdw0 such that
ut
(
ρw0(w)
)
= χradt (w) = χ
#
t,0(w) .
Setting ut,j = ut ◦D(r−j), we have χ#t,j(w) = ut,j
(
ρw0(w)
)
, for every t and j.
Since ρw0(suppχ
#
t,0) does not contain the origin, we may assume that each ut, t ∈ T , is supported
on a fixed compact set E of Rdw0 not containing the origin. Moreover, since ρw0 is a proper map,
and ρw0(w0 \KU0,t) is closed in Rdw0 and disjoint from ρw0(suppχ#t,0), we may also assume that
(supput) ∩ ρw0(w0) ⊂ ρw0(KU0,t) = ρw0(U0,t).
Clearly,
∑
t,j ut,j = 1 on ρw0(w0) \ {0}. Therefore, if we set
ηt,j =
ut,j∑
t′,j′ ut′,j′
,
ηt,j = ut,j on ρw0(w0), and the sum of the ηt,j remains equal to 1 where some ηt,j is positive. Then
(5.4) and properties (i)-(iv) follow easily. 
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5.3. Characterisations of functions in S0(N)K . If g is an integrable function on w0 and F and
integrable function on N , we set
(5.5) F ∗w0 g(v, w0, u) =
∫
w0
F (v, w0 − w′0, u)g(w′0) dw′0 .
This can be regarded as the convolution on N of F and the finite measure δ0 ⊗ g, where δ0 is
the Dirac delta at the origin in v ⊕ wˇ. We use the symbol ̂ to denote Fourier transform in the
w0-variables. For a function on N we then set
(5.6) F̂ (v, ζ, u) =
∫
w0
F (v, w0, u)e
−i〈w0,ζ〉 dw0 ,
for v ∈ v, ζ ∈ w0, u ∈ wˇ. For F and g as in (5.5), F̂ ∗w0 g(v, ζ, u) = F̂ (v, ζ, u)ĝ(ζ).
Finally, we denote by ψt,j the inverse Fourier transform of χ
#
t,j .
Lemma 5.4. The following are equivalent for a function F ∈ S(N):
(i) F ∈ S0(N);
(ii) F̂ (v, ζ, u) vanishes with all its derivatives for ζ = 0;
(iii) for every k ∈ N, F (v, w) = ∑|α|=k ∂αwGα(v, w), with Gα ∈ S(N) for every α;
(iv) the series
∑
t∈T, j∈Z F ∗w0 ψt,j converges to F in every Schwartz norm;
(v) for every Schwartz norm ‖ ‖S(N),M and every q ∈ N, ‖F ∗w0 ψt,j‖S(N),M = o(r−q|j|) as
j → ±∞.
Proof. The equivalence of (i) and (ii) is a direct consequence of the definition of S0(N). The
equivalence of (ii) and (iii) follows from Hadamard’s lemma, cf. [11]. Finally, the equivalence
among (ii), (iv) and (v) can be easily seen on the w0-Fourier transform side. 
5.4. Proof of Proposition 5.1. Let (N,K) be a nilpotent Gelfand pair. We assume that all the
quotient pairs (Nt,Kt) for t ∈ w0 \ {0} satisfies (S). We continue with the notation of Sections 5.2
and 4.4.
Let F ∈ S0(N)K . Decompose F according to Lemma 5.4 (iv). Then
GF =
∑
t∈T, j∈Z
G(F ∗w0 ψt,j) .
Denoting by µt,j the measure δ0 ⊗ ψt,j , where δ0 is the Dirac delta at the origin in v ⊕ wˇ,
G(F ∗w0 ψt,j) is the product of GF and Gµt,j . By (2.4), if ζ = ζ0 + ζˇ ∈ w0 ⊕ wˇ, then
Gµt,j(ϕζ,ω,µ) =
∫
w0
ψt,j(w0)ϕζω,µ(0,−w0, 0) dw0
=
∫
w0
∫
K
ψt,j(w0)e
−i〈ζ0,kw0〉 dk dw0
= χ#t,j(ζ0) .
Then, for ξ = (ξw0 , ξwˇ, ξv, ξv,w0) ∈ ΣD,
(5.7) G(F ∗w0 ψt,j)(ξ) = GF (ξ)ηt,j(ξw0) .
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Set Ft,j = F ∗w0 ψt,j , and consider RtFt,j . Since we are assuming that property (S) holds for
(Nt,Kt), we have Gt(RtFt,j) ∈ S(ΣtDt). Moreover, for every M, q ∈ N,
‖Gt(RtFt,j)‖M,S(ΣtDt ) = o(r
−q|j|) ,
by Part (v) of Lemma 5.4 and the continuity of Gt and Rt.
For fixed M , there exist functions h
(M)
t,j ∈ S(Rd) such that
h
(M)
t,j ΣtDt
= Gt(RtFt,j) , ‖h(M)t,j ‖M,S(Rd) ≤ 2‖Gt(RtFt,j)‖M,S(ΣtDt ) .
Recall that the maps Φt and Φrjt are defined via (5.2) and (5.3). Since GFt,j is supported in
ΣD ∩ Π−1
(
ρw0(r
jU0,t)
)
, (4.2) and Lemma 4.6 imply that the composition g
(M)
t,j = h
(M)
t,j ◦ Φrjt
coincides with GFt,j on ΣD.
Therefore, for every choice of the integers Mj , we can say that the series∑
t,t′∈T, j,j′∈Z
ηt′,j′(ξw0)g
(Mj)
t,j (ξ)
converges pointwise to GF on ΣD. In fact, many of the terms will vanish identically on ΣD, and
this surely occurs when ρw0(r
j′U0,t′)∩ρw0(rjU0,t) = ∅. Therefore, if Et,j = {(t′, j′) : ρw0(rj
′
U0,t′)∩
ρw0(r
jU0,t) 6= ∅},
(5.8)
∑
t∈T, j∈Z
∑
(t′,j′)∈Et,j
ηt′,j′(ξw0)g
(Mj)
t,j (ξ) = GF (ξ)
on ΣD. Notice that, by construction, there is A > 0 such that |j − j′| ≤ A for (t′, j′) ∈ Et,j . In
particular, the sets Et,j are finite and their cardinalities have a uniform upper bound.
We claim that, choosing the Mj appropriately, we can make the series (5.8) converge to the
required Schwartz extension of GF .
In order to estimate the Schwartz norms of ηt′,j′g
(M)
t,j , for (t
′, j′) ∈ Et,j , observe that, by Propo-
sition 4.7, the w0-variables are bounded to a compact set, and the other variables appear in Φt as
polynomial factors. Taking this into account, together with the scaling properties of Φrjt and ηt′,j′ ,
cf. (5.3) and Lemma 5.3 (ii), it is not hard to see that there is pM depending only on M such that,
for (t′, j′) ∈ Et,j ,
‖ηt′,j′g(pM )t,j ‖M,S(Rd) ≤ Cr|j|pM ‖h(pM )t,j ‖pM ,S(Rd) .
Hence,
‖ηt′,j′g(pM )t,j ‖M,S(Rd) = o(r−q|j|) ,
for every q and (t′, j′) ∈ Et,j .
By induction, we can then select a strictly increasing sequence {jq}q∈N of integers, such that
j0 = 0 and
‖ηt′,j′g(pq)t,j ‖q,S(Rd) ≤ r−q|j| ,
for j ≥ jq and (t′, j′) ∈ Et,j . For jq ≤ j < jq+1, we select Mj = pq and consider the following
special case of (5.8):
g(ξ) =
∞∑
q=0
∑
jq≤j<jq+1
t∈T
∑
(t′,j′)∈Et,j
ηt′,j′(ξw0)g
(pq)
t,j (ξ) .
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Then the series converges in every Schwartz norm. This defines g ∈ S(Rd). We check easily
that g coincides with GF on ΣD. This shows the first part of Proposition 5.1, as the corresponding
property does not depend on a choice of D, see Lemma 2.5.
Since each term vanishes identically on a neighbourhood of {0} × Rdwˇ × Rdv × Rdv,w0 , the sum
must have all derivatives vanishing on this set. This concludes the proof of Proposition 5.1.
6. The pair (Nˇ ,K) and hypothesis (H)
Section 5 shows the Schwartz extension property we want but only for functions in S0(N)K and
provided that all the proper quotient pairs satisfy (S). We now show that under certain conditions,
we can subtract from a general function F ∈ S(N)K a function G with Schwartz spherical transform
so that F −G ∈ S0(N)K .
Proposition 6.1. Let (N,K) be a nilpotent Gelfand pair satisfying hypothesis (H). Given F ∈
S(N)K , there is G ∈ G−1(S(Rd)) such that F −G ∈ S0(N)K .
The condition named hypothesis (H) will be formulated in Section 6.1. In Section 6.2, we explain
our concept of dominant variable on the Gelfand spectrum; this concept will be essential in the
proofs of Proposition 6.4 and Proposition 6.1 in Sections 6.3 and 6.4 respectively.
6.1. Hypothesis (H). Let (N,K) be a nilpotent Gelfand pair. We consider nˇ = v ⊕ wˇ and the
nilpotent Gelfand pair (Nˇ ,K) obtained by central reduction of w0. By Proposition 2.7, (Nˇ ,K)
satisfies property (S).
We fix a Hilbert basis ρ = (ρw0 ,ρwˇ,ρv,ρv,w0) as in Section 2.6. For a multi-index α = (α
′, α′′) ∈
Ndw0 × Ndv,w0 , we denote by [α] the degree of ρα′w0ρα
′′
v,w0 in the w0-variables.
For ρj ∈ ρw0∪ρv,w0 , let D˜j ∈ D(Nˇ)⊗P(w0) denote (λ′Nˇ⊗I)(ρj), where λ′Nˇ is the symmetrisation
operator (2.10) for Nˇ , and ρj is regarded as an element of P(nˇ) ⊗ P(w0). If α = (α′, α′′) ∈
Ndw0 × Ndv,w0 , then
D˜α = ρα
′
w0D˜
α′′
has degree [α] in the w0-variables.
Definition 6.2. We say that (N,K) satisfies hypothesis (H) if, for any K-invariant function G
on Nˇ ×w0 of the form
(6.1) G(v, w0, u) =
∑
|γ|=k
wγ0Gγ(v, u) ,
with Gγ ∈ S(Nˇ), there exist functions Hα ∈ S(Nˇ)K , for [α] = k, such that
(6.2) G =
∑
[α]=k
1
α!
D˜αHα .
The following statement has been essentially proved in [11]. We give the explicit proof for
completeness.
Proposition 6.3. If wˇ is trivial, i.e. if Nˇ is abelian, hypothesis (H) is satisfied.
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Proof. Under our hypotheses we are given G(v, w0) =
∑
|γ|=k w
γ
0Gγ(v) ∈
(S(v) ⊗ Pk(w0))K . The
same holds for the partial Fourier transform in v,
FvG(v, w0) =
∑
|γ|=k
wγ0 Ĝγ(v).
By Lemma 4.8, adapted to Schwarts functions, cf. [11, Prop. 2.1],
FvG(v, w0) =
∑
α
uα(ρw0)ρ
α1
v ρ
α2
v,w0 .
Undoing the Fourier transform, we obtain (6.2). 
Hypothesis (H) was proved in [11] for the nilpotent Gelfand pairs in Vinberg’s classification [26],
including those listed in Table (1.1) and discussed in Section 7.
At the heart of the proof of Proposition 6.1 is the following property.
Proposition 6.4. Let (N,K) be a nilpotent Gelfand pair satisfying hypothesis (H). We keep the
notation of hypothesis (H). We also consider the family of operators D = (Dwˇ,Dw0 ,Dv,Dv,w0)
obtained by symmetrisation of ρ via λ′N . Let F ∈ S(N)K , and assume that
F (v, w0, u) =
∑
|γ|=k
∂γw0Rγ(v, w0, u) ,
with Rγ ∈ S(N) for every γ. Then, for every α with [α] = k, there exists a function Fα ∈ S(N)K
such that
GFα(ξ) = hα(ξwˇ, ξv) , (ξ ∈ ΣD) ,
with hα ∈ S(Rdwˇ+dv), and
F (v, w0, u) =
∑
[α]=k
1
α!
DαFα(v, w0, u) +
∑
|γ′|=k+1
∂βwR
′
γ′(v, w0, u) ,
with R′γ′ ∈ S(N) for every γ′.
The proof of Proposition 6.4 will be given in Section 6.3. It relies on the notion of dominant
variable in the Gelfand spectrum explained in the next section.
Before going into it, we need the following notation and observations. Consider the transform Rˇ
defined as in (3.7) and (3.8) with s = w0 and mapping S(N)→ S(Nˇ) and D(N) to D(Nˇ). As the
restrictions to nˇ of ρw0 and ρv,w0 are zero, by (3.9), we have:
RˇDw0 = 0 and RˇDv,w0 = 0.
Recall that ρwˇ is a system of coordinates of wˇ since the action of K on wˇ is trivial, and that ρv
is a Hilbert basis for the action of K on v. Hence ρv, ρwˇ form a Hilbert basis ρˇ for (Nˇ ,K). The
operators obtained by symmetrisation are by (3.9)
Dˇv = RˇDv and Dˇwˇ = RˇDwˇ = i−1∇wˇ,
and form a generating family Dˇ = (Dˇv, Dˇwˇ) of D(N)K .
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Denote by Σ, Σˇ the Gelfand spectra of (N,K) and (Nˇ ,K) and by ΣD, ΣˇDˇ their realisations
via D and Dˇ respectively. The proof of Proposition 3.3 given in Section 3.3 implies that we may
consider ΣDˇ as the following subset of Σ:
(6.3) ΣDˇ =
{
(0, ξwˇ, ξv, 0) : (ξwˇ, ξv) ∈ ΣˇDˇ
}
;
Moreover, denoting by Gˇ the Gelfand transform of (Nˇ ,K), we have the identity
(6.4) Gˇ(RˇF )(ξwˇ, ξv) = GF (0, ξwˇ, ξv, 0) .
6.2. Dominant variables of the Gelfand spectrum. Let (N,K) be a nilpotent Gelfand pair.
We fix a Hilbert basis ρ = (ρw0 ,ρwˇ,ρv,ρv,w0) as in Section 2.6 and the corresponding family of
operators D = (Dwˇ,Dw0 ,Dv,Dv,w0) obtained by symmetrisation.
We have already observed that the choice of bi-homogeneous Hilbert basis yields natural dila-
tions D(δ) given in (2.11) on the realisation ΣD of the spectrum. This leads us to introduce the
homogeneous norm on Rd , compatible with the dilations D(δ),
(6.5) ‖ξ‖ =
d∑
j=1
|ξj |
1
νj .
We may write any element ξ of Rd = Rdw0 × Rdwˇ × Rdv × Rdv,w0 as ξ = (ξw0 , ξwˇ, ξv, ξv,w0) and
allow ourselves to write
‖ξw0‖ = ‖
(
ξw0 , 0, 0, 0
)‖,
and similarly for ξwˇ, ξv, ξv,w0 .
In the sense of the next lemma, the variable ξv dominates the other on the spectrum ΣD:
Lemma 6.5. Let ρ be a bi-homogeneous Hilbert basis ρ of a nilpotent Gelfand pair (N,K) which
splits as ρ = (ρw0 ,ρwˇ,ρv,ρv,w0). Let also D = λ′(ρ) be the associated d-tuple of differential opera-
tors. Let ξ = (ξw0 , ξwˇ, ξv, ξv,w0) be a point in the spectrum ΣD. We have the following inequalities:
(i) if ρj ∈ Pν′j (v)⊗ Pν′′j (w0), with ν ′j , ν ′′j > 0, then |ξj | ≤ C‖ξv‖
ν′j
2 ‖ξw0‖ν
′′
j ;
(ii) ‖ξ‖ ≤ C‖ξv‖.
In particular, if ξw0 = 0, then also ξv,w0 = 0.
Proof. Let p(v) = |v|2, where | | denotes the norm induced by a K-invariant inner product on v.
Denote by Xv the left-invariant vector field equal to ∂v at the identity of N . Then λ
′(p) is the
sublaplacian L = −∑X2ej , where {ej} is an orthonormal basis of v. Then L is hypoelliptic and,
for every v1, . . . , vm ∈ v and F ∈ S(N),
‖Xv1 · · ·XvmF‖2 ≤ Cv1,...,vm‖L
m
2 F‖2 ,
cf. [14]. For w1, . . . , wm ∈ w0 and F ∈ S(N), we also have, by classical Fourier analysis,
‖∂w1 · · · ∂wmF‖2 ≤ Cw1,...,wm‖∆
m
2
w0F‖2 .
Therefore,
‖∂w1 · · · ∂wm′Xv1 · · ·XvmF‖22 =
∣∣〈∂2w1 · · · ∂2wm′F,Xv1 · · ·XvmXvm · · ·Xv1F 〉∣∣
≤ Cv1,...,vm,w1,...,wm′‖LmF‖2‖∆m
′
w0F‖2 .
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If ρj ∈ Pν′j (v) ⊗ Pν′′j (w0), then Dj = λ′(ρj) is a linear combination of terms of this kind, with
m = ν ′j and m
′ = ν ′′j . Therefore, for F ∈ S(N),
(6.6) ‖DjF‖2 ≤ C‖Lν′jF‖
1
2
2 ‖∆
ν′′j
w0F‖
1
2
2 .
We may assume that ρv contains the squares pk = |vk|2 of the norm restricted to mutually
orthogonal irreducible components of v. Then p is the sum of such pk. The same can be said about
q(w0) = |w0|2 on w0.
Denote by ξk the component of ξv corresponding to λ
′(pk), ξ` the component of ξw0 corresponding
to λ′(q`), and ξj the component of ξv,w0 corresponding to Dj . Then, since λ′(pk) and λ′(q`) are
positive operators, we have ξk, ξ` ≥ 0 in ΣD. Hence (6.6) implies that, on ΣD,
|ξj | ≤ C
(∑
k
ξk
) ν′j
2
(∑
`
ξ`
) ν′′j
2 ≤ C‖ξv‖
ν′j
2 ‖ξw0‖ν
′′
j .
This proves (i). To prove (ii) it suffices to prove that ‖ξw‖ ≤ C‖ξv‖. For this, it suffices to
observe that every derivative ∂αw in the w-variables can be expressed as a combination of products
Xv1 · · ·Xvm with m = 2|α|. Then, for every F ∈ S(N),
‖∂αwF‖2 ≤ C‖L|α|F‖2 . 
6.3. Proof of Proposition 6.4. Let (N,K) be a nilpotent Gelfand pair. We keep the notation of
Sections 6.1 and 6.2. We assume that (N,K) satisfies hypothesis (H) and recall that the nilpotent
Gelfand pair (Nˇ ,K) satisfies (S).
Consider the Fourier transform (5.6) of F in the w0-variables. Then
F̂ (v, ζ, u) = ik
∑
|γ|=k
ζγR̂γ(v, ζ, u) .
Setting Gγ(v, u) = i
kR̂γ(v, 0, u) ∈ S(Nˇ), we have
F̂ (v, ζ, u) =
∑
|γ|=k
ζγGγ(v, u) +
∑
|γ′|=k+1
ζγ
′
Sγ′(v, ζ, u) ,
Since G =
∑
γ ζ
γGγ is K-invariant, as hypothesis (H) is satisfied, see Section 6.1, there exist
Hα ∈ S(Nˇ)K such that
F̂ (v, ζ, u) =
∑
[α]=k
1
α!
(D˜αHα)(v, ζ, u) +
∑
|γ′|=k+1
ζγ
′
Sγ′(v, ζ, u) ,
By property (S) for the pair (Nˇ ,K), for every α there is hα ∈ S(Rdwˇ+dv) such that GˇHα = hα|ΣDˇ .
By Lemma 6.5 (ii), |ξw| and |ξv,w0 | are bounded up to constants by powers of |ξv| on ΣD. By (6.3)
and (6.4), we then have that
h˜α(ξ) = hα(ξwˇ, ξv,w0) ∈ S(ΣD) .
If Fα ∈ S(N)K is the function such that GFα equals h˜α on ΣD, it follows from (6.4) that
Hα = RˇFα for every α. This is equivalent to saying that F̂α(v, 0, u) = Hα(v, u). By Hadamard’s
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lemma,
F̂α(v, ζ, u)−Hα(v, u) =
dw0∑
j=1
ζjKj(v, ζ, u) ,
with Kj smooth. Therefore,
F̂ (v, ζ, u) =
∑
[α]=k
1
α!
(D˜αF̂α)(v, ζ, u)−
∑
[α]=k
dw0∑
j=1
1
α!
ζjD˜
αKj(v, ζ, u) +
∑
|γ′|=k+1
ζγ
′
Sγ′(v, ζ, u)
=
∑
[α]=k
1
α!
(D˜αF̂α)(v, ζ, u) +
∑
|γ′|=k+1
ζγ
′
S′γ′(v, ζ, u) .
Notice that S′ =
∑
|γ′|=k+1 ζ
γ′S′γ′ ∈ S(Nˇ × w0) because it is the difference of two Schwartz
functions. Since the derivatives of order up to k vanish for ζ = 0, it follows from Hadamard’s
lemma that the same sum S′ can be obtained by replacing each S′γ′ by a function S
′′
γ′ ∈ S(Nˇ ×w0).
Now we can undo the Fourier transform. In doing so, the monomials in ζ are turned into
derivatives in the w0-variables, and each D˜j is turned into the differential operator λ
′
N˜
(ρj), where
the symmetrisation is taken on the direct product N¯ = Nˇ ×w0. We denote by D¯j this operator.
We then have
F =
∑
[α]=k
1
α!
D¯αFα +
∑
|γ′|=k+1
∂γ
′
w Uγ′ ,
where Fα satisfies the stated requirements and Uγ′ ∈ S(N¯) for every γ′.
It only remains to replace each operator D¯α with the corresponding Dα. In order to do this,
it is sufficient to compare the left-invariant vector field Xv0 on N corresponding to an element
v0 ∈ v with the left-invariant vector field X¯v0 on N¯ corresponding to the same v0. Clearly, the
difference Xv0 − X¯v0 is a linear combination
∑dw0
j=1 `j,v0(v)∂wj where the `j,v0 are linear functionals
on v. Therefore, any difference Dα − D¯α is a sum of terms, each of which contains at least k + 1
derivatives in the w0-variables. The corresponding term (D
α−D¯α)Fα is absorbed by the remainder
term.
This concludes the proof of Proposition 6.4.
6.4. Proof of Proposition 6.1. Let (N,K) be a nilpotent Gelfand pair satisfying hypothesis (H).
We keep the notation of Definition 6.2 and fix F ∈ S(N)K .
Consider the restriction of GF to the set ΣDˇ in (6.3), which equals Gˇ(RˇF ) by (6.4). By Propo-
sition 2.7, (Nˇ ,K) satisfies property (S). Hence there exists h0 ∈ S(Rdwˇ+dv) extending Gˇ(RˇF ). By
Lemma 6.5, h(ξ) = h0(ξwˇ, ξv) ∈ S(ΣD). Let F0 ∈ S(N)K be the function such that GF0(ξ) = h.
Then Rˇ(F − F0) = 0, which implies that F − F0 =
∑dw0
j=1 ∂wjGj , with Gj ∈ S(N). By iterated
application of Proposition 6.4, we find a family {Fα}α∈Ndw0×Ndv,w0 such that, for every k,
(6.7) F =
∑
[α]≤k
1
α!
DαFα +
∑
|γ|=k+1
∂γw0Rγ ,
and, for every α, GFα(ξ) = hα(ξwˇ, ξv), with hα ∈ S(Rdwˇ+dv).
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By Whitney’s extension theorem [19] (see [2] for a proof in the Schwartz setting), there is a
function g ∈ S(Rd) such that, for every α = (α′, α′′) ∈ Ndw0 × Ndv,w0 ,
∂α
′
ξw0
∂α
′′
ξv,w0
(0, ξwˇ, ξv, 0) = hα(ξwˇ, ξv) .
We take as G the function in S(N)K such that GG = g|ΣD . We must then prove that G − F ∈
S0(N)K .
Take a monomial wβ0 on w0. Given an integer k ≥ |β|, decompose F as in (6.7) and observe that∫
w0
(
G(v, w0, u)− F (v, w0, u)
)
wβ0 dw0 =
∫
w0
(
G−
∑
[α]≤k
1
α!
DαFα
)
(v, w0, u)w
β
0 dw0 ,
since the remainder term gives integral 0 by integration by parts.
We set
rk(ξ) = g(ξ)−
∑
[α]≤k
1
α!
hα(ξwˇ, ξv)ξ
α′
w0ξ
α′′
v,w0
so that rk = G
(
G−∑[α]≤k 1α!DαFα) on ΣD.
Then Lemma 5.3 gives the pointwise identity on ΣD
G
(
G−
∑
[α]≤k
1
α!
DαFα
)
(ξ) =
∑
t∈T, j∈Z
rk(ξ)ηt,j(ξw0) .
We claim that k can be chosen large enough so that, undoing the Gelfand transform, the series∑
t∈T, j∈Z
(
G−
∑
[α]≤k
1
α!
DαFα
)
∗w0 ψt,j
converges in the (S(N), |β|)-norm (in which case it converges to G−∑[α]≤k 1α!DαFα).
By the continuity of G−1, there are m ∈ N and C > 0, depending on |β|, such that, for every
t, j, k, ∥∥∥(G− ∑
[α]≤k
1
α!
DαFα
)
∗w0 ψt,j
∥∥∥
S(N),|β|
≤ C‖rkηt,j‖S(Rd),m .
Hence we look for k such that ‖rkηt,j‖S(Rd),m = O(r−|j|) for every t ∈ T . We first do so with rk
replaced by the remainder sk′ in Taylor’s formula,
sk′(ξ) = g(ξ)−
∑
|α|≤k′
1
α!
hα(ξwˇ, ξv)ξ
α′
w0ξ
α′′
v,w0 .
Then, for γ ∈ Nd with |γ| ≤ m and for every M ∈ N,∣∣∂γ(sk′ηt,j)(ξ)∣∣ ≤ Cm,M (1 + 2−m˜j)(1 + |ξv|)−M(|ξw0 |+ |ξv,w0 |)k′+1−m ,
where m˜ only depends on m.
From Lemma 6.5 we obtain that there are positive exponents a, b, c, a′, b′, c′ such that, on ΣD,
(6.8) for |ξ| small:
{
|ξw0 | . |ξv|a
|ξv,w0 | . |ξv|b|ξw0 |c ,
for |ξ| large:
{
|ξw0 | . |ξv|a
′
|ξv,w0 | . |ξv|b
′ |ξw0 |c
′
.
Since the inequalities of Lemma 6.5 remain valid in a D(δ)-invariant neighbourhood of ΣD, we
may assume that (6.8) hold uniformly on the support of each sk′ηt,j .
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Since there are τ, τ ′ > 0 such that, on the support of ηt,j , |ξw0 | ≤ rτj if j ≤ 0, and |ξw0 | ≤ rτ
′j if
j > 0, we can choose k′ such that ‖sk′ηt,j‖S(Rd),m = O(r−|j|).
Finally, we choose k = max{[α] : |α| ≤ k′}. Since k > k′,
rk − sk′ =
∑
|α|>k′ , [α]≤k
1
α!
hα(ξwˇ, ξv)ξ
α′
w0ξ
α′′
v,w0 .
The estimates on ‖(rk − sk′)ηt,j‖S(Rd),m are basically the same.
Now,
(
G −∑[α]≤k 1α!DαFα) ∗w0 ψt,j ∈ S0(N)K , because its w0-Fourier transform vanishes for
ζ ∈ w0 close to the origin. We now observe that integration against wβ0 is a continuous operation
in the (S(N), |β|)-norm. This concludes the proof of Proposition 6.1.
6.5. The main theorem. We can finally prove the main results of the paper. Theorem 6.6 is
obtained by combining together the partial results stated in Propositions 5.1 and 6.1. It will be
used in Section 7 to prove by a recursive argument that the pairs in Table (1.1) satisfy property
(S).
Theorem 6.6. Let (N,K) be a nilpotent Gelfand pair. We assume that
(1) all the quotient pairs (Nt,Kt) for t ∈ z0\{0} satisfy property (S);
(2) the pair (N,K) satisfies hypothesis (H).
Then (N,K) satisfies property (S).
Proof. Given F ∈ S(N)K , let G be as in Proposition 6.1. By Proposition 5.1, G(F −G) admits a
Schwartz extension h. Then g + h is a Schwartz extension of GF . Together with (2.9), this shows
that (N,K) satisfies property (S). 
7. Application to the pairs in Table (1.1)
Corollary 7.1. Property (S) holds for all the nilpotent Gelfand pairs (N,K) described in Table
(1.1).
Proof. We apply inductively Theorem 6.6 to the pairs in Table (1.1). Indeed, the classification
of quotient pairs given below shows that this set of pairs is essentially self-contained, up to the
procedures described in Section 3 which guarantee hereditarity of property (S); the lowest-rank
pairs that need to be considered in order to start the induction are the following:
• line 1: the trivial pair (R, {1}) and (H1, SO2);
• line 2: (H1,U1) ∼= (H1, SO2);
• line 3: the quaternionic Heisenberg group with Lie algebra H⊕ ImH, and with Sp1 acting
nontrivially only on v = H;
• lines 4, 5, 6: (C, {1}), (H1,U1), and (R, {1}), respectively.
Since in all these cases property (S) is either trivial or proved in [1], Part (1) of the hypotheses in
Theorem 6.6 is satisfied recursively. Part (2) is also satisfied since either Nˇ is abelian, in which case
we appeal to Proposition 6.3, or (Nˇ ,K) is a (complex or quaternionic) Heisenberg pair for which
property (S) has been proven in [1]. Hypothesis (H) for all these pairs was proved to be satisfied
for certain nilpotent Gelfand pairs in [11]. This yields Corollary 7.1 modulo verification of the list
of quotient pairs. 
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In the rest of this section, we list all the quotient pairs of the pairs in Table (1.1), in order to
verify that they are products of pairs with factors in the same list or for which property (S) is
known.
Let Ip (resp 0p) be the identity (resp. zero) p× p matrix and
Jp := diag(J, J, . . . , J︸ ︷︷ ︸
p times
) .
The Lie bracket [ , ] is understood as a map from v× v to w, elements of Rn, Cn etc. as column
vectors.
7.0.1. The pair (Rn ⊕ son, SOn). The Lie bracket is
[v, v′] =
1
2
(v tv′ − v′ tv) .
Up to conjugation by an element of K, we may assume that t ∈ w0\{0} has the form
t = diag(t1Jp1 , . . . , tkJpk , 0q) ,
with 2p1 + · · ·+ 2pk + q = n and ti 6= tj 6= 0 for every i 6= j. Then we have
Kt = Up1 × · · · ×Upk × SOq ,
wt = up1 ⊕ · · · ⊕ upk ⊕ soq ,
nt = (Cp1 ⊕ up1)⊕ · · · ⊕ (Cp1 ⊕ upk)⊕ (Rq ⊕ soq) .
7.0.2. The pair (Cn ⊕ un,Un). The Lie bracket is
[v, v′] =
1
2
(vv′∗ − v′v∗) .
Up to conjugation by an element of K, we may assume that t ∈ w0\{0} has the form
t = diag(it1Ip1 , . . . , itkIpk) ,
with p1 + · · ·+ pk = n and ti 6= tj for every i 6= j, tr t = 0, and we have
Kt = Up1 × · · · ×Upk ,
wt = up1 ⊕ · · · ⊕ upk ,
nt = (Cp1 ⊕ up1)⊕ · · · ⊕ (Cp1 ⊕ upk) .
7.0.3. The pair
(
Hn ⊕ (HS20Hn ⊕ ImH), Spn
)
. The Lie bracket is
[v, v′] =
1
2
(
viv′∗ − v′iv∗ − 1
n
tr (viv′∗ − v′iv∗)In
)
⊕ Im (v∗v′)
=
(1
2
(viv′∗ − v′iv∗)− 1
n
Imi(v
∗v′)In
)
⊕ Im (v∗v′) ,
where Imi denotes the i-component of the argument.
Up to conjugation by an element of K, we may assume that t ∈ w0\{0} has the form
t = diag(t1Ip1 , . . . , tkIpk) ,
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with p1 + · · ·+ pk = n and ti 6= tj for every i 6= j, and we have
Kt = Spp1 × · · · × Sppk ,
wt = (HS
2Hp1 ⊕ · · · ⊕HS2Hpk)0 ⊕ ImH .
Decomposing v ∈ Hn as v1 ⊕ · · · ⊕ vk with vj ∈ Hpj , the Lie bracket in nt is
[v, v′]t =

1
2(v1iv
′∗
1 − v′1iv∗1)− 1n Imi(v∗v′)Ip1
. . .
vkiv
′∗
k − v′kiv∗k − 1n Imi(v∗v′)Ipk
⊕ Im (v∗v′) .
If we consider, for 1 ≤ j ≤ k, the subalgebra hj of nt generated by Hpj ,
hj = Hpj ⊕ (HS2Hpj ⊕ ImH) =
(
Hpj ⊕ (HS20Hpj ⊕ ImH)
)⊕ R ,
we easily see that it is Kt-invariant and only the factor Sppj of Kt acts nontrivially on it. Since
hj commutes with hj′ for j 6= j′, it follows that nt is the quotient, modulo a central ideal, of the
product of the hj .
We conclude that (nt,Kt) is a central reduction of the product of the pairs (hj , Sppj ), where, in
turn, each (hj ,Sppj ) is the product of
(
Hpj ⊕ (HS20Hpj ⊕ ImH),Sppj
)
and the trivial pair (R, {1}).
7.0.4. The pairs (C2n+1 ⊕ Λ2C2n+1, SU2n+1) and
(
C2n+1 ⊕ (Λ2C2n+1 ⊕ R)),U2n+1). To fix the
notation, we consider the second family of pairs, the other being analogous and simpler. The Lie
bracket is
(7.1) [v, v′] =
1
2
(v tv′ − v′ tv)⊕ Im (v∗v′) .
Up to conjugation by an element of K, we may assume that t ∈ w0\{0} has the form
t = diag(t1Jp1 , . . . , tkJpk , 02q+1) ,
with p1 + · · ·+ pk + q = n and ti ∈ R, ti 6= tj 6= 0 for i 6= j, we have
Kt = Spp1 × · · · × Sppk ×U2q+1
wt = HS
2Hp1Jp1 ⊕ · · · ⊕HS2HpkJpk ⊕ Λ2C2q+1 ⊕ R .
Like in the previous case, we split C2n+1 as C2p1 ⊕ · · · ⊕ C2pk ⊕ C2q+1, and set
hj = C2pj ⊕ (HS2HpjJpj ⊕ R) , (j = 1, . . . , k) , hk+1 = C2q+1 ⊕ (Λ2C2q+1 ⊕ R) ,
i.e., the subalgebra generated by the j-th summand in C2n+1. Then, for 1 ≤ j ≤ k,
hj ∼= Hpj ⊕ (HS20Hpj ⊕ R2) ,
and (hj ,Sppj ) is isomorphic to a central reduction of the pair in subsection 7.0.3. Finally, (nt,Kt) is
isomorphic to a central reduction of the product of k pairs of this kind and the pair (hk+1,U2q+1).
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7.0.5. The pair
(
C2n ⊕ (Λ2C2n ⊕ R),SU2n
)
. The Lie bracket is given by (7.1). Any element w0 of
w0\{0} is conjugate, modulo an element of U2n, to an element of the form
(7.2) t = diag(t1Jp1 , . . . , tkJpk , 02q) ,
with p1 + · · ·+ pk + q = n and ti ∈ R, ti 6= tj for i 6= j.
If q > 0, then w0 and t are also conjugate under SU2n. If q = 0, then there exists e
iθ, unique up
to a 2n-th root of unity, such that w0 is conjugate to
tθ = diag(t1e
iθJp1 , . . . , tke
iθJpk) .
Then
Keiθt = Kt , weiθt = e
iθwt .
For an element t as in (7.2), we have
Kt = Spp1 × · · · × Sppk × SU2q
wt =
{
HS2Hp1Jp1 ⊕ · · · ⊕HS2HpkJpk ⊕ Λ2C2q ⊕ R if q 6= 0 ,
HS2Hp1Jp1 ⊕ · · · ⊕HS2HpkJpk ⊕ iRdiag(t−11 Jp1 , . . . , t−1k Jpk)⊕ R if q = 0 .
The discussion proceeds as in subsection 7.0.4.
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