Kernel Methods
• In data analysis, it is crucially important to choose good representation of entity x x → φ(x)
• In kernel methods, samples are represented by similarities to other samples measured by a kernel matrix. 
Kernel Trick
• Many quantities in the feature space can be computed without computing the mapping φ -Euclidean distance
• Support vector machine: Linear classifier operating in the feature space
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Kernel Methods Work Well in Bioinformatics
• (1) Extremely high dimensionality -Samples are compactly packed into n × n kernel matrix.
• (2) Learning from discrete and structured data -Many kernels proposed and successfully applied: 
II. Constructing Kernels Among Graph Nodes

Constructing Kernels Among Graph Nodes
• Derive an n × n kernel matrix K among n nodes of a undirected graph
• Classification on graph by support vector machines 
Von Neumann entropy
• Von Neumann entropy
• Von Neumann Entropy is the Shannon entropy of eigenvalues 
where β > 0 determines the degree of diffusion, and Z(β) = tr(exp(−βL)).
• Understood via physical intuitions (e.g. random walks)
• Used for yeast function prediction (Lanckriet et al, PSB 2004) Actual values of diffusion kernels 
Lazy Random Walking and Diffusion Kernel
• At each step of random walking, the next node is randomly chosen from the neighboring nodes according to the transition probabilities.
• Fix the transition probability to every neighboring node as a constant β, then the self-loop probability of node i is 1
• K ij is then equivalent to the probability that a random walk starting from i will be at j after infinite time steps.
Deriving the Diffusion Kernel by Maximizing von Neumann Entropy
• Maximizing entropy leads to the diffusion kernel exp(−βL)
• The quantity tr(KL) equals to the sum of Euclidean distances between connected samples:
Locally Constrained Diffusion Kernel
• Since the diffusion kernel constrains the sum of distances, each distance has extremely high variance.
• {s j , t j } m j=1 : Node pairs connected by m edges • Constrain each distance individually
• Optimization Problem
Dual Problem
• Maximum entropy problem
• When the problem is feasible, the dual problem is derived by means of Lagrange multipliers α.
• Dual problem
• Optimal solution is derived as
Relaxing Constraints
• To ensure the feasibility, the hard constraints are relaxed (i.e., soft margin)
Optimizing Dual Objective by Gradient Descent
• Dual objective
• Gradient Descent
Step
Protein Network in Yeast (I)
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