Abstract k-nearest neighbour (kNN) collaborative filtering (CF), the widely successful algorithm supporting recommender systems, attempts to relieve the problem of information overload by generating predicted ratings for items users have not expressed their opinions about; to do so, each predicted rating is computed based on ratings given by like-minded individuals. Like-mindedness, or similarity-based recommendation, is the cause of a variety of problems that plague recommender systems. An alternative view of the problem, based on trust, offers the potential to address many of the previous limiations in CF. In this work we present a varation of kNN, the trusted k-nearest recommenders (or kNR) algorithm, which allows users to learn who and how much to trust one another by evaluating the utility of the rating information they receive. This method redefines the way CF is performed, and while avoiding some of the pitfalls that similarity-based CF is prone to, outperforms the basic similarity-based methods in terms of prediction accuracy.
of online content. The current assumptions of CF are that historically like-minded individuals will also share similar tastes in the future. Measuring similarity plays a central role; only the top-k most similar users are allowed to contribute their ratings, and each contribution is weighted according to the specific degree of similarity the neighbour shares with the current user.
Grounding the prediction engine of CF algorithms in similarity measures hides a number of pitfalls, which stem from the fact that user profiles are incredibly sparse and limited in breadth. When users have no profile, there is no way to measure their similarity to anyone else's; the cold-start problem arises and no predictions can be made for the user. When users do have a profile, the neighbours they are assigned often can not provide information about new items of interest; prediction coverage problems appear. Lastly, users look to recommender systems to provide both useful and serendipitous (or "surprising") results, and although this is a very difficult quality to measure in an algorithm, the lack of this property finds its provenance in locking measurably similar users together. These three problems originate from the fact that user profiles are incredibly sparse. The set of items that a user has rated, and hence expressed an opinion about varies in size from one user to the next. Based on the ratings each user has provided and the varying degrees of overlap between user profiles, we are currently unable to know exactly which other users would be perfect recommenders. Since CF systems hold a highly incomplete picture of the participating users they need to deal with an immense amount of uncertainty, and the current similarity-based methods often fall short of the desired performance.
An alternative view of CF systems, based on trust, has the potential to address many of the problems outline above. As detailed in [2] , trust has been applied to a wide range of scenarios, including (but not limited to) access problems, or deciding who should be trusted to access content or services [3] , problems involving sanctioning, or punishing network nodes that misbehave in a given context [4] , and signaling: or helping users decide whether to access a resource or not. The last problem is surprisingly similar to problem the CF aims to solve. Descriptions of information overload [5] tell us that there is simply too much content for users to find all the items that they will like, and recommender systems alleviate this problem by helping each user decide which content to access. However, trust broadens the limited view of similarity to encompass a wider range of characteristics; we define recommenders to be trustworthy if they are consistent sources of valuable information, which can be appropriately interpreted when predicting how much a user will rate an item. We therefore propose to tackle the problem of information overload as a trust-management problem, and introduce and evaluate the following:
• Selecting Neighbours Based on Trust: neighbour selection based on profile similarity is replaced by a utilitarian evaluation of the value that each user provides to others, and trust is awarded accordingly, as described in Section 2.1. In particular, • Lack of Information is Informative: our method awards varying degrees of trust to all those who were potential recommenders for each item a user rates, and downgrades trust scores for users who could not provide any information. In other words, the presence (or lack) of information is used when computing trust values.
• Retrieve Ratings from Recommenders, Not Neighbourhoods: Limiting users to a top-k neighbourhood damages the prediction coverage that is possible. We propose to operate according to a top-k recommenders, or users who have the required information to make a prediction, in Section 2.2.
• Divergent Ratings can be Useful. The fact that two users completely disagree in their ratings does not imply that this information can not be successfully used: an appropriate interpretation is required, as we discuss in Section 2.3.
Filtering as a Trust Problem
Can we use the properties of trust systems to address the difficulties faced by recommender systems? To answer this question, we need to understand how a trust system works, and then explore whether the methods it describes are applicable to CF or not. A trust system is a network of interacting peers, or trust principals [2] . Formal models of trust often divide the process of building a trust relationship with another entity into an interaction between two internal components, as we have depicted in Figure 1 . The first is the risk engine, a component that decides whether to enter into a transaction with the entity or not. Assuming that it does enter into this transaction, then the risk engine will observe the results, and report these observations to the trust engine. The trust engine evaluates the interaction, and updates its trust in that entity according to rules defined in a trust policy. Each principal has a subjective view of the environment around it, and the entire community of principals forms a web of trust. In CF, each user can be described as a trust principal, which needs to decide what content to access. To do so, the risk engine needs to decide whether to recommend an item to the end user, by generating predicted ratings. Each predicted rating is computed by collecting rating information from a subset of the other principals in the system. Which principals should be selected? Here the risk engine queries the trust engine, which maintains and updates a table of trusted peers. Traditional CF dictates that only provably similar neighbours should be considered, and the rest disregarded. Once the actual rating is received from the end user, the actual experience with the content is known, and the trust principal can look back on the prediction it made to not only see if it was correct, but if it also appropriately weighted the contributions it received from the surrounding principals, and can update its trust values accordingly. A CF environment, where a decision mechanism is needed in order to select an appropriate subset of users to act as recommenders, therefore, can be described as an instance of a trust based system. If CF is considered as an instance of a trust-management problem, the reverse approach can be adopted; we begin from the perspective of a trust-management system and construct a CF algorithm, by describing the operation of each component of the trust principal.
The Trust Engine
The first decision that must be made in a CF system is who to interact with; each user needs a defined neighbourhood of recommenders. This step is supported by the assumption that collecting information from everybody (and basing predictions on item reputations) will not be as useful as only aggregating the information from the "appropriate" sources; and thus involves deciding who these appropriate users will be. Traditionally, a user's neighbourhood has been populated with the top-k most similar users in the system. To do so, the common ratings in two user's profiles, r a and r b , are compared to each other, using measures such as the Pearson Correlation Coeffiecient [6] :
The similarity w a,b between users a and b is computed as the degree of linearity between the ratings. Many other similarity measures have been proposed [1, 7] , yet they all share the same characteristic; they rely on a non-empty intersection between two user's profiles in order to find a measure of similarity, and only measure similarity using co-rated items. This assumption is the primary cause for the cold-start problem (since users may have no historical profile), and can lead to poor prediction coverage (as the only rating information for certain items may belong to recommenders with zero-similarity). It also has been shown that the various similarity measures tend to disagree with one another; there is no way of finding the optimal method [8] . What we propose is a new method based on trust.
Transferring the current idea of CF into a trust based context means "I trust the best k users who can show that they have similar opinions to my own, and I do not trust anyone else." However, the broader approach put forward by trust management research, is also worthy of exploration. The equivalent quote would be "I trust the users who I have had a positive experience with, and do not know how much to trust the rest." This quote introduces two new important concepts, which may offer an escape route from the pitfalls of CF algorithms:
• Uncertainty: Users should not necessarily be excluded from contributing to one another's predicted ratings if they have no measurable value of similarity. They can still be sources of serendipitous and valuable information, if there is a means of dealing with the uncertainty.
• Value: Being the optimal recommender is not simply a matter of high similarity, but can be described according to two further qualities. The best neighbours will have the information necessary to participate in the user's predicted ratings and positively influence the predicted rating towards the opinion that the user will provide. In other words, the neighbour's opinion should be heavily weighted in the user's predictions, and thus similarity will be an emergent property of the trust relationship, rather than being the cause of it.
When the user u enters a rating r i for an item i, the system examines all the rating information available for item i, and asks; how much should the user have trusted each of these recommenders? If we were considering this problem from the perspective of a user-item rating matrix, this process would iterate over item i's column, and for each row (i.e. recommender) v make a utilitarian evaluation of the entry compared to the user's rating r:
If the recommender v has not rated item i, a trust score of 0 is returned. The equation, which assumes a five-star rating scale, awards the highest trust to users who rated the item exactly as the user did. As the distance between the user's rating and the recommender's rating increases, trust decreases linearly. However, if a recommender v has rated the item, the trust score will be positive, even if the recommender's rating was the complete opposite of the user's. This captures the fact that even if r u was 1 * , and r v was 5 * (so the absolute difference between the ratings is 4), the recommender v was able to provide u with information regarding i, even if the opinion was very distant to u's. The computed value is used to update the trust for recommender v, which is an average of the value v contributed over all the n historical ratings:
The idea is to reward recommenders who can provide information, varying the reward according to the perceived quality of the information, and to downgrade recommenders who do not have any information available. The trust values that are assigned to other users in this system will range from 0 to +1. Similarity measures, on the other hand, range from −1 to +1; we therefore disregard the concept of dissimilarity or distrust [9] , in favour of rewarding sources of information. The reward scheme we implemented is a linear function based on the absolute distance between the user's and recommender's ratings. We could have also implemented value functions with higher degrees, such that the amount of trust rewarded falls at a sharper rate as the distance increases. In this work, for the sake of simplicity and the encouraging results we obtain, we focus only on the linear case. Structuring the selection of neighbours based on learned trust has the added benefit that it need not be fully recomputed every time that a system update is performed; much like other learning algorithms [10] , trust is learned incrementally as the user inputs more ratings. Users are no longer weighted according to how like-minded they are, but will be weighted according to the quality of the information that they exchange with each other. Since the amount of information that a user provides to others may vary from how much information that user receives, weightings between user pairs are no longer guaranteed to be symmetrical. Furthermore, based on each users' initial disposition to trust the other nodes around it, users will no longer ignore the potentially useful information they receive from neighbors they have never interacted with, or a neighbor that they bear zero similarity to. Rating information will be weighted according to trust, a value that will reflect a history of interactions rather than a history of similar ratings.
Finding Opinions: k-Nearest Recommenders
Once the ranking of neighbours is complete, and trust values have been assigned to all users, a second decision must be made: CF needs to determine what neighbours will be acceptable sources of information. There are a variety of methods that can be implemented, which we define here:
• Threshold-based: All neighbours with weights above a pre-determind threshold are potential recommenders. Selecting such a threshold is a difficult decision, since it is dependent on the distribution of weights over the community [8] , and hence is also dependent on the method that is used to rank neighbours.
• k-Nearest Neighbours: Traditional CF operates by limiting interactions to the top-k neighbours. The limitations are two-fold: on the one hand the user can have no more than k neighbours; on the other the algorithm only works if the user shares a measurable degree of similarity with these neighbours. If this is not the case, neighbours are assigned a zero-weighting, and any contribution from them is disregarded. Each user's neighbourhood can therefore be considered a static group of users, which may only change when the system is updated.
• k-Nearest Recommenders: A further change we introduce is a slight modification to kNN, by allowing users to search for the top-k neighbours who can actually provide information about the item that requires a predicted rating. Ranking the users is a job for the trust engine, but in order to maximise coverage we look to those who can provide information when making a prediction; a method we define as the k-nearest recommender, or kNR, strategy. Unlike kNN, each user's neighbourhood will be dynamic, and the selection of neighbours will be guided by the item that a prediction is being made for.
The Risk Engine
Now that we have outlined how the trust engine works, we have a means of selecting and updating each user's neighbourhood. This neighbourhood defines the breadth and quality of information that is available to generate predicted ratings for each user, and will hopefully be populated with neighbours who are good sources of valuable information, as we have constructed above. We now require a means of combining, or aggregating, the information that a user receives from his neighbours in order to generate a predicted rating. The predicted rating will determine whether the item should be recommended to the end user or not, and thus the aim is to minimise the risk of accessing (or even being recommended) uninteresting items. Traditional CF defines this task as a job for the prediction engine [6] , we however chose to align our terminology with trust management research [2] and call it a risk engine. The role of this component will be to select the top-k neighbours N(u, i) of user u who have rated the item i we want to make a prediction about, and can combine the ratings with trust values in one of two ways:
This equation simply takes a weighted average of each neighbours rating, and has been used widely [11] . The second method converts each neighbours rating into an opinion, by seeing how much it deviates from that neighbour's mean rating, and can thus derive a predicted rating for a user that is centred around that user's mean, by taking a weighted average of neighbour opinions [6] :
Both of these equations share a common assumption: they assume that the people who are rating items share a common interpretation of the rating scale, and thus two users who have input different valued ratings disagree with each other. Rating items, however, is a human activity, and is only guided by descriptive adjectives of what each value should represent (1 = poor, 5 = excellent). Each user of a recommender system can and will interpret these adjectives differently, and form their own mental model of the rating scale, to then use it subjectively, even if in general their opinions may tend to agree. We therefore introduce an additional characteristic of a trustrelationship: learning to interpret the opinion that we receive from a recommender. This idea has previously only been applied to trust management systems, by finding the semantic distance between a recommendation and one's own opinion [12] . The interpretation will serve to boost the prediction accuracy of Equations 4 and 5, and is best demonstrated by introducing an example. Our example uses actual rating information of two individuals in the MovieLens 1 movie rating dataset, collected by the GroupLens team at the University of Minnesota. The dataset consists of 100, 000 
An Example
Let us consider two users from the MovieLens u1 subset, the users with ids 1 and 10, who we respectively rename Alice and Bob. A quick look at their training set profiles shows that Alice has rated 135 items, and Bob has rated 94 items. The overlap, or number of co-rated items, between the two profiles, has size 22. For the sake of simplicity, let us assume that predictions for unrated items will be done with a single recommender (i.e. k = 1), and that the underlying neighbourhood selection procedure has determined that Bob is the best recommender for Alice. We can therefore proceed to make predictions of the items in Alice's test set, using the opinions expressed in Bob's profile. The first point we can observe is that the overlap between Alice's test set and her recommender's training set has size 18. Therefore, we can only make predictions on 18 of her 137 test items, and so the coverage we achieve will be around 13%. Since we are using a single recommender, the amount that we weight Bob's opinions is unimportant; we simply go ahead and make 18 predictions, and only collect error measures from these items. In other words, in this case we are only interested in how well we perform when we can make a prediction, and disregard all uncovered items from the accuracy error measure.
If the predictions are made with Equation 4, the achieved MAE on the predictions is 0.888, while if we use the opinion-based Equation 5, we do slightly worse with a MAE of 0.948. However, both methods assume that Alice and Bob are using their rating scales in the same way. In other words, if both Alice and Bob agreed about the quality of a movie, they would both give it the same rating, and therefore the main task of CF algorithms becomes that of finding two users who not only rate the same items, but rate them in the exact same way as well. However, Alice and Bob may be using the rating scale differently from one another. Therefore, Alice's "excellent" rating may be equivalent to Bob's "great," and in the same way Bob's "very poor" (1 star) may be Alice's "poor" (2 stars). In general, they tend to agree about the items they rate, but the error remains high due to the misalignment between their use of the rating scale.
We can visualise the extent to which Alice and Bob's opinions diverge from one another by combining their ratings into a two-way contingency table, as shown in Table 1 . Each entry in the table corresponds to the frequency that Alice and Bob gave a particular rating; a 6 in the last cell from the right of the bottom row tells us that on 6 separate occasions Bob's recommendation was 5 stars, and Alice's rating was 4 stars.
This table highlights a number of characteristics, such as the fact that Alice's training ratings are never lower than 3 stars, reflecting the positive skew of rating distributions that is common to CF datasets. This approach has been used to determine the extent to which two movie raters agree in their opinions [13] , yet in this work we use it to interpret the information that we receive from a recommender. In fact, Table 2 .3 can be reduced to a 5 × 3 table recording the experiences that Alice has compared to Bob's recommendations, and Alice can learn to transpose the ratings she receives from Bob in order to correctly interpret, or transpose, them based on the experiences she has shared with him.
The transpose of a recommender's rating is found by computing a weighted mean of the experiences shared with the recommender when receiving that rating. For example, when Alice receives a 5 star recommendation from Bob, she knows that of the seven times she received 5 stars from him before, four of those times her opinion was slightly less than 5. She thus interprets 5 stars from Bob as 4.43 stars on her own scale, as shown in Table 2 . This is described by the following formula: transpose(r) = (r − 1 × lower r ) + (r × same r ) + (r + 1 × higher r ) lower r + same r + higher r
For the ratings that have no recorded historical experience the transpose remains the same as the rating. When a rating can be transposed, however, it replaces the actual rating in Equations 4 and 5. In other words, we learn to interpret the opinions we receive from recommenders as we interact with them. If we recompute the predictions on Alice's test set using Equation 4 and Bob's transposed ratings, the error in the predicted ratings falls from 0.888 to 0.710, while if we use Equation 5, the mean absolute error is reduced from 0.948 to 0.791. In other words, in this toy example, we were able to improve the recommendation accuracy of the items we could make predictions on by including the interpretation of the neighbour's rating into the trust relationship. Using these ideas, we can now perform a full scale evaluation on the entire MovieLens dataset.
Evaluation
To evaluate the performance of our method, we used the MovieLens dataset, the same dataset we used in Section 2.3.1. In this paper, we report the full results from the u1 subset and provide summarised results from the rest of the subsets. One of the major problems concerning the evaluation of CF systems is the power of the error measures used; the primary focus of research to date is to achieve the highest possible mean accuracy. The primary error measures have therefore been the mean absolute error (MAE) and the root mean squared error (RMSE). In this work we collect error measures exclusively on the items that we can make predictions for, as we did in Section 2.3.1. We call this error exclusive-MAE, or X-MAE, values. This error measure must go hand in hand with coverage statistics, and thus leaves the trade-off decision between coverage and accuracy to those implementing recommender systems. The results are shown in Tables 3 and 4 .
We compare the performance of our method to two similarity measures: the weighted-PCC in the second column, and the proportion of co-rated items in the third, which have both demonstrated to be accurate and successful means of similarity-based CF [8, 6] . When using similarity measures, we report results from using the traditional kNN strategy.
The immediate highlight of the results is the improvement in accuracy and coverage when very small neighbourhoods (k) are used; while co-rated similarity-based prediction achieves a MAE of 0.9164 on 38.45% of the dataset, the trust learning method nearly covers all predictions, 99.84%, and reduces the MAE to 0.8705. The improved coverage comes from the kNR strategy: we look for recommenders who have rated the item in order to generate a predicted rating, and even when doing so manage to maintain an improved level of accuracy. Coverage is not boosted to a maximum value since the dataset contains ratings for which there are no existing ratings. As the neighbourhood size increases, the accuracy results improve across all methods, and the difference between the methods is found in the coverage results. In fact, neither of the similarity measures achieve maximal coverage with fewer than 100 neighbours, which is a very large proportion of the 943-user dataset. These results also appear in the subset summary of Table 4 : when k is 5, the trust method will, on average, cover a near-maximal proportion of the dataset with a higher level of accuracy than the similarity measures accomplish on smaller amounts of the same datasets. However, accuracy and coverage results are not the sole descriptors of the performance of CF algorithms, and other methods have been proposed [14] . In particular, little work has been done at understanding why one method may outperform another. For example, why does trust perform better than similarity with small neighbourhoods, but loses its advantage over similarity when neighbourhood sizes are larger?
One aspect that influences the accuracy of generated recommendations is the participation of recommenders. In other words, when the neighbourhood k is restricted to a specific value x (such as 5), does that mean that all predictions are made with x opinions? We show the result for k = 5 in Table 5 . For each method we report the total number of predictions that were possible along with the individual number of predictions that were made using a varying number of opinions. We preferred using the actual values rather than proportions due to the the very low values found in the trust-learning method. As is visible in the table, restricting a user's neighbourhood in kNN methods does not guarantee that each prediction will be made using k opinions; on the contrary, the number of opinions used will vary. Only a very small proportion, about 1, 500 of between 14 and 16, 000 predictions, are made using contributions from the full neighbourhood. The alternative strategy adopted by our trust-learning method, kNR, guarantees that nearly all predictions will be made using the specified number of opinions. This may account for the improved accuracy that we measured.
However, this characteristic may also be the downfall of the trust-based method as neighbourhood sizes increase. In Table 6 , we collected the same participation results for k = 100. Once again, the trust method includes a significantly larger number Table 7 MovieLens u1 Subset Results, k = 1 of opinions within its predicted ratings. To do so, it must include information from neighbours that it has a minimal, near-negligible history of interactions with. Ratings will therefore be difficult to interpret, or transpose correctly, and the rating will diminish the value of the predicted rating. This sort of analysis begs the question as to whether k recommendations are necessary when making each prediction. It thus questions what the added value of each opinion will be to the specific prediction (rather than the considerations of value done in Section 2.1), and whether this added value can be computed when making the prediction. We leave this matter for future work.
Trust Results Summary
In this work we have outlined a number of techniques for performing CF from the point of view of a trust-management problem, including the kNR strategy, learning trust by evaluating recommender's value, and transposing (T) recommender's ratings by learning to interpret their opinions. The results we reported above explore the predictive performance of a trust-based CF algorithm when all of these components have been implemented. In this section we will take a brief look at how each of these components influences the performance. As the results in Table 7 show, the trust-learning method works relatively well with the kNN strategy. Changing to kNR boosts the coverage to a maximum, forsaking some of the accuracy. Adding the interpretation of recommender ratings (T), maintains the coverage while returning the accuracy to the level we found at first. There are a number of further characteristics that can be considered when generating recommendations, which we introduce below. The main conclusion remains that each of these individual components can be implemented separately; the decision should be based on the recommendation context, or domain, and the user search mode [15] .
Positive Opinions, Potential Recommenders, and Initial Trust
In this section we describe three additional characterisics of trust relationships that can be applied to CF; each of them exerts its own influence on the accuracy and coverage performance metrics, and is included in Table 7 .
• O: Positive Opinions: One choice that can be applied to our k-NR strategy is to limit the predictions that are made to those that include at least one positive opinion. The reason for this is that, while the goal of CF is to predict ratings accurately, in order to rank items and then decide whether to recommend the item to the user or not, recommender systems in general are more interested in finding the items that users like, or rather, ones that they would also have a positive opinion about. If predictions that do not include at least one positive opinion are disregarded, and marked as uncovered, the accuracy increases at the expense of prediction coverage.
• P: Potential Recommenders: Computing trust and similarity share a common trait. Both are subject to the size of the profile of the current user; as it increases the possible set of co-rated items with neighbours increases as well, and both trust and similarity measures become more reliable. A further consideration would be to reward trust to potential recommenders, by rewarding them with trust for items they have rated that the current user has not. This is an attempt to capture how much "knowledge" the neighbour's profile contains, and pair this with the value judgements that are computed on shared opinions. In Table 7 , the reward value was set to 0.1.
• B: Initial Trust: The computation of trust we have described thus far requires the user to have rated items in order to find valuable neighbours. If the user has no such ratings, no predictions can be made at all, and the cold-start problem appears. This problem can be side stepped if users are allowed to set initial trust values in others [16] , or trust values are set to an inital constant. How much should a principal trust another if they have never interacted before, or if the current user has no profile? This is a question of trust bootstrapping, a non-trivial problem that has been studied extensively [17] that is beyond the scope of our work here. Limiting ourselves to bootstrapping trust values in all neighbors to an initial value β , which will then be molded by the measures of value found as the user's profile grows requires a small modification of Equation 3:
In terms of how this affects recommendations, the initial predictions that a system will be able to make (based on no historical profile) will be the same as items' reputation, since all neighbours will have equal weighting. Recommendations will become more accurate as the number of ratings the user inputs grows, trust values become more reliable, and the risk engine, as will be explored in Section 2.3, can operate more effectively. Table 7 reflects an experiment done with β = 0.5.
Related Work
Computational trust is a topic that is experiencing a rising influence in the field of recommender systems. Not only does it provide an interesting metaphor that can be used to explain the implicit interactions that occur as CF algorithms operate, but also suggests methods that can improve on the work that has been done to date. Trust, however, is applicable to different aspects of recommender systems. In this short review we focus on the influence of trust on the algorithm deriving predicted ratings, and not, for example, on the interactions between users and the interface to the recommender system. Amongst the first applications of trust to CF is the work done by Massa et al [16] ; in order to overcome problems that arise from similarity measures, which require co-rated items in order to function, users can be asked to input trust values in other users. This method is particularly useful if a trust propagation algorithm is also implemented, and allows both the breadth and accuracy of predicted ratings to improve. Our work differs from [16] by performing trust evaluations based on computed added value, rather than pushing the decision to the end users, a scenario that may be more appropriate when user profiles need to are restricted in the interest of privacy. We also did not include trust propagation as we assume a centralised domain, where the user-rating matrix is available for complete analysis.
The trust-learning method that we propose more closely resembles the work done by O'Donovan and Smyth in [14] ; they define a recommender's rating to be correct if the difference between it and the user's rating is less than a threshold value. Correctness is defined as a binary value, and, in doing so, begins to return to the domain of similarity. Our trust-learning method rewards sources of information, regardless of the opinion that was expressed, in order to differentiate between trustworthy recommenders (sources) and opinions (transposed ratings).
Trust has also been explored in decentralised recommender systems [18, 19] . As above, similarity relationsips can be viewed as a limited instance of trust relationships, thus allowing trust to be propagated over networks and then reconverted into similarity in order to reduce data sparsity. [18] extends this work, exploring whether trust models can be feasibly implemented in these systems, observing the effect of the trust model on bandwith usage, response time, and on user's patience.
All these solutions, however, focus on profile similarity. Our approach to the problem moves away from similarity by considering trust as a question of value rather than similarity. All users learn who their trusted recommenders are, and at different points in time they will have both varying levels of information with regards to their community. This idea deviates from the traditional assumption of similaritybased user interaction, towards encompassing further requirements of successful interaction, such as information sharing and honesty, into the recommendation process.
It is important to note that the implementations of trust in CF contexts are parallel to work being done by the clustering community, which include many interesting techniques that aim towards the same goals we stated above: finding a subset of the community of users that are the "appropriate" ones. Work such as [20] describes clustering from the perspective of message-passing, performing clustering by imitating the way people group together around common interests. Although lacking in the language used within trust-management research, these fields of work can offer a wide variety of important techniques that are equally applicable using the trust metaphor of CF.
Conclusion
In this work we have addressed the problem of learning how much to trust rating information that is received from other users in a recommender system. We thus transform the formation of predicted ratings from "how did similar users to me rate this item?" to "how much do those I trust like this item, and how should I interpret their opinion?" The results we have achieved not only offer a means for CF to be performed successfully under a new trust-based metaphor and perform within similar ranges of similarity-based methods, but offer novel ways of interpreting profile data when generating predicted ratings. Constructing a CF algorithm based on trust will thus include similarity as an emergent property of trust relationships, but not the cause of it. The performance of CF algorithms are known to be subjective to the dataset that they operate on; the contribution of this work can only be further validated by experimenting with more datasets. In particular, the optimal initial trust may vary between datasets, and designing a means of learning what this value is would be a great advantage.
The trust-based perspective and methodology also reduces the vulnerability that CF has to profile injection attacks; inserting a profile of ratings would not affect a target user's trust values in others unless the inserted ratings cover items that the target user has yet to rate. This is due to the fact that building trust relationships inherently includes a temporal component, and thus only users who have input ratings for an item prior to the active user inputting the rating will be considered for trust updates. Therefore an attacker can only target users who have yet to rate the items that meet the injected profile. It is possible to mimic this scenario in a controlled, experimental set up, but makes attacks much harder to design in the broader settings of online recommender systems. Our evaluation at this point has also implicitly assumed that all the users who are participating in the CF environment will not alter it or try to "game" the system in any way. Our future work will focus on removing these assumptions and observing the effect that these new scenarios will have on the recommendation process. Since we have defined interactions in this work on a userpair basis, a malicious node can still attack each user in the system before all will have lost their trust in it. This entails defining suitable attack models for these kind of systems, and methods for users to defend themselves from malicious peers, by propagating trust values throughout the community, such as in techniques provided in [17] .
