Abstract-We introduce FOVEA: a foveated vergent active stereo vision system. FOVEA actively directs a pair of vergent stereo cameras to fixate on surfaces in a scene, performing multiresolution surface depth recovery at each fixation point, and accumulating and integrating a multiresolution map of surface depth over multiple successive fixations. Several features of the system are novel: an active foveated image sampling and processing strategy is shown to greatly simplify the problem of establishing correspondence; a probabilistic fixation strategy is developed that is driven by the scene structure; the system uses the fixation strategy to recover local depth maps at a high resolution at multiple fixation points, eventually mapping the entire scene; and finally, the local maps are integrated as they are acquired into a global depth map.
I. INTRODUCTION
T HE DEVELOPMENT of active machine vision platforms has rapidly evolved over the last decade [1] - [3] . A critical aspect in the design of an active system is deciding how to best control camera pose to constrain correspondences between the views. A principal tradeoff is the choice between a parallel baseline system, which provides a simple matching geometry but little overlap between views, and a vergent geometry, which better exploits a common field of view between the cameras at the cost of a more complex correspondence problem (Fig. 1) .
This paper describes the foveated vergent active stereo system (FOVEA), which generates and maintains a multifixation, multiresolution three-dimensional (3-D) surface map using a combination of these techniques. Fig. 2 introduces the structure of the FOVEA system. FOVEA's recovery process begins with no knowledge of the scene except a constraint on the minimum distance to the camera platform. An initial depth recovery process (IDR) supplies a coarse depth map which serves as a foothold into the landscape of the scene, using a parallel adaptive baseline stereo process. A dynamic depth recovery (DDR) process uses this information to locate a suitable first fixation, based on criteria of proximity, information content, and surface structure. An initial fixation is made, verging the cameras so that the lines-of-sight intersect at a surface point and generating a multiresolution depth map using a foveated, or nonuniformly sampled vergent stereo computation. This higher resolution map is absorbed into the existing map, replacing IDR depth data. The new map is used to help select a new fixation point. This process is repeated at each fixation as part of a process of generating a dense depth map over the scene.
In this paper the operation of each component of FOVEA is described. Several significant contributions are provided. The first is a new method for initializing the vergent stereo process, using an adaptive variable baseline stereo algorithm which adjusts the stereo recovery process to the current scene. The second is a foveated vergent stereo algorithm which explicitly and actively defines a foveal image structure on a vergent stereo image pair, making it possible to efficiently determine correspondences over nonuniform levels of spatial resolution. The third innovative aspect of this work is the development of a probabilistic fixation strategy that guides the movement of the cameras to efficiently build a 3-D scene model. It is unique in its ability to both construct cohesive local surface representations as well as making significant fixation jumps to analyze new surfaces. The probabilistic fixation strategy is driven by both two-dimensional (2-D) and 3-D proximity (with center suppression) and by intensity gradient attraction. The final original contribution is the integration of these tools in a working active vision system that builds multiresolution surface maps from many fixations. Accumulation of multiple foveated 3-D scene segments into a meaningful conglomerate is accomplished here for the first time.
The work presented here goes beyond other multifixation scene recovery work done by Abbott, Das, and Ahuja [4] , [5] . They also builds a model of the scene using a vergent imaging geometry over multiple fixations; however, in [4] no multiresolution (foveated) imaging/processing structure is used to extend the usable portion of the vergent stereo image pair, and in [5] the multiresolution structure is only generally defined as having lower resolution than the central processing region. In our work the graded resolution of the foveal processing structure is explicitly and actively defined for varying focal length, vergence angle, stereo baseline, and camera spatial resolution. Additionally, the mechanism for driving the movement of the cameras from one fixation point to the next is based on a probabilistic strategy designed to allow the cameras to more easily move between surfaces in the scene, contrasted with the energy-based scheme used in their work. FOVEA is unique in its ability to both construct cohesive, complete local surface representations as well as being able to make significant camera movements to fixate new surfaces.
II. INITIAL DEPTH RECOVERY PROCESS
The first task for the FOVEA system is the selection of a suitable fixation point for the cameras. The goal is to place the intersection of the lines of sight of the cameras at a surface point of an object. This step is critical to properly constrain the vergent stereo correspondence process, since verging in front of or behind a surface greatly complicates matching by increasing the disparity range, and hence, the number of pixels that must be searched in the stereo correspondence process [4] . To satisfy the requirement for high depth resolution to accurately perform vergent fixation, a wide baseline separation is necessary for the stereo cameras. This can be seen in Fig. 3 , where the world point is projected for two different stereo baselines. For a narrow baseline ( ), the difference in projection is small between and , making the range of pixels that must be searched small. Performing stereo correspondence with a large baseline separation ( ) requires a large range of possible shifts, or disparities, to be searched, but it provides significantly higher depth resolution.
Variable baseline stereo handles the conflicting objectives of simple matching and high depth resolution by using a sequence of stereopairs [6] - [9] . Starting the matching process at a narrow, easily matched baseline, the baseline is then progressively expanded to improve depth resolution yet maintain an unambiguous matching structure. The depth estimate at the previous baseline defines the search window at the current baseline. To employ this technique three issues need to be resolved.
1) What should the initial baseline separation be to guarantee unique correspondence? 2) How should the baseline expand so that unique correspondence is maintained? 3) What is the appropriate stopping point to achieve sufficiently precise vergence? Answering these questions has led to a new technique for initializing and expanding the stereo baseline. Fig. 4 outlines the adaptive variable baseline stereo process, beginning with the selection of an initial baseline, iteratively performing correspondence, and expanding the baseline to refine the depth resolutions.
A. Initial Baseline
Methods for determining the initial baseline has not been an area of systematic research. Previous researchers have either imposed a sufficiently narrow baseline in the first stage to guarantee zero or unity (pixel) disparity [9] (guaranteeing unambiguous matching) or have assumed the initial baseline provides unique matches, rejecting any ambiguous matches [6] - [8] . These approaches concentrate on the process of predicting where the current matches will be located for the next baseline separation.
By contrast, one of our goals has been to make the initial depth recovery process more flexible in handling scenes with unknown structure, by defining the initial baseline to reflect information available in the image and using the camera geometry. In other words, how to determine how the baseline needs to be set to make solving correspondences tractable over a diversity of 3-D scenes. There are three problems.
1) A point projected in one view may be occluded in the other view 2) There may be homogeneous regions which yield ambiguous matches. 3) There may be repetitive texture present, making matching ambiguous. We address each of these problems in the following.
1) Occlusion:
Occlusions can occur at any baseline separation when there is a sufficiently large depth discontinuity in the field of view. For larger baselines, occlusions are more severe: more points may be occluded. Without scene-specific information, the only effective approach is to explicitly detect the occlusion. A straightforward approach for accomplishing this is to independently seek matches between the views, in both directions (left to right and right to left) [11] . Inconsistent matches are then discarded as inconsistent. This technique can be applied regardless of the baseline separation.
2) Homogeneous Image Regions: Homogeneous image regions are problematic since insufficient information is available to establish reliable correspondences. This problem is present whether a static or active recovery system is used, as no amount of movement will change the absence of surface texture. We address the problem by excluding homogeneous image regions from the IDR matching process, instead using a feature-based algorithm that includes only points with sufficient variation to be matched.
3) Repetitive/Ambiguous Texture: This problem is the opposite of that caused by homogeneous image regions and affords the greatest opportunity to use active baseline control to constrain correspondences. In this case there is an excess of information, making it impossible to distinguish between matches, since multiple pixels/features have the same local characteristics. A periodic surface texture will causing the views to have multiple viable correspondences, with relative shifts defined by the periodicity of the pattern [11] .
An active system can remove this ambiguity by restricting the baseline separation such that the disparity is less than one period of the pattern. This requires that the local spatial frequency content of the image be computed first, and then the baseline separation be determined. The greatest advantage of this approach is that a single image is required to compute the local spatial frequency characteristics, all of this being done prior to acquiring the second frame and computing correspondences. Thus, the system adapts to unknown scene structure by using image information to define the initial baseline. This technique also uses image information directly to determine the maximum disparity by computing the local spatial frequency content at each point in the image and then finding the maximum minimum (maximin) local (horizontal) spatial frequency over all points. The period of this maximin signal determines the worst case ambiguity for the matching process, as no lower frequency information exists to disambiguate matching. Thus, the maximum disparity that can be reliably measured at every point in the image must be no more than . The baseline can then be set as where is the minimum distance to the platform, is the focal length, and is the sampling resolution of the camera sensor.
Measuring the maximin local spatial frequency can be performed using a local frequency decomposition such as the windowed Fourier Transform or a wavelet transform [11] . These decompositions describe the local frequency components present at each pixel. However, rather than performing a complete local decomposition, we adapt a standard stereo matching primitive to simplify the problem. The zero crossings (ZC's) generated by filtering the stereopair with a Laplacianof-a-Gaussian (LoG) kernel are commonly used as matching primitives. The LoG kernel is defined as where . The spacing of the zero crossings in the image are related to the value of the filter and the local spatial frequency content of the image [10] . The values used in our experiments ranged from 2.5 to 3.5 pixels. The passband of the LoG increases in frequency with decreasing , resulting in higher frequency information and, consequently, more closely spaced ZC's. While there many ways of characterizing the proximity of ZC's [10] , the goal is to determine the minimum ZC separation for a specific stereo image pair. An effective method for determining baseline separation is to histogram the ZC separations for the initial image and define the baseline accordingly. If the minimum ZC separation sets the baseline, unique matching is guaranteed and the baseline will be as good or better than a worst-case baseline set for a ZC separation of two pixels. To balance the goals of unique matching and maximum disparity/depth resolution, a threshold is used to determine the baseline separation. Here the baseline is set so that 90% or more of the ZC's find unique matches.
B. Baseline Expansion
It is necessary to determine the amount by which the baseline separation can increase at each stage, while maintaining unambiguous matching. Previous approaches operate in a predetermined fashion, expanding in fixed, equal increment stages or with some preset graded expansion strategy [6] - [9] . While these approaches allow the process of acquisition and processing to be hardwired, the advantage of having feedback from the imaging process to drive baseline positioning is lost. Here the same adaptive approach proposed in the initial baseline selection is applied to improve the process.
The stereo process at the initial baseline separation produces a disparity map with a disparity in the range , where (Fig. 5) . For a point with disparity in this range, if matching is assumed correct to the level of quantization, then the true disparity lies in the range 0.5 pixels.
The goal of baseline expansion is to select a larger baseline satisfying conflicting objectives of increased depth resolution and unique matching. If the baseline is expanded by a factor of (selection of is addressed below), the disparity at each point and the size of its associated uncertainty window increases by the same factor. A point with initial disparity 0.5 will have a new disparity (Fig. 6 ). The matching process must then search over this window centered at . Ambiguity occurs as a result of having multiple compatible matching primitives (ZC's) in the search window.
To effectively choose the baseline expansion factor , image information and a disparity constraint are used. If a single constant disparity surface is present (a fronto-parallel plane), can be selected to jointly satisfy both the requirements of increased disparity resolution and unique matching where is the minimum ZC separation and is the floor function. This ensures that the search window contains the boundaries of the uncertainty window . The baseline expansion causes the projections of all surface points to shift by the same amount. Using this expansion factor ensures that the expanding uncertainty windows match the minimum separation of the ZC's, with mutually exclusive search windows for each point separated by one or more pixels. No ambiguity exists in the matching process using this expansion factor and substantial baseline expansion is possible. This is the maximum unambiguous expansion factor under any circumstances.
The next level of complexity are multiple fronto-parallel planes separated by depth discontinuities. In this case the same expansion factor produces unambiguous correspondence except in the vicinity of the discontinuities, where occlusions cause matching ambiguity. The approach incorporated here is to use the left-to-right/right-to-left consistency check described above.
For general scenes, determining requires considering variation in surface depths. The only way to do this is to incorporate a constraint on local disparity variation, which we accomplish as follows: first, the minimum ZC separation ( ) is determined as before. In conjunction with this image information, a limit on the disparity range across this minimum separation must be imposed, reflecting the range that can be uniquely disambiguated. This disparity gradient limit sets an upper bound on the variation in disparity between matching elements [10] .
The new approach developed here is to use the disparity map generated for the current baseline to set this limit. Fig. 7 presents the geometry of the problem. Two points and , separated by the minimum ZC interval , in the left image are shifted by amounts and in the right image, respectively. The angle of slant, , of the planar surface in the scene defines the maximum variation in depth that will occur between points. To motivate this development, consider the connection between the information currently available and the local surface structure. For an object that is close and/or for a wide stereo baseline the disparity magnitude, and hence, resolution for the projected points will be large. Depth variations are more heavily quantized, and small depth variations become discernible between adjacent points. Conversely, for a large object distance and/or a narrow baseline the disparity range (resolution) is smaller, producing smaller variations in depth between adjacent points.
Given the maximum disparity (from the current disparity map) and the desired maximum surface slant, a disparity range for unique matching can be determined. can be computed directly where and It is then possible to make an explicit definition for such that unique matching (nonoverlapping search windows) is guaranteed for ZC's with below-threshold ( ) variations in disparity This process is continued as long as the region of interest remains within the joint field of view.
The greatest advantage of this approach is the connection between the characteristics of the matching primitive and the recovery strategy. Both in the selection of the initial baseline and the baseline expansion strategy, the primitives are used directly to ensure that the current scene is properly characterized. The initial baseline selection provides the maximum depth resolution and minimum ambiguity for the matching process and the baseline expansion determination sets the upper bound for the expansion factor and uses disparity resolution of the current scene to guide baseline selection.
In our experiments, the expansion step ranged from 1.0 to 2.0, depending on the value of , while the average number of expansions performed was two-the goal is not a perfect solution of depth, but rather, sufficient accuracy to allow a fixation to occur without ambiguity.
C. Terminating the Variable Baseline Stereo Process
To complete the process, it is necessary to determine the baseline at which the depth resolution is sufficient to accurately verge the cameras to a point. Fig. 8 shows the vergence geometry.
The goal is to verge the cameras so their lines of sight intersect at the surface ( 0). The resolution of the variable baseline stereo depth estimates increase with baseline, while the uncertainty decreases accordingly. To ensure that is sufficiently small to perform accurate vergence, the range uncertainty of the variable baseline depth estimate is refined until it is within the range of uncertainty that can be disambiguated by the vergent stereo process. Given the current baseline, the depth uncertainty of the chosen fixation point for the variable baseline stereo process ( ) is known where is the focal length, is half the stereo baseline, and is the horizontal dimension of a pixel. By setting the range of pixel values over which the centered fixation point can vary between the vergent views without ambiguity, it is possible to directly compute the corresponding vergent uncertainty . Given the chosen baseline ( ) and vergence angle ( ), can be computed as , where is the estimated depth from the variable baseline stereo process, and is the depth of the surface with maximum acceptable error, and where
The free variable in this expression is the range of pixels , over which the vergent stereo process must search to refine the depth estimate of the fixation point. It is desirable that P be sufficiently small to avoid ambiguity in correspondence between the vergent views, due to the same problems of repetitive texture, occlusion, and homogenous regions.
D. Planar Surface Patches
Finally a model of the local surface structure is generated by fitting the disparity data to planar surface patches. These patches are used as a common currency between the IDR and DDR modules, and between depths computed at different fixations. Least square error fitting is used to fit where disparities are ( ) triples and the plane is parameterized by ( ). The patches used in were pixels, which corresponds to a surface patch size of cm on a side for range up to 1.5 m from the platform. Results of the IDR process for a pair of fronto-parallel planes separated in depth by 17 cm is presented with natural textures of wood grain and tile in Fig. 9 . The first and last images of the stereo image sequence are presented in part (a), the depth map constructed for the raw disparity and the corresponding planar patch depth map are shown in parts (b) and (c), respectively.
III. FOVEATED VERGENT STEREO

A. Motivation
A vergent stereo imaging geometry is a powerful means for concentrating the visual attention of a vision system on a particular region of interest. However, a more complex geometric relationship exists between points that are projected to a vergent stereopair. Fig. 10 depicts the differing projections of a fronto-parallel plane onto vergent images using a fixation point on the plane. The center of the surface is centered in the two stereo frames, but the parallel lines of the surface do not project to corresponding parallel lines in the image frames due to the vergent geometry. Thus, the epipolar, or matching lines of the stereopair are not coincident with the image scanlines.
Several approaches have been explored to handle this transformation. The first is to rectify the stereo image pair by reprojecting the image points of each frame onto a new virtual image plane that possesses the scanline epipolar structure [12] . The drawback is that rectification must be computed for each image point to be used in the matching process.
In the immediate vicinity of the fixation point the transformation of the epipolar lines is small, producing a vertical disparity usually less than a pixel for small horizontal disparities. In this region scanline matching can be done without consideration of the vergent geometry. Also, since points in the vicinity of the fixation point have nearly zero horizontal disparity, correspondence is simplified with a small search window centered at zero disparity. If correspondences are restricted to this region, the matching process is greatly simplified. However, since the central region where this property holds is small for appreciable vergence angles, this can only be employed over a restricted central region [4] .
It is possible to extend the fraction of the image over which scanline matching holds, either by using a small vergence an- gle or by increasing focal length (which results in the scanlines maintaining the epipolar constraint over a greater portion of the field of view). Both solutions may be undesirable. However, if the spatial resolution of the periphery is reduced, then the range over which scanline matching holds is increased [5] . Of course, there is reduced depth resolution over the periphery; this is offset by using multiple fixations. A further extension is to allow multiple levels of resolution reduction to maintain the scanline epipolar constraint. Thus: by reducing spatial resolution in a graded fashion away from image center, a scanline correspondence algorithm can be used over the entire image. This is described next, where rectangular subarrays simplify the implementation (Fig. 11) .
This structure provides an efficient framework for active depth recovery, balancing the effort expended computing depths at each fixation with the effort required to change the fixation point. Since full-resolution matching is not attempted in the periphery, the cost of computing correspondences is reduced commensurate with the expense of adjusting the search space or rectifying the images. Also, since a large segment of the scene is mapped at each fixation, more information is available for the selection of the next fixation point.
B. Definition of Foveal Structure
We use the vergent geometry to modify the foveal image tessellation at each fixation. In this way, the dimensions of each resolution level of the foveal array are determined such that the scanline matching characteristics are maintained. The information available to assist in this operation is the current imaging geometry as well as the current aggregate depth map from previous fixations.
Local surface information is needed to define the foveal resolution hierarchy; unfortunately, this is what is to be recovered. In a parallel baseline system, the expected depth range sets the horizontal disparity range for scanline correspondences. In a vergent geometry, the depth range relative to the fixation point determines the allowable horizontal and vertical disparity ranges. The worst case scenario for a vergent geometry is a surface located at a large range from fixation, giving large differences in stereo projection. One possible choice of a surface to represent the worst case is a fronto-parallel plane at the maximum depth from the fixation point. Any point lying between this plane and the fixation point will have a smaller disparity.
This worst case approach has two drawbacks: 1) if any depth exceeds , scanline matching will be violated and correspondences will err; 2) if the depth variation about fixation is less than , excessive spatial resolution may be discarded. A good way to dynamically define the depth range is to utilize current depth information accumulated by FOVEA, using this information to constrain . The information available for FOVEA to constrain is the accumulated depth map, composed of depths computed at previous fixations. At each new fixation, is found by first computing the intersection ( ) for the backprojection of each image point ( ) corresponding to world point ( ) (Fig. 12 ). The intersection with the greatest depth from the fixation point determines for a plane representing the worst case across the field of view. This plane is used to construct the foveal tessellation, allowing scanline matching to yield accurate depths in the current view.
The coordinates of the plane intersection point ( ) are defined by the plane equation represented by , the current image coordinate ( ) converted to the corresponding world coordinate ( ), and the optical center ( ) This surface intersection point is projected onto the right image plane through the optical center of the right camera. The right image plane is given by, where ( ) is the image plane normal, which is the ray connecting the image plane origin to the optical center of the camera. The intersection with the right image plane ( ) is shown in (1) at the bottom of the page. The resolution breakpoints are located where the vertical disparity of the current left image point increases past onehalf the resolution of the current level. Thus, when the vertical disparity becomes greater than one-half pixel, the resolution is reduced by a factor of two. Next, when the vertical disparity becomes greater than one pixel (or greater than one half the next resolution level) the image resolution is reduced again by a factor of two. This continues until the image boundary is reached.
Unfortunately, multiple surfaces in the field of view can lead to a large value of and, consequently, a low resolution foveal array. This can be countered by establishing a depth threshold, , when finding . This threshold should balance the conflicting objectives of having a simple correspondence process (i.e., a narrow disparity range) and generating depth estimates across the entire field of view. In FOVEA, is set to constrain the allowed disparity of the central foveal region where is the stereo baseline, is one-half of the horizontal disparity limit, is the horizontal pixel dimension, and is the vergence angle.
This uses the maximum disparity that will be searched in the foveal region to define the permissible separation in depth from the fixation point. A processing mask for the matching process is created using this threshold, such that over regions of the current view where the depth exceeds the mask is set to zero, preventing matching from occurring in such regions. The maximum depth within the accepted range is selected for . This improvement has a two-fold benefit. First, is better constrained (must be ). Second, matching is better constrained. The tradeoff is that depth is not computed over the masked region until a fixation occurs in that depth vicinity.
The foveated processing structure in FOVEA provides a natural framework for multiresolution, vergent stereo processing. Three important objectives are satisfied by this framework: 1) the vergent stereo correspondence process is reduced to a scanline matching problem; 2) depth information is recovered across the image at multiple levels of resolution; 3) depth resolution is maintained in the vicinity of the fixation point. This approach is novel both in the concept and implementation of the foveated vergent structure and in the use of feedback in the active recovery process.
C. Processing Sequence/Implementation
The steps for the foveated vergent processing operation are then: perform vergence, adjust the camera pose to refine the fixation point, compute correspondences, and generate a depth map using the camera geometry and the computed correspondences. Fig. 13 diagrams the foveated vergent stereo process. This process is interfaced with the rest of FOVEA via the input of the current camera geometry, the chosen fixation point, and the current depth map, and via the output of the recovered multiresolution depth map to extend/improve the depth map.
1) Refinement of Fixation Point:
As input to the foveated vergent stereo process, FOVEA supplies the spatial ( ) coordinates of the new fixation point, based on a probabilistic fixation strategy given in Section III. The cameras then move to verge and fixate on this new location. Since the movement places the intersection of the optical axes of the two cameras only approximately at a surface point, FOVEA refines this initial vergence operation. Visual servoing is used to locate the surface more precisely.
Visual servoing is useful for aligning cameras when there is a single surface depth. The idea is to change the pose of the cameras and compute the difference between the views. As the cameras come into alignment on the surface, the difference becomes small. In FOVEA, the disparity of the left image center is computed with respect to the right frame by minimizing a normalized -norm. The baseline is then adjusted to null this disparity.
(1) 
2) Foveated Vergent Stereo Processing:
Once the refinement process is complete, the vergent stereo images are acquired and the foveal image arrays are generated using the current depth map to estimate the range of depth about the fixation point (Section II-B). The correspondence problem is now restricted to scanline matching and standard parallel baseline stereo algorithms can be applied, with a minor modification: the disparity is allowed to range over both positive and negative values, as defined by the horopter, rather than strictly nonnegative disparities. With the fovea in place, a natural approach for finding depth is to use a coarse-to-fine stereo algorithm. The disparity range at each point is constrained by the depth estimates generated in the foveation process.
FOVEA has been designed so that any reasonable "off-theshelf" stereo algorithm can be used to extract depths. In the implementation described here, a simple deterministic search using a normalized -norm is used to evaluate the quality of the current disparity over an pixel window where and are the average intensities over left and right local image patches (defined below), respectively. The value of is computed for each disparity in the range ( ) and the minimum value is chosen as the correct disparity. is the maximum allowable disparity (in pixels). The variable in this criterion is , the size of the processing window which controls the amount of information used in computing the disparity. There is a tradeoff between increasing the window size to contain sufficient information to compute disparity, versus reducing the window size to better localize the disparity response and improve computation. A fixed window size of pixels is employed; however, there exist approaches which dynamically alter the window size with the local statistics of the images [6] .
3) Depth Map Construction: The common data format used by FOVEA to condense and structure the raw depth information from each of the recovery processes (including IDR) is an array of local planar surface patches. These patches serve as a convenient currency for the exchange of information between these processes, while also condensing the volume of disparity data into a local representation that is easily stored and queried by other processes. Certainly, higher-order patches could be used, e.g., bi-quadratic patches. However, in our experiments the 3-D patches averaged only 0.5 cm on a side over the foveal region and 1.0 cm on a side in the periphery; surfaces tend be smooth at such scales, except at discontinuities. Moreover, integrating patches is greatly simplified when they are planar. The patches are constructed using least-square error, fitting the disparity over an subregion of the image to a plane where the disparity for each pixel ( ) is parameterized by (
). The depth of each of the four corners of the patch is computed by backprojecting the corresponding points from left and right image planes and locating their point of depth intersection. Thus for each patch four 3-D coordinates are maintained. In FOVEA, uniform 32 32 pixel patches are used in the IDR process, while two patch resolutions are used in the foveated vergent stereo process: 16 16 pixel patches are used in the fovea and 32 32 pixel patches are used in the periphery. The lower resolution peripheral and IDR patches constrain the foveated depth recovery process where local surface structure can be better delineated.
IV. DYNAMIC DEPTH RECOVERY
A. Data Integration over Multiple Fixations
The integration of 3-D depth data from multiple fixation points begins with the generation of the first uniform resolution planar surface patch map from the initial data recovery process. This forms the nucleus for the evolving surface map, with data added at each fixation to expand and refine the map. There is no potential for ambiguity with this first map, since no previous data exists. However, when the multiresolution surface patch data generated by the first vergent fixation are presented, this new information must be seamlessly integrated into the existing model of the environment.
In this approach, as each fixation occurs the data is added to the array in a hierarchical fashion. Given the existing patch map, first the peripheral depth patches are added to the map, replacing any peripheral or IDR patches that lie within the current field of view and that overlap the new patch map. The current foveal patches are integrated with this map, replacing any peripheral patch elements that overlap. This hierarchical replacement strategy significantly reduces the number of patches maintained in the patch array and the computational cost of querying the array.
B. Probabilistic Fixation
FOVEA utilizes a probabilistic approach to fixation that embodies two fundamental innovations:
1) the computation of a fixation metric that combines multiple 2-D and 3-D fixation criteria in a consistent fashion; 2) the use of a probabilistic selection process to make the choice of the next fixation point less rigid, thus allowing the fixation process to occur in a dynamic fashion by responding to the criteria rather than in a pre-programmed fashion without regard to the scene. Additionally, the selection process is independent of the criteria used, so while the criteria may change for a given application, the selection process remains consistent.
The selection of the next fixation point for a chosen set of criteria takes the following steps. First, for each criterion , indexed by , a value is computed at each pixel. Each criterion is normalized so that the sum of the over the image is 1, allowing for a probabilistic interpretation of the likelihood of visiting the point ( ) in the next fixation.
For each , a criterion response array is constructed in the same fashion. Under the assumption that the individual criteria are independent, multiple criteria are combined into a multiplicative composite criteria at each point A histogram of is then computed. If a deterministic fixation selection process were used, the maximum value in the histogram should be selected, and (one of) the corresponding image point(s) chosen for the next fixation point. This rigid definition of the suitability of a given point does not account for variations in the environment, such as lighting, or variations in the camera pose which may produce variations in the magnitude of the criterion response at a given point. A deterministic selection process will always select the maximum response, but loses the ability to adapt to changes in the environment or the acquisition process. In addition, it does not guarantee a complete mapping of the scene, which is a severe drawback. In FOVEA, a random value is selected over the range of the histogram, as governed by a specific probability law. The probability law governs how closely the choice of the next fixation point is tied to the criteria. In FOVEA, a modified exponential density supported on the range is used, where is a scaling factor and is a maximum criterion selected so the integral of the density is unity. An exponential density was selected so the fixation point would be weighted more strongly in the vicinity of the current fixation, yet have the ability to move beyond the current region with a smooth falloff in probability. Of course, other densities satisfy this property, and this topic is certainly an area for more extensive research. The parameter was chosen empirically to be 0.5.
The final stage in the selection process is to convert the selected histogram value into a corresponding pixel location, and in turn, to a 3-D surface coordinate. Since there may be multiple pixels with the same criterion response, it is necessary to choose among the possible candidates. Given that each pixel is equally acceptable, a uniform random selection is made from the candidates; alternatively, a criteria such as proximity of the points to the image center may be applied. This proximity-based selection is used here. The 3-D surface coordinate corresponding to the pixel location is then found by raytracing using the current surface patch map. A diagram illustrating the selection of the next fixation point is shown in Fig. 14. 1) Selection Criteria: To efficiently recover surface structure, three important criteria have been employed: local image information content, proximity of the candidate fixation point to the current fixation point (both in depth and visual angle), and the current status of the surface map in the vicinity of the point.
i) Image Information Content: The first criterion is the amount of local image information in the vicinity of the candidate fixation point. This can take on a variety of forms, ranging from a measurement of the local image gradient to a more advanced pattern detector for specific recognition applications. In FOVEA's surface depth recovery process, the critical requirement is having sufficient local image variation to perform consistent stereo matching. A simple, local measurement of the variation in image intensity is the gradient magnitude squared, defined discretely at a pixel as
The probability of fixating on a given point is partly defined by the strength of the local image variation, generating a gradient attraction based on this response. To retain the probabilistic interpretation definition ( ), the response at each point is scaled by the sum of the gradient magnitude squared response.
ii) Local Suppression: The second criterion of local suppression is necessary to prevent the depth recovery process from repeatedly returning to a region that is "interesting" according to another criteria, such as information content, and remapping it at the foveal depth resolution. This criterion is defined by performing a raytrace of the current left view to determine which segments of the view have already been mapped at foveal resolution. The criterion response for each candidate pixel was then defined as if the point has not been mapped at foveal resolution otherwise to enforce movement of the fixation. Choosing optimal relative weights, remains an open problem. The criterion response is then normalized such that the sum of the responses is unity.
iii) Proximity: To simplify the recovery process at the next fixation, sufficient range information must be available to constrain the correspondence process. To provide this support, the depth map must evolve using coarse peripheral approximations of depth to constrain the process in the foveal region. For this reason it is not desirable to make radical jumps in fixation position, as this may move the foveal region far beyond the support of the current depth map. Hence, proximity is a useful criteria used by FOVEA to constrain the position of the next fixation.
Proximity is defined both in terms of 2-D angular separation of a candidate image point from the current fixation point, and as the 3-D quality of surface depth of a candidate image point relative to the current fixation point. The 2-D proximity criterion uses the radial distance of the candidate image point from the current fixation point (the image center) scaled by an exponential - where ( ) is the image center and is a scaling factor controlling the response falloff. This criterion is a fixed measure of image distance. The advantage of a probabilistic selection scheme is that it is possible to move beyond the neighborhood of the current fixation.
The 3-D proximity criterion supports the depth computation and maintains coherency in the surface recovery process. It uses a two-level response based on the depth map raytraced from the current left camera view -if within of fixation point otherwise.
Again, optimizing these weights remains a significant research problem. The criterion is normalized so the sum of responses is unity. This mask serves as a suppression mechanism to constrain processing to the current range of depth until a significant portion of the current surface is mapped, then forces the recovery process to move to a different depth range. Since the criterion is evaluated relative to the current fixation, a slanted surface to can escape this criterion and properly evolve as a single surface.
In summary, the principal advantages offered by FOVEA's probabilistic fixation strategy are integration of image information, camera geometry, and the current depth map in the selection process; the use of a modular definition of the criterion response; and a probabilistic selection strategy, which makes it possible to adapt to the local scene structure instead of relying on a programmed mapping sequence. These characteristics provide an adaptive structure for surface depth recovery. 
V. THE TEXAS ACTIVE VISION TESTBED
In the implementation of active techniques, the accuracy and repeatability of the parameter control is critical to the success of recovery tasks. This was one of the central motivations in the design of the University of Texas active vision testbed (TAVT). The heart of the TAVT is an industrial grade motion control system, capable of providing precise and repeatable positioning in baseline, pan, and tilt for each camera. These three degrees of freedom are controlled using Compumotor microstepping motors with a linear baseline resolution of 10 000 steps/in and a pan and tilt resolution of 6400 steps/degree. The position, velocity, and acceleration of each motor can be independently controlled via a common serial interface to the host workstation. This simple interface coupled with the precision motion control system makes TAVT an ideal testbed for evaluating multicamera vision algorithms. The image acquisition hardware employed Panasonic WV-CD 50 CCD camera on each platform with a nominal pixel resolution of 480 512 pixels (Fig. 15) . The RS-170 video from each camera is digitized by a Datacube Digimax framegrabber with an acquisition rate of 1/30th s for a full video frame and stored on onboard before being transferred to the host workstation. The lenses used vary in focal length and quality from a 16 mm video grade lens used for a wide field of view (30 ) to a 35 mm Nikon SLR grade lens for higher quality imaging but narrower field of view (15 ). The host workstation is a SPARCstation 10/51 with a single CPU operating at 50 MHz. The SPARCstation is responsible for coordinating the parameter control of the active compo-nents, triggering the image acquisition, and performing the primary stereo and defocus processing. A block diagram of the system is shown in Fig. 16 .
It is desirable to have few constraints on the structure of the scene. Only one constraint is enforced: surfaces may be no closer than a minimum distance defined by the imaging geometry, since focusing is limited at close range. The minimum distance is 40 cm ( 15.75 in) using a 35 mm lens.
VI. RESULTS
The complete operation of the FOVEA stereo system is best presented using examples. Static images are used here but a video demo in MPEG-1 form is available upon request to author ACB. The goal of these examples is to demonstrate the system operating on different types of structures and to show the way in which the surface map evolves over multiple fixations. The first example (Fig. 17) presents a cylinder (covered with a photograph) intersecting two fronto-parallel tile planes. The evolution of the surface map is shown at five step increments over 25 successive fixations. The integrity of the map is maintained throughout the process, and the high precision of the testbed motion control hardware ensures that the accumulated positional error over multiple fixations is negligible.
The mapping of the cylindrical surface demonstrates that local variations in surface slant can be accurately recovered. Coarse peripheral depth estimates are refined as the fixation point is directed to the region, and the foveal processing resolution is available to make an accurate and reliable estimate of depth. This example also demonstrates the natural evolution of the surface map over a sequence of fixations with the competing criteria controlling the placement of the next view: the gradient criterion reacting to the local image information content, the proximity criterion holding the fixation point in the vicinity, and the local suppression criterion pushing fixation away from previously mapped regions.
The second example (Fig. 18) demonstrates the operation of the 3-D proximity criterion in the evolution of a map for multiple surfaces in a scene. Two fronto-parallel planes, separated in depth were presented to FOVEA. The first fixation occurs on the near plane, consequently restricting the range of interest about this plane. The presence of a depth mask in the stereo processing is evident in the generation of patches only for the near surface at this stage. After nine fixations the attention shifts to the far plane. The impetus for this move is the combination of the local suppression criterion, which pushes the fixation away from regions that have been mapped at foveal resolution, and the gradient attraction of points on the far plane overcoming the inhibiting influence of the 3-D proximity criterion.
The ability to coherently evolve the depth estimates for the individual surfaces is a new concept for vergent stereo depth recovery, made possible through the use of the 3-D proximity criterion. This is a natural structure for vergent stereo, as this approach effectively constrains the disparity range for the correspondence process by limiting the range of interest about the fixation point. This is also an example of how the IDR and peripheral depth estimates assist in the fixation process by providing the coarse depth information necessary to generate the criterion.
The final example (Fig. 19) has both large and small jumps in surface depth as well as smooth variations in depth over a slanted plane. The fixation process begins in the foreground and maps out small variations in surface depth between the wooden blocks. After seven fixations the attention shifts to the far surfaces, composed of a slant plane with a pattern fabric texture and fronto-parallel plane of plywood. This example shows that the individual criteria can function in the presence of a complex scene structure and generate a coherent depth map. Each of these examples demonstrates FOVEA's effectiveness in mapping multiple surface scenes using a dynamic, evolving multiresolution strategy.
VII. CONCLUSION
FOVEA is a unique foveated, vergent stereo active vision system that utilizes a novel active foveated image structure and a new 2-D and 3-D structure-driven probabilistic fixation strategy that makes it possible to construct cohesive, complete local surface representations. FOVEA is able to make significant fixation jumps to analyze new surfaces. The principles behind FOVEA were demonstrated as it effortlessly builds a multiresolution surface map over a large number of fixations, by accumulating multiple foveated 3-D scene segments into a meaningful dense scene description.
FOVEA is a fast and practical system for recovering 3-D scenes. It is fast relative to "dense stereo" algorithms that require solving massive nonconvex optimization problems. Depth was computed in 3-5 min at each fixation using a SPARC 10-this would be a few seconds using newer hardware. FOVEA is practical for efficient scene-building, since it exploits a unique foveated, vergent computational stereo processing structure to generate a high resolution surface map about the current fixation point, as well as providing lower resolution peripheral surface maps that guide the selection of future fixations, thus providing a context, or visual memory, for expanding the map. This work also explicitly defines, for the first time, the means by which an active foveated processing array can be constructed for this task, using off-the-shelf CCD cameras. The probabilistic fixation strategy, which was developed to allow for a complete and efficient scene coverage, provides a new and effective mechanism for selecting and guiding the cameras to high-information 3-D fixation points in the construction of nonuniform, multiresolution surface maps.
