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Abstract—The discrete cosine transform (DCT) based multi-
carrier system is regarded as one of the complementary multicar-
rier transmission techniques for 5th Generation (5G) applications
in near future. By employing cosine basis as orthogonal functions
for multiplexing each real-valued symbol with symbol period
of T , it is able to reduce the minimum orthogonal frequency
spacing to 1/(2T ) Hz, which is only half of that compared to
discrete Fourier transform (DFT) based multicarrier systems.
Critical to the optimal DCT-based system design that achieves
interference-free single-tap equalization, not only both prefix
and suffix are needed as symmetric extension of information
block, but also a so-called front-end pre-filter is necessarily
introduced at the receiver side. Since the pre-filtering process
is essentially a time reversed convolution for continuous inputs,
the output signal-to-noise ratio (SNR) for each subcarrier after
filtering is enhanced. In this paper, the impact of pre-filtering on
the system performance is analyzed in terms of ergodic output
SNR per subcarrier. This is followed by reformulated detection
criterion where such filtering process is taken into consideration.
Numerical results show that under modified detection criteria,
the proposed detection algorithms improve the overall bit error
rate (BER) performance effectively.
I. INTRODUCTION
In addition to waveforms such as orthogonal frequency
division multiplexing (OFDM) [1], [2], universal filtered multi-
carrier (UFMC) [3], [4], filtered OFDM [5], filter bank multi-
carrier (FBMC) [6], [7], [8], the discrete cosine transform
(DCT) based multicarrier modulation (MCM) adopts cosinu-
soidal orthogonal functions cos(2π×kt/(2T )) instead of com-
plex exponential functions set exp(j × 2π× kt/T ) to achieve
minimum subcarrier spacing at 1/(2T ) Hz [9], where k is the
sub-channel index and T is the symbol duration respectively.
Correspondingly, the multiplexing and de-multiplexing of sub-
carriers can be simply implemented by inverse discrete cosine
transform (IDCT) and DCT, instead of inverse discrete Fourier
transform (IDFT) and DFT. The fast DCT algorithms proposed
in [10] and [11] could provide fewer computational steps than
FFT algorithms. This brings the advantage of reducing the
signal-processing complexity and power consumption. Addi-
tionally, inter-carrier interference (ICI) coefficients in DCT-
MCM are more concentrated around the main coefficient
than in DFT-MCM, leading to improved robustness against
frequency offsets [12]. Since only one dimensional modulation
is used for DCT-MCM the phase estimation in the coherent
detection at the receiver is also simplified [13].
However, one of the major challenges that DCT-MCM
encounters in practical design is that the DCT pair used
for subcarrier multiplexing/demultiplexing does not have the
circular convolution property under multipath channels as the
cyclic prefix (CP) based DFT does in conventional systems
[13], [14]. The DCT convolution property has been studied
in the classical work in [15], which proves the fact that the
DCT of the convolution output between two symmetrically
extended sequences equals to the product of their individual
DCTs. This requires the channel impulse response (CIR) to
be symmetric inherently [13], [14]. But in more generic cases,
such as multipath fading in wireless channels, the condition for
symmetric convolution is not satisfied and the channel cannot
be easily compensated by simple single-tap equalizer.
In the literature, there are various studies to address this
problem. The chromatic dispersion in single-mode fibres
(SMFs) [16] is one of the special channels which meet the
symmetry condition, but it is only applicable under optical
communication circumstance. The method proposed in [17]
extends the DCT processed signal symmetrically to avoid the
needs for channel symmetry. However, the net data rate is
reduced by half. Another suboptimal method is based on a low-
complexity detection algorithm [14], by which guard sequence
is zero-padded and the DCT at the receiver is replaced by the
DFT at doubled length. But there is still residual ICI which
degrades overall performance. Besides the aforementioned
design methods, a more optimized solution is given by Al-
Dhahir in [13]. It enables single-tap equalization in the cosine
domain without interference problem by using a time-domain
finite impulse response (FIR) pre-filter at the receiver to filter
CIR symmetric.
In this paper, we follow the optimal solution that introduces
an additional pre-filter to ensure diagonalizable property by the
DCT. In addition, both prefix and suffix that symmetrically
extend the information sequence are inserted into each data
block as guard sequence. Since the pre-filter is essentially
a time-reverse filter and its coefficients in time domain are
correlated with channel taps [13], the resulted overall effective
channel coefficients become amplified, leading to increased
signal power at the receiver. On the other hand, the filtering
process renders noise a product of Gaussian variables, which
no longer follows Gaussian distribution. As a consequence,
the filtering effect needs to be taken into consideration to
reformulate conventional detection criterion.
To the best of our knowledge, current work related to DCT-
Fig. 1. Baseband equivalent model of optimum DCT-MCM system
based multicarrier system mostly discusses the corresponding
properties and system implementation methods, e.g., in [13],
[15]. The more in-depth study, such as how output signal-to-
noise ratio (SNR) variates among subcarriers by the filtering
process in DCT-MCM, however, has not been investigated.
As a main contribution in this paper, we derive the rela-
tion between ergodic output SNR and input SNR on each
subcarrier. Corresponding detection criterion is reformulated
based on output instantaneous SNR to enhance overall system
performance.
The remainder of the paper is organized as follows. We
start in Section II by describing the transmission model of this
optimum DCT-MCM system. This is followed by a mathemat-
ical formulation of the DCT optimal conditions for frequency
selective channels. Section III shows analytically how the
filtering process affects the ergodic output SNR and compares
the SNR gain achieved under several practical channels. Mod-
ified detection criteria are then proposed for the minimum-
mean-square-error (MMSE) and maximum likelihood (ML)
methods by considering effective channel characteristics and
noise filtering effect in Section IV, and the paper is concluded
in Section V.
Notations: [·]H and [·]T stand for hermitian conjugate and
transpose operation, respectively. E[·] is defined as the expec-
tation of random variable. We use diag(·) to return the vector
of the main diagonal elements of operated matrix. IN and JN
refer to identity matrix and reversal matrix of dimension N ,
respectively. 0M×N is the zero matrix of size M×N . A linear
convolution operation of two vectors is denoted as ∗.
II. SYSTEM DESCRIPTION
In this section, we first explain a baseband model of opti-
mum DCT-MCM system over the wireless frequency-selective
channel which is illustrated in Fig. 1 [13]. All processing steps
are interpreted by matrix operations, paving the road to further
system performance analysis. As can be seen from the figure,
the DCT/IDCT pair is employed for modulation/demodulation
whilst a pre-filter is necessarily imposed on the front of the
receiver to guarantee channel symmetry condition.
Assume N subcarriers are employed for carrying informa-
tion data streams, and N ASK symbols are imposed on those
N subcarriers before transmission. It is noted in the figure
that the real and imaginary part of the received symbols are
processed separately and their corresponding processing steps
are identical. For simplicity, we express the general system
model using only real branch of the diagram by
y = DRPrHrCDHa + DRPrnr (1)
where y is the signal received as the input to the equalizer, a ∈
R
N×1 is an uncorrelated ASK symbol vector with zero mean
and normalized power σ2s . D ∈ RN×N is power normalized
DCT matrix in type II which is the most popular member
of the DCT family [15]. C ∈ R(N+Lp+Ls)×N is the matrix
implementation of adding prefix (length Lp) and suffix (length
Ls) in symmetric form defined as
C = [JLp , 0Lp×(N−Lp); IN ; 0Ls×(N−Ls), JLs ] (2)
Generally, the prefix and suffix are assigned to be identical
to the guard sequence length (Ls = Lp) and the total
block length L1 is given by L1 = N + Lp + Ls. Assum-
ing h = [h1, h2, . . . , hL] is the real component of channel
impulse response with length L, the corresponding channel
convolution matrix denoted as Hr ∈ RL1×L1 is organised
as a Toeplitz matrix with the first row and first column
being [hL, hL−1, . . . , h1, 01×(L1−L)] and [hL, 01×(L1−1)]T re-
spectively. For simplicity, we define g = [g1, g2, . . . , gL] =
[hL, hL−1, . . . , h1]. In order to combat multipath effect, suf-
ficient guard sequence should be guaranteed (L ≤ Ls =
Lp) [13]. On the other hand, the pre-filter matrix Pr ∈
R
L1×L1 representing time-reverse filtering is also imple-
mented by a Toeplitz matrix with its first row and column
being [hL, 01×(L1−1)] and [g, 01×(L1−L)]T , respectively. R ∈
R
N×L1 is the matrix representation of the prefix and suffix
removal operation before demultiplexing, which can be defined
as
R = [0N×Lp , IN , 0N×Ls ]. (3)
By adding the pre-filter and designing the prefix and suffix
guard sequences according to the aforementioned method, it
ensures optimality of the DCT for multicarrier transmission in
the sense that both ICI and inter-symbol interference (ISI) are
completely eliminated. Furthermore, based on the theorem in
[13], the resultant output matrix DRPrHrCDH is equivalent
to a diagonal matrix which can be written as
Heff,r = DRPrHrCDH (4)
where Heff,r ∈ RL1×L1 is the equivalent channel matrix for
real part branch with its diagonal vector defined by
diag(Heff,r) = [H1, H2, . . . , HN ] (5)
In DFT-MCM systems, channel frequency responses are
assumed to follow the Gaussian distribution and with zero
mean and same variance on each subcarrier if Rayleigh
channel is considered. However, this is not the case in DCT-
MCM systems as the received signal power is not identically
distributed among subcarriers after correlated filtering. The
corresponding effective frequency responses no longer follow
the Gaussian distribution. This requires further analysis on
output SNR which is described in the following section.
III. OUTPUT SNR ANALYSIS
In order to analyze the filtering effect on DCT-MCM for
general multipath channels, the expressions for ergodic output
signal power and ergodic output noise power are derived
respectively in this section. Note that we consider an ASK
modulated system in which real symbols pass through a
complex channel. The received outputs are complex corre-
spondingly that can be viewed as two streams correlated by
channel in quadrature, with each allocating one-half the total
received power. The pre-filters are then employed to filter
both its real and imaginary data stream independently as
indicated in Fig. 1. As to detection, the two filtered streams
are then combined in the complex domain for equalization.
Since the two streams experience identical processing steps,
for simplicity, the following derivations are for the real branch
and total power is thus can be calculated by doubling the result.
A. Ergodic Output Signal Power
The channel symmetry condition can be met in practice
by time-reversed filtering, resulting in the overall symmetric
channel obtained by
f = h ∗ g = [h1, h2, . . . , hL] ∗ [hL, hL−1, . . . , h1]
= [f1, f2, . . . , fL, . . . , f2L−1] (6)
where f = [f1, f2, . . . , fL, . . . , f2L−1] is a symmetric channel
impulse response of length 2L − 1. The channel-coefficients
fi are denoted by
fi =
{ ∑i
k=1 hkhL−i+k if 1 ≤ i ≤ L;∑2L−i
k=1 hkhi−L+k if L < i ≤ 2L− 1.
(7)
The symmetry property can be verified by the condition fi =
f2L−i as indicated in Eq. (7).
Lemma 1: All matrices diagonalizable by the type-II DCT
matrix can be written as the sum of an N × N symmetric
Toeplitz matrix HT and an N × N Hankel matrix HH ; i.e.,
D(HT + HH)DH = Heff,r [13].
In this case, HT is a Toeplitz matrix derived
by the first row and first column being z =
[z1, z2, . . . , zN ] = [fL, fL−1, . . . , f1, 01×(N−L)]
and [fL, fL−1, . . . , f1, 01×(N−L)]T while HH is a
Hankel matrix derived by the first row and first
column being [fL−1, fL−2, . . . , f1, 01×(N−L+1)] and
[fL−1, fL−2, . . . , f1, 01×(N−L+1)]T respectively. By properly
designing the guard sequence and the pre-filter, the integrated
matrix RPrHrC becomes diagonalizable by the type-II DCT
matrix. From the Lemma 1, we yield
RPrHrC = HT + HH (8)
The theorem given in [15] indicates all N × N matrices
diagonalizable by the type-II DCT matrix can be generated
with the type-I DCT matrix as
D(HT + HH)DH = DIz = Heff,r (9)
where DI represents the DCT type-I matrix. As a consequence,
the main diagonal vector coefficients of Heff,r in Eq. (5) can
be derived by DCT-I with vector z, which is represented as
follow
Hk = z1 + (−1)k−1 · zN
+2
N−1∑
n=2
zn · cos[ π
N
(n− 1)(k − 1)] (10)
On the other hand, the real component of channel coeffi-
cients is Gaussian distributed and can be denoted as hk ∼
N(0, 0.5σ2k). Since the channel is power normalised, we have
L∑
k=1
σ2k = 1 (11)
By using the assumption that different channel taps are uncor-
related, we have
E[hi · hj ] = 0 if i = j (12)
By combining Eq.(7) and Eq.(11), we can obtain the expected
correlation value of effective channel coefficients as
E[fi · fj ] =⎧⎨
⎩
0 i = j;
1
4
∑i
p=1 σ
2
pσ
2
L−i+p i = j = L;
3
4
∑L
p=1 σ
4
p +
1
2
∑L
p=1
∑L−i
t=1 σ
2
pσ
2
p+t i = j = L.
(13)
By applying Eq. (13) to Eq. (10), the ergodic output signal
power of real branch for the kth subcarrier is amplified as
E[H2k ] = E[f
2
L] + 4
L∑
n=2
E[f2L−n+1] · cos2[
π
N
(n− 1)(k − 1)] (14)
Apparently, the signal power is maximized if the multiplying
factor cos2[ πN (n − 1)(k − 1)] equals to 1, which is satisfied
by the first subcarrier at k = 1, i.e.,
E[H21 ] = E[f
2
L] + 4
L∑
n=2
E[f2L−n+1]
=
3
4
L∑
p=1
σ4p +
3
2
L∑
p=1
L−i∑
t=1
σ2pσ
2
p+t = 0.75 (15)
This implies the amplifying factor E[H21 ] is a constant value
equals to 0.75. Considering this is just for the real branch of
the processed signal, which only accounts half of total power.
The received average power on the first subcarrier is amplified
by a factor of 1.5. The gain is less for other subcarriers, i.e.,
2E[H2k ] ≤ 2E[H21 ]. From Eq.(15) , it is clear to see that the
gain varies for each subcarrier and we are able to calculate
ergodic output signal power for each subcarrier theoretically.
B. Ergodic Output Noise Power
The output noise variance of the system is also changed
due to the filtering operation. As mentioned in the last section,
the information symbols could be detected by either the in-
phase or quadrature dimension. Practically, both the real and
imaginary components of the complex baseband equivalent
CIR are constrained to be symmetric by implementing a com-
plex pre-filter. This is similar to two receiver diversity case.
The received noise v consists of two independent components
which can be represented as
v = DR(Prnr + jPini) (16)
where Pr and Pi are the real and imaginary parts of the
complex-valued pre-filter matrix P; whereas nr and ni are
the real and imaginary parts of the AWGN noise vector n
with variance σ2n. The ergodic output noise covariance matrix
E[vvH ] can thus be expressed as follows
E[vvH ] = E[DR(Prnr + jPini)(Prnr + jPini)HRHDH ]
= E[DR(PrnrnHr PHr + PininHi PHi )RHDH ] (17)
Since E[nrnHr ] = E[ninHi ] =
σ2n
2 I and E[PrP
H
r ] = E[PiPHi ],
Eq. (17) can be simplified to
E[vvH ] =
σ2n
2
E[DR(PrPHr + PiPHi )RHDH ]
= σ2nDRE[PrPHr ]RHDH (18)
The matrix Pr consists of channel coefficients that satisfy Eq.
(12), E[PrPHr ] then becomes a diagonal matrix defined as
E[PrPHr ] = T = diag(t) where t is a vector of size L1 and
t = [t1, t2, . . . , tL1 ]. Convolving the two inputs, we summarize
the results as
tm =
{ ∑m
i=1 h
2
L−i+1 if i ≤ m ≤ L;∑L
i=1 h
2
L−i+1 = 0.5 if L < m ≤ L1.
(19)
Substituting Eq. (19) to Eq. (18), we obtain
E[vvH ] = 0.5σ2n if L ≤ Ls (or Lp) (20)
which is a constant value. This reveals the fact that by pre-
filtering the in-phase and quadrature branches independently,
the overall noise power at the output is reduced by half if
sufficient guard sequence length is guaranteed as indicated in
Eq. (20).
C. Gain of ergodic output SNR
With the derivations of output signal power and noise power
provided, we can exam how much gain DCT-MCM is achieved
in terms of SNR. Since the SNR loss due to guard interval
can be easily incorporated if the length of guard interval and
the DCT/FFT size are known, we neglect this effect in the
following derivations. The input SNR is defined as
SNRin =
σ2s
σ2n
for all subcarrier index k (21)
On the other hand, the output SNR can be expressed by the
previous results expressed in Eq. (14) and Eq. (20) as
SNRout(k) =
E[H2k ] · σ2s
0.5σ2n
= 2E[H2k ] · SNRin (22)
Consequently, the gain η of SNR achieved at the output is
η(k) = 2(E[f2L] + 4
L∑
n=2
E[f2L−n+1]
· cos2[ π
N
(n− 1)(k − 1)]) (23)
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Fig. 2. Output SNR gain in different channels.
Eq.(23) implies the output SNR gain has very close relations
with the subcarrier index and channel characteristics. We
are now able to analyze the SNR gain among subcarriers.
The theoretical analysis is validated by the means of Monte-
Carlo simulations. For comparison, three widely considered
channels are employed namely, Extended Vehicular A model
(EVA), Extended Typical Urban model (ETU) and Extended
Pedestrian A model (EPA), respectively. The sampling rate is
fs=20MHz and DCT size is assumed to be 64 and 256.
Fig. 2 illustrates the simulation results for linear SNR gain at
the output of the pre-filter among subcarriers for these three
channels; theoretical results are also shown as comparison.
One can see from the figure, that the simulation results
coincide with the theoretic analysis in general. In the first three
sub-figures, although the same subcarrier number is assumed
for transmission through different channels, the corresponding
curves demonstrate very distinct characteristics. Generally, the
worse condition of the channel, the more frequency selectivity
among subcarriers we have as a result of pre-filtering. Fig 2.
(a), in particular, achieves constant gain among all subcarriers.
This is because EPA channel has a single tap if fs=20MHz.
If we focus on the ETU channel and increase the subcarrier
number to 256, the second term in Eq. (23) will have more
fluctuations as variable number increases along with subcarrier
number, which is verified by Fig. 2. (d).
On the other hand, the output SNR gain varies among
subcarriers. Most subcarriers see an enhanced output SNR by
2 to 3 folds. The above analysis will be utilized in the design
of detection schemes in the equal.
IV. DETECTION CRITERION FOR DCT-MCM SYSTEM
The commonly employed multi-carrier data detection tech-
niques include linear methods such as zero forcing (ZF),
minimum-mean-square-error (MMSE) detection, as well as
the maximum likelihood (ML) detection that achieves optimal
performances at the cost of high computational complexities
[18]. The ZF one-tap equalizer only requires the knowledge
of the channel and is the most straightforward to implement
at the receiver [19]. On the other hand, the MMSE equalizer
requires the knowledge of the noise variance in addition to the
channel information. However, as analysed earlier, the filtered
noise on each subcarrier becomes correlated with each other,
therefore is no longer Gaussian distributed. Consequently, the
detection criterion needs to be changed in DCT-MCM system.
This motivates us to focus on reformulating the MMSE and
ML criterion to make them applicable to DCT-MCM so as to
bring performance improvement.
A. MMSE Detection
The MMSE detection aims to minimize the mean square
error E(||Wy− a||) [19], [20]. Here || · || stands for Euclidean
norm of a vector. To facilitate derivation, we represent the
received signal in terms of effective real and imaginary channel
matrix Heff,r and Heff,i combined with effective pre-filtering
matrix Gr and Gi defined as
y = (Heff,r + jHeff,i)a + Grnr + jGini
= Heffa + Grnr + jGini (24)
Where Gr = DRPr and Gi = DRPi. Heff is the com-
plex effective channel matrix. In the ZF method, since the
equalization matrix WZF = HHeff/|Heff |2 does not depends
on the noise characteristic, conventional detection criterion is
still applicable to the DCT-MCM system. However, as can
be seen from Eq. (24), the overall noise Grnr + jGini in
the DCT-MCM system is correlated by multiplying a non-
diagonal matrix with both the real and imaginary component
respectively. The MMSE detection considers the noise vari-
ance and mitigates the noise enhancement problem by using
the minimum mean square error equalization matrix WMMSE
satisfying the following condition
∂
∂WMMSE
E[(WMMSEy − a)(WMMSEy − a)H ] = 0 (25)
Substituting Eq. (24) to Eq. (25), we yield
WMMSE [σ2sHeffHHeff + 0.5σ2n(GrGHr + GiGHi )] = σ2sHHeff (26)
By moving the multiplying component to the right of the
equation, the reformulated expression of MMSE equalization
matrix is given by
WMMSE =
σ2sHHeff
σ2s |Heff |2 + 0.5σ2n(GrGHr + GiGHi )
(27)
As evidenced by the above equation, unlike the conventional
MMSE detection method, the knowledge of the pre-filters
information Gr and Gi are necessarily required for the MMSE
detection for DCT-MCM systems, as the effective noise after
pre-filter would change instantaneous output SNR.
B. Maximum Likelihood Detection
Compared to linear detectors which experience degraded
performance, the ML detection is a superior solution and
achieves optimal performance. The received symbol on kth
subcarrier in DCT-MCM system is expressed from Eq. (1) as
yk = Hkak +
N∑
t=1
gk,tnr,t + j
N∑
t=1
pk,tni,t (28)
Where gk,t and pk,t are the elements in kth row and tth
column of Gr and Gi respectively; whereas nr,t and ni,t are
respectively the real and imaginary parts of noise vector n
on the tth subcarrier. Generally, the coefficients gk,t and pk,t
are time-reversed transforms from channel entries, rendering
the integrated noise component in Eq. (28) in the form of
a series of complex and correlated combinations which no
longer follows Gaussian distribution in statistics.
In practice, the transmitted signals are divided into several
frames with each frame sharing the same channel information
for all the blocks. Consequently, the multiplying factors gk,t
and pk,t are instantaneous identical constants for every block
within one frame. Under this assumption, the integrated noise
is regarded as multiple additions of arbitrary number of
Gaussian noise variables with variance of g2k,t on the real part
and p2k,t on the imaginary part. The overall variance D0,k is
then calculated as
D0,k =
N0
2
(
N∑
t=1
g2k,t +
N∑
t=1
p2k,t) (29)
Based on this instantaneous output noise as complex-Gaussian
variable with variance D0,k, the conditional probability density
function of yk given ak is in the formula as p(yk|ak) =
1√
πD0,k
exp(− |yk−Hkak|2D0,k ). Note that this holds for a specific
data frame for which the gk,t and pk,t can be regarded as
constant values. The soft information at the ith bit is then
expressed by the mean of log-likelihood ration (LLR) as [21]
Li = ln
∑
ak∈A(1)i
p(ak|yk)∑
ak∈A(0)i
p(ak|yk) = ln
∑
ak∈A(1)i
p(yk|ak)∑
ak∈A(0)i
p(yk|ak)
= ln
∑
ak∈A(1)i
exp(−|yk−Hkak|
2
D0,k
)∑
ak∈A(0)i
exp(−|yk−Hkak|
2
D0,k
)
(30)
The Eq. (30) is complicated and can be simplified by log-sum-
exponential approximation [10]: log∑i exp(φi) = maxi(φi).
By eliminating numerical stability and assuming zk = yk/ak,
the LLR equation can be rewritten as
Li ≈ ln
max
ak∈A(1)i
exp[−|Hk|2(zk − ak)2/D0,k]
max
ak∈A(0)i
exp[−|Hk|2(zk − ak)2/D0,k]
=
D0,k
|Hk|2 { maxak∈A(1)i
[−(zk − ak)2]− max
ak∈A(0)i
[−(zk − ak)2]}
=
D0,k
|Hk|2 {− minak∈A(1)i
(zk − ak)2 + min
ak∈A(0)i
(zk − ak)2}(31)
Similar to MMSE detection, the part D0,k|Hk|2 in Eq. (31) implies
the modified ML criterion also uses instantaneous output SNR
by taking into account the noise filter effect.
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Fig. 3. BER comparison for DCT-MCM and DFT-MCM in different detection
methods
C. Comparison between ZF, MMSE and ML detections
Based on the above reformulated detection criterion, we
compare the BER performance in simulation between DCT-
MCM and DFT-MCM systems under a typical Wifi channel.
Since the subcarrier spacing in DCT-MCM is half of that in
DFT-MCM, we assign 128 subcarriers to DCT-MCM with
8ASK scheme and 64 subcarriers to DFT-MCM with 64
quadrature amplitude modulation (QAM) scheme respectively
to keep the same bandwidth efficiency. A CP with length of
12 is introduced to DFT-MCM whereas DCT-MCM has a
guard sequence of double length. In addition, the polynomial
(133,171) code with constraint length of 7 and rate of 1/2
is employed for both systems. In the Fig. 3, DCT-MCM
outperforms DFT-MCM on all accounts. The gap for ZF and
MMSE between these two systems are about 4dB and 2
dB respectively, showing clear superiority and very attractive
advantage of DCT-MCM over DFT-MCM. However, this gain
is reduced to around 1dB if ML is employed for the two
systems, which is illustrated in the figure.
V. CONCLUSION
In this paper, the gain of output SNR at the receiver of the
DCT-MCM system is derived analytically for each subcarrier.
It has been shown the filtering operation introduces channel
correlation to the received signals, leading to a output SNR
gain up to three folds. The gain depends on subcarrier index
and channel characteristics. As to the detection techniques,
we propose methods to take into account output instantaneous
SNR, based upon which the criterion for MMSE and ML
are reformulated respectively. The BER results verify the
performance enhancement by considering filtering effect.
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