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ABSTRACT
An airborne microwave temperature profiler (MTP) was deployed during the Texas 2000 Air Quality
Study (TexAQS-2000) to make measurements of boundary layer thermal structure. An objective technique
was developed and tested for estimating the mixed layer (ML) height from the MTP vertical temperature
profiles. The technique identifies the ML height as a threshold increase of potential temperature from its
minimum value within the boundary layer. To calibrate the technique and evaluate the usefulness of this
approach, coincident estimates from radiosondes, radar wind profilers, an aerosol backscatter lidar, and in
situ aircraft measurements were compared with each other and with the MTP. Relative biases among all
instruments were generally less than 50 m, and the agreement between MTP ML height estimates and other
estimates was at least as good as the agreement among the other estimates. The ML height estimates from
the MTP and other instruments are utilized to determine the spatial and temporal evolution of ML height
in the Houston, Texas, area on 1 September 2000. An elevated temperature inversion was present, so ML
growth was inhibited until early afternoon. In the afternoon, large spatial variations in ML height developed
across the Houston area. The highest ML heights, well over 2 km, were observed to the north of Houston,
while downwind of Galveston Bay and within the late afternoon sea breeze ML heights were much lower.
The spatial variations that were found away from the immediate influence of coastal circulations were
unexpected, and multiple independent ML height estimates were essential for documenting this feature.
1. Introduction
The depth of the mixed layer (ML), also known as
the ML height or mixing height, determines the volume
in which pollution emitted near the ground is primarily
concentrated. Various imperfect observational tech-
niques are available to estimate this ML height (Kaimal
et al. 1982; Seibert et al. 2000). Coulter (1979) found
differences between ML height estimates from radio-
sondes (“sondes”), lidars, and sodars are most common
during the early morning growth and late afternoon
decay of the ML. Separate instruments are found to
measure ML heights with greater variability when the
ML top is not strongly stable (sonde versus lidar; van
Pul et al. 1994) or when clouds are near the top of the
boundary layer (sonde versus profiler; Grimsdell and
Angevine 1998) (profiler versus lidar; White et al. 1999;
Cohn and Angevine 2000), or both (sonde versus pro-
filer; Angevine et al. 1994).
Radiosonde-based ML height estimates are most
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commonly used as a reference for evaluating other
techniques, but radiosonde-based definitions of ML
height vary from study to study and the particular
technique used is not always described. Grimsdell and
Angevine (1998), using an unspecified subjective tech-
nique for the radiosonde data, found a profiler bias of
39 m for clear conditions and 27 m for cloudy condi-
tions in summertime in Illinois. White et al. (1999) com-
pared profilers and lidar during summertime in Tennes-
see and found a lidar bias of 69 m and an RMS scatter
about the regression of around 150 m. Van Pul et al.
(1994) compared sonde (using the method of Holz-
worth 1964) and lidar from a representative sample of
conditions throughout the year at the Netherlands and
found a standard error of the regression of about 120 m.
S. Cohn (2005, personal communication) has per-
formed additional computations on profiler and lidar
data from the field study previously analyzed by Cohn
and Angevine (2000): using the radar wind profilers as
ground truth, the bias of two ground-based lidars were
3 and 39 m and the standard deviations were 109 and
176 m. The most commonly used metric for compari-
sons, the correlation coefficient, does not convey infor-
mation on the relative biases or accuracy of the differ-
ent estimates.
This study evaluates the absolute and relative accu-
racy of the first ML height estimates made using an
airborne microwave temperature profiler (MTP; Den-
ning et al. 1989). The airborne MTP was flown for the
first time for extensive boundary layer temperature
sampling during the Texas 2000 Air Quality Study
(TexAQS-2000), conducted in and around Houston,
Texas, in August and September 2000. Preliminary to
this evaluation, the relative performance of other con-
ventional instruments (radiosonde, radar wind profiler,
and airborne lidar) in Houston’s subtropical coastal en-
vironment is evaluated using a consistent and informa-
tive set of metrics. The value of a multi-instrument ML
height dataset is then illustrated by a spatial and tem-
poral analysis of ML heights during a high-ozone day in
Houston. The combination of instruments provides a
uniquely comprehensive view of a spatially inhomoge-
neous urban mixed layer.
2. Data and methods
The ML heights used in this paper were determined
from data collected from five boundary layer profilers,
three radiosonde sites, an airborne lidar, an airborne
MTP, and in situ temperature and dewpoint measure-
ments collected by instruments aboard the National
Center for Atmospheric Research (NCAR) L-188C
Electra aircraft. The positions of the wind profilers and
radiosonde sites (as well as surface sites to be men-
tioned in section 6) are displayed in Fig. 1. The profilers
operated continuously, and soundings were taken every
3–12 h. The Electra, which carried the MTP, most often
flew at about 650 m above ground level (AGL), within
the mixed layer, while the aircraft that carried the lidar
generally flew above 3000 m AGL so that the down-
ward-pointing lidar could sample the entire PBL. The
two aircraft generally operated independently, per-
forming multiple transits across the Houston area or
across downwind plumes of pollutants.
The intercomparison dates are given in Table 1. Most
days with airborne data were cloud-free or had scat-
tered clouds that could be avoided by the lidar aircraft.
In general, conditions in Houston during the field pro-
gram were somewhat hotter and drier than normal, and
the prevailing wind direction was most often southerly
or northeasterly. Sea breezes were common on days
with light winds.
In a previous field program, White et al. (1999) av-
TABLE 1. Selected days for the comparisons between
instruments during Aug and Sep of TexAQS-2000.
Comparisons Days
Wind profiler and sonde 17 Aug–19 Sep
Wind profiler and lidar 25 Aug, 28–30 Aug, 1 Sep, 6–7 Sep
Wind profiler and MTP 25 Aug, 27–28 Aug, 1 Sep, 6 Sep
MTP and in situ data 25 Aug, 27–28 Aug, 30 Aug, 1 Sep
FIG. 1. Map of the Houston area, showing locations of radar
wind profiler, radiosonde, and surface stations mentioned in the
text. The box in the center gives the rough outline of the densely
populated core of the Houston metropolitan area and is approxi-
mately 60 km  70 km.
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eraged the ML height estimates from airborne instru-
ments for each flight segment within a 20-km radius of
each profiler site to produce airborne observations that
were comparable to the profiler estimates. A similar
technique is applied here, except that a radius of 10 km
was found to give the greatest agreement between the
lidar and profiler ML heights; that radius is adopted for
the airborne MTP comparisons as well. Temporal col-
location was assumed if the airborne observation was
within 15 min of the fixed observation. The ML height
agreement between the airborne instruments and the
LAM and ELL wind profilers, located near the coast
(Fig. 1), was found to be worse than with the other
profilers. Because the effect of the sea–land boundary
layer transition and the sea breeze itself could not be
easily separated from effects due to different instru-
ment characteristics, ML height comparisons with the
LAM and ELL wind profilers are not shown.
The differences between techniques of ML height
estimation are quantified below using bias and standard
deviation. The bias b is the difference between the
means of the paired samples. For each comparison, a
reference technique is defined and the bias is positive if
the mean estimates from the comparison technique are
greater than the mean estimates from the reference
technique. The standard deviation s is the root-mean-
square value of the departures of the individual pair
sample differences from the mean difference (or bias).
The RMSE, or root-mean-square difference between
the individual estimates, is directly computable from
the bias and standard deviation: RMSE  (b2  s2)1/2.
The statistical significance of the bias was estimated
using a two-tailed, one-sample t test. The null hypoth-
esis was a statement that the test instrument estimate of
ML height is unbiased when compared with the refer-
ence estimate. The null hypothesis was not rejected
when the calculated t statistical value was between
1.96 and 1.96 (1.96  t  1.96) and the p value was
greater than 0.05.
3. Retrieval of mixing heights from airborne
Microwave Temperature Profiler data
a. MTP operation and temperature retrieval
The Jet Propulsion Laboratory’s MTP, flown on the
NCAR Electra during TexAQS-2000, is a passive mi-
crowave radiometer that measures the thermal rota-
tional-line emission from oxygen molecules at three fre-
quencies (55.51, 56.65, and 58.80 GHz). The instrument
uses a scanning mirror to view 10 elevation angles from
80° to 80° in the flight direction (Denning et al.
1989).
The MTP-measured microwave brightness tempera-
tures are converted to a vertical temperature profile
along the flight track by using a statistical retrieval pro-
cedure (Strand and Westwater 1968) with Bayesian as-
pects. To do this, a forward radiative transfer calcula-
tion must first be made. Hundreds of soundings repre-
sentative of the time and location of the actual
measurements are used to calculate the expected
brightness temperatures for each radiosonde tempera-
ture profile. A linear multiple regression is then used to
statistically relate the expected brightness temperatures
(from the forward radiative transfer calculation) to
physical temperature profiles (from the soundings).
This results in a set of retrieval coefficients that can be
used to convert actual measured brightness tempera-
tures to a physical temperature profile. An informa-
tion-theory-based metric then compares the measured
observables with the average calculated observables for
each retrieval coefficient set, and determines which set
(or pair of sets) of retrieval coefficients to use. [For
further background on the temperature retrieval tech-
nique, see Gary (1989, 2006).]
Except for a few short excursions into the PBL, MTP
flights have been generally in the upper troposphere
and lower stratosphere (UT–LS), which is where the
instruments were designed to fly. Because of the short
time available to prepare for TexAQS-2000, the exist-
ing DC-8 MTP was flown unmodified. In hindsight, bet-
ter performance might have been obtained by scanning
more rapidly to minimize horizontal temperature fluc-
tuations within a scan, by using different (or more) ab-
sorption frequencies, by employing a scan strategy op-
timized for detecting boundary layer structure, and by
using a larger mirror to reduce beamwidth and thereby
improve vertical resolution.
When flying in the UT–LS, the MTP does not mea-
sure emission originating from near the earth’s surface,
and therefore measurements are not influenced by ei-
ther the enhanced daytime surface temperature there
(relative to the air temperature), or the substantial
variation in emissivity over land (and to a lesser degree
over water). The situation is very different for flight in
the PBL. To avoid the air temperature retrievals being
affected by the combination of surface temperature and
emissivity, we downweighed any measurements that
did not have at least five e-folding distances of absorp-
tion from the MTP’s line of sight to the surface. Un-
fortunately, this approach throws away potentially use-
ful information needed to understand surface forcing
and can produce artifacts in the retrieval because of the
correlation of temperature with altitude in the atmo-
sphere.
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For a statistical retrieval to be effective, it is essential
that the soundings used to calculate retrieval coefficient
sets resemble the actual temperature field being mea-
sured. With any soundings, whether observed, mod-
eled, or hypothesized, the information-theory-based
metric provides information on whether the soundings
are sufficiently consistent with the MTP observations to
serve as starting points for the retrievals. Since the
Electra generally flew between 1500 and 2300 UTC
(0900–1700 LST), soundings from nearby radiosonde
sites at 0000 and 1200 UTC did not capture all of the
relevant temperature structure, especially ground-level
and elevated temperature inversions. The radiosondes
also did not sample typical coastal and overwater ther-
modynamic profiles. To overcome this limitation, syn-
thetic soundings were generated from mesoscale model
simulations [fifth-generation Pennsylvania State Uni-
versity–NCAR Mesoscale Model (MM5), 4-km grid
spacing, 42 vertical levels with half located below 3 km]
for six of the Electra flight days to supplement actual
soundings from HDT and LAM, to ensure that suffi-
ciently representative soundings were available to cal-
culate retrieval coefficients.
Five sets of retrieval coefficients were needed to rep-
resent the temperature fields encountered by the Elec-
tra: an ocean set with no excess skin temperature, two
sets representing well-mixed profiles over land, with
random excess skin temperatures averaging 20°C more
than ground temperatures added at the sounding’s
ground level to mimic the excess surface emission, and
two sets to represent surface-based inversions and in-
versions above 150 m.
b. ML height estimation from MTP
The vertical spacing of the MTP retrievals increases
with distance from the aircraft flight level: 100 m near
aircraft flight level, 300 m at 1 km above or below flight
level, 1 km at 4 km above or below flight level, and so
on. To retain only those retrievals providing adequate
resolution near the expected mixing height, data from
flight levels above 2.8 km or below 0.2 km were ex-
cluded. Also excluded were data from aircraft ascents,
descents, and turns, as attitude changes affect the view-
ing angle of the MTP and degrade the retrievals.
Data from the remaining scans were linearly inter-
polated to 100-m vertical intervals. An example of in-
terpolated potential temperatures from a flight leg on 1
September 2000 is shown in Fig. 2. The rapid, vertically
correlated potential temperature variations occur pri-
marily over the city and are attributed to contamination
from surface emissions, the finite duration of scans, and
other sources of instrument noise. To eliminate these
artifacts prior to computing ML heights, nine-point
horizontal moving averages were computed from suc-
cessive scans. The endpoints of the nine-scan sequence
were constrained to be within approximately 15 km of
each other to avoid averaging across large distances.
The direct application of subjective mixing height al-
FIG. 2. Vertical section of potential temperature, 1730–1800 UTC 1 Sep 2000, as retrieved by airborne MTP. Isentropes are every 0.5
K and increase from blue to red, with thick lines for the 308- and 312-K isentropes. Noise near the middle of the segment is most likely
an artifact of rapidly varying surface temperatures and emissivities in the Houston urban core.
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gorithms based on radiosonde data (e.g., Kaimal et al.
1982) is not appropriate, because the MTP retrievals
have much coarser vertical resolution than a typical
radiosonde. The “blurry” data from the MTP obscures
otherwise clear transitions between neutral and stable
stratifications. Thus, we test ML height estimates from
various modified versions of two objective radiosonde-
based methods (Marsik et al. 1995) that we will call the
theta-increase method (Heffter 1980; Marsik et al.
1995) and the T-lapse rate method. Application of
these techniques to a sample MTP temperature profile
is illustrated in Fig. 3.
The T-lapse rate method, as applied by Garrett
(1981), assigns the ML height to the base of the first
layer with a lapse rate more stable than 8 K km1,
equivalent to a vertical derivative of potential tempera-
ture greater than 2 K km1. As with any approach
based on a vertical derivative, this approach is sensitive
to the vertical resolution of the underlying data. To find
appropriate lapse rate criteria for the coarse (100 m or
worse) MTP data, a variety of algorithms were tested.
Two techniques for defining the lapse rate were tested:
the lapse rate over the 100-m-thick layer above a given
point, and the least stable lapse rate found by varying
the thickness of the layer above a given point. Two
techniques for specifying the lapse rate criterion were
also tested. The first was a simple numerical value for
the vertical derivative of potential temperature (1.5,
1.75, 2.0, 2.25, 2.5, and 3.0 K km1), and the second was
a value computed by multiplying the average vertical
derivative of potential temperature from 2.0 to 3.5 km
by a constant factor (0.3, 0.5, 0.7, 0.8, 0.9, and 1.0). This
combination of techniques and thresholds yields a total
of 24 different estimates.
The theta-increase method, described by Heffter
(1980), Marsik et al. (1995), and Seibert et al. (2000), is
based on finding the level of maximum ascent of a low-
level air parcel. When applied to radiosonde data, a
surface-based parcel is commonly used, but the MTP
does not retrieve temperatures well near the ground.
As applied here, the ML height is defined as the level at
which the observed potential temperature first exceeds
the minimum potential temperature within the bound-
ary layer by some threshold amount. Six different val-
ues of the threshold potential temperature exceedance
are tested (1.0, 1.25, 1.5, 1.75, 2.0, and 2.25 K).
The various ML height estimates from the MTP are
tested against profiler ML height estimates to deter-
mine the optimal technique and threshold (section 5c).
4. ML height estimates from other instruments
a. Radiosondes and in situ aircraft
The radiosonde-based estimates are assumed here to
provide benchmark estimates of the “true ML height”
because they incorporate the vertical profiles of mul-
tiple thermodynamic quantities at high vertical resolu-
tion. While these estimates are assumed to be bias-free,
they are subject to sampling error caused by a radio-
sonde passing through an individual thermal, updraft,
or downdraft that is exceptionally strong, yielding
higher or lower estimates of the ML height than a dif-
ferent instrument whose estimate is averaged tempo-
rally and spatially.
Soundings were plotted on skew T diagrams for sub-
jective identification of the ML height (Fig. 4). An ideal
sounding will have an ML with a constant mixing ratio.
If the mixing ratio was not well mixed, the ML was
taken as the layer where the mixing ratio was nearly
constant. The base of the moisture transition layer was
then defined as the first level in the dewpoint profile
with a prominent decrease in mixing ratio above the
ML. The ML height was defined as the point halfway
between the base and top of the moisture transition
layer. An ML height estimate was assigned a high-
quality flag when the dewpoint profile was nearly con-
stant within the ML and the ML height estimate was
unambiguous. When the moisture transition layer was
FIG. 3. ML height estimation from a sample MTP temperature
profile using various candidate estimation techniques. The two
tested ways of specifying a lapse rate criterion are as a particular
lapse rate (purple, here 2 K km1) or as a fraction of the observed
lapse rate between 2 and 3.5 km (orange, here using a multiplier
of 0.7). There are also two tested ways of computing the local
lapse rate: over a 100-m layer and over the least stable layer. The
final estimation technique uses a minimum increase from the low-
est observed potential temperature (green, here using an increase
of 1.5 K).
JANUARY 2008 N I E L S E N - G A M M O N E T A L . 31
Fig 3 live 4/C
ill defined but a well-defined stable layer was present,
the base of the stable layer was taken as the ML height.
ML heights were estimated from in situ aircraft data
with the same procedure, using ascent–descent seg-
ments of the flights. Measurements included GPS alti-
tude, temperature (Rosemount Type 102, unheated),
and dewpoint (General Eastern 1011B thermoelectric
hygrometer). The dewpoint sensor uses the chilled mir-
ror technique, so dewpoint changes greater than 1 K s1
are unresolved. Data were available at 1-s intervals.
The typical ascent–descent rate of the Electra was 7
m s1 and typical airspeed was 120 m s1, yielding a
glide slope of 0.06.
b. Radar wind profilers
The radar reflectivity is computable from the signal-
to-noise ratio (SNR) measured by the wind profilers. A
peak in reflectivity is found at the entrainment zone.
Reflectivity peaks can also be caused by other phenom-
ena (Angevine et al. 1994; White et al. 1999; Grimsdell
and Angevine 1998). To date, effectively distinguishing
the ML height signature from contaminants has been
done by manual methods; automated algorithms are
under development.
ML heights were estimated from the wind profilers
by manually examining the reflectivity and spectral
width patterns of each beam. Based on these patterns,
the peak of reflectivity corresponding to the ML top
was chosen. The resolution of an individual reflectivity
measurement is 60 m. To obtain robust estimates, the
reflectivity peaks were averaged by eye over an hour
(approximately 90 separate radials), and the resulting
estimates are reported at a resolution of 10 m. An ex-
ample of the ML height estimates from one profiler on
a typical day is shown in Fig. 5.
A “good” quality flag was given to those data based
on clear, well-defined patterns, and a “marginal” qual-
ity flag was given to periods when the value was, in the
analyst’s judgment, likely but not certain to be the cor-
rect ML height. Patterns showing poor definition of the
ML height were flagged as poor quality and not in-
cluded in these comparisons. The hour-long averaging
could introduce inaccuracies if the change of height
with time during the averaging period is strongly non-
linear.
c. Airborne aerosol backscatter lidar
Backscatter lidar systems observe the distribution of
particulate matter in the ML. A commonly used
method to determine ML heights from backscatter lidar
profiles is to find a maximum gradient in the lidar back-
scatter signal associated with the decrease in aerosol
backscatter in the transition zone from the ML to the
free atmosphere (Davis et al. 2000). This approach is
followed here (an example is given in Fig. 6), after first
specifying a maximum ML height based on subjective
examination of the backscatter data in space and time.
The vertical resolution of the lidar estimates was ap-
proximately 15 m, and the horizontal resolution was
about 600 m. Figure 6 provides a snapshot of the spatial
distribution of mixed layer depth in the Houston area:
over the Gulf of Mexico (left side of panel) the bound-
ary layer was about 500 m deep, whereas the mixed
layer depth increased rapidly to about 1800 m as the
lidar aircraft crossed the coastline and proceeded to-
ward Houston (right side of panel).
FIG. 4. Skew T–logp diagram, 1659 UTC 1 Sep 2000, WPP site,
illustrating definitions of ML height. Temperature along bottom is
in Celsius; pressure along left is in hectopascals. The ML height is
defined as the midpoint of the moisture transition layer, or, if the
moisture transition layer is indistinct, the base of the stable layer.
In this sounding, the moisture transition layer is clear and the
midpoint is at 925 hPa, or 811 m. The base of the stable layer,
where potential temperature begins increasing significantly, is col-
located with the base of the moisture transition layer.
FIG. 5. Profiler SNR time series, 29 Aug 2000, HSW, showing
typical evolution of ML height (times signs). Dark red indicates
large SNR.
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High backscatter signals received from cloud tops
can be mistaken for the top of the ML, which can create
a positive bias in the ML depth if cloud signals are not
otherwise detected and removed. Also, as with other
techniques involving constituent mixing, errors can re-
sult when an internal boundary layer is present, and the
lidar measures the top of a residual layer as opposed to
the current surface mixed layer. Residual layers occur
after the convective PBL collapses in the afternoon or
when the continental ML is undercut by a sea breeze,
and contain properties of the past ML air that is unrep-
resentative of the present ML. To minimize this prob-
lem, the TexAQS-2000 lidar data were prescreened to
constrain the objective algorithm to identify the lowest
aerosol transition layer if multiple such layers were
seen.
5. Instrument intercomparison
a. Background
Five boundary layer wind profilers, an airborne lidar,
and the airborne MTP were used to estimate the ML
height. These instruments have different strengths and
are often only appropriate under certain conditions.
Even under optimal conditions, ML height estimates
can differ because each instrument measures a different
aspect of the ML-to-free-atmosphere transition.
Because wind profilers are stationary instruments
that provide nearly continuous measurements of the
ML, their ML height estimates can be compared di-
rectly with the estimates of the airborne instruments
when the aircraft flew suitably close to profiler sites. To
relate these comparisons to radiosonde estimates of the
“true ML height,” the profiler estimates are first com-
pared with the sonde benchmark estimates. Unless oth-
erwise stated, the bias is defined relative to the wind
profiler ML height estimates. So, for example, if an-
other instrument yields an estimate higher than that of
the wind profilers, the bias would be positive.
b. Wind profiler versus radiosonde benchmark
To make comparisons with the radiosonde bench-
mark method, ML heights were obtained from wind
profiler data for the closest time following each radio-
FIG. 6. Time–height vertical section of aerosol backscatter measured with the airborne lidar on 28 Aug 2000 under onshore flow
conditions. The black line represents the lidar retrieved boundary layer depth estimate. White vertical stripes represent data gaps due
to aircraft turns.
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sonde release. Both WPP and LAM had wind profilers
collocated with radiosonde release sites.
The results of the statistical comparison are pre-
sented in Table 2 and shown graphically in Fig. 7. Over-
all, the ML heights estimated by the wind profiler data
had a bias of at most 0.08 km relative to the bench-
mark-method ML heights and the differences had a
standard deviation of 0.27 km or less. Evaluation of the
LAM and WPP comparison together illustrated that
the results were mainly dependant on the quality flag of
the benchmark method heights. When only the high-
quality benchmark method heights were used, the bias
between the two instruments was 10 m. In almost all
comparisons shown in Table 2, the bias was negative,
indicating the ML heights estimated from the wind pro-
filer data were higher on average than the ML heights
estimated from the benchmark method. None of these
biases are statistically significant, which is consistent
with past research that also found good agreement be-
tween these two instruments and the wind profiler
heights to be slightly higher than those determined
from radiosonde data (Grimsdell and Angevine 1998;
Angevine et al. 1994). The small value of the bias is
sensitive to the choice of radiosonde ML height esti-
mation method and would increase by 50 m if the pro-
filer heights were compared with ML heights defined as
the base of the stable layer.
The comparisons between the wind profilers and the
benchmark method were consistent over all measured
heights and between profilers. The greatest agreement,
the good-quality estimates from LAM, occurred with a
sample size of only five. ML height estimates from the
coastal location agreed as well as height estimates from
the inland location. The biases were not statistically
significant. The small bias and apparently reasonable
standard deviation justifies use of the profiler estimates
for comparison with the airborne instruments.
c. Wind profiler versus airborne instruments
The results of the statistical comparison between the
WPP, HSW, and LIB (noncoastal) profilers and the
airborne instruments are presented in Table 3 and
shown graphically in Fig. 8.
The comparisons between the wind profilers and the
airborne lidar were consistent over the full range of ML
heights. The ML heights measured by both instruments
FIG. 7. Scatterplot of benchmark method and wind profiler ML
heights. All intercomparisons are shown, without regard for qual-
ity control flag. The 1:1 line is shown for comparison.
TABLE 3. The std dev, bias, and number of data points for com-
parison of airborne instrument estimates with profiler estimates.
Bias is defined as airborne estimate minus profiler estimate.
Airborne
instrument
Profilers
High quality All quality
Std dev
(km)
Bias
(km) No.
Std dev
(km)
Bias
(km) No.
Lidar 0.20 0.06 13 0.19 0.05 16
MTP 0.10 0.07 6 0.13 0.01 10
TABLE 2. The std dev, bias, and number of data points for comparison of benchmark method with profiler estimates. Bias is defined as
sonde estimate minus profiler estimate. Data are divided into high or good quality estimates only and all available estimates.
Sonde benchmark Quality
Profiler(s)
Good All
Std dev (km) Bias (km) No. Std dev (km) Bias (km) No.
LAM High 0.11 0.00 5 0.20 0.08 6
All 0.26 0.08 17 0.27 0.07 22
WPP High 0.24 0.02 10 0.25 0.05 12
All 0.23 0.02 13 0.22 0.04 17
Both High 0.21 0.01 15 0.24 0.01 18
All 0.25 0.06 30 0.25 0.06 39
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were within a few meters of each other with a slight
bias, not statistically significant, toward higher ML
heights estimated from the wind profiler data and a
standard deviation of about 0.2 km. One exceptional
data point has a lidar ML height 0.6 km higher than the
corresponding profiler ML height. A few other simi-
larly biased outliers were found at the coastal profiler
sites (not shown). A few of these differences appear to
be due to the spatial variations in ML heights associ-
ated with the sea-breeze front, while others may be due
to the lidar detecting the top of the residual layer rather
than the surface-based ML, or they may be due to am-
biguities in boundary layer height retrieval caused by
poor contrast in aerosol loading between the ML and
the lower free troposphere. One example of ambiguity
is shown in Fig. 9, where there is considerable aerosol
loading aloft as well as within the ML, and air with high
aerosol content between 0.8 and 1.3 km appears to be
above the ML between 1736 UTC and 1739 UTC and
within the ML after 1743 UTC.
The MTP method producing ML height estimates
most similar to profiler ML height estimates was the
theta-increase method. The smallest standard deviation
(0.12 km) was found with a theta-increase value of 1.75
K. A standard deviation nearly as small (0.13 km) and
a much smaller bias (0.01 km versus 0.07 km) was
found with a theta-increase value of 1.5 K; for simplicity
(given the inaccuracies associated with a small sample
size) we choose 1.5 K for the theta-increase value. The
next-best-performing algorithm was the T-lapse rate
method using an arbitrarily specified lapse rate crite-
rion and a variable layer over which the lapse rate is
measured; the best criterion was a potential tempera-
ture vertical derivative more stable than 3 K km1. This
algorithm produced a standard deviation of 0.21 km
and a bias of0.03 km. The T-lapse rate techniques did
not work as well because they were very sensitive to
details of the stability profiles, and apparently, the
coarse vertical resolution of the MTP (relative to ra-
diosondes) did not resolve stability variations to suffi-
cient accuracy.
The MTP results with a theta-increase criterion of 1.5
K are shown in Fig. 8 and Table 3. The standard devia-
tion and RMSE values found for the comparisons be-
tween the MTP and wind profilers were lower than the
values found from comparisons between the wind pro-
filers and airborne lidar and the wind profilers and ra-
diosonde benchmark. Because of small sample sizes,
this difference is not significant and may not be repro-
ducible; different potential temperature criteria may
perform better in other circumstances. The differences
between the wind profilers and the MTP were consis-
tent over the full range of ML heights.
d. Airborne MTP versus in situ observations
Along with the inland wind profiler heights, the MTP
heights were also compared with ML heights deter-
mined by in situ Electra aircraft data using temperature
and dewpoint profiles. The MTP was located aboard
the Electra, so collocated observations were available
when the aircraft ascended or descended through the
ML top before or after level flight. The purpose of this
comparison was to perform an independent check on
the MTP heights, since the airborne MTP ML height
algorithm was tuned to agree with profiler estimates.
The portions of aircraft flight over Galveston Bay and
the Gulf of Mexico were excluded.
The bias and standard deviation values were defined
as the MTP estimates minus the Electra estimates.
Overall, the comparisons showed good agreement
(Table 4; Fig. 10), with minimal bias and standard de-
viations less than 0.25 km. The intercomparison was
generally better when the MTP estimate was more
nearly collocated with the in situ aircraft estimate, but
the smaller sample size under a stringent collocation
criterion inhibits confidence in the results. The MTP-
aircraft comparisons were consistent over a range of
heights, further supporting the use of MTP data to infer
ML heights.
e. Comparison with prior results
In general, the results here are consistent with com-
parable results reported elsewhere. The profiler–sonde
FIG. 8. Scatterplot of wind profiler and lidar–MTP ML heights.
The 1:1 line is shown for comparison. High and low quality refers
to the profiler quality flags (good and marginal, respectively).
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bias is similar to that found by Grimsdell and Angevine
(1998). The lidar biases and standard errors are similar
in magnitude to those found by White et al. (1999) and
van Pul et al. (1994), taking into account that the stan-
dard error of the regression should be somewhat
smaller than the standard deviation. White et al. found
a positive bias; a negative bias was found here after a
few positive outliers were excluded. The ground-based
lidars studied by Cohn and Angevine (2000) agreed
better with profilers (S. Cohn 2005, personal commu-
nication) than did the airborne lidar studied here.
The standard deviation of the benchmark ML heights
relative to the profiler ML heights was larger than the
standard deviation with respect to the airborne instru-
ments. When combined with the benefit found here of
spatial averaging of the airborne data, the evidence sug-
gests that at least part of the large standard deviation is
caused by the radiosonde ML heights being point mea-
TABLE 4. The std dev, bias, and number of data points for com-
parison of MTP estimates with in situ aircraft estimates. Bias is
defined as MTP estimate minus in situ estimate.
MTP–in situ collocation
distance (km) Std dev (km) Bias (km) No.
25 0.19 0.01 19
16.8 0.16 0.01 14
10 0.13 0.06 7
FIG. 9. Time–height vertical section of airborne lidar data and corresponding ML height estimates, as in Fig. 6 but for 1734–1752
UTC 1 Sep 2000.
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surements, while the other measurements involve aver-
ages in space or time. It seems that part of the standard
deviation, perhaps 0.1–0.2 km, reflects the turbulent
variability of the instantaneous ML height. This infer-
ence is supported by in situ measurements of tempera-
ture, humidity, and wind variability by the Electra air-
craft when flying just above the top of the mean ML
height (not shown).
On average, the ML heights estimated using the air-
borne lidar data were lower than the ML heights esti-
mated using the wind profiler data by 50 or 60 m. This
bias was similar to the bias of the benchmark method
relative to the wind profilers, suggesting that the air-
borne lidar and benchmark methods are nearly unbi-
ased relative to each other. The MTP ML height esti-
mation technique was tuned to be unbiased with re-
spect to the wind profiler estimates, but the standard
deviation with respect to the profilers and the bias and
standard deviation with respect to the in situ aircraft
measurements imply that the MTP ML height accuracy
was at least as good as that of the other tested instru-
ments.
6. Spatiotemporal analysis of ML heights
With boundary layer airborne MTP measurements
having been established as a viable and accurate tech-
nique for estimation of ML heights, an integrated
analysis of ML heights on a particular day during the
TexAQS-2000 field program is now conducted.
a. Event overview
The period 25 August 2000 through 1 September
2000 was a period of frequent exceedances of the fed-
eral ozone standard in the Houston metropolitan area.
Intensive field activities were conducted during that pe-
riod, and intensive mesoscale photochemical modeling
efforts have been conducted for regulatory purposes.
The date of 1 September 2000 is chosen for ML height
analysis here because it included simultaneous compre-
hensive PBL measurements by both the airborne MTP
and the airborne lidar. The five profilers were also op-
erational, and soundings were taken at 3-h intervals at
LAM and 6-h intervals at WPP.
September 1 featured light to moderate westerly
winds throughout the day, with a weak sea breeze de-
veloping near the coast during the afternoon (Fig. 11).
Westerly winds are unusual in southeast Texas in the
summertime, and the continental airflow allowed day-
time temperatures to approach or exceed 40°C (Fig.
12). The westerly winds advected night and morning
pollution to the east from the Houston metropolitan
area, including from the concentrated petrochemical
and industrial emission sources in the Ship Channel
area (Ryerson et al. 2003). Hourly averaged ozone val-
ues exceeded 140 ppb at two locations on the eastern
edge of the Houston metropolitan area and three loca-
tions in the Beaumont–Port Arthur area 80–150 km
downwind of Houston. Photochemical simulations gen-
erally carried the Houston ozone plume too far to the
southeast.
b. Temporal ML height variations and adjustments
to asynchronous observations
Figure 13 shows the diurnal variation of ML heights
according to the profiler observations on 1 September
2000. ML heights increased slowly until about 1800
UTC and rapidly thereafter until leveling off around
1.5–2.0 km, although the upper bound of the ML height
is based largely on “marginal” estimates. The evolution
of ML heights contrasts with the more normal evolu-
tion shown in Fig. 5. Ordinarily, the ML height growth
is most rapid in late morning, when both strong insola-
tion and a shallow ML favor rapid growth. Instead,
several profilers indicate that the ML height hardly
changed at all in late morning on 1 September.
The cause of the atypical ML height behavior is seen
in the morning sounding from WPP (Fig. 14). Instead of
the typical surface-based nocturnal inversion, an iso-
thermal bottom layer was overlaid by a strong elevated
inversion between 980 and 940 hPa (300–670 m).
Above the inversion, the lapse rate was nearly dry adia-
batic. Consequently, growth of the ML was slow
FIG. 10. Scatterplot of MTP and in situ aircraft sounding ML
height estimates, stratified by distance between MTP measure-
ments and in situ sounding locations. The 1:1 line is shown for
comparison.
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throughout the morning until the ML broke through
the inversion, and rapid thereafter.
In section 6c, the ML height observations taken by
the MTP and lidar during various flight segments will
be displayed. However, because the ML heights are
rapidly evolving during much of the day, temporal ML
height variations would mask the spatial pattern of ML
heights that might have been observed by instanta-
neous observations. To make ML height observations
from different times comparable to each other, it is
necessary to correct for the changes in ML height that
occurred between the times of the observations and the
nominal time of the plot.
The wind profiler measurements are useful for this
purpose because they provide essentially continuous
measurements of ML height variations through most of
the day. A scatterplot of ML height versus subsequent
half-hour ML height change (Fig. 15a) shows the gen-
eral tendency for ML height changes later in the day to
be larger than the earlier ML height changes, but with
FIG. 12. Time series of surface temperature (T ) and dewpoint (DP) measurements in the
Houston area, 1 Sep 2000.
FIG. 11. Time–height section of winds at LAM, 1 Sep 2000.
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considerable scatter. Part of the cause of the scatter is
that the ML broke through the inversion at different
times in different locations and attained its maximum
depth at different times as well.
Figure 13 suggests that the elevated inversion, while
possibly variable in intensity, was at roughly the same
height at all profiler sites. Thus, a better approach is to
regard changes in ML height as a function of the ML
height itself rather than time of day: if the ML top is
within the inversion layer, growth should be slow, while
if the ML top is above the inversion layer, growth
should be rapid. As seen in Fig. 15b, there is somewhat
less scatter when ML height change is plotted against
ML height itself. Based on the data displayed in Fig.
15b, the following ML height growth is used to adjust
asynchronous observations to a nominal observation
time: 85 m per 0.5 h when the ML height is less than 500
m; 50 m per 0.5 h when the ML height is between 500
m and 700 m, and 150 m per 0.5 h when the ML height
is greater than 700 m. These corrections are applied
(iteratively if necessary) for every MTP or lidar obser-
vation taken before the nominal map time but within
FIG. 14. Sounding from WPP, 1100 UTC 1 Sep 2000. Plotting
conventions as in Fig. 4.
FIG. 15. Scatterplots of 0.5-h changes in wind profiler ML
height estimates vs (a) time of day and (b) ML height.
FIG. 13. Time series of wind profiler ML height estimates in the Houston area, 1 Sep 2000.
“Marginal” ML height estimates are indicated by dashed lines.
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the specified time window of 1.5 h. Similar correc-
tions are developed and applied to MTP or lidar obser-
vations taken after the nominal map time but within the
time window.
A lower bound on the errors of the time-adjusted
data may be estimated by applying the adjustments to
the profiler observations themselves. The resulting
RMS errors are 0.07 km for 0.5-h adjustments, 0.16 km
for 1.0-h adjustments, and 0.23 km for 1.5-h adjust-
ments. (RMS errors without time adjustments are 0.12,
0.24, and 0.34 km, respectively.) Thus, somewhere
around 1.0–1.5 h, the errors associated with using asyn-
chronous observations should become as large as the
errors associated with the individual measurements
themselves. Errors will be significantly larger near large
bodies of water, where the passage of the sea-breeze
front would produce a drop in ML height instead of the
assumed steady ML height increase. Within the profiler
network, time-adjusted ML height errors at LAM as-
sociated with sea breeze front passage are measured at
0.9–1.1 km. Away from coastal effects, the RMS adjust-
ment errors drop to 0.11 km at 1 h and 0.13 at 1.5 h.
c. Spatial variations of ML height
Airborne MTP observations are available between
1532 and 2052 UTC, and airborne lidar observations
are available between 1513 and 2151 UTC. Hourly
plots were generated and interpreted; shown here (Figs.
16a–c) are plots with data adjusted to the nominal times
of 1600, 1800, and 2000 UTC. The size of each data
point corresponds to how close the observation is to the
nominal time. The two quasi-continuous streaks of dots
are the airborne measurements; the lidar measure-
ments are distinguished graphically by the addition of a
continuous thin black line and the lack of temporal
averaging. The wind profiler and in situ aircraft sound-
ing estimates are shown as isolated dots within black
circles; the five large dots in Fig. 16a correspond to the
five profilers. The approximate location of the Houston
metropolitan area is represented as a brown box with
dimensions of 55 km  45 km.
→
FIG. 16. Spatial plots of ML height estimates from profilers,
airborne lidar, airborne MTP, and in situ aircraft, for (a) 1600, (b)
1800, and (c) 2000 UTC 1 Sep 2000. Only observations within 1.5
h of the nominal time are shown. The size of the dot or width of
the ribbon is proportional to the closeness of the observation time
and the nominal map time. The green lines show rivers and coastal
features, while the brown box outlines the Houston metropolitan
area. A thin line is overlaid on lidar observations, while black
circles surround profiler and in situ aircraft observations.
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The raw lidar estimates permit identification of the
instantaneous ML height through the detection of in-
dividual up- and downdrafts. Therefore, the lidar esti-
mates may fluctuate by a few hundred m over a dis-
tance of several kilometers, causing the plots of the
lidar estimates to appear noisier than those of the MTP.
The lidar estimates are not spatially averaged here be-
cause the raw estimates provide a useful sense of the
small-scale spatial variability of the ML height.
At 1600 UTC (Fig. 16a), most ML heights are be-
tween 300 and 700 m. The lower ML heights are found
over Galveston Bay and the nearshore Gulf of Mexico.
The MTP ML heights indicate a continuous variation
with distance from landmasses, being about 600 m over
land and near the coast and 300 m over open water. The
lidar ML heights offshore are in general agreement but
tend to jump between 300 and 600 m. With moderate
winds from the west, there would be little to distinguish
the young marine layer from the residual aerosol-rich
internal boundary layer aloft.
Agreement between the airborne instruments and
both profilers and in situ aircraft soundings is excellent
at this time, with difference generally being much less
than 100 m. North of Houston, one MTP pass indicates
a small patch of ML heights in excess of 1200 m. Ab-
sent supporting information, this patch might be re-
garded as an aberration, but analysis of subsequent
times indicates that this patch is real and corresponds to
the initial puncturing of the elevated inversion by the
growing ML.
At 1800 UTC (Fig. 16b), the multiple instruments
provide excellent coverage of Houston and its sur-
roundings. ML heights have increased everywhere ex-
cept over water; the lack of change over water is seen
by the diagonal MTP pass at 1600 UTC and the north–
south MTP pass at 1800 UTC. (The airborne lidar made
a single set of passes over Galveston Bay at around
1700 UTC; an artificial change is introduced by spa-
tially uniform application of the time corrections.)
The most prominent feature in the ML height pattern
is the strong gradient between a very deep ML north of
Houston and a shallower ML within and south of Hous-
ton. According to the MTP measurements closest to the
nominal observing time, the ML height exceeded 2500
m to the north while only reaching 650 m over Houston
itself. No profilers are sufficiently far north to provide
corroboration, but an airborne lidar pass close to an
hour later made time-corrected ML height measure-
ments of over 2000 m. Two profilers (WPP and LIB)
are within the gradient of ML heights observed by the
MTP, and both are locally consistent with the MTP
measurements. The temperature structure in the
soundings (such as Fig. 14) and the evolution of the
profiler ML heights (Fig. 13) are consistent with rapid
variations of ML height once the height exceeds 700 m.
Figure 2 shows the MTP potential temperature pro-
files for the northward leg that passes directly over the
ELL profiler site in eastern Houston. The potential
temperature structure has the overall appearance of a
sea breeze advancing from the left and reaching beyond
the center of the vertical section. To the north of the
apparent sea breeze, the ML is very deep, as indicated
by the gradual vertical variations of retrieved potential
temperature. Surface temperature observations at this
time (Fig. 12) are consistent with the near-ground tem-
perature variations estimated by the MTP. However,
surface wind and temperature observations confirm
that a sea breeze had not yet developed.
Determining the cause of this ML structure is beyond
the scope of this paper. Among the possibilities are 1)
a residual sea-breeze inversion from the previous day’s
sea breeze, 2) spatial variations in the intensity of an
inversion of remote origin, 3) a surface heating contrast
caused by the observed presence of scattered to broken
middle- and upper-tropospheric clouds over the Hous-
ton area and clear skies to the north, and 4) a surface
heating contrast caused by a pine forest with sandy soils
to the north and urban and grassland ecologies with
clay soils to the south. Regardless of its cause, the com-
plex ML height structure at 1800 UTC illustrates the
importance of ML height observations that span the
area of interest, as opposed to reliance on one or two
fixed measuring sites.
Differences among various ML height estimates
within the Houston area probably do not reflect real
ML height variations. The lidar and MTP estimates in
Houston are systematically contradictory, with lidar
heights higher than MTP heights except for a single
MTP pass through west-central Houston. Two of the
profilers are in better agreement with the MTP, while
one is in better agreement with the lidar. According to
the profiler time series (Fig. 13), 1800 UTC was a time
of sudden growth in the depth of the ML, and this rapid
growth may have produced differing signals in the lidar
and MTP measurements. Another possibility is that the
lidar estimates may have been complicated by the pos-
sible presence of a near-stagnant plume from a nearby
power plant.
At 2000 UTC (Fig. 16c), most airborne measure-
ments were east (downwind) of Houston. Both air-
borne instruments continue to show extremely high ML
heights at latitudes north of the northern margin of
Houston, with some variability among the north–south
legs. The in situ aircraft sounding in the northeast cor-
ner of the plot actually represents a minimum ML
height, because the sounding terminated before the air-
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craft reached the top of the ML. That, plus a 2300-UTC
sounding from WPP that shows a well-mixed boundary
layer to 3000 m, provides independent support of the
lidar and MTP ML height estimates to the north.
As the westerly winds carry air eastward across
Galveston Bay, the bottom of the PBL should be
cooled because a 5°C land–sea temperature contrast is
present. Downwind of Galveston Bay, the growth of
the ML should be inhibited relative to locations unaf-
fected by Galveston Bay. Both the MTP and lidar show
a strong north–south gradient in ML height just east of
the northeast corner of Galveston Bay, consistent with
expectations. The gradient is less distinct farther down-
wind. A single east to west pass of the Electra along the
north shore of Galveston Bay indicates somewhat
higher ML heights than the nearby ELL profiler, but
does directly support a sudden change in ML height
(from 2000 to 700 m) as a marine PBL forms and de-
velops within the offshore flow.
By this time of day, a sea breeze has developed along
the Gulf of Mexico coastline. Both the lidar and MTP
indicate ML heights less than 800 m along the Gulf
coast east of Galveston Bay. These estimates are con-
firmed by the LAM radar profiler, which experienced a
break in the height of the ML (Fig. 13) when the ap-
parent sea breeze arrived. The airborne lidar observa-
tions close to the LAM site were taken prior to 2000
UTC, so the higher ML heights observed by the lidar
are not necessarily inconsistent with the LAM profiler
observation.
7. Conclusions
In this paper, the first use of an airborne microwave
temperature profiler (MTP) to estimate ML heights is
described. The accuracy of the ML height estimates is
determined by intercomparison among several more
conventional estimation techniques, using radiosondes,
profilers, airborne lidar, and in situ aircraft measure-
ments.
Overall, there was a relatively good relationship be-
tween the ML determined by the separate conventional
instruments with respect to the bias, standard devia-
tions, and RMSE of the difference in the heights. The
good agreement between the airborne aerosol back-
scatter lidar and wind profilers suggest that the air-
borne lidar can be used to provide fairly accurate esti-
mates of the ML heights even in a coastal city such as
Houston where there is likely to be strong spatial vari-
ability in the aerosol content. The worse agreement
between the wind profilers and sonde benchmark sug-
gests that there was error in the radiosonde estimates
due to the lack of spatial representativeness, since the
radiosondes were subject to turbulent variations in the
local height of the PBL that were averaged out in the
profiler estimates.
The MTP ML height estimation technique was se-
lected and calibrated by comparison with profiler esti-
mates. The statistical agreement between the MTP and
in situ aircraft estimates and the spatial intercompari-
son with airborne lidar estimates show that the MTP
can be used for determining the spatial distribution of
ML heights and can give fairly accurate estimates.
The conclusions regarding comparative instrument
performance are strictly applicable to the Houston area
in summertime but are likely to be generally applicable
to tropical or warm-season subtropical coastal environ-
ments.
A spatiotemporal analysis of ML heights was per-
formed on a day in which both airborne MTP and air-
borne lidar were available. Remarkably large spatial
variations of ML height were found in and around
Houston and confirmed by multiple instruments and
measurements. At 1800 UTC, the ML height in the
Houston area, influenced by an elevated inversion, was
700–1100 m, while a few tens of kilometers to the north,
the ML height was 2000–2500 m. The cause of this ex-
treme variation is not known, but such an ML height
variation would have substantial effects on pollutant
concentrations. Other large ML height variations were
found downwind of Galveston Bay and in the vicinity of
the Gulf of Mexico sea breeze. Any potential enhance-
ment or suppression of the ML growth by the urban
area was undetectable in comparison with other ML
height variations.
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