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Abstract
The interface problem for the linear Schro¨dinger equation in one-dimensional piecewise ho-
mogeneous domains is examined by providing an explicit solution in each domain. The location
of the interfaces is known and the continuity of the wave function and a jump in their derivative
at the interface are the only conditions imposed. The problem of two semi-infinite domains and
that of two finite-sized domains are examined in detail. The problem and the method considered
here extend that of an earlier paper by Deconinck, Pelloni and Sheils (2014). The dispersive
nature of the problem presents additional difficulties that are addressed here.
1 Introduction
Interface problems for partial differential equations (PDEs) are initial boundary value problems for
which the solution of an equation in one domain prescribes boundary conditions for the equations in
adjacent domains. In applications, precise interface conditions follow from conservations laws. Few
interface problems allow for an explicit closed-form solution using classical solution methods. Using
the Fokas method [7, 8, 9] such solutions may be constructed for both dissipative and dispersive
linear interface problems.
In two recent papers [2, 6] this was done for the classical problem of the heat equation. In [6]
the main application considered is that of heat flow in composite walls or rods while in [2] the heat
equation is viewed as a simplified reaction-diffusion equation describing the spreading of tumors in
the brain. Problems in both finite and infinite domains were investigated in [6] and the method
was compared with classical solution approaches if such exist [4, 10]. The same is done here for the
linear Schro¨dinger (LS) equation with an interface. We restrict to the case of a continuous wave
function with a jump in the derivative across the interface. Although the problem and the method
considered here are similar to the one presented in [2] and [6], the dispersive nature of the problem
makes it more difficult to solve both classically and using the method of Fokas.
The linear Schro¨dinger equation is arguably the simplest dispersive equation, having the dis-
persion relation ω(k) = k2. It arises in its own right in quantum mechanics [14], and as the
linearization of various nonlinear equations, most notably the nonlinear Schro¨dinger (NLS) equa-
tions iqt(x, t) = −qxx(x, t) ± |q(x, t)|2q(x, t). As such, it arises in a large variety of application
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areas, whenever the modulation of nonlinear wave trains is considered. Indeed, it has been derived
in such diverse fields as waves in deep water [18], plasma physics [17], nonlinear fiber optics [11, 12],
magneto-static spin waves [19], and many other settings.
The LS equation describes the behavior of solutions of the NLS equation in the small amplitude
limit and understanding it dynamics is fundamental in understanding the dynamics of the more
complicated nonlinear problem.
Recently Cascaval and Hunter [5] have considered the time-dependent LS on simple networks.
Their solution formulas are not explicit, as they contain implicit integral equations for the interface
conditions. Their analysis is easily extended to more than two domains and also considers the
nonlinear Schro¨dinger (NLS) equation. Some work has been done using the Fokas Method for
moving boundary value problems in the case when the movement of the boundary is prescribed [?].
In some cases, the solution of such problems requires the use of the “d-bar method” which reduces
the problem to a linear integral equation.
The LS equation in two semi-infinite domains with an interface is considered in Section 2. The
method is adapted to the problem of two finite domains in Section 3. The solution formulae given
are easily computed numerically using techniques presented in [13, 15]. Throughout, our emphasis
is on non-steady state solutions. The solutions presented here using the Fokas Method are explicit
and depend only on known quantities. Although we present solution formulas only for the case
of two domains (both finite or both infinite) it is straightforward to generalize this method to n
domains. This is done explicitly for multiple domains for the heat equation in [6] (three domains,
both finite and infinite) and in [2] (n finite domains) and the process here would be similar.
2 Two semi-infinite domains
We wish to find qL(x, t) and qR(x, t) satisfying
iqLt (x, t) =σLq
L
xx(x, t), −∞ <x < 0, t > 0,
iqRt (x, t) =σRq
R
xx(x, t), 0 <x <∞, t > 0,
(1)
subject to the asymptotic conditions
lim
x→−∞ q
L(x, t) =γL,
lim
x→∞ q
R(x, t) =γR,
(2)
the initial conditions
qL(x, 0) =qL0 (x), −∞ < x < 0,
qR(x, 0) =qR0 (x), 0 < x <∞,
(3)
and the interface conditions
qL(0, t) =qR(0, t), t > 0,
βLq
L
x (0, t) =βRq
R
x (0, t), t > 0,
(4)
where γL, γR, σL, σR, βL and βR are t-independent nonzero constants. The sub- and super-indices
L and R denote the left and right domain, respectively. In what follows we assume that σL and σR
are both positive for convenience.
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Figure 1: Domains for the application of Green’s Theorem for vL(x, t) and vR(x, t).
First, we shift the problem so that the asymptotic conditions are identically zero. We define
vL(x, t) = qL(x, t)− γL and vR(x, t) = qR(x, t)− γR that satisfy
ivLt (x, t) =σLv
L
xx(x, t), −∞ <x < 0, t ≥ 0, (5a)
ivRt (x, t) =σRv
R
xx(x, t), 0 <x <∞, t ≥ 0, (5b)
lim
x→−∞ v
L(x, t) =0, t ≥ 0, (5c)
lim
x→∞ v
R(x, t) =0, t ≥ 0, (5d)
vL(x, 0) =vL0 (x), −∞ <x < 0, (5e)
vR(x, 0) =vR0 (x), 0 <x <∞, (5f)
vL(0, t) + γL =vR(0, t) + γR, t ≥ 0, (5g)
βLv
L
x (0, t) =βRv
R
x (0, t), t ≥ 0. (5h)
We follow the standard steps in the application of the Fokas Method [7, 8, 9], beginning with
the so-called “local relations” [7]
(
e−ikx+λLtvL(x, t)
)
t
=
(
σLe
−ikx+λLt(kvL(x, t)− ivLx (x, t))
)
x
, −∞ <x < 0, (6a)(
e−ikx+λRtvR(x, t)
)
t
=
(
σRe
−ikx+λRt(kvR(x, t)− ivRx (x, t))
)
x
, 0 <x <∞. (6b)
These are parameter relations obtained by rewriting (5a) and (5b). This also tell us λL =
−iσLk2 and λR = −iσRk2. The functions λL(k) and λR(k) are related to the dispersion relations
of the equations: λL = −iωL and λR = −iωR. The use of these functions instead of the dispersion
relations proper is common when using the Fokas method and we continue this use. Applying
Green’s Theorem [1] in the strip (−∞, 0)× (0, t), see Figure 1, we find the global relations
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0 =
∫ 0
−∞
e−ikxvL0 (x) dx−
∫ 0
−∞
e−ikx+λLtvL(x, t) dx+
∫ t
0
σLe
λLs
(
kvL(0, s)− ivLx (0, s)
)
ds, (7a)
0 =
∫ ∞
0
e−ikxvR0 (x) dx−
∫ ∞
0
e−ikx+λRtvR(x, t) dx−
∫ t
0
σRe
λRs
(
kvR(0, s)− ivRx (0, s)
)
ds. (7b)
Let C+ = {z ∈ C : Im(z) ≥ 0}. Similarly, let C− = {z ∈ C : Im(z) ≤ 0}. The Fourier integrals
in (7) require k ∈ C+ in (7a) and k ∈ C− in (7b). For k ∈ C, we define the following transforms:
g0(ω, t) =
∫ t
0
eωsvL(0, s) ds =
∫ t
0
eωs(vR(0, s) + γR − γL) ds
=
(γR − γL)(eωt − 1)
ω
+
∫ t
0
eωsvR(0, s) ds,
g1(ω, t) =
∫ t
0
eωsvLx (0, s) ds =
βR
βL
∫ t
0
eωsvRx (0, s) ds,
vˆL(k, t) =
∫ 0
−∞
e−ikxvL(x, t) dx, vˆL0 (k) =
∫ 0
−∞
e−ikxvL0 (x) dx,
vˆR(k, t) =
∫ ∞
0
e−ikxvR(x, t) dx, vˆR0 (k) =
∫ ∞
0
e−ikxvR0 (x) dx.
Using these definitions, the global relations (7) are rewritten as
0 =vˆL0 (k)− eλLtvˆL(k, t) + kσLg0(λL, t)− iσLg1(λL, t), (8a)
0 =vˆR0 (k)− eλRtvˆR(k, t)− kσRg0(λR, t) +
i(γR − γL)
k
(eλRt − 1) + iσRβL
βR
g1(λR, t), (8b)
where k ∈ C+ for (8a) and k ∈ C− for (8b). Since the functions λR and λL are invariant under
k → −k we can supplement (8) with their evaluation at −k, namely
0 =vˆL0 (−k)− eλLtvˆL(−k, t)− kσLg0(λL, t)− iσLg1(λL, t), (9a)
0 =vˆR0 (−k)− eλRtvˆR(−k, t) + kσRg0(λR, t)−
i(γR − γL)
k
(eλRt − 1) + iσRβL
βR
g1(λR, t), (9b)
where k ∈ C− for (9a) and k ∈ C+ for (9b).
Inverting the Fourier transform in (8a) we have
vL(x, t) =
1
2pi
∫ ∞
−∞
eikx−λLtvˆL0 (k) dk +
1
2pi
∫ ∞
−∞
eikx−λLtσL(kg0(λL, t)− ig1(λL, t)) dk,
for −∞ < x < 0 and t > 0. Let D = {k ∈ C : Re(−ik2) < 0} = D+ ∪D−. The region D is shown
in Figure 2. The integrand of the second integral is entire and decays as k →∞ for k ∈ C− \D−.
Using the analyticity of the integrand and applying Jordan’s Lemma [1] we can replace the contour
of integration of the second integral by − ∫∂D− :
vL(x, t) =
1
2pi
∫ ∞
−∞
eikx−λLtvˆL0 (k) dk −
1
2pi
∫
∂D−
eikx−λLtσL(kg0(λL, t)− ig1(λL, t)) dk. (10)
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Figure 2: The Domains D+ and D− for the linear Schro¨dinger equation.
Similarly, inverting the Fourier transform in (8b) we have
vR(x, t) =
(γR − γL)
2
φ(σR, x, t) +
1
2pi
∫ ∞
−∞
eikx−λRtvˆR0 (k) dk
+
1
2pi
∫ ∞
−∞
eikx−λRtσR
(
−kg0(λR, t) + iβL
βR
g1(λR, t)
)
dk,
for 0 < x <∞, t > 0, and
φ(σ, x, t) =
{
0, t = 0,
−sgn(x) + 1√
piσt
eipi/4
∫ x
0 e
−iy2/(4σt) dy, t > 0.
The integrand of the third integral is entire and decays as k → ∞ for k ∈ C+ \ D+. Using
the analyticity of the integrand and applying Jordan’s Lemma [1] we can replace the contour of
integration of this integral by
∫
∂D+ :
vR(x, t) =
γR − γL
2
φ(σR, x, t) +
1
2pi
∫ ∞
−∞
eikx−λRtvˆR0 (k) dk
+
1
2pi
∫
∂D+
eikx−λRtσR
(
−kg0(λR, t) + iβL
βR
g1(λR, t)
)
dk.
(11)
The expressions (10) and (11) for vL(x, t) and vR(x, t) depend on the unknown functions g0
and g1, evaluated at different arguments. These functions need to be expressed in terms of known
quantities. To obtain a system of two equations for the two unknown functions we use the four
global relations. We use (8b) and (9a) for g0(λL, t), and g1(λL, t). This requires use of all the
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Figure 3: The contour L− is shown in green as a dashed line. An application of Cauchy’s Integral
Theorem [1] using this contour allows elimination of the contribution of vˆL(−k, t) from the inte-
gral (12). Similarly, the contour L+ is shown in red and application of Cauchy’s Integral Theorem
using this contour allows elimination of the contribution of vˆR(−k, t) from (14).
symmetries of the set of {λL(k), λR(k)}. Namely, the transformation k →
√
σL/σRk in (8b).
Substituting these into (10) we have
vL(x,t)=
βRσL(γR−γL)
βRσL+βL
√
σLσR
φ(σL,x,t)+
1
2pi
∫ ∞
−∞
eikx−λLtvˆL0 (k)dk
+
βRσL−βL√σLσR
2pi(βRσL+βL
√
σLσR)
∫
∂D−
eikx−λLtvˆL0 (−k)dk
− βRσL
pi(σRβL+βR
√
σLσR)
∫
∂D−
eikx−λLtvˆR0
(
k
√
σL
σR
)
dk
− βRσL−βL
√
σLσR
2pi(βRσL+βL
√
σLσR)
∫
∂D−
eikxvˆL(−k,t)dk
+
βRσL
pi(σRβL+βR
√
σLσR)
∫
∂D−
eikxvˆR
(
k
√
σL
σR
,t
)
dk,
(12)
for −∞ < x < 0, t > 0. The first four terms depend only on known functions. The integrand of
the second-to-last term is analytic for all k ∈ C−. Further, vˆL(−k, t) decays for k →∞ for k ∈ C−.
Thus, by Jordan’s Lemma, the integral of exp(ikx)vˆL(−k, t) along a closed, bounded curve in C−
vanishes. In particular we consider the closed curve L− = L∂D− ∪ L−C where L∂D− = ∂D− ∩ {k :
|k| < C} and L−C = {k ∈ D− : |k| = C}, see Figure 3.
Since the integral along L−C vanishes as C → ∞, the fourth integral on the right-hand side of
(12) must vanish since the contour L∂D− becomes ∂D− as C →∞. The uniform decay of vˆL(−k, t)
6
for large k is exactly the condition required for the integral to vanish, using Jordan’s Lemma. For
the final integral in (12) we use that vˆR(k
√
σL/σR, t) is analytic and bounded for k ∈ C−. Using the
same argument as above, the fifth integral in (12) vanishes and we have an explicit representation
for vL(x, t) in terms of initial conditions:
vL(x, t) =
βRσL(γR − γL)
βRσL + βL
√
σLσR
φ(σL, x, t) +
1
2pi
∫ ∞
−∞
eikx−λLtvˆL0 (k) dk
+
βRσL − βL√σLσR
2pi(βRσL + βL
√
σLσR)
∫
∂D−
eikx−λLtvˆL0 (−k) dk
− βRσL
pi(σRβL + βR
√
σLσR)
∫
∂D−
eikx−λLtvˆR0
(
k
√
σL
σR
)
dk,
(13)
To find an explicit expression for vR(x, t) we need to evaluate g0 and g1 at different arguments,
also ensuring that the expressions are valid for k ∈ C+ \D+. Substituting these into equation (11),
we obtain
vR(x, t) =
βL
√
σLσR(γR − γL)
βRσL + βL
√
σRσL
φ(σR, x, t) +
1
2pi
∫ ∞
−∞
eikx−λRtvˆR0 (k) dk
+
βLσR
pi
(
βRσL + βL
√
σRσL
) ∫
∂D+
eikx−λRtvˆL0
(
k
√
σR
σL
)
dk
+
βRσL − βL√σLσR
2pi
(
βRσL + βL
√
σRσL
) ∫
∂D+
eikx−λRtvˆR0 (−k) dk
− βLσR
pi
(
βRσL + βL
√
σRσL
) ∫
∂D+
eikxvˆL
(
k
√
σR
σL
, t
)
dk
− βRσL − βL
√
σLσR
2pi
(
βRσL + βL
√
σRσL
) ∫
∂D+
eikxvˆR(−k, t) dk
(14)
for 0 < x <∞, t > 0. As before, the first four integrals are known. To compute the fifth and sixth
integrals we proceed as we did for vL(x, t) and eliminate integrals that decay in the regions over
which we are integrating. The final solution is
vR(x, t) =
βL
√
σLσR(γR − γL)
βRσL + βL
√
σRσL
φ(σR, x, t) +
1
2pi
∫ ∞
−∞
eikx−λRtvˆR0 (k) dk
+
βLσR
pi
(
βRσL + βL
√
σRσL
) ∫
∂D+
eikx−λRtvˆL0
(
k
√
σR
σL
)
dk
+
βRσL − βL√σLσR
2pi
(
βRσL + βL
√
σRσL
) ∫
∂D+
eikx−λRtvˆR0 (−k) dk.
(15)
Returning to the original variables we have the following proposition which determines qR and
qL fully explicitly in terms of the given initial conditions and the prescribed boundary conditions
as |x| → ∞.
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Proposition 1 The solution of the linear Schro¨dinger problem (1)-(4) is given by
qL(x, t) =γL +
βRσL(γR − γL)
βRσL + βL
√
σLσR
φ(σL, x, t) +
1
2pi
∫ ∞
−∞
eikx−λLtvˆL0 (k) dk
+
βRσL − βL√σLσR
2pi(βRσL + βL
√
σLσR)
∫
∂D−
eikx−λLtvˆL0 (−k) dk
− βRσL
pi(βLσR + βR
√
σLσR)
∫
∂D−
eikx−λLtvˆR0
(
k
√
σL
σR
)
dk,
(16)
for −∞ < x < 0 and for 0 < x <∞,
qR(x, t) =γR +
βL
√
σLσR(γR − γL)
βRσL + βL
√
σRσL
φ(σR, x, t) +
1
2pi
∫ ∞
−∞
eikx−λRtvˆR0 (k) dk
+
βLσR
pi
(
βRσL + βL
√
σRσL
) ∫
∂D+
eikx−λRtvˆL0
(
k
√
σR
σL
)
dk
+
βRσL − βL√σLσR
2pi
(
βRσL + βL
√
σRσL
) ∫
∂D+
eikx−λRtvˆR0 (−k) dk.
(17)
2.1 Remarks
• The use of the discrete symmetries of the functions λL and λR or of the dispersion relation is
an important aspect of the Fokas Method [7, 8, 9]. When solving the LS equation in a single
medium, the only discrete symmetry required is k → −k, which was used here to obtain (9a).
Due to the two media, there are two functions in the present problem: λL = −iσLk2 and
λR = −iσRk2. The collection of both functions {λL, λR} retains the discrete symmetry
k → −k, but admits an additional one, namely: k → k√σR/σL which transforms the two
functions to each other. All nontrivial discrete symmetries of {λL, λR} are needed to
derive the final solution representation.
• In equations (16) and (17) it is possible to deform the integration paths back to the real line.
This deformation hints that a classical solution in terms of Fourier-like integral transforms
should be possible. However, a priori it is not clear how to obtain the appropriate transforms
for general initial conditions and boundary conditions. In effect, as in [8], the Fokas method
can be seen as a method to construct the appropriate transform to solve the problem.
• It is interesting to note that when σL = σR, βL = βR and γL = γR = 0, the solution formulae
in their proper x-domain of definition reduce to the solution of the whole line problem. Also,
if γL = 0 = γR, Cascaval and Hunter [5] find a solution to the LS equation with an interface
by imposing the solution for the LS problem on the half-line given in [8] and viewing the
interface problem as a forced problem on the real line where the forcing is occurring at the
interface. This leads to a solution of the interface problem which requires the numerical
solution of an integral equation.
• The leading-order behavior in time for (1) with initial conditions which decay sufficiently fast
to the boundary values (2) at ±∞ is easily obtained by using integration by parts and the
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method of stationary phase [3]. In the limit as t→∞ for x/t constant,
qL(x, t) ∼ βRγR
√
σL + βLγL
√
σR
βR
√
σL + βL
√
σR
+
e
ipi
4
− ix2
4σLt√
4σLt
 βRσL(γR − γL)x
βRσL + βL
√
σLσR
+
vˆL0
(
− x2σLt
)
√
pi
−
(βRσL − βL√σLσR)vˆL0
(
x
2σLt
)
(βRσL + βL
√
σLσR)
√
pi
+
βRσLvˆ
R
0
(
− x2t√σLσR
)
(βLσR + βR
√
σLσR)
√
pi
 ,
(18)
for −∞ < x < 0 and, for 0 < x <∞,
qR(x, t) ∼ βRγR
√
σL + βLγL
√
σR
βR
√
σL + βL
√
σR
+
e
ipi
4
− ix2
4σRt√
4σRt
βL√σLσR(γR − γL)x
βRσL + βL
√
σRσL
+
vˆR0
(
− x2σRt
)
√
pi
+
βLσRvˆ
L
0
(
− x2t√σRσL
)
(
βRσL + βL
√
σRσL
)√
pi
+
(βRσL − βL√σLσR)vˆR0
(
x
2σRt
)
(
βRσL + βL
√
σRσL
)√
pi
 .
(19)
The constant factor in (18) and (19) is the weighted average of the boundary conditions at
infinity with weights given by βR
√
σL and βL
√
σR. The oscillations are contained in the terms
exp(−ix2/(4σLt)) and exp(−ix2/(4σRt)). In Figure 4 the envelope of the real (imaginary)
part of the solution is plotted in gray (black) as a dot-dashed line. The real part of the
solution (plotted as a solid line in blue) is centered around the weighted average (plotted in
black as a dotted line) and the imaginary part of the solution (plotted as a dashed line in red)
is centered around zero. In using the method of stationary phase one must look in directions
of constant x/t. Using integration by parts there is no such restriction. When x is large the
term from integration by parts is dominant and so in Figure 4 there is no need to fix x/t.
• In quantum mechanics one considers only the finite energy case, that is, γL = 0 = γR. In this
case, asymptotics requires the use of the method of stationary phase only. Thus, in Figure 5
we consider solutions for x/t = ±1. The real and imaginary parts of the solution are centered
around 0. In Figure 5 the real part of the solution is plotted as a solid line in blue and the
imaginary part of the solution is plotted as a dashed line in red. The envelope of the real
(imaginary) part of the solution is plotted in gray (black) as a dot-dashed line.
3 Two finite domains
We wish to find qL(x, t) and qR(x, t) satisfying
iqLt (x, t) = σLq
L
xx(x, t) −a <x < 0, t > 0,
iqRt (x, t) = σRq
R
xx(x, t) 0 <x < b, t > 0,
(20)
subject to the Robin boundary conditions
α1q
L(−a, t) + α2qLx (−a, t) =fL(t), t > 0,
α3q
R(b, t) + α4q
R
x (b, t) =f
R(t), t > 0,
(21)
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Figure 4: The leading order behavior of q(x, t) as given in (18) and (19) with t = 10, γL =
−20, γR = −10, βL = 2, βR = 1, σL = 2, and σR = 1 and initial conditions qL0 (x) = βLγL+βRγRβL+βR +
βR
γR−γL
βL+βR
tanh(x) and qR0 (x) =
βLγL+βRγR
βL+βR
+ βL
γR−γL
βL+βR
tanh(x).
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Figure 5: The leading order behavior of qL(−t, t) and qR(t, t) as given in (18) and (19) respectively
with γL = 0, γR = 0, βL = 4, βR = 1, σL = 3, and σR = 1 with q
L
0 (x) = (1 + βRx)e
−x2 and
qR0 (x) = (1 + βLx)e
−x2 .
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the initial conditions
qL(x, 0) =qL0 (x), −a <x < 0,
qR(x, 0) =qR0 (x), 0 <x < b,
(22)
and the interface conditions
qL(0, t) =qR(0, t), t > 0,
βLq
L
x (0, t) =βRq
R
x (0, t), t > 0,
(23)
where a > 0, b > 0, and βL, βR, and αi, 1 ≤ i ≤ 4 are nonzero, t-independent constants. As
before we assume σL and σR are positive for convenience. If α1 = α3 = 0 then Neumann boundary
conditions are prescribed, whereas if α2 = α4 = 0 then Dirichlet conditions are given.
As before we begin with the local relations
(
e−ikx+λLtqL(x, t)
)
t
=
(
σLe
−ikx+λLt(kqL(x, t)− iqLx (x, t))
)
x
, (24a)(
e−ikx+λRtqL(x, t)
)
t
=
(
σRe
−ikx+λRt(kqR(x, t)− iqRx (x, t))
)
x
. (24b)
For k ∈ C we define the following transforms:
fˆL(ω, t) =
∫ t
0
eωsfL(s) ds, fˆR(ω, t) =
∫ t
0
eωsfR(s) ds,
hL1 (ω, t) =
∫ t
0
eωsqLx (−a, s) ds, hL0 (ω, t) =
∫ t
0
eωsqL(−a, s) ds,
hR1 (ω, t) =
∫ t
0
eωsqRx (b, s) ds, h
R
0 (ω, t) =
∫ t
0
eωsqR(b, s) ds,
qˆL(k, t) =
∫ 0
−a
e−ikxqL(x, t) dx, qˆL0 (k) =
∫ 0
−a
e−ikxqL0 (x) dx,
qˆR(k, t) =
∫ b
0
e−ikxqR(x, t) dx, qˆR0 (k) =
∫ b
0
e−ikxqR0 (x) dx,
g0(ω, t) =
∫ t
0
eωsqL(0, s) ds =
∫ t
0
eωsqR(0, s) ds,
g1(ω, t) =
∫ t
0
eωsqLx (0, s) ds =
βR
βL
∫ t
0
eωsqRx (0, s) ds.
Applying Green’s Theorem [1] in the domains [−a, 0] × [0, t] and [0, b] × [0, t] respectively, we
find the global relations
eλLtqˆL(k, t) =qˆL0 (k) + kσLg0(λL, t)− iσLg1(λL, t)− σLeika(khL0 (λL, t)− ihL1 (λL, t)), (25a)
eλRtqˆR(k, t) =qˆR0 (k)− kσRg0(λR, t) +
iσRβL
βR
g1(λR, t) + σRe
−ikb(khR0 (λR, t)− ihR1 (λR, t)), (25b)
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which are valid for all k ∈ C in contrast to (7). Using the invariance of λL(k) and λR(k) under
k → −k we supplement (25) with their evaluation at −k, namely
eλLtqˆL(−k, t) =qˆL0 (−k)− kσLg0(λL, t)− iσLg1(λL, t)− σLe−ika(−khL0 (λL, t)− ihL1 (λL, t)), (26a)
eλRtqˆR(−k, t) =qˆR0 (−k) + kσRg0(λR, t) +
iσRβL
βR
g1(λR, t) + σRe
ikb(−khR0 (λR, t)− ihR1 (λR, t)),
(26b)
Inverting the Fourier transform in (25a) we have
qL(x, t) =
1
2pi
∫ ∞
−∞
eikx−λLtqˆL0 (k) dk +
1
2pi
∫ ∞
−∞
eikx−λLtσL(kg0(λL, t)− ig1(λL, t)) dk
+
1
2pi
∫ ∞
−∞
σLe
ik(x+a)−λLt(khL0 (λL, t)− ihL1 (λL, t)) dk,
for −a < x < 0 and t > 0. The integrand of the second integral is entire and decays as k →∞ for
k ∈ C− \D−. The last integral is entire and decays as k →∞ for k ∈ C+ \D+. It is convenient to
deform both contours away from the real axis to avoid singularities in the integrands that become
apparent in what follows. Initially these singularities are removable since the integrands are entire.
Writing integrals of sums as sums of integrals, these singularities may cease to be removable. With
the deformation away from the real axis the singularities are no cause for concern. In other words,
we deform D+ to D+0 and D
− to D−0 as show in Figure 6 where the deformed contours approach
the real axis asymptotically. Thus,
qL(x, t) =
1
2pi
∫ ∞
−∞
eikx−λLtqˆL0 (k) dk −
1
2pi
∫
∂D−0
eikx−λLtσL(kg0(λL, t)− ig1(λL, t)) dk
+
1
2pi
∫
∂D+0
σLe
ik(x+a)−λLt(khL0 (λL, t)− ihL1 (λL, t)) dk.
(27)
Similarly, inverting the Fourier transform in (25b) we have
qR(x, t) =
1
2pi
∫ ∞
−∞
eikx−λRtqˆR0 (k) dk +
1
2pi
∫ ∞
−∞
eikx−λRtσR
(
−kg0(λR, t) + iβL
βR
g1(λR, t)
)
dk
+
1
2pi
∫ ∞
−∞
eik(x−b)−λRtσR(khR0 (λR, t)− ihR1 (λR, t)) dk,
for 0 < x < b and t > 0. The integrand of the second integral is entire and decays as k → ∞ for
k ∈ C+ \D+. The integrand of the third integral is entire and decays as k →∞ for k ∈ C− \D−.
We deform as above to find
qR(x, t) =
1
2pi
∫ ∞
−∞
eikx−λRtqˆR0 (k) dk +
1
2pi
∫
∂D+0
eikx−λRtσR
(
−kg0(λR, t) + iβL
βR
g1(λR, t)
)
dk
− 1
2pi
∫
∂D−0
eik(x−b)−λRtσR(khR0 (λR, t)− ihR1 (λR, t)) dk.
(28)
Taking the time transform of the boundary conditions results in
α1h
L
0 (ω, t) + α2h
L
1 (ω, t) = fˆ
L(ω, t), (29)
12
Im(k)
Re(k)
D+0
D−0
Figure 6: Deformation of the contours in Figure 2 away from the real axis.
and
α3h
R
0 (ω, t) + α4h
R
1 (ω, t) = fˆ
R(ω, t). (30)
To obtain a system of six equations for the six unknown functions g0(ω, t), g1(ω, t), h
L
0 (ω, t),
hL1 (ω, t), h
R
0 (ω, t), and h
R
1 (ω, t) we use the global relations evaluated at k and −k (25) and (26)
and the time transform of the boundary conditions (29) and (30).
Although we could solve this problem in its full generality, we restrict to the case of Dirichlet
boundary conditions (α2 = α4 = 0), to simplify the already cumbersome formulae below. The
system is not solvable for hL1 (ω, t) and h
R
1 (ω, t) if ∆L(k) = 0, where
∆L(k)=4ipiα1α3σRe
ik
(
a+b
√
σL
σR
)(
βLcos(ak)sin
(
bk
√
σL
σR
)
+βR
√
σL
σR
sin(ak)cos
(
bk
√
σL
σR
))
. (31)
It is easily seen that all values of k satisfying this relation (including k = 0) are on the real line.
Thus on the contours, the equations are solved without problem, resulting in the expressions below.
As in the previous section, the right-hand sides of these expressions involve qˆL(k, t) and qˆR(k, t),
evaluated at a variety of arguments. All terms with such dependence are written out explicitly
below. Terms that depend on known quantities only are contained in KL(x, t) and KR(x, t), the
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expressions for which are given in Proposition 2.
qL(x,t)=KL(x,t)−
∫
∂D−0
α1α3σR
2∆L(k)
eikx
(
βL
(
e
2ibk
√
σL
σR−1
)
−βR
√
σL
σR
(
e
2ibk
√
σL
σR +1
))
qˆL(k,t)dk
+
∫
∂D−0
α1α3σR
2∆L(k)
eik(2a+x)
(
βL
(
e
2ibk
√
σL
σR−1
)
−βR
√
σL
σR
(
e
2ibk
√
σL
σR +1
))
qˆL(−k,t)dk
+
∫
∂D−0
α1α3βRσL
∆L(k)
e
ik(2a+2b
√
σL
σR
+x)
qˆR
(
k
√
σL
σR
,t
)
dk
−
∫
∂D−0
α1α3βRσL
∆L(k)
eik(2a+x)qˆR
(
−k
√
σL
σR
,t
)
dk
−
∫
∂D+0
α1α3σR
2∆L(k)
eik(2a+x)
(
βL
(
e
2ibk
√
σL
σR−1
)
+βR
√
σL
σR
βR
(
e
2ibk
√
σL
σR +1
))
qˆL(k,t)dk
−
∫
∂D+0
α1α3σR
2∆L(k)
eik(2a+x)
(
βL
(
e
2ibk
√
σL
σR−1
)
−βR
√
σL
σR
βR
(
e
2ibk
√
σL
σR +1
))
qˆL(−k,t)dk
−
∫
∂D+0
α1α3βRσL
∆L(k)
e
ik(2a+2b
√
σL
σR
+x)
qˆR
(
k
√
σL
σR
,t
)
dk
+
∫
∂D+0
α1α3βRσL
∆L(k)
eik(2a+x)qˆR
(
−k
√
σL
σR
,t
)
dk,
(32)
for −a < x < 0, t > 0 and
qR(x,t)=KR(x,t)+
∫
∂D+0
α1α3βLσR
∆R(k)
eikxqˆL
(
k
√
σR
σL
,t
)
dk
−
∫
∂D+0
α1α3βLσR
∆R(k)
e
ik(2a
√
σR
σL
+x)
qˆL
(
−k
√
σR
σL
,t
)
dk
+
∫
∂D+0
α1α3σL
2∆R(k)
eik(2b+x)
(
βR
(
e
2iak
√
σR
σL−1
)
+βR
√
σR
σL
(
e
2iak
√
σR
σL +1
))
qˆR(k,t)dk
−
∫
∂D+0
α1α3σL
2∆R(k)
eikx
(
βR
(
e
2iak
√
σR
σL−1
)
+βL
√
σR
σL
(
e
2iak
√
σR
σL +1
))
qˆR(−k,t)dk
−
∫
∂D−0
α1α3βLσR
∆R(k)
eikxqˆL
(
k
√
σR
σL
,t
)
dk
+
∫
∂D−0
α1α3βLσR
∆R(k)
e
ik(2a
√
σR
σL
+x)
qˆL
(
−k
√
σR
σL
,t
)
dk
+
∫
∂D−0
α1α3σL
2∆R(k)
eikx
(
βR
(
e
2iak
√
σR
σL−1
)
−βL
√
σR
σL
(
e
2iak
√
σR
σL +1
))
qˆR(k,t)dk
+
∫
∂D−0
α1α3σL
2∆R(k)
eikx
(
βR
(
e
2iak
√
σR
σL−1
)
+βL
√
σR
σL
(
e
2iak
√
σR
σL +1
))
qˆR(−k,t)dk,
(33)
for 0 < x < b, t > 0, where
∆R(k) =
√
σR
σL
∆L
(
k
√
σR
σL
)
.
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The integrands written explicitly in (32) and (33) decay in the regions around whose boundaries
they are integrated. Thus, using Jordan’s Lemma and Cauchy’s Theorem these integrals are shown
to vanish. Thus the final solution is given by KL(x, t) and KR(x, t).
Proposition 2 The solution of the linear Schro¨dinger interface problem (20)-(23) is given by
qL(x, t) =KL(x, t) =
1
2pi
∫ ∞
−∞
eikx+ik
2σLtqˆL0 (k) dk
+
∫
∂D−0
α1α3σR
2∆L(k)
eikx+ik
2σLt
(
βL
(
e
2ibk
√
σL
σR − 1
)
− βR
√
σL
σR
(
e
2ibk
√
σL
σR + 1
))
qˆL0 (k) dk
−
∫
∂D−0
α1α3σR
2∆L(k)
eik(2a+x)+ik
2σLt
(
βL
(
e
2ibk
√
σL
σR − 1
)
− βR
√
σL
σR
(
e
2ibk
√
σL
σR + 1
))
qˆL0 (−k) dk
−
∫
∂D−0
α1α3βRσL
∆L(k)
e
ik(2a+2b
√
σL
σR
+x)+ik2σLt
qˆR0
(
k
√
σL
σR
)
dk
+
∫
∂D−0
α1α3βRσL
∆L(k)
eik(2a+x)+ik
2σLtqˆL0
(
−k
√
σL
σR
)
dk
−
∫
∂D−0
kα3σLσR
∆L(k)
eik(a+x)+ik
2σLt
(
βL
(
e
2ibk
√
σL
σR − 1
)
− βR
√
σL
σR
(
e
2ibk
√
σL
σR + 1
))
fˆL(λL, t) dk
−
∫
∂D−0
2kα1βRσL
√
σLσR
∆L(k)
e
ik(2a+b
√
σL
σR
+x)+ik2σLt
fˆR(λR, t) dk
+
∫
∂D+0
α1α3σR
2∆L(k)
eik(2a+x)+ik
2σLt
(
βL
(
e
2ibk
√
σL
σR − 1
)
+ βR
√
σL
σR
(
e
2ibk
√
σL
σR + 1
))
qˆL0 (k) dk
+
∫
∂D+0
α1α3σR
2∆L(k)
eik(2a+x)+ik
2σLt
(
βL
(
e
2ibk
√
σL
σR − 1
)
− βR
√
σL
σR
(
e
2ibk
√
σL
σR + 1
))
qˆL0 (−k) dk
+
∫
∂D+0
α1α3βRσL
∆L(k)
e
ik(2a+2b
√
σL
σR
+x)+ik2σLt
qˆR0
(
k
√
σL
σR
)
dk
−
∫
∂D+0
α1α3βRσL
∆L(k)
eik(2a+x)+ik
2σLtqˆL0
(
−k
√
σL
σR
)
dk
+
∫
∂D+0
kα3σLσR
∆L(k)
eik(a+x)+ik
2σLt
(
βL
(
e
2ibk
√
σL
σR − 1
)
− βR
√
σL
σR
(
e
2ibk
√
σL
σR + 1
))
fˆL(λL, t) dk
+
∫
∂D+0
2kα1βRσL
√
σLσR
∆L(k)
e
ik(2a+b
√
σL
σR
+x)+ik2σLt
fˆR(λR, t) dk,
(34)
for −a < x < 0, and, for 0 < x < b
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qR(x, t) =KR =
1
2pi
∫ ∞
−∞
eikx+ik
2σRtqˆR0 (k) dk
−
∫
∂D+0
α1α3βLσR
∆R(k)
eikx+ik
2σRtqˆL0
(
k
√
σR
σL
)
dk
+
∫
∂D+0
α1α3βLσR
∆R(k)
e
ik(2a
√
σR
σL
+x)+ik2σRt
qˆL0
(
−k
√
σR
σL
)
dk
−
∫
∂D+0
α1α3σL
2∆R(k)
eik(2b+x)+ik
2σRt
(
βR
(
e
2iak
√
σR
σL − 1
)
+ βL
√
σR
σL
(
e
2iak
√
σR
σL + 1
))
qˆR0 (k) dk
+
∫
∂D+0
α1α3σL
2∆R(k)
eikx+ik
2σRt
(
βR
(
e
2iak
√
σR
σL − 1
)
+ βL
√
σR
σL
(
e
2iak
√
σR
σL + 1
))
qˆR0 (−k) dk
+
∫
∂D+0
2kα3βLσR
√
σLσR
∆R(k)
e
ik(a
√
σR
σL
+x)+ik2σRt
fˆL(λR, t) dk
−
∫
∂D+0
kα1σLσR
∆R(k)
eik(b+x)+ik
2σRt
(
βR
(
e
2iak
√
σR
σL − 1
)
+ βL
√
σR
σL
(
e
2iak
√
σR
σL + 1
))
fˆR(λR, t) dk
+
∫
∂D−0
α1α3βLσR
∆R(k)
eikx+ik
2σRtqˆL0
(
k
√
σR
σL
)
dk
−
∫
∂D−0
α1α3βLσR
∆R(k)
e
ik(2a
√
σR
σL
+x)+ik2σRt
qˆL0
(
−k
√
σR
σL
)
dk
−
∫
∂D−0
α1α3σL
2∆R(k)
eikx+ik
2σRt
(
βR
(
e
2iak
√
σR
σL − 1
)
− βL
√
σR
σL
(
e
2iak
√
σR
σL + 1
))
qˆR0 (k) dk
−
∫
∂D−0
α1α3σL
2∆R(k)
eikx+ik
2σRt
(
βR
(
e
2iak
√
σR
σL − 1
)
+ βL
√
σR
σL
(
e
2iak
√
σR
σL + 1
))
qˆR0 (−k) dk
−
∫
∂D−0
2kα3βLσR
√
σLσR
∆R(k)
e
ik(a
√
σR
σL
+x)+ik2σRt
fˆL(λR, t) dk
+
∫
∂D−0
kα1σLσR
∆R(k)
eik(x+b)+ik
2σRt
(
βR
(
e
2iak
√
σR
σL − 1
)
+ βL
√
σR
σL
(
e
2iak
√
σR
σL + 1
))
fˆR(λR, t) dk.
(35)
3.1 Remarks
• The solution of the problem posed in (20)-(23) may be obtained using the classical method
of separation of variables and superposition as was done for the heat equation in [10]. The
solutions qL(x, t) and qR(x, t) are given by a series of eigenfunctions with eigenvalues that
satisfy a transcendental equation. The classical series solution may be obtained from the
solution in Proposition 2 by deforming the contours along ∂D−0 and ∂D
+
0 to the real line,
including small semi-circles around each root of either ∆L(k) or ∆R(k), depending on whether
qL(x, t) or qR(x, t) is being calculated. Indeed, careful calculation of all different contributions,
following the examples in [7, 8, 16], is allowed since all integrands decay in the wedges between
these contours and the real line, and the zeros of ∆L(k) and ∆R(k) occur only on the real line,
as stated above. It is not necessarily beneficial to leave the form of the solution in Proposition 2
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for the series representation, as the latter depends on the roots of ∆L(k) and ∆R(k), which
are not known explicitly. In contrast, the representation of Proposition 2 depends on known
quantities only and may be readily computed, using one’s favorite parameterization of the
contours ∂D−0 and ∂D
+
0 .
• In the case of the heat equation on the finite interval with an interface there are also an
infinite number of poles on the real-k axis. The major difference here is that the boundary of
D coincides with the real-k axis whereas in the heat equation the only intersection between
the real axis and D is at k = 0.
• As stated earlier, this method applies to general boundary conditions although we chose to
present the details only for the Dirichlet case. When genuine Robin boundary conditions are
used (the case in which all of the coefficients α1, α2, α3, and α4 are nonzero) the analogue
denominator to (31) may have zeros on the interior of D+0 and D
−
0 depending on the relative
signs of the coefficients. Thus, special care is needed to eliminate unknown boundary values
in these cases. This can be worked out in a straightforward way, as is done for problems
without interfaces [7].
• Similar to Section 2, long time asymptotics are easily computed using the method of stationary
phase [3]. The asymptotic behavior is centered around zero for x/t constant and the shape of
the envelope is determined by the integrands of the solution given in Proposition 2 as in (18)
and (19).
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