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Abstract
As autonomous mobile robots grow increasingly complex, the need for a method of modeling and
testing their control systems becomes greater.  This paper discusses the use of Petri nets as a means of
modeling and testing the control of a mobile robot, concentrating specifically on the reachability testing
of the Petri net model through the use of Gröbner bases.
The designing and testing of the Petri net models for the mobile robot is done initially in component
form, providing a model which is then automatically converted into a Gröbner basis to provide a simple
means of reachability testing.  Once the testing process is complete, the Petri net modules, which
represent each of the components of the mobile robot are connected to form a single Petri net.  This
Petri net is then used for the generation of control code for the robot.
In this paper, the process of testing the modules created to represent the components of the
autonomous mobile robot is shown through a case study, Star Track (a tracked autonomous mobile
robot).  Details of both ordinary and colored Petri nets representing certain components of Star Track
are discussed, with both the Petri net model and the equivalent Gröbner basis described.
1 Introduction
The dynamic and asynchronous structure of the Petri net is ideally suited to the modeling of an
autonomous mobile robot, provided the model can be thoroughly tested prior to code generation or
execution on board the robot.  To this end, the reachability test, as one of the most basic means for
checking the accuracy of the model compared to its expected execution, provides a great deal of
reassurance to the designer of the software, which in turn allows the designer to create more complex
systems reliably.
The need for mathematical analysis of the Petri net models created for the mobile robot, provided an
ideal opportunity for collaboration between mathematics and engineering departments.  As a result of
this co-operation, an approach to Petri net analysis formed, based on the relationship between Petri nets
and Gröbner bases. The application of Gröbner bases has been successfully used in fields such as
operational research and statistics, but is as yet less common in engineering.
The subject of this paper is the application of the Gröbner basis to the testing of reachability in a
Petri net model, specifically to a Petri net model of a mobile robot.  This application is implemented as
an automatic testing facility within a Petri net toolkit, TRAMP (Toolkit for Rapid Autonomous Mobile
robot Prototyping) intended to model mobile robots and other mechatronic systems from the stages of
conceptual design to a final executable program.  These Petri net models are initially formed as
individual modules, each related to a component of the system, in order to allow easier testing and
analysis prior to creation of the final, global, Petri net model [Chandler 99a].
In section 2 of this paper, some previous Petri net applications will be discussed, providing a
background to the choice of Petri nets as a model for the autonomous mobile robot.  Section 3 will
detail the Petri net toolkit, TRAMP, before the Gröbner bases used as a testing method are studied in
further detail (section 4).  A case study showing the use of the method for the mobile robot, Star Track,
will be discussed in section 5, followed by conclusions and future work.
2 Choice of Petri Nets
Petri nets are generic enough to provide the capacity for application to a wide variety of
applications, although due to their asynchronous nature they are more commonly used for distributed
systems [Buchholz 92] and other similar processes.  However, their uses in distributed systems by no
means exclude applications to the field of robotics.  In fact, robots can themselves form part of a
distributed system, as can be seen through the example of an orange-picking robot with point-to-point
communications [Cavalieri 97].  Other areas of robotics can also find use for Petri net modelling as a
method of eliminating deadlock and other temporal inconsistencies [Simon 98] [Caloini 98], although
these properties require testing through timed Petri nets, an extension which has yet to be made to the
analysis system used here.  Alternatively, Petri nets can be used to allow co-operation between multiple
robots [Suh 96], or between a human and a robot [Mascaro 98].  The range of applications for Petri nets
is enormously diverse, and limited only by the range of tools available to implement these possibilities.
Our use of Petri nets as a modeling tool in the field of mobile robotics, was initially inspired by their
ability to represent both the data flowing in the system and the state of the system, simultaneously.
This initial interest was then furthered by the ease with which the model could be translated into
executable code, as required by the TRAMP toolkit discussed in the section 3, below, without the need
to alter any of the components modeled.  These factors, combined with the mathematical background
which supported the testing of any models used, and examples of previous applications to the field led
to the eventual use of Petri nets within the TRAMP toolkit.
3 TRAMP
The TRAMP toolkit provides a simple means of modeling, testing and generating code for a mobile
robot.  This is initially done in the form of modules, or objects based on the separate components of the
mobile robot, and divided into five categories in an overall object diagram in order to allow the toolkit
user to connect the objects as desired.  These five categories, sensors, filters, navigation, low level
control, and actuators are also used to provide certain attributes to each object which may only be
relevant to that category.
Sensors Filters Navigation Control Actuators
Figure 1 Object Diagram Layout
As the arcs in Figure 1 suggest, the flow of information in the system leads from sensors to actuators
via various processing alternatives.  Once data has been read in from a sensor, such as a compass, the
data may then be filtered to remove any noise from the readings, before the navigation uses the data to
make a decision on the next move of the robot.  With the commands to be issued to the actuators
decided, the navigation module will then pass the information either directly to the actuator (for
example a motor) or via a low level controller, which will translate the information into a form
readable by the actuator and ensure that it behaves exactly as it should.
Once the modules are defined and linked in the object diagram, as shown in Figure 1, the user may
then access the Petri net modules of each of the separate components.  These components remain
completely unconnected whilst they are tested, which may include testing on board the robot as a
separate module, after which the modules may be linked according to a precise protocol.  This is
discussed below.
Linking
 Once all testing of the Petri net is complete, the user may then link the individual components
according to the connections defined in the object diagram, and a specific hierarchy.  This hierarchy
makes the navigation module the highest level element, and works outwards in the object diagram
making the sensors and actuators the lowest.  The navigation module (or modules) is designed so that
whilst it can be tested in simulation as it stands, several of its transitions actually represent groups of
transitions for use when the Petri net is finally connected.  As the Petri nets are linked, the navigation














Figure 2 Navigation Module
The transitions “initialize”, “end”, “sensors” and “actuators” are all substitution transitions [Jensen
96], each expanding into several transitions, providing connections to the other modules.  The
remaining “define” and “decision” modules represent the actual method of navigation required of the
robot, and can easily be exchanged for a number of standard defaults, or left for the user to fully
implement.
Initialization and End Expansion
The “initialize” and “end” transitions connect directly to every other module in the system, ensuring
that every initialize routine is called before the main program starts, and that the program shuts down
correctly when it finishes.  Each initialize place shown here will be connected to a transition within the
relevant module which is defined as an “initialize” transition and marked for connection outside the
module in a method similar to that used in [Caloini 98].  The expansion of these is shown below, with

























Figure 3 Initialize Transition Expansion
Figure 3 shows the expansion of the initialise transition to connect to two sensors (the compass and
the GPS – Global Positioning System) and one actuator (the DC motor).  Here, there were no filters or
controllers in the system.
Sensor and Actuator Expansion
Similarly, the “sensors” and “actuators” transitions can be expanded.  However, here the links
created in the object diagram come into play, as the only connections made are those which are directly
connected to the navigation module.  For the expansion of a “sensors” transition, this includes any
filters which are connected to the navigation module, but not any sensors connected only to the filter as
























Figure 4 Sensor Transition Expansion
The configuration for sensor transition expansion (Figure 4) is slightly different to allow for the
possibility that there many be no sensors or filters connected, but the transition must still operate.  The
places which link to the lower level modules behave as they do in the “initialize” transition expansion,
connecting in place of the test driver initially provided with each module, to transitions which are
defined from the start as an externally connecting.  In this case, the connecting transitions of the
compass can be seen in Figure 7, transitions “request data” and “send data”.
There are also special standardized tokens, which allow this operation to be performed more
smoothly.  These tokens contain all possible elements of any expected sensor readings or instructions
to actuators respectively.  These readings or instructions can then be easily converted to or from the
tokens created for specific sensor and actuator modules.  Here, there were two sensors directly
connected to the navigation module and no filters.
Control from Navigation
The method of expansion described in the previous sub-sections is designed specifically to allow the
navigation module to maintain control over the system as a whole.  The bipartite nature of the Petri net
gives the two types of nodes, places and transitions, specific meanings that must be taken into account
within the model.  Clearly, the transitions perform the actions, whereas the places merely maintain
state, but there are further implications which can be put into use here.  The nature of the places is such
that they have authority over transitions.  Transitions cannot fire without, in a sense, instructions from a
place as each input place must contain a token in order to enable the transition.  It is analogous to the
handing out of instructions by a superior, and prior to the receipt of permission the task may not be
performed.
Whenever a link is formed between two modules, the module which is further up the hierarchy
contains the place which is linked, whilst the lower level module contains the transition.  The lower
level module knows only that an instruction has been received, whilst the higher level module
continues to be aware of its state, despite the departure of the active tokens into a separate module.
This predictable method of linking also ensures that the reachability test results performed whilst the
modules were still separated will still be accurate once the modules are reconnected, as the individual
modules remain essentially separate whilst the pre-tested navigation module and connectors form links
to them.
4 Testing through Gröbner Bases
Gröbner basis theory is a branch of computer algebra which provides methods for solving problems
of equivalence in various types of algebraic structure.  In the commutative case, computational Gröbner
basis methods have been successfully applied in theorem proving, robotics, image processing, coding
theory and signal processing, amongst others [Buchberger 98] [Holt 96].  All major computer algebra
packages now include implementations of these procedures and there are also pocket calculator
implementations.  A formal definition of the Gröbner basis is included as an appendix to this paper.
We also refer the reader to [Fröberg 97] for further details.
In this paper, the application of Gröbner basis procedures to the problem of reachability testing is
discussed for reversible Petri nets and demonstrated with a practical case study.
The generation of the Gröbner basis of a set of polynomials, as is used for the Petri net analysis in
later sections, is done with the use of Buchberger’s algorithm [Buchberger 98].  The algorithm
calculates a Gröbner basis for a set of polynomials by repeatedly testing and appending it with further
polynomials until the appended set satisfies the properties of a Gröbner basis with respect to a chosen
well-ordering of the variables.  This method is more formally defined in the appendix.
Once created, the Gröbner basis may be used to find any reachable marking, provided the initial
marking is a home marking, or alternatively determine whether the Petri net is reversible based on
results of reachability testing (see section 5).
5 Case Study – Star Track
Figure 5 Star Track
The Petri nets discussed here are based on real life models, created for use on board the mobile
robot, Star Track (Figure 5), intended to perform navigation with the use of satellite GPS [Yavuz 99].
This robot’s major components consisted of a compass, a GPS receiver, a PC 104 computer, and four
DC motors.  These four components formed the main objects within the object diagram, two of which
are considered in the following examples.  It should be noted that the Petri nets shown represent the
software interface to the hardware components named, not the hardware components themselves, as the












































Figure 6 Motors Petri net
As can be seen in the Petri net shown in Figure 6, once the motors have been initialised (t1) the user
may input the required speed and direction (t2) for each motor.  The speed and direction information is
then interpreted (t3) and written to the relevant port (t4), provided the system is “ready” (place 3) which,
combined with the user input token, will enable transition t3.
The Gröbner basis for this Petri net is generated from the polynomials of the transitions listed below,
where x represents a token in a given place.
For example, a token at place 1 allows the firing of transition t1 and results in a token in places 2 and 3.
This can be represented by the polynomial:
pol(t1) = x1 - x2x3













Polynomials for the other transitions can be similarly generated:
pol(t2) = x2 – x7
pol(t3) = x3x6 – x4
pol(t4) = x4 – x5
pol(t5) = x7 – x6
pol(t6) = x5 – x3x8
pol(t7) = x3x8 – x1
pol(t8) = x8 – x7
These polynomials are then used to form the Gröbner basis:
{x4 – x1, x5 – x1, x6 – x2, x7 – x2, x8 – x2, x2x3 – x1}
This Gröbner basis can be calculated automatically, either through TRAMP or through a standard
package such as Maple.
This gives a catalogue of markings (reachable places) from an initial marking x1 (i.e., starting with a
token in the place “start”) to be:
{x1, x4, x5, x2x3, x3, x6, x3x7, x3x8}
These reachable markings are found based on their equivalence to the defined initial marking
modulo the transitions, which can be determined algorithmically, using polynomial reduction with
respect to the Gröbner basis (see appendix).
As the Gröbner basis is only useable when the Petri net is reversible, an undesirable, or unexpected
state within this list would indicate either that the Petri net was not reversible, or that there was an error
in the Petri net itself, allowing the unexpected state.  Once the possibility of either an undesirable
reachable place (or alternatively a desirable place which wasn’t reached) or a non-reversible Petri net is
eliminated, the chance of a serious error occurring on board the mobile robot during execution is
greatly reduced.
Should an undesirable state be reachable from the initial marking, it must first be decided whether
the error is in the reversibility of the Petri net or in the reachability.  This is best done by checking for
errors in very simple, and obvious, reachability calculations.  If the tester claims that a clearly
unreachable state is reachable then it is likely that the Petri net is in fact not reversible, and that is
where the error lies.  Should the Petri net appear to be reversible, the user can seek further assistance by
using the “step through” method, which gives a visual representation of the movement of the tokens














































































































































Figure 7 Compass Petri Net
Before analyzing the Petri net shown in Figure 7, it is necessary to consider a further extension to
the Petri net theory described in section 2.  The compass Petri net is a coloured Petri net with a finite
set of colors.
The extension of an ordinary Petri net to a coloured Petri net provides the ability to represent
different types of token and treat them differently.  In a coloured Petri net, the transition is only enabled
by an incoming token if the token’s colour matches the colours allowed by the transition.  A coloured
Petri net can always be converted to an ordinary Petri net through additional places and transitions for
each different colour.
The compass Petri net contains a number of different token types in order to represent the
information types required within the compass program, such as the ASCII characters read in from the
compass itself, or the final format of the data when a bearing has been established.  However, these
additional token types do not affect the choices made in this Petri net, and are therefore irrelevant to its
analysis.  In the case of the compass Petri net shown in Figure 7, there are essentially only two colors
required in the Petri net, “pass” and “fail”, as these are the only two colours relevant to the testing of
the Petri net in simulation.  Any other variations in token type serve no purpose in simulation but to
increase the complexity of the analysis.
For the purposes of the calculations to be performed using Gröbner bases, the “pass” tokens have
been labelled x, and the “fail” tokens y.  The initial marking of the Petri net is described by a single
“pass” token in the “start” place (1), and “pass” and “fail” tokens in each of the places “input” (18) and
“continue” (19).  The additional tokens at places 18 and 19 allow the user to perform the more rigorous
testing of the coloured Petri net.
The “pass” and “fail” tokens are primarily used as a distinction between data received with a correct
checksum and data received with a failed checksum.  This colouring is used to ensure that only
uncorrupted data is used to calculate the bearing, which will later be output to the main navigation
module of the mobile robot.  Any failed data is instead sent to the “data request” transition, which can
then provide a connection to the “dead reckoning plug-in module” not shown in this diagram. This can
be seen through tracing the route of a “pass” and then a “fail” token through the transitions “read in” (t4
or t21), “calculate checksum” (t5 or t22) and “test” (t6 or t23) to the conclusion of the decision at the
transitions “find bearing” (t7) or “data request” (t16).
As shown in the previous example, the first step in the analysis of the Petri net and generation of the
Grobner basis is to establish the polynomial for each transition.  These polynomials are listed below,
with a pass token represented by an x, and a fail token represented by a y.
For example, the polynomial:
pol(t10) = x14x19 – x15x19












Note that pol(t24) is identical to pol(t10) apart from coloring.












Polynomials can be generated for the other transitions as follows.
pol(t3) = x2x18 – x3x18,
pol(t20) = y2y18 – y3y18
pol(t4) = x3x13 – x6
pol(t21) = y3y13 – y6
pol(t5) = x6 – x7
 pol(t22) = y6 – y7
pol(t6) = x7 – x8
 pol(t23) = y7 – y8
pol(t1) = x1 - x2x4
pol(t2) = x5 – x12
pol(t7) = x8 – x10
pol(t8) = x12 – x13
pol(t9) = x11 – x2x14
pol(t11) = y15 – x17
pol(t12) = x3x17 – x16,
pol(t25) = y3x17 – x16
pol(t13) = x2x17 – x16
pol(t14) = x15 – x12
pol(t15) = x4 – x5
pol(t16) = y8 – x9
pol(t17) = x9 – x11
pol(t18) = x10 – x11
pol(t19) = x16 – x1
The complex Gröbner basis automatically generated from these polynomials is shown below.  Some
of the resulting expressions are shown graphically to clarify the meaning of the generated polynomials.
The polynomials shown in bold represent expressions which would require tokens to pass through the












































As can be seen through the graphical representation of these first two polynomials, the polynomials
which form the basis are not necessary in their simplest form, they show combinations of the

























































This diagram shows the token in the “continue” place (19) affecting the output of the transition.  The
equivalent polynomials for changes made through the “input” place (18) are shown in the first two
polynomials below.
The remainder of the polynomials forming the Grobner basis for the compass Petri net (shown in
bold) are more difficult to trace through the Petri net diagram, as they require tokens to pass around the
Petri net more than once.  This is perfectly acceptable, as the Petri net is expected to be reversible, but
it does lead to polynomials which are misleading at first glance, and similarly to reachable markings
where the path taken is unclear.
The shown completed Gröbner basis, once generated, can be used to find every reachable marking
of the compass Petri net is represents.  However, due to the length of this example, these results are not
listed here.
Testing the reachability of this Petri net, given a certain type of token, will confirm that the choices
made by colouring of a given token will behave as the user would expect, beyond the simple testing of
a Petri net with no colourings.  This will enable the user to determine errors of this nature prior to the
final generation of executable code for the mobile robot and decrease the necessary debugging time.
6 Conclusions and Future Work
The method for Petri net analysis described here has proved highly reliable and accurate.  It is
particularly successful in the detection of Petri nets which have falsely been assumed to be reversible,
and in finding badly designated initial markings of the Petri net which may also stop it from being
reversible.
However, the time taken for performance of these calculations remained, as with many previous
methods, unacceptably long despite the modularity of the model.  The motors example shown in
section 5 was completed successfully within a few minutes, but once a colouring was added alongside a
number of places and transitions for the compass example (section 5) the time taken increased beyond
that which could be considered reasonable for the user to wait, Gröbner basis generation taking
approximately an hour.
The primary concern of any further work on this technique must be the reduction of the time taken
for results of reachability testing to become available to the user.  There are three possible avenues of
research available, which may lead to an appropriate reduction in complexity.  The first may consider
the reduction of the Petri net itself.  Whilst the TRAMP method of separating objects into individual
components has already greatly decreased the Petri net complexity [Pezze 95] [Caloini 98], it is clear
that further effort must be put into this in order to provide a usable analysis service.  This may be
implemented through the use of standard Petri net reduction techniques [Murata 89].
The processing time may then be further reduced through the improved implementation of the
Grobner basis techniques [Fröberg 97], which themselves have a number of efficiency algorithms
which have yet to be utilised in these initial testing procedures.
A further alternative to the Petri net reduction and Gröbner basis efficiency techniques is the
introduction of on-the-fly matrix generation method commonly applied to automata in order to improve
the efficiency of the equivalent of reachability testing [Larsen 97].  If this method were to be applied to
the Gröbner basis reachability test for the Petri net, then the overheads from large Petri nets would
decrease dramatically.
A further desirable development may arise from the introduction of timings to the Petri net, which
are already a widely used tool, and provide a valuable additional level of analysis to the Petri net.
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Appendix A: Gröbner Bases Definitions [Chandler 99]
Let X be a set.  Then the elements of X¨ are all power products of the elements of X, including an
identity 1, with multiplication defined in the usual way.  The commutativity condition is summarized
by xy=yx for all  x, y ∈ X.  Let K be a field.  Then the elements of K[X¨] are sums of K-multiples of
elements of X¨, with the operations of addition and multiplication defined in the natural way:
∑i ki mi ∑j lj nj = ∑i,j ki mi nj , for ki, lj ∈ K and mi, nj ∈ X¨
Let P ⊆ K[X¨].  Equivalence modulo P is denoted = P.  We say that two polynomials are equivalent
modulo P if their difference can be expressed in terms of P, i.e.
f =P g ⇔ f – g = u1p1 + … + unpn for some p1, … , pn ∈ P, u1, … , un ∈ K[X¨].
An admissible ordering on X¨ is a relation > such that m>1 for all 1≠m ∈X¨, and such that if m>n
then um>un for all u ∈ X¨.  We will also require the well-ordering property: that there is no infinite
sequence m1>m2>… of power products m1, m2, … of  X¨.
Let > be admissible well-ordering on X¨.  The leading term of a polynomial p is the power product
occurring in p that is largest with respect to  >, and is denoted LT(p).  The leading coefficient of p is
the coefficient of LT(p) and is denoted LC(p).  A term t is said to occur in a polynomial p with
coefficient  k if  t is a term of p.  Reduction modulo P with respect to > is written →P and defined as
f →P h ⇔ = f - kmp
where mLT(p) occurs in f with coefficient k′ and k = k′(LC(p))-1 for p ∈ P.
A repeated sequence of reductions (the reflexive, transitive closure of →P) is denoted →*P.  The
symmetric closure of this is denoted ↔*P coincide.
The Buchberger Algorithm
In 1965 Buchberger invented the concept of a Gröbner basis [Buchberger 98].  If a set of
polynomials Q is a Gröbner basis for P then we can use Q to determine whether two polynomials are
equivalent modulo P.  Formally:
i. f =P g ⇔ f =Q g for all f, g ∈ K[X¨].
ii. For all f ∈ K[X¨] there exist f1, … fn ∈ K[X¨] such that f →P f1 →Q … →Q fn where n ∈ N
and fn is irreducible.
iii.  f =P g ⇔ there exists h ∈ K[X¨]: f →*Q h and g →*Q h.
Theorem (Reachability and Equivalence of a Polynomial)
Let N be a reversible Petri net with initial marking M0.  Define P:={pol(t): t∈T}.  Then a marking M is
reachable in N if and only if pol(M0)=P pol(M).
Proof
First suppose that M is reachable.  Then there is a firing sequence M0 →t1 M1 →t2 … →tn-1 Mn-1 →tn
M.  Therefore there exist u1, … , un ∈ X¨ such that
pol(M0) – u1pol(t1) = pol(M1), pol(M1) – u2pol(t2) = pol(M2), … , pol(Mn-1) – unpol(tn) = pol(M).
Therefore pol(M0) – pol(M) = u1pol(t1) + … + unpol(tn).  Hence pol(M0) =P pol(M).
For the converse, suppose pol(M0) =P pol(M).  Then there is a sequence
pol(M0) = u1l1, u1r1 = u2l2, … , un-1rn-1 = unln, unrn = pol(M).
Where pol(t1) = l1 – r1, … , pol(tn) = ln – rn ∈ P, and u1, … , un ∈ X¨.  Note that l1, r1, … , ln, rn ∈ X¨.
Now recall that M0 is a marking.  Since pol(M0) = u1l1, we can deduce that t1 is enabled.  Therefore
there is a marking M1 such that M0 →t1 M1 and pol(M1) = pol(M0) – u1pol(t1).  By induction this
implies that there are markings M2, … , Mn such that there is a firing sequence M0 →t1 M1 →t2 … →tn
Mn = M.  Hence M is reachable in N.
Corollary (Gröbner Bases Determine Reachability)
Reachability in a reversible Petri net can be determined using a Gröbner basis.
Remark (Catalogue of Reachable Markings)
Recall that Gröbner bases techniques use an ordering on the power products.  There is a one-one
correspondence between power products and markings.  We can begin to catalogue the markings in
increasing order.  Given a Gröbner basis for the polynomials of the transitions of a Petri net it can be
determined whether each marking is reachable: if the power product reduces to the same irreducible
power product as the initial marking then it is reachable.  In this way the Gröbner basis can be used to
build up reachable markings.
