Abstract. The Ward equation, also called the modified 2 + 1 chiral model, is obtained by a dimension reduction and a gauge fixing from the self-dual Yang-Mills field equation on R 2,2 . It has a Lax pair and is an integrable system. Ward constructed solitons whose extended solutions have distinct simple poles. He also used a limiting method to construct 2-solitons whose extended solutions have a double pole. Ioannidou and Zakrzewski, and Anand constructed more soliton solutions whose extended solutions have a double or triple pole. Some of the main results of this paper are: (i) We construct algebraic Bäcklund transformations (BTs) that generate new solutions of the Ward equation from a given one by an algebraic method. (ii) We use an order k limiting method and algebraic BTs to construct explicit Ward solitons, whose extended solutions have arbitrary poles and multiplicities. (iii) We prove that our construction gives all solitons of the Ward equation explicitly and the entries of Ward solitons must be rational functions in x, y and t. (iv) Since stationary Ward solitons are unitons, our method also gives an explicit construction of all k-unitons from finitely many rational maps from C to C n .
Introduction
The 2 + 1 chiral model is the Euler-Lagrange equation of the functional E(J) = This equation is obtained from a dimension reduction and a gauge fixing of the self-dual Yang-Mills equation on R 2,2 (cf. [12] ). We call a solution of the Ward equation a Ward map.
A Ward map that is independent of t is a harmonic map from R 2 to SU (n). If the harmonic map has finite energy, then it extends to a harmonic map from S 2 to SU (n). Such harmonic maps were called unitons, and were studied by Uhlenbeck in [10] , Wood in [15] , Burstall-Guest in [4] and others.
The Ward equation has a Lax pair , i.e., it can be written as the compatibility condition for a system of linear equations involving a spectral parameter λ ∈ C. We explain this next. Let Given smooth maps A, B : R 2,1 → su(n), consider the following linear system for ψ : R 2,1 × C → GL(n, C): denote the map from R 2,1 to the space of rank k Hermitian projections of C n such that Im(π(x, y, t)) is the complex linear subspace of C n spanned by columns of V (x + zu + z −1 v), and π ⊥ = I − π. Ward (cf. [12] ) noted that g z,π(x,y,t) = I + z −z λ − z π ⊥ (x, y, t), (1.9) is an extended solution, i.e., a solution of (1.4) with
The associated Ward map is J z,V (x, y, t) = g z,V (x, y, t, 0) −1 = π(x, y, t) + z z π ⊥ (x, y, t).
Ward proved that J z,V satisfies the boundary condition (1.8) if and only if each v ij is a rational function (cf. [12] ). Hence J z,V is a Ward 1-soliton if each entry of V is a rational function. Note J i,V is a stationary Ward map, i.e., a harmonic map from C to U (n). There are several methods for constructing exact Ward multi-solitons: Ward used the method of Riemann-Hilbert problem with zeros in [12] to construct k-soliton solutions whose extended solutions have k simple poles. Such solutions have trivial scattering in the sense that the k one-solitons preserve their travelling directions and shapes after the interaction. Taking the limit of an extended 2-soliton with poles at i + and i − as → 0, Ward and Ioannidou found extended 2-solitons with a double pole at λ = i (cf. [14, 6, 8] ). Ioannidou also constructed some extended 3-solitons with a triple pole at λ = i. These limiting solutions have non-trivial scattering, i.e., the travelling directions of interacting localized lumps change after the interaction. For example, Ioannidou give examples of extended 2-solitons with a double pole at λ = i and with scattering angle π/k. Anand constructed more solitons with non-trivial scattering in [1, 2] . Ioannidou and Zakrzewski generalized Uhlenbeck's method of adding unitons for harmonic map equation to Ward equation in [8] by writing down an analytic Bäcklund transformation. Vilarroel, Fokas and Ioannidou studied the inverse scattering of the Ward equation in [11, 5] . Zhou gave Darboux transformations in [16] .
The standard analytic Bäcklund transformations (BT) goes as follows: Given an extended solution ψ of (1.4), if we want to find a projection mapπ so that ψ 1 = g z,π ψ is again an extended solution, then the condition that ψ 1 satisfies (1.4) for someÃ(x, y, t) andB(x, y, t) is equivalent to the condition thatπ is a solution of the following system of first order partial differential equations:
π ⊥ (zπ x −π u − Aπ) = 0, π ⊥ (zπ v −π x − Bπ) = 0, (BT z,ψ )
where A = (λψ x − ψ u )ψ −1 and B = (λψ v − ψ x )ψ −1 . A solution of BT z,ψ gives rise to an explicit extended Ward map with one extra pole at λ = z. Although this first order PDE is solvable, general solutions have not been fully understood. One result of this paper is an explicit construction of all solutions of BT z,ψ when ψ is an extended Ward soliton. Another result of this paper is to construct an algebraic BT for the Ward equation. This is a transformation that generates a new extended solution ψ 1 by an algebraic formula in terms of a given extended solution ψ and an extended 1-soliton g z,π . In fact, if ψ is holomorphic and non-degenerate at λ = z, then ψ 1 (x, y, t, λ) = g z,π(x,y,t) ψ(x, y, t, λ) = I + z −z λ − zπ ⊥ (x, y, t) ψ(x, y, t, λ)
is also an extended solution of the Ward equation, whereπ(x, y, t) is the Hermitian projection onto ψ(x, y, t, z)Im(π(x, y, t)). In other words,π is a solution of BT z,ψ . Note that the algebraic BT only works if the given extended solution ψ is holomorphic and non-degenerate at λ = z. In this case, the new extended solution ψ 1 has one more pole at λ = z than ψ. We apply algebraic BTs repeatedly to an extended 1-soliton to get Ward's multisolitons, whose extended solutions have distinct poles. We use algebraic BTs k times and a delicate limiting method to construct multi-solitons, whose extended solutions have general pole data (z 1 , . . . , z r , n 1 , . . . , n r ). There are also analytic and algebraic BTs for harmonic maps from R 2 to U (n) ( [10, 3] ). But the algebraic BT of a finite energy harmonic map has infinite energy. Hence we cannot produce new harmonic maps on S 2 using algebraic BTs. Although Uhlenbeck's adding uniton method can be viewed as the limiting case of algebraic BTs as the pole goes to i, the limit of these BTs of a harmonic map s gives the same s (for more detail, cf. [10, 3] ). However, if we apply algebraic BTs of the Ward equation with pole at i + to a 1-uniton and choose the projection π of the Ward 1-soliton g i+ ,π carefully, then as → 0 the limiting solution can be a 2-uniton. We show in this paper that this limiting method for the Ward equation can produce all unitons into U (n). In fact, we give an explicit construction of k-unitons from k rational maps from C to C n . Our construction of unitons is different from the ones given by Wood in [15] and by Burstall-Guest in [4] . This paper is organized as follows: We give a quick review of unitons and Ward 1-solitons in section 2, give algebraic Bäcklund transformations for the Ward equation in section 3. Uhlenbeck proved that a rational map f : S 2 → GL(n, C) satisfying the U (n)-reality condition (1.6) and f (∞) = I can be factored as a product of simple elements. But such factorization in general is not unique. We give a refinement of this factorization so that it is unique in section 4. We apply Bäcklund transformations and a careful limiting method to construct Ward solitons that satisfy the boundary condition (1.8) and their extended solutions have pole data (z, k) in section 5. We construct multi-solitons whose extended solutions have pole data (z 1 , . . . , z r , n 1 , . . . , n r ) in section 6. We show in section 7 that the first equation of BT z,ψ defines a natural complex structure on the trivial bundle S 2 × C n over S 2 , and a solution of BT z,ψ corresponds to a holomorphic subbundle of the trivial bundle that satisfies certain first order PDE constraint. In section 8, we use the holomorphic vector bundle formulation of section 7 to prove that algebraic BTs and the limiting method of section 5 produce all solutions of BT z,ψ for any extended Ward-soliton ψ, hence we can construct all Ward solitons explicitly. In section 9, we give an explicit construction of all unitons using the limiting method of section 5. Finally in section 10, we graphically give the wave profiles of some Ward k-solitons by showing the graph of their energy density E(x, y, t i ) for a sequence of increasing t i . Results in section 6 tell us that a soliton with general pole data (z 1 , . . . , z r , n 1 , . . . , n r ) can be constructed by simple algebraic methods from the n i -solitons with pole data (z i , n i ). The graphics in the last section indicate that a Ward soliton with polo data (z 1 , . . . , z k , n 1 , . . . , n k ) is the interaction of k Ward solitons with pole data (z 1 , n 1 ), . . ., (z k , n k ) respectively and these k solitons keep their shapes after interaction. But the dynamics of solitons with pole data (z, k) are intriguing, quite complicated, and deserve further investigation.
The reader can play the Quick Time movies for the Figures given in the last section by going to http://www.math.neu.edu/∼terng/WardSolitonMovies.html. The authors would like to thank Richard Palais for helping them write the codes for the Ward multi-solitons (Object Pascal), and use his computer program 3D-XplorMath to show the corresponding wave motions. The first author would like to thank the AMS Fan Fund and Northeastern University for sponsoring his visit to Northeastern University, where the cooperation started. The second author also thanks Karen Uhlenbeck for many useful discussions, and thanks MSRI for supporting her visit during the winter quarter of 2004, where she worked on this paper.
1-unitons and 1-soliton Ward maps
A stationary solution of the Ward equation is a harmonic map from R 2 to U (n). If in addition it has finite energy then it is a harmonic map from S 2 . All such harmonic maps are called unitons, which are studied by Uhlenbeck [10] , Wood [15] , Burstall-Guest [4] and others.
The harmonic map equation is integrable in the sense that there is an associated linear system with a complex parameter ξ ∈ C \ {0}. Namely, if s is a harmonic map from C to U (n), then the following linear system is compatible: 
Conversely, if E(x, y, ξ) is a solution of (2.1) and satisfies the U (n)-reality condition (1.6), then s(x, y) = E(x, y, −1) is a harmonic map. Such E is called an extended solution of the harmonic map equation. A direct computation implies that if E(x, y, ξ) is an extended solution of the harmonic map equation, then
is an extended solution of the Ward equation, i.e., ψ is a solution of (1.4) and ψ(x, y, t, 0) −1 = s(x, y) is a stationary Ward map. Let V = (v ij ) : C → M 0 n×k (C) be a rational map, π the projection of C n onto the subspace spanned by the k columns of V , and π ⊥ = I − π. Then s = π − π ⊥ is a 1-uniton. Moreover, all 1-unitons are of this form. The 1-uniton π − π ⊥ has an extended solution:
Uhlenbeck proved in [10] that given a harmonic map s : S 2 → U (n), there exists an extended solution E(x, y, ξ) of the form
where each π i (x, y) is a projection onto some k i -dimensional linear subspace V i (x, y) of C n and k ≤ (n − 1). Such solutions are called k-unitons. Substitute ξ = λ−i λ+i into (2.3) to get an extended Ward k-soliton with pole data (i, k). In particular, (2.4) where
1+r 2 , and k 1 + ik 2 = (z − z −1 )/2. Thus J z,V is a travelling wave with constant velocity
on the xy-plane.
, and π(x, y, t) the projection onto CV (w). A direct computation gives
Algebraic Bäcklund transformations (BT)
In this section, we give an algebraic BT to construct a family of explicit solutions from a given extended solution ψ(λ)(x, y, t) = ψ(x, y, t, λ) of the Ward equation.
Theorem 3.1 (Algebraic Bäcklund transformation). Let ψ(x, y, t, λ) be an extended solution of the Ward equation, and J = ψ(· · · , 0) −1 the associated Ward map. Choose z ∈ C\R such that ψ is holomorphic and non-degenerate at λ = z. Let g z,π(x,y,t) (λ) be an extended 1-soliton, andπ(x, y, t) the Hermitian projection of C n onto ψ(x, y, t, z)(Im(π(x, y, t)).
Then
(1)ψ(x, y, t, λ) = g z,π(x,y,t) (λ)ψ(x, y, t, λ)g z,π(x,y,t) (λ) −1 is holomorphic and non-degenerate at λ = z,z, (2) ψ 1 = g z,π ψ =ψg z,π is a new extended solution to the linear system (1.4) with
and the new Ward map is
Then residue calculus implies thatψ(λ) is holomorphic at λ = z,z. Thus we have two factorizations of
It suffices to show that
is independent of λ. Using ψ 1 = g z,π ψ, we have
Since (λ∂ x ψ − ∂ u ψ)ψ −1 is constant in λ by assumption, (3.2) is holomorphic at λ ∈ C \ {z,z}, and has at most a simple pole at λ = ∞. But
On the other hand, using ψ 1 =ψg z,π ,
1 is also independent of λ. The remaining computation is straightforward.
* J denote the algebraic Bäcklund transformation generated by g z,π . If we apply BTs repeatedly (with distinct poles) to an extended 1-soliton solution, then we obtain Ward multi-solitons, whose extended solutions have only simple poles. Such solutions coincide with the ones obtained by Ward [12] using solutions of the Riemann-Hilbert problem. Let z 1 , z 2 be two distinct complex numbers and z 1 =z 2 , f 1 , f 2 : C → C rational functions, and π i (x, y, t) the projection onto C 1
, where
i v, i = 1, 2. Then g z 1 ,π 1 and g z 2 ,π 2 are extended 1-soliton solutions of the Ward equation. Apply Bäcklund transformation (Theorem 3.1) with ψ = g z 1 ,π 1 and
is parallel tõ
where
The new extended solution of the Ward equation is
whereπ 2 is the projection onto Cṽ 2 . The associated Ward map is
where c 2 =z
is a normalizing constant to make det(J) = 1.
Remark. If J is a Ward map into SU (n), then the Ward map associated to ψ 1 in Theorem 3.1 isĴ
Minimal factorization
Let S r (S 2 , GL(n)) denote the group of rational maps f : S 2 → GL(n, C) that satisfies the reality condition f (λ) * f (λ) = I and f (∞) = I. First we recall the factorization theorem of Uhlenbeck [10] Theorem 4.1.
[10] The group S r (S 2 , GL(n)) is generated by the set of all simple elements, i.e., every f ∈ S r (S 2 , GL(n)) can be factored as a product of simple elements, 
where π is the projection onto Imπ 1 ⊕ Imπ 2 . Moreover, if z 1 = z 2 ,z 2 , then g z 1 ,π 1 g z 2 π 2 can be written as g z 2 ,τ 2 g z 1 ,τ 1 for some projections τ 1 , τ 2 . This is the permutability formula for simple elements given in Theorem 6.2 of [9] , which can be reformulated as follows:
Theorem 4.2.
[9] Suppose z 1 = z 2 ,z 2 , and π 1 , π 2 are Hermitian projections of C n . Letπ 1 be the projection onto g z 2 ,π 2 (z 1 )(Imπ 1 ), andπ 2 the projection onto g z 1 ,π 1 (z 2 )(Imπ 2 ). Then
Recall that g z,π * ψ is the algebraic BT of ψ generated by the 1-soliton g z,π . As a consequence of Theorem 4.2 we have
Note that the proof of Theorem 3.1 (1) gives a more general permutability formula:
Proposition 4.4. Suppose f ∈ S r (S 2 , GL(n)) is holomorphic and nondegenerate at λ = z and g z,π is a simple element. Letπ be the projection onto f (z)(Imπ). Then
It follows from Theorem 4.1 and permutability formula 4.2 that we have Corollary 4.5. Let f ∈ S r (S 2 , GL(n)), and C(f ) the set of poles of f .
Corollary 4.6. Let f ∈ S r (S 2 , GL(n)) with pole data (z 1 , . . . , z k , n 1 , . . . , n k ) and z i ∈ C + for 1 ≤ i ≤ k. Then:
(1) There exist unique f i ∈ S r (S 2 , GL(n)) with pole data (z i , n i ) and F i ∈ S r (S 2 , GL(n)) that is holomorphic and non-degenerate at
Next we give a refinement of the factorization for elements in S r (S 2 , GL(n)) whose pole data is (z, k). First we need a Lemma.
Lemma 4.7. Let π 1 and π 2 be two Hermitian projections of C n onto V 1 , V 2 respectively.
(
1)
Let τ 2 and τ 1 be the projections onto
Proof. A direct computation gives (4.1) and (4.2). Compute directly to see
Proposition 4.8. Suppose π 1 , . . . , π k are Hermitian projections of C n and
Definition 4.9. Suppose φ ∈ S r (S 2 , GL(n)) has pole data (z, k). A factorization of φ is called minimal if
with π j = 0, I, and Imπ j ∩ Imπ ⊥ j−1 = 0 for j = 2, · · · l.
Theorem 4.10. If φ ∈ S r (S 2 , GL(n)) has pole data (z, k), then φ has a unique minimal factorization.
Proof. By Uhlenbeck's factorization Theorem 4.1, we can factor
We first prove the existence of minimal factorization by induction on k. For k = 1, 2, the Theorem is true. Suppose the Theorem is true for k − 1. Induction hypothesis implies that
so that the right hand side is a minimal factorization. If m ≥ 1, then by induction hypothesis g z,π k g z,τ k−1−m · · · g z,τ 1 has a minimal factorization. So does φ k . If m = 0, then there are two cases:
, then we use Lemma 4.7 again to reduce the rank ofπ k . So after finitely many times, we can obtain a minimal factorization of φ k . Next we use induction on k to prove the uniqueness of minimal factorization. The case k = 1 is obvious. Suppose all φ with pole data (z, k) and k < K have unique minimal factorizations. Consider two minimal factorizations
Compare the coefficients of
By Proposition 4.8 (2), the kernel of the left hand side and the right hand side operators are Imπ 1 and Imτ 1 respectively. Hence π 1 = τ 1 . Then induction hypothesis gives the uniqueness.
5.
Ward solitons with pole data (z, k)
Ward noted that the limit of extended 2-soliton solutions with poles at i + and i − as → 0 gives time dependent Ward maps, and are 2-solitons with non-trivial scattering (cf. [14, 6, 8] ). In this section, we use a systematic limiting method and algebraic BTs to construct extended Ward k-solitons with pole data (z, k).
First we give the Example of Ward:
Example 5.1. Ward 2-solitons with non-trivial scattering.
Let α ∈ C \ R, and f, g two rational functions on C.
Expand the formula forṽ 2 given by (3.4) in to seẽ
where w = x + αu + α −1 v, and
Letπ 2 denote the projection onto the complex line spanned bŷ
Then as → 0,π 2 tends toπ 2 , the extended solutionψ tends tô
and the Ward 2-soliton tends tô
, where b = α/ᾱ. In particular, if α = i, then we get an extended solution
andπ 2 the projection onto the complex line spanned bŷ
is a 2-soliton with non-trivial scattering, and the extended solutionψ has a double pole at λ = i.
Using similar limiting method, Ioannidou constructed extended Ward 3-solitons with a triple pole at λ = i (see [6] ).
Below we apply algebraic BTs and an order k limiting method to construct k-solitons, whose extended solutions have pole data (z, k) for any z ∈ C \ R and k ≥ 2. To present this method more clearly, we work on the SU (2) case first. At the end of this section, we will briefly explain how to generalize this method to the SU (n) case.
Let z ∈ C \ R be a constant, and {a j (w)} ∞ j=0 a sequence of rational functions in one complex variable. Assume that a 0 (w) is not a constant function. Let a (i) j (w) denote the i-th derivative of a j with respect to w. For any ∈ C with | | small, let
and
A direct computation gives the following Taylor expansions in :
(1)
From the above computation, we see that c j 's are rational functions in x, u, v, hence are rational in x, y and t. Singularities of c j consist of finitely many straight lines in R 2,1 given by w = x + zu + z −1 v = p 1 , p 2 , · · · , where p 1 , p 2 , · · · are the poles of the rational functions a 0 , · · · , a j .
For k ≥ 1, let
, π k, the Hermitian projection of C 2 onto Cv k, . Define ψ k, andψ k by induction as follows:
whereπ k, is the projection onto Cṽ k, .
Theorem 5.2. Let a 0 , a 1 , . . . be a sequence of rational functions from C to C, and let v k, , π k, , ψ k, ,ψ k andṽ k, be defined as above. Then we have
Moreover, all entries ofv k are rational functions in x, y and t.
is a minimal factorization and is an extended
Ward map with only a pole at λ = z of multiplicity k, whereπ k is the Hermitian projection of C 2 onto Cv k . Moreover,π k is smooth, and for each fixed t,
is smooth and satisfies the boundary condition (1.8), and all entries of J k are rational functions in x, y and t.
Proof. We prove the Theorem by induction on k. For k = 1, Theorem is clearly true. Suppose the Theorem is true for k. We will prove that (1)- (3) hold for k + 1.
(1) By Theorem 3.1 and induction hypothesis, we havẽ
In the last step we have usedv k ∈ Imπ k . Therefore all terms of negative powers of vanish in the Laurent series expansion ofṽ k+1, in . The Laurent series expansion ofψ k (z + ) in iŝ
Substituting (5.5) toṽ k+1, and using the fact that the Laurent series expansion ofṽ k+1, has no −j terms with j > 0, we havẽ
Therefore we obtain
By induction hypothesis,π 1 , · · · ,π k are smooth, and all of their entries are rational in x, y and t. Thus P k,1 , · · · , P k,k have the same analytic properties as π j 's. Together with the analytic properties of c j 's, we see that all entries ofv k+1 are rational in x, y and t.
(2) By (1), we have lim →0π k+1, =π k+1 , whereπ k+1 is the projection onto Cv k+1 . Since all entries ofv k+1 are rational in x, y and t,π k+1 is smooth and for each fixed t, lim |(x,y)|→∞πk+1 (x, y, t) exists.
Next we claim thatψ k+1 is an extended Ward map with a pole at λ = z of multiplicity k + 1. To see this, first note that
By Theorem 3.1, g z+ ,π k+1, * ψ k is an extended Ward map for small | | > 0. By continuity, so isψ k+1 . The coefficient of (λ − z) −k−1 ofψ k+1 is (z −z) k+1 P k+1,k+1 . To show thatψ k+1 has a pole at λ = z of multiplicity k + 1, it suffices to show that
For this purpose, we write
So (5.6) for k + 1 can be written aŝ
By the induction hypothesis,
The expression for J k+1 =ψ k+1 (0) −1 is straightforward. Since all π j 's are smooth, and for each fixed t,
is also smooth and satisfies the boundary condition (1.8). The entries of J k+1 are rational in x, y and t because all π j 's have this property.
We give some explicit formulas forv k with k small:
The corresponding Ward map coincides with the one in Example 5.1 if z = α and (a 0 , a 1 ) = (f, g).
We briefly explain how to construct Ward solitons with pole data (z, k) for the SU (n) case next. Choose a sequence of rational maps a j :
Then the same computation and proof as in the SU (2) case imply thatψ k = g z,π k g z,π k−1 · · · g z,π 1 is a minimal factorization and is an extended Ward map with pole data (z, k).
Note that allπ j 's are of rank one in the above construction. But the same limiting method also produces extended Ward solitons of the form
generically, and let π 1 (w) denote the projection of C n onto the linear span of a 11 (w), . . . , a 1n 1 (w). Let w = x+zu+z −1 v, and w = x+(z+ )u+(z+ ) −1 v. Then
Let π 2 denote the projection onto the linear span ofv 21 (w), . . . ,v 2n 2 (w). Then g z,π 2 g z,π 1 is an extended solution, and rk(π 2 ) = n 2 . It is easy to see that Imπ 2 ∩ Imπ ⊥ 1 = 0. Hence g z,π 2 g z,π 1 is a minimal factorization. Similar computations give the construction of extended Ward maps with pole data (z, k) and arbitrary rank data (n 1 , . . . , n k ).
Ward solitons with general pole data
We associate to each extended Ward map with pole data (z, k) a generalized algebraic BT. Use these generalized BTs, we construct extended Ward maps that have general pole data (z 1 , . . . , z k , n 1 , . . . , n k ).
We first give a more general algebraic BT (Theorem 3.1):
Theorem 6.1. Let φ be an extended Ward map with pole data (z, k), and ψ an extended Ward map that is holomorphic and non-degenerate at λ = z,z.
Then there exist uniqueφ andψ such thatφψ =ψφ, whereφ has pole data (z, k), andψ is holomorphic and non-degenerate at λ = z,z. Moreover,
is a new extended Ward map andφ,ψ are constructed algebraically.
Proof. It follows from Theorem 4.1 that we can factor φ as product of k simple elements.
Againψ j is holomorphic at λ = z,z for j = 2, · · · , k by residual calculus. Letφ = g z,π k · · · g z,π 1 , andψ =ψ k . By construction,φψ =ψφ. Next we prove uniqueness. Supposeφ has pole data (z, k) andψ is holomorphic and non-degenerate at z,z andφψ =ψφ. Then φψ −1 =ψ −1φ =ψ −1φ . So we haveψψ
But the left hand side is holomorphic at z,z and the right hand side is holomorphic at λ ∈ C \ {z,z} and is equal to I at λ = ∞. Hence it must be the constant identity. This provesφ =φ andψ =ψ. The same proof of Theorem 3.1 implies that ψ k =ψφ =φψ is an extended Ward map.
We use φ * ψ to denote the new extended solution ψ 1 =φψ constructed in the above Theorem, and call ψ → φ * ψ the generalized Bäcklund transformation generated by φ.
The proof of Theorem 6.1 implies that if ψ and φ are extended Ward maps with pole data (z 1 , n 1 ) and (z 2 , n 2 ) respectively and z 1 = z 2 ,z 2 , then φ * ψ = ψ * φ. Same argument gives the following Corollary: 
Apply generalized Bäcklund transformation φ * ψ to get an extended solution with two double poles at z 1 , z 2 . By Theorem 6.1,
where Imπ 1 = Cṽ 1 = Cψ(z 2 )v 1 , and Imπ 2 = Cṽ 2 = Cψ 1 (z 2 )v 2 . Compute the following limit
The associated Ward 4-soliton is given by
Let
C ± = {a ± ib | b > 0} denote the upper and lower half plane of C. We claim that to construct Ward solitons with general pole data, we may assume all the poles lie in the upper half plane C + . This claim follows from two remarks below:
(1) A direct computation implies that
(2) Let ψ be an extended Ward soliton. By Theorem 4.1, we can factor
Suppose z 1 , . . . , z k ∈ C − and the rest of the poles lie in C + . Let
Then f ψ still satisfies (1.4), hence is an extended solution. But f ψ has poles atz 1 , . . . ,z k , z k+1 , . . . , z r , which all lie in C + . The Ward maps corresponding to ψ and f ψ are J = ψ(0) −1 and
is a constant complex number of length 1. So we do not lose any Ward maps by assuming that all poles lie in C + .
Corollary 6.4. Given distinct z 1 , · · · , z r ∈ C + and positive integers n 1 , . . ., n r , there is a family of Ward solitons whose extended solutions have pole data (z 1 , · · · , z r , n 1 , · · · , n r ).
Proof. Let φ z j ,n j = g z j ,πn j · · · g z j ,π 1 be an extended Ward soliton with pole data (z j , n j ) constructed in section 5. Apply Theorem 6.1 repeatedly to φ z 1 ,n 1 to get the extended solution
Then φ has pole data (z 1 , · · · , z r , n 1 , · · · , n r ).
In the rest of the section, we prove that a general Ward soliton can be constructed by applying generalized Bäcklund transformations to an extended Ward soliton with pole data (z, k). (1) λ → f 2 (x, y, t, λ) is an element of the group S r (S 2 , GL(n)) and has poles only at z 1 , . . . , z k , (2) f 1 is holomorphic and non-degenerate at λ = z 1 , . . . , z k andz 1 , . . . ,z k . Then f 2 is also an extended solution of the Ward equation.
Since ψ is an extended solution, A = (P ψ)ψ −1 is independent of λ. Because f 1 is holomorphic and non-degenerate at points in D, the right hand side of A 2 is holomorphic at points in D. But f 2 is assumed to be holomorphic
is independent of λ. This proves that f 2 is an extended solution of the Ward equation.
Corollary 6.6. Suppose ψ = φ 1 · · · φ r is an extended Ward soliton such that φ j has pole data (z j , n j ) and z 1 , . . . , z r ∈ C + are distinct. Then for 1 ≤ j ≤ r − 1,
(1) ψ j = φ j+1 . . . φ r is also an extended Ward soliton, (2) there exists a unique extended Ward solitonφ j with pole data (z j , n j ) so that ψ j−1 =φ j * ψ j , (3) ψ can be constructed by applying the generalized algebraic Bäcklund transformations repeatedly to φ r .
Proposition 6.7. If ψ is an extended Ward soliton with pole data (z 1 , . . . , z r , n 1 , . . . , n r ), then for 1 ≤ j ≤ r, there exists a unique extended Ward soliton φ j with pole data (z j , n j ) so that
Proof. By Uhlenbeck's factorization Theorem 4.1 and the permutability Theorem 4.2, we can factor ψ as
such that f j , g j ∈ S r (S 2 , GL(n)) have pole data (z j , n j ). We prove the Proposition by induction on r. If r = 1, the Proposition is automatically true. Suppose the Proposition is true for r = n − 1. Then by Theorem 6.5 both f 1 and g 2 · · · g r are extended solutions. By induction hypothesis, there exist extended Ward maps h 2 , . . . , h r with pole data (z 2 , n 2 ), . . . , (z r , n r ) respectively such that
which is equal to
Analytic BT and Holomorphic vector bundles
In this section, we generalize some of Uhlenbeck's results on unitons to Ward solitons. In particular, we (1) derive the analytic Bäcklund transformation BT z,ψ (given in the introduction) for the Ward equation, (2) associate to each Ward soliton and complex number z ∈ C \ R a holomorphic structure on the trivial C n -bundle over S 2 , (3) prove that to find solutions π of BT z,ψ is equivalent to find a one parameter family of holomorphic subbundles of the C n -bundle with respect to the holomorphic structure given in (2) that satisfy certain first order PDE system. Suppose ψ(λ)(x, y, t) = ψ(x, y, t, λ) is an extended solution of the Ward equation with A = (λψ x − ψ u )ψ −1 , and B = (λψ v − ψ x )ψ −1 . Motivated by the construction of Bäcklund transformations for soliton equations, we seek a new extended solution of the form ψ 1 (λ) = g z,π (λ)ψ(λ) for some smooth map π from R 2,1 to the space of rank k Hermitian projections of C n . The condition ψ 1 satisfies (1.4) implies that
for someÃ andB independent of λ, where g = g z,π = I + z−z λ−z π ⊥ . The reality condition implies that g z,π (λ) −1 = I +z −z λ−z π ⊥ . Since the right hand side of (7.1) is holomorphic in λ ∈ C, the residue of the left hand side at λ = z must be zero, which gives
So we get the following system of first order partial differential equations for π:
The residue at λ =z is zero gives the same system (7.2), which is the analytic Bäcklund transformation (BT) for the Ward equation. So we have proved the following: Ioannidou and Zakrzewski proved the above Proposition for z = i in [8] . However, no general solutions of the system (7.2) were given.
As a consequence of Theorem 3.1 and Proposition 7.1 we have Proposition 7.2. Suppose ψ(x, u, v, λ) is an extended Ward map and is holomorphic and non-degenerate at λ = z, and f 1 , . . . , f k are meromorphic maps from C to C n that are linearly independent except at finitely many points of C.
, andπ be the Hermitian projection of C n onto the span off 1 , . . . ,f k . Thenπ is a solution of BT z,ψ , or equivalently, g z,π ψ is again an extended solution.
Thus if ψ is holomorphic and non-degenerate at λ = z, then the above Proposition gives an algebraic method to construct solutions of BT z,ψ .
When z = i, π is independent of t, and ψ is an extended k-uniton, (7.2) is the singular BT used by Uhlenbeck in [10] to add one more uniton to the given k-uniton. She also proved that a solution of (7.2) for a uniton can be interpreted as a holomorphic subbundle that satisfies an algebraic constraint. In this section, we show that a solution π of the analytic BT (7.2) for Ward map can also be interpreted in terms of holomorphic subbundle, but it now must satisfy a first order PDE constraint. We explain this next.
If we make a suitable linear change of coordinates of R 2,1 , then the operator z∂ x − ∂ u becomes a∂ operator. To see this, let z = α + iβ. Then
Make a coordinate change:
A direct computation gives
Use z = α + iβ and substitute the above formulas into the analytic BT (7.2) to get
So system (7.4) is equivalent to The first equation of (7.5) has an interpretation in terms of holomorphic subbundle. To explain this, we first review some notation of holomorphic vector bundles over S 2 (cf. [10] , [15] ). A map η defined and is smooth on S 2 except on a finite subset D is said to be of pole type if at each p 0 ∈ D there exists a local complex coordinate (O, w) of S 2 at p 0 with w(p 0 ) = 0 such that the map η(w) = w −m η 0 (w) for all w ∈ O, where m is some positive integer and η 0 is smooth in a neighborhood of 0. Point p 0 is called a pole of η.
Given a smooth map f : S 2 → U (n) and a constant c, let A = cfwf −1 , then ∂w −A gives a holomorphic structure on the trivial bundle C n = S 2 ×C n over S 2 . A local section ξ of C n is holomorphic in the complex structure ∂w − A if ∂wξ − Aξ = 0.
(7.6) A meromorphic section of a holomorphic vector bundle is a section of pole type and is holomorphic away from the poles. It is known that the space of meromorphic sections of a rank k holomorphic vector bundle E over S 2 is of dimension k over the field R(S 2 ) of meromorphic functions on S 2 . In other words, there exist k meromorphic sections η 1 , . . . , η k such that if η is a meromorphic section of E then there exist f 1 , . . . , f k in R(S 2 ) so that η = k j=1 f j η j . We call such {η 1 , . . . , η k } a meromorphic frame of E. The following is known (cf. [10, 15] ): Proposition 7.4. Given a smooth map π : S 2 → Gr(k, C n ), let Π denote the subbundle of C n whose fiber over p ∈ S 2 is Im(π(p)). Then the following two statements are equivalent:
Π is a rank k holomorphic subbundle of C n with respect to ∂w − A. Moreover, if (1) or (2) holds, then there exist maps ξ 1 , . . . , ξ k : S 2 → C n of pole type so that (a) ξ 1 (p), . . . , ξ k (p) span Im(π(p)) for all p ∈ S 2 except at finitely many points, (b) each ξ j is a solution of ∂wη − Aη = 0, (c) every meromorphic section η of Π is of the form
As a consequence of the discussion above, we have Corollary 7.5. Let ψ be an extended Ward soliton with A = (λψ x −ψ u )ψ −1 and B = (λψ v − ψ x )ψ −1 , and (p, q, r) the coordinate system on R 2,1 defined by (7.3). Let π : R 2,1 → Gr(k, C n ) be a smooth map that extends to S 2 × R. Then the following statements are equivalent:
(1) π is a solution of (7.2).
(2) For each fixed r, the subbundle Π(r) associated to π(·, ·, r) is a holomorphic subbundle of C n in the complex structure ∂w − 
Construction of all Ward solitons
The goal of this section is to show that all Ward solitons can be constructed by the methods given in sections 3, 5 and 6 (using algebraic BTs, limiting method, and generalized algebraic BTs). By Proposition 6.7, it suffices to show that for any given z ∈ C + and k ∈ N, we can construct all extended Ward solitons of pole data (z, k).
First we prove 
Proof. We prove the theorem by induction on l. Since φ k is an extended solution,
are independent of λ. We want to prove g z,π 1 is an extended solution. Compute the Laurent series expansion of φ k at λ = z to get
Compute the Laurent series expansion of both sides of
at λ = z, and compare the coefficients of (λ − z) −k to see
Multiply π 1 from right to both sides of (8.4) to see π
Use the second equation of (8.1) and similar argument to prove that
The above two equalities imply that φ 1 = g z,π 1 is an extended solution of Ward equation.
Assume that φ l is an extended solution, and let
We want to show that φ l+1 is an extended solution too. Write φ k = ψ k−l φ l , where
Multiply φ −1 l from the right to both sides and use λ∂
Compute the Laurent series expansion of both sides at λ = z, and compare the coefficients of (λ − z) −(k−l) to get
Multiply π l+1 from right to both sides to get
The above two equalities imply that π l+1 is a solution of the analytic BT (7.2) with (A, B) = (A l , B l ), hence φ l+1 = g z,π l+1 φ l is an extended solution. Thus we complete the proof by induction. Theorem 8.1 tells us that any extended solution of pole data (z, k) is obtained by solving the analytic BT (7.2) of an extended 1-soliton, then of an extended 2-soliton, ... etc.
The following two Lemmas prove that to solve the analytic BT (7.2), which is a system of non-linear equations, it suffices to solve certain first order linear system. Conversely, if V is a solution of (8.6), then the projection π = V (V * V ) −1 V * is a solution of (7.2).
Proof. Choose a local M 0 n×r (C)-valued smooth map V such that columns of V span Imπ. So π = V (V * V ) −1 V * . Substitute this into (7.2) to see
Multiply V from the right to see
This implies that Im(zV x − V u − AV ) and Im(zV v − V x − BV ) lie in Imπ. So
for some r × r matrix-valued maps h, k.
Claim that there exists a smooth GL(r, C)-valued map φ so thatṼ = V φ satisfies (8.6). To see this, let
Since L 1 , L 2 are constant coefficient linear operators, they commute. A direct computation shows that V φ satisfies (8.6) if and only if φ satisfies
(8.9) Equation (8.9) is solvable if and only if h, k satisfy
Since ψ is an extended Ward map, A, B satisfies (1.4), which implies that
By (8.11) and (8.12), h, k satisfy (8.10). Thus we can find local smooth solution φ for (8.9) andṼ = V φ solves (8.6).
The converse is clearly true.
It is easy to see that solutions of (8.6) are unique up to V → V H, where H is a map from R 2,1 to GL(r, C) satisfying
If we can construct local fundamental solutions to the linear system (8.6), then we can obtain all local extended solutions of the form g z,π ψ. But in order to construct global Ward maps satisfying the boundary condition (1.8), we need to construct fundamental solutions that are of pole type on each w-plane.
If ψ is an extended Ward soliton, holomorphic and non-degenerate at λ = z, then ψ(z) itself is a fundamental solution to (8.6 ). So we have: Proposition 8.3. Let ψ be an extended Ward soliton, and A = (λψ x − ψ u )ψ −1 and B = (λψ v − ψ x )ψ −1 . If ψ(x, u, v, λ) is holomorphic and nondegenerate at λ = z, then ψ(· · · , z) is a fundamental solution of (8.6). Consequently, the columns of ψ(· · · , z) form a holomorphic frame of the trivial C n -bundle over S 2 with respect to the complex structure ∂w − A z−z on each w-plane.
Proof. Since the extended solution ψ is holomorphic and non-degenerate at λ = z, (1.4) implies that
Hence the columns of ψ(· · · , z) are smooth solutions of (8.6). So on each w-plane, columns of ψ(z) form a holomorphic frame of the trivial C n -bundle over S 2 with respect to the complex structure ∂w − A z−z . The above Proposition implies that Theorem 3.1 gives all extended solutions of the form g z,π ψ when ψ is holomorphic and non-degenerate at λ = z.
If ψ is an extended Ward soliton and has a pole at λ = z, then we will show below that the limiting method used in section 5 gives fundamental solutions of (8.6) that are of pole type on each w-plane.
We need two lemmas first, and their proofs are straight forward.
Lemma 8.4. Let b , η and ψ be maps from R 2,1 × Ω to gl(n, C), where
Lemma 8.5. Let w = x+(z + )u+(z + ) −1 v, and b i = k i j=0 j a ij (w ) for i = 1, 2. Let φ be an extended Ward map, and f 1 , f 2 meromorphic functions from C to C. If lim →0 φ(z + )(b i ) = η i exists for i = 1, 2, then
Proof. The Lemma follows from
Theorem 8.6. Let φ k be an extended Ward soliton with pole data (z, k), and
(1) φ k can be constructed using algebraic BT and the limiting method given in section 5, (2) we can use algebraic BT and the limiting method to construct a fundamental solution η of (8.6) with A = A k , B = B k and the entries of η are rational functions in x, y and t.
Proof. We prove the Theorem by induction on k. For k = 1, (1) is obvious. For (2), we first choose C n -valued rational maps
When | | > 0 is small, g z,π 1 is holomorphic and non-degenerate at λ = z + . Hence by Proposition 8.3, we have
A direct computation implies that
As → 0, Lemma 8.4 implies that u j satisfies
. . , u n are rational maps in x, y, t and are linearly independent solutions of (8.6) with A = A 1 and B = B 1 .
We claim that by choosing a sequence of rational functions carefully, we can construct the rest linearly independent solutions of (8.6). Let a 1 , . . . , a n 1 be C n -valued rational maps that span Imπ 1 except at finitely many points. Use formulas in section 5 to get
is rational in x, y and t. By Proposition 8.3 and Lemma 8.4, η j is a solution of (8.6) with A = A 1 and B = B 1 . Because u α with n 1 + 1 ≤ α ≤ n span Imπ ⊥ 1 and π 1 (η 1 ), . . . , π 1 (η n 1 ) span Imπ 1 , {η 1 , . . . , η n 1 , u n 1 +1 , . . . u n } form a fundamental solution of (8.6). We have proved that the entries of η i and u j are rational in x, y and t. This proves the claim and the Theorem for k = 1.
Suppose the Theorem is true for k. We want to prove that (1) holds for k + 1. We may assume that
is the minimal factorization. Let n j = rk(π j ). By Theorem 8.1, φ k = g z,π k · · · g z,π 1 is also an extended solution and is a minimal factorization. By induction hypothesis, we can construct a fundamental solution η = (η 1 , . . . , η n ) rational in x, y, t for (8.6) with A = A k and B = B k . Since φ k and g z,π k+1 φ k are extended solutions, by Proposition 7.1, π k+1 is a solution of (7.2). By Proposition 7.4, there exist maps ξ 1 , . . . , ξ n k+1 of pole type that span Imπ k+1 and satisfy (8.6) with A = A k and B = B k . But η is a fundamental solution of (8.6) over the field R(S 2 ). So there exists a rational map h = (h ij ) from C to M 0
. By induction hypothesis, each η i is constructed by the limiting method. It follows from Lemma 8.5 that ξ j can be constructed by the limiting method. This proves (1) for k + 1.
To prove (2), let g = g z,π k+1 . Note that φ k+1 = gφ k implies
Equate the residue of the above equation at λ = z to get
where η is a fundamental solution of (8.6) for φ k . We want to show that W satisfies (8.6) with A = A k+1 and B = B k+1 . To see this, we compute
which is zero by (8.13) . Similar argument implies that zW v −W x −B k+1 W = 0. This proves the claim. We may assume that the columns ζ 1 , . . . , ζ n−n k+1 of W are linearly independent. So these columns are linearly independent solutions of (8.6) with A = A k+1 and B = B k+1 . Since π k+1 is constructed by limiting method, so are the ζ j 's. It remains to construct n k+1 other linearly independent solutions of (8.6). We have proved (1) for k + 1. So there exist
with rational maps a ji from C to C n so that
and ξ 1 , . . . , ξ n k+1 span Imπ k+1 . The limit of
. By Lemma 8.4, these η j 's are solutions of (8.6). So
form a fundamental solution of (8.6) with A = A k+1 and B = B k+1 . The above arguments also prove that all entries of η i and ζ j are rational in x, y and t. This completes the proof of the Theorem.
As a consequence of Proposition 6.7 and Theorem 8.6, we have Corollary 8.7. All Ward solitons can be constructed by algebraic Bäcklund transformations, the limiting method and generalized Bäcklund transformations in sections 3, 5 and 6. Moreover, the entries of Ward solitons are rational functions in x, y and t.
An explicit construction of unitons
We have proved in the last section that all Ward solitons of pole type (i, k) can be constructed by the limiting method of section 5. Since U (n)-unitons are stationary Ward solitons with pole type (i, k) for some k < n, we can use our method to construct unitons. In this section, we write down the conditions on the sequence of rational maps so that the limiting Ward solitons are independent of t. We then give explicit formulas for unitons arising from finite sequence of C n -valued rational maps. We note that Wood [15] and Burstall-Guest [4] also gave algorithms to construct unitons. Our construction is somewhat different from theirs.
It is proved by Uhlenbeck that every k-uniton has a unique extended solution of the form φ k = g i,π k · · · g i,π 1 with the property that the span of
We will prove later that minimal factorizations and explicit constructions also give the same condition on the ranks of projections. But the condition we have on the
We use the same notation as in section 5, and assume that the pole z = i. Let a 0 , a 1 , . . . be a sequence of C n -valued meromorphic functions on S 2 ,
where c j 's are defined by (5.3) with z = i. So
We want to write down the conditions that the limiting Ward soliton is independent of t. Suppose
is a minimal factorization and is an extended Ward k-soliton obtained by the limiting method of section 5. Let V j = Imπ j , and
Use the computation of section 5 to conclude that:
(1) If rkπ 2 = 1, then φ 2 is independent of t if and only if
(2) If rkπ 3 = 1, then φ 3 is independent of t if and only if
is independent of t. So the coefficients of t, t 2 must be zero, which gives
Since φ 2 is the minimal factorization, by Proposition 4.8 (2), the first equation implies that a 0 ∈ V 1 . We have a 0 ∈ V 1 . So the condition for φ 3 to be independent of t is
If rkπ 4 = 1, then φ 4 is independent of t if and only if all coefficients of t, t 2 , t 3 in
3) (4) By induction, if rkπ k = 1, then φ k is independent of t if and only if
The computation for the case when rkπ k ≥ 2 is similar. In fact, we get Theorem 9.1. Suppose φ k is an extended uniton and φ k = g i,π k · · · g i,π 1 is a minimal factorization. Let m i = rkπ i , and
Then there exists a partition (r 1 , . . . , r s ) of m k , (i.e., r j > 0 and s j=1 r j = m k ) and C n -valued rational maps a i,0 , . . . , a i,k−1 for
Imπ k , where To do this, we first note that we may assume V 11 = Imπ 1 ∩ C n = 0, where C n means constant maps from S 2 to C n . If not, then
where τ 1 and τ 2 are projections onto V ⊥ 11 ∩ Imπ 1 and V 11 respectively. Since τ 2 is a constant projection, the harmonic maps corresponding to φ k and to g i,π k · · · g i,π 2 g i,τ 1 are only differed by the left multiplication of a constant element in U (n). So we may assume that V 11 = 0. 
The definition of minimal factorization implies Imπ ⊥ 1 ∩ Imπ 2 = 0. So the rank of {a
i,0 ∈ Imπ 1 . It follows from a direct computation that ∂ w V = hV for some meromorphic function h, where
locally. Then ∂ w (f V ) = 0. But f V is meromorphic. Hence f V is locally constant, which implies that π 1 is a constant Hermitian projection. Thus Imπ 1 ⊂ C n . In particular, Imπ 1 ∩ C n = 0, a contradiction. So m 1 > m 2 . Suppose the Proposition is true for k, and
satisfies the assumption of the Proposition. It follows from Theorem 8.1 that φ k = g i,π k · · · g i,π 1 is also an extended uniton. It is easy to check that φ k also satisfies the conditions of the Proposition. So by the induction hypothesis, m 1 > · · · > m k . We already have m k ≥ m k+1 by Proposition 4.8. We will show that m k = m k+1 gives a contradiction next. By Theorem 9.1, there exist a partition (r 1 , . . . , r s ) of m k+1 and a i,j 's so that
Induction hypothesis says that this can not happen, a contradiction.
We give some examples to demonstrate how to write down unitons from rational maps. Example 9.3. An extended 4-uniton φ 4 = g i,π 4 · · · g i,π 1 in U (5) with rank data (4, 3, 2, 1) is given by C 5 -valued rational maps a 0 , a 1 , a 2 , a 3 such that (1) Imπ 1 is spanned by a 0 , . . . , a
2 ) with j = 0, 1, (4) Imπ 4 is spanned by v 4 defined by (9.3).
Note that a 0 should be chosen so that a 0 , a 0 , · · · , a (4) 0 are linearly independent a.e., otherwise π 1 is constant and contradicts Imπ 1 ∩ C n = 0. Example 9.4. A 3-uniton φ 3 = g i,π 3 g i,π 2 g i,π 1 in U (5) with rank data (4, 2, 1) is given by C 5 -valued rational maps a 0 , b 0 , a 1 , a 2 (1) Imπ 1 is spanned by a 0 , a 0 , a 0 , b 0 , (2) Imπ 2 is spanned by a 0 + 2iπ
Example 9.5. 3-unitons in U (6) with rank data (5, 3, 1) . Case 1. Choose C 6 -valued rational maps a 0 , a 1 , a 2 , b 0 , b 1 on C such that (1) a 0 , a 0 , a 0 , b 0 , b 0 are linearly independent a.e., and their span intersects the space C n of constant maps from C to C n only at 0,
is not zero a.e.. Let π 1 , π 2 , and π 3 be the projections of C 6 onto the span of a 0 , a 0 , a 0 , b 0 , b 0 , the span of v 2 , D (1) v 2 ,v 2 , and Cv 3 respectively. Then φ 3 = g i,π 3 g i,π 2 g i,π 1 is an extended solution of a 3-uniton.
, and f 0 , f 1 : C → C are rational functions. These two cases give all 3-unitons in U (6) with rank data (5, 3, 1).
Wave profiles of multi-solitons
We give the wave profiles of some k-solitons by showing the graphs of their energy densities E(x, y, t i ) suitably scaled for a sequence of increasing times t i . Each Figure shows the graph of z = sE(x, y, t i ) over the domain {(x, y) | |x| ≤ r, |y| ≤ r}. The values of r, s are given under each Figure. Since most poles are chosen so that the corresponding solitons are moving from right to left, we show the profile from right to left as time increases.
A soliton whose extended solution has pole data (z 1 , . . . , z r , n 1 , . . . , n r ) is the interaction of r-solitons interact but separate when |t| is large. This is very similar to the behavior of soliton equation in one space and one time variables. But it is difficult to predict how the dynamics of solitons with pole data (z, k) depend on the choice of k rational functions. Figure 3 below is the wave profiles of the 2-soliton whose extended solution is g 1+i,π 2 * g i,π 1 , where π 1 and π 2 are as in Figure 1 . This represents the interaction of the two 1-solitons given by g i,π 1 (the small single lump in the middle) and g 1+i,π 2 (the travelling three lumps in the right). When t < −4, the two 1-solitons are separate, they interact when |t| ≤ 4, and then separate again when t > 4, but a phase shift occurs. Figure 3 is the 2-soliton with = 1. When 0 < < 0.5, the profile of the 1-soliton given by g +i,π has three lumps on a line with equal distance d( ) apart. As becomes smaller, the distance d( ) becomes bigger. C(1, 2w) T and π 2 the projection onto C (1, 2w + 0.1w 3 ) T . When t < −20, the three lumps behave like travelling waves. When t ∈ [−20, 20], the three lumps move to the middle to form a single lump, then separate and move out again. When t > 20, the three lumps travel along three straight lines and behave like travelling waves. The smaller lump moves faster, and the two taller lumps move at the same speed when |t| is large. Figure 5 is the 2-soliton with extended solution g 0.0001+i,π 0.0001 * g i,π 1 , where π 1 and π 2 are the projections onto C(1, 2w) T and C(1, 2w + 0.0001w 3 ) T respectively. The three lumps move to the middle to form a single lump, then separate to three lumps and move out, but make a π 3 turn. This is essentially the limiting 2-soliton with a double pole at i constructed using a 0 = 2w, a 1 = w 3 in section 5. Figure 7 is the 3-soliton with a double pole at i and a simple pole at 1 + i give by g 1+i,π 3 * ψ, where ψ is the limiting 2-soliton with a double pole at i with a 0 = w, a 1 = w 3 constructed in section 5, and π 3 is the projection onto the linear span of (1, w 2 ) T . At t = −8, the 2-soliton given by ψ is the three tall lumps in the middle, and the 1-soliton is the travelling two lumps on the right. The interaction of the 2-soliton and 1-soliton happens between t = −5 and t = 5. When |t| ≥ 6, the two solitons separate as if there had been no interactions, except that a phase shift occurs. Figure 8 is the 3-soliton with a triple pole at i constructed using a 0 (w) = w, a 1 (w) = w 3 , a 2 (w) = w 5 as in section 5. At t = −8, there are 6 lumps forming a triangular shape. Most interactions occur from t = −3 to t = 3, and the triangular shape rotates π 6 after interaction. When |t| > 8, the three lumps at the vertices of the triangle spread out but the three lumps at the mid points of edges of the triangle do not spread out. Figure 9 is the 4-soliton with extended solution g 0.5+0.75i,π 4 * (g 1+i,π 3 * ψ 2 ), where ψ 2 is the 2-soliton with a double pole at i, a 0 = w, a 1 = w 3 , constructed by the limiting method in section 5, π 3 and π 4 are the projections onto C(1, 4w 2 + 1) T and C(1, 0.5w 4 + 1) T respectively. After interaction, the 2-soliton given by ψ 2 (the three lumps in the middle) and the two 1-solitons given by π 3 (two lumps) and π 4 (4 lumps) behave as if there had been no interaction except a possible phase shift. Figure 10 is the 4-soliton whose extended solution is ψ 2 * ψ 1 , where ψ 1 is the limiting extended 2-soliton with a double pole at i with a 0 = w, a 1 = w 3 , and ψ 2 is the limiting 2-soliton with a double pole at 1 + i with a 0 = w 4 and a 1 = w 2 + w + 1 constructed in section 5. At t = −9, the 2-soliton given by ψ 1 is the middle three lumps, and the 2-soliton given by ψ 2 is the ring with three lumps in the middle on the right. These 2-solitons keep their shape after interaction, but with a phase shift. Figure 10 : 4-soliton with double poles at i and 1 + i, r = 10, s = 0.03 Figure 11 is the 4-soliton whose extended solution is g 1+i,π 4 * ψ 3 , where ψ 3 is the extended solution of the 3-soliton with a triple pole at i shown in Figure 8 and π 4 is the projection onto (1, w 2 ) t . Note the 3-soliton and 1-soliton separate after interaction, and the 1-soliton has a phase shift. The quick time movies of the wave motions given in this section can be seen on http://www.math.neu.edu/∼terng/WardSolitonMovies.html.
