We consider the problem of synchronizing the activity of all the membranes of a P system. After pointing at the connection with a similar problem dealt with in the field of cellular automata where the problem is called the firing squad synchronization problem, F SSP for short, we provide two algorithms to solve this problem. One algorithm is nondeterministic and it works in the time 3h, where h is the height of the tree defining the membrane structure of the considered P system. The other algorithm is deterministic and it works in time 4n + 2h, where n is the number of membranes of the considered P system. Finally, we suggest various directions to continue this work.
Introduction
The synchronization problem can be formulated in general terms with a wide scope of application. We consider a system constituted of explicitly identified elements and we require that starting from an initial configuration where one element is distinguished, after a finite time, all the elements which constitute the system reach a common feature, which we call state, all at the same time and the state was never reached before by any element.
This problem is well known for cellular automata, where it was intensively studied under the name of the firing squad synchronization problem (FSSP): a line of soldiers have to fire at the same time after the appropriate order of a general which stands at one end of the line, see [4, 9, 8, 13, 14, 15] . The first solution of the problem was found out by Goto, see [4] . It works on any cellular automaton on the line with n cells in the minimal time, 2n−2 steps, and requiring several thousands of states. A bit later, Minsky found his famous solution which works in 3n, see [9] with a much smaller number of states, 13 states. Then, a race to find a cellular automaton with the smallest number of states which synchronizes in 3n started. See the above papers for references and for the best results and for generalizations to the planar case, see [13] for results and references.
The synchronization problem appears in many different contexts, in particular in biology. As P systems model the work of a living cell constituted of many microorganisms, represented by its membranes, it is a natural question to raise the same issue in this context. Take as an example the meiosis phenomenon, it probably starts with a synchronizing process which initiates the division process. Many studies have been dedicated to general synchronization principles occurring during the cell cycle; although some results are still controversial, it is widely recognised that these aspects might lead to an understanding of general biological principles used to study the normal cell cycle, see [12] .
Apparently, this problem was never studied in the framework of P systems. It was mentioned in [2] in the frame of distributed networks, where the attention is focused on other problems of distributed computing, see also [3] .
Our first idea was to implement the well known solutions for cellular automata on the line. This idea was used in [5, 7] in the context of cellular automata in the hyperbolic plane in order to synchronize sets of cells which are more complex than a line. However, in this context, the sets of cells are trees in which all branches have the same length which allows to immediately implement the algorithms for cellular automata on the line, thanks to the parallelism of computation of the cells of a cellular automaton. It is not that difficult, although not immediately straightforward, to implement an algorithm for linear cellular automata into the membrane structure of a P system, even in the easy case when the tree of the membrane structure is complete, i.e. all its branches have the same length. To extend this to any P system, we devised two solutions. The first idea was to complete the tree. The second idea was to use various delay strategies considered in generalized firing squad problems for cellular automaton when the general is at an arbitrary position in the line of soldiers, see [14] . In any case, a direct transcription of a CA solution might use a kind of boundary rules, see [1] . This might be slightly combined with sending appropriate symbols, current states to neighbours such as to make use of them in each cell component, but this will double the synchronization time.
Then, we investigated the possibility to find a solution, more specific to P systems and in this paper, we give two algorithms to solve the synchronization problem for them. One algorithm is non-deterministic while the other is deterministic. However, the work of the latter one raises an interesting discussion motivated by the implementation of the solution into a computer program. It is also interesting to notice that our algorithms work in 3h (resp. 4n + 2h) where n is the number of nodes and h is the height of the tree defining the membrane structure.
Before turning to the algorithms, let us discuss again the setting of the problem in the frame of P systems and how we can recognize the configuration when all the membranes are synchronized.
We shall implement the "fire" state of cellular automaton, traditionally denoted by F as an object which will appear at the time of synchronization, but never before this time. Of course, such an object must occur in at least one rule. But still, this condition is a good implementation of the cellular automaton process. Moreover, if the objects of the membranes are strings, it will not be difficult to adapt the rules of the two algorithms into rules in which F never occurs. We could simply decide that F is also a string and it is obtained through the rules by a computing process. This latter process is more complicated and not very informative and we only restrict ourselves to the situation where F is an object.
Definitions
In the following we briefly recall the basic notions concerning P systems. For more details on these systems and on P systems in general, we refer the reader to [10] .
A transitional P system of degree n is a construct
where:
(1) O is a finite alphabet of symbols called objects, (2) µ is a membrane structure consisting of n membranes labelled in a one-to-one manner by 1, 2, . . . , n (the outermost membrane is called the skin membrane), (3) w i ∈ O * , for each 1 ≤ i ≤ n is a multiset of objects associated with the region i (delimited by membrane i), A transitional P system is defined as a computational device consisting of a set of n hierarchically nested membranes that identify n distinct regions (the membrane structure µ) where, to each region i, a multiset of objects w i and a finite set of evolution rules R i , 1 ≤ i ≤ n are assigned. A computation of the system is obtained by applying the rules in a nondeterministic maximally parallel manner. Initially, each region i contains the corresponding finite multiset w i .
A computation is successful if starting from the initial configuration it reaches a configuration where no rule can be applied. The result of a successful computation is the natural number obtained by counting the objects that are presented in region i 0 . Given a P system Π, the set of natural numbers computed in this way by Π is denoted by N (Π). In the sequel we shall omit i 0 since it is irrelevant for FSSP.
A transitional P system with polarizations and priorities is a construct As above, the here target means that the object remains in the current membrane and the in! target sends the corresponding object to all inner membranes at the same time (making the right number of copies). The out target sends the object to the outer membrane and changes at the same time the polarization of membrane to −. The in + target sends the object to an inner membrane having a + polarization. The mark + target leaves the objects in the same membrane and, at the same time, it takes one inner membrane having a 0 polarization and changes its polarization to +.
Each rule has also a priority which is a natural number. A computational step is obtained by applying the rules in a non-deterministic maximally parallel manner where a rule with a lower priority cannot be applied if a rule of a higher priority is applicable.
We translate the FSSP to P systems as follows:
Problem 1. Given a class of P systems G as defined above, find a sub-class
C(W, W , R, R ) ⊂ G, where W, W ∈ O * ,
and R, R are two sets of rules, such
that for any Π in C of degree n ≥ 2, we have:
.n} (we assume that the skin membrane has the number 1).
• If the skin membrane is not taken into account, then the initial configuration of the system is stable.
• If the system halts, then all membranes contain the designed symbol F which appears only at the last step of the computation.
Non-deterministic solution
In this section we discuss a non-deterministic solution to the FSSP using transitional P systems. We shall use the following algorithm (consider the P system as a tree):
Algorithm 1 (1) Starting from the root find an arbitrary leaf.
(2) By going up to the root compute the depth of this leaf. Let n be this number.
(3) Execute process(root, n), where the procedure process is defined below.
Since the underlying P system is parallel, we present here a parallel variant of the procedure process. The code that need to be executed in parallel will be included between parbegin. . . parend constructs. Let wait step() be the procedure that permits to asleep the current process until the next synchronization step (corresponding to a step of the P system) is reached. We also consider that each node contains a variable b that initially is equal to 0. We write node.b' in order to refer to this variable. The idea of the algorithm is to guess the longest branch (having the length equal to the height of the tree, i.e. to the length of the longest path from the root to a leaf) and after that to propagate this height from the root to the leaves decreasing it at each level. For the synchronization a copy of this height is kept at each visited node and decreased at each step. When all these counters are zero, we may synchronize by introducing the symbol F . If the guess was wrong, then the system will never halt because the symbol # will be introduced. Now let us present the system in details.
. . , R n ) the P system to be synchronized, where i 0 is not mentioned as it is not relevant for the synchronization. To solve the synchronization problem, we make the following assumptions on the objects, the environment, the membranes and the rules. We consider that:
, #}, and that µ is an arbitrary membrane structure. We also assume that w 1 = {L, Y, R, S 1 , S 2 }, where w 1 is the contents of the skin membrane and that all other membranes satisfy w i = {Y, L}. The sets of rules, R 1 , . . ., R n are all equal and they are described below.
The rules: Finding a leaf:
Computing the depth of the leaf:
Propagation of the signal:
Counting back:
Traps:
Infinite loop:
Rules (1) permit to find an arbitrary leaf. Indeed, two signals S 1 and S 2 descend the tree, but signal S 2 has a one-step delay with respect to S 1 . They may meet only at a leaf, where the in target is not applicable. If this does not happen because of the non-deterministic descent, then S 2 will be transformed to the trap symbol #. When signals S 1 and S 2 meet, a new signal S 3 is produced. This signal moves up until the root node, where the out target is not applicable. When moving up, at each step, a new symbol a is produced. Hence, when S 3 reaches the root, n − 1 copies of a will be present, n being the height of the leaf reached by S 1 . Rules (2) permit to do this. In this way steps 1 and 2 of the algorithm are implemented.
At the root node, the symbol S 3 in the presence of R is transformed to S 5 b and all symbols a are transformed to b by rules (3) . If this last transformation happens before the root node, then symbols b or b which are obtained from them will be trapped by rules (8) . The lines 5-12 and 17 of the procedure process are implemented by rules (4) (6) ( (7) for the leaves). The number of symbols b (b for the leaves) is decreased and when it reaches zero, symbol S 6 (S 7 for the leaves) is transformed to F . If this rule is applied before all symbols b (resp. b) are consumed then the trap symbol # is introduced.
Now we shall present some assertions that guarantee the correctness of the proof, keeping in mind that a correct computation always halts.
• If symbol S 3 does not appear, then the computation never halts.
Indeed, in this case, symbol S 2 will reach a leaf different from the one reached by S 1 and it will be transformed to the trap symbol.
• Rules (3) may be applied only at the root node and the number of symbols b which is obtained is equal to n, where n is the depth of the leaf visited by S 1 . Indeed, the first rule uses the symbol R which is present only at the root node. If the second rule is applied at a non-root node, then at least one symbol b is introduced. By the second rule from (4) at least one copy of symbol b will appear in the same node. Now it suffices to remark that this transformation takes two steps and it is clear that symbol S 5 cannot appear in the meanwhile because if the current node is not the root node, then at least 3 steps are needed to transform symbol S 3 into S 5 and propagate it down. Hence, the symbol Y will be present and the trap symbol will be introduced by the second rule from (8) .
Since at each step the number of a's is increased, at the root node it will be equal to the depth of the starting leaf, i.e. the one visited by S 1 .
• The first rule from (4) must be applied when at least one b occurs in this node.
Indeed, otherwise S 5 will be left alone either in the current node, or in the inner nodes. In this case, the third rule from (4) will introduce the trap symbol.
• Rule (5) may be applied only at the leaf.
Indeed, if it is applied at a node which is not a leaf, then symbols L situated in membranes below cannot be eliminated and the system will always perform an infinite computation because of the rule (9).
• The second rule from (6) (resp. (7)) may be applied if and only if the number of b (resp. b) at that node is zero. It is clear that if these rules are applied before, then the third rule from (6) (resp. (7)) will introduce the trap symbol.
• After the introduction of the symbol S 5 , at each step k, 0 ≤ k ≤ n the configuration of nodes having the depth h < k is {S 6 
is a leaf) and the configuration of nodes having the depth k is {L,
where n is the depth of the leaf visited by S 1 . This assertion may be easily verified by induction. Initially, at the step 0, the root node contains {S 5 , b n }. Suppose that the assertion holds for k < n. Consider all nodes of depth k that are not leaves. In this case rules (4) From the above assertions it is clear that if a leaf not corresponding to the longest branch of the tree is reached by S 1 , then the system will never halt (because some symbols L will be present). If the initial guess corresponds to the longest branch, then it is clear that all nodes will reach the same configuration {F } at the same time (because they contain the same number of symbols b or b ). This concludes the proof.
Theorem 3.1. The time complexity of the just considered algorithm is 3h + 2,
where h is the height of the tree of µ, the membrane structure.
Proof: the detection of the longest branch takes 2h + 2 steps: h +1 steps to go to the farthest leaf and h + 1 ones to get the feed back. Then, the synchronizing process takes h steps.
We remind that the time complexity taken into consideration is the number of steps of the computation. Now, note that h = log n for a complete tree and that h = n in the worst case (when the tree is linear).
Example 1
We present now an example and discuss the functioning of the system on it. Consider a system Π having 7 membranes with the following membrane structure: Now consider the evolution of the system Π constructed as above. We represent it in a table format where each cell indicates the contents of the corresponding membrane at the given time moment. Since the evolution is non-deterministic, we consider firstly the correct evolution and after that we shall discuss unsuccessful cases.
Step 
The system will fail in the following cases:
(1) Signals S 1 and S 2 go to different membranes. A possible evolution for the first unsuccessful case is represented in the table below:
bbLY LY L# LY LY LY LY
In the two cases before the system will never stop because symbol # which is always involved in a rule cannot be eliminated. Now we give a possible evolution for the third unsuccessful case:
Step
And the system never stops.
Deterministic solution
In this section we show a deterministic solution to FSSP. We shall use a different class of P systems, namely transitional P systems with polarizations and priorities. We use the following algorithm to solve the problem.
(1) Find the height of the tree.
(2) Descend and distribute symbols like in the non-deterministic case.
In order to find the height of the tree we use the following algorithm: Proof. The proof will be done by induction on the height of the tree. Consider a tree of height 1. Obviously, the first chosen node is a leaf and the counting starts. It is easy to see that the value of height will oscillate between 0 and 1, the value 1 appears when we are at the root node. Now let us suppose that the algorithm returns the height of a tree for any tree having the height <= n. Now suppose that we have a tree of height n + 1. Let R be the root node and F 1 , . . . , F k be the children of R. Clearly, each F t , 1 ≤ t ≤ k is a root node for a tree A t of height, for instance, h t . Now let F i be the first node chosen at line 4 of the algorithm. By induction the algorithm reaches the line 14 with counting=true and height=h i . After that we move up to the root R and the value of height is h i +1. Now let F j be another node chosen at line 4 of the algorithm and h be the current value of height. If h j ≤ h − 1 then at the deepest node of A j the value of height is equal to h − 1 − h j and when we return to R the value of height is equal to h. If h j > h − 1 then at the deepest node of A j the value of height will be 0 and when we return to R the value of height will become equal to h j .
Hence, at the last visit of R (we remark that we do not return to A m that were already visited) the value of height is 1 + max(h 1 , . . . , h k ) which is the height of the initial tree. This concludes the proof.
Before going into the precise description of the P system, we have to focus on what we mean by deterministic. In fact, the algorithm which we shall use to determine the height of the tree to be synchronized contains the possibility of an arbitrary choice at some steps of its execution. What happens is, whatever the choice, the result is always the same. Now, if we wish to implement this algorithm in a computer program in order to use it, the implementation must define a rule to fix the choice. Accordingly, the execution of the algorithm by a simulating device is deterministic. This is why we consider the algorithm as deterministic, although its presentation is not.
Let us describe the algorithm to compute the height of the tree in an informal way.
At the beginning, all membranes have the polarity 0. The algorithm repeatedly performs the following sequence of actions:
When the control arrives at a membrane M , it looks whether there is at least one child-membrane with polarity 0. If it is the case, the algorithm selects one of them, N , and it changes the polarity of N to +. Then, it decreases the height by 1, unless it is already 0, in which case the height remains unchanged. If all childmembrane are with the polarity −, the control goes back to the parent membrane of M , changes the polarity of M to − and the height is increased by 1.
The loop is stopped when the control arrives at the skin membrane and all child-membranes are with the polarity −.
The choice of the child-membrane whose polarity is turned from 0 to + is the non-deterministic operation. However, the result of the algorithm does not depend on which membrane has been chosen. It is enough to select one of them, whatever the membrane. Now, in the context of a biological environment where some protein would choose a membrane M to perform some operation on M , there are probably additional factors which determine the choice performed by the protein. And so, the choice may be considered as deterministic. This corresponds to the implementation which we above invoked. This choice is formalized by an operator mark + which selects one childmembrane with polarity 0 if any, and changes its polarity to +. The operator mark + has the highest priority. Now, note that when the control leaves the membrane M where mark + was invoked, it changes the polarity + to −. Accordingly, when mark + successfully performed the change on one child-membrane of M , a single membrane has the polarity + among the child-membranes of M .
This can be implemented by the following system.
The set of rules R (R i = R, 1 ≤ i ≤ n) is defined as follows (the number at the left indicates the priority of the rule: a higher number means a higher priority).
Finding the first leaf:
Counting algorithm:
2
1
Distribution:
Counting down:
Let us discuss the functioning of the above system. Rules (10) permit to move the symbol S 1 down until it reaches a leaf. This corresponds to the loop at lines 3-11 of Algorithm 2 with Counting=false. When the leaf is reached, the rule (11) becomes applicable and S 1 is transformed to S 2 . This corresponds to the line 9 of Algorithm 2. Rules (12)-(15) permit to implement the loop at lines 3-11 of Algorithm 2 when counting is equal to true. Indeed, a membrane having polarization 0 (not yet visited) is chosen and height is decreased (the value of height is represented by the number of symbols a) by rules (12) and (13) . If height is equal to zero, then rule (14) is applicable which simply moves symbol S 2 down. Rules (15) are applicable only if we are at a leaf or all inner membranes have the polarization −. In this case S 2 is moved up and the number of a's is increased by one. This corresponds to lines 12-18 of the algorithm. Rules (16) are applicable only at the root node when all children were visited. This corresponds to rule the end condition of the first loop of the algorithm 2 and the number of a's in the skin membrane corresponds to the height of the tree. At this moment, rules(16) rename a to b and change S 2 to S 3 . Now a propagation phase, similar to the non-deterministic solution, starts. Rules (17) propagate down the counter b and decrease it at the same time, while rules (18) decrement the local copy of b (consisting of symbols b ). Like in the nondeterministic case, rules (20) will be applicable after h steps from the beginning of the propagation phase, where h is the height of the tree of the P system, and the final symbol F will be synchronously introduced in all membranes.
Theorem 4.2. The time complexity of the just considered algorithm is 4n + 2h,
where h is the height of the tree of µ, the membrane structure and n is the number of nodes of µL.
Proof: To detect the longest branch, we have to visit each edge that connects two nodes of the tree exactly two times (one time when going down and the other one when going up). However, in the implementation an additional step is needed in order to mark the next node that will be visited and another waiting step when a leaf is reached (this number may be bounded by n). This gives the time 4n. After that, the propagation phase, takes a time proportional to twice the height of the tree (because we need 2 steps in order to go one level down).
We have the same remarks on the time complexity and on h as for theorem 3.1. Moreover, if the choice of the depth-first search is fixed in advance, i.e. by numbering the nodes, then we do not need to make a choice at each branching. In this case we may omit the corresponding rules and lower the time complexity to 2n + 2h.
Example 2 Consider a P system having same membrane structure as the system from Example 1. We present below the evolution of the system in this case. Since we deal with polarizations we shall indicate by + or − the change of the polarization of the corresponding membrane.
The first stage and the implementation of Algorithm 2(part 1):
Step 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 w 1 S 1 S 1 ε ε S 2 a S 2 a S 2 ε ε ε ε ε ε ε ε ε ε ε w 2 ε + S 1 S 2 − ε ε ε ε ε ε ε ε ε ε ε ε ε w 3 ε ε ε ε ε ε + S 2 S 2 ε S 2 a S 2 a S 2 a ε ε ε ε ε w 4 ε ε ε ε ε ε ε ε + S 2 − ε ε ε ε ε ε ε w 5 ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε w 6 ε ε ε ε ε ε ε ε ε ε ε ε + S 2 S 2 ε S 2 a S 2 a w 7 ε ε ε ε ε ε ε ε ε ε ε ε ε ε + S 2 − ε possibility to synchronize the membranes of a P system in a rather reasonable time is a serious argument in favour of the suitability of the model for biology. We would not be surprised to see the possibility to closer mimic real biological phenomena at the level of a cell with P systems in a near future.
