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Abstract We study the time behavior of the Fokker-Planck equation in Zwanzig’s rule 
(the backward-Ito’s rule) based on the Langevin equation of Brownian motion with an 
anomalous diffusion in a complex medium. The diffusion coefficient is a function in 
momentum space and follows a generalized fluctuation-dissipation relation. We 
obtain the precise time-dependent analytical solution of the Fokker-Planck equation 
and at long time the solution approaches to a stationary power-law distribution in 
nonextensive statistics. As a test, numerically we have demonstrated the accuracy and 
validity of the time-dependent solution.  
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1. Introduction 
The Fokker-Planck (FP) equation was first applied to the Brownian motion 
problem [1]. With the equation of motion of a Brownian particle, Langevin equation, 
and the corresponding FP equation, the probability distribution to find the particle in a 
given region may be determined by solving the equation. The simplest situation of the 
Brownian motion is a Brownian particle moving in the medium with friction constant 
γ  and diffusion constant D, and the link between the two constants is D=γ kT, known 
as the fluctuation-dissipation relation (FDR) [2]. In such a situation the Langevin 
equation and the FP equation are both linear and the solutions (stationary and 
time-dependent) are Gaussian distributions or Maxwell-Boltzmann (MB) distributions. 
But for a general situation when a Brownian particle is moving in a complex medium 
in which the friction and diffusion coefficient can depend on the variables, the 
Langevin equation is nonlinear and then solving the corresponding FP equation 
becomes very complicated. In fact, not much has been known in general about the 
long-time steady-state solution of an arbitrary FP equation. Only in some special cases 
if a FDR can be invoked, a steady-state solution is found.  
The Brownian motion characterized as a pure diffusion process has a probability 
distribution that is Gaussian at all times and obeys the Einstein relation at long time, 
the mean-square displacement <(Δx)2>=2Dt, where D is a constant, which is called 
normal diffusion. Anomalous diffusion is random motion having <(Δx)2> ~ tν  with 
ν≠1 and therefore there is no constant diffusion coefficient (D may be space/velocity 
dependent [3-9]) and the associated probability distribution is non-Gaussian or 
non-MB/power-law distributions [10-17]. Many nonlinear FP equations which appear 
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to be some “fractal structure” are frequently constructed to describe the systems 
which behave anomalous diffusion [18-23]. It is interesting that they found the 
steady-state solution following a power-law q-distribution in nonextensive statistics 
[24]. However, these fractal FP equations are all “nonstandard” and due to the lack of 
physically corresponding Langevin equation, the dynamical origins of the power-law 
distribution and the physical mechanism that leads to such a distribution are unknown.  
Non-Gaussian or non-MB/power-law distributions have been noted prevalently 
in physical, chemical, biological and even social systems. In recent years, theoretical 
and experimental researches of these distributions have attracted great attention in the 
various fields of science, such as astronomy and astrophysics [25-29], plasmas and 
space physics [10,14,30-34], and reaction rate theory in chemistry [35-39] etc. In 
terms of the above studies, the power-law distributions often link to the complex 
systems involving long-range interactions, inhomogeneity and non-equilibrium 
dissipation processes. Information about the dynamical origins of these anomalous 
distributions is important for the understanding of many different processes in 
complex systems. This problem may be seeking a solution from the standard FP 
equation based on the Langevin equation for the dynamics of Brownian motion [16]. 
We have studied a general position-momentum Brownian motion in an inhomogeneous 
medium and with a multiplicative noise. The diffusion coefficient and friction 
coefficient can be position/momentum dependent for a Brownian particle moving in 
complex medium. By invoking a generalized FDR one could seek the steady-state 
solutions from the standard FP equations in both Ito’s, Stratonovich’s and Zwanzig’s 
(or the backward Ito’s) rules, where many different forms of power-law distributions 
were found [16,17]. Besides the steady-state solutions, the time-dependent solutions of 
the FP equations are also important for us to understand the dynamical evolution of the 
probability distributions in complex systems. However it is not easy to solve a general 
multivariable FP equation. In this work, we will try to find the time-dependent solution 
of the standard FP equation with an anomalous diffusion in momentum space.  
The paper is organized as follows. In section 2, we briefly describe the standard 
FP equation based the Langevin equation for Brownian motion in a complex medium, 
the generalized FDR and its associated power-law distribution. In section 3, we solve 
the time-dependent FP equation with an anomalous diffusion in momentum space. The 
precise time-dependent analytical solution will be given. In section 4, numerical 
studies are made to examine the accuracy and validity of the analytical solution, 
including a general test and the application to the Ornstein-Uhlenbeck process. Finally 
in section 5, we give the conclusion.   
 
2. The Fokker-Planck equation and power-law distribution 
We consider a Brownian particle, with the mass m, moving in a medium with a 
friction coefficient γ  as well as a noise η, and under a potential field V(x). In the 
simplest case, the friction and diffusion coefficients may be regarded as constant 
approximately. But this is not always true. For example, the plasma immerged in a 
superthermal radiation field would lead to a multiplicative stochastic process in the 
velocity-space diffusion and therefore the friction and diffusion coefficients are both a 
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function of the velocity [10]. For generality, when the Brownian particle moves in an 
inhomogeneous complex medium, the friction coefficient is a function of the variables 
x and p, i.e. γ=γ (x,p), and the noise is multiplicative and position/momentum 
-dependent, i.e. η=η(x,p,t). It is well known that the Langevin equations for the 
Brownian particle is written by the position x and the momentum p as 
 dx p
dt m
= , ( ) ( ) (,dV xdp p ), ,x p x
dt dx m
γ η= − − + p t . (1) 
Usually, the noise is assumed to be Gaussian, with zero-averaged and delta-correlated 
in time t, such that it satisfies, 
 ( ), , 0x p tη = , ( ) ( ) ( ) ( ), , , , ' 2 , 'x p t x p t D x p t tη η δ= − ,  (2) 
where the correlation strength of the multiplicative noise, i.e. diffusion coefficient 
D(x,p), is a function of the variables x and p. For such nonlinear Langevin equations 
(1) and (2), the associated FP equation (in Zwanzig’s or backward-Ito’s rule [2, 40] ) 
is written [16] as 
( ) ( , ) ( , )p dV x px p D x p
t m x p dx m p p
ρ ρ ργ ρ∂ ∂ ∂ ∂ ∂⎡ ⎤= − + + +⎢ ⎥∂ ∂ ∂ ∂ ∂⎣ ⎦ ,          (3) 
where ρ ≡ρ(x,p,t) is the probability distribution function. Eq.(3) is formally the 
Klein-Kramers equation only if the diffusion coefficient is a constant. The FP equation 
for the overdamped process is the Smoluchowski equation. With the anomalous 
diffusion and the generalized FDR, we can find the generalized forms of these two 
equations [16]. The stochastic process for Eq.(3) is a “standard” Brownian motion, 
which is of course different from that with the time-dependent nonuniform 
temperature [41] and that with the scaled Brownian motion [42].  
For Eq.(3), so far, nothing has been said about requiring that ρ(x,p,t) must 
approach an equilibrium distribution at long times. If there is not enough friction to 
dampen the heating effect of the noise, we expect that the system will “run away” so 
that there is no long time steady state. If there is too much friction for the noise, the 
system will cool down and “die”. In fact, not much is known in general about the long 
time steady-state solution of such an arbitrary nonlinear FP equation. If a steady-state 
solution is found, then it implies a fluctuation-dissipation relation (FDR) between 
γ (x,p) and D(x,p) [2]. In the simplest case if the diffusion and the friction coefficients 
are both constant and satisfy the FDR, i.e. D/γ =kT with temperature T and Boltzmann 
constant k, then the FP equation (3) has a long time steady-state solution and it is a 
Maxwell-Boltzmann distribution. Thus the system reaches a thermal equilibrium state. 
In a more general case, if the diffusion coefficient and the friction coefficient are both 
position/momentum-dependent and satisfy a generalized FDR[16], i.e. D/γ ≡ f(E), and  
D(x,p)=γ (x,p)β−1 (1−κβΕ)+                        (4) 
with β−1≡kΤ , where E≡V(x)+p2/2m is the energy, f(E) is a continuously differentiable 
function and the parameter κ is defined as [ ] 0'(0) ( ) Ef f E Eκ =≡ − = − ∂ ∂ which measures 
the distance away from the MB equilibrium, the long time steady-state solution of the 
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FP equation (3) exists and it is a power-law distribution [16], given by 
 ( ) ( )11, 1s x p Z E κκρ − κβ += − ,                       (5) 
where  is the normalization constant, and  for  
and is zero otherwise. Eq.(5) is equal to the q-distribution in nonextensive statistics. 
The power-law distribution can be either a stationary nonequilibrium distribution or 
an equilibrium distribution [43], which depends on the information about specific 
form of the diffusion coefficient, the existence and the uniqueness of equilibrium etc.  
( 1/1Z dxdp E κκ κβ += −∫∫ ) z( )z + = 0z >
3. Time-dependent solution of the FP equation with anomalous diffusion 
Here we focus on the time evolution of the FP equation (3). Before finding the 
time-dependent solution, we make some simplifying assumptions. We let V(x)=0 and 
the friction coefficient be a constant. Accordingly, the diffusion coefficient in the FDR 
(4) only becomes a function of p. In this case, the probability distribution is a function 
of (p, t), and integrating FP equation (3) over the position x it becomes 
  ( , ) ( , )[ ( , )] ( )p t p tp p t D p
t m p p p
ρ γ ρ ρ∂ ∂ ∂ ∂= +∂ ∂ ∂ ∂ ,                  (6) 
and the generalized FDR (4) reads 
D(p)=γ kT(1−κ 2
2
p
mkT
)+ .                                              (7) 
Eq.(6) is sometimes called the Rayleigh’s equation [1] only if the diffusion coefficient 
is a constant. The momentum-dependent diffusion coefficient which has the form like 
(7) is known as anomalous diffusion [12], such as the velocity-space diffusion of the 
plasma in a superthermal radiation field [10], the momentum-space diffusion in an 
optical lattice [13] and the velocity-space diffusion in nonlinear Brownian motion [4].  
After we take the dimensionless variable substitutions,
1
2( )p mkT p−=? and 
, Eqs.(6) and (7) turn to 1(t mγ −=? )t
 ( ), ,,( ) ([ ( )] )p t pp p t D p
t p p p
ρ ρρ∂ ∂ ∂ ∂= +∂ ∂ ∂ ∂
? ?? ??? ? ?? ? ?
t
? ,  (8) 
with ( ) 21
2
pD p κ
+
⎛ ⎞= −⎜ ⎟⎝ ⎠
?? .    (9) 
As usual, the initial condition for the probability distribution is given as  
 ( ) ( ),0p pρ δ=? ? , (10) 
and the boundary condition is selected as 
 ( ), tρ 0±∞ =?  for 0κ < ,  (11) 
  for ( )max ,p tρ ± ? 0= 0κ > .  (12) 
To solve Eq.(8), according to the eigen-function expansion method [1], we assume the 
distribution function can be expanded as  
 ( ) ( ), tp t p e λλ
λ
ρ ϕ −= ∑ ??? ? ,  (13) 
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where ( )pλϕ ?  is the eigen-function of the FP operator ,  FPL
 ( )FPL p D pp p p
∂ ∂ ∂= +∂ ∂ ∂? ?? ? ? ,  (14) 
and λ  is the eigenvalue. In this method, it has been proved that the eigenvalue is 
always positive [1], i.e. 0λ ≥ . Based on properties of the exponential function in 
Eq.(13), obviously, the terms with larger eigenvalues will give a relatively small 
contributions. As a reasonable approximation in the sum, one can omit those terms 
with larger eigenvalues and only retains the terms with smaller eigenvalues. We find 
that when the time t , only the term with eigenvalue λ=0 remains and the other 
terms all vanish. Namely,  
→ ∞
 ( ) ( )0,p pλρ ϕ =∞ =? ? . (15) 
Therefore, the eigen-function ( )0 pϕ ?  for λ=0 is exactly the long time steady-state 
solution of Eq.(8). Substituting Eqs.(9) and (13) into Eq.(8), we have 
 ( ) ( ) ( ) ( ) ( ) ( )2 21t t d p d pp e e p p D pdp dpλ λ λλ λλ λ
ϕλϕ ϕ κ− − λϕ⎡ ⎤− = + − +⎢ ⎥⎣ ⎦∑ ∑
? ? ? ?? ? ? ?? ? , (16) 
For each term in the sums of Eq.(16) we have that 
 ( ) ( ) ( ) ( ) ( )22 21 1 12
d p d pp p
dp dp
λ λ
λ
ϕ ϕκ κ λ⎛ ⎞ 0pϕ− + − + + =⎜ ⎟⎝ ⎠
? ?? ?? ? ? .  (17) 
This equation can be written as the associated Legendre differential equation of order 
l,  
 ( ) ( ) ( ) ( ) ( )2 22 21 2 1 1d y d yy y l ldy dy yλ λ λφ φ μ φ⎡ ⎤− − + + −⎢ ⎥−⎣ ⎦2 0y = ,  (18) 
by using the variable transformations (19)-(22) as follows, 
 
2
y pκ= ? ,  (19) 
 ( ) ( ) ( )2 21y y μλφ = − ?pλϕ , (20) 
 ( )
22 8
2
l
κ κ λ
κ
− ± + += κ , (21) 
 μ=−κ−1. (22) 
We notice that the plus-minus sign in Eq.(21) does not change l(l+1) and hereby 
does not change the mathematical form of Eq.(18), which means we do not need to 
treat the plus-minus sign in Eq.(21) as two different cases separately. Accordingly, the 
solution of Eq.(17) can be found by Eq.(18) [44] as  
 ( )
1
12 2
1
2 2 2l
pp C P p
κ κλ λ
κϕ κ −
+
⎛⎛ ⎞= − ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠
?? κ ⎞⎟⎟? , (23) 
where ( )lP xμ  is the associated Legendre function of the first kind. Substituting 
Eq.(23) into Eq.(13), we finally write the time-dependent solution of Eq.(8),  
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 ( )
1
12 2
, 1
2 2 2
t
l
pp t C P p e
κ λκλ
λ
κ κρ κ − −
+
⎛ ⎞⎛ ⎞= − ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑
???? ? .  (24) 
For κ >0, with the aid of the initial condition (10) as well as the orthogonal 
relation between the associated Legendre functions, 
 ( ) ( )1 '1 0l lP z P z dzμ μ− =∫ , 'l l≠ ,                     (25) 
the factor Cλ  can be determined by the formula  
 ( )( )1 2
1
0l
l
P
C
P z dz
μ
λ μ
−
=
⎡ ⎤⎣ ⎦∫
.           (26) 
If 1/κ is a positive integer, the eigenvalue of the associated Legendre equation (18) 
can be further calculated [45] by 
 1 1 1,  1,  2, ...l κ κ κ= + + .  (27) 
And thus the eigenvalue λ can be derived using Eq.(21) by 
 ( ) ( )2 1 1
2
l lκ κλ κ
+ − += . (28) 
where l=1/κ corresponds to λ=0.  
At the long time, the solution (24) approaches to a stationary ( ) (0, )p pρ ϕ∞ =? ? , 
which is found to be a power-law distribution given in (5) (see the Appendix), i.e., 
        ( )
1
2
, 1
2
pp A
κρ κ⎛ ⎞∞ = −⎜⎝ ⎠
?? ⎟ , with ( )( )
1 3
2
12 1
A
κκ
π κ
−
−
Γ += Γ + .         (29) 
 
4. Numerical test and comparisons 
4.1. General Test  
The precise time-evolution analytical solution of FP equation (6) with the FDR 
(7) is expressed by the sum in (24). In order to examine the validity of the analytical 
solution, we employ the implicit Runge-Kutta method [46] to do numerical studies of 
the solution of Eq.(6) with the FDR (7) for κ >0, and then compare with our analytical 
solution (24). Because we can only take the first finite terms in the infinite terms of 
(24) to calculate the analytical solution (here we have taken the first 30 terms in (24) 
as the analytical results), its initial function is also finite instead of the delta function. 
Thus, the initial condition for the analytical results is set as ρ(p,0) which can be 
calculated by (24). We set the same initial function as ρ(p,0) for the numerical studies. 
The boundary condition (12) is taken the same for both the analytical and numerical 
studies.  
In principle, the calculation results of a two-variable function ρ(p,t) can be shown 
using 3D graphics. But because the 3D graphics are not good to clearly observe the 
differences between two results in the analytical and numerical methods, we here 
drew 2D graphics of the probability distribution functions at a fixed time or fixed 
momentum. For example, the momentum distribution ρ(p) is shown in Fig.1 for time 
t=0.1 and t =1, respectively, and the time evolution ρ(0,t) is shown in Fig.2 at the 
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momentum p=0. Two types of graphics are given respectively for ρ(p) and ρ(0,t) and 
for the parameter κ = 0.3 and 0.5.  
In Figs.1-2, we observe that the analytical results are all exactly the same as the 
numerical results, which therefore have demonstrated the accuracy and validity of the 
time-dependent analytical solution (24) of the Fokker-Planck equation (6) with the 
anomalous diffusion described by (7). 
 
 
 
(a) for 0.3κ =  
 
(b) for 0.5κ =  
             Fig. 1. The momentum distribution at t=0.1 and t=1 for κ=0.3 (a) and 
κ=0.5 (b), respectively. 
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(a) 0.3κ =  
 
(b) 0.5κ =  
           Fig.2. The time evolution of the distribution function at p=0 for κ=0.3 
(a) and κ=0.5 (b), respectively. 
 
4.2. Application to Ornstein-Uhlenbeck process.  
The Ornstein-Uhlenbeck process describes a Brownian particle moving in the 
media with constant friction coefficient γ. Usually, the diffusion coefficient D used to 
be a constant (normal diffusion). Consequently, the corresponding FP equation [1] 
reads  
 ( ) ( ) ( )2 2, ,[ , ]f p t f p tpf p t Dt m p p
γ∂ ∂∂= +∂ ∂ ∂ ,  (30) 
where f(p,t) is the time-dependent momentum distribution function. If the initial 
condition is selected a delta function, i.e. f(p,0)=δ (p), then the time-dependent 
solution of the FP equation (30) is exactly, 
 ( ) ( )
2
2( , ) exp2 1 2 1t
pf p t
mD e mD eγ
γ γ
π − 2 tγ−
⎡ ⎤= −⎢ ⎥− −⎢ ⎥⎣ ⎦
,  (31) 
which at long time tends to the Gaussian distribution. The FP equation (6) as well as 
Eq.(7) can be regarded as a generalization of the FP equation for Ornstein-Uhlenbeck 
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process with the anomalous diffusion, where the diffusion coefficient D is given by 
Eq.(7) as a momentum-dependent function. In this situation, the time-dependent 
solution is exactly replaced by (24).  
Numerically, we can make comparison between the solution (31) with the normal 
diffusion and our results (24) with the anomalous diffusion, also including Eqs.(26)- 
(28). The calculations of Eq.(31) can be made taking γ =D=1. The calculation results 
for the comparison between (31) and (24) are shown in Fig.3. 
We show that in the beginning time (t = 0.005~0.2 in Fig.3. (a)) the relaxation of 
the probability distributions for the two situations, the normal diffusion and the 
anomalous diffusion, are very close to each other. With the evolution of the time (t= 
0.2~2.5 in Fig.3.(b)), the two situations separate gradually and the difference becomes 
more and more obvious, and finally the distribution with normal diffusion tends to the 
Gaussian distribution at an equilibrium state but that with the anomalous diffusion 
approaches to the stationary power-law distribution given by (29).  
 
 
 
(a) The time t = 0.005 ~ 0.2. 
 
(b) The time t= 0.2 ~ 2.5. 
          Fig. 3. The time-evolution of the Fokker-Planck equation for the Ornstein-Uhlenbeck   
process with normal diffusion and with the anomalous diffusion for κ=0.9. 
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5. Conclusion 
Many different forms of the stationary power-law distributions can be generated 
exactly from the well-known Langevin equation of the Brownian motion and the 
associated Fokker-Planck (FP) equations under a generalized fluctuation-dissipation 
relation (FDR), but the time behavior of the equations is still unknown. In this work, 
we study the time evolution of the probability distribution from the standard FP 
equation (in Zwanzig’s or backward-Ito’s rule) based on the Langevin equation of the 
Brownian motion with an anomalous diffusion in a complex medium. The diffusion is 
in the momentum space and the diffusion coefficient is given as a function of the 
momentum p in (7) under a generalized FDR, i.e. D(p)=γ kT[1−κp2/(2mkT)]. We 
exactly obtained the time-dependent analytical solution of the FP equation (6) with 
the anomalous diffusion. The precise time-dependent solution is given by the series 
form (24), which includes the associated Legendre function, and the eigenvalues are 
determined by Eqs.(27)-(28) for κ >0. At long time, the time-dependent solution 
approaches to the stationary power-law distribution in nonextensive statistics. 
As a general test, we employed Runge-Kutta method to do numerical studies of 
the time-dependent FP equation for κ >0, and then compared with our analytical 
solution. The numerical calculations in Figs.1-2 showed excellent accordance with the 
analytical solution and thus demonstrated the accuracy and validity of the solution. As 
an application test, numerically we illustrated the timer-dependent solutions of the FP 
equations for the Ornstein-Uhlenbeck process with normal diffusion and anomalous 
diffusion, respectively, and made the comparison. In Fig.3 we showed that at the 
beginning time (in Fig.3. (a)) the relaxations of two probability distributions are very 
close to each other, with the evolution of time (in Fig.3.(b)) the difference is more and 
more obvious, and finally at long time the probability distribution with normal 
diffusion tends to the stationary Gaussian distribution but that with the anomalous 
diffusion approaches to the stationary power-law distribution.  
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Appendix 
   If we take t →∞, the long time stationary solution in (24) is  
 ( )
1
2 2
1/
0 1/, 12 2 2
pp C P
κ κ
κ
κρ κ −
+
⎛ ⎞⎛ ⎞∞ = − ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠
?? ?pκ .   (A1) 
For κ >0, according to the associated Legendre function given in [44] by 
 ( )
1
1
1
1
2 2
1
2 1
2 21
pP p
κ
κ
κ
κκ κκ
−
−
−
⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟Γ + ⎝ ⎠⎝ ⎠
?? , 
we can write the stationary solution (A1) as 
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 ( )
1
2
, 1
2
pp A
κρ ⎛ ⎞∞ = −⎜⎝ ⎠
?? κ ⎟  ,                       (A2) 
where the factor reads 
 ( )
1
0 1
2
2 1
A C
κκ
κ
−
−= Γ + .       (A3) 
If 1/κ is a positive integer, further one has  
 
( )
( )
( )
( )
( )
( )
1
1
1 1
1
1
1 1
0 21 1 1
1
0 ! 21 1 1 1
2 22 1 2
P
C
P x dx
κ
κ
κ κκ
κ
κ κ
κ κκ κ
− − −
− −−
−
Γ⎛ ⎞ ⎛ ⎞= = + = +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠Γ + Γ⎡ ⎤⎣ ⎦∫
2
.     (A4) 
Due to the relation [44],  
 
( )
( )
2
1
1
1
2 1 12
2
κ
κ
κκ π
−
−
−
Γ ⎛ ⎞= Γ +⎜ ⎟Γ ⎝ ⎠
1 ,  
the factor C0 is simplified as 
 1/0
1 12
2
C κ κπ
⎛ ⎞= Γ +⎜ ⎟⎝ ⎠
3 .  
And then the factor (A3) becomes 
 
( )
( )
1 3
2
12 1
A
κκ
π κ
−
−
Γ += Γ + .                         (A5) 
It is worth to point that the factor is exactly the reciprocal normalization in (5), 
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22/1
2/
1
2
pZ dp A
κκ
κ κ κ
−
−
−
⎡ ⎤⎛ ⎞⎢= −⎜ ⎟⎢ ⎝ ⎠⎢ ⎥⎣ ⎦
∫ ? ? ⎥ =⎥ .                   (A6) 
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