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Abstract
In this paper, we obtain some normality criteria for families of meromorphic functions that concern the
exceptional functions of derivatives.
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1. Introduction
Let D be a domain in C, and F be a family of meromorphic functions defined on D. F is
said to be normal on D, in the sense of Montel, if for any sequence fn ∈ F there exists a sub-
sequence fnj such that fnj converges spherically locally uniformly on D, to a meromorphic
function or ∞ (see [6,12,19]).
In 1979, Gu [5] proved the following well-known normality criterion, which was a conjecture
of Hayman [7].
Theorem A. Let F be a family of meromorphic functions defined on D, and let k be a positive
integer. If, for every function f ∈F , f = 0, f (k) = 1, then F is normal on D.
This result has undergone various extensions (see [1,2,4,10,11,18,20,21], etc.). Pang, Yang
and Zalcman [8], and the author [16] generalized the above theorem and obtained
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family of meromorphic functions defined on D, all of whose poles are multiple and whose zeros
all have multiplicity at least k + 2. If, for every function f ∈ F , f (k)(z) = ψ(z) in D, then F is
normal on D.
A natural problem arises: What can we say if the exceptional function ψ(z) is meromorphic
in Theorem B? It seems from the following example that the exceptional function ψ(z) cannot
be extended to the meromorphic case in Theorem B.
Example. Let k,  ∈ N, D = {z: |z| < 1}, ψ(z) = 1
zk+ , and
F =
{
fn(z) = 1
nz
, z ∈ D
}
.
Clearly, there exists n0 ∈ N such that f (k)n (z) − ψ(z) = 0 for n n0. But F is not normal on D.
Recently, Pang, Yang and Zalcman noted that the conditions f ′(z) = ψ(z) and f ′(z) −
ψ(z) = 0 are not equivalent when ψ is meromorphic. In fact, the functions f ′(z) and ψ(z)
have no common poles when f ′(z) = ψ(z), whereas they may have common poles when
f ′(z) − ψ(z) = 0. They [9] proved the following theorem.
Theorem C. Let ψ ( ≡ 0,∞) be a function meromorphic in a domain D ⊂ C. Let F be a family
of meromorphic functions defined on D, all of whose poles are multiple and whose zeros all have
multiplicity at least 3. If, for every function f ∈F , f ′(z) = ψ(z) in D, then F is normal on D.
The aim of this paper is to extend Theorem C to the case f (k). We borrow some idea in [9]
and first prove the following result.
Theorem 1. Let ϕ = 0 be a function meromorphic in a domain D ⊂ C, k ∈ N. Let F be a family
of meromorphic functions defined on D, all of whose poles are multiple and whose zeros all have
multiplicity at least k + 1. If, for every function f ∈ F , f (k)(z) = ϕ(z) in D, then F is normal
on D.
Since normality is a local property, combining Theorems B and 1, we can obtain the following
theorem, which generalizes Theorems B and C.
Theorem 2. Let ϕ (≡ 0) be a function meromorphic in a domain D ⊂ C, k ∈ N. Let F be a
family of meromorphic functions defined on D, all of whose poles are multiple and whose zeros
all have multiplicity at least k + 2. If, for every function f ∈ F , f (k)(z) = ϕ(z) in D, then F is
normal on D.
2. Some lemmas
The well-known Zalcman’s lemma is a very important tool in the study of normal families. It
has also undergone various extensions and improvements. The following is one up-to-date local
version, which is due to Pang and Zalcman [10] (cf. [2,3,15,20,22,23]).
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domain D, such that each function f ∈ F has only zeros of multiplicity at least k, and suppose
that there exists A 1 such that |f (k)(z)|A whenever f (z) = 0, f ∈F . If F is not normal at
z0 ∈ D, then, for each 0 α  k, there exist a sequence of points zn ∈ D, zn → z0, a sequence
of positive numbers ρn → 0, and a sequence of functions fn ∈F such that
gn(ζ ) = fn(zn + ρnζ )
ραn
→ g(ζ )
locally uniformly with respect to the spherical metric, where g is a nonconstant meromorphic
function on C, all of whose zeros have multiplicity at least k, such that g#(ζ ) g#(0) = kA+ 1.
Moreover, g has order at most 2.
Here, as usual, g#(ζ ) = |g′(ζ )|/(1 + |g(ζ )|2) is the spherical derivative. The next three lem-
mas are due to Wang and Fang [15].
Lemma 2. Let f be a nonpolynomial rational function and k be a positive integer. If f (k)(z) = 1,
then
f (z) = 1
k!z
k + ak−1zk−1 + · · · + a0 + a
(z + b)m ,
where ak−1, . . . , a0, a (= 0), b are constants and m is a positive integer.
Lemma 3. Let f be a meromorphic function of finite order in the plane, k be a positive integer.
If all zeros of f are of order at least k + 1 and all poles are multiple and f (k)(z) = 1, then f (z)
is a constant.
Lemma 4. Let F be a family of meromorphic functions defined in D, and let k be a positive
integer. If, for every function f ∈ F , f has only zeros of order at least k + 1 and only poles of
order at least 2, and f (k) = 1, then F is normal in D.
Lemma 5. [17] Let f be a transcendental meromorphic function, and let R be a rational func-
tion, R ≡ 0, k ∈ N. Suppose that all zeros of f have multiplicity at least k + 1 and all poles are
multiple, except for finitely many, then f (k) − R has infinitely many zeros.
Lemma 6. Let k, l be positive integers, and let Q be a rational function all of whose zeros of
order at least k. If Q(k)(z) = z−l , then Q(z) is constant.
Proof. Obviously, Q(0) = ∞. If Q(k)(z) − z−l is a polynomial, then Q(k)(z) − z−l = c, that is,
Q(k)(z) = z−l + c, where c is a nonzero constant. This is impossible since Q(0) = ∞.
Thus Q(k)(z) − z−l is a nonvanishing rational function. It follows that
Q(k)(z) = 1
zl
+ 1
p(z)
,
where p(z) is a polynomial. If p(0) = 0, then z = 0 is a pole of Q(z), a contradiction. Hence
p(z) = zmq(z), where m ∈ N and q(z) is a polynomial with q(0) = 0. If m = l, then z = 0 is still
a pole of Q(z), a contradiction. Thus m = l and
Q(k)(z) = 1
l
(
1 + 1
)
= 1 + q(z)
l
.z q(z) z q(z)
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First we introduce the notation (R)∞. For a rational function R(z), we denote by (R)∞ the
order of R at ∞, namely, (R)∞ = degA − degB if R = A/B , where A and B are polynomials.
By using the Laurent expansion around ∞, we easily see that (R(k))∞ = (R)∞ − k whenever
(R)∞ < 0.
Clearly, (Q(k))∞ = −l. On the other hand, Q(z) can be written in the form Q(z) =
h(z) + R(z), where h is a polynomial and R is a rational function with (R)∞ < 0. The fact
(Q(k))∞ = −l implies that degh < k and (R(k))∞ = (Q(k))∞ = −l. Noting that (R(k))∞ =
(R∞) − k, we have k − l = (R)∞ < 0, that is, k < l.
Set
f (z) = Q(z) − z
k−l
(k − l)(k − 1 − l) · · · (1 − l) +
zk
k! .
Then f (k)(z) = 1 since Q(k)(z) = z−l and k < l. By Lemma 2, we have
f (z) = 1
k!z
k + ak−1zk−1 + · · · + a0 + a
(z + b)m ,
where ak−1, . . . , a0, a (= 0), b are constants and m is a positive integer. Thus
Q(z) = 1
(k − l)(k − 1 − l) · · · (1 − l)
1
zl−k
+ ak−1zk−1 + · · · + a0 + a
(z + b)m .
Since Q(0) = ∞, we have b = 0,m = l − k, and a = −1/[(k − l)(k − 1 − l) · · · (1 − l)], that is,
Q(z) = ak−1zk−1 + · · · + a0.
Hence Q(z) ≡ C (a constant) since all zeros of Q(z) have multiplicity at least k. 
Lemma 7. [13,14] Let ψ ≡ 0 be a meromorphic functions on a domain D ⊂ C and k ∈ N. Let F
be a family of functions meromorphic on D such that f and f (k) − ψ have no zeros and f and
ψ have no common poles for each f ∈F . Then F is normal on D.
Lemmas 8–10 can be proved almost the same as Lemmas 3.1–3.3 in [9], respectively. So
here we only give the proof of Lemma 10. Throughout, we shall write ΔR = {z: |z| < R} and
Δ′R = {z: 0 < |z| <R}. When R = 1, we drop the subscript.
Lemma 8. Let k be a positive integer and F = {fn} be a family of functions meromorphic on Δ,
all of whose zeros have multiplicity at least k + 1, and all of whose poles are multiple; and let ϕn
be a sequence of holomorphic functions on Δ such that ϕn → ϕ locally uniformly on Δ, where
ϕ(z) = 0, z ∈ Δ. If f (k)n (z) = ϕn(z) for z ∈ Δ, then F is normal on Δ.
Lemma 9. Let k, l be positive integers with l  k + 1, and F = {fn} be a family of functions
meromorphic on Δ; and let ϕn be a sequence of holomorphic functions on Δ such that ϕn → 1
locally uniformly on Δ. If
fn(z) = 0, f (k)n (z) =
ϕn(z)
zl
for z ∈ Δ, then F is normal on Δ.
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functions, all of whose zeros have multiplicity at least k + 1 and all of whose poles are multiple;
and let ϕn be a sequence of holomorphic functions such that
(1) fn and ϕn are defined on ΔRn , where the positive sequence Rn increases to ∞;
(2) ϕn → 1 locally uniformly on C;
(3) f (k)n (z) = ϕn(z)/zl for z ∈ ΔRn ;
(4) fn → f spherically locally uniformly on C; and
(5) f (1) = 0.
Then f has a zero in Δ.
Proof. If f is constant, then f ≡ 0 since f (1) = 0. Thus, assume that f is nonconstant.
We claim that f (k)(z) − 1/zl = 0. By Hurwitz’s theorem, all zeros of f have multiplicity at
least k + 1. Since f (1) = 0, f (k)(1) = 0. Thus f (k)(z) ≡ 1/zl . Now
f (k)n (z) −
ϕn(z)
zl
→ f (k)(z) − 1
zl
uniformly on compact subsets of C \ {0} disjoint from the poles of f (z). By Hurwitz’s theorem,
f (k)(z) − 1/zl = 0 for z = 0. Let
Hn(z) := 1
f
(k)
n (z) − ϕn(z)/zl
. (2.1)
Then Hn is holomorphic on ΔRn , Hn(0) = 0, and
Hn(z) → 1
f (k)(z) − 1/zl
uniformly on compact subsets of C \ {0}. Since f (k)(z) − 1/zl = 0 for 0 < |z| < δ, it follows by
the maximum modulus principle that {Hn} converges uniformly on Δδ . Thus f (k)(z)− 1/zl = 0
at z = 0, so f (k)(z) − 1/zl = 0 for all z ∈ C.
By Lemma 5, f is rational. If f (k)(z)− 1/zl is a polynomial, then f (k)(z) = 1/zl + c1. Since
f (k)(1) = 0, f (k)(z) = 1/zl − 1; hence
f (z) = z
k−l
(k − l)(k − l − 1) · · · (1 − l) −
zk
k! + pk−1(z)
= − 1
k!zl−k
(
zl − k!zl−kpk−1(z) − k!
(k − l)(k − l − 1) · · · (1 − l)
)
, (2.2)
where pk−1(z) is a polynomial with degpk−1(z)  k − 1. Since f has only multiple poles,
l − k  2. Thus, we have∣∣∣∣ k!(k − l)(k − l − 1) · · · (1 − l)
∣∣∣∣= k!(l − 1) · · · (l − k) < 1.
From (2.2), it is now clear that f has at least one zero whose modulus is less than 1.
Suppose now that f (k)(z) − 1/zl is not a polynomial. Let
F(z) = f (z) − (−1)
k 1
l−k +
zk ;(l − 1) · · · (l − k) z k!
1348 Y. Xu / J. Math. Anal. Appl. 329 (2007) 1343–1354then F (k)(z) = 1. It follows from Lemma 2 that
F(z) = 1
k!z
k + ak−1zk−1 + · · · + a0 + a
(z + b)m ,
where ak−1, . . . , a0, a (= 0), b are constants and m is a positive integer. So
f (z) = (−1)
k
(l − 1) · · · (l − k)
1
zl−k
+ ak−1zk−1 + · · · + a0 + a
(z + b)m .
We claim that b = 0. Indeed, otherwise,
f (k)n (z) →
1
zl
+ (−1)
km(m + 1) · · · (m + k − 1)a
(z + b)m+k
locally uniformly on Δ′|b| = {z: 0 < |z| < |b|}, so
Hn(z) = 1
f
(k)
n (z) − ϕn(z)/zl
→ (−1)
k(z + b)m+k
m(m + 1) · · · (m + k − 1)a (2.3)
locally uniformly on Δ|b|. Since Hn(0) = 0, we obtain a contradiction to (2.3). Thus b = 0, and
f (z) = (−1)
k
(l − 1) · · · (l − k)
1
zl−k
+ ak−1zk−1 + · · · + a0 + a
zm
. (2.4)
Now since f is not constant and fn(0) = ∞, we may assume that f (k)n has at least l
nonzero poles (counting multiplicity) in Δ for each n. Since z = 0 is a zero of order l of
Hn(z) = 1/(f (k)n (z) − ϕn(z)/zl), Hn(z) has at least 2l zeros in Δ for each n. On the other hand,
we have
Hn(z) → (−1)
kzm+k
m(m + 1) · · · (m + k − 1)a
uniformly on any compact set of C. Thus, m 2l − k, and then
f (z) = ak−1
zm
(
zm+k−1 + · · · + a0zm + (−1)
kzm+k−l
(l − 1) · · · (l − k)ak−1 +
a
ak−1
)
. (2.5)
Now recall that z = 1 is a zero of f with multiplicity at least k + 1. Solving for a and ak−1
from (2.4), we obtain that
a = (−1)
k+1
m(m + 1) · · · (m + k − 1)
and
ak−1 = m + k − l
(k − 1)!(l − 1)(m + k − 1) .
Then ∣∣∣∣ aak−1
∣∣∣∣= (k − 1)!(l − 1)m(m + 1) · · · (m + k − 2)(m + k − l)  (k − 1)!(l − 1)(2l − k) · · · (2l − 2)l < 1.
From (2.5), we see that f has at least one zero whose modulus is less than 1. 
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Since normality is a local property, by Lemma 4, we only need to prove that F is normal at
every pole of ϕ(z). Without loss of generality, we may assume D = Δ = {z: |z| < 1}, and
ϕ(z) = 1
zl
+ a−l+1
zl−1
+ · · · = φ(z)
zl
(z ∈ Δ),
where l is a positive integer, φ(0) = 1, φ(z) = 0,∞ for 0 < |z| < 1. So it is enough to show that
F is normal at z = 0. Suppose, on the contrary, that F is not normal at z = 0. Our goal is to
obtain a contradiction in the sequel.
We distinguish two cases.
Case 1. 1 l  k.
By Lemma 1 (with α = k − l), there exist a sequence of functions fn ∈ F , a sequence of
complex numbers zn → 0 and a sequence of positive numbers ρn → 0, such that
Fn(ζ ) = fn(zn + ρnζ )
ρk−ln
→ F(ζ )
converges spherically uniformly on compact subsets of C, where F(ζ ) is a nonconstant mero-
morphic function on C. By Hurwitz’s theorem, all zeros of F(ζ ) have multiplicity at least k + 1
and all poles of F(ζ ) are multiple.
We now consider two subcases.
Case 1.1. zn/ρn → ∞. Consider
ψn(ζ ) = zl−kn fn(zn + znζ ) = zl−kn fn
(
zn(1 + ζ )
)
.
Then, we have
ψ(k)n (ζ ) = zlnf (k)n
(
zn(1 + ζ )
) = φ(zn(1 + ζ ))
(1 + ζ )l .
Obviously, all zeros of ψn(ζ ) have multiplicity at least k + 1 and all poles of ψn(ζ ) are multiple,
and φ(zn(1 + ζ ))/(1 + ζ )l → 1/(1 + ζ )l = 0 as n → ∞ on Δ. Then, by Lemma 8, the family
{ψn} is normal on Δ.
Thus, we can find a sequence {ψnj } and a function ψ such that
ψnj (ζ ) = zl−knj fnj
(
znj (1 + ζ )
)→ ψ(ζ )
and
F (k−l)(ζ ) = lim
j→∞f
(k−l)
nj
(znj + ρnj ζ ) = lim
j→∞f
(k−l)
nj
(
znj + znj
(
ρnj
znj
ζ
))
= lim
j→∞ψ
(k−l)
nj
(
ρnj
znj
ζ
)
= ψ(k−l)(0).
This implies that F (k−l)(ζ ) is a constant, and then F (k)(ζ ) ≡ 0. It follows that F(ζ ) =
ak−1ζ k−1 + · · · + a1ζ + a0. We arrive at a contradiction since F(ζ ) is nonconstant and all zeros
of F(ζ ) have multiplicity at least k + 1.
Case 1.2. zn/ρn → α, a finite complex number. Since
F (k)n (ζ ) −
ρlnφ(zn + ρnζ )
l
→ F (k)(ζ ) − 1
l(zn + ρnζ ) (α + ζ )
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F (k)n (ζ ) −
ρlnφ(zn + ρnζ )
(zn + ρnζ )l = ρ
l
n
(
f (k)n (zn + ρnζ ) −
φ(zn + ρnζ )
(zn + ρnζ )l
)
= 0,
Hurwitz’s theorem implies that either F (k)(ζ )−1/(α+ζ )l = 0 or F (k)(ζ )−1/(α+ζ )l ≡ 0. The
latter possibility contradicts the fact that all poles of F (k)(ζ ) have multiplicity at least k+2(> l).
Thus F (k)(ζ ) − 1/(α + ζ )l = 0 on C \ {−α}.
Now we prove that F (k)(ζ ) = 1/(α + ζ )l . To do this, we need to prove that F(−α) = ∞. For
simplicity, we assume that α = 0. Suppose that ζ = 0 is a pole of F(ζ ), then F (k)(ζ )− 1/ζ l has
a pole of order at least k + 1  l + 1 at ζ = 0. Thus F (k)(ζ ) − 1/ζ l = 0 on C. It follows from
Lemma 5 that F (k)(ζ ) − 1/ζ l is a rational function. Furthermore, we have
F (k)(ζ ) − 1
ζ l
= 1
p(ζ )
,
where p(ζ ) is a polynomial with a zero of order at least l + 1 at ζ = 0. By using the Laurent
expansion of F (k)(ζ ) around ζ = ∞, we obtain that
F (k)(ζ ) = 1
ζ l
+ O
(
1
ζ l+1
)
, ζ → ∞.
Repeated integrations give
F (k−l+1)(ζ ) = (−1)
l−1
(l − 1)!ζ + O
(
1
ζ 2
)
, ζ → ∞.
By the residue theorem, we see that
1
2πi
∫
|ζ |=R
F (k−l+1)(ζ ) dζ = (−1)
l−1
(l − 1)!
for R > 0 large enough. On the other hand, F (k−l+1) has the primitive function F (k−l), and thus
its integral on closed paths must vanish, which is a contradiction.
Hence, by Lemmas 5 and 6, we deduce that F(ζ ) is a constant, a contradiction.
Case 2. l  k + 1.
Consider the family G = {g(z) = f (z)/ϕ(z): f ∈ F , z ∈ Δ}. For f ∈ F , f (k)(0) =
ϕ(0) = ∞, so that f (0) = ∞. Thus, for any g ∈ G, g(0) = f (0)/ϕ(0) = 0. Obviously, g has
a zero of order at least l at z = 0.
We first prove that G is normal on Δ. Suppose that G is not normal at z0 ∈ Δ. Then by
Lemma 1, there exist a sequence of functions gn ∈ G, a sequence of complex numbers zn → z0
and a sequence of positive numbers ρn → 0, such that
Gn(ζ ) = gn(zn + ρnζ )
ρkn
→ G(ζ)
converges spherically uniformly on compact subsets of C, where G(ζ) is a nonconstant mero-
morphic function on C, and G(ζ) is of order at most two. By Hurwitz’s theorem, all zeros of
G(ζ) have multiplicity at least k + 1, and all poles of G(ζ) are multiple.
Again we distinguish two subcases.
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g(k)n (z) =
f
(k)
n (z)
ϕ(z)
−
(
n
1
)
g(k−1)n (z)
ϕ′(z)
ϕ(z)
−
(
n
2
)
g(k−2)n (z)
ϕ′′(z)
ϕ(z)
− · · · − gn(z)ϕ
(k)(z)
ϕ(z)
.
For brevity, using notation ζˆ = zn + ρnζ . Thus
G(k)n (ζ ) = g(k)n (ζˆ ) =
f
(k)
n (ζˆ )
ϕ(ζˆ )
−
(
n
1
)
g(k−1)n (ζˆ )
ϕ′(ζˆ )
ϕ(ζˆ )
− · · · − gn(ζˆ )ϕ
(k)(ζˆ )
ϕ(ζˆ )
= f
(k)
n (ζˆ )
ϕ(ζˆ )
−
(
n
1
)
g(k−1)n (ζˆ )
(−l
ζˆ
+ φ
′(ζˆ )
φ(ζˆ )
)
− · · ·
− gn(ζˆ )
(
(−1)kl(l − 1) · · · (l − k + 1)
ζˆ k
+
(
k
1
)
(−1)k−1l(l − 1) · · · (l − k + 2)
ζˆ k−1
φ′(ζˆ )
φ(ζˆ )
+ · · · + φ
(k)(ζˆ )
φ(ζˆ )
)
= f
(k)
n (ζˆ )
ϕ(ζˆ )
−
(
n
1
)
g
(k−1)
n (ζˆ )
ρn
( −l
zn/ρn + ζ +
ρnφ
′(ζˆ )
φ(ζˆ )
)
− · · ·
− gn(ζˆ )
ρkn
(
(−1)kl(l − 1) · · · (l − k + 1)
(zn/ρn + ζ )k
+
(
k
1
)
(−1)k−1l(l − 1) · · · (l − k + 2)
(zn/ρn + ζ )k−1
ρnφ
′(ζˆ )
φ(ζˆ )
+ · · · + ρ
k
nφ
(k)(ζˆ )
φ(ζˆ )
)
.
On the other hand, we have
lim
n→∞
1
zn/ρn + ζ = 0
and
lim
n→∞
ρnφ
(i)(zn + ρnζ )
φ(zn + ρnζ ) = 0 (i = 1,2, . . . , k),
uniformly on compact subsets of C. Noting that g(k−i)n (ζˆ )/ρin is locally bounded on C minus the
set of poles of G(ζ) since gn(zn + ρnζ )/ρkn → G(ζ). Therefore, on every compact subset of C
which contains no poles of G(ζ), we have
f
(k)
n (zn + ρnζ )
ϕ(zn + ρnζ ) → G
(k)(ζ ).
Since f (k)n (z)/ϕ(z) = 1, Hurwitz’s theorem yields that either G(k)(ζ ) = 1 or G(k)(ζ ) ≡ 1 for any
ζ ∈ C that is not a pole of G(ζ). Clearly, these also hold for all ζ ∈ C. If G(k)(ζ ) = 1, then by
Lemma 3, G(ζ) is a constant, a contradiction. Thus G(k)(ζ ) ≡ 1, and then
G(ζ) = 1
k!ζ
k + ck−1ζ k−1 + · · · + c0,
which contradicts the fact that all zeros of G(ζ) have multiplicity at least k + 1.
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gn(ρnζ )
ρkn
= gn(zn + ρn(ζ − zn/ρn))
ρkn
= Gn(ζ − zn/ρn) → G(ζ − α) = G˜(ζ ),
spherically uniformly on compact subsets of C. Clearly, all zeros of G˜(ζ ) have multiplicity at
least k + 1, and all poles of G˜(ζ ) are multiple.
Set
Hn(ζ ) = ρl−kn fn(ρnζ ).
Then
Hn(ζ ) = ρlnϕ(ρnζ )
fn(ρnζ )
ρknϕ(ρnζ )
= ρlnϕ(ρnζ )
gn(ρnζ )
ρkn
.
Note that
lim
n→∞ρ
l
nϕ(ρnζ ) =
1
ζ l
uniformly on compact subsets of C, thus
Hn(ζ ) → 1
ζ l
G˜(ζ ) = H(ζ)
uniformly on compact subsets of C. Obviously, all zeros of H(ζ) have multiplicity at least k+1,
and all poles of H(ζ) are multiple. H(0) = ∞ since G˜ has a zero of order at least l at ζ = 0. We
also have
H(k)n (ζ ) − ρlnϕ(ρnζ ) → H(k)(ζ ) −
1
ζ l
uniformly on every compact subset of C which contains no pole of G˜.
Claim. H(k)(ζ ) = 1
ζ l
.
Otherwise, there exists ζ0 such that H(k)(ζ0) = 1/ζ l0 (ζ0 = 0). Then H is holomorphic at ζ0
and noting that
H(k)n (ζ ) − ρlnϕ(ρnζ ) = ρln
(
f (k)n (ρnζ ) − ϕ(ρnζ )
) = 0,
Hurwitz’s theorem implies that H(k)(ζ ) ≡ 1/ζ l . It follows that
H(ζ) = ζ
k−l
(1 − l)(2 − l) · · · (k − l) + a1ζ
k−1 + a2ζ k−2 + · · · + ak,
where a1, a2, . . . , ak are constants. Thus
G˜(ζ ) = ζ lH(ζ ) = ζ k
(
1
(1 − l)(2 − l) · · · (k − l) + a1ζ
l−1 + a2ζ l−2 + · · · + akζ l−k
)
,
which contradicts the fact that all zeros of G˜(ζ ) have multiplicity at least k + 1. So the claim is
proved.
We now proceed with our proof. It follows from Lemma 5 that H is a rational function. Noting
that H(0) = ∞, by Lemma 6, H(ζ) is a constant. Next we will show that this is impossible.
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fn(0) = Hn(0)
ρl−kn
→ ∞ (n → ∞).
Suppose first that there exists δ > 0 such that fn(z) = 0 for z ∈ Δδ and n = 1,2, . . . . Recall the
assumptions of fn, by Lemma 7, {fn} is normal on Δδ . But this contradicts our assumption that
no subsequence of F is normal at 0.
Hence, taking a subsequence and renumbering if necessary, we may assume that there exist
z∗n → 0 such that fn(z∗n) = 0. We may assume that z∗n is the zero of fn of smallest modulus. Since
Hn(ζ ) = ρl−kn fn(ρnζ ) → c ( = 0), z∗n/ρn → ∞. Set
H ∗n (ζ ) =
(
z∗n
)l−k
fn
(
z∗nζ
)
.
In view of the fact that
H ∗(k)n (ζ ) =
(
z∗n
)l
f (k)n
(
z∗nζ
) = φ(z∗nζ )
ζ l
,
and H ∗n (ζ ) = 0 on Δ, by Lemma 9, {H ∗n (ζ )} is normal on Δ. Using Lemma 8, we know that
{H ∗n (ζ )} is normal on C \ {0}. Hence, {H ∗n (ζ )} is normal on C. Therefore, there exists a subse-
quence {H ∗n (ζ )}(without loss of generality, here we still denote by {H ∗n (ζ )}) such that H ∗n → H ∗
spherically locally uniformly on C. By the definition of H ∗n (ζ ), H ∗n (1) = 0, while
H ∗n (0) =
(
z∗n
ρn
)l−k
Hn(0) → ∞,
then H ∗ is nonconstant. Moreover, H ∗(ζ ) = 0 on Δ since H ∗n (ζ ) = 0 on Δ. However, Lemma 10
implies that H ∗(ζ ) has a zero on Δ, a contradiction.
Thus H cannot be constant. But, this contradicts what we have shown above. We thus have
proved that G is normal on Δ.
It remains to show that F is normal at z = 0. Since G is normal on Δ, then the family G is
equicontinuous on Δ with respect to the spherical distance. On the other hand, g(0) = 0 for each
g ∈ G, so there exists δ > 0 such that |g(z)|  1 for all g ∈ G and each z ∈ Δδ . It follows that
f (z) is holomorphic on Δδ for all f ∈F . Since F is normal on Δ′, but it is not normal at z = 0,
there exists a sequence {fn} ⊂ F which converges locally uniformly on Δ′δ , but not on Δδ . The
maximum modulus principle implies that fn → ∞ on Δ′δ , and hence so does {gn} ⊂ G, where
gn = fn/ϕ. But |gn(z)|  1 for z ∈ Δδ , a contradiction. This finally completes the proof of
Theorem 1. 
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