Abstract. This paper presents full path routing algorithm and optimal path routing algorithm in underwater communication network. The algorithms are based on the features of underwater sensor's energy consumption and movement, with the large propagation delay in underwater channel taken into consideration. Theory analysis and simulation results indicate that full path routing algorithm possesses good adaptability to the situation where underwater sensor moves around. Full path routing algorithm is also shown to be able to avoid the routing paralysis caused by any individual path failure. Besides, it can balance the energy consumption of nodes in the entire network. Optimal path routing algorithm is an efficient routing algorithm to solve the problem of limited underwater energy supply. It aims to find all shortest paths, thus the algorithm establishes the routing faster and has lower routing cost which adapts to a wide range of underwater network.
Routing Protocols
Due to the mobility of underwater acoustic network, in order to better adapt to linking failures caused by changes in the network topology, every node makes full use of the received messages and saves multiple routings for each destination address in its own routing table.
Routing Protocols in Full-Path Mode
During the establishment of routing protocols in full-path mode, the source node transmits a route request (RREQ) message through flooding broadcast. The data format of RREQ message is shown in Table 1 . Table 1 . Format of RREQ.
Source address
Relay node address Destination address Sequence number
As shown in Table 1 , source address and destination address represent the source node address and destination node address of the message to be transmitted in the underwater communication network respectively; relay node address refers to the node address where the RREQ message is relayed; sequence number is the only identification number of the RREQ message being sent currently. The sequence number helps to effectively avoid the case where each node responds to the same message repeatedly. The processing diagram after nodes receive an RREQ message is shown in Figure 1 . As shown in Figure 1 , after a node receives an RREQ message, firstly this node determines whether the sequence number of the RREQ message is new. A new sequence number indicates that this RREQ message is received for the first time and the node will save the relay addresses of the RREQ message to the neighbor list of its own routing table; otherwise the RREQ message will be deleted. After a new RREQ message is received successfully, if the destination address of the RREQ message is exactly the address of this node, an RREP message will be formed and broadcasted. The source address of the RREP message is the address of this node, and the destination address of the RREP message is the source address of the RREQ message. The data format of the RREP message is shown in Table 2 . If the node address does not match with the destination address, its own routing list will be searched to check whether any routing to the destination address of this RREQ message is available. If such routing exists, an RREP message will be formed and broadcasted. The source address of the RREP message is the address of this node, and the destination address of the RREP message is the source address of the RREQ message. The information in this routing will then be written into the relay addresses. If such routing is not available, then this node will update the relay address of the RREQ by its own address and forward the RREQ.
In a routing protocol in full-path mode, the processing diagram after a node receives an RREP message is shown in Figure 2 .
As shown in Figure 2 , after each node receives the RREP message, the node firstly identifies whether the destination address is its own address. If yes, the source address and the relay addresses of the RREP message will be extracted to update its own routing table and the message in the buffer will be transmitted. Otherwise, the node will check whether its own address is contained in the relay addresses. If yes, the RREP message will then be deleted. If no, the node will first update its own routing table based on the source address and the relay addresses given in the RREP message. Meanwhile, the hop count of the RREP message will be increased by one. Next, the address of the node will be written into the relay address corresponding to the hop count. Finally, the RREP message will be relayed. An example is given with a nine-node underwater acoustic communication network. The topology is shown in Figure 3 . In Figure 3 , solid dots represent nodes and black dashed lines represent the communication links. Figure 3 indicates that this underwater acoustic network is not fully connected. For instance, Node 1 and Node 5 are not linked. Node 1 and Node 6 are set as the source node and the destination node respectively. Firstly, an RREQ message is flooded by Node 1. As the routing table of each node is empty at the initial stage of the network, the RREP message will not be formed and transmitted until Node 6 receives the RREQ message. As shown in the topology, in full-path mode, Node 3, 5 and 9 receive the RREP message from Node 6. The details are shown in Figure 4 (a). In full-path mode, Node 2 and Node 6 receive the RREP broadcasted by Node 3. Following the process diagram shown in Figure 2 , Node 2 updates its own routing table, writes its own address into the relay addresses of the RREP (the relay addresses are updated as 2→3→6) and forwards the RREP. Node 6 deletes this message as the address of Node 6 is detected from the relay addresses of the RREP message. In the same manner, Node 2, 4, 6 and 8 receive the RREP broadcasted by Node 5. Node 2, 4 and 8 update the relay addresses of the RREP as 2→5→6, 4→5→6, and 8→5→6 respectively and then forward the RREP. Node 6, again, deletes this RREP, as its own address is included in the relay addresses. Additionally, after Node 6 and Node 8 receive the RREP broadcasted by Node 9, Node 6 again deletes the RREP because of the existence of its own address in the relay addresses. Node 8 updates the relay addresses of the RREP as 8→9→6 and then forwards the RREP. The details are shown in Figure 4(c) .
The complete establishment of a communicable path within the entire network can be achieved through the process described above. However, in a network with larger size, multiple relaying of RREP brings about the waste of network resources and the consumption of node energy.
Routing Protocols in Optimal-Path Mode
During the establishment of routing protocols in optimal-path mode, source node transmits the RREQ through flooding broadcast. The data format and the processing diagram of the RREQ coincide with the ones in full-path mode. In order to reduce the utilization of network resources and lower the consumption of node energy, an optimal-path mode is proposed and the processing diagram of RREP is shown in Figure 5 . As shown in Figure 5 , after receiving the RREP, each node firstly extracts the source address and the relay addresses from the RREP message, based on which a temporary routing is formed. The node then checks whether any better path exists in the routing table. If yes, the RREP will be deleted; otherwise, this temporary routing will be added in its own routing table. Subsequently, if the destination address matches with the address of the node, the RREP will be deleted and the message stored in the buffer will be transmitted. If the destination address does not match with the address of the node, the hop count of the RREP will be increased by one; the address of the node will be written into the relay addresses corresponding to the hop count; the RREP will be forwarded.
Following the nine-node underwater acoustic network shown in Figure 3 , Node 1 and Node 6 are set as the source node and the destination node respectively. Same as in the process of RREP in full-path mode shown in Figure 2 , in optimal-path mode Node 6 will only form and transmit an RREP when the RREQ is received. Since the topology remains the same as shown in Figure 3 , Node 3, 5 and 9 receive the RREP broadcasted by Node 6, as shown in Figure 4(a) .
After receiving the RREP, Node 3, 5 and 9 broadcast the RREP for the second time, following the process in optimal-path mode shown in Figure 5 . Node 3, 5 and 9 only receive one RREP message, which means that it is unnecessary to choose an optimal path. The process is shown in Figure 4(b) .
In optimal-path mode, Node 2 receives the RREP from Node 3 and subsequently from Node 5. An example is given by assuming that Node 2 receives the RREP broadcasted from Node 3 prior to Node 5. Firstly, the temporary routing 2→3→6 is formed and added in its own routing table and the relay addresses of the RREP. Secondly, the RREP is relayed by Node 2. Afterwards, Node 2 receives the RREP from Node 5 and forms the temporary routing 2→5→6. Since Node 2 detects that this routing is not superior to the existing routing 2→3→6, the RREP will be deleted. In the same manner, Node 8 receives the RREP from both Node 5 and Node 9. However, only one of the RREP is added to the routing table of Node 8 and the relay addresses of the RREP. Only the updated RREP is forwarded afterwards. The other RREP is deleted directly.
After Node 6 receives the RREP from Node 3, 5 and 9, Node 6 deletes the messages directly because the source node of the messages is exactly Node 6. After Node 4 receives the RREP from Node 5, its own routing table and the relay addresses of the RREP are updated to 4→5→6; the updated RREP is relayed by Node 4 afterwards. The details are shown in Figure 6 . Figure 6 suggest that the routing cost in optimal-path mode is lower than in full-path mode. Therein, the network resources and energy consumption of nodes are reduced.
Moreover, by analyzing the detailed process in two modes in a nine-node underwater acoustic network, the routing stored in the routing table after routing protocols being established is summarized in Table 3 . As shown in Table 3 , routing protocols in full-path mode are capable of storing more routings during the establishment of routing protocols. Consequently, such protocols have better adaptability to changes in topology. Scope of broadcast 110m
Comparison of Performance of Routing Protocols in Two Modes
Power 0.2W
Length of RREP 512bit
Length of RREQ 512bit
The performance of routing protocols in two modes is compared with the parameters shown in Table  4 . Figure 7 displays the comparison of routing cost in two modes when the number of nodes increases from 4 to 16. As shown in Figure 7 , when the number of nodes is small in a network, the routing cost of two modes does not differ to an appreciable extent. As the number of nodes increases, especially when it exceeds 12, the routing cost in full-path mode increases significantly due to the increasing number of available paths. Figure 8 displays the comparison of establishment time in two modes when the number of nodes increases from 4 to 16.
As shown in Figure 8 , the establishment time in full-path mode increases as the network scope expands.
Summary
Due to characteristics of underwater acoustic network such as the long propagation delay, designing routing protocols in underwater acoustic communication network differs from terrestrial communication networks. This article studies routing protocols in two modes into depth targeting at the characteristics of underwater acoustic channel, based on OMNeT++ simulation platform. The theoretical analysis and simulation results support the conclusion that in full-path mode, the routing is more comprehensive and there are more available routing paths. Once the routing is established, it can function effectively in long term. In addition, in terms of choosing paths, full-path mode is more flexible as it caters to the requirement of the customers instead of being limited to the shortest path. Full-path mode is also capable of adapting to changes in topology caused by movements of underwater sensors. In full-path mode, a routing is re-established only when major changes occur in the topology rather than data transmission in each time. Nevertheless, it takes large quantity of time and network resources to establish routing when the number of nodes increases in full-path mode. On the contrary, shorter time and fewer network resources are needed to establish routing in optimal-path mode. Optimal-path mode also has the feature of fast adaptability to changes in topology. The disadvantages of optimal-path mode are the limited number of paths and poor robustness. These two modes have their own strengths and weaknesses. Future research will focus on designing an optimized routing protocol which targets at the dynamic changes in network demands and combines the algorithms of full-path mode and optimal-path mode. The ultimate goal will be to meet different network demands through real-time, dynamical modifications to routing protocols.
