In this article we analyze the resolvent, the heat kernel and the spectral zeta function of the operator −d 2 /dr 2 −1/(4r 2 ) over the finite interval. The structural properties of these spectral functions depend strongly on the chosen self-adjoint extension of the operator, a choice being made necessary because of the singular potential present. Only for the Friedrichs extension standard properties are reproduced, for all other extensions highly nonstandard properties are observed. In particular, for k ∈ N we find terms like (log t) −k in the small-t asymptotic expansion of the heat kernel. Furthermore, the zeta function has s = 0 as a logarithmic branch point.
1. Introduction 1.1. Zeta functions and an unusual example. It is well-known that the zeta function of a Laplacian over a smooth compact manifold, with or without boundary, defines a meromorphic function on C with simple poles at prescribed halfinteger values depending on the dimension of the manifold [17] . (For a manifold with boundary, we put local boundary conditions, e.g. Dirichlet conditions, at the boundary.) These properties have far reaching applications in physics as well as mathematics, e.g. in the context of Casimir energies, effective actions and analytic torsion; see, for example, [11, 12, 13, 21, 22, 36] .
Surprisingly, there is a simple, and completely natural, example of a zeta function for which the described properties break down and which has no meromorphic extension to C. Let us consider any compact region in R 2 with a smooth boundary and put the Dirichlet condition at the boundary, then remove one point in the interior (the 'punctured region'). The standard Laplace operator (see Section 2) then has many different self-adjoint extensions parameterized by angles θ ∈ [0, π); the angle θ = π/2 corresponds to the so-called Friedrichs extension. Each such extension has a discrete spectrum [30] . Consider any one of the extensions, say ∆ θ , with θ = π/2 and form the corresponding zeta function
where the λ j 's are the eigenvalues of ∆ θ . The shocking fact is that every such zeta function corresponding to an angle θ ∈ [0, π), except θ = π/2, does not have a meromorphic extension to C; in fact each such zeta function has a logarithmic branch cut with s = 0 as the branch point.
1.2. Self-adjoint extensions. As discussed in Section 2, the properties of the Laplace operator on a domain in R 2 boil down to the main object of consideration In Section 3 we work out an explicit description of the maximal domain of ∆. In order to choose a self-adjoint extension of ∆, we first fix a boundary condition for ∆ at r = R; it turns out that any such boundary condition for φ ∈ D max (∆) must be of the form (see Section 5) (1.2) cos θ 2 φ ′ (R) + sin θ 2 φ(R) = 0.
In other words, the boundary conditions we can choose at r = R are parameterized by angles θ 2 ∈ [0, π). Note that the Dirichlet condition is when θ 2 = π/2 and the Neumann condition is when θ 2 = 0. Let us henceforth fix an angle θ 2 ∈ [0, π) and consider ∆ with the domain in (1.2). At r = 0, the operator ∆ is singular, so we cannot speak about boundary conditions per se, but as shown in Section 4 (see also Section 5), the self-adjoint extensions of ∆ with the domain (1.2) are also parameterized by angles θ 1 ∈ [0, π); the article by Kochubeȋ [26] is perhaps one of the earliest references to contain such a parameterization. It turns out that θ 1 = π/2 corresponds to the Friedrichs extension. Given angles, θ 1 , θ 2 ∈ [0, π), we consider the operator
where D L = {φ ∈ D max (∆) | cos θ 1 c 1 (φ)+sin θ 1 c 2 (φ) = 0 , cos θ 2 φ ′ (R)+sin θ 2 φ(R) = 0}.
Here, the subscript "L" represents the two-dimensional subspace L ⊂ C 4 defined by L := {(z 1 , z 2 , z 3 , z 4 ) ∈ C 4 | cos θ 1 z 1 + sin θ 1 z 2 = 0 , cos θ 2 z 3 + sin θ 2 z 4 = 0}.
This vector space is a Lagrangian subspace of C 4 with respect to a natural Hermitian symplectic form intimately related to self-adjoint extensions of ∆; see Section 4. For general references on this relation see [19, 20, 24, 26, 27, 28, 29] .
1.3. The resolvent, heat kernel, and zeta function. When θ 1 = π/2 (the Friedrichs extension), the following properties concerning the resolvent, heat kernel, and zeta function are well known; see for example, Brüning and Seeley [7] , Falomir et al. [14] , or Mooers [33] . With θ 1 = π/2, the following properties hold: Theorem 1.1 (Cf. [7, 14, 33] ). Fixing a boundary condition (1.2) at r = R, let ∆ L denote the corresponding Friedrichs extension (that is, take θ 1 = π/2). Then (1) Let Λ ⊂ C be any sector (solid angle) not intersecting the positive real axis.
Then as |λ| → ∞ with λ ∈ Λ, we have
(2) As t → 0, we have
L ) extends from ℜs > 1/2 to a meromorphic function on C with poles at s = 1/2−k for k = 0, 1, 2, . . .. These properties are "usual" in that they remain valid, with appropriate changes, to Laplace-type operators on compact manifolds (with or without boundary); see for example Gilkey's book [17] for a thorough treatment. The first result of this paper shows that for any other extension, these properties are completely destroyed. Then as |λ| → ∞ with λ ∈ Λ, we have
where
with the α k 's depending on κ via (here ℑ denotes "imaginary part of ")
where ζ L (s) extends from ℜs > 1/2 to a holomorphic function on C with poles at s = 1/2 − k for k = 0, 1, 2, . . .. In particular, ζ(s, ∆ L ) has s = 0 as a logarithmic branch point! Remark 1.3. The authors have never seen a natural geometric differential operator with discrete spectrum on a compact manifold having a spectral zeta function with properties of the sort described in this theorem.
1.4.
Explicit formulae for the zeta determinant. Our second result is an explicit formula for a regularized determinant. For concreteness, we shall impose the Dirichlet boundary condition at r = R. That is, given an angle θ ∈ [0, π) with θ = π/2, we consider the operator
Then from Theorem 1.2, the zeta function ζ(s, ∆ θ ) has the following form
where ζ θ (s) extends from ℜs > 1/2 to a holomorphic function on C with poles at s = 1/2 − k for k = 0, 1, 2, . . .. In particular, ζ(s, ∆ θ ) has the form
In particular,
is not defined! However, from (1.3), we see that
does have a well-defined derivative at s = 0. For this reason, we define
In the following theorem, we give a beautiful explicit formula for this regularized determinant.
We remark that when θ = π/2, the zeta function ζ(s, ∆ θ ) is regular at s = 0 and we can also compute the (usual) ζ-regularized determinant: For θ = π/2, we have
a well known result, see e.g. Theorem 2.3 of [31], Proposition 5.2 of [32] . We now outline this article. In Section 2 we review the example of the Laplacian on R 2 , which is one of the main motivations for the study of the main operator (1.1) in this paper. In Sections 3-5 we study the self-adjoint extensions of our main operator using the Hermitian symplectic theory due to Gelfand [34, p. 1] ; cf. also [14, 26, 27, 28, 32, 33, 35] . Although some of this material can be found piecemeal throughout the literature, we present all the details here in order to keep our article elementary, self-contained, and "user-friendly". In Sections 6-9 we prove Theorem 1.2 in the special case that the Dirichlet boundary condition is chosen at r = R and in Section 10 we prove Theorem 1.4, all using the contour integration method developed in [3, 4, 5] . In Section 11 we prove Theorem 1.2 in full generality. Finally, in Appendix A we show how the resolvent method of Falomir et al. [14] can be used to derive Theorem 1.2.
The main example
Let Ω ⊂ R 2 be any compact region and take polar coordinates (x, y) ←→ (r, θ) centered at any fixed point in Ω. Then in these coordinates, the standard Laplacian on R 2 takes the form
and the measure transforms to dxdy = rdrdθ. Writing φ ∈ L 2 (Ω, rdrdθ) as
and a short computation shows that
In conclusion: Under the isomorphism (2.1), we have
In the zero eigenspace of −∂ 2 θ , we see that
2 , with the metric dr. The properties of the operator on the right side established in this paper imply the strange properties of the zeta function of the Laplacian over Ω mentioned in the Introduction; for further implications see [25] .
The maximal domain
In view of our discussion in the previous section, our main object of consideration in this article is the operator
Our first order of business is to characterize the self-adjoint extensions of this operator; for general references on self-adjoint extensions and their applications to physics see, e.g., [2, 6, 9, 15, 16, 26, 27, 28, 29, 35, 38] . To do so, we first need to determine the maximal domain of ∆:
For a quick review, ∆φ is understood in the distributional sense; thus, ∆φ is the functional on test functions
where ·, · denotes the L 2 inner product (conjugate linear in the second slot) on 
where c 1 (φ), c 2 (φ) are constants and φ is a continuously differentiable function on
Proof. Since
it follows that any φ of the stated form is in
After multiplication by r 1/2 , we get
, by the Cauchy-Schwartz inequality, we know that
, therefore we can conclude that
Notice that by Cauchy-Schwartz,
Thus, the second term on the right in (
. Therefore, from (3.2) we see that
By (3.3), we have
From this estimate, it follows that φ(r) = O(r 3/2 ) and φ ′ (r) = O(r 1/2 ).
Self-adjoint extensions
Choosing a linear subspace D ⊂ D max (∆), we say that
in other words, ∆ is symmetric on D and adding any elements to D will destroy this symmetry. In order to determine if ∆ has any self-adjoint extension, we need to analyze the quadratic form
It turns out that this difference is related to finite-dimensional symplectic linear algebra. Let us define ω :
The function ω is Hermitian antisymmetric and non-degenerate; for this reason, ω is called a Hermitian symplectic form.
where φ is continuously differentiable with
, and with a similar formula holding for ψ. Then,
where ω is the Hermitian symplectic form defined above and φ, ψ ∈ C 4 are the vectors
Proof. We have
Recall that
where φ and ψ are continuously differentiable functions on
. Taking derivatives, we get
It follows that
and
Subtracting, we get
Combining this with (4.1) proves our result.
Recall that a subspace
We now have our main result.
Theorem 4.2. Self-adjoint extensions of ∆ are in one-to-one correspondence with Lagrangian subspaces of C 4 in the sense that given any Lagrangian subspace
Proof. By definition,
By Theorem 4.1, we can write this as: ∆ D is self-adjoint if and only if
Suppose that ∆ D is self-adjoint and define
This shows that ψ ∈ D L and our proof is complete.
More on Lagrangian subspaces
The symplectic form ω :
is naturally separated into two parts:
The first ω 0 appearing in (5.1) corresponds to the singularity at r = 0 and the second ω 0 in (5.1) corresponds to the boundary r = R. For this reason, it is natural to focus on Lagrangian subspaces
2 is Lagrangian with respect to ω 0 ;
we shall henceforth work with such subspaces.
With this in mind, let us characterize all such Lagrangian subspaces of C 2 . First, we observe that Lemma 5.1. We can write
where , denotes the inner product on C 2 and
from this lemma, it is straightforward to show that
where L ⊥ is the orthogonal complement of L with respect to the inner product , . We now come to the main result in this section.
Proof. Let L ⊂ C 2 be one-dimensional (since ω 0 is nondegenerate and vanishes on L all Lagrangian subspaces must be one-dimensional); we shall find conditions that make L Lagrangian. Thus, we can write
for some nonzero constant c. Observe that
Choose α such that α 2 = c −1 so that αc = α. Then observe that
Thus, as α v has unit length, it follows that α v = (cos θ, sin θ) for some θ ∈ R. Now multiplying v, (x, y) = 0 in (5.2) by α = 0, we see that
This completes our proof.
Notice that we can restrict to 0 ≤ θ < π in Theorem 5.2. Let θ 1 , θ 2 be two such angles and put L := L θ1 ⊕ L θ2 . As in (3.1), we write φ ∈ D max (∆) as
Then as a consequence of Theorem 4.2, we know that
is self-adjoint, where
When θ 1 = π/2, then we are requiring c 2 (φ) vanish so that near r = 0, we have
that is, no log terms; in [7] , Brüning and Seeley prove that θ 1 = π/2 is the Friedrichs extension of the operator ∆ acting on smooth functions supported away from r = 0 with the boundary condition cos θ 2 φ ′ (R) + sin θ 2 φ(R) = 0 at r = R. As seen in Theorem 1.1 in the Introduction, this self-adjoint extension gives rise to the "usual" resolvent, heat kernel, and zeta function properties. When θ 1 = π/2, we get very pathological properties as shown in Theorem 1.2. In the following sections we enter in the proof of Theorem 1.2.
Eigenvalues with Dirichlet conditions at r = R
As shown in detail in Section 11, the strange behaviors depicted in Theorem 1.2 do not depend on the choice of the Lagrangian L 2 (that is, the choice of boundary condition at r = R). For this reason, we shall use θ 2 = 0 for the Lagrangian L 2 in (5.3) ; thus, we shall consider the self-adjoint operator
, where 0 ≤ θ < π and θ = π/2, and
so we are simply imposing the Dirichlet condition at r = R. We now find an explicit formula for the resolvent. We begin with the following eigenvalue equation:
We can turn this into a Bessel equation via the usual trick by setting φ = r 1/2 ψ(µr). Then,
For fixed µ, the solutions to this equation are linear combinations of J 0 and Y 0 (with Y 0 the Bessel function of the second kind), so
Using that [1, p. 360]
is obtained by choosing the constants C 1 and C 2 in such a way that
By definition of the Bessel function [1, p. 360], we have as z → 0,
and by (6.1), we see that
where O((µr) 2 ) is a power series in (µr) 2 vanishing like (µr) 2 as r → 0. Therefore, by definition of D θ , we have (6.2) cos θ c 1 (φ) + sin θ c 2 (φ) = 0.
To satisfy the Dirichlet condition at r = R, we must have
. We summarize our findings in the following proposition.
Proposition 6.1. The transcendental equation
In the following theorem we state various properties of the eigenvalues of ∆ θ ; note that in [14, p. 4572] it is stated that there are no negative eigenvalues; however, it turns out that for example when π/2 < θ < π and R ≥ 1, there is always a negative eigenvalue. Proof. Using (6.1) and the expansion
the eigenvalue equation
Thus, µ = 0 solves this equation if and only if log R = tan θ. Now ∆ θ has a negative eigenvalue means that µ = ix for x real solves (6.5):
If (− log R + tan θ) > 0, then (6.6) has no solutions because the right-hand side of (6.6) will be strictly positive for all real x while the left-hand side of (6.6) is nonpositive. Thus, we may assume that α := log R − tan θ > 0. Then we can write (6.6) as
thus, we just have to prove that f (x) = 0 has a unique solution. To prove this, observe that since the harmonic series 1+ +· · · diverges, we can choose N ∈ N such that H N > α > H N −1 . We now write 
Because of the powers of x in the denominator the second sum on the right, we see that g(0+) = −∞ while because of the first sum on the right, we see that lim x→∞ g(x) = ∞. In particular, by the intermediate value theorem, g(x) = 0 for some 0 < x < ∞. Since
the function g is strictly increasing, so there is only one x > 0 such that g(x) = 0. It follows that f (x) = 0 for a unique x > 0 and our proof is now complete. A graph of f (x) for R = 1 and tan θ = −2 is shown in Figure 1 .
7.
The ζ-function with Dirichlet conditions at r = R Let 0 ≤ θ < π with θ = π/2. We now analyze the zeta function using the contour integral techniques developed in [4, 5, 22] . By the argument principle the zeta function is given by
where γ is a contour in the plane shown in Figure 2 . By the following proposition, the zeta function ζ(s, ∆ θ ) is well-defined for ℜs > 1/2.
Lemma 7.1. Let 0 ≤ θ < π with θ = π 2 and Υ ⊂ C be a sector (closed angle) in the right-half plane. Then as |x| → ∞ with x ∈ Υ, we have
where O(x −3 ) is a power series in x −1 starting from x −3 , and
with the same meaning for O(x −3 ). Finally, as µ → 0, we have
where I 0 (x) is the modified Bessel function of the first kind, and
is the modified Bessel function of the second kind. Therefore,
By [1, p. 377], as |x| → ∞ for x ∈ Υ, we have Figure 2 . The contour γ for the zeta function. The ×'s represent the zeros of F (µ). The squares of the ×'s on the imaginary axis represent the negative eigenvalues of ∆ θ . Here, t is on the imaginary axis and is larger in absolute value than the absolute value of the negative eigenvalue of ∆ θ (if one exists). The contour γ t goes from t to −t.
where O(x −3 ) is a power series in x −1 starting with x −3 ; furthermore [1, p. 378], as |x| → ∞ for x ∈ Υ,
Therefore, as |x| → ∞ for x ∈ Υ, we have
which proves (7.2). Taking logarithms, we see that as |x| → ∞ for x ∈ Υ, we have log F (ix) ∼ c + log(log x − κ) − 1 2 log x + xR + log 1 + 1 8xR
where c is a constant. Since log(1
Taking the derivative of this we get (7.3).
To determine the asymptotics as µ → 0, recall from (6.1) that
and by definition of J 0 (z), we have
Therefore, recalling that κ = log 2 − γ − tan θ, we see that
where we used (6.1) and (6.4) in passing from the second to the third line. This completes our proof.
We need one more lemma.
Lemma 7.2. We have
∞ |t| x −2s 1 x(log x − κ) dx = −e −2sκ log s − e −2sκ γ + log(2(log |t| − κ)) + O(s) ,
where O(s) is an entire function of s that is O(s) at s = 0.
Proof. In the integral we assume that log |t| > κ so that the integral is well-defined. Now to analyze this integral we make the change of variables u = log x − κ or x = e κ e u , and obtain
Making the change of variables y = 2su, we get Therefore,
Also from [18, p. 877], we have
= −e −2sκ log s − e −2sκ γ + log(2(log |t| − κ)) + O(s) , (7.6) where O(s) is an entire function of s that is O(s) at s = 0. This completes our proof.
We now determine the structure of the zeta function. where γ t is the part of γ from t to −t, and using that i −2s = (e iπ/2 ) −2s = e −iπs and (−i)
we obtain the integral
or,
a formula that will be analyzed in a moment. The second integral here is over a finite contour so an entire function of s ∈ C, so we are left to analyze the analytic properties of the first integral. To do so, recall from (7.3) that for x → ∞, we have
for some constants β k . Since 
Trace of the resolvent with Dirichlet conditions at r = R
We first prove the following theorem.
Theorem 8.1. We have
for all complex x ∈ C for which either (and hence both) sides make sense.
Proof. The proof is trivial using the following contour trick. Suppose that |x| is larger than the absolute value of the negative eigenvalue of ∆ θ (if one exists). Using the contour γ shown in Figure 3 , we see that
On the other hand, deforming the contour as in Figure 4 and using Cauchy's for- Figure 3 . The contour γ. Figure 4 . Deforming the contour γ.
mula, we obtain
This proves that 2x Tr(
at least when x is real and x ≫ 0. (In the derivation of the third equality, we used the fact F (µ) is even, which follows from (7.5).) However, by analytic continuation, both sides must still be equal for all complex x for which both sides are defined.
Using this theorem, we can now prove Proposition 8.2. Let θ = π/2 and κ = log 2 − γ − tan θ, furthermore let Λ ⊂ C be any sector (solid angle) not intersecting the positive real axis. Then as |λ| → ∞ with λ ∈ Λ, we have
Proof. Setting λ = −x 2 with x ∈ Υ ⊂ C a sector in the right-half plane, it suffices to prove that as |x| → ∞ with x ∈ Υ, we have
or after multiplication by 2x, we just have to prove that
To prove this, we recall from Theorem 8.1 that
By Lemma 7.1 (see (7. 3)) we know that as |x| → ∞ for x ∈ Υ,
Finally, the expansion
As shown in the proof, for |x| → ∞ with x ∈ Υ, where Υ is a sector in the right-half plane, we have
or with λ = −x 2 , as |λ| → ∞ with λ ∈ Λ ⊂ C, a sector not intersecting the positive real axis, we have
This fact will be used in the next section.
9. The heat trace with Dirichlet conditions at r = R To determine the small-time heat asymptotics, we write
where γ is a counter-clockwise contour in the plane surrounding the eigenvalues of ∆ θ ; see Figure 5 . Figure 5 . The contour γ. Proposition 9.1. As t → 0, we have
with the α k 's depending on κ via
Proof. The small-time asymptotics are determined by the large-spectral parameter asymptotics of the resolvent. Now recall from (8.3) that as |λ| → ∞ with λ in a sector not intersecting the positive real axis, we have
Since (making the change of variables λ → t −1 λ)
Therefore, we just have to analyze the behavior of
Deforming γ to the real line, the integral here is, modulo a term that is a smooth function of t at t = 0, equal to
or after simplification, this sum becomes
dx.
(The reason we start at x = 1 is that 1/(x[log x ± iπ − 2κ]) is not integrable near x = 0.) Since for any complex number z, we have i(z − z) = 2 ℑz, we see that modulo a term that is a smooth function of t at t = 0, i
we shall compute the asymptotics of ℓ(t) as t → 0. To do so, observe that
Now 1/ log x is integrable near x = 0, so we can write
Note that g(t) is smooth at t = 0. We will now determine the asymptotics of f (t) near t = 0. To this end, we make the change of variables x → t −1 x:
(1 − r) −1 for any N ∈ N, we see that for any N ∈ N,
The last integral here is bounded in t as t → 0. Since N is arbitrary, it follows that
Therefore, since ℓ ′ (t) = f (t) + g(t), as t → 0 we have
Integrating both sides, using that
Finally, in view of (9.1), we see that as t → 0,
The zeta determinant
By Proposition 7.3, we have
where ζ θ (s) extends from ℜs > 1/2 to a holomorphic function on C with poles at
has a derivative at s = 0. Therefore, we can define
, which is computed in this section.
Recall that 0 ≤ θ < π with θ = π 2 . The idea here is to make the first term in
F (µ) dµ regular at s = 0, as the second term (being entire) is already regular at s = 0. In order to analytically continue the first term, we add and subtract off the leading asymptotics of F (ix). Thus, recalling Lemma 7.1 (see (7. 2))
, we consider
The second integral can be computed explicitly:
Hence, as ζ reg (s, ∆ θ ) = ζ(s, ∆ θ ) + s log s, we see that
4s + sin πs π |t|
By Lemma 7.2, we have sin πs π
= −s log s − s γ + log(2(log |t| − κ)) + O(s log s) .
Thus,
The first integral on the right is regular at s = 0 due to the asymptotics found in Lemma 7.1. Therefore, using that
we see that Therefore,
This formula is derived, a priori, when t is on the upper half of the imaginary axis. However, the right side is a holomorphic function of t ∈ D, where D is the set of complex numbers minus the negative real axis and the zeros of F (µ). Therefore (10.1) holds for all t ∈ D. Here, we recall that γ t is any curve in D from t to −t. As before, the trick now is to let t → 0 in (10.1). First, assume that log R−tan θ = 0 so that ∆ θ has no zero eigenvalue by Theorem 6.2. We determine the limit as t → 0 of the exponential exp
F (µ) dµ . Let's take t → 0 in D from the upper half plane as shown in Figure 6 . In view of Figure 6 , it follows that
Recalling (7.4), as µ → 0, we have
In this case F (0) = log R − tan θ. In conclusion, taking t → 0 in (10.1), we see that
Second, assume now that log R − tan θ = 0 so that as µ → 0, we have
Let us put
then F (µ) is nonzero at µ = 0 with value
, and
By Lemma 7.1 (see (7. 2)), we have
Now following the argument above used to prove (10.1), we can show
Finally, taking t → 0 as we did before, yields in the θ = 0 case, the result
11. General boundary conditions at r = R
We now prove Theorem 1.2. Let's briefly recall the set-up. Let 0 ≤ θ 1 , θ 2 < π with θ 1 = π/2 and put L := L θ1 ⊕ L θ2 . Then as a consequence of Theorem 4.2, we know that
The trick to proving Theorem 1.2 is to write the resolvent (∆ L − λ) −1 in terms of (∆ θ1 − λ) −1 (same self-adjoint condition at r = 0 but with the Dirichlet condition at r = R). To do so, let ̺(r) ∈ C ∞ ((−∞, ∞)) be a non-decreasing function such that ̺(r) = 0 for r ≤ 1/4 and ̺(r) = 1 for r ≥ 3/4. Given any real numbers α < β, we define
Then ̺ α,β (r) = 0 on a neighborhood of {r ≤ α} and ̺ α,β (r) = 1 on a neighborhood of {r ≥ β}. We define
, R] with the Dirichlet condition at r = R/4 and the condition cos θ 2 φ ′ (R) + sin θ 2 φ(R) = 0 at r = R; note that since r ≥ R/4 over [ R 4 , R], the operator ∆ ′ is a true smooth elliptic operator over this interval with no singularities. We define
It follows that Q(λ) maps into the domain D L of ∆ L , and
Because the supports of [∆, ϕ i ] and ψ i , where i = 1, 2, are disjoint, using the explicit formula (A.3) for the resolvent (∆ θ1 − λ) −1 and the properties of the resolvent of (∆ ′ − λ) −1 found in the work of Seeley [37] it is straightforward to check that K 0 (λ) is trace-class operator that vanishes to infinite order as |λ| → ∞ for λ in any sector Λ of C not intersecting the positive real axis; we shall fix such a sector Λ from now on. In particular, forming the Neumann series, it follows that Id + K 0 (λ) is invertible for |λ| large with λ ∈ Λ with (Id + K 0 (λ)) −1 = Id + K(λ),
where K(λ) has the same properties as K 0 (λ). Thus, multiplying both sides of (∆ L − λ)Q(λ) = Id + K 0 (λ) by Id + K(λ), we see that
Therefore, as |λ| → ∞ for λ ∈ Λ, we see that Proposition 8.2 holds also for Tr(∆ L − λ) −1 . Now using the resolvent asymptotics, we can proceed to copy the proofs of Proposition 9.1 and 7.3. The proof of Theorem 1.2 is now complete. To satisfy the Dirichlet condition at r = R, we therefore take (A.2) q(r, µ) = r 1/2 Y 0 (µR) J 0 (µr) − J 0 (µR) Y 0 (µr) .
The Wronskian is easily computed using that W (r 1/2 J 0 (µr), r 1/2 Y 0 (µr)) = 
One can use this theorem to analyze the zeta function, resolvent, and heat kernel of ∆ θ in a similar way as was done in Sections 7-9.
