Scope and purpose
Introduction
The search for p-median vertices on a network (graph) is a classical location problem. The objective is to locate p facilities (medians) so as to minimize the sum of the distances from each demand vertex to its nearest facility. The capacitated p-median problem (CPMP) considers capacities for the service to be given by each median. The total service demanded by vertices identified by p-median clusters cannot exceed their service capacity.
In general, the CPMP has not seem as intensively studied as the classical p-median problem. Related problems have appeared in Bramel and Simchi-Levi [3] , Klein and Aronson [18] , Mulvey and Beck [29] and Osman and Christofides [32] . An extensive bibliography of related problems, and also a set of test problems are presented in [32] . The CPMP is known to be NP-hard. Some earlier approaches applying Lagrangean heuristics to the CPMP are proposed in Koskosidis and Powell [19] and in [29] . Recent approaches apply metaheuristics, such as simulated annealing and tabu search (as in França, Sosa and Pureza [13] and in [32] ), and genetic algorithms (Maniezzo, Mingozzi and Baldacci [25] and Lorena and Furtado [20] ). Good results are reported for a set of standard test problems (OR-Library -http://mscmga.ms.ic.ac.uk/info.html [2] ).
The Lagrangean/surrogate relaxation has been used recently to accelerate subgradient like methods, which are often used to optimize the corresponding Lagrangean dual problem as in Lorena and Lopes [21] , Lorena and Narciso [22] , Lorena and Senne [23, 24] , Narciso and Lorena [30] , and Senne and Lorena [34] . Lorena and Senne [24] explored the Lagrangean/surrogate relaxation combination with location-allocation heuristics, proposed by Cooper [5] and used before by Senne and Lorena [34] .
Column generation is a powerful tool for solving large-scale linear programming problems.
Such linear programming may arise when the columns in the problem are not known in advance and a complete enumeration of all columns is not an option, or the problem is rewritten using Dantzig-Wolfe decomposition (the columns correspond to all extreme points of a certain constraint set) [6] . It appears that this approach was not tried before for the CPMP, but has been successfully explored in several other applications, such as the well-known cutting-stock problem, vehicle routing and crew scheduling [1, 4, 6, 7, 8, 9, 14, 15, 35, 36] . However, in many cases a straightforward application of column generation may result in slow convergence. The Lagrangean/surrogate relaxation is showed in this paper to be an acceleration process to the column generation, generating new productive sets of columns.
In this paper we examine a column generation approach to the CPMP. The identified restricted master problem optimizes the covering of 1-median clusters satisfying a set of capacity constraints, and new columns are generated solving capacitated subproblems, which consider the restricted master dual variables and the clusters capacities. In this work the Lagrangean/surrogate relaxation is directly identified from the master problem dual and provides new bounds and new productive columns through a modified knapsack subproblem. The overall column generation process is accelerated, even when multiple pricing is observed. Computational tests are presented using instances taken from the literature.
The paper is organized as follows. Section two presents CPMP formulations used in this paper. The next section presents the Lagrangean/surrogate relaxation and the column generation approach to the CPMP, comparing the traditional process and the one improved by Lagrangean/surrogate multipliers. Section three presents the basic algorithms for the column generation, including the initial pool of columns and the management of columns.
Section four provides computational results to illustrate the benefits of the new approach.
CPMP formulations
The CPMP considered in this paper is modeled in two ways. The first is the following binary integer-programming problem (P):
where: N = {1,...,n} is the index set of entities to allocate and also of possible medians, where p medians will be located; q i is the demand of each entity and Q the capacity of each possible median; [d ij ] n×n is a distance matrix;
[x ij ] n×n is the allocation matrix, with x ij =1 if entity i is allocated to median j, and x ij =0, otherwise; x jj = 1 if median j is selected and x jj = 0, otherwise. Constraints (2) and (3) impose that each entity is allocated to only one median. Constraint (4) imposes that a total median capacity must be respected, and (5) provides the integer conditions.
We assume equal capacities to simplify the alternative set covering formulation to be given in the sequel.
The CPMP problem can also be modeled as the following set partitioning problem with a cardinality constraint (SPP):
, is a set of subsets of N; A = [a ik ] nxm , is a matrix with
This is the formulation found in Minoux [28] . The same formulation can be obtained from the problem P by applying the Dantzig-Wolfe decomposition. For each subset 1 k S , the open median is decided when the column cost ck is calculated, and so the columns of SPP implicitly consider the constraints set (4) in P. Constraints (1) and (2) are conserved and respectively updated to (6) and (7), according the Dantzig-Wolfe decomposition process [6] .
If S is the set of all subsets of N, the formulation can give an optimal solution to the CPMP. However, the number of subsets may be huge, and a partial set of columns can be considered instead. The SPP defined above is also known as the restricted master problem in the column generation context [1] .
Lagrangean/surrogate relaxation and Column generation
The equivalencies of Dantzig-Wolfe decomposition, column generation and Lagrangean relaxation optimization are well known. Solving a linear programming problem by Dantzig- Wolfe decomposition is the same as solving the Lagrangean by Kelley's cutting plane method [17] . However, in many cases a straightforward application of column generation may result in slow convergence [10, 11, 26, 31] . Below, the Lagrangean/surrogate will be related to the column generation, identifying the common optimization problems considered at the resolution process of the Lagrangean/surrogate and the reduced cost problems. The Lagrangean/surrogate is able to identify very good lower bounds and contributes with new columns that accelerate the column generation process.
For a given λ ∈ n R + and t ≥ 0, the Lagrangean/surrogate relaxation of CPMP is given by:
subject to constraints (3), (4), and (5).
Problem L t Pλ is solved considering implicitly constraint (3), and decomposing for index j obtaining the following n 0-1 knapsack problems:
subject to constraints (4) and (5).
Each problem is solved using Horowitz and Sahni code (see Martello and Toth [27] ). Let J be the index set of the p smallest (3) is considered implicitly). The Lagrangean/surrogate value is given by:
The interesting feature of relaxation L t Pλ is that, for t = 1, expression (9) is the usual Lagrangean relaxation with the multiplier λ. Two duals can be identified here, an external dual for the multidimensional variable λ, usually optimized by subgradient methods, and for a fixed multiplier λ, the best value designed for t can be found through an inner
The best Lagrangean/surrogate relaxation value gives an improved bound to the usual Lagrangean relaxation and accelerates the overall optimization process. To find an approximated best Lagrangean/surrogate multiplier t , the dichotomous search procedure SH described in [33] is used.
Lorena and Senne [24] applied the Lagrangean/surrogate to solve the dual by standard subgradient methods. The dual solutions should be made primal feasible and local search heuristics are combined with the dual process. The quality of feasible solutions obtained is comparable to metaheuristic approaches, but employs small computational times on largescale real data obtained using Geographic Information Systems software [12] .
The problem to be solved by column generation is the linear programming set covering (SCP):
Observe that d ij ≥ 0, ∀i,j and (7) can be replaced with (10) in the linear model, and the main advantage is that problem SCP is easier solvable than SPP.
After defining an initial pool of columns, problem SCP is solved and the final dual costs i π , i = 1,...,n and µ are used to generate new columns by solving the following subproblem (to simplify the notation consider for each j , x ij = z i ):
Problem Sub π P is solved decomposing for index j, obtaining the n 0-1 knapsack problems of equation (8) . The associated reduced cost is v(Sub π P) -µ, and column       
can be added to the pool of columns, accelerating the column generation process.
Note that for λ = π, the same n knapsack problems of equation (8) The Lagrangean/surrogate is a valid lower bound to the column generation process. In particular it is better than the Lagrangean bound (t = 1) and can be useful to define convergence settings to the restricted master. Figure 1 shows a typical behavior of dual bounds integrated to the column generation. 
The algorithms
The parameter t is the differential in the Lagrangean/surrogate relaxation. Varying this parameter can reproduce the usual Lagrangean relaxation (t is fixed to 1) and better Lagrangean bounds (t is identified using the dichotomous search procedure SH described in [33] ). The column generation algorithms are then identified by the use of parameter t , and are labeled by this parameter. The algorithms can be stated as:
Set an initial pool of columns to SCP;
(ii) Solve SCP using the CPLEX [16] and return the dual prices Find the best median on cluster C; Add to SCP the column corresponding to cluster C; nc = nc + 1.
End_while.
NCOLS is set to 1000 in computational tests described in the next section. To prevent infeasibilities, a high cost dummy column formed of ones is also included on the initial set.
In order to remove columns we have conserved in the process only the 3000 columns presenting the smaller reduced costs.
Computational experiments
The algorithms described in section 4 are coded in C and the computational tests were made on a Sun Ultra30 workstation.
The set of instances comprising real data were collected using the Geographical Information System ArcView (ESRI [12] Tables 1 and 2 report the computational results obtained by the CG(t) and CG (1) algorithms. The primal-dual gaps compare the best known feasible solutions of (P), obtained using the location-allocation heuristics reported in [24] (see also (1) Observe from Tables 1 and 2 that algorithm CG(t) is faster and able to generate fewer productive columns than CG(1). This result can be very interesting for large scale instances.
These results are even better when compared with the Lagrangean/surrogate relaxation associated to a subgradient method. Table 3 reports the results obtained by the LSLSH(t) heuristic, described in [24] , to the same set of instances. Heuristic LSLSH(t) is a Lagrangean/surrogate heuristic combined with a traditional subgradient method and location-allocation primal heuristics.
Table 3 -Results for LSLSH(t)
It is interesting to investigate whether the columns generated by CG(t) are productive when the number of columns is limited at the master problem. Table 4 Tables 5 and 6 confirm that CG(t) is able to generate better quality columns than CG(1). We can also observe that when the number of required medians decreases the problems are more difficult and time consuming. The CG(t) expends almost half the computational time of CG(1), which seems to be an important consideration for such large scale instances. 
Conclusions
This paper presented column generation approaches for a CPMP. The approaches integrate the traditional column generation to the Lagrangean/surrogate relaxation context, identifying new productive columns and accelerating the computational process.
The computational results show that the Lagrangean/surrogate sub-problem generates a small number of productive columns and the restricted master is also manageable with a small number of columns.
The Lagrangean/surrogate lower bounds can be useful to branch-and-price trees and are currently being explored in this context. Columns Generated = number of columns generated; Time = total computational time (in seconds). Table 2 -Results for CG (1) The columns contain: Columns Generated = number of columns generated; Time = total computational time (in seconds). Table 3 -Results for LSLSH(t)
Instance
Instance
The columns contains:
Best known feasible solution = solution to P obtained using location-allocation heuristics [24] ; n and p = number of nodes and the required number of medians;
Best v( L t Pλ) = the best (dual) lower bound obtained using the Lagrangean/surrogate relaxation and subgradient method;
Gap-LS = 100 * (Best known feasible solution -Best v( L t Pλ ) )/(Best known feasible solution). Time = total computational time (in seconds). Table 4 -Restricting the number of columns at the master problem
CG(t)
The columns contain:
Number of columns = fixed number of columns at the master problem.
Columns Generated = number of columns generated; Table 5 . Computational results for CG(t) on Pcb3038 instances
Columns Generated = number of columns generated;
Best v(SCP) = the best value obtained to (SCP);
Best v( L t P π ) = the best (dual) lower bound obtained using the Lagrangean/surrogate relaxation; Time = total computational time (in seconds). Table 6 . Computational results for CG(1) on Pcb3038 instances
P iterations
Best v(L 1 P π ) = the best (dual) lower bound obtained using the Lagrangean relaxation; Time = total computational time (in seconds).
