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Resumen En la actualidad, los dispositivos mo´viles se han convertido
en una herramienta u´til que brinda al usuario una amplia variedad de
funcionalidades. Adema´s, la evolucio´n tecnolo´gica de e´stos ha permiti-
do que puedan ejecutarse algoritmos muy exigentes como aquellos uti-
lizados en procesamiento de ima´genes, reconocimiento de patrones, etc.
Este contexto ha impulsado un nuevo campo de investigacio´n y desarro-
llo, mientras que genera un nicho de mercado que apenas ha comenzado
a explotarse a nivel regional. En este trabajo se presenta el desarrollo
de una aplicacio´n de informacio´n tur´ıstica para dispositivos mo´viles que
incorpora te´cnicas de visio´n computacional. Se trabajo´ sobre el circuito
tur´ıstico del “Camino de la Constitucio´n” de la ciudad de Santa Fe. El
sistema realiza el reconocimiento automa´tico de ima´genes de los dife-
rentes mojones informativos y provee al usuario una vasta cantidad de
informacio´n.
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1. Introduccio´n
En los u´ltimos an˜os, se ha vuelto masiva la utilizacio´n de dispositivos mo´viles
inteligentes. Su evolucio´n tecnolo´gica es tal que su capacidad de co´mputo pra´cti-
camente iguala a las computadoras de escritorio, permitiendo ejecutar algoritmos
cada vez ma´s exigentes como los utilizados en procesamiento de ima´genes, vi-
sio´n computacional, reconocimiento de patrones, entre otros [1]. La comunidad
cient´ıfica ha acompan˜ado esta evolucio´n generando un nuevo campo de investiga-
cio´n y desarrollo, migrando sus aplicaciones desde las computadoras de escritorio
e inclusive disen˜andolas para ser utilizadas dispositivos mo´viles como Tablets o
Smartphones [2]. No obstante, el avance a nivel acade´mico de este a´rea no se co-
rresponde con el mismo a nivel comercial, donde las aplicaciones usualmente son
ma´s ba´sicas y no se ha logrado explotar el consumo masivo por parte de la pobla-
cio´n. Existen aplicaciones comerciales que realizan procesamiento de ima´genes y
a partir de la identificacio´n de objetos de intere´s retornan informacio´n de utili-
dad. Entre las ma´s conocidas se pueden citar Google Goggles, Wikitude y Layar.
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Sin embargo, las dos u´ltimas realizan este trabajo mediante la utilizacio´n del
sistema de posicionamiento global (GPS: del ingle´s Global Positioning System.)
del dispositivo mo´vil [3]. Google Goggles es un servicio de Google disponible pa-
ra Android e iPhone que permite reconocer objetos mediante fotos capturadas
con un dispositivo mo´vil y devolver resultados de bu´squeda e informacio´n rela-
cionada. Este sistema reconoce lugares, monumentos y textos, entre otras cosas.
Su funcionamiento consiste en apuntar con la ca´mara del dispositivo mo´vil a
un lugar conocido, un producto, un co´digo de barras o un co´digo de respues-
ta ra´pida (QR: del ingle´s quick response code). Luego, si Google lo encuentra
dentro de su base de datos, ofrece informacio´n relacionada [4]. Wikitude es un
software de realidad aumentada (RA)1 para dispositivos mo´viles que fue desa-
rrollado por la compan˜´ıa austr´ıaca GmbH y publicado en octubre de 2008 como
software gratuito. Para obtener la localizacio´n de los objetos en la RA se utiliza
la posicio´n del usuario a trave´s del GPS y la direccio´n en la que el usuario mira
mediante el uso de la bru´jula y el acelero´metro. Esta aplicacio´n depende de la
precisio´n del GPS, que a veces no es lo suficientemente exacto [5]. Layar es un
software que utiliza el GPS y la bru´jula de los dispositivos Android para ubicar
la posicio´n del usuario y su orientacio´n. La ca´mara del dispositivo captura el
entorno y reproduce la imagen en la pantalla, mientras que el software adiciona
informacio´n de lugares tales como cafeter´ıas, restaurantes, cines, etc. [6].
En este trabajo se presenta el disen˜o y desarrollo de una aplicacio´n para
dispositivos mo´viles con sistema operativo Android [7] basada en te´cnicas de
visio´n computacional. La aplicacio´n pretende ser una herramienta u´til para los
visitantes de la ciudad de Santa Fe, que visiten el circuito tur´ıstico del “Camino
de la Constitucio´n”. Este es un recorrido museolo´gico que integra 18 sitios y
edificios de valor simbo´lico y arquitecto´nico, con el objetivo de reconstruir y
narrar la historia de la relacio´n de la ciudad de Santa Fe con la Constitucio´n
Nacional. La propuesta integra diversas funciones: histo´rica, cultural, educativa
y tur´ıstica, y pone de relieve nuestra vida pol´ıtica pasada y presente relacionada
con los diferentes procesos y acontecimientos vinculados con la Carta Magna2.
Una de las consignas fundamentales de este trabajo fue la de utilizar los
mojones tal y como son actualmente, sin modificar su este´tica, emplazamiento,
iluminacio´n, etc. Entonces, en un primer paso se definio´ y realizo´ un importante
relevamiento fotogra´fico utilizando diversos dispositivos mo´viles y condiciones de
iluminacio´n naturales, para generar una base de datos de ima´genes de los mojo-
nes informativos. Luego se exploraron te´cnicas de preprocesamiento, ana´lisis y
clasificacio´n de ima´genes, orientadas a obtener el mejor desempen˜o manteniendo
la simplicidad y una carga computacional baja, a fin de lograr una aplicacio´n
veloz. Finalmente, se disen˜o´ una interfaz gra´fica que permite al usuario tomar
una fotograf´ıa del mojo´n (Figura 1) y obtener informacio´n tur´ıstica relacionada.
1 RA es el te´rmino que se usa para definir una visio´n directa o indirecta del mundo
real, cuyos elementos se combinan con elementos virtuales para la creacio´n de una
realidad mixta en tiempo real.
2 Ma´s informacio´n en http://santafeciudad.gov.ar/cunadelaconstitucion/
377
Aplicacio´n tur´ıstica para dispositivos mo´viles 3
Figura 1: Mojo´n informativo. (Imagen tomada de http://santafeciudad.gov.ar)
El resto del trabajo se organiza como se detalla a continuacio´n. En la Seccio´n
2 se describen los materiales y me´todos utilizados. Mientras que la Seccio´n 3
presenta el me´todo propuesto considerando diferentes te´cnicas. Finalmente, en
la Seccio´n 4 se encuentran los resultados y conclusiones.
2. Materiales y tecnolog´ıas empleadas
El primer paso fue disen˜ar un protocolo para tomar las fotograf´ıas y generar
una base de datos de ima´genes. Se tomo´ un gran nu´mero de fotograf´ıas de los 18
mojones del Camino de la Constitucio´n de la ciudad de Santa Fe, considerando
siempre la mayor naturalidad posible en la toma para poder lograr el sistema
ma´s robusto posible. Se consideraron las siguientes condiciones:
1. Rotacio´n: las fotos se capturaron con diferentes rotacio´n hacia la izquierda
o derecha.
2. Orientacio´n del dispositivo: el dispositivo estuvo ubicado en forma vertical
u horizontal, indistintamente.
3. Independencia del dispositivo: las capturas se realizaron para distintos dis-
positivos mo´viles:
a) Smartphone Samsung Galaxy i5550, sistema operativo Android 2.3.
b) Tablet ASUS Transformer TF101.CPU NVIDIA Tegra 2 1.0GHz. An-
droid 3.2 Honeycomb O.S.
4. Mu´ltiples resoluciones: las fotograf´ıas fueron tomadas con 1.3, 2.3 y 5 Me-
gap´ıxeles.
5. Condiciones de iluminacio´n: se consideraron condiciones naturales sin ilumi-
nacio´n artificial y se tomaron de man˜ana, de tarde y de noche.
La base de datos conformada consiste en un conjunto de 693 fotograf´ıas.
E´stas se utilizaron tanto para el preprocesamiento como para la clasificacio´n de
las ima´genes.
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La aplicacio´n se desarrollo´ en Android para la versio´n 2.3 o superior, que
posee compatibilidad con la biblioteca OpenCV3. Ma´s espec´ıficamente, se uti-
lizo´ Java [8] para desarrollar la lo´gica de la aplicacio´n y XML para la interfaz de
usuario, utilizando el entorno Eclipse [9]. Con respecto al desarrollo de rutinas
para el procesamiento de ima´genes se decidio´ utilizar la biblioteca OpenCV (ver-
sio´n 2.4.2) que es Open Source y multiplataforma [10]. E´sta provee un conjunto
de funciones para procesamiento y ana´lisis de ima´genes, permite trabajar con
video y tiene una versio´n disponible para Android.
3. Me´todo propuesto
En esta seccio´n se describe primeramente el preprocesamiento de las ima´genes
y la extraccio´n de caracter´ısticas, y luego se presenta la evaluacio´n de varias
alternativas para la clasificacio´n de las ima´genes. Finalmente, se presenta el
desarrollo de la interfaz gra´fica con la que el usuario interactu´a.
3.1. Preprocesamiento de la imagen
En esta etapa podemos definir dos fases, en la primera se busca normalizar
las ima´genes tomadas desde el dispositivo mo´vil y en la segunda se realiza la
extraccio´n de la informacio´n distintiva del mojo´n.
Normalizacio´n de ima´genes
Luego de evaluar varias alternativas, se obtuvo una secuencia de operaciones
que permite preprocesar cualquier imagen para normalizarla:
1. Escalar la imagen: considerando el compromiso entre la velocidad de co´mpu-
to y los detalles en la imagen, el taman˜o elegido es 800x600 p´ıxeles.
2. Convertir a escala de grises: se realiza porque los procesos posteriores no
precisan informacio´n del color y as´ı se manipula menos informacio´n.
3. Ecualizar el histograma: se realiza para mejorar el contraste. Redistribuye
de la forma ma´s uniforme posible los grises de la imagen original sobre el
total de intensidades [11].
4. Binarizar: es u´til para la posterior deteccio´n de bordes.
5. Detectar bordes: se obtienen los bordes de la imagen aplicando el me´todo
de Canny [12]. Con esta te´cnica se obtuvieron mejores resultados que con el
detector de bordes de Sobel [11].
6. Encontrar l´ıneas principales: se utiliza la transformada de Hough que consi-
dera las relaciones globales entre p´ıxeles permitiendo encontrar ciertos pa-
trones en la imagen como l´ıneas y c´ırculos [13]. Aqu´ı se determina el a´ngulo
de rotacio´n de la imagen capturada utilizando caracter´ısticas particulares
(marcos de los mojones) presentes en todas las ima´genes.
7. Rotar: se rota la imagen utilizando el a´ngulo obtenido previamente.
En la Fig. 2 se puede ver el resultado de aplicar los pasos de la normalizacio´n.
3 http://opencv.org/platforms/android.html.
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Figura 2: Imagen original y normalizada.
(a) Recorte de la zona de intere´s. (b) Imagen de so´lo nu´meros.
(c) Ima´genes con los d´ıgitos recortados.
Figura 3: Ima´genes de la extraccio´n del identificador.
Extraccio´n del identificador u´nico
Luego de realizar la normalizacio´n, se procede a extraer el nu´mero que fue el
patro´n escogido como identificador u´nico para cada mojo´n. Para e´sto se realiza
el siguiente procedimiento:
1. Localizar: se extrae el cuadrante superior izquierdo de la imagen.
2. Dilatar: se realiza un proceso de dilatacio´n con una ma´scara de 2x2, para que
las l´ıneas de los marcos de los mojones queden bien definidas, y as´ı, facilitar
el recorte del identificador.
3. Recortar zona de intere´s: se buscan las l´ıneas horizontal y vertical correspon-
dientes a los marcos de los mojones para hacer el recorte, ya que e´stas son
caracter´ısticas que siempre esta´n presentes en la imagen. En primer lugar se
utilizan acumuladores de p´ıxels no nulos a lo largo de las filas para encontrar
la l´ınea ma´s extensa, luego se aplica el mismo proceso sobre las columnas.
Es importante el orden de estas operaciones para salvar casos de mojones
con perspectivas. El resultado de esta etapa se ve en la Figura 3a.
4. Erosionar: se realiza una erosio´n para que los d´ıgitos esten bien separados.
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5. Extraer nu´mero: se utiliza el acumulador de p´ıxeles no nulos sobre filas para
obtener la imagen del nu´mero basado en los espacios anterior y posterior
(Fig. 3b).
6. Recortar los d´ıgitos: se realiza utilizando el me´todo de componentes conec-
tadas [11]. Se seleccionan las dos componentes ma´s grandes y se evalua la
relacio´n de aspecto de cada una para descartar ruido. En la Figura 3c se
observa un ejemplo del resultado final.
3.2. Extraccio´n de caracter´ısticas
En esta etapa se extraen caracter´ısticas relevantes de las ima´genes de los
d´ıgitos. A continuacio´n se presentan las alternativas consideradas.
Momentos invariantes de Hu
Los momentos invariantes de Hu representan una serie de caracter´ısticas de
los objetos independientemente de su posicio´n, escala o rotacio´n [11]. Hu obtuvo
sus invariantes a trave´s de los momentos geome´tricos. E´stos se definen como :
upq = (x− xˆ)p(y − yˆ)qf(x, y)dxdy (1)
donde upq es el momento geome´trico de orden (p + q), f(x, y) es el valor del
p´ıxel en la posicio´n (x, y) y (xˆ, yˆ) son las componentes del centroide. Partiendo
de los momentos definidos anteriormente, se definen los coeficientes npq que son
invariantes al escalamiento y su expresio´n viene dada por:
npq =
upq
u
1+ p+q2
00
(2)
Utilizando npq se obtienen las expresiones matema´ticas que dan lugar a los siete
momentos invariantes de Hu.
Vector de distancias al primer p´ıxel no nulo de una imagen.
Este me´todo utiliza la imagen binaria del d´ıgito obtenida previamente. Se
crea un vector columna de longintud igual al alto de la imagen cuyos valores,
para cada fila, representan las distancias al primer p´ıxel no nulo de la imagen, en
el sentido izquierda a derecha. Luego, se crea otro vector considerando las dis-
tancias de derecha a izquierda. Esta informacio´n es representativa del contorno
del nu´mero en la imagen4.
4 Para esta etapa, las ima´genes esta´n normalizadas en 125x65 p´ıxeles.
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3.3. Me´todos de Clasificacio´n
A partir de ima´genes limpias y manualmente ajustadas se calcularon los pa-
trones de referencia para los momentos invariantes de Hu y vectores de distancias
no nulos. El paso siguiente es comparar las caracter´ısticas calculadas para una
nueva captura con las caracter´ısticas de los patrones de referencia. Para realizar
e´sto, y considerando la velocidad de co´mputo, se decidio´ clasificar utilizando
una medida de distancia basada en la norma-2, as´ı el patro´n sera´ clasificado
considerando la menor distancia eucl´ıdea:
ClaseY = mı´n
j

√√√√ n∑
i=1
(Xji − Yi)2
 (3)
donde Xj son los vectores de referencia, Y el patro´n a clasificar y n la dimensio´n
de las caracter´ısticas.
Me´todo de clasificacio´n alternativo
Como alternativa de clasificacio´n se considero´ la utilizacio´n del reconoci-
miento o´ptico de caracteres (OCR: del ingle´s Optical Character Recognition).
Se investigaron varias alternativas de OCR y finalmente se selecciono´ Tesseract
OCR [14]. E´sta es una biblioteca libre con licencia Apache License 2.0 escrita
en C++, es muy eficiente y ampliamente utilizada5.
Aqu´ı tambie´n se realiza el preprocesamiento completo para obtener los d´ıgi-
tos, sin embargo, se recortan los d´ıgitos a color para ser utilizados en el OCR.
El uso de las ima´genes de so´lo d´ıgitos mejora el rendimiento del OCR.
3.4. Interfaz de usuario
Una consideracio´n general es que la informacio´n multimedia que provee la
aplicacio´n no se almacena en el dispositivo, a fin de utilizar la menor cantidad de
recursos posibles, sino que se obtiene directamente desde la web. Por lo tanto,
se requiere acceso a Internet mediante 3G o Wi-Fi para poder visualizar las
ima´genes, videos mediante streaming y enlaces a pa´ginas web. El disen˜o de la
interfaz de usuario es simple y permite ra´pidamente acceder a la informacio´n
relacionada. La pantalla inicial permite acceder al sistema o encontrar ayuda
acerca de co´mo utilizar el sistema (Figura 4). El sistema solicita al usuario que
tome una fotograf´ıa del mojo´n (Fig. 5a) e inmediatamente despue´s de realizar el
procesamiento y clasificacio´n, arroja el resultado del mojo´n reconocido (Fig. 5b).
En una etapa posterior el sistema brinda informacio´n en diversas alternativas
multimedias (Fig. 6).
5 Disponible en https://code.google.com/p/tesseract-ocr/.
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Figura 4: Pantalla inicial.
(a) Captura de imagen. (b) Mojo´n reconocido.
Figura 5: Capturas del sistema.
Figura 6: Informacio´n multimedia relacionada.
4. Experimentos y resultados
A continuacio´n se presentan algunos resultados preliminares sobre los di-
ferentes me´todos propuestos. Para este experimento se utilizaron 75 ima´genes
(aproximadamente 5 de cada mojo´n), capturadas con iluminacio´n natural (de
man˜ana y tarde) y con el dispositivo Samsung Galaxy en 1.3 mpx. Se obtuvo
un 78, 6 % de segmentaciones correctas hasta la etapa de recorte de los d´ıgitos.
Luego, se evaluo´ el tiempo total de los tres me´todos de clasificacio´n, ya que el
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Tabla 1: Resultados de clasificacio´n.
Me´todo de clasificacio´n Aciertos Tiempo de ejecucio´n
Vector de distancias a p´ıxeles no nulos 100 % 5475 milisegundos
Momentos invariantes de Hu 66.1 % 1329 milisegundos
Tesseract OCR 100 % 298 milisegundos
tiempo de preprocesamiento (hasta el recorte de los d´ıgitos inclusive) es el mismo
para todos los casos. Tambie´n se registro´ la tasa de aciertos en el reconocimiento
de los diferentes mojones. En la Tabla 1 se pueden ver algunos resultados preli-
minares de los tres me´todos de clasificacio´n. Estos resultados son promedios de
evaluar los 59 casos en que la segmentacio´n fue exitosa.
Los momentos invariantes de Hu mostraron cierta inestabilidad, a pesar de
ser invariantes a la rotacio´n y escalado y los resultados obtenidos son inferiores
a los esperados. El me´todo basado en las distancias demostro´ ser muy bueno a
pesar de su sencillez, aunque requiere mucho tiempo de co´mputo. Finalmente,
el OCR demostro´ ser el que obtuvo ma´s aciertos y respecto de los tiempos de
ejecucio´n, tambie´n Tesseract OCR fue le de mejor rendimiento. Evidentemente,
la opcio´n de clasificacio´n elegida para la aplicacio´n final es Tesseract por su
desempen˜o y velocidad de co´mputo.
5. Conclusiones y trabajos futuros
En este trabajo se ha presentado una aplicacio´n tur´ıstica para sistemas An-
droid basada en te´cnicas de visio´n computacional. La aplicacio´n reconoce au-
toma´ticamente las ima´genes de los mojones del circuito tur´ıstico Camino de la
Constitucio´n de la ciudad de Santa Fe y devuelve informacio´n multimedial rela-
cionada. Se ha realizado una base de datos de ima´genes considerando diferentes
condiciones de iluminacio´n, resoluciones de la ca´mara y dispositivos de captura.
Se han evaluado diferentes alternativas de procesamiento de ima´genes para lo-
grar un adecuado preprocesamiento de las fotograf´ıas obtenidas por el usuario
y se evaluaron diferentes clasificadores. Se disen˜o´ una interfaz simple e intuitiva
para la aplicacio´n. Finalmente, se ensamblo´ el sistema considerando los mejo-
res resultados obtenidos en la etapa de desarrollo-evaluacio´n para lograr una
aplicacio´n simple, potente y veloz.
Como trabajo futuro se propone mejorar el me´todo de preprocesamiento para
lograr una mayor tasa de segmentaciones correctas. Tambie´n se considera hacer
una evaluacio´n ma´s profunda del comportamiento del sistema considerando otras
condiciones en la captura la fotograf´ıa, por ejemplo con ima´genes nocturnas.
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