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ABSTRACT 
Two very important issues facing small Iowa communities are the changing composition of 
small town economies and fear of crime. This paper examines the relationship between 
sudden events that significantly impact the local economy (economic shocks) and 
perceptions of safety and evaluations of police efficacy within small Iowa communities. In 
order to evaluate this relationship, data was collected from over 600 local key informant 
interviews from across Iowa and compared to over 10,000 surveys from randomly selected 
participants in 100 small Iowa communities. This paper utilizes social capital theory and 
social disorganization theory and examines their relationship to perceptions of safety and 
evaluations of police efficacy. I conclude that trust offers the greatest explanation of 
variance in perceptions of safety and evaluations of police efficacy. 
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CHAPTER ONE: INTRODUCTION 
The times, they are changing or so the old Bob Dylan song states. For small towns, 
this adage definitely rings true. Two very interesting and contemporary types of changes that 
are facing small towns involve sudden, significant economic changes and changes in 
perceptions of crime. While these two research subjects are interesting in their own right, it 
is worthwhile to study the relationship between them. 
Sudden economic changes do not affect large and small communities in similar 
manners. Whereas large communities possess additional economic resources that may 
cushion the effects of sudden economic happenings, smaller communities are not so 
fortunate. Due to the fewer resources within small communities, a sudden disruption will not 
only affect the local economy, but also may have a significant impact on the social fabric of 
the community. Therefore, these "economic shocks" may have a large impact on the 
community not only in regards to the local economy, but also in regards to the community's 
social structure. The purpose of this study is to examine the relationship between economic 
shocks and perceptions of crime within small Iowa communities. I seek to understand how 
economic shocks impact indicators of social disorganization, and how those variables are 
related to crime. Finally, I aim to examine the relationship between social capital, social 
disorganization, and perceptions of crime. 
This analysis was conducted at the community level, therefore, an accurate definition 
of community is required. This paper will employ Wilkinson's (1991) definition of 
community which states that a community is: 1) A geographic locality where people live, 2) 
a set of organizations and institutions that enable local people to meet their set of needs, and 
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3) the interrelated actions through which local people attend their common interests 
(Wilkinson, 1991). 
Economic shocks are defined as sudden events that have a significant impact on the 
local economy as perceived by residents. Conceptualizing economic shocks in such a 
manner allows for many different events to fit within its criteria. For instance, an economic 
shock could be a business expansion, contraction, opening, or closing. However, business 
and industrial events are not the only types that constitute an "economic shock". For 
instance, events such as a flood, tornado, water park opening, or school closing could also be 
defined as an economic shock. Although similar types of economic shocks occur in different 
communities, each community represents a different context for that event. Therefore, this 
analysis relied upon local community experts to define what events constitute an economic 
shock and to evaluate the impact of these events on the community. 
When these shocks occur, community stability may be altered. Past research 
pertaining to boomtowns illustrate the turbulence created as towns experience sudden 
changes to the local economy. Hunter, Krannich, and Smith (2002) point out that although 
rapid change in rural boomtowns create economic opportunity, such growth also results in a 
decrease of social well-being and an increased anxiety about crime (Hunter et al, 2002). 
Likewise, past research has found higher fears of crime in rapidly growing non-metropolitan 
communities than in stable communities (Krannich et al, 1989). 
England and Albrecht (1984) noted that before becoming boomtowns these 
communities generally had two salient characteristics in common, their populations had 
declined and they were highly homogeneous. Once becoming a boomtown some aspects of 
community life became better, some became worse, and some remain unchanged (England, 
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1984). Past research has noted that some of these changes include increases in crime, 
violence, deviance, shifts in community social integration, and declines in community 
satisfaction (Hunter et al, 2002). In addition, residents within boomtowns experienced losses 
in both the number of friendships and in the interactional quality of those friendships 
(Brown, Geertsen, and Krannich, 2005). It is quite conceivable that this could impair efforts 
to overcome community level problems. 
The boomtown research leads us to expect that economic shocks will impact the 
social fabric of a community which may create future problems for community members. 
For instance, if a large business closes, the socioeconomic status of a community may be 
lowered and/or residents may relocate to find new employment. Conversely, if a new 
business comes into the community it may attract people looking for jobs. This influx of 
people into the community may increase the heterogeneity of the community. In either case, 
communities may become more socially disorganized. With strangers moving in, familiar 
faces moving out, the population becoming more diverse, and changes in socioeconomic 
status occurring, residents may find it difficult to unite to control problems such as crime. 
Appropriately named, Shaw and McKay's (1942, revised 1969) social disorganization 
theory explains why socially disorganized communities are more susceptible to crime. The 
general assertion purported by social disorganization theory is that three structural factors: 1) 
socioeconomic status, 2) heterogeneity, and 3) residential mobility lead to community social 
disorganization which then accounts for variances in crime and delinquency (Sampson and 
Grove, 1989, Kurbin and Weitzer, 2003). Shaw and McKay asserted that because socially 
disorganized neighborhoods possess characteristics such as low socioeconomic status, 
heterogeneity, and mobile populations, it is difficult for common goals amongst community 
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members to be met. They referred to the inability to meet common goals as social 
disorganization (Bursik and Grasmick, 1993). Thus, crime is not controlled by community 
residents and will be higher than in socially organized neighborhoods. 
Shaw and McKay (1942, revised 1969) argued that ecological differences were more 
instrumental in shaping the crime rates than the individual characteristics of community 
residents (Kurbin and Weitzer, 2003). More recently, yet still consistent with the original 
definition, Robert Bursik defined social disorganization as "the inability of local 
communities to realize the common values of their residents or solve commonly experienced 
problems" (Bursik, 1988, 521 ). This analysis will employ the definition used by Bursik 
(1988). 
Based upon the past research on boomtowns, it is logical to assume that communities 
that have experienced economic shocks will encounter difficulty as residents attempt to unite 
to control crime. A wide variety of social problems have occurred in the wake of sudden 
economic growth in boomtowns. Those social problems include: increases in crime, shifts in 
community social integration, and declines in community satisfaction (Hunter et al, 2002). 
Ralph Taylor (1996) asserted that when a community becomes socially disorganized it would 
give rise to higher rates of delinquency and crime. However, measuring crime can be 
problematic. There are several widely known and accepted limitations when using crime 
data. 
One problem associated with using official crime statistics is that there is no 
guarantee of consistency between police departments. This becomes more apparent when 
examining communities around the 500 person population mark. Official crime statistics are 
more easily obtainable at the county level, however, city and county crime data are not 
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comparable due to their different unit of analysis. Therefore, it was decided that for purposes 
of this study, official crime statistics are not the best measure of crime. Perceptions of safety 
were deemed to be the more appropriate measure. For this analysis, I defined perceptions of 
crime as feelings of personal safety and evaluations of police efficacy. 
Perceptions of safety have been employed previously by researchers examining the 
impact of crime (i.e. Hunter et al 2002, Krannich et al, 1989). Additionally, opinions about 
police efficacy are logical indicators of feelings associated with crime. If residents believe 
that the local police force is inadequate or incapable of stopping crime, it should be indicated 
by residents' low rating of police service, lack of trust in the police, and/or their 
unwillingness to contact the police when they witness a crime being committed. 
Past research examining police and community relations yield interesting and 
applicable findings in regards to this study. Both race and class are strong indicators of 
perceptions of police (Weitzer and Tuch, 1999). Black persons are more likely than white 
persons to perceive discriminatory police behavior (Weitzer and Tuch, 1999). In addition, 
past research has shown that immigrants are apprehensive about reporting crime to the 
police. In spite of this, past research has shown that a majority ofresidents within ethnic 
communities would report instances of break-ins, muggings, and family violence and selling 
drugs (Davis and Henderson, 2003). 
Lastly, it is important to see how social capital is related to perceptions of crime 
within a community. Robert Putnam (1993, 2000) found that communities with greater 
amounts of social capital were better able to collectively act to solve local problems. 
According to the definition of social disorganization, the inability to act in unison to solve 
problems that cause a break down in elements which control crime and subsequently allowed 
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crime to increase within socially disorganized communities. Therefore, if social capital 
brings people together and increases a community's ability to solve problems (contrary to 
social disorganization's failure to solve problems) it may be logical to assume a relationship 
exists between social capital and perceptions of safety. If true, social capital should stave off 
an increase in crime even in the midst of social disorganization. Therefore, in this analysis I 
study the relationship between social capital and social disorganization and how they relate 
to perceptions of safety and evaluations of police efficacy. 
Relationships between social capital and crime have been discovered by previous 
research (Rose and Clear, 1998; Rosenfeld et al, 2001; Messner et al, 2004). In addition, 
Portes (1988) and Sampson and Laub (1990) argue that social capital is related to the amount 
of social control within a community. Social disorganization is one of the key elements in 
determining the amount of social control within a community (Sampson and Groves, 1989; 
Taylor, 1996, Kubrin and Weitzer, 2003; Sampson, 2004). 
Research Questions: 
Based upon the past research pertaining to boomtowns, social disorganization theory, 
and social capital theory, I would like to answer the following research questions in order to 
gain a better understanding of how these research topics are related. 
Question 1: Are economic shocks within small Iowa communities negatively related to 
perceptions of crime? 
Question 2: Are economic shocks positively related to indicators of social disorganization 
(lower socioeconomic status, heterogeneity, and resident mobility)? 
Question 3: Are indicators of social disorganization negatively related to indicators of social 
capital? 
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Question 4: Is social capital negatively related to perceptions of crime? 
Question 5: Does social capital offer more explanatory power than indicators of social 
disorganization in explaining perceptions of crime? 
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CHAPTER TWO: LITERATURE REVIEW 
The Origins of Social Disorganization Theory 
Shaw and McKay's study explains that social, structural, and cultural characteristics 
of a neighborhood could be used as indicators of crime. The study found that as one moved 
from the center of an urban area to the outside, crime decreased (Shaw and McKay, 1942, 
revised 1969). Neighborhoods reporting the highest crime rates were predominantly low-
income neighborhoods located near centers of commerce and heavy industry. Conversely, 
the outlying residential neighborhoods generally had higher economic status and lower rates 
of crime and delinquency. 
In addition to having higher socioeconomic status, the centrally located 
neighborhoods were generally more heterogeneous and possessed highly mobile residents. 
This too, was a stark contrast to the neighborhoods located on the periphery of Chicago 
(Bursik and Grasmick, 1993). Shaw and McKay used characteristics of neighborhoods to 
explain the higher delinquency within these centrally located neighborhoods. More 
specifically, they argued that low socioeconomic status, heterogeneity, and highly mobile 
populations did not allow community members to come together and meet common goals. It 
is this inability to meet common goals they referred to as social disorganization (Bursik and 
Grasmick, 1993). 
Shaw and McKay concluded that the higher rates of delinquency found among the 
children of African Americans, foreigners, and more recent immigrants are more closely 
related to existing differences in their respective patterns of geographic distribution in the 
urban areas (Shaw and McKay, 1942 revised 1969). Additionally, despite changes in racial 
and ethnic composition in these neighborhoods, the delinquency rates held relatively constant 
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(Bursik and Grasmick, 1993). Shaw and McKay's findings broke from popular theories at 
the time and concluded that crime had less to do with predisposed biological factors such as 
race, and more to do with ecological factors of a neighborhood within an urban area (Bursik 
and Grasmick, 1993). 
The Current State of Social Disorganization Theory 
Despite being over 60 years old, social disorganization remains one of the top 
community level criminology theories used to explain variances in crime. Though 
modifications have been made to the definition of social disorganization, most stay consistent 
with the idea originally put forth by Shaw and McKay. Recent definitions have included 
Bursik's, which defined social disorganization as "the inability of local communities to 
realize the common values of their residents or solve commonly experienced problems" 
(Bursik, 1988, 521). More recent yet, Kurbin and Weitzer (2003) defined social 
disorganization as "the inability of a community to realize common goals and solve chronic 
problems" (Kurbin and Weitzer, 2003, 374). Regardless of what definition is employed, 
social disorganization reflects a situation whereby the community cannot unite to realize 
and/or overcome problems. Due to the inability to solve these problems, the community has 
less social control over its residents. 
The opposite of a highly disorganized neighborhood, is a neighborhood that has a 
high degree of social control. Sampson and Groves ( 1989) referenced this notion by calling 
social organization and social disorganization "different ends of the same continuum with 
respect to systematic networks of community social control" (Sampson and Groves, 1989, 
777). Robert Sampson (1997) has defined social control as "the capacity of a group to 
10 
regulate its members according to desired principles- to realize collective as opposed to 
forced goals" (Sampson, 1997, 918). 
The Logic Behind Social Disorganization 
It was not until the 1970s and 1980s when social disorganization was clearly defined 
as the "inability of a community structure to realize the common values of its residents and 
maintain effective community controls" (Moreno ff et al, 2001, 1 ). Bursik and Grasmick 
(1993) and Bursik (1988) point out that despite commonalities with other theories, social 
control theories best explain how factors such as rapid population turnover and heterogeneity 
can decrease a neighborhoods ability to control its residents (Bursik and Grasmick, 1993). 
Shaw and McKay never posited a direct connection between economic status and 
juvenile delinquency, rather socioeconomic status was assumed to affect resident mobility 
and heterogeneity (Bursik, 1988). Bursik and Grasmick (1993) cite three ways in which high 
resident mobility and heterogeneity are assumed to complete this bridge between social 
disorganization and crime. First, it is difficult for institutions to establish and maintain 
control over residents when those residents are apathetic towards the community and wish to 
leave at their earliest possible convenience. People in neighborhoods with highly mobile 
populations might have difficulty forming acquaintanceships (Deutschberger, 1946). 
Secondly, it is more difficult for people to form primary relationships that result in informal 
neighborhood control when local networks are in a constant state of flux. Finally, as a 
neighborhood's heterogeneity increases, communications between community members 
decrease, thus inhibiting the attainment of certain desired ends (Bursik and Grasmick, 1993). 
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In addition, Sampson (1997) noted that violence across the United States has been 
associated with lower socioeconomic status and instable residential neighborhoods. 
Sampson asserts that past research has made connections between socioeconomic status in 
promoting a sense of control over one's destiny (Sampson, 1997). Thus, this may help to 
explain how socioeconomic status works to influence social control within a community. In 
addition, the racial and economic context of a community does much to predict perceived 
disorder, even more so than observing disorder (Sampson and Raudenbush, 2004). 
Americans often believe that disadvantaged minority groups are associated with such social 
images as crime, violence, and disorder (Sampson and Raudenbush, 2004). Past research has 
argued that residents were less concerned about neighborhood disorder and more concerned 
about the urban underclass (Sampson and Raudenbush, 2004). 
Social disorganization is a phenomenon that exists only at the community level, not at 
the individual level (Taylor, 1996). Hirschi offers a social control theory applicable at the 
individual level. The social control theory posits that the individual is bonded to society 
through four key elements: attachment, commitment, involvement, and belief (Hirschi, 
1969). Both social control theory and social disorganization theory are types of control 
theories, however they exist at different levels of analysis (individual and community). If 
these bonds are weakened, the likelihood for an individual to deviate increases. 
Economic shocks have the potential to impact such influencers of social control as 
employment, economic stability, and so on. If indeed social control is important for 
deterring crime, then economic shocks will have an impact on perceptions of safety and 
evaluations of police efficacy. It may be logical to assume that these sudden economic 
changes to the local community may affect the bonds between the individual and the 
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community as well as the bonds between other residents within the community. This inhibits 
the formulation oflocal networks that may combat social problems such as crime. Networks 
may translate into social control, however, that social control may not necessarily translate 
into the common good. Sampson (2004) argued that there are weaknesses that may impede 
networks/ties controlling crime. First, strong ties do not translate into social control. 
Second, networks connect people doing good just as much as they connect criminals. Third, 
the expectation for social control and the formulation of strategic connections between 
neighbors can be present even in the absence of ties (Sampson, 2004). 
Stability 
Social control theories are the logical fit into social disorganization because they 
illustrate how bonds between community members fail to be formed and/or maintained, 
which inhibit residents from solving local problems, which lessens social control, which frees 
residents to deviate. Therefore, it is logical to assume that stability also may provide 
explanatory power as to why social control breaks down at the community level by further 
preventing residents to establish bonds which allow them to overcome community level 
problems. Sampson and Laub (1990) suggested that instability possesses a great influence on 
understanding crime. Community stability allows for the formulation and sustainability of 
social ties and subsequent development of cohesion and attachment (Sampson, 1992; Taylor, 
1996). In addition, Jablonsky's (1993) study indicated that stability may promote informal 
social control, even in ethnically diverse settings. Assuming that this is true, since economic 
shocks affect stability, they will have an impact on social control, which translates into less 
social control which translates into an impact on crime. 
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The Impact of Physical Disorder 
Just as economic shocks affect a community's stability, so too will they probably 
affect a community's amount of physical disorder. This disorder may be illustrated by empty 
businesses, closed schools, and ignored despair. This type of disorder is qualitatively 
different from instability. Physical disorder may serve as an indicator that residents are 
unwilling to intervene on behalf of their community (Sampson and Raudenbush, 1999; 
Skogan, 1990). Disorder will remain an important theoretical interest to neighborhoods 
because of its symbolic and aesthetic value (Sampson and Raudenbush, 1999). Disorder is 
observable to both community insiders and outsiders. As a result, physical disorder 
influences many outside the community who may choose to invest in the community 
(Sampson and Raudenbush, 1999). These actors include: real estate or insurance agents, 
doctor offices, entrepreneurs, and they shape the perceptions of people considering moving 
into the neighborhood. Therefore, increases in disorder may lower the socioeconomic status 
and visa versa, thus increase resident mobility, and increase heterogeneity by attracting 
immigrants due to the lowered property values. 
Additionally, disorder affects community insiders who are seeking to improve 
neighborhood conditions. The success or failure rate of overcoming disorder will, in all 
probability, affect future activism (Sampson and Raudenbush, 1999). Ergo, a high level of 
social disorder may discourage outsiders from investing in the community and discourage 
insiders from taking action to improve their situation. Even if the shock is positive, disorder 
may be created. For example, if a factory moves into a new facility, unless the old location is 
used for something, it may be a sign of physical disorder. 
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This is relevant because as shocks occur, physical disorder often is created. For 
instance, if a business closes there is a large vacant building which may serve as a symbol 
that the town is dying. Hence, residents may be less willing to intercede on the community's 
behalf and may be making preparations to leave the community as soon as possible, further 
inhibiting bonds between group members and social control to be established. By the same 
logic, these lessened bonds between the community and the residents may result in less social 
control and subsequently an increase in crime. Therefore, it is reasonable to predict an 
increase in crime stemming from this disorder created by economic shocks. In fact, Sampson 
and Raudenbush (1999) argued that social disorder has been connected to both fear of crime 
and actual crime rates by several researchers (i.e. Skogan, 1990; Taylor, 1996). However, as 
stated above, the racial and economic context of a community may also impact the 
perception of disorder (Sampson and Raudenbush, 2004). 
Social Capital 
There has been much research devoted to social capital in fields such as sociology, 
political science, and economics. Portes (1998) points out that this is due to its wide 
application to many different situations/problems. Communities with greater amounts of 
social capital are better able to collectively act to solve local problems (Putnam, 1993, 2000) 
and to spur economic growth (Fedderke et al, 1999; Temkin et al, 1998). Besides the 
economic benefits gained from having social capital present within a community, social 
capital is associated with increased community stability. In addition, recent research has 
found connections between social capital and: sources of employment, occupational 
attainment, and juvenile delinquency (Portes, 1998). From such research three main 
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functions of social capital are distinguishable: I) a source of social control, 2) a source of 
family support, and 3) a source of benefits through extrafamilial networks (Portes, 1998). 
Considering these applications (especially in regards to social control), social capital should 
have a significant influence on perceptions of safety and evaluations of police efficacy within 
small Iowa communities. 
Due to the association of social capital with economic growth and community level 
problem solving, there may be indirect connections between social capital and perceptions of 
safety and evaluations of police efficacy. Although social capital has been conceptualized in 
many different ways, this paper will employ Robert Putnum's definition which states that 
"Social capital refers to features of social organization such as networks, norms, and social 
trust that facilitate the coordination and cooperation for mutual benefit" (Putnam, 1993, 167). 
Hypothesis 
Based on this past research, I hypothesize that communities experiencing economic 
shocks will have greater social disorder (lower socioeconomic status, higher mobility, and/or 
higher racial heterogeneity). Due to the increase in social disorganization indicators, 
community members will be less able/willing to come together and solve commonly 
experienced problems. Therefore, I predict a relationship between experiencing economic 
shocks and decreases in perceptions of safety and evaluations of police efficacy. 
I also hypothesize that social capital will bring residents together and allow them to 
solve community level problems such as crime. Although indicators of social 
disorganization are predicted to have a negative significant relationship with perceptions of 
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safety and evaluations of police efficacy, I hypothesize that social capital will offer more 
explanatory power in regards to variance in perception of safety and evaluations of police 
efficacy than other variables in these models. For instance, if an industry would close, 
residents may be less willing to move if the majority of their friends live in the area, there are 
high levels of trust, and high levels of norms of reciprocity. In addition, these friendship 
networks may lead to other career opportunities within the area, thus maintaining displaced 
workers' socioeconomic status or lead to new friendships with ethnically diverse groups 
within the community. However, as social disorganization becomes more prevalent, it may 
start to disrupt community norms of reciprocity, networks, and trust. Therefore, it would be 
expected to see a negative relationship between social disorganization and social capital and 
a positive relationship between social capital and perception of safety and evaluations of 
police efficacy. 
Hypotheses: 
Hl: Economic shocks will be positively related to indicators of social disorganization (lower 
socioeconomic status, heterogeneity, and resident mobility). 
H2: Economic shocks will have a negative relationship with perceptions of safety and 
evaluations of police efficacy. 
H3: Indicators of social disorganization will be negatively related to social capital (norms of 
reciprocity, networks, and trust). 
H4: Social capital will be positively correlated with perceptions of safety and evaluations of 
police efficacy. 
H5: Social capital will be more strongly associated with perceptions of safety and 
evaluations of police efficacy than social disorganization factors. 
+ 
Social Disorganization 
Socio·economic Status 
Hetrogeneity 
Length of Residence 
Social Capital 
Norms of Reciprocity 
Networks 
Trust 
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Perceptions of Safety 
Evaluations of Police Efficacy 
+I- connotes the type ofrelationship 
(either positive or negative) 
Figure 1: The proposed relationship between economic shocks, social disorganization, social 
capital, perceptions of safety and evaluations of police efficacy. 
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CHAPTER THREE: METHODS 
This study is part of a longitudinal project to measure changes in quality of life, social 
capital, and other community level factors in small Iowa communities. Funding for the 
larger study was provided by the National Research Initiative of the United States 
Department of Agriculture. The first study occurred in 1994. One small community was 
selected randomly from each of Iowa's 99 counties with one additional community selected 
bringing the number of sample towns to 100. The operational definition of community is 
those households listed in the telephone exchange area of the incorporated municipality. 
This definition was used because it was recognized that community residency is not confined 
to city limits. This is especially true in small Iowa communities where a portion of 
community members reside in non-incorporated rural areas surrounding the town. 
For purposes of this study, a small community was defined as having a total 
population between 500 and 10,000 people as of 1994. Those communities with populations 
below 500 people were eliminated in order to comply with Wilkinson's (1991) definition. It 
was assumed that these communities with populations under 500 people would lack basic 
services and facilities beyond those directly provided by local government. Those 
communities with populations above 10,000 people were omitted because the focus of this 
study was on small communities. By selecting one community from each county in Iowa, 
the communities had a maximum geographic distribution throughout the state. This lessened 
the chance of biased results due to selecting communities that were concentrated in one 
geographic location within Iowa. 
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Survey 
This analysis employed survey data and key informant interviews from each of our 
participant communities. For the survey component, a total of 15,000 surveys were sent out 
to residents in the sample towns. A random number indicated a starting point in the 
telephone listings and then a systematic random sample was employed to select 165 
households (150 respondent households and 15 replacements). Each household was sent a 
survey via mail with instructions to complete and return the survey in an enclosed postage-
paid envelope. Data collection was conducted utilizing a modified Dillman total design 
method which included sending out the original survey, followed by reminder post cards two 
weeks later, followed by a duplicate survey after three weeks for those people who had not 
already returned survey. The survey featured a total response rate of 66.98 percent 
(10,047 /15,000). 
In order to control for biasing due to one sex dominating the responses 50 percent of 
the surveys sent to each household contained instructions for an adult female to complete the 
survey. The remaining 50 percent came with instructions to be completed by an adult male 
within the household. In the event that there was no one within the household of the desired 
gender, then the household head was asked to complete the survey. Although the data set 
was not intended to look specifically at crime, controlling for the sex of the respondent is 
important for this particular study because sex is an important predictor of feelings of safety. 
Women generally tend to express greater fears of crime compared to their male counterparts 
(Hunter et al, 2002). 
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Key Informant Interviews 
Economic shocks are defined as sudden events or happenings that have a significant 
economic impact on the community. This could include any industry/business change such 
as a closing, opening, contraction or expansion, natural disaster, or infrastructure 
improvements. In order to collect the economic shock data, five to eight knowledgeable 
people from each community were interviewed by telephone. These participants were 
recommended by their local county extension education director or city clerk. They were 
selected because of their expertise pertaining to the local economy. In total, 636 key 
informant interviews were conducted in each of the 100 participant communities. The 
interview component of this project received a final cooperation rate of 90.86 percent. This 
response rate reflects the number of key informant interviews conducted divided by the total 
number of interviews conducted and refused (636/700). 
Measures: 
This analysis was conducted at the community level. Therefore, individual responses 
to survey questions were reverse coded where needed and then factor scaled to create the 
measures (i.e. trust, norms of reciprocity, networks, and police efficacy). The mean factor 
score for each community constituted the community level factor score. Each model 
controlled for population (the year 2000) of the community and also for distance from a 
metropolitan area. Below are the individual questions that make up social disorganization, 
social capital, perceptions of safety, and evaluations of police efficacy. 
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Social Disorganization Measures 
Social disorganization was indicated by three variables (resident mobility, 
heterogeneity, and socioeconomic status). Heterogeneity was determined by asking 
individuals to identify the racial category that best describes them. From there, the 
proportion of people who selected white was determined for each community. Resident 
mobility was determined by having respondents answer the question "How long have you 
lived in the <Community> area"? Then the mean number of years was determined for each 
community. Finally socioeconomic status was determined by asking "What was your 
approximate gross (before taxes) household income from all sources in 2003" (coded in 
intervals of $10,000)? Please see Table 1 for the descriptive findings and factor scale 
statistics for each of the variables used in this analysis. I opted to employ the survey data to 
get these indicators of social disorganization. I considered using census data, however, the 
census data does not conceptualize community in the same manner as this project did. The 
census data reported information for people living within the city limits of a community. 
Social Capital Measures 
Social capital is indicated by using three sets of measures (norms of reciprocity, 
networks, and trust), each is a component of social capital. Norms of reciprocity were 
measured by a factor scale. The items were contained in a set of questions with the following 
preface: "Please indicate the extent to which you agree or disagree with the following 
statements by circling the appropriate answer with 1 =strongly agree through 5 =strongly 
disagree." 1) "I think that every person for themselves is a good description of how people 
act in <Community>." 2) "Clubs and organizations in <Community> are interested in what 
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is best for all residents." This question was reverse coded. 3) "When something needs to get 
done, the whole community usually gets behind it." This question was reverse coded. The 
Cronbach's alpha for this factor scale was .68. The factor scale explained 61.26 percent of 
the variance in this item. 
Networks were measured by a factor scale of the questions: 1) "About what 
proportion of the adults living in <Community> would you say you know by name?" 
(Response categories were 1 =None or very few of them through 5 =All of them). 2) 
"About what proportion of your close personal adult friends live in <Community>?" 
(Response categories were 1 = I really have no close personal FRIENDS through 6 = All of 
them live here)1 3) "About what proportion of your adult RELATIVES and IN-LAWS 
(other than very distantly related persons) live in <Community>?" (Response categories 
were 1 =I have no living relatives through 6 =All of them live here)2 The Cronbach's alpha 
for this scale was .57. This factor scale explained 54.03 percent of the variance in this item 
Lastly, trust was determined with a factor scale of the questions: 1) "For each pair of 
words, please circle the number that best describes <Community> 1 = Trusting through 7 = 
Not trusting." This question was reverse coded. The next set of questions indicated in this 
factor scale is on a scale from 1 =Just about always through 4 =Hardly ever, these questions 
were each reverse coded. For trust measures 2 through 5 the question reads: "To what extent 
would you say that you can trust the following groups of people in <Community>?" 2) Your 
neighbors, 3) Local teenagers, 4) New residents, 5) Local people you do not know 
1 Responses for having no personal friends and having no personal friends within the community were coded 
together. 
2 Responses for having no living relatives and having no living relatives within the community were coded 
together. 
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personally. The Cronbach's alpha for this factor scale is .68 and explained 51.27 percent of 
the variance in the items. 
Dependent Variable Measures: 
Perceptions of safety was determined with one item: "For each pair of words, please 
circle the number that best describes <Community> (1 =Dangerous through 7 =Safe)". 
Evaluations of police efficacy were determined by asking respondents: 1) "Please rate the 
government services available in <Community>": Police protection (on a scale from 1 = 
Very good through 4 =Poor, this measure was reverse coded). 2) "To what extent would 
you say that you can trust the following group of people in your community?": local police 
(1 = Just about always through 4= Hardy ever, this question was reverse coded). Lastly, 
please indicate the extent to which you agree or disagree with the following statements by 
circling the appropriate answer (1 =Strongly agree through 5 =Strongly disagree). 3) 
"Most people in <Community> would not report a suspected neighbor of selling drugs." 4) 
"In <Community>, you are expected to report any shoplifting instance you witness regardless 
of who is involved." This question was reverse coded. The police efficacy variables were 
factored together and had a Cronbach's alpha of .56 and explained 44.5 percent of the 
vanance. 
Economic Shocks 
When collecting the economic shock data, key informants were asked to provide the 
following information: 
24 
~ Identify all sudden, local, events or happenings, which occurred between 1990 and 
2004 that had a significant impact on the local economy. 
~ Rate the significance of the economic shock in a Likert scale of 1 - 5 (with 1 being 
not very significant and 5 being extremely significant). 
~ Rate the economic shock as either positive or negative in regards to the local 
economy. 
Events that were nominated by at least two key informants and received an average 
significance rating of at least 2.0 (on a scale of one-five) were retained for further study. 
Average significance was determined by dividing the combination of all of the significance 
ratings of an event by the total number of key informants interviewed per community. Long 
term trends such as declines in small town populations or declines in the farm economy were 
eliminated. Then average significances of each positive and negative economic shock per 
community were summed together. This created a summed significance for positive and 
negative economic shocks for each community. These total positive and negative 
significance ratings were used to determine the total magnitude of positive and negative 
shocks for each community. 
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CHAPTER FOUR: RESULTS 
Descriptive Findings 
The demographic data from the respondents and the results for the individual 
questions are found in Table 1. The distribution of the respondents' sex is approximately 55 
percent female, their average age is 56.7 years old, and on average they live 57.63 miles 
away from a metropolitan area. Additionally, respondents were hesitant about reporting their 
income. This is indicated by the lower N (N = 8,979). This question would probably be 
avoided by people at each level of the socioeconomic spectrum in each community and in the 
end, each community will produce a mean income score. Therefore, this lower N may not 
bias the results of this question. In addition, the rating for police service also received a lower 
response rate (N = 8,976). The lower N is probably a result of people reporting that they do 
not receive that particular service. 
The respondents are a rather homogenous group of people as indicated by the mean 
percentage of white people within these communities (97.94 percent white). In addition, the 
mean length of residence for these respondents is 3 3 .17 years. The average household 
income was measured in increments of $10,000. The average score on this household 
income scale is 4.42, meaning that on average the respondents' household income was 
between $30,000 and $50,000. 
The variables that indicate norms of reciprocity are between 3.34 and 3.54 (on a scale 
from 1 through 5). This means that small Iowa communities overall have relatively high 
norms of reciprocity. When examining the trust variables, respondents are much more 
willing to trust neighbors than teens, new residents, and local people they do not know 
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personally. When looking at the network indicators, the respondents are more likely to live 
in the same community with friends than with relatives. 
The mean level of safety was 5.34 on a scale of 1 through 7 (with 1 being dangerous 
and 7 being safe). This means that residents in small Iowa communities feel relatively safe 
within their community. In addition, the largest indicator of police efficacy was trust. It 
appears residents of small Iowa communities trust their local police force overall. Lastly, the 
mean economic summation of positive economic significances for each community is higher 
than the mean summation for negative economic shocks. This means that when factoring in 
the number of economic shocks and the average significance of each economic shock, 
communities overall perceived a greater summed total of positive average economic shock 
significances than negative. (Please see Table 1 on the next page) 
Table 1: Descriptive Statistics 
Individual Level Questions N Minimum 
Demographics 
!What is your age 9934 17 
!What is your sex? (I male, 2 female) 9959 1 
~000 population 100 500 
Miles to a metropolitan area 100 8 
Social disorganization 
!How long have you lived in 9819 1 
I< Community>? 
~ercent of white respondents from each 100 92.9% 
community. 
What was your approximate gross 8979 1 
household income from all sources in 
2003? 1= $9,999 or less, 2=$10,000-
$20,000, 3=$20,000-$30,000, 4 = 
$30,000-$40,000, 5=$40,000-$50,000, 
6=$50,000-$60,499, 7=$64,999-
$74,999, 8=$75,000 or more. 
Maximum Mean 
107 56.7 
2 1.55 
10345 1845.58 
131 57.63 
107 33.17 
100% 97.94% 
8 4.42 
Std. Deviation 
17.24 
0.5 
1990.39 
28.70 
22.49 
1.43 
2.11 
Factor Component Scores 
NIA 
NIA 
NIA 
NIA 
NIA 
NIA 
NIA 
NIA N 
-....I 
Individual Level Questions N Minimum 
Norms 
When something needs to get done 9925 1 
in <Community>, the whole 
community gets behind it. 
(reverse coded) 
I think that "every person for 9851 1 
themselves" is a good description of 
how people in <Community> act. 
(reverse coded) 
Clubs and organizations in 9888 1 
<Community> are interested in what 
is best for all residents. 
Trust 
Is <Community> trusting /not 9691 1 
trusting? (reverse coded) 
Do you trust your neighbors in 9948 1 
<Community>? (reverse coded) 
Do you trust teens in <Community>? 9859 1 
(reverse coded) 
Do you trust new residents in 9677 1 
<Community>? (reverse coded) 
Do you trust local people you do not 9807 1 
know personally in <Community>? 
(reverse coded) 
Maximum Mean Std. Deviation 
5 3.34 1.00 
5 3.40 1.01 
5 3.54 0.91 
7 4.96 1.47 
4 3.55 0.68 
4 2.75 0.71 
4 2.68 0.69 
4 2.62 0.74 
Factor Component Scores 
Cronbach's Alpha= .68 
Variance Explained= 61.26% 
0.83 
0.74 
0.78 
Cronbach's Alpha= .68 
Variance Explained= 51.272% 
0.54 
0.66 
0.79 
0.78 
0.78 
N 
00 
Individual Level Questions N Minimum 
Networks 
What proportion of adults around you 9968 1 
<Community> would you say you 
know by name? 
9735 1 
What proportion of your close adult 
FRIENDS live in <Community>? 
9969 1 
What proportion of your adult 
RELATIVES and INLA WS live in 
<Community>? 
Perceptions of Safety 
Is <Community> safe/not safe? 9543 1 
Evaluations of police efficacy 
Please rate the police protection in 8976 1 
<Community>. (reverse coded) 
Most people would not report neighbor 9867 1 
of selling drugs in <Community>. 
In <Community> you are expected to 9840 1 
report all instances of shoplifting 
regardless of who is involved. (reverse 
coded) 
To what extent do you trust the police 9672 1 
in <Community>? (reverse coded) 
Maximum Mean Std. Deviation 
4 2.63 0.94 
5 2.65 1.08 
5 1.99 0.95 
7 5.34 1.73 
4 2.57 0.89 
5 3.53 1.00 
5 3.52 0.84 
4 3.31 0.81 
Factor Component Scores 
Cronbach's Alpha= .57 
Variance Explained= 54.03% 
0.77 
0.78 
0.65 
NIA 
NIA 
Cronbach's Alpha= .57 
Variance Explained = 44.5% 
0.75 
0.52 
0.58 
0.78 
N 
ID 
Individual Level Questions N Minimum 
Economic Shocks N Minimum 
Total number of shocks 100 0 
The number of negative economic 
shocks per community 100 0 
The number of positive shocks in 
community 100 0 
The summation of positive economic 
significances in the community 100 0 
The summation of negative economic 
shocks in the community 100 0 
Maximum Mean 
Maximum Mean 
5 1.72 
3 0.49 
5 1.21 
16.90 3.26 
7.90 1.38 
Std. Deviation 
Std. Deviation 
1.39 
0.75 
1.37 
3.74 
2.07 
Factor Component Scores 
NIA 
NIA 
NIA 
NIA 
NIA w 0 
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Correlation Matrix 
Correlations indicate the amount of covariance that exists between two variables. 
This is the first indication of the direction of the relationship and the significance of the 
relationship between two variables before the control variables are added. The correlation 
matrix is displayed in Table 2. Significant relationships exist between the summation of 
average significances for positive economic shocks, trust, perceptions of safety, and 
evaluations of police efficacy. The summation of average significances for negative 
economic shocks are related to mean length of residence and mean household income. 
Norms have a significant correlation with trust. In addition, norms are correlated with 
networks, percentage white, perceptions of safety and evaluations of police efficacy. Trust is 
correlated with networks, perceptions of safety, and evaluations of police efficacy. Networks 
are very strongly correlated with the mean length of residence within a community. In 
addition, networks are also correlated with the percent white and mean household income. 
For the social disorganization variables, mean length of residence is correlated with 
household income and perceptions of safety. The percent white within a community is not 
correlated with anything (except those already mentioned). Mean household income is 
related to perceptions of safety. Finally, perceptions of safety are correlated with police 
efficacy. This correlation matrix partially supports the hypothesis. (Please see the complete 
correlation matrix on the next page, Table 2) 
Table 2: Correlation Matrix 
N = 100) 1 2 3 
1 The summation of 
!Positive significance 1.000 
2 The summation of 
negative significance -.239 * 1.000 
3 Norms of reciprocity .076 -.096 1.000 
14 Trust .293 ** -.083 .668 ** 
5 Networks .154 .154 .209 * 
6 Length of residence .025 .223 * .034 
7 Percent white .156 -.010 .243 * 
8 Household income .084 -.209 * -.077 
9 Perceptions of safety .255 * -.045 .465 ** 
10 Evaluations of 
police efficacy .369 ** -.132 .308 ** 
4 5 6 
1.000 
.202 * 1.000 
-.022 .852 ** 1.000 
.168 .328 ** .187 
.152 -.516 ** -.529 
.651 ** -.129 -.314 
.619 ** .164 .038 
7 8 
1.000 
** -.114 1.000 
** -.054 .342 
.100 .184 
9 
** 1.000 
.372 
10 
** 1.000 
w 
N 
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Shocks and Perceptions of Safety 
It was predicted that economic shocks within small Iowa communities are related to 
perceptions of safety within those communities. After running a multiple regression analysis, 
I found that significant relationships exist between economic shocks and perceptions of 
safety. In each of the following regression analyses examining economic shocks, each model 
explains something about the dependant variable. Model 1 examines the relationship 
between the summed average significances of positive shocks and the dependant variable. 
Model 2 examines the relationship between the summed average significances of negative 
shocks and the dependant variable. Lastly, Model 3 controls for the summed average 
significance of both positive and negative economic shocks and contains control variables for 
population (as of the year 2000) and miles to a metropolitan area. 
As indicated in Table 3, positive shocks have a positive significant relationship with 
perceptions of safety. Within this model, positive shocks offer the greatest explanatory 
powers as to why people feel safe. Positive economic shocks have a standardized coefficient 
of .34 and at-value of 3.31, indicating a rather strong relationship. However, a negative 
relationship also exists between population and perceptions of safety (standardized 
coefficient and t-value respectively for this relationship: -.27, -2. 71 ). The adjusted R2 for 
Model 3 is .104. This means 10.4 percent of the variance in perceptions of safety can be 
explained through this model. (Please see Table 3 on the next page) 
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Table 3: Economic Shocks and Perceptions of Safety 
Dependant Variable: Perceptions of Safety 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) 
Population 
Miles to metro 
Sum of+ economic significances 
Sum of - economic significances 
Adjusted R2 
F-score 
**=significant at the .01 level 
* = significant at the .05 level 
Ml 
-.27(-2. 73)** 
-.12(-1.25) 
.34(3.40)** 
.114 
5.24** 
Shocks and Evaluations of Police Efficacy 
N= 100 
M2 M3 
-.18(-1.81) -.27(-2.71)** 
-.10(-.96) -.12(1.24) 
.34(3.31)** 
-.07(-.66) .00(.05) 
.011 .104 
1.38 3.89** 
It was predicted that economic shocks are negatively related to evaluations of police 
efficacy. Again, significant relationships are found in these models. In Model 3, population 
offers the greatest explanatory power over evaluations of police efficacy (standardized 
coefficient and t-value respectively for this relationship: .33, 3.53). Interestingly, the 
relationship is positive, meaning that as the population gets larger, evaluations of police 
efficacy increases. This is interesting because although small communities rated their police 
services lower, residents of small communities feel safer. Although they explain less 
variance for evaluations of police efficacy in this model, positive economic shocks are 
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positively related to evaluations of police efficacy (standardized coefficient and t-value 
respectively for this relationship: .26, 2.77). The adjusted R2 for model 3 is .219. This 
means 21.9 percent of the variance in evaluations of police efficacy can be explained through 
this model. (Please see Table 4) 
Table 4: Economic Shocks and Evaluations of Police Efficacy 
Dependant Variable: Evaluations of Police Efficacy 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population .33(3.57)** 
Miles to metro .15(1.70) 
Sum of+ economic significances .27(2.93)** 
Sum of - economic significances 
Adjusted R2 
F-score 
**=significant at the .01 level 
* = significant at the .05 level 
Shocks and Heterogeneity 
.227 
10.67** 
N= 100 
M2 M3 
.40(4.28)** .33(3.53)** 
.17(1.83) .15(1.69) 
.26(2.77)** 
-.09(-.94) -.03(-.34) 
.165 .219 
7.52** 7.96** 
It was predicted that economic shocks are positively related to the amount of social 
disorganization within a community. Interestingly, there are no significant relationships 
between economic shocks and the percent of white people in a community. (Please see Table 
5). 
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Table 5: Economic Shocks and Percent White 
Dependant Variable: Percent White 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population -.04(-.37) 
Miles to metro .25(.25) 
Sum of+ economic significances .17(1.58) 
Sum of - economic significances 
Adjusted R2 
F-score 
**=significant at the .01 level 
* = significant at the .05 level 
-.004 
.877 
Shocks and Mean Length of Residence: 
N= 100 
M2 M3 
.01(.07) -.04(-.36) 
.04(.36) .03(.25) 
.17(1.59) 
-.01(-.09) .03(.26) 
-.030 -.014 
.047 .668 
When examining the relationship between economic shocks and the mean length of 
residence, miles to a metropolitan area offers the greatest explanatory power in regards to 
mean length ofresidence within a community (standardized coefficient and t-value 
respectively for Model 3: .44, 4.99). In Model 3, negative economic shocks have a positive 
relationship with mean length ofresidence (standardized coefficient and t-value respectively 
for Model 3: .25, 2.69). This relationship is positive, meaning that economic shocks appear 
more prone to happen in communities with longer mean length of residences. However, this 
might be explained by the positive relationship between miles from a metropolitan area and 
length of residence. I believe this suggests that remote areas are more prone to negative 
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economic shocks. This could be a result of the lack of additional resources to cushion the 
blow when economic shocks occur. The adjusted R 2 for Model 3 is .227. This means 22. 7 
percent of the variance in mean length of residence can be explained through this model. 
(Please see Table 6 below). 
Table 6: Economic Shocks and Mean Length of Residence 
Dependant Variable: Mean Length of Residence 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population -.06(-.58) 
Miles to metro .44( 4. 80)* * 
Sum of+ economic significances .02(.20) 
Sum of - economic significances 
Adjusted R2 .117 
F-score 8.08** 
** =significant at the .01 level 
* = significant at the .05 level 
Shocks and Household Income 
N= 100 
M2 M3 
-.03(-.28) -.04(-.48) 
.45(5.07)** .44(4.99)** 
.07(.79) 
.23(2.59)* .25(2.69)** 
.230 .227 
10.86** 8.27** 
When the relationship between economic shocks and household income is examined, 
there are several significant relationships. Miles to a metropolitan area offers the largest 
explanation (Model 3) of mean household income (standardized coefficient and t-value 
respectively for model 3: -.53, -6.51). In addition, population has a positive relationship 
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with mean household income (standardized coefficient and t-value respectively for 
population in model 3: .19, 2.30). Also, the summation of negative economic shock 
significances are related to mean household income in Model 3 (standardized coefficient and 
t-value respectively for negative economic shocks: -.20, -2.37). The R2 for Model 3 is .352. 
This means 35.2 percent of the variance in household income can be explained through this 
model. (Please see below for the complete models, Table 7.) 
Table 7: Economic Shocks and Mean Household Income 
Dependant Variable: Mean Household Income 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population .20(2.35)* 
Miles to metro -.53(-6.33)** 
Sum of+ economic significances .05(.62) 
Sum of - economic significances 
Adjusted R2 
F-score 
**=significant at the .01 level 
* = significant at the .05 level 
Shocks and Social Capital 
.322 
16.64** 
N= 100 
M2 M3 
.20(2.42)* .19(2.30)* 
-.53(-6.55)** -.53(-6.51)** 
.01(.10) 
-.20(-2.46)* -.20(-2.37)* 
.359 .352 
19.495** 14.473** 
It was predicted that economic shocks would impact social disorganization. It was 
also predicted that social capital would offer more explanatory power than social 
disorganization in regards to perceptions of safety and evaluations of police efficacy. 
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However, it is prudent to see how economic shocks impact social capital. When examining 
the relationship between economic shocks and norms of reciprocity, the population control 
variable yielded the only relationship (standardized coefficient and t-value respectively for 
Model 3 is -.29, 2.80). The adjusted R2 for model 3 is .060. This means 6 percent of the 
variance in norms of reciprocity can be explained through this model. (Please see Table 8) 
Table 8: Economic Shocks and Norms of Reciprocity 
Dependant Variable: Norms of Reciprocity 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population -.28(-2. 77)* 
Miles to metro .08(.84) 
Sum of+ economic significances .15(1.48) 
Sum of - economic significances 
Adjusted R2 
F-score 
**=significant at the .01 level 
* = significant at the .05 level 
Shocks and Networks 
.062 
3.17* 
N= 100 
M2 M3 
-.25(-2.56)* -.29(-2.80)* 
.09(.91) .08(.82) 
.13(1.24) 
-.12(-1.23) -.09(-.94) 
.055 .060 
2.93* 2.59* 
When examining networks, miles to a metropolitan area offers the greatest 
explanatory power in Model 3 (standardized coefficient and t-value respectively for Model 3: 
.46, 5.23). In addition, the summations of negative economic shock significances are also 
related to networks (standardized coefficient and t-value respectively for Model 3: .21, 
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2.30). The adjusted R2 for model 3 is .243. This means 24.3 percent of the variance in 
networks can be explained through this model. (Please see Table 9 on the next page). 
Table 9: Economic Shocks and Networks 
Dependant Variable: Networks 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population -.00(-.02) 
Miles to metro .46(5.09)** 
Sum of+ economic significances .13(1.41) 
Sum of - economic significances 
Adjusted R2 
F-score 
**=significant at the .01 level 
* = significant at the .05 level 
Shocks and Trust 
.209 
9.72** 
N= 100 
M2 M3 
.05(.60) .01(.08) 
.47(5.31)** .46(5.23)** 
.18(1.91) 
.17(1.90) .21(2.30)* 
.222 .243 
10.41 ** 8.93** 
Economic shocks are positively related to trust. More specifically, the total 
summation of positive economic shock significances are related to trust (standardized 
coefficient and t-value respectively for Model 3: .31, 2.97). The adjusted R2 for model 3 is 
.068. This means 6.8 percent of the variance in evaluations of police efficacy can be 
explained through this model. (Please see Table 10) 
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Table 10: Economic Shocks and Trust 
Dependant Variable: Trust Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population -.09(-.88) 
Miles to metro .11(1.09) 
Sum of+ economic significances .31(3.01)** 
Sum of - economic significances 
Adjusted R2 .078 
F-score 3.79* 
**=significant at the .01 level 
* = significant at the .05 level 
Social Disorganization and Safety 
N= 100 
M2 M3 
-.01(-.09) -.09(-.88) 
.13(1.24) .11(1.08) 
.31(2.97)** 
-.08(-.80) -.02(-.16) 
-.008 .068 
.752 2.82* 
Based on social disorganization theory, I hypothesized a negative relationship 
between resident mobility, heterogeneity, low socioeconomic status and the dependant 
variables (perceptions of safety and evaluations of police efficacy). Testing social 
disorganization will examine how true the theory holds in this context. When examining the 
relationship between indicators of social disorganization and perceptions of safety, several 
significant relationships were found. In Model 4, household income offers the greatest 
explanatory power over perceptions of safety (standardized coefficient and t-value 
respectively for Model 4: .42, 3.52). In addition a relationship exists between population and 
perceptions of safety (standardized coefficient and t-value respectively for Model 4: -.28, -
2.97). A relationship also exists between miles to a metropolitan area and perceptions of 
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safety (standardized coefficient and t-value respectively for Model 4: .22, 2.01). The 
adjusted R2 for Model 4 is .200. This means 20 percent of the variance in perceptions of 
safety can be explained through this model. (Please see Table 11 ). 
Table 11: Social Disorganization and Perceptions of Safety 
Dependant Variable: Perceptions of Safety Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Control (population) -.18(-1.74) 
Control (miles to metro) -.09(-.92) 
Percent White -.05(-.50) 
Household income 
Length of residence 
Adjusted R2 .009 
F-score 1.31 
**=significant at the .01 level 
* = significant at the .05 level 
M2 M3 
-.29(-3.04)** -.19(-2.03)* 
.17(1.59) .06(.61) 
.51(4.56)** 
-.36(-3.39)** 
.184 .113 
8.44** 5.20** 
Social Disorganization and Evaluations of Police Efficacy 
N=lOO 
M4 
-.28(-2.97)** 
.22(2.01)* 
.03(.304) 
.42(3.52)** 
-.22(-1.98) 
.200 
5.95** 
Relationships also exist between indicators of social disorganization and evaluations 
of police efficacy. Both of the control variables (population and miles to a metropolitan area) 
have significant relationships with evaluations of police efficacy. The standardized 
coefficient and t-value respectively in Model 4 for population is .34, 3.67. The standardized 
coefficient and t-value respectively in Model 4 for miles to a metropolitan area is .29, 2.67. 
Additionally, mean household income also has a significant relationship with evaluations of 
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police efficacy (standardized coefficient and t-value respectively in Model 4: .31, 2.58). 
Population offers the greatest explanatory power in Model 4. The adjusted R2 of Model 4 is 
.205. This means 20.5 percent of the variance in evaluations of police efficacy can be 
explained through this model. (please see Table 12) 
Table 12: Social Disorganization and Evaluations of Police Efficacy 
Dependant variable: Evaluations of police efficacy 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population .41(4.40)** 
Miles to metro .17(1.82) 
Percent White .09(1.00) 
Household income 
Length of Residence 
Adjusted R2 .166 
F-score 7.57** 
** =significant at the .01 level 
* = significant at the .05 level 
Social Disorganization and Trust 
N=lOO 
M2 M3 M4 
.35(3.75) ** .41(4.38)** .34(3.67)** 
.31 (2.87) ** .17(1.68) .29(2.67)** 
.11(1.18) 
.26(2.35)* .31(2.58)* 
-.01(-.05) .08(.72) 
.203 .157 .205 
9.41 ** 7.16** 6.11 ** 
As seen above, social disorganization does have an impact on perceptions of safety 
and evaluations of police efficacy. Perhaps social disorganization has an impact on social 
capital (assuming that social capital has an impact on perceptions of safety and evaluations of 
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police efficacy). Several relationships were found between social disorganization and social 
capital. Miles to a metropolitan area, percent white, and household income all have 
significant relationships with trust. The standardized coefficient and t-value respectively in 
Model 4 for miles to a metropolitan area is .32 and 2.68. The standardized coefficient and t-
value respectively in Model 4 for percent white is .20 and 2.05. Additionally, the 
standardized coefficient and t-value respectively in Model 4 for household income is .36 and 
2.79). In Model 4, household income explains the greatest amount in variation of trust. The 
adjusted R2 for this relationship is .084. This means 8.4 percent of the variance in trust can 
be explained through this model. (Please see Table 13) 
Table 13: Social Disorganization and Trust 
Dependant variable: Trust Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) 
Population 
Miles to metro 
Percent white 
Household income 
Length of residence 
Adjusted R2 
F-score 
**=significant at the .01 level 
*=significant at the .05 level 
Ml 
-.00(-.02) 
.12(1.22) 
.16(1.64) 
.013 
1.45 
M2 
-.07(-.731) 
.30(2.62)* 
.34(2.81 )** 
.063 
3.21 * 
N=lOO 
M3 M4 
-.01(-.05) -.08(-.81) 
.17(1.53) .32(2.68)** 
.20(2.05)* 
.36(2.79)** 
-.10(.88) -.18(-.15) 
.006 .084 
.80 2.82* 
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Social Disorganization and Norms of Reciprocity 
Relationships are also observable between social disorganization and norms of 
reciprocity. There is a relationship between population and norms of reciprocity 
(standardized coefficient and t-value respectively in Model 4: -.26, 2.59). However, the 
percentage white offered the largest explanatory power over norms of reciprocity within 
Model 4. The adjusted R2 for Model 4 is .090. This means 9 percent of the variance in 
norms ofreciprocity can be explained through this model. (For complete models please see 
Table 14) 
Table 14: Social Disorganization and Norms of Reciprocity 
Dependant Variable: Norms of Reciprocity Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population -.24(-2.52)* 
Miles to metro .08(.88) 
Percent white .24(2.53)* 
Household income 
Length of residence 
Adjusted R2 .100 
F-score 4.68** 
**=significant at the .01 level 
* = significant at the .05 level 
M2 
-.25(-2.46)* 
.12(1.03) 
.05(.447) 
.042 
2.45 
N=lOO 
M3 M4 
-.24(-2.44)* -.26(-2.59)* 
.11(.91) .15(1.24) 
.26(2.65)** 
.06(.50) 
-.03(-.31) -.07(-.58) 
.041 .090 
2.42 2.96* 
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Social Disorganization and Networks 
The relationship between social disorganization and networks is the strongest 
relationship between social disorganization and social capital. The percent white within a 
community is related to networks (standardized coefficient and t-value respectively in 
Model 4: .18, 3.52). However, mean length ofresidence offered the greatest explanatory 
power over networks (in Model 4) (standardized coefficient and t-value respectively in 
Model 4: .75, 12.42). The adjusted R2 for model 4 is .762. This means 76.2 percent of the 
variance in networks can be explained through this model. (Please see Table 15) 
Table 15: Social Disorganization and Networks 
Dependant variable: Networks Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population .03(.39) 
Miles to metro .46(5.37)** 
Percent White .31(3.67)** 
Household Income 
Length of residence 
Adjusted R2 .292 
F-score 14.61 ** 
** = significant at the .01 level 
* = significant at the .05 level 
(Please see Figure 2) 
M2 
.13(1.45) 
.25(2.53)* 
-.41 (-4.01 )** 
.308 
15.71 ** 
N=lOO 
M3 M4 
.08(1.45) .09(1. 71) 
.11(1.88) .09(1.54) 
.18(3.52)** 
-.07(-1.12) 
.81(13.92)** .75(12.42)** 
.733 .762 
91.38** 64.51 ** 
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Social Capital 
Trust 
Social disorganization 
Percent White 
Household Income 
Coeflicicient (t-value) 
Figure 2 - Social disorganization and social capital (statistically significant relationships) 
Social Capital and Perceptions Safety 
Now that the relationship between social disorganization and social capital is clearer, 
it is necessary to examine how social capital is related to perceptions of personal safety and 
evaluations of police efficacy. There are several relationships within Model 4. Population is 
significantly related to perceptions of safety (standardized coefficient and t-value 
respectively in Model 4: -.16, -2.14). Networks are also related to perceptions of safety, 
however, the relationship is surprisingly negative (standardized coefficient and t-value 
respectively in Model 4: -.24, -2.92). Trust offers the most explanative power in regards to 
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perceptions of safety within Model 4 (standardized coefficient and t-value respectively in 
Model 4: .70, 7.07). The adjusted R2 for model 4 is .500. This means 50 percent of the 
variance in perceptions of safety can be explained through this model. (Please see Table 
16) 
Table 16: Social Capital and Perceptions of Safety 
Dependant variable: Perceptions of Safety 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population -.18(-2.37)* 
Miles to a metro -.18(-2.44)* 
Trust .67(9.08)** 
Networks 
Norms of Reciprocity 
Adjusted R2 .466 
F-score 29.74** 
**=significant at the .01 level 
* = significant at the .05 level 
M2 
-.17(-1.71) 
-.04(-.39) 
-.11(-.97) 
.016 
1.55 
Social Capital and Evaluations of Police Efficacy: 
Ordinary Least Squares Regression 
N=lOO 
M3 M4 
-.06(-.70) -.16(-2.14)* 
-.14(-1.53) -.07(-.91) 
.70(7.07)** 
-.24(-2.92)** 
.46(5.02)** .01(.18) 
.214 .500 
9.96** 20.77** 
Relationships are also found between social capital and evaluations of police efficacy. 
Population has a significant relationship with police efficacy in this model (standardized 
coefficient and t-value respectively in Model 4: .40, 5.46). However, trust offers the most 
explanatory power in regards to evaluations of police efficacy (standardized coefficient and 
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t-value respectively in Model 4: .63, 6.57). The adjusted R2 for Model 4 is .528. This means 
52.8 percent of the variance in evaluations of police efficacy can be explained through this 
model. (Please see Table 17) 
Table 17: Social Capital and Evaluations of Police Efficacy 
Dependant variable: Evaluations of Police Efficacy 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) 
Model (M) Ml 
Population .41(5.92)** 
Miles to a metro .09(1.34) 
Trust .61(8.88)** 
Networks 
Norms of Reciprocity 
Adjusted R2 .537 
F-score 39.31 ** 
**=significant at the .01 level 
* = significant at the .05 level 
(Please see Figure 3) 
M2 
.40( 4.3 7)* * 
.12(1.15) 
.11(1.05) 
.167 
7.62** 
N=lOO 
M3 M4 
.51(5.93)** .40(5.46)** 
.13(1.59) .09(1.18) 
.63(6.57)** 
.00(-.00) 
.42(4.88)** -.023(-.23) 
.325 .528 
16.88** 23.12** 
50 
Percent White 
.21(2.30) 
Coefficicient (t-value) 
Networks 
Figure 3 - Statistically significant relationships between economic shocks, social capital, 
social disorganization, and perceptions of safety and evaluations of police efficacy (for final 
models) 
Economic Shocks, Trust, Household Income, and Perceptions of Safety 
Before moving on to the discussion section, one thing must be resolved. Both trust 
and household income have the most significant relationships with perceptions of safety and 
evaluations of police efficacy. In addition, economic shocks have an impact on both trust, 
mean household income, perceptions of safety, and evaluations of police efficacy. Therefore, 
this study would be remiss if it did not control for all of these significant variables in order to 
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see which offers more explanatory power in regards to perceptions of safety and evaluations 
of police efficacy. The results for this test are shown below (Table 18 and Table 19). 
In this model population, the summation of positive economic shock significances, 
household income, and trust are all significantly related to perceptions of safety, however, 
trust is offers the strongest explanation for variance in perceptions of safety (standardized 
coefficient and t-value respectively in this model: .56, 7.37). The adjusted R2 for this model 
is .534. This means 53.4 percent of the variance in perceptions of safety can be explained 
through this model. (Please see Table 18) 
Table 18: Shocks, Trust, Household Income, and Perceptions of Safety 
Dependant variable: Perceptions of safety 
Standardized Coefficients (t-values) 
Model (M) Ml 
Ordinary Least Squares Regression 
N=lOO 
Population -.29(-3.12)** 
Miles to a metro -.00(-.01) 
Sum of+ economic significances .16(2.12)* 
Sum of - economic significances .08(1.09) 
Household Income 
Trust 
Adjusted R2 
F-score 
**=significant at the .01 level 
* = significant at the .05 level 
.33(3.7)** 
.56(7.37)** 
.534 
19.92** 
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When examining the overall relationship between the summation of economic 
shocks, trust, mean household income, and evaluations of police efficacy, trust offers the 
most explanatory power over evaluations of police efficacy within this model (standardized 
coefficient and t-value respectively in this model for trust: .57, 7.58). In fact, only trust and 
population are significant in this model. The adjusted R2 for this relationship is .532. This 
means 53.2 percent of the variance in evaluations of police efficacy can be explained through 
this model. (Please see next page, Table 19) 
Table 19: Shocks, Trust, Household Income, and Evaluations of Police Efficacy 
Dependant variable: Evaluations of Police Efficacy 
Ordinary Least Squares Regression 
Standardized Coefficients (t-values) N=lOO 
Model (M) Ml 
Population .37(4.92)** 
Miles to a metro .12(1.41) 
Sum of+ economic significances .09(1.12) 
Sum of- economic significances -.01(-.15) 
Household Income 
Trust 
Adjusted R2 
F-score 
**=significant at the .01 level 
* = significant at the .05 level 
.06(.63) 
.57(7.58)** 
.532 
19.72** 
Population 
Trust 
Population 
~ 
~ 
Trust 
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-.29(-3.12) 
coefliciant (t-value) 
Figure 4- Significant relationships for the combined model {co-efficient (t-value)} 
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CHAPTER 5: DISCUSSION 
Ql: Are economic shocks within small Iowa communities negatively related to 
perceptions of safety and evaluations of police efficacy? 
The answer to research question one is no. The relationship is positive for the 
summation of positive economic significances and perceptions of safety. Likewise, although 
not offering the most explanation of police efficacy within the combined model (Table 4), the 
summation of positive economic significances has a positive relationship with evaluations of 
police efficacy. When all of the significant variables are put together, population is the 
strongest predictor of perceptions of safety. This means that economic shocks (at least 
positive economic shocks) do impact perceptions of safety and evaluations of police efficacy. 
Interestingly, people living in larger communities tend to rate their police service higher than 
those living in smaller communities. Even so, people in small communities feel safer than 
those living in large communities. This may be due to a Mayberry effect (as in the Andy 
Griffith television show), where residents feel safe despite having a less effective police 
force. 
Q2: Are economic shocks positively related to indicators of social disorganization? 
For research question two, this analysis concludes both yes and no. It was 
hypothesized that economic shocks would have a positive relationship with social 
disorganization. It seems obvious that if a local plant closed down the socioeconomic status 
of a community would decline and resident mobility would increase as people look for jobs 
elsewhere. Likewise, if a factory suddenly began in a community there would be an increase 
of "outsiders" in the community to fill newly created jobs. This means there will likely be 
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people moving into the community and people from nearby towns commuting to the 
community, thus increasing strangers in town and probably increasing the heterogeneity 
within the town. 
Given this assumption, I was somewhat surprised that no significant relationship 
existed between economic shocks and the percent white in a community. Perhaps this lack of 
an association is because overall, Iowa is homogeneous. Therefore, although there are 
variances from community to community in regards to racial composition, each of these 
towns is rather homogeneous. 
The positive relationship between negative economic shocks and length of residence 
was also surprising since I assumed economic shocks would be related shorter lengths of 
residences. However, this may make sense in the Iowa context. Perhaps this is an indication 
that remote communities are more greatly affected by negative shocks. This could be 
indicated by the strong relationship between mean length of residence and miles to a 
metropolitan area. Although not hypothesized, this seems logical. It seems that remote 
communities have to put more eggs in fewer baskets. When an employer leaves, it is harder 
to fill that void. 
In addition, a relationship exists between economic shocks and household income. In 
the combined model, there is a positive relationship between population and household 
income and a negative relationship between the summation of negative economic shock 
significances and household income. However, when all of the variables are controlled for in 
Model 3, miles to a metropolitan area offers the strongest explanation for variance in 
household income within this model. 
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Discussion of Economic Shocks and Social Capital 
It is important to understand how social capital is affected by economic shocks 
because social capital has an impact on the perceptions of safety and evaluations of police 
efficacy. Perhaps economic shocks are able to impact the perceptions of safety and 
evaluations of police efficacy through the manipulation of social capital. The results of this 
analysis reveals that population offers the most explanatory power over norms of reciprocity. 
This relationship seems logical. As populations increase, individuals can remain more 
anonymous and there are fewer repercussions for acting in a self-interested manner. In 
addition, miles to a metropolitan area offer the most explanatory power over networks (see 
Table 9). Lastly, the summation of positive economic shock significances offer the most 
explanatory power over trust in this model (see Table 10). This is fairly significant because 
trust offers a lot of explanatory power over perceptions of safety and evaluations of police 
efficacy. 
Discussing the Test of Social Disorganization 
The test of social disorganization had mixed results. According to social 
disorganization theory, it would be expected that low socioeconomic status, high resident 
mobility, and high heterogeneity would contribute to increases in perceptions of crime. It 
was therefore surprising that no relationship existed between the percent white in a 
community and perceptions of safety. The relationship that offered the most explanative 
power in variations of perceptions of safety in Table 11 is household income. In addition, 
there is a negative relationship between length of residence and perceptions of safety. This is 
surprising because I hypothesized, based on social disorganization theory, that higher 
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resident mobility would be associated with lower perceptions of safety. Perhaps the latter 
relationship can be explained by smaller changes within the community context that make 
long term residents more uncomfortable, and thereby less safe. That is to say, remembering 
the community 30 years ago and comparing it to the community today may make long-term 
residents perceive themselves as less safe. Or, perhaps, it is a reflection of older residents 
(who we would expect have lived in the community longer) and who generally have lower 
perceptions of safety. 
Household income also yielded a positive relationship with evaluations of police 
efficacy (despite explaining less variance than population in this model). This would suggest 
that household income provides the best overall explanation (out of the social disorganization 
indicators) for variation in perceptions of crime within this study. Perhaps this suggests that 
residents can buy a little peace of mind. Recall also that economic shocks impact household 
income. Therefore, economic shocks may influence perceptions of crime by their 
manipulation of income levels within a community. 
Q3: Are indicators of social disorganization negatively related to indicators of social 
capital? 
In answer to research question three, the answer is yes. It was expected that there 
would be a negative relationship between social disorganization variables and social capital. 
This would be expected because theoretically, these two have different affects on perceptions 
of crime. Where social disorganization inhibits residents coming together to overcome 
community problems, social capital brings people together allowing for a coordinated attack 
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from everyone within the community. The results of this relationship were similar to what 
was expected. 
In the combined model (for Table 13), there is a relationship between the percent 
white and household income to the dependant variable, trust. Household income provided 
the most explanatory power over trust within these models. However, the adjusted R2 in 
these models are low. Therefore, although significantly related within this model, not much 
variance of trust is explained via household income. 
Likewise, the percentage of people in the community who are homogeneous has an 
impact on the norms of reciprocity within a community. When considering social 
disorganization, this relationship is expected. However, the adjusted R2 is again low 
meaning that very little of the variance in norms of reciprocity within this model is explained 
through disorganization. However, there are stronger relationships between social 
disorganization and networks. In Model 4, length of residence is shown to be the strongest 
predictor of networks. The adjusted R2 of .762 is quite high. Although these results were 
expected, the R2 in this model is very high. The relationship with networks is the only 
significant relationship between social disorganization and social capital. However, this 
strong relationship means little because networks have a low impact on perceptions of safety 
and evaluations of police efficacy (as indicated by the low R2). 
Q4: Is social capital positively correlated to perceptions of safety and evaluations of 
police efficacy? 
In answer to research question four is yes. It would be expected that a positive 
relationship between social capital and feelings of personal safety and evaluations of police 
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efficacy. In fact, the social capital measures did yield some very interesting results. When 
all of the variables are placed into Model 4 (Table 16), trust explained the greatest amount of 
variance in perceptions of safety. Although social disorganization a strong relationship with 
networks. Trust explains the most variance in perceptions of safety. In addition, although a 
significant relationship does exist in Model 4 between networks and perceptions of safety, 
the relationship is negative. This partially supports Sampson's (2004) argument that 
networks and/or ties do not necessarily translate into social control. Similar results were 
found in the examination between social capital and evaluations of police efficacy. When 
placed into Model 4, trust offered the most explanatory power in regards to evaluations of 
police efficacy. In this analysis, trust explained the most within this model (compared to 
other social capital indicators) in regards to perceptions of safety and evaluations of police 
efficacy. 
QS: Does social capital offer more explanatory power than indicators of social 
disorganization in explaining perceptions of crime? 
The answer to research question five, again this analysis says yes. In order to test this 
research question, a model was run that controlled for the summation of economic shock 
significances, trust (the social capital variable most related to perceptions of safety and 
evaluations of police efficacy), and household income (the social disorganization variable 
most related to perceptions of personal safety and perceptions of police efficacy). In that 
model, trust provided the greatest explanation for both perceptions of safety and evaluations 
of police efficacy (see Models 18 and 19). This means that, overall, social capital explains 
more variation in perceptions of safety and evaluations of police efficacy than social 
disorganization. 
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Limitations: 
This analysis has some limitations. This study is an analysis of small Iowa 
communities, attempting to generalize the findings past small Iowa communities may be 
problematic. However, this is to be expected since the focus of the research is small Iowa 
communities. In addition, in some instances the gap between when the economic shock 
occurred and when the data was collected was relatively lengthy. In this time, the affects of 
the economic shock may have lessened. Also, this study has employed several single item 
indicators. Although this is adequate, the study would only be strengthened by using 
multiple indicators. Lastly, this study was quantitative in nature, meaning that although it is 
known what the respondents answered, it is difficult to explain fully why they answered it. 
This study would only be aided by adding a qualitative component to understand why 
residents answered in the manner that they did. However, because there is no quantitative 
component to this study, past research and logic was employed to ascertain why relationships 
occurred and/or why relationships did not occur. 
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CHAPTER 6: CONCLUSION 
This study found that the strongest determinant of high perceptions of personal safety 
and high evaluations of police efficacy is social capital. To be more specific, it is actually 
the trust component of social capital that explains the greatest amount of variance in 
perceptions of safety and of evaluations of police efficacy. This would support the assertion 
by Portes (1998) and Sampson and Laub (1990) that social capital helps determine the 
amount of social control that exists within a community. However, indicators of social 
disorganization still accounted for some variation in social capital, perceptions of safety, and 
evaluations of police efficacy. 
Given the importance of trust in explaining variance in perceptions of safety and 
evaluations of police efficacy, it is important to understand how trust is affected by economic 
shocks and indicators of social disorganization. As seen in this analysis, economic shocks 
and indicators of social disorganization are related to trust, however, they explain less 
variance in perceptions of safety and evaluations of police efficacy compared to trust within 
these models. 
Policy implications 
It is important that policy makers understand how the nature of these economic 
shocks affect the local community. In this study, the positive and negative perception of the 
event was influential in determining how it affected variables indicating social 
disorganization, social capital, and even perceptions of safety and evaluations of police 
efficacy. This may indicate that attempting to create jobs by attracting unpopular industries 
may impact the social structure of the community in a negative way. The positive or 
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negative perspective of an economic shock is not defined in the number of jobs created or in 
the mean salary, but rather by the community's perspective. 
In regards to perceptions of safety and evaluations of police efficacy, this study found 
that trust is paramount. Therefore, if policy makers are interested in keeping perspectives of 
safety and evaluations of police efficacy high, they should formulate policy with this in mind. 
This may mean avoiding policy which would polarize the community, thus diminishing trust. 
Future Research: 
In the future, there are several interesting ways to expand this study. As indicated in 
the limitation section, adding a qualitative component to this study would only increase its 
explanatory power of this research. This could be achieved by conducting interviews that 
would give residents the ability to explain how shocks affected indicators of social 
disorganization and social capital, thereby affecting the perceptions of safety and perception 
of police efficacy. It would also be prudent to examine how other characteristics of 
economic shocks such as their locus of control are related to social disorganization, social 
capital, and perceptions of crime as operationalized by perceptions of safety and evaluations 
of police efficacy. 
In addition, more studies are needed to comprehend understudied areas of research 
such as rural crime and the link between social capital and crime. These are research areas 
that are under researched and will provide useful results. It seems that this is a critical 
juncture for small towns. Some expand, some contract, however, it is through studies like 
this that will inevitably help small towns adapt to these changing times. 
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