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Detection of gratings and small features in speckle imagery
Vijaya N. Korwar and John R. Pierce
The extent of picture degradation of speckle, in particular in synthetic aperture radar pictures, has been in-
vestigated in the cases where an observer has to detect (a) a small feature immersed in a darker background,
and (b) a square wave grating. In each case, a theoretical model is developed for the observer's detection
mechanism, and the probability of correct decision is related to relevant picture parameters such as contrast,
looks per pixel, and size. These calculations are verified by psychophysical experiments using computer-
simulated pictures. Detectability of gratings as a criterion for characterizing picture quality is shown to be
far inferior to feature detectability.
1. Introduction
The phenomenon of speckle'-3 in coherent systems
and the degradation of picture quality caused by
speckle4 6 have long been known. The work described
here was motivated by the problem of picture degra-
dation by speckle in synthetic aperture radar (SAR)
systems,7-9 which are coherent high-resolution radar
systems used for terrain mapping; however, the results
are applicable to other systems where speckle obscures
desired detail in pictures. In particular, recent and
proposed SAR systems, such as those in the JPL mis-
sions SEASAT, VOIR, SIR-A, will provide oceanogra-
phers and geologists with land and ocean maps. In all
these cases, the pictures are viewed by a human ob-
server. It is necessary to be able to relate the proba-
bility that the observer correctly detects various fea-
tures, such as craters in the speckled picture, to the
parameters of the picture and to be able to design the
system to meet suitable criteria for tolerable picture
quality. Possible criteria are the detectability of
squares and line gratings, the latter being commonly
used in TV pictures. This paper reports the investi-
gation of these two problems theoretically and by psy-
chophysical experiments and compares the two cri-
teria.
Dainty4 has investigated theoretically the problem
of detecting small objects by a machine that uses a
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Neyman-Pearson type of decision strategy. Since a
human observer's decision strategy is not fully under-
stood, we need to make reasonable assumptions about
it in connection with our problem. The decision
strategy we use and the details of the problem we are
concerned with differ from Dainty's. George et al. 5
have considered the problem of detecting small objects,
both theoretically and experimentally, but again, with
an approach and emphasis different from ours. Kozma
and Christensen6 have considered experimentally the
detection of gratings in speckle, and their approach and
emphasis also differ from ours.
II. Picture Parameters
It is well known that speckle effects decrease with an
increase in the number of looks L, i.e., the number of
independent estimates of each pixel intensity that are
averaged to form a pixel in the final picture. These
looks are obtained in SAR systems9 by various tech-
niques such as the use of different carrier frequencies,
aspect angles, or polarizations. Each of these tech-
niques increases the complexity of a digital SAR pro-
cessor required to achieve a given resolution cell size.
We will restrict our attention to pictures that, in the
absence of speckle, can be described by two levels of
intensity. We denote the fractional difference in in-
tensity of these two levels by b. Thus, in the small
feature detection problem, the feature and background
pixels have intensities Po (1 + b) and P0, respectively;
in the grating detection problem, the pixels in the al-
ternating bright and dark lines have intensities P0 (1 +
b) and Po, respectively. The factor (1 + b) will be called
the contrast ratio.
Experiments showed that the absolute intensity Po
does not noticeably influence detectability, provided
the brightness corresponding to Po lies well within the
range of brightness sensitivity of the human visual
system. Hence Po will not figure in our results and is
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only defined for the sake of generality of analysis.
However, it is clear that increasing the contrast ratio (1
+ b) between a feature intensity and that of its sur-
roundings should increase the feature detectability. To
see why this is an important parameter, consider the
processing of raw SAR data to produce an image. This
involves a 2-D matched filtering of the signal returns,7
and the autocorrelation function (acf) of the filter im-
pulse response is not, in practice, the ideal function.
An increase in the integrated side-lobe ratio (ISLR) of
this impulse response reduces the contrast between a
feature and its surroundings. Reducing the ISLR while
meeting other SAR specifications requires careful sys-
tem design.
These considerations show the desirability of per-
forming a trade off between L and (1 + b) required to
achieve a desired picture quality defined in some suit-
able way.
Other parameters, which we will call the geometrical
parameters, that can affect the detectability of a small
square are the picture size W X W and the size of the
square D X D. All our specifications of size will be in
pixels. Similarly, the detectability of a grating of height
V, total width H, and D pixels per line is expected to
depend on H, V, D.
Although we consider specifically (in the following
section) the detection of small D X D squares, these
results are applicable to the detection of any small
feature of area D2.
Ill. Detection of Small Features (D << W)
A. Detection Model
Our detection model is based on the following as-
sumptions:
(a) The first assumption is that the viewer's visual
system responds to the total optical power reflected by
a stimulus, provided the stimulus subtends a small
enough angle at the eye ( 10 min of arc). This has, in
fact, been demonstrated by various workers using psy-
chophysical and neurological techniques to be true
under various conditions. 1 0-13 This assumption is also
supported by George et al.5
(b) The second assumption is that the observer looks
at the total power from every D X D square in the pic-
ture and chooses the brightest one. Since the observer
knows what the value of D is, this is plausible. This is
what one form of ideal detector would do. The as-
sumption of the human observer being an ideal detector
for visual signals in noise has been made before in work
on vision and shown to be reasonable.1 4-' 6
Further justification for the use of this model is given
elsewhere.'7
B. Theoretical Calculations
1. Basic Equations
First, we note that there are N = W2 possible D X D
squares in the background, neglecting edge effects. If
we consider the total power reflected by each of these
W2 squares, we have W2 random variables of which only
W2/D2 are independent. However, for the case of large
N = W2 and probability Pc of correct detection >0.5,
we show that the interdependence of these N back-
ground powers makes little difference to the results
calculated assuming independence. We assume this
independence even for the case of pc < 0.5, and the re-
sults in this region are approximate to this extent. In
any case, the results are not very sensitive to the exact
value of large N.
The probability Pc of correct detection is the proba-
bility that the feature power, which we denote by G, is
actually greater than the largest of the N background
powers denoted by Bi. The G and Bi are known18 to be
multiples of random variables having a y density
function with parameter M = LD2 or of x2 distributed
random variables with 2M degrees of freedom. In
terms of the probability density functions (pdfs) of the
G and Bi, PG (X), and PB (X), we have
PC PG()AN(X)dX
(1)= SPG(X) r SPB(Y)dYI dx,
where
PB( ) 1 (M-1) exp(-x/Po) for x > 0,
1 X (M-1)
PG(X) 1 + (M) expj-x/[Po(1 + b)]} forx >0,
=PM (1 + b)m r(m)
(2a)
(2b)
(2c)AN(X) = P [largest of B. (i = 1, 2_ . . , N) S x].
PB (x) and PG (x) are zero for x < 0.
Equation (1) cannot be evaluated in closed form, and
even numerical evaluation is complicated by conver-
gence problems because of the large value of N, espe-
cially for the case of large M, where the variance of G
and Bi is appreciable. To simplify this evaluation, we
use the asymptotic distribution 1 9 of the largest value of
the Bi, which we verified by direct calculation to be
approximately valid for the region where AN (X) > 0.05.
Thus for PC > 0.5, this asymptotic expression ANa (x)
can be used in Eq. (1) with -10% error or less. The
asymptotic expression is
AN (x) = exp1-exp[-aN(x -xN)I1, (3)
where XN = characteristic largest value of a sample of
N variables B and aN = intensity function evaluated
at x = XN-
These can be defined by
F(XN) = 1 - (1/N),
aN = Nf(XN),
(4)
(5)
where f(x) and F(x) are the pdf and distribution func-
tion of any one of the random variables Bi.
We then have, in place of Eq. (1), the approxima-
tion
Pc = f PGX)ANa(x)dx. (6)
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Table I. Detection of D * D Square in 100 X 100 Picture
Number of Experimental b,
observations Theoretical Lower Upper
(1 + b) dB L D M n PC bound A: bound
1 14 6 504 48 0.65 0.37 0.52 0.67
10 8 640 60 0.95 0.71 0.82 0.93
18 6 648 84 >0.95 0.85 0.93 0.98
3 1 5 25 60 0.63 0.20 0.32 0.45
1 6 36 48 0.72 0.52 0.67 0.80
9 2 36 24 0.72 0.33 0.54 0.74
7 3 63 12 0.95 0.64 0.92 1.0
2 6 72 12 >0.95 0.80 0.92 1.0
1 10 100 48 >0.95 0.93 1.0 1.0
5 1 2 4 48 0.24 0.05 0.13 0.25
2 2 8 24 0.52 0.37 0.58 0.78
1 3 9 60 0.59 0.14 0.24 0.36
1 4 16 60 0.85 0.59 0.72 0.82
22 1 22 24 0.96 0.63 0.83 0.96
1 5 25 48 0.98 0.72 0.85 0.94
1 6 36 60 0.999 0.88 0.97 1.0
1 7 49 48 0.9999 0.93 1.0 1.0
8 8 1 8 24 0.95 0.63 0.83 0.96
1 3 9 12 0.95 0.77 1.0 1.0
The results of the theoretical calculation of Pc for
various parameters are shown in Table I; the results for
the case Pc • 0.5 shown are obtained by using Eq. (1)
directly, the rest by using Eq. (6).
The N variables Bi have a short-range correlation, i.e.,
the correlation of each Bi is only with D2 of the N vari-
ables Bi. In such a case, for certain distributions of the
Bi, 20 of which the present distribution can be shown to
be one, the asymptotic distribution of the largest value
is the same as in the case of independence, i.e., Eq.
(3).
Thus, for the range Pc > 0.5, where we can use the
asymptotic distribution, the interdependence of the N
background powers Bi can be neglected.
2. Further Approximations
Equation (1) is not very useful for design purposes,
i.e., for purposes of interrelating the parameters b, D,
W, L required to produce a desired threshold proba-
bility Pc = Pt, because this would involve a trial-and-
error solution of Eq. (1).
For this purpose, we further simplify Eq. (6) to get17
the following relationship:
zI(N) + (4M -. 1)1/2 (4M-)/2 = zt, (7a)
(1 + b) 1/2
where zpl (N), zpt are 100pl and 100pt percentage points
of the normal distribution,
pi = (0.95)P/N,
M = LD2.
which shows that, for low contrast ratios, an increase in
L is less effective than an increase in contrast to achieve
a threshold Pt.
We will now outline the derivation of Eq. (7). First,
note that the function ANa (x), for large N, has a step-
functionlike appearance with the step occurring near
the characteristic largest value XN. In Fig. 1, we plot
a specific example of the pdfs of the feature and back-
ground powers and the asymptote ANa (x). We see
from Eq. (6) that any appreciable value PC has must be
because the peak of the density function PG (X) occurs
at a value of x close to XN or greater than XN. For this
reason, we can get an approximate value of PC for large
Pc by setting PC approximately equal to the integral of
the PG (X) curve from x1 to X, where x 1 is, say, the point
where AN(X) 0.95. This is defined by the lO0Pl%
point of the x2 distribution with 2M degrees of freedom,
.
a. o
06
o(7b)
(7c)
This equation gives the desired relationship between
the parameters b, L, D, W at threshold, where threshold
means here the point at which Pc equals some specified
value Pt. We will refer to the corresponding values of
b, L, D, W as threshold values. For b << 1, a further
approximation leads to
bDv'T constant, (8)
(0-
z
Fig. 1. Probability density functions PB(x), PG(x) with means MPO
and MPO (1 + b) and asymptotic distribution ANa(x) of largest of N
variables Bi with characteristic largest value XN, all with N = 104, M
= 35,b = 1,andPo= 1.
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Table II. Predicted Threshold Parameters for pt = 0.95, N = 104
(1+b)dB M DforL=12
1 641 7.3
3 65 2.3
5 22 1.4
8 8 0.8
Fig. 2. Detection of squares, examples of simulated pictures. Both photographs have L = 1 and 5-dB constrast: (left) D -= 4; (right)
D = 5.
with pi = (0 .9 5 )1/N. By using the Gaussian approxi-
mation to the 2x2 distribution function, which is valid
for M > 50,21 we can relate this to the 100pl% point of
the normal distribution. We assume that the same
formula holds approximately for M < 50 as well.
Working through the details, we obtain the desired Eq.
(7). We can show, for Pc > 0.9, that the error in using
this method to calculate Pc is at most 0.1 and decreases
as Pc increases.
Calculations based on Eq. (7) are given in Table II.
C. Simulations and Experiments
A large number of pictures were generated by com-
puter for various values of the parameters b, L, D, W
and photographed with an on-line image generator
(Dichomed). Each pixel in the speckle-corrupted pic-
ture was generated by averaging the squares of 2L in-
dependent, identically distributed Gaussian pseudo-
random variables with variances proportional to the
intensity Po or Po (1 + b) of the corresponding un-
speckled pixel. The justification for this technique is
given by Guenther et al., 2 2 who use it in simulating fully
developed speckle passed through a linear filter whose
transfer function represents temporal averaging.
Each picture was a 200 X 200 picture, in which each
quadrant contained a single D X D bright square at a
random location. By masking all but one quadrant of
the picture, only a 100 X 100 picture containing one
bright D X D square was shown to the observer each
time. The observer was initially shown an unspeckled
picture (with a different location of the square) to allow
him to judge what size square he was looking for;
moreover, this is a psychophysical technique that has
the same effect as a training period.14 The observer's
location of the square in the speckled picture was
compared with its actual location, and the probability
of correct detection was estimated by Pc = the fraction
of correct responses made by the observer. Some ex-
amples of the simulated pictures are shown in Fig. 2.
This figure demonstrates the validity of the predicted
threshold parameters for the 5-dB case. The photo-
graph on the left has L = 1, D = 4, so that M = 16, while
the other one has L = 1, D = 5, so that M = 25, which is
the predicted threshold for Pc = 0.95 (Table II). The
four squares in the M = 25 picture are clearly visible,
while the ones in the M = 16 picture, whose locations
have been chosen to be the same as in the M = 25 case,
are not clear.
The results of the experiments are shown along with
the theoretical calculations in Table I. Most of the
parameter sets were chosen to be near the predicted
threshold values, because our main interest in the ex-
periments was to verify the predicted threshold rela-
tionship. The theoretical and experimental probabil-
ities of error, denoted by pe = 1 - Pc and e = 1 - PC,
15 January 1981 / Vol. 20, No. 2 / APPLIED OPTICS 315
l0
o'T
(a
-2
13
10
M
0 10 20 30 40 50
Fig. 3. Theoretical and
(continuous curve) and ,A
experimental probabilities of error e
(discrete points) vs M for N = 104, b =
2.16.
respectively, are plotted in Fig. 3 for this 5-dB case.
The upper and lower bounds on Pc given in all the
tables are 95% confidence limits, obtained by the stan-
dard statistical method23 for estimating proportions in
a sample of size n.
D. Conclusions for Feature Detection
From Tables I and II and Fig. 3, we see that
(1) usually Jc < Pc, but both follow the same sort of
increase with b and M;
(2) the difference between Pc and 1c is small for Pc
> 0.9;
(3) the threshold parameter values predicted by Eq.
(7) are close to the experimental ones.
In general, we conclude that the experimental results
are in agreement with the theoretical model developed,
although more experiments would be required to es-
tablish it as the correct one.
IV. Grating Detection
A. General Method
We consider the problem of obtaining the probability
Pc of detecting correctly whether a given H X V
speckled L-look picture contains a square-wave grating
with lines D pixels wide and alternating pixel intensities
Po and Po (1 + b). The technique used here relies more
on experiment than did the technique of the previous
problem because of the greater complexity of this
problem. We develop a reasonable model for grating
detection and define a signal-to-speckle-noise ratio
(SSNR) that incorporates all the parameters b, L, H, V,
D and which uniquely defines Pc. We then obtain Pc
experimentally from a number of experiments much
larger than in the previous problem and find the em-
pirical relationship between Pc and SSNR. This rela-
tionship can then be used to get Pc for any given set of
parameters b, L, D, H, V. All gratings considered have
lines running vertically.
B. Detection Model
Our detection model here is based on the following
assumptions:
(a) First, we assume that the spatial distribution of
intensity reflected by the picture is passed through the
observer's visual filter centered on the (fundamental)
frequency fg of the grating that the observer is looking
for; this filter has a flat bandpass over Li1 octave, i.e.,
from 0.5fg to 2 fg. Previous work24-26 has shown that
there exist, in the visual nervous system, several visual
channels, each tuned to a different limited range of
spatial frequencies and each extending +1 octave about
its central frequency. The assumption that the filter
centered on fg is relevant even when there is no grating
present is justified by the fact that the observer is told
what fg he is looking for, so that his brain considers only
the output of that particular filter that is tuned to fg.
(b) Second, we assume that either the mean or the
peak of the amplitude of the envelope of the filter out-
put in each correlation interval of the output is com-
pared with some threshold level to obtain one estimate
of the decision. If the threshold is exceeded, a signal
(grating) is said to be present; if not, the decision is that
the input is just noise. This is based on ideal detector
theory.
(c) The various possible estimates of decision from
an H X V grating are assumed to be combined in some
way to reach a decision. We make the assumption that
each piece of the grating of height V = 1 pixel and hor-
izontal extent H = 2D/1.5 = the correlation length of
the filter output gives rise to one estimate. Thus, there
are N = HV/(2D/1.5) possible estimates in an H X V
grating. This may be wrong by a scale factor aHav, but
we are not interested in an absolute SSNR; we are in-
terested only in relating the various parameters to Pc
Thus if aHav is constant, independent of H, V, which
is equivalent to the assumption that the observer
maintains his detection criteria from one experiment
to the next, we may set aHav equal to 1. This as-
sumption of the observer's consistency is usually rea-
sonable, as has been shown before.14
C. Obtaining the SSNR Expression
We approximate the oy pdf of each pixel intensity by
a Gaussian pdf with mean LP and variance LP2 , where
P is Po or Po (1 + b) for the dark and bright lines, re-
spectively. This approximation is valid only for large
L, but we extend the SSNR based on this assumption.
to the case of arbitrary L.
To derive the desired SSNR expression, we first
consider the partial SSNRp in one estimate of the filter
output obtained by examining a V = 1, H = 2D/1.5
portion of the grating. We then assume that the ob-
server combines the N = HV/(2D/1.5) estimates
suboptimally so the SSNR increases by a factor of Na,
where a is between 1/2 and 1, corresponding to some sort
of imperfect predetection integration in the case of a
radar receiver.2 7 We arbitrarily assume here the lowest
value a = 1/2. We compared all our results, assuming a
= 3/4 as well, but could not choose between the two on
the basis of our experiments.
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Fig. 4. Detection of gratings, ex-
amples of simulated pictures.
Both photographs have L = 2, D =
3, H = 40, and 2-dB contrast:
(left) V = 6; (right) V = 12.
SSNR expression. An exponential regression curve was
then fitted to the data of PC vs SSNR; the resulting
curve is
A: = 1 - 1/2 exp[-(SSNR)0.25] + e,
0 5 10 15 20 25
SSNR
Fig. 5. Data points and regression curve: experimental pc vs SNNR:
0, data points with V > H; +, data points with V < H; *, data points
with V = H.
The expression for SSNRp is obtained by finding17
approximately the signal and noise power outputs from
the filter in one estimate and then multiplying SSNRp
by Na to get SSNR. The resulting expression is
SSR 16 (b/2)2 _ 2D ( HV 1.511/2 (a
7r2 (1 + b/2)2 + (b/2)2 1.5 2D I
16 (b/2)2 (HV 2D\1/2
LI I . (9b)
7r2 (1 + b/2)2 + (b/2)2 1.5 *
An interesting point in Eq. (9a) for the SSNRp is the
linear term in D; this is an agreement with the theory
that the observer's eye sums horizontally over the width
of each line, which we discussed in the feature detection
problem.
D. Simulations and Experiments
Each picture simulated consisted of a matrix of H X
V patterns, each pattern randomly either noise or sig-
nal-plus-noise. The observer was previously shown an
unspeckled grating with the same D as the test grating
and then asked to state whether each test pattern con-
tained a grating (while all other patterns were covered
by a mask). The experimental probability of correct
decision was then obtained and plotted against the
where e is the error that is minimized in the least
squared sense in obtaining the coefficient (0.25)
multiplying SSNR in Eq. (10).
The index of correlation of the curve is 0.78. Since
this is fairly high, the experimentally observed Pc is
concluded to be well correlated with the calculated
SSNR so that the SSNR expression defined is reason-
able.
Figure 4 shows an example of the pictures simulated.
The two photographs in Fig. 4 show the improvement
in detectability of lines as V increases from 6 to 12, all
other parameters being fixed (L = 2, D = 3, 2 dB, H =
40). Figure 5 shows the data points obtained from
Table III, and the regression curve is fitted.
E. Conclusions for Grating Detection
(1) Figure 5 shows the points with H > V and H <
V plotted with different symbols. These two sets of
points are visually seen to be similarly scattered, which
indicates that an interchange of H and V should leave
Pc unchanged.
This is also predicted by the SSNR expression of Eq.
(9).
(2) The SSNR expression indicates that an increase
in H or V will increase Pc so that a grating becomes more
detectable as its size increases. This means that it is not
sufficient to state the highest detectable grating fre-
quency to characterize picture quality (as is commonly
done): H and V also need to be specified.
V. Comparison of Feature and Grating Detection
We find from our regression curve that for b = 0.26
(1-dB contrast), L = 12, D = 2, H = V = 100, we have
SSNR = 42.5 and Pc > 0999.
From the feature detection calculations, we have that
for b = 0.26, L = 12, 100 X 100 pictures, we need D ~
7 to getPc 0.95.
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0.80
0.70
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(10)
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By comparisons of this kind, we find that gratings
with a given D can be detected much more easily than
small D X D squares in pictures with identical param-
eters. Figure 6 demonstrates this difference. In this
figure, we have D = 6 squares and D = 2 lines in 100 X
100 12-look 1-dB pictures. This shows that feature
Table il. Line Pair Gratings
(1 + b) dB
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
5.0
5.0
L
1
1
1
1
1
1
1
1
1
1
1
1
12
12
12
12
3
3
3
3
2
2
2
2
2
2
2
1
1
1
1
1
1
2
2
D V H Pc
2 64 64 0.80
2 96 96 0.75
1 120 120 0.63
3 120 120 0.92
3 100 100 0.89
3 85 85 0.94
3 64 64 0.64
4 12 40 0.69
4 24 40 0.75
4 24 80 0.83
4 80 24 0.81
4 60 60 0.61
2 4 4 0.66
2 4 8 0.60
2 8 4 0.77
2 8 8 0.76
2 12 8 0.72
2 8 8 0.68
2 6 8 0.70
2 8 6 0.99
3 40 12 0.93
3 12 40 0.81
3 120 6 0.73
3 40 6 0.78
3 6 40 0.74
3 25 6 0.81
3 6 24 0.59
1 8 4 0.70
1 8 8 0.86
1 16 16 0.64
2 8 8 0.58
2 4 4 0.86
2 16 16 0.99
2 64 64 1.00
3 40 6 1.00
3 40 12 1.00
SSNR
2.21
3.32
2.93
5.08
4.24
3.60
2.71
1.07
1.52
2.14
2.14
2.93
1.66
2.35
2.35
3.32
3.93
3.21
2.78
2.78
7.18
7.18
8.80
5.08
5.08
4.02
3.93
1.06
1.50
300
2.12
1.06
4.24
16.94
21.33
30.00
detection rather than line pair detection ought to be
used as a criterion for testing the quality of detectability
provided by the overall system.
VI. Comparison with Previous Work
Kozma and Christensen6 found that, if the contrast
ratio of a grating was set at the value required to make
D = 1 lines just detectable in the absence of speckle, D
= 2.6 would be required for the case of coherent illu-
mination. Since we have not considered contrast ratios
so low as to be just detectable in the absence of speckle,
we cannot compare our results with theirs.
Dainty's calculations on small feature detection 4 are
based on a different detection mechanism. Since, in his
calculations, the contrast ratio of the feature with re-
spect to its surround appears only indirectly (through
the feature and surround pdfs), we cannot directly
compare our results with his. George et al. 5 use first-
order statistics to relate contrast ratio to looks and
consider just-detectable objects. Again, a direct nu-
merical comparison with the results given here is not
possible because the focus is on different points in
George's paper so that some of the data required for
such a comparison with our results are not given.
However, as stated earlier, they have used and verified
a relationship equivalent to our M = LD 2 . We have not
considered various cases, for instance, addition of a
reference plane wave, as they do.
Vil. Summary and Conclusions
We have obtained plausible detection models for
small feature detection and grating detection in
speckled pictures and shown that experimental results
support the theoretical predictions based on these
models. Thus, we have given a method for calculating
the probability of correct detection for these two
problems, given the various parameters such as contrast,
looks, and picture size. We have shown that if a test
pattern is to be used to specify speckled picture quality,
k. 
.-
Fig. 6. Detectability of D = 6 squares vs detectability of D = 2 gratings in pictures with L = 12 and 1-dB contrast. There are four squares,
one in each quadrant of the 200>X 200 photograph on the left; the photograph on the right is a 100 X 100 grating.
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No.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
(1 + b)
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.26
1.60
1.60
1.60
1.60
1.60
1.60
1.60
1.60
1.60
1.60
1.60
2.00
2.00
2.00
2.00
2.00
2.00
2.00
3.16
3.16
-
small feature detectability, and not grating detect-
ability, ought to be the criterion used. For this more
important (feature detection) problem, we have given
a useful formula for designing, for instance, the ratio (1
+ b) required to produce 95% detection probability of
D X D squares in W X W L-look pictures.
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