Abstract. In this paper we prove that the limiting distribution of the Chromatic number of a random graph Gn,p, with fixed edge-probability p, after appropriate centering and scaling is Normal, when the number of vertices n, goes to infinity.
Introduction
Let G n,p denote the random graph on n labeled vertices, in which each edge is chosen independently with probability p. The chromatic number χ(G n,p ) of a graph G n,p which is the minimum number of colors needed to color the vertices of G n,p , so that no two adjacent vertices have the same color [1] , is one of the most studied subjects in Graph theory [2, 3] . We will denote X n := χ(G ( n, p)). In [4] , Bollobás showed that for a fixed probability, 0 < p < 1, almost every random graph G n,p has chromatic number 1 2 + o(1) log(1/(1 − p)) n log n .
See also [6] . Later, Luczak [7] extended this result to all p > d 0 /n, where d 0 is a universal constant. In [2] , Shamir and Spencer showed that the distribution of the chromatic number of random graphs G n,p is quite sharply concentrated. In fact they have proved that for all λ > 0,
Although this does not tell us the value of E[X n ] but it can be shown that E[X n ] is asymptotically equal to n 2 log 1/(1−p) n . In this paper, we prove that the conjecture posed by the first author, which says that as the number of vertices goes to infinity, the weak limit of X n , after appropriate centering and scaling is Normal. In fact X n can be written as the sum of n random variables which has some similarities to the Central Limit Theorem (CLT) approach in Probability Theory. In our case the summands are not independent random variables, so we use the CLT which is applicable for the summation of non independent random variables in Statistics, such as sampling with replacement from a finite population [8, 9] , or the Erdös-Kac Theorem, for the normality of the prime divisor function [10, 11] . See also [12, 13] .
Main Result
It is clear that for all n,
where Y n is a random variable, takes value one with probability p n and zero otherwise. This is due to the fact that, when we add a new vertex to the graph on n − 1 vertices, its chromatic number will increase by one or will be the same as before, depending on whether we need to add one more color to the existing colors or not.
Hence one can write,
. . , Y n ) be the Borel σ-algebra generated by random variables Y k 's, 1 k n. We show that after proper scaling, the weak limit distribution of X n is Normal. The conjecture came from the idea that p n 's are small enough so that {(Y k = 1)} form a sequence of rare events, so X n should have Poisson distribution with equal mean and variance a n . Now we have,
Therefore X n is a submartingale and by Doob's decomposition it can be written as
where M n is a martingale and A n is a predictable increasing sequence with A 0 = 0,
Define a n := n 2 log 1/(1−p) n . Theorem 3.20 in [19] shows that E[X n ] is asymptotically equal to a n , i.e., E[X n ] ∼ a n , where the notation x n ∼ y n means that lim n−→∞
x n y n = 1.
We show in the following theorem that after proper scaling, the weak limit distribution of X n is Normal.
Theorem 2.1. Let G n,p be a random graph on n vertices, where each edge is included in it, with probability p, 0 < p < 1 independent from every other edge and let X n be its chromatic number. Then for a fixed probability p, as n −→ ∞,
where a n and F n are defined as above.
Proof. For k, 1 k n, define the random variable W k as follows:
Now we can write
We will show n k=1 W k converges to Standard Normal in distribution and the second term in (2.6) converges to 0 in probability. Note that
Hence by definition [14] , W k is a martingale difference sequence.
Define S n := n k=1 W k and s Since W k is a martingale difference,
To show (2.9), given ǫ > 0, by Markov inequality, we have
To show (2.10), given δ > 0,
which goes to 0, as n → ∞. Hence from (2.14) and (2.15) we have ,
To end the proof of this Theorem, we have for γ > 0, as n −→ ∞ 
But from (1.1), for each λ (say 1), we have
) .
Hence

An−E[Xn]
√ an goes to zero in probability.
