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Abstract
This work focuses in the simulation of transport and reaction of pollutant emissions
from high stacks with the Finite Element Method. Nowadays tendencies on numerical
modelling of punctual emission sources are analyzed. The so-called hybrid models
are one of the best available options. These models simulate the pollutant evolution
in the microscale, from hundreds of meters to few kilometres, with lagrangian puff
models, and the urban and regional scales, few kilometres and above, with Eulerian
finite differences schemes. Approximation exposed in this paper has the aim of sub-
stituting the lagrangian local treatment, source of several problems and approximating
errors, with an Eulerian Finite Element approach. Simulations for highly demanding
problems (from both topography and wind speed point of view) have been computed
and analyzed. The results show that the approach is efficient and accurate, although
some mesh adjustments has found needed for extremely windy situations.
Keywords: atmospheric pollution, puff models, dimensionless analysis, 3D Eulerian
analysis, finite element method, linear and nonlinear chemistry.
1 Introduction
Numerical simulation of pollutant transport and reaction on atmosphere has been a
field of important advances in last thirty years, and it is still a scientific area of high
interest. Acid rain, ozone, particle matter and toxic emissions are some of the key
areas of analysis. Simulations are done with the so-called Air Quality Modelling Sys-
tems, which three principal components are the emission model, the meteorological
model and the transport and photochemical models. First one is used to characterize
different source emissions of chemical compounds of interest, second one is used to
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determine atmospheric physical characteristics as wind and temperature fields, and the
third one is used to simulate how pollutants transport by advection and diffusion, how
react among them, and how, eventually, are deposited on the terrain.
Environmental Protection Agency of United States, www.epa.gov, classifies Air
Quality Modelling Systems on three groups: Dispersion, Photochemical, and Recep-
tion. Dispersion models are used to estimate pollution levels at ground level and near
punctual sources. Photochemical are used to estimate the impact of all the sources
in an specified zone of different concentrations, and the deposition along long dis-
tances. Reception models are used to identify and characterize possible source based
on receptors and sensors measures.
Main dispersion models are plume models [1], particle tracking models [2] and puff
models [3, 4, 5]. All three are based on a lagrangian approach and usually includes
first order or linearized chemical and photochemical models. Versions with nonlinear
reaction descriptions can be found.
In contrast with dispersion models, photochemical ones follow an eulerian descrip-
tion of the problem, discretized, typically, with finite differences schemes [6]. Spatial
domains are about few hundreds of kilometres by side with distretizations of 16 or
32 kilometers. Areas of interest (usually of few tens of kilometres by side) are sim-
ulated with more detail using nested sub-grids. The horizontal resolution of nested
sub-grids is two or four kilometers, although even one kilometer application can be
found [7, 8, 9]. Vertical range vary from 4 to 10 kilometres with non-uniform dis-
cretitzations of 10 to 20 levels, including also, in some cases, nested sub-grids. There-
fore, problems involve easily tens of thousands of grid points, and up to 100 thousand
grid points are usual. Most advanced photochemical models include punctual emis-
sion treatment with puff models embedded within. These models are known as hybrid
models. Examples of them are CAMx [10], UAM-V [11] and CMAQ [12].
The application of dispersion and photochemical models in environmental manage-
ment has had very different focus. Former ones have been usually applied to punctual
emission impact assessments, and second ones to regional planning and monitoring;
thus, with a clearly different application scale and photochemical model complex-
ity. However, some references about the need of coupling punctual emissions with
regional planning with hybrid photochemical models can be found [7, 8, 13]. They
are founded in the importance of coupling among key chemical components as ozone,
nitrogen, and Volatile Organic Components, VOC, [14, 15], and the increasing aware-
ness about the socioeconomic impacts of punctual emissions and pollution [16]. Al-
though hybrid models can couple scales about one kilometre with regional ones, sev-
eral limitations to this approach has been reported [7]. Thus, the search of alternatives
is justified.
In this work, the use of the Finite Element Method with unstructured and adapted
meshes is proposed for simulations at neighborhood and urban scales [13], up to tens
of kilometers. The aim of this proposal is to present an alternative to embedded la-
grangian approaches of hybrid models. A zone of 15.6 by 18 kilometers in plant and 9
in height of La Palma island (Spain) is considered as a reference problem. It involves
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a highly complex topography, from sea level to up 2300 meters, see figure 1. A cylin-
drical stack of 200 meters height, 60 meters diameter on ground level and 40 on top,
is included as an example of punctual emission source.
Three remarkable applications of non-structured meshes to atmospheric pollution
problems can be found: 2D global–regional examples [17, 18], 3D regional examples
with element refinement down to two kilometers [19], and 3D local wind simulations
with element sizes ranging from two meters up to two kilometers [20, 21, 22]. Last
approach is the one used in this work, although here it is also applied to simulate
transport – reaction problems. Two wind fields are taken as reference: case I and case
II. They correspond to situations of strong and extremely strong wind, respectively.
None of both incorporate yet plume over-elevation due to emission, see [21] for recent
advances on that topic.
The transport – reaction problems are solved using specific splitting schemes and
numerical solvers for time integration due to the high nonlinearity of photochemical
reaction models. In this work, three simplified reaction models are presented, one
of them linear. The Least Squares approach with Crank-Nicolson time integration is
proposed for the linear model [23, 24, 25, 26]. The system of equations is solved with
a preconditioned conjugate gradient scheme with incomplete Cholesky factorization
[27]. First-order and Strang splitting between transport and reaction are proposed for
nonlinear models [28]. The approach for linear models is used for transport steps and
uncoupled node by node second order Rosenbrock time integration scheme is used for
the reaction ones [29].
In the following, after description of main characteristics of the models considered,
solution of the reference problem is presented. First, a detailed analysis of spatial
discretization and the two wind fields considered is summarized. After that, numerical
solutions of the two transport and reaction problems are presented. The influence of
time step size in solution quality is specifically analyzed. The work finishes with most
relevant conclusions.
2 Model characteristics
The modelling approach followed in this work separate wind and transport – reaction
simulations. First, using a wind model, a wind field is approximated in full domain
from some puntual data. A mass consistent wind model with a log-linear wind profile
is used. A mesh adapted to terrain curvature is used for wind field computation. The
wind field and the mesh used are input data for transport – reaction problem, which is
solved next.
In the following, after a brief review of wind model and discretization algorithm,
three photochemical reaction models are analyzed. First a linear first order chemical
reaction model, which leads to a linear problem, and after that, two of the most simple
nonlinear models referenced in the literature. Presentation of linear model focuses
in the dimensionless analysis of the problem and of the nonlinear one in the specific
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Figure 1: Sketch of full domain and emission and transport zone, defined by coordi-
nates 209000 < x < 225500, y < 3179000 and z < 3000.
numerical requirements due to nonlinearity.
2.1 Wind model and spatial discretization
A mass consistent model for wind field adjustment is proposed. It is based on the con-
tinuity equation, the assumption that the air density is constant and the impermeability
conditions on the terrain ΓR. Following equations define the model
∇ · u = 0 in Ω (1)
n · u = 0 on ΓR (2)
where∇ is the gradient with respect to the spatial coordinates x, u is the wind velocity
vector, n the unitary normal vector to the boundary and “·” the standard scalar product.
A least-square problem is proposed to adjust u to the observed wind u0, subject to
equations (1–2). Lagrange multiplier technique is used to solve this problem, whose
minimum comes to form the Euler-Lagrange equations and yields an elliptic equation
and boundary conditions in the Lagrange multiplier φ
∇ · (T∇φ) = −∇ · u0 in Ω (3)
φ = 0 on ∂Ω/ΓR (4)
n ·T∇φ = −n · u0 on ΓR (5)
where T is the diagonal transmissivity tensor.
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A discretization with tetrahedral finite elements, obtained with the mesh generator
described in [30], is used for solving the above problem. Meshes obtained using this
technique can be adapted to the topography of a rectangular area with minimal user
intervention. The mesh generation starts with an efficient and adaptive point genera-
tion. Points are distributed in the domain under study in such a way that preserves the
topographic information of the terrain with a decreasing density as altitude increases.
Refinement/derefinement techniques in 2-D and vertical spacing function are used in
point distribution. Next, with the aid of an auxiliary parallelepiped, a proceeding based
on Delaunay triangulation has been set forth to generate the mesh automatically, assur-
ing conformity with the terrain surface. Transformation from auxiliary parallelepided
to real topography can produce poor quality elements, or even tangled ones. For this
reason a procedure to optimize the mesh is applied [31]. This technique increases the
mesh quality and untangle it, at the same time.
In order to obtain the observed wind, horizontal interpolation of the station mea-
sures is carried out. Then, a log-linear wind profile is built up to the surface layer
taking into account the horizontal interpolation, the effect of roughness on the wind
velocity and air stability. Above the surface layer, a linear interpolation is carried out
using the geostrophic wind. For more details see [20]. Both horizontal and vertical in-
terpolations involve some parameters that typically take their values using an heuristic
approach. Nowadays, genetic algorithms can be used in order to obtain those values
automatically [22].
2.2 Transport – reaction model
A convection - diffusion - reaction system of equations defines the transport – reaction
model:
∂c
∂t
+ u · ∇c = ∇ · (K∇c) + e+ s(c) (6)
with (x, t) ∈ Ω × (0, tend], the initial condition c(x, 0) = cini(x) on x ∈ Ω, and the
following boundary conditions:

c(x, t) = cemi(x) in ΓD: Stack source point
n ·K∇c = −Vdc in ΓR: Terrain
n · ∇c = 0 in ΓN = ∂Ω\(ΓD ∪ ΓR)
(7)
where t is time; c, e and s(c) the concentration, emission and source vectors, respec-
tively, all of them with a dimension nc; K the diffusion matrix, of dimension 3nc; and
V
d the dry deposition matrix, of dimension nc and diagonal with terms [Vd]ii = V di ,
i = 1, .., nc. In equations (1–2), the scalar product “·” is applied nc times: the first
argument multiplied by each nc part of the second argument.
Source term, s(c), includes chemical and photochemical reactions and wet depo-
sition processes. The complete description of photochemical reaction of atmospheric
species it is highly complex. A detailed VOC decomposition involves hundreds of
thousand reactions, which have to be reduced using special methodologies. Actual
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reference models for gaseous phase reactions involve some tens of especies One of
the most simplified involves just ten reactive species [6, 24]. Additionally, depend-
ing on the application, aqueous phase reactions can be also necessary, which involve
several other reactions and species. The most simplified model used to simulate both
processes, aqueous and gaseous, involve nonlinear reaction of four species [5]. A
linearized implementation of it is used in puff models embedded into hybrid mod-
els. Finally, remark that some situations are modelled using just first order chemistry,
which leads to linear models.
In the following, main characteristics of linear and nonlinear reaction models are
presented. First part, linear reaction, focuses in dimensionless analysis of the problem.
Second one, nonlinear reaction, focuses in the numerical characteristics of two specific
source terms expressions from the point of view of both computation itself and of their
derivatives.
2.2.1 Linear reaction
Linear reaction is characterized by s(c) = Ac, with A a matrix of dimension nc. A
simple model is considered for dimensionless analysis of the problem: A two species
model, nc = 2, with reaction matrix verifying [A]11 = −[A]12 = −A and [A]12 =
[A]22 = 0, thus, neglecting wet deposition. Diffusion matrix is considered diagonal on
work coordinates and equal on both species, with values Kh on horizontal and Kz on
vertical axes. Additionally, null values are considered for initial conditions, cini = 0,
emission of secondary specie through boundary, cemi
2
= 0, and emissions inside the
domain, e = 0.
Equations (6–7) can be expressed in dimensionless form using as a reference values
concentration vector C = ([cemi]1, [cemi]1), velocity V , time T and length L = V T .
Under the hypothesis of former paragraph the resultant dimensionless problem is:
∂c˜
∂t˜
+ u˜ · ∇˜c˜ = ∇˜ · (K˜∇˜c˜) + A˜c˜ (8)
for (x˜, t˜) ∈ Ω˜×(0, t˜fin], with initial condition c˜(x˜, 0) = 0 for all x˜ ∈ Ω˜, and boundary
conditions: 

c˜(x˜, t) = (1, 0) in Γ˜D: Stack source point
n · K˜∇˜c˜ = −V˜dc˜ in Γ˜R: Terrain
n · ∇˜c˜ = 0 in Γ˜N = ∂Ω\(ΓD ∪ ΓR)
(9)
where x˜ = x/L, t˜ = t/T , ∇˜ is the gradient respect x˜, c˜i = ci/Ci for i = 1, 2,
u˜ = u/V , K˜ = TK/V 2, A˜ = TA and V˜d = Vd/V . Dimensionless parameters are
K˜h = TKh/V
2
, K˜v = TKv/V
2
, A˜ = TA, V˜ d
1
= V d
1
/V y V˜ d
2
= V d
2
/V .
Given V and T , a simple physical interpretation of problem can be done. Let
us consider a reference problem with an uniform velocity field of magnitude V , fix
T = A−1 and do not consider neither diffusion nor dry deposition effects. In this situ-
ation, L can be interpreted as the distance necessary to reduce the concentration of an
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emitted mass differential to the 37% of the emitted concentration (exactly 100 e−1 %,
solution of the corresponding Lagrangian linear ordinary differential equation on the
streamlines with origin in the emission source).
The material parameters of the problem considered in this work are Kh = 100
m2/s, Kv = 50 m2/s, α = 0.0012 s−1, V d1 = 0.013 m/s and V d2 = 0.054 m/s. A value
of T = 800 s implies A˜ = 1, and with V = 40 m/s, it is found that L = 32000 m,
K˜h = 8 · 10
−5
, K˜v = 4 · 10
−5
, V˜ d
1
= 3 · 10−4 y V˜ d
2
= 1 · 10−3. With half reference
velocity, V = 20 m/s, L is divided by two, thus it is equal to 16000 m, K˜∗ is mul-
tiplied by four, thus of order 10−4, and V˜ d
∗
by two, thus of order 10−3. Under these
assumptions, the problem is basically convective, dry deposition is negligible, and,
following former interpretation, 16 or 32 kilometers are needed to have 37% of inicial
concentration as result of reaction following streamlines, depending on reference ve-
locity. Further analysis of influence of material parameters in the results can be done
with dimensionless formulation of the model.
2.2.2 Nonlinear reaction
Nonlinear reaction models are characterized by nonlinear vectorial function s(c). As
commented in the introduction, to deal with nonlinearity the partial differential opera-
tor is splitted in into two: One including convection and diffusion terms and other the
reaction. Time integration of reaction term is done uncoupled node by node, thus the
solution of a large system of equation is not necessary. However, a linear system of
dimension nc involving the Jacobian matrix ∂s∂c has to be solved in each time step and
for all mesh nodes, thus specific attention is devised. The characteristics of two of the
simplest nonlinear reaction models are summarized in the following.
First, the RIVAD model [5], which is defined as a pseudo-first-order chemical
scheme for acid rain simulation. It is specially calibrated for non-urban areas, where
the concentration of VOC is reduced. It involves four species, and the source term
is given by: s1(c) = −s2(c) = −α1(c)c1, and s3(c) = −s4(c) = −α3(c)c3, with
α1,3(c) = γ1,3/(c1 + δ1,3c3). Note that in zones where c1 and c3 are zero or close to,
both α1,3(c) and ∂α1,3∂c ∝ (c1 + δ1,3c3)
−2 requiere a proper numerical treatment in or-
der to avoid excessively high reaction rates. Figure 2 shows the function 1(x+B) for
different values of B. Depending on B the value and slope of the function near zero
varies significantly. Low values of B implies extremely high values of the function
itself and its derivative. The limit α1,3(c) ≤ αRmax is imposed.
And second, the simplified photochemical scheme presented in [6], which is a ten
species model with a source term quadratic in c. The reaction term can be expressed
as sk(c) =
∑nc
i=1
(∑nc
j=1 α
k
ijcj + β
k
i
)
ci, for k = 1, ..., nc, and with αkij and βki model
constants; And the Jacobian matrix is linear and given by ∂sk
∂cl
=
∑nc
i=1
(
αkil + α
k
li
)
ci+
βkl . Thus, in contrast with RIVAD model, this second one does not represent any
problem for c equal zero or close to.
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Figure 2: Relationship 1/(x+B) for x ∈ [0, 1] and different values of B.
Figure 3: Top–down view of the two wind fields, case I (left) and case II (right),
defined in mesh nodes.
3 Mesh and wind analysis
The main characteristics of mesh and wind fields used as examples in this work are
shown in this section. Analysis presented here orientate numerical simulations shown
in the following section. Specifically, some references for the time step are established
based on mesh and wind field analysis.
Simulations of this work have been done with one spatial discretization and two
wind fields computed from experimental data, cases I and II, following the model
scheme presented in previous section. A non-structured mesh of 153085 thetahedral
elements and 28387 nodes is used. Remarkably it includes a detailed description of
emission stack geometry (two meters of element size on top of the stack). Figure 3
presents a top-down view of the two wind fields considered.
Table 1 summarizes maximum, minimum, mean, and median values of 4 interest
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Max. Min. Mean Median
∆x (m) 2692. 2.3 385. 309.
‖uI‖ (m/s) 45. 0.48 26.5 26.2
‖uII‖ (m/s) 119. 0.96 41.8 44.4
‖uI‖/∆x (s−1) 11.0 0.0039 0.14 0.078
‖uII‖/∆x (s−1) 25.8 0.0033 0.264 0.133
‖uI‖∆x (m2/s) 105022. 4.2 11138. 8061.
‖uII‖∆x (m2/s) 167741. 11.8 16941. 13427.
Max. Min. Mean Median
∆x (m) 2296. 2.3 348. 323.
‖uI‖ (m/s) 43.2 0.48 23.9 21.9
‖uII‖ (m/s) 94.8 1.70 39.8 42.4
‖uI‖/∆x (s−1) 11.0 0.0049 0.28 0.076
‖uII‖/∆x (s−1) 25.8 0.0080 0.59 0.128
‖uI‖∆x (m2/s) 89690. 4.2 8904. 7520.
‖uII‖∆x (m2/s) 129258. 11.8 14222. 13501.
Table 1: Grid and wind field statistics on full domain (top) and statistics on the trans-
port zone defined on figure 1 (bottom).
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Figure 4: ∆x histogram on full domain (left) and on emission and transport zone
(right).
indicators in both full domain and transport zone defined in figure 1. The computed
indicators are: 1) thetahedra size (mean length of the six sides), ∆x; 2) velocity vector
norm, ‖u‖; 3) fraction ‖u‖/∆x; and 4) product ‖u‖∆x. Last two are closely related
to dimensionless Courant, C = ∆t‖u‖/∆x, and Peclet, Pe = ‖u‖∆x/(2‖K‖), cell
numbers, which determine the behavior of numerical solvers.
From table 1 follows that differences between indicators computed in full domain
9
vel.
Fr
eq
ue
nc
y
0 20 40 60 80
0
10
00
0
20
00
0
30
00
0
40
00
0
vel.
Fr
eq
ue
nc
y
0 20 40 60 80
0
20
00
40
00
60
00
80
00
10
00
0
vel.
Fr
eq
ue
nc
y
0 20 40 60 80
0
10
00
0
20
00
0
30
00
0
40
00
0
50
00
0
vel.
Fr
eq
ue
nc
y
0 20 40 60 80
0
20
00
40
00
60
00
80
00
10
00
0
12
00
0
Figure 5: ‖uI‖ (top) and ‖uII‖ (bottom) histograms on full domain (left) and on
transport zone (right).
∆tIref,1,2,3(s) % elements with C < 1 Maximum C
0.09 100% 1
0.9 99% 10
9 76% 100
∆tIIref,1,2,3(s) % elements with C < 1 Maximum C
0.04 100% 1
0.4 99% 10
4 95% 100
Table 2: ∆tref values used in the transport – reaction simulations, case I (top) and case
II (bottom). Maximum Courant numbers and accumulated percentage of elements
with Courant number less than one are also shown.
and transport zone are small, except on maximum ∆x and ‖uII‖ which are signifi-
cantly reduced.
Figure 4 shows ∆x histograms. Spatial discretization contain major number of
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Figure 6: ‖uI‖ (top) and ‖uII‖ (bottom) distribution slices.
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Figure 7: ‖uI‖/∆x (left) and ‖uII‖/∆x (right) histograms on full domain. Only
values greater than one are considered in both cases.
element sizes ranging from 200 to 400 meters, concentrating elements of less than 100
meters near source. However, figure 3 shows that in transport zone there are elements
with horizontal sides about two kilometers, although its mean size is about hundreds
of meters due their reduced height. These elements covers a flat terrain area, where
the remeshing criteria used based on terrain curvature, does not activate enough.
Figure 5 shows velocity histograms. Wind velocity distribution of case I present
two peaks in full domain, one in 20 and the other on 40 m/s, but on transport zone the
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Figure 8: log
(
‖uI‖∆x
) (top) and log (‖uII‖∆x) (bottom) histograms on full domain
(left) and on emission and transport zone (right).
important one is 20 m/s. Figure 6 show that high velocities are on high altitudes, thus
they do not affect the transport. Wind velocity distribution of case II has just a peak
value between 40 and 50 m/s in both full domain and transport zone. Figure 6 show
that in case II high velocities concentrate on both ridges and high altitudes. Recall that
velocities of case II correspond to an exceptional situation of 150–180 Km/h, with 216
Km/h peaks, on upper parts of the mountains.
Figure 7 shows ‖u‖/∆x histograms, for values greater than one. Table 1 shows
that mean an median are much lower than one, thus just a small part of the domain is
represent in figure 7. Both cases share the distribution tail, situation directly related
with the use of the same mesh. The upper part of the tail correspond to the elements
with lower ∆x, the top part of the stack. These histograms let adjust time step to the
requierements of time integration scheme. Crank Nicolson scheme has no restrictions
on time step for stability, but values of Courant not much higher that one are recom-
mended for accuracy. Table 2 shows three reference ∆t for each case. The are found
imposing Courant number equal to 1, 10 and 100 to the most demanding element. The
percentage of elements with C < 1 are also indicated.
Last mesh and wind field analysis is related with the Peclet number. Figure 8 shows
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Figure 9: Case I. Primary (left) and secondary (right) pollutant evolution, with ∆tIref,1.
log (‖u‖∆x) histograms. Major part of elements have this indicator in the range 103 –
104, which correspond to Peclet numbers 10 – 102, in the case I, and in the range 104
– 105, thus with Peclet numbers ranging 102 – 103, in the case II, although differences
between both cases are reduced. These magnitudes indicate that the problem is highly
convective, especially the case II. Remarkably both wind fields has lower numbers
near the emission stack, thus less convective behavior can be expected there.
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Figure 10: Case I. Primary (left) and secondary (right) ground views with ∆tIref,1
(top), ∆tIref,2 (medium) and ∆tIref,3 (bottom).
4 Transport and reaction simulations
In this section, numerical solution of transport and reaction reference problems (case
I and II) is presented. Specific attention is given to the influence of time step in the
results. Each case is solved until a final time corresponding to ∆tref,1 multiplied by
12000. Note that as ∆tIref,1 is approximately double than ∆tIIref,1 and velocity of case
I is half of that of case II, the maximum distance transported will be similar in both
cases.
Figure 9 summarizes the evolution of primary and secondary pollutants for case I
computed with ∆tIref,1. It shows how primary pollutant moves because of convection
and its concentration decrease because reaction and diffusion; and how secondary
pollutant increases concentration due to reaction, and moves because of convection
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Figure 11: Case II. Primary (left) and secondary (right) pollutant evolution, with
∆tIref,1.
and diffusion. Pollutant moves close to ground due to wind field distribution.
One of the key outputs of transport – reaction analysis are the ground level con-
centrations. Figure 10 shows ground level concentration of primary and secondary
pollutants computed with ∆tIref,1, ∆tIref,2 and ∆tIref,3. Results with first and sec-
ond time step are very similar, presenting some small spurious oscillations on plume
sides. Instead, results with larger time steps, as the third one used as example, are too
smoothed.
Figures 11 and 12 show the same analysis for the case II wind field. As in case I
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Figure 12: Case II. Primary (left) and secondary (right) pollutant ground views with
∆tIIref,1 (top), ∆tIIref,2 (medium) and ∆tIIref,3 (bottom).
example, results with maximum Courant numbers equal to 1 and 10 are equivalent, but
with larger time steps the solution is too smoothed. The main difference with respect
to case I is the presence of larger spurious oscillations, significant both in vertical slide
and in ground level.
Oscillations start close to emission stack, but they are mainly in the zone with large
horizontal size elements. Provided that the case I simulation present less spurious os-
cillations and lower Peclet numbers that case II (compare Peclet number distributions
in figure 8) one possible way to improve case II results would be to remesh in transport
zone. Remarkably, the simple approach presented here gives correct results except for
extremely windy situations.
Last analysis presented involves RIVAD nonlinear model. Figure 13 shows the
solution of primary and secondary pollution for case I wind conditions at final time
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Figure 13: RIVAD model. Case I. Primary (left) and secondary (right) pollutant evo-
lution, with ∆tIref,2. Two models are considered: αRmax = 5α (top) and 50α (bottom).
simulation, 1200 time steps of ∆tIref,2 size. Model parameters δ1,3 = 1, α1,3 = α and
αRmax = 5α and 50α are considered. Note that as with these model parameters both
primary and both secondary pollutants will present the same behavior, for this reason
only one primary and one secondary pollutant evolutions are shown in figure 13.
The influence of nonlinearity becomes clear when comparing figure 13 with bottom
graphics of figure 9. Higher reaction rates for low concentration of primary pollutants
of nonlinear model produces reduced primary plumes and larger secondary ones. Size
of primary plumes is directly related with αRmax. Larger values of αRmax imply faster
chemical transformation at low values of concentration, and therefore smaller primary
pollutant plumes.
5 Conclusions
A review of last tendencies in air pollutant simulation has shown that the Finite El-
ement Method could represent a significant improvement to puff models for simula-
tions involving punctual emissions sources, specially when used embedded into Eule-
rian grid models. Tridimensional discretizations including details of punctual sources
present, at least, element sizes ranging three orders of magnitude: From few meters
near the source to few kilometres far away. Therefore special attention is needed to
properly distretize the spatial domain and time integrate the material model. The work
presented here focuses in these topics.
Linear and nonlinear chemistry is considered. Test examples involve highly com-
plex topography and two wind fields, corresponding to strong and extremely strong
situations. Wind field is computed first, using a mass consistent model. After that,
linear transport – reaction problems are solved with a Least Square approach and
Crank-Nicolson time integration. Nonlinear problems are solved with a chemical –
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transport splitting scheme and a Rosembrock time integrator for the chemical step.
The same mesh, adapted to terrain curvature, is used in both wind and transport –
reaction problems.
Expected results have been found with both with linear and nonlinear models. De-
tailed discretization of punctual sources have not implied a strong requirement on time
integration stepping, confirming the possibilities of the proposed approach. Refine-
ment of meshes in plane terrain zones will improve accuracy and avoid some spurious
oscillations found in extremely windy situations.
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