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Hu 矩和 Zernike 矩在字符识别中的应用 3
丁兴号 　邓善熙
合肥工业大学
摘 　要 :理论分析与实验证明 ,Hu 矩和 Zernike 矩与神经网络相结合 ,可运用于字符图像的识别 ,且 Zernike 矩
的识别效果优于 Hu 矩。
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Application of Hu Moments and Zernike Moments on Character Recognition
Ding Xinghao 　Deng Shanxi
Abstract : It is proved by theoretical analysis and experiment that Hu moments and Zernike moments combined with neural
network can be used for the character recognition , and the recognition effect of Zernike moments is better than Hu moments.










由 Hu. M. K. 提出的普通矩方法[1 ]等。目前 ,人工神
经网络技术已广泛应用于各种研究领域 ,同时也为
模式识别提供了一种新的技术方法。本文将神经网




图像函数 f ( x , y)的 ( p + q)阶原点距定义为
mpq = ∫
x , y ∈Ω
xpyqf ( x , y) d xd y
式中 ,Ω为 x , y 的取值区间。
( p + q)阶中心矩定义为
μpq = ∫∫
x , y ∈Ω　
( x - x) ( y - y) f ( x , y) d xd y
( x , y)即为区域的矩心坐标。
对于 N ×M 的数字图像 ,可用求和代替积分 ,














( x - x) ( y - y) f ( x , y) d xd y




γ= p + q
2
+ 1 　　( p + q = 2 ,3 , ⋯)




Φ2 = (η20 - η02) 2 + 4η211
Φ3 = (η30 - 3η12)
2 + (3η31 - η03)
2
Φ4 = (η30 +η12)
2 + (η21 +η03)
2
Φ5 = (η30 - 3η12 ) (η30 - η12 ) [ (η30 + η12 ) 2 - 3 (η21 +
η03) 2 ] + (3η21 - η03) (η21 +η03) [3 (η30 +η12) 2 - (η21
+η03)
2 ]
Φ6 = (η20 - η02) [ (η30 +η12)
2 - (η21 +η03)
2 ] + 4η11 (η30
+η12) (η21 +η03)
Φ7 = (3η12 - η30 ) (η30 + η12 ) [ (η30 + η12 ) 2 - 3 (η21 +
η03)
















[ Vnm (ρ,θ) ] f (ρ,θ)ρdρdθ
=
n + 1
π ∫∫Rnm (ρ) e jmθf (ρ,θ)ρdρdθ
式中 , n 为正整数或零 ; m 为正或负整数 ,且满足 n
- | m| 为偶数和| m| Φ n 的条件限制 ;ρ为原点到点
( x , y)的矢量长度 ,即ρ= x2 + y2 　( - 1 < x , y <
1) ;θ为 x 轴与ρ矢量在逆时针方向的夹角 ,即θ=
arctan( y/ x) 　( - 1 < x , y < 1) ; Rnm (ρ) 表示点 ( x ,
y)的径向多项式 ,定义为
Rnm (ρ) = Σ
( n - | m| ) / 2
s = 0
( - 1) s [ ( n - s) !]ρn - 2 s
s ! (
n + | m|
2
- s) ! (
n - | m|
2
- s) !
Zernike 多项式 V nm ( x , y) = V nm (ρ,θ) = Rnm (ρ)
e jmθ是定义在单位圆盘 x2 + y2 Φ1 上正交复函数的
集合 ,它具有以下重要特性 :










1 　a = b
0 　其它




Rnq (ρ) Rmp (ρ)ρdρ=δmn/ [2 ( n + 1) ]
(3) Rnm可由 R ( n - 2) m和 R ( n - 4) m得到 ,即
Rnm (ρ) = [ ( K2ρ2 + K3) R ( n - 2) m (ρ) + K4 R ( n - 4) m (ρ) ]/ K1
式中 　K1 = ( n + 1) ( n - 1) ( n - 2) / 2
K2 = 2 n ( n - 1) ( n - 2)
K3 = - ( n - 1)
3
K4 = - n ( n - 1) ( n - 3) / 2
在图像分析中 ,由于 Zernike 多项式的正交性 ,
可使信息冗余达到最优化 ,其递归性质使运用矩的
快速算法成为可能。由 Zernike 矩的上述定义可知 ,
它的另一重要特性为 : 图像旋转一定角度后的
Zernike 矩与原图像的 Zernike 矩具有非常简单的关
系 ,即一个图像旋转 <角后的 Zernike 矩 Znm′与初始





为计算一幅给定图像的 Zernike 矩 ,必须将图像
中心移动到坐标圆点 ,将图像像素点映射到单位圆
内。由于 Zernike 矩具有旋转不变性特性 ,因此可将
| Znm| 作为目标的不变性特征。根据上式分析 ,利用
Vnm (ρ,θ)可提取图像的特征 ,其低频特征由 n 值小
的 Vnm (ρ,θ)提取 ,其高频特征由 n 值大的 Vnm (ρ,θ)
提取。Hu 提出的 7 个不变矩仅由低阶矩 (二阶和三
阶)构成 ,而 Zernike 矩可任意构造高阶矩 ,因此从理
论上分析 ,Zernike 矩的识别能力应高于 Hu 矩。
　　4 　图像识别的实验验证
本实验分别利用 Hu 矩和 Zernike 矩提取图像特
征 ,并结合神经网络技术对 10 个数字字符进行识别 ,
以验证这两种矩应用于图像识别的可行性及识别效
果。实验步骤为 :获取图像→图像二值化→图像规格
化→提取规格化图像的 Hu 矩和 Zernike 矩特征 →训
练神经网络→神经网络分类器的分类效果检测。
(1)图像的获取
用 CCD 拍摄 10 个数字字符 ,通过旋转、平移和
尺度变换获得每个字符样本的 16 幅图像 ,其中 6 幅








方法将图像 f ( x , y)分为对象物和背景两部分 ,即设
定某一阈值θ,将图像数据分为大于θ和小于θ的
两个像素群。图像二值化的关键是阈值θ的确定 ,




①平移变换图像 ,使其一阶几何矩 m01 和 m10
均为 0。变换方法是将 f ( x , y) 变换为 f 1 ( x , y) ,变
换公式为
f1 ( x , y) = f ( x + x , y + y)
式中 , ( x , y ) 即为图像的矩心坐标 ,即 x = m10/
m00 , y = m01/ m00 ( m00、m10、m01 分别为原图像
的零阶和一阶几何矩) 。
②将图像 f 1 ( x , y) 通过比例变换转换为 f 2 ( x ,
y) 。预先需确定一个目标像素总数 T (二值图像的
零阶几何矩实际上就是图像中的目标像素总数) ,比
例变换公式为 f2 ( x , y) = f 1 ( x/ a , y/ a) ,其中 a 为
比例变换因子 ,计算公式为 a = ( T/ m00) 1/ 2 ( m00 为




(4)图像的 Hu 矩和 Zernike 矩特征提取
按前述方法对规格化后的字符图像进行 Hu 矩
和 Zernike 矩特征提取。图像规格化时选取目标像
素总数 T = 900 ,由于矩的变化范围较大 ,因此提取
其作为神经网络输入特征时 ,需对矩取对数。此外 ,
考虑到矩可能含有负数 ,在取对数前需先对矩取绝
对值。表 1、表 2 分别为字符 A 的几种样本的 7 个
不变矩特征和前四阶 Zernike 矩特征 (均已取过对
数) 。
表 1 　字符 A样本的 7 个不变矩特征
图像 M1 M2 M3 M4 M5 M6 M7
1 016149 118566 310922 510214 1011519 618972 1212061
2 015796 119065 310361 512369 917689 613548 1119845
3 015576 118241 314755 514578 1012356 613214 1210354
4 015894 117924 317809 516945 918452 618654 1215698
5 016028 119165 317599 517368 919654 619933 1216547
表 2 　字符 A样本的前四阶 Zernike 矩特征
图像 Z11 Z20 Z22 Z31 Z40 Z42 Z44
1 513080 115185 114218 119011 312458 113941 113419
2 419178 115721 114813 212792 310953 112817 111619
3 418608 116726 116282 210537 216647 116393 113609
4 418654 116249 119586 210693 219450 113829 111602
5 514275 114633 117107 216603 313557 115843 112504
(5)训练神经网络和检验神经网络分类器效果
神经网络采用 BP 网络 ,隐层节点数为 9 ,学习
算法采用附加动量法和变步长的 BP 算法。Hu 矩方
法的输入向量采用 7 个不变矩 ,Zernike 矩方法的输
入向量采用 6、7、8、9、10、11、12 的高阶矩。实验结
果表明 ,待识别样本无噪声时 , Hu 矩方法的识别率
为 90 % ,Zernike 矩方法的识别率为 100 % ;当信噪比
为 15dB 时 , Hu 矩方法的识别率为 80 % ,而 Zernike





像识别时 Zernike 矩比 Hu 矩更具优越性。本文方法
可较容易地推广应用于其它图像识别领域。
参考文献
1 　Hu M K. Visual pattern recognition by moment invariant. IRE
Trans. Information Theory , 1962 (8) : 179～187
2 　A Khotanzad , Y H Hong . Invariant image recognition by
　 Zernike moment. IEEE Trans. Paml , Vol. 12 , 1990 , 5
第一作者 :丁兴号 ,在读博士研究生 ,合肥工业大学仪器
仪表学院 ,230009 合肥市
81 工 具 技 术
