Abstract. For every bivariate polynomial p(z 1 , z 2
Introduction
Stability of multivariate polynomials is an important concept arising in a variety of disciplines, such as Analysis, Electrical Engineering, and Control Theory [11, 58, 9, 37, 12, 23] . In this paper, we discuss two-variable polynomial stability with respect to the open unit bidisk D 2 = {(z 1 , z 2 ) ∈ C 2 : |z 1 | < 1, |z 2 | < 1}.
A bivariate polynomial will be called semi-stable if it has no zeros in D 2 , and stable if it has no zeros in the closure D 2 . The bidegree of p ∈ C[z 1 , z 2 ] is the pair deg p = (deg 1 p, deg 2 p)
of its partial degrees in each variable. The reverse of p is defined as ← − p (z) = z deg pp (1/z), where for z = (z 1 , z 2 ) and n = (n 1 , n 2 ) we set z n = z
2 ,p(z) := p(z),z = (z 1 ,z 2 ), and 1/z = (1/z 1 , 1/z 2 ). A polynomial is self-reversive if it agrees with its reverse.
1 A semi-stable polynomial p is scattering Schur [9] if p and ← − p are coprime, i.e., have no common factors.
For every semi-stable p ∈ C[z 1 , z 2 ], with p(0, 0) = 1, we construct a representation (1.1) p(z 1 , z 2 ) = det(I |n| − KZ n ), n i=1 a i |; see also [29, Theorem 3.6.6 ]. Our main result, Theorem 2.1, shows that in the two-variable case we are as well able to find a representation (1.1) that is minimal both in the size and in norm of K. In particular, this means that for a two-variable semi-stable polynomial p with p(0, 0) = 1, we can find a representation (1.1) with n = degp and K a contraction.
In three or more variables, such a result does not hold; indeed, it follows from [22, Example 5.1] that for 5/6 < r < 1 the stable polynomial q(z 1 , z 2 , z 3 ) = 1 + r 5 z 1 z 2 z 3 z does not have a representation (1.1) with K a contractive 9×9 matrix, even though its degree is (3, 3, 3) . In general, the problem of finding a representation (1.1) with some (not necessarily contractive) matrix K and n = deg p for a multivariable polynomial p, is overdetermined (see [22] ). It is also unknown whether a semi-stable polynomial p in more than two variables admits a representation of the form (1.1) with a contractive matrix K of any size (see [22] for a discussion). An alternative certificate for stability in any number of variables is given in [59] . The general problem of constructing linear determinantal representations of a polynomial is a well known classical problem in algebraic geometry, see [32] and the references therein. The analog of semi-stable self-reversive polynomials for the real line (as opposed to the unit circle in the complex plane) are real-zero polynomials (or -upon homegenization -homogeneous hyperbolic polynomials first introduced by Gårding [16, 17] ). These polynomials and their determinantal representations were actively studied in recent years in relation to semidefinite programming; we refer to [57] for a state of the art survey and further references.
Using stable factorization of univariate matrix polynomials that are positive semidefinite on the real line, we construct in Section 4 a positive self-adjoint determinantal representation for two-variable real-zero polynomials, i.e., a determinantal representation of the form p(x 1 , x 2 ) = p(0, 0) det(I + x 1 A 1 + x 2 A 2 ) where A 1 and A 2 are complex self-adjoint matrices of the size equal to the degree of p. This reproves the main result of [26] , see also [25] (which amounts to the solution of the Lax conjecture for homogeneous hyperbolic polynomials in three variables, see [40] ), in a somewhat weaker form (see also [57, Section 5] and [48] ). Indeed, in [26] it was proven that A 1 and A 2 can be chosen to be real symmetric. The advantage of the approach here is that the proof uses factorizations of matrix polynomials (unlike the algebra-geometrical techniques used in [26] ) making it especially suitable for computations.
Norm-constrained determinantal representations
Throughout the paper we will assume that the polynomials are non-constant. Although one can adjust the definitions to include the case of p ≡ 1, it does not seem worth to do this. Given a non-constant bivariate polynomial p, its stability radius is defined as
Thus p is semi-stable if and only if s(p) ≥ 1, and stable if and only if s(p) > 1.
, with p(0, 0) = 1, be a non-constant bivariate polynomial. Then p admits a representation (1.1) with n = degp and K = s(p) −1 .
Before we delve into the bivariate case, let us consider an alternative way to obtain (1.1) in the univariate case that does not require us to compute the roots of p. Let p(z) = p 0 + · · · + p n z n be a stable polynomial. Then the classical matrix theory says that p is the characteristic polynomial of the associated companion matrix. Writing this in a form especially useful for our purposes, we have
As p is stable, all the eigenvalues of C p lie in D. Thus C p is similar to a strict contraction. For our purposes, it will suffice to find a similarity to a (not necessarily strict) contraction. To this end, we proceed by introducing the Bezoutian
where
The Schur-Cohn criterion (see, e.g., [39, Section 13.5]) tells us that p is stable if and only if Q > 0. If we now factor Q = P P * , with P a square (and thus automatically invertible) matrix, then K = P −1 C p P is a contraction [59] . To see this, one shows that Q −1
and consequently P (I − K * K)P * are positive semi-definite. Since the range of K * is contained in the range of P * , it follows that K ≤ 1. We now have the desired representation p(z) = p 0 det(I n − zK).
This alternative derivation of a representation (1.1) in a univariate case provides the basis for the construction of (1.1) in the bivariate case, where now the coefficients p i and the matrices C p , A, B, Q, and P will depend on one of the variables.
We will need the following two lemmata. 
Applying a permutation T which rearranges the coordinate variables on the diagonal of Z, we obtain that
Since T is unitary, we obtain that
Recall that a polynomial p is called irreducible if it has no nontrivial polynomial factors.
Lemma 2.3. Stable irreducible polynomials of a fixed bidegree with the constant term 1 are dense in the set of semi-stable polynomials of the same bidegree with the constant term 1
While we formulate and prove the statement here for bivariate polynomials, it can be obviously extended to any number of variables. We view polynomials of bidegree (n 1 , n 2 ) or less with constant term 1 as points in the coefficient space C N , where N = (n 1 +1)(n 2 +1)−1. Notice that if a sequence of polynomials in C N converges to a polynomial of bidegree (n 1 , n 2 ), then the polynomials in the sequence will eventually have the same bidegree. Notice also that stable polynomials form an open set in C N .
Proof of Lemma 2.3. Observe that the set of reducible polynomials of bidegree (n 1 , n 2 ) or less with constant term 1 (the products of polynomials of smaller bidegrees) is a finite union of images of polynomial mappings
Hence irreducible polynomials form an open dense subset of C N . Every semi-stable polynomial p is a limit of stable dilations p r (z 1 , z 2 ) := p(rz 1 , rz 2 ) as r ↑ 1. On the other hand, we can approximate p r by irreducible polynomials in C N . If an irreducible polynomial q is sufficiently close to p r , then q is also stable. We conclude that every semi-stable polynomial in C N can be approximated by stable irreducible polynomials; moreover, a semi-stable polynomial of bidegree (n 1 , n 2 ) can be approximated by stable irreducible polynomials of the same bidegree.
We will make use of the 1D system realization theory. A univariate matrix-valued rational function f is said to have a (finite-dimensional) transfer-function realization if
is of minimal possible size. Every rational matrix-valued function f which is analytic and contractive on D has a minimal realization [31] ; moreover, the system matrix A B C D of a minimal realization of f can be chosen to be contractive [3] .
Proof of Theorem 2.1. Without loss of generality, we may assume that s(p) = 1, i.e., p is semi-stable. Indeed, otherwise one proves the result for the semi-stable q, where q(z) = p(zs(p)), resulting in a contraction K q , and then put K = K q /s(p), to get the desired representation for p.
Next, if we can show the existence of a representation det(I |n| −KZ n ), with K a contraction, for a dense subset of semi-stable polynomials of bidegree n with constant term 1, then we are done. Indeed, if
where K is a limit point of the sequence {K (j) : j ∈ N} (which exists as the contractions in C |n|×|n| form a compact set). Thus, we are allowed to make some generic assumptions on p. For starters, by Lemma 2.3, we may assume that p is stable and irreducible.
We now start the proof of the existence of a representation (1.1) with n = deg p and K ≤ 1 for an irreducible stable polynomial p. Along the way, we make some other assumptions of genericity.
Expand p in the powers of
2 , and introduce the companion matrix
, and the triangular Toeplitz matrices
. Since the polynomial p(z 1 , ·) is stable for every z 1 ∈ T, we have that Q(z 1 ) is positive definite for every z 1 ∈ T [39, Section 13.5]. Then there exists a n 2 × n 2 matrix-valued polynomial P (z 1 ) = P 0 + · · · + P n 1 z z 1 ∈ T, holds and P (z 1 ) is invertible for every z 1 ∈ D [51, 13] . Since p 0 (z 1 ) = p(z 1 , 0) = 0 for every z 1 ∈ D, the rational matrix-valued function
is analytic on D. In fact, M is also contractive there [59] . To see this, one shows that
and consequently
Since the range of M(z 1 ) * is contained in the range of P (z 1 ) * , it follows that M(z 1 ) ≤ 1 for every z 1 ∈ T, and by the maximum principle, for every z 1 ∈ D.
Claim: Generically, the only poles of M are the zeros of p 0 . Proof of claim. We will first show that when P has a zero at z 1 = a of geometric multiplicity 1, the corresponding vector in the left kernel is a left eigenvector of C(a). Indeed, first observe that by analytic continuation, Q(z 1 ) = P (z 1 )P (1/z 1 ) * , where the analyticity domains of the rational matrix-valued functions on the two sides of the equality coincide. Then the zeros of P are exactly the zeros of Q that lie in C \ D. Let z 1 = 0. Observe that
is the resultant for the polynomials p(z 1 , ·) and g(·), where
for some z 2 (in the terminology of [19, 20] : (z 1 , z 2 ) is an intersecting zero). For such z 1 and z 2 we have that the row vector
* is invertible, and
Notice that we used that A(w 1 ) * and B(w 2 ) commute as they are both upper triangular Toeplitz matrices. Thus when P has a zero at z 1 = a of geometric multiplicity 1, its vector in the left kernel is v n 2 −1 (z 2 ), where (a, z 2 ) is an intersecting zero 2 . It is now straightforward to check that v n 2 −1 (z 2 ) is a left eigenvector of C(a) corresponding to the eigenvalue 1/z 2 .
To show that the only poles of M are the zeros of p 0 , we observe that the only other possible source of poles of M would be the zeros of P . Assuming (a generic condition!) that such a zero a has multiplicity 1 and is not a zero of p 0 , we obtain that
Alternatively, one may use the formula
to come to the same conclusion. This formula can be easily checked by hand, but also appears in many sources; see, e.g., [30, Section 4] .
where dim KerP 0 = 1 and rankS −1 = 1 (see, e.g., [8, Chapter II] ). In addition, as P (z 1 ) and P (z 1 ) −1 multiply to I n 2 , we have P 0 S −1 = 0 = S −1 P 0 . By the result of the previous paragraph, we must have that S −1 = wv n 2 −1 (z 2 ), for some column vector w. But then we have that
where G(z 1 ) is analytic in a neighborhood of a. Since
we have S −1 C(a)P 0 = 0, and thus M(z 1 ) does not have a pole at a. This proves the claim.
We assume now for p the generic assumptions above and, in addition, the assumption that p n 2 is of degree n 1 and is coprime with p 0 , which is also generic. Then the McMillan degree of C, and hence, of M, is n 1 , therefore there exists a minimal contractive realization of M with A a n 1 × n 1 matrix: We have
As det(
and we are done.
Notice that the proof outlines a procedure to find a representation (1.1). Let us try this out on a simple example.
Example 2.4. Let p(z 1 , z 2 ) = 1+az 1 +bz 2 , where a+b < 1 and a, b > 0. Then p 0 (z 1 ) = 1+az 1 and p 1 (z 1 ) = b. We have
Kummert [36, 35, 37] proved Theorem 2.1 for bivariate scattering Schur polynomials. He first constructed for such a polynomial p a 2D Givone-Roesser system realization [21] of f = ← − p /p:
with the complex (|n| + 1) × (|n| + 1) matrix A B C D being unitary, and then wrote it as
Since the fraction representation on the left-hand side is coprime and the bidegree of the polynomial in the denominator of the fraction on the right-hand side is less than or equal n = (n 1 , n 2 ) (in the componentwise sense), the denominators must be equal:
Since A is a contraction, Theorem 2.1 follows for this case, with K = A. We also remark that in this construction K has all singular values, except one, equal to 1. Let us note that the existence of 2D Givone-Roesser unitary system realizations was proved by Agler [1] for a much more general class of contractive analytic operator-valued functions on the bidisk D 2 , however the (unitary) system matrix in such a realization has, in general, infinite-dimensional Hilbert-space operator blocks (in particular, A is a contraction on an infinite-dimensional Hilbert space). Kummert's result in the special case of scalar rational inner functions is sharper in the sense that it provides a concrete finite-dimensional unitary realization of the smallest possible size. We also remark that an alternative construction of a finite-dimensional Givone-Roesser unitary system realization for matrix-valued rational inner functions of two-variables is given in [6] .
The general case of Theorem 2.1 can also be deduced from the special case of scattering Schur polynomials, since the latter is a dense set in the space of all bivariate polynomials of bidegree n = (n 1 , n 2 ) with the constant term 1, and the approximation argument as in our proof of Theorem 2.1 works. In view of Lemma 2.3, it suffices to prove the following proposition.
Proposition 2.5. Every stable irreducible polynomial is scattering Schur.
Proof. We will prove the statement here for bivariate polynomials, but it can obviously be extended to any number of variables.
Suppose p is a stable irreducible bivariate polynomial and is not scattering Schur. Then it must divide ← − p .
If p is a nontrivial polynomial depending only on one of the variables, say z 1 , then it has the form p(z 1 , z 2 ) = a(z 1 − z 0 ), with a ∈ C \ {0} and z 0 ∈ C \ D, and ← − p (z 1 , z 2 ) = −āz 0 (z 1 − 1/z 0 ), which is impossible.
If p depends on both z 1 and z 2 , then it is possible to fix one of the variables, say z 2 = λ, on the unit circle T so that q(z 1 ) = p(z 1 , λ) is a nontrivial polynomial in z 1 . Then q has no zeros in D and, since the polynomial q(z 1 ) divides ← − p (z 1 , λ), q can not have zeros in C \ D, a contradiction to the Fundamental Theorem of Algebra.
Thus, p is scattering Schur.
We note that another stability criterion for bivariate polynomials was established in [33, Theorem 1.1]. Namely, it was shown that p is stable if and only if 
The case of self-reversive polynomials
Given a semi-stable polynomial p, one has the factorization p = us, where u is a semistable self-reversive polynomial and s is a scattering Schur polynomial [9, Theorem 4] . In the case where p is semi-stable and self-reversive, the factor s is a constant. Our next theorem specializes the result of Theorem 2.1 to this case. We first establish several equivalent conditions for a semi-stable polynomial to be self-reversive; while we formulate and prove the next proposition for bivariate polynomials, it is clear that it extends to any number of variables.
Proposition 3.1. Let p be a semi-stable bivariate polynomial of bidegree n = (n 1 , n 2 ) with p(0, 0) = 1; then the following statements are equivalent: (i) p is self-reversive up to a unimodular constant; (ii) the coefficient of z
2 , the one-variable polynomial t → p(tz 1 , tz 2 ) has all its zeros on T.
Proof. (i)⇒(ii) is obvious, since for a bivariate polynomial p of bidegree n = (n 1 , n 2 ), the free term of ← − p equals the conjugate of the coefficient of z
, be the expansion of p in homogeneous polynomials. Then
If the coefficient p n 1 ,n 2 of z
2 is unimodular, then r = n 1 +n 2 and p r (z 1 , z 2 ) = p n 1 ,n 2 z
2 , we can write
where 1/a 1 (z 1 , z 2 ), . . . , 1/a r (z 1 , z 2 ) are the roots of p (z 1 ,z 2 ) counting multiplicities. Because of semi-stability,
be as in (3.1). By the assumption, for every (z 1 , z 2 ) ∈ T 2 the polynomial p (z 1 ,z 2 ) is self-reversive up to a unimodular constant, hence p r (z 1 , z 2 ) is either zero or unimodular. Since the polynomial p r is nonzero, it is not identically zero on T 2 (e.g., by the uniqueness principle for bivariate analytic functions). By continuity, p r (z 1 , z 2 ) is unimodular, and thus deg p (z 1 ,z 2 ) = r for every (z 1 , z 2 ) ∈ T 2 . It follows (e.g., by Rudin's characterization of rational inner functions [53, Theorem 5.2.5]) that p r is a monomial:
with (m 1 , m 2 ) ≤ (n 1 , n 2 ), |m| = r, and |p m 1 ,m 2 | = 1. Now, the fact that for (z 1 , z 2 ) ∈ T 2 the polynomial p (z 1 ,z 2 ) is self-reversive up to a unimodular constant implies that
for (z 1 , z 2 ) ∈ T 2 and j = 0, . . . , r, and therefore by analytic continuation
for all z 1 , z 2 = 0 and j = 0, . . . , r. It follows that
and finally, since
Comparing the degrees of z 1 and z 2 we see that n 1 = m 1 , n 2 = m 2 , and p is self-reversive up to the unimodular constant p m 1 ,m 2 .
Theorem 3.2. Let the bivariate polynomial p of bidegree n = (n 1 , n 2 ) = (0, 0), with p(0, 0) = 1, be semi-stable. Then p is self-reversive up to a unimodular constant if and only if p admits a representation (1.1) with n = deg p and K unitary.
Proof. The proof in one direction is immediate. If p = det(I |n| − KZ n ), with K unitary and n = deg p, then
with α = det(−K * ) ∈ T. Conversely, assume that p is self-reversive up to a unimodular constant, or equivalently (by Proposition 3.1) that the coefficient of z
2 in p is unimodular. By Theorem 2.1, p has a representation (1.1) with a contractive K. Observe that the modulus of the coefficient of z
2 equals | det K|, which in turn equals the product of the singular values of K. As | det K| = 1, all singular values of K must be equal to 1, yielding that K is unitary.
We notice that the procedure outlined in the proof of Theorem 2.1 to find a representation (1.1) does not work for self-reversive polynomials as the Bezoutian Q is 0, and a limiting process (as in the beginning of the proof of Theorem 2.1) is necessary.
The non-trivial direction of Theorem 3.2 was previously established directly in [18] (generalizing the determinantal representations considered in [2] ). More precisely, [18, Theorem 10.5] establishes that a bivariate polynomial p of bidegree (n 1 , n 2 ) with p(0, 0) = 1, having no irreducible factors of the form αz 1 + β, α, β ∈ C, admits a representation (1.1) with n = deg p and K unitary, provided that p(z 1 , z 2 ) = 0 and |z 1 | = 1 imply |z 2 | = 1, and p(t, 0) is a stable polynomial in t (in the notation of [18, Theorem 10.5] , this is the special case n 2 = 0, so n 1 = n). It suffices therefore to notice the following proposition. Proposition 3.3. Let p be a bivariate polynomial of bidegree (n 1 , n 2 ) with p(0, 0) = 1, having no irreducible factors of the form αz 1 + β, α, β ∈ C. Then the following are equivalent:
(i) p is semi-stable and self-reversive up to a unimodular constant; (ii) p(z 1 , z 2 ) = 0 and |z 1 | = 1 imply |z 2 | = 1, and p(t, 0) is stable in t.
Proof. Both (i) and (ii) are inherited by the irreducible factors of p, so we may assume without loss of generalty that p is irreducible with n 2 > 0. We denote by X the desingularizing Riemann surface of the projective closure of the zero set Z p of p in C 2 , and we abuse the notation by letting z 1 and z 2 denote both the coordinates in C 2 and the corresponding meromorphic functions on X.
(i) =⇒ (ii) The second condition in (ii) is obvious. Assume by contradiction that
Since p is self-reversive, we may assume that |z 0 2 | < 1. Let ξ 0 ∈ X lie above z 0 . Since z 1 is a non-constant meromorphic function on X, it is an open mapping, hence there exists ξ ∈ X near ξ 0 such that |z 1 (ξ)| < 1 and |z 2 (ξ)| < 1 contradicting the semi-stability of p.
(ii) =⇒ (i) [18, Lemma 10.6] shows that p is self-reversive up to a unimodular constant. Since p is self-reversive, X is endowed with an anti-holomorphic involution τ , and the coordinate functions z 1 and z 2 on X are unimodular meromorphic functions (i.e., 1/z 1 (τ (ξ)) = z 1 (ξ) and similarly for z 2 ). The condition p(z 1 , z 2 ) = 0 and |z 1 | = 1 imply |z 2 | = 1 implies further that X is of dividing type, i.e., X = X + ∪ X R ∪ X − , where the union is disjoint and the three subsets in the decomposition are the preimages under z 1 of D, T, and the exterior of the unit disc (including ∞), respectively. Now, p(t, 0) is stable in t means simply that all the zeroes of z 2 on X lie in X − , therefore z 2 is an inverse of an inner function on X + . So: z 1 is inner and 1/z 2 is inner on X + , implying that p is semi-stable.
We sketch now the construction of [18] as adapted to our case, which is both simpler and more feasible from a computational viewpoint than the general situation considered there. Suppose p ∈ C[z 1 , z 2 ] is a semi-stable self-reversive polynomial with p(0, 0) = 1. By Lemma 2.2, it suffices to assume that p is irreducible and obtain a representation (1.1) with deg p = (n 1 , n 2 ) and K unitary for this case. We assume that n 2 > 0, the case n 2 = 0 being trivial. It follows [18, Lemma 10.7] that the polynomial ← −−− − ∂p/∂z 2 is semi-stable and
is a coprime fraction representation of a rational inner function. Then it is well known (see [37, 19, 6, 33] ) that there exist bivariate polynomials A 1 , . . . , A n 1 of bidegree (n 1 − 1, n 2 ) or less, and bivariate polynomials B 1 , . . . , B n 2 of bidegree (n 1 , n 2 − 1) or less, not all of them equal 0, such that
(this replaces a more general decomposition with "negative squares" provided by [18, Theorem 10.1]); furthermore, these polynomials can be found using semidefinite programming software. It is straightforward to verify the identity n 2 p =
, which implies that the left-hand side of (3.2) is equal to
When both (z 1 , z 2 ) and (w 1 , w 2 ) lie in the zero set Z p of the polynomial p, this expression and, thus, the left-hand side of (3.2) are equal to 0. Then we use the standard "lurking isometry" argument. We first rewrite the equality (3.2) restricted to Z p × Z p as
where z 2 ) ]. Then we observe that this identity uniquely determines an isometry
defined on generating vectors by
and then extended by linearity. We shall see a posteriori that in fact the span of the vectors on the right-hand side is all of C |n| , so that the isometry T is a unitary mapping of C |n| onto itself. At any rate, T can be extended to a unitary mapping K of C |n| onto itself, i.e., to a |n| × |n| unitary matrix.
The nonzero polynomial
Bézout's theorem [15, p. 112 ] says that two bivariate polynomials with no common factors can have at most a finite number of common zeros equal to the product of total degrees of the polynomials. Therefore, if P vanishes identically on Z p , then the irreducible polynomial p should divide every component of P , but since these components, A i , i = 1, . . . , n 1 , and B j , j = 1, . . . , n 2 , are polynomials of smaller bidegree than p, this is impossible. Moreover, the set Z p \ Z P is Zariski relatively open and dense in Z p . Since the polynomial q = det(I |n| − KZ n ) vanishes on this set, it vanishes on Z p as well. Applying Bézout's theorem again, we see that p divides q. Since deg q = deg p = n and p(0) = q(0) = 1, we must have p = q, i.e., p has a representation (1.1) with n = deg p and K unitary. This provides an alternative proof of the non-trivial direction in Theorem 3.2.
We notice that the restriction of P = A B ∈ C |n| [z 1 , z 2 ] to Z p is a section of the kernel bundle of the determinantal representation I |n| − KZ n of the irreducible polynomial p, see [55, 32] . It follows (essentially since such a section is generated by the columns of the adjoint matrix adj(I |n| −KZ n )) that the entries of the restriction of P to Z p are linearly independent, in other words there exists no nonzero c ∈ C 1×|n| such that cP (z 1 , z 2 ) = 0 for all (z 1 , z 2 ) ∈ Z p . Therefore the span of P (z 1 , z 2 ), (z 1 , z 2 ) ∈ Z p , is all of C |n| , so that the isometry T = K is already a unitary mapping of C |n| onto itself and no extension is needed. We illustrate this on the following example.
and find (using semidefinite programming software)
), we find that the unitary K = T is the matrix
One can easily check that p(z 1 , z 2 ) = det(I 4 − KZ (2,2) ).
Real-zero polynomials and self-adjoint determinantal representations
We consider bivariate real-zero polynomials, which are polynomials p ∈ R[x 1 , x 2 ] with the property that for every (x 1 , x 2 ) ∈ R 2 the one-variable polynomial p (x 1 ,x 2 ) (t) := p(tx 1 , tx 2 ) has only real zeros. In [26, Theorem 2.2] it was shown that every real-zero polynomial p with p(0, 0) = 1 may be represented as
where A 1 , A 2 ∈ R d×d are symmetric matrices and d is the total degree of p; in the homogeneous setting of hyperbolic polynomials this statement was known as the Lax conjecture, see [40] . We refer to [57] for a detailed survey and further references. The proof in [26] is based on the results of [56] and [7] , see also [14] , and uses algebro-geometrical techniques -the correspondence between (certain) determinantal representations of an irreducible plane curve and line bundles on its desingularization, together with a detailed analysis of the action of the complex conjugation on the Jacobian variety and the theory of Riemann's theta function; a new proof, using instead the theory of quadratic forms, has been discovered recently in [25] . A somewhat weaker statement -namely, the existence of a representation (4.1) where now A 1 , A 2 ∈ C d×d are Hermitian matrices -has been established recently in [57, Section 5] and [48] ; these proofs are also algebro-geometrical but avoid the transcendental machinery of Jacobian varieties and theta functions. In this section (Theorem 4.1), we provide a new proof (actually, two closely related proofs) of the existence of a representation (4.1) with A 1 , A 2 ∈ C d×d Hermitian matrices using factorizations of matrix valued polynomials. One advantage of our proof is that it provides a fairly constructive way to find such a representation. The most involved step is finding a stable factorization for a one-variable matrix polynomial that is positive semidefinite on the real line. As the latter can be implemented using any semidefinite programming package or a Riccati equation solver (see, e.g., [24] or [4, Section 2.7] ), this construction can be easily implemented numerically, for instance in Matlab. For more on computational questions related to the construction of determinantal representations of real-zero polynomials, see [27, 46, 47, 41] . By a simple trick, Theorem 4.1 also implies the existence of a 2d × 2d real symmetric representation for p 2 -see Remark 4.6. We will need two lemmata. The first one is simply a restatement of one of the results of [45] in the non-homogeneous setting.
Lemma 4.2. Let p be a real-zero polynomial of total degree d and with p(0, 0) = 1. For every ǫ > 0 there exists a real-zero polynomial q of total degree d and with q(0, 0) = 1 such that each coefficient of q is within ǫ distance of the corresponding coefficient of p, and for every x 2 ∈ R the one-variable polynomialq x 2 defined viǎ
has only simple real zeros.
. Then p is a degree d homogeneous polynomial in three variables that is hyperbolic with respect to e = (1, 0, 0), which means that p(e) = 0 and for every (x 0 , x 1 , x 2 ) ∈ R 3 the one-variable polynomial t → p(x 0 − t, x 1 , x 2 ) has only real zeroes. By a result of [45] , the polynomial p can be approximated arbitrarily close, in the sense of coefficients, by a degree d homogeneous polynomial q which is strictly hyperbolic with respect to e; that is, q is hyperbolic with respect to e, and for every (x 0 , x 1 , x 2 ) ∈ R 3 with (x 1 , x 2 ) = (0, 0) the zeros of t → q(x 0 − t, x 1 , x 2 ) are simple. But then q(x 1 , x 2 ) := q(1, x 1 , x 2 )/q(1, 0, 0) has the desired property. Notice that while a priori the total degree of q is at most d, it will be actually equal to d if we choose ǫ small enough.
The following result is due to C. Hanselka [25] . For the sake of completeness, we include a proof. 
where p j is a polynomial of degree at most j. Assume that M is a polynomial of degree k, and write −M(s) = B 0 + · · · + B k s k . The sum of j × j principal minors in −M(s) is exactly p j (s); therefore the coefficient of s kj in p j (s) is the sum of j × j principal minors in B k . But deg p j ≤ j for all j, hence if k > 1 we conclude that the sum of j × j principal minors in B k is zero for all j > 0. It follows that B k is nilpotent. Since B k is also Hermitian, it must be zero, a contradiction.
We will present two closely related proofs of Theorem 4.1: the first proof uses the Hermite matrix (considered in the context of real-zero polynomials and determinantal representations in [27] and in [43] ), whereas the second proof uses intertwining polynomials and the Bezoutian (considered in this context in [57] and in [48, 38] ).
First Proof of Theorem 4.1. We first claim that if we can establish the existence of a required determinantal representation for a dense subset of real-zero polynomials of total degree d and with constant term 1, then we are done 3 . Indeed, assume that we have real-zero polynomials p (n) , n ∈ N, of total degree d with p (n) (0, 0) = 1, so that the sequence {p (−11 − 3i) 5 .
By the way, the polynomial p was constructed using A 1 = 1 2 2 3 and A 2 = 4 5 5 6 .
Before presenting a second proof of Theorem 4.1, we introduce a definition. Let p be a real-zero polynomial of total degree d, p(0, 0) = 1, and let q be a real-zero polynomial of total degree less than d, q(0, 0) > 0. We defině p x 2 (t) := t d p(1/t, x 2 /t),q x 2 (t) := t d−1 q(1/t, x 2 /t), and let, for x 2 ∈ R, λ 1 (x 2 ) ≤ · · · ≤ λ d (x 2 ) and µ 1 (x 2 ) ≤ · · · ≤ µ d−1 (x 2 ) be the zeros ofp x 2 and ofq x 2 , respectively, counting multiplicities. We will say that q interlaces p if (4.7)
for all x 2 ∈ R. We will say that q strictly interlaces p if all the zeros ofp x 2 are simple and strict inequalities hold in (4.7), for all x 2 ∈ R.
As an example, let p be a real-zero polynomial of total degree d, p(0, 0) = 1, and let (x 0 1 , x 0 2 ) belong to the connected component of (0, 0) in {(x 1 , x 2 ) ∈ R 2 : p(x 1 , x 2 ) > 0}. We set p(x 0 , x 1 , x 2 ) = x ′ .
Second Proof of Theorem 4.1. We assume as in the first proof that p is a real-zero polynomial of total degree d, p(0, 0) = 1, such that the polynomialp x 2 has only simple zeros for all x 2 ∈ R. We choose a real-zero polynomial q of total degree less than d, q(0, 0) = 0, that strictly interlaces p. We let B(x 2 ) be the Bezoutian of the polynomialsq x 2 andp x 2 , namely (see, e.g., [34] ) B(x 2 ) = [b ij (x 2 )] i,j=0,...,d−1 ,
