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NATIONAL INPUT-OUTPUT FORECASTING
Clopper Almon, University of Maryland
The publication three years ago of the 1958 input-output table stimulated a surge of research
on input-output forecasting for the nation, for
regions, and for companies. The publication
within the next few months of the much larger
1963 matrix will sharpen interest in this work
and add vastly to its potential. I hope that
this account of the work of the Maryland Interindustry Forecasting Projectl will help the
reader to appraise that potential for national
forecasting and, at the same time, to appreciate
the problems involved.

upswing of a cycle. We no longer have those
reserves to draw on, so nearly every industry
shows slower growth in the future than in the
past. The model produces a GNP growth of only
3.8 percent per year between 1966 and 1972, versus the 5.4 percent rate achieved between 1961
and 1966. The general slowing down hits hard on
equipment investment, which drops from its 19611966 annual growth rate of 11.1 percent down to
only 1.2 percent. In some industries, however,
investment will continue its rapid growth.
II.

Our model is not just a set of forecasts to be
looked at and put on the shelf, but rather a
tool for finding out how the economy will react
to a variety of influences. We are continually
changing parameters and assumptions and running
the forecasting program to find their implications for the future. Nevertheless, a glance
at one set of forecasts shows what kind of output the model can produce,
I.

HOW THE FORECASTS WERE MADE

The Logic of the Model. The forecasting
process begins with assumptions about government
spending and exports. Then we make a guess at
how high a level of disposable income the economy
can support; from it we derive consumption expenditures by commodity. Then, in each year of the
forecast, we derive investment by each industry
from that industry's previous growth. All these
final demands are then worked back through the
input-output table to find the industry outputs
and employment necessary to support them. If the
employment is out-of-line with the labor force,
we change the assumed disposable income. Implicitly, that is, we change the tax rate.

A QUICK LOOK AT THE FORECASTS

At present, this model distinguishes 93
producing sectors and shows, for each year from
1965 to 1980, the sales of each of these to each
of the 93 as purchasers of materials, to equipment investment by the producing sectors (aggregated into 69 groups) to 28 types of construction,
to consumption, to foreign trade, and to government demands. If we exclude the zero cells in
our matrices, there are still over 8,000 forecasts involved. Naturally, they cannot all be
presented here; but to give some idea of what
the output looks like, we have aggregated the
93 sectors into the 30 listed in Table 1 which
shows the growth rates of these sectors in the
recent past, 1961-1966, and over the middlerange future, 1966-1972. These forecasts were
made under the assumption that military spending
will fall back to its 1965 level by 1972. To
emphasize that fixed coefficients are no intrinsic part of input-output but only a last resort
assumption, Table I also shows the projected
growth rates of steel, copper and aluminum to
each of the using industries. Sometimes they
are the same as the rate of growth of the using
industry, often they differ. Table II shows the
forecast for the Electrical Machinery row. In
it, the 69 equipment investing groups have been
aggregated into 15 to conserve space. The full
output shows such a table for each of 93 producers selling to 200 buyers.

a

:a

as

:e
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In the consumption and employment equations, our
present model still remains conceptually close to
the model described in The American Economy to
1975, though we have re-estimated all of the equations on the basis of two or three years more
data. In the conceptual basis of the input-output
table, in bringing the table up-to-date for the
base year of the forecast, and in the investment
functions, we have refined the model significantly.
I would like to describe these refinements here.
A Product-to-Product Table - In elementary discussions of input-output tables, one is led to
suppose that the cell in the Electric Motor row
of the Pumps, Blowers, and Compressors (PBC)
column, shows the input of motors into these
machines. In the published version of the 1958
table, however, this cell shows a figure of $191
million, the sum of motor sales to Pump, Blower,
and Compressor establishments, $133 million, plus
the production of these items in plants primarily
engaged in making motors, $59 million. This
second sort of entry in the table is called a
secondary transfer. Its presence beclouds the
meaning of the table, while the presence of secondary products complicates the projection of
input-output coefficients. The Plastics coefficient of the Electric Motor column shows the
plastics going into the blowers made by the Motor
establishments as well as the plastics going into
the motors themselves. To forecast such a coefficient, one needs forecasts not only of plastics
to motors and plastics to appliances, but also of
the product mix of the motor establishments.

These forecasts are adjusted to give high levels
of employment in future years, with unemployment
at about four percent. For a fixed government
spending vector, we can find the level of consumption which, together with the investment it
generates, can be accommodated by the labor force.
From 1961 to 1966, the economy closed a gap
between actual and desired employment, and we
got a big increase in productivity from the
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row and J
column, respectively. Then
we may define f
= a .. xJ. as the "old-coefficient"
ij
1J
flow, and we let xij be the changes in these
flows necessary to balance the table.

This ambiguity and inconvenience of the usual
accounting system led us to seek a way to make
a product-to-product table, the table of the
elementary descriptions. We have developed an
iterative procedure to do so. It starts by, say,
taking out of the Motor industry all of the inputs necessary to make the pumps, blowers, and
compressors made by establishments in this
industry. Then it puts these inputs, together
with the outputs they produce, into the PBC
industry. To know how much to take out, we
first use the structure of inputs into the PBC
industry. But there is the catch; the PBC
industry is~'t pure either; it makes motors
as well as pumps, blowers, and compressors.
Consequently, its input vector must be purified
in turn, and then, the calculations for the Motor
industry will have to be repeated. We must also
be careful that, in the process, we do not take
out more of some input than is there. The ite
ative procedure can be shown to be convergent.
Our program for this process turns out the purified, or product-to-product matrix, at the rate
of a row every two seconds. The results look
reasonable on the whole, and the table is certainly easier to use than the conventional primary-plus-secondary one, Table III shows a
portion of the Electric Apparatus and Motors
row in the Published, Secondary, and Productto-Product Tables for 1958.

That is, we wish to choose the x

so to minimize

i'

~ij (xi/fij) 2 subject to Lj(fi/+ xij)
and~-1 (f.j
+ x 1J
.. )
1

ri

cJ..

(1)

(2)

If we letµ. be the Langrangian multiplier for the
ith row con~trant of (1) and~- the multiplier for
jth column constrain of (2), tien by forming the
Lagrangian

- 11· µ_(:f:.f.
.+
1
J 1J

2-

+ XiJ' -

xiJ' - ri)

C.)
J

and setting its derivatives with respect to the
xij equal to zero, we find that
(3)

Thus we see th't changes in the flow fi are proportional to f .. with the proportion deiendent on
1J
\
a row effect,)4'i' and a column effect, ,ij. Such
adjustments will handle fairly well such acrossthe-row developments as the substitution of plastics for steel as the relative price of steel
rises or the performance of plastics improves.
Likewise, they can handle down-the-column effects
such as the reduction of all inputs by decreasing
the number of rejects in a manufacturing process.
Highly specific changes, such as the recent increase in the use of oxygen in steel making,
should be made before the least-squares matrix
balancing is begun, for it would smear this
change all across the chemical row.

Up-to-Date Tables - After making the 1958 productto-product table, we had to bring it up to date.
Naturally, we couldn't make a new table from
scratch -- it has taken OBE over three years
to do that -- but we could make rough adjustments
to bring it in line with what has happened since
1958. For some cells, such as electricity sales
to aluminum production or steel sales to the auto
makers, trends in the coefficients could be
easily established. After such adjustments were
made, the row and column sums still did not agree
exactly with the data on outputs and on materials
consumed by the industries as reported in the
1965 Annual Survey of Manufacturers. Part of
this difference is definitional, but after adjusting for the definitions, there were still
differences. We then introduced the changes
in all coefficients (except those already revised) necessary to get the right row and column
totals for 1965, yet keep the new coefficients
as close as possible to the old 1958 coefficients. As our criterion of closeness, we used
the sum of squares of percentage changes in the
coefficients.

We can find the value of A. and _,l(i by substituting equation (3) back ilto equations (1) and
(2) and then solving the resulting system of
linear equations. Algebraic simplifications
reduce this system to one with one less variable
than there are rows or columns in the matrix, and
this system can be solved by the same iterative
procedure which we use for input-output equations,3
An alternative balancing procedure makes xij proportional to fij instead of fij• thusly, xij =
f
(),(.+A.). This procedure has all the same
ii
1
J
properties as the least-squares method. When the
1963 table is released, we will compare the helpfulness of the two techniques by balancing the
1958 matrix to 1963 row and column sums with each
and then comparing the results with the 1963 table,
Table IV shows the results of the second sort of
balancing for major elements in the steel row, No
prior-knowledge changes were made before balancing,

This least-square criterion leads to a simple
and understandable algorithm for matrix balancing. Let us denote by xj the output of product j in 1965, in 1965 dollars, by ai•' the
coefficient for the input of product iJinto
product j, from the 1958 input-output table,
and by cj and ri and the control totals for

3

Future Tables. For forecasting in 1975, we need
not merely an up-to-date base year table, but
also coefficient tables for future years. So far,
our project has relied upon the work of Anne
Carter at Harvard and of one of our sponsors,
Arthur D. Little, Inc., for these projections.
We hope that projections of coefficients will
develop in the course of our work with the sponsors.

--Steel. Our projection appeared low because it
did not provide the investment for the changeover to the basic oxygen furnace. Fortunately,
these expenditures can be estimated separately
and added to ours.
III.

Directions of Research

The three examples of reaction to our
investment functions indicate the way we hope
to make progress. We must be specific enough
to communicate with experts who are interested
in our results. For example, we learned that
the capital-output ratio in petroleum refining
depends very much on the product mix, for high
ratios of gasoline to fuel oil require much more
cracking than do low ratios. We are therefore
disaggregating the petroleum refining row to
obtain projections of the product mix to be fed
into an engineering production function. We will
try to adapt our equations to make use of such
technical knowledge into our equations wherever
possible.

Investment Functions. The Maryland model makes
each industry's investment depend upon its growth
in output and therefore, implicitly on shifts in
government spending, consumption patterns, and
technology as well. We have compiled historical
series on equipment investment for each buying
industry back to 1947. Because we could not
find investment statistics to match the inputoutput detail in the non-manufacturing area, we
have only 69 investment series. My colleague,
Thomas H. Mayor has tried and is trying a variety of equations to explain these series and
forecast the future. One type of equation makes
gross investment depend uoon the gap between
desired stock and present stock of equipment,
while the desired stock itself depends upon
output and the interest rate and the rate of
closing the gap depends upon the ratio of cash
flow to the size of the gap. Another type of
equation makes net investment depend upon first
differences in output over the past several
years and upon changes in the cost of capital
relative to the cost of labor.

To bring our table closer to the normal ways of
thinking about material technology, we are
turning to a value-added treatment of portions
of metal fabricating, for routing most of the
metal through three or four fabricators obscures
the competition among the many using industries.
For example, the published table shows no input
of aluminum into residential construction. Instead, aluminum and steel are both sold to the
Fabricated Structural Metal Products and the
fabricated product is sold to construction. That
treatment describes the actual transactions, but
it makes it difficult to separate the competition
between aluminum and steel in residential construction from their competition in, say, bridge
building. In industry thinking, the aluminum
business extends through the fabricator to the
end product. We want the table to match this
concept.

Our equations, as they come out of the regression
program, are not much better or worse than those
of dozens of other investigators, though they are
more detailed than most. But whereas many
studies stop with the estimated equations, ours
is just getting started at that point. We then
put them into the forecasting model and see how
they perform under various assumptions. The
results then go to our sponsors and we compare
them with the views of industry experts wherever
we can. Some of the results so far:

Finally, we are working on a number of more standard econometric problems: relating labor productivity to investment; forecasting exports and
imports; building an income and price side to the
model; and connecting the model to an aggregate
model to provide quarterly forecasts for about
thirty industries. My colleague Curtis Harris
is improving his model which allocates our national totals to regions.

--Paper Industry. Our equation shows 1967
spending to be about forty percent higher
than necessary. We were sure we were wrong.
The industry expert said we were right. The
McGraw-Hill Survey then appeared showing a
22 percent decline in real expenditure by
Paper in 1968. We've begun to feel right.
--Petroleum Refining. Our equation produced a
continuation of the recent rise so that by
1972 we would be back to the high levels of
the early 1950's. It seemed reasonable to us.
The industry expert said it was highly unlikely. Upon closer study of the equation,
we realized that it gave undue weight to the
interest rate. Our projected halt in the
rise of interest rates let the investment
zoom up. We put into the model the equation
without the interest rate and got a reasonable projection.

When the 1963 table appears, we will increase the
size of our model up to somewhere between 150 and
180 sectors. In a few years, that size model
should root itself down into reality strongly
enough to make it safe to climb on.
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The Maryland Project grew from the work
reported in my book, The American Economy to
1975, (Harper & Row, 1966). The project's purpose is to refine, expand, and keep up-to-date
interindustry forecasts. Its support comes from
private companies who are interested in using
its results in their own work. At present, they
are Business Week, Stanford Research Institute,
Arthur D. Little, Inc., North American Rockwell,
General Electric, National Distillers and Chemical Corp., Scudder, Stevens, and Clark, and
Wood, Struthers, & Winthrop,

(ii fij) \
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(5)

This is a system of linear equations for the ~j
with as many equations as unknowns. The system, however, is singular, for the row sums of
the matrix on the left are all zero:
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see my paper, "Recent Methodological Develop=
ments in Input-Output in the United States and
Canada", a paper to be presented to the UN Conference on Input-Output Techniques, January 8 12, 1968.
3

we can solve for the

(3) into (1) to obtain

+ fij

Lj

(fij

µi

= (ri - Ej fij -

Cf<i

Aand fl

Consequently, we may arbitrarily set one of the
~ say the last, equal to zero and drop the last
equation from the system (5). We then have a
system of equations for the A in which each diagonal element is larger than the sum of the
absolute values of the off-diagonal elements in
its row. This condition guarantees the convergence of the Seidel iterative process. We find
that about a dozen iterations produces very
exact results.

by substituting

+,\)
1:j \

(4)

Substitution of (4) into (3) and then (3) into
(2) yields, after simplification,
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TABLE I
Growth Rates of Industries and Their Use of Metals
Annual rate of
real growth of
total sales

Agriculture
Mining
Food & tobacco
Textiles
Apparel
Lumber
Furniture
Paper
Printing &
publishing
Chemicals
Petroleum
Rubber, plastics
Leather & shoes
Stone, glass
Steel
Copper
Aluminum
Other non-ferrous
metals
Fabricated metals
Non-electrical
machinery
Electrical
machinery
Motor vehicles
Other transportation
equipment
Instruments and
miscellaneous
Transportation
Communications
Utilities
Trade
Services

Annual rate of real
growth 1966-1972

19611966

19661972

Steel

2.0%
3.6
2.5
6.9
5.2
4.3
7.1
5.8

3.4%
3.9
3.4
4.3
4.6
4.4
3.8
4.7

2.8%
3.9
3.9
4.8
2.1
2.7
4.0

Copper

5.7%
3.7

Aluminum

Other nonferrous metals

1.1%
1.9
3.9

3.3%
3.3
2.6
3.9

4.5
4.6
5.3

4.5
3.7
4.9

5.0
4.4

5.0
4.0

4.0
3.4
0.3
4.1

4.0
3.9
2.6
4.2

4.5
8.8
4.5
9.1
2.8
5.0
7.1
5.4
12.1

5.0
4.5
4.2
6.3
3.1
4.0
1.8
2.2
4.9

6.9
6.0

2.9
3.3

2.7

3.0
2.6

5.4
5.7

2.2
3.6

10.0

2.0

1.4

2.6

3.5

3.1

9.6
12.2

1.5
4.1

1.7
3.9

1.9

2.7
9.0

1.2
3.6

6.2

-0.1

0.6

0.9

3.0

11.7

7.7
5.4
6.0
5.4
5.4
5.1

4.2
3.7
4.9
5.0
4.0
5.0

3.8
3.7

3.3

4.3
3.7

3.8
3.7
4.9

4.1

4.7

2.1
7.0
4.0
1.2
2.3

(-Negligible purchases)
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TABLE

II

Electrical Machinery Row 1966, 1967
and Growth Rate

BUYER
1966
l AGRIClJLTURE
27.9
97.5
2 MINING
3 CONSTRUCT ION
367.2
4 FOOD AND TOBACCO
47.9
5 TEXTILES
1.1
7 LUMBER ANO PRODUCTS
11.0
8 FURNITURE
3.1
9 PAPER
32.6
10 PRINTING AND PUBLISHING
1.9
11 CHEMICALS
43.3
5.1
12 PETROLEUM REFINING
13 RUBBER ANO PLASTIC PRODUCT
16.2
14 LEATHER ANO SHOES
2.9
15 STONE, CLAY, ANO GLASS
60.8
16 STEEL
168.4
17 COPPER
12.6
55.7
18 ALUMINUM
19 OTHER NONFERROUS
21.6
20 FABRICATED METAL PRODUCTS
172.4
21 MACHINERY, EXCEPT ELECTRIC
1890.7
22 ELECTRICAL MACHINERY
6251.l
23 MOTOR VEHICLES
1411.9
24 OTHER TRANSPORTATION EQUIP
989.3
25 INSTRUMENTS ANO MISC MFG
444.8
26 TRANSPORT AT ION
207.7
27 COMMUNICATICN
239.2
28 UTILITY
26.8
29 TRADE
37.l
30 SERVICES
1004.0
31 IMPORTS
-976.4
32 EXPORTS
2042.1
33 CONSUMPTION
8211.7
34 GOVERNMENT
11017 .9
35 CAP EQ - FARMS
31.7
36 CAP EQ - MINING
102.6
37 CAP EQ - fOOO
21.2
38 CAP EQ - TEXTILES AND CLOTH~~
59.5
39 CAP EQ - LUMBER AND FURNITURE
7.4
40 CAP EQ - PAPER AND PRINTIN& '
34.7
41 CAP EQ - CHEMICALS, PETROL
49.8
42 CAP EQ - PRIMARY METALS
117.6
43 CAP EQ - MACHINERY
224.5
. 44 CAP EQ - TRANSPORTATION EQ
259.6
45 CAP EQ - OTHER MANUFACTURIN~
84.0
46 CAP EQ - TRANSPORTATION
235.7
47 CAP EQ - COMMUNICATION
2363.l
48 CAP EQ - UTILITY
1718.4
49 CAP EQ - COMMERCIAL ANO onia, i
719.3
50 RESIDENTIAL CONSTRUCTION
577.3
51 OTHER PRIVATE CONSTRUCTION
1082.9
52 PUBLIC CONSTRUCTION
618.8
53 TOTAL
42274.0

7

1972 66-72
34.l
3.3
4.0
123.9
479.5
4.4
58.0
3.2
9.8
4.2
22.0
4.3
3.9.
4.0
43.6.
4.8
2.5
5.0
57.4
4.7
6.5
4.2
23.8
6.3
3.3 · 2.2
77.4
4.0
187.2
1.8
14.3
2.2
74.8
4.9
2.9
25.61
208.8
3.2
2.4
2183.lj
6795.91
1.4
1808.4 1 4.1
986.0 -0.1
558.9
3.8
259.lt
3.7
4.3
309.6i
36.3,
5.1
41.0 I 4.0
1368.7:
5.2
-2065.6 12.5
2800. 5 i
5.3
9762.7
2.9
10305.0' -1.1
26. 1 I -2.9
94.8 -1.3
27.6
0,.3
62.6
0.9
7.3 -0.2
0.6
35.9
0.2
50.3
0.6
122.1
264.0
2.7
267.l
0.5
88. 5
0.9
243.3·
0-51
5. l
3199.9
1576.5 -1.4 '.
883.3
3.4
864.7 1 6.7
2.0
1217.4
3.2
749.7
46393.9
1.5
1

1

I

1

1

TABLE III
Published, Purified, and Secondary Flows
in millions of dollars
Electric Apparatus and Motors Row
"Buxer"
Aluminum
Wire and other non-ferrous
Heating, plumbing products
Hardware, plating, wire products
Engines and turbines
Metal working machinery
Pumps, Blowers, and Compressors
Household Appliances

Published

Secondary

4
30
91
23
38
99
193
150

0
25
13
3
19
14
59
20

Purified

2.5
0
73
17
11
97
146
119

TABLE IV
Effect of Balancing on the Steel Row
Steel purchases
per$ of output
A

Published

Buyer

41
42
43
44
45
46
47
48
51
52
54
59
60
61

Stampings, screw-machine products
Hardware, plating, valves, wire prod.
Engines & turbines
Farm machinery & equipment
Construction & mining machinery
Material handling equipment
Metalworking machinery & equip.
Special industrial machinery
Office & computing machines
Service industry machines
Household appliances
Motor vehicles
Aircraft & parts
Ships, trains, trailers, and cycles

.19912
.19275
.10147
.14289
.15395
.10716
,07549
.08821
.02183
.06834
,07644
.08543
,03179
.11697

Ratio

B

C

Purified

Balanced
to
1965

C/B

.20994
.15103
.11655
.16020
.16653
.13207
.07826
.09935
.02387
.07494
.07754
.08877
.03358
.11993

.21193
.14673
.12187
.15343
.15324
.11399
,07432
,09405
,01832
,07162
.08244
.11011
.02021
.10431

100,9
97.2
104.6
95,8
92,0
86.3
95,0
94. 7
76.7
95.6
106.3
124.0
60.2
86.8
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INPUT-OUTPUT AND THE COMPANY
FRANK P. MURPHY - GENERAL ELECTRIC COMPANY

At the outset it should be clear that I intend
to discuss a method of sales forecasting which
bears a close relationship to the input-output concepts with which you are all familiar. The approach to sales forecasting does not make use of
input-output tables prepared by the Department of
Commerce because of the unique characteristics
of General Electric markets and the Company's
forecast problems. The lack of industry capital
equipment coefficients for a large number of
industries in the input-output tables forced us to
develop a forecasting system which would project investment spending, an area of vital importance to the Company's prospects. And, also,
there was a need for a finer breakdown than appears in the input-output table. The approach we
have evolved parallels ttie input-output forecasting applications in the sense that it generates
projections of activity for a large number of
industries given a macro-economic forecast. In
brief, the system which we call the Customer
Focus Forecast System provides a mechanism for
translating macro-forecasts into the forecasts of
specific industries. I am going to discuss the
subject in five sections.

management tool, must:
a. Produce reasonably accurate forecasts
of overall economic activity,
b. Link the economy to the markets for
indi victual product lines,
c. And provide a measure of the uncertainty
of the sales forecasts.

A word about the sources of data usGd in the
system. Several years ago, it was realiz0d that
we were overlooking a mine of rich material which
would greatly assist analysis and forecasting of
market developments and our role in them. To
correct this oversight, we established what we
called the Customer Focus Program. Once a year
Company departments - - about 100 - - report
past product line sales classified by the SIC code
of the customer, usually three or four digit
categories. In addition, each department - - the
selling unit - - is also placed in an SIC category.
As a result, we have a body of data showing the
industrial classification of the sellers and buyers,
covering internal as well as external sales.

1. A short description of the forecasting
problem faced by the Company,

.About 300 industries were identified as important customers of Company operating components.
We then proceeded to collect statistics on these
industries. The Census of Manufacturers' annual
surveys were the principal source of shipments
and capital expenditures' data on manufacturing
customers. A wide variety of sources were used
for nonmanufacturing customers. Government
sales' data by type of outlet was used for the
various distribution channels. Operating
revenues of communications, transportation and
utilities reported to government agencies and
trade associations were used to represent these
industries' "shipments"; capital expenditure
data was derived from the same sources. Defense
Department figures provided a breakdown,
"defense customers", represented by type of
purchase - aircraft ordnance - rather than outlays
by service arm.

2. The data inputs,
3. The theoretical structure and analytical
procedures used in the forecast system,
4. The use of the forecast system,
5. Some concluding remarks citing further
problems and new innovations.
1. Forecast Problem
The forecasting problem of the General
Electric Company is indeed complex and its
solution required that we go outside of the confines of the Department of Commerce's inputoutput breakdown. The Company is probably the
most diversified commercial organization in the
world. In a non-trivial sense, the Company is a
microcosm of the economy. Its markets consist
of 300 specific SIC industries. It supplies a
broad band of consumer markets as well as Federal, state and local governments. The Company
produces and sells over 600 separate products.
A forecasting system, to be useful as a

The economic variables used in the system
were the usual gross national product figures,
industrial production and plant and equipment by
industry. In addition, construction put in place
data were also part of the economic variables.
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Criteria for selecting the economic data was
simple: we used those series for which we normally made forecasts.

Where:
Im, t = shipments or capital expenditures
in the 'm' in period 't'

3. Theoretical Structure of the Customer Focus
Forecast System
The Customer Focus Forecast System which
was designed to provide the linkage between the
economy and product sales has a rather simple
theoretical structure. The basic relationship is
that a particular product line sales are a function
of the activity in the industries it serves and of
its participation in these industries. In
mathematical terms:

.,.,..,..,

,2_

(ri,m)t Im,t

I

Where:

= measures of economic activity

p

= t,

PL= Product lines' sales
(ri,m)t = Product line 'i' participation
in the 'm' industry in period 't'
Im = The customer industry's activity shipments or capital expenditures
in period 't'

In sum, the theoretical structure of the model
consisted of:

Equation I states that sales of the i'th µ-oduct
line in period 't' are a linear sum of the products
of the 'm' industry. Experience had indicated
that meaningful relationships could not be
developed from studying the movements of product line sales and measures of aggregate
economic activity. Our work indicated that it
was necessary to develop an interface between
overall economic activity and product line sales.
It was for this reason that we turned to measures
of activity in specific industries as dependent
variables.

1. The belief or the theory that product
line sales were a linear function of
industrial activity weighted by our
product line participation rates in
each industry's activity.
2. Industrial activity - - either shipments
or capital expenditures - - of the customer industries were considered a
function of aggregate economic
variables, current or lagged values of
economic variables and lagged values
of the industry's activity.

The second element in the model is the
hypothesis that activity in each industry is a
function of some combination of lagged and
current measures of economic activity and of
lagged values of the activity of the industry
itself. This relation may be represented by
equation 2.

3. The customer industry's activity was
partitioned into capital outlays or shipments depending upon the nature of the
product and the purchasing industry.

Equation II
rm,t= a+ b1 El,p + bzEz,p + •..

+ bn En, p
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At this juncture, let me say a word about the
concept of industrial activity which we use in the
forecast system. Industrial activity covers
shipments and/or capital expenditures of the
customer industries. Whether a sale was a
capital expenditure of the customer or would become part of his shipments depended upon judgments about the use that the customer industry
made of our products. For example, sales of
miniature lamps to the automobile industry were
unambiguously a function of the shipments of cars
and trucks. On the other hand, the use of motors
by customers was not so clear. A sale of a
ten-horsepower motor to a machinery manufacturer was considered to be related to the shipments of the machinery industry. But that same
motor going to the steel industry was judged to be
an item in the capital expenditure program of the
steel industry. Each product line-customer pair
was examined to establish the type of customer
activity affecting sales.

Equation I
PL1 =

E1
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3 • Analytical Procedure

4. Application of Customer Focus Forecast System

The analysis of data proceeded in a rather
simple-minded manner. Multiple regressions
were used to relate customer industry activity to
the macro-economic variables. Hypotheses were
established to "explain" industry shipments by a
combination of currert and lagged values of the
economic variables. Thus, steel shipments as a
dependent variable was correlated with outlays on
automobiles, plus spending for producers durable
equipment. In a like fashion, customer industry
capital expenditures were regressed on current
and lagged shipments of that industry, prior year
capital expenditures, the ratio of shipments to
cumulated capital expenditures, as well as on
relevant macro-economic variables.

The equations permitted translating long-range
forecasts of the general economy into forecasts
of specific customer industries' activity. In one
set of equations, forecasts of the independent
economic variables produced projections of industry shipments. In another group of equations, the
shipments and economic projections, combined
with estimates of prior year capital investment,
resulted in forecasts of customer industry capital
outlays. Applying the independently arrived at
product line, participation rates led to sales
forecasts.

About ten independent variables were nominated for each relationship; a stepwise regression
program selected the best four i~ependent
variables. The program had an R cutoff set at 70,
and it contained an F ratio test for multicollinearity
and a Durbin-Watson auto-regression test. Some
of the hypotheses could not be proven statistically
sound; customer categories had to be consolidated.
Reruns were made. As a result of this procedure,
we ended up with some 200-odd equations which
linked customer industry activity to the general
economy during the period 1953 to 1965. Because
the equations were fitted over a 13 year period,
they had a dynamic quality which reflected the
changing relationships between industries and the
economy.

(1) It provides an analytical means of deriving
sales forecasts based on projections of the overall economy, (2) It permits identifying the effects
of shifts in participation rates on sales and profits of Company units. Since the system shows
which industries are growing faster or slower
than the economy, the effect of increasing participation in the faster growing sectors was
readily calculated. Thus, the system pinpointed
the opportunities in high growth industries and
measured the profit throwoff of changing the sales
mix. (3) The Company data reporting system resulted in an internal input-output matrix, an
important by-product for an integrated Company.
The Company input-output table enabled measurement of direct and indirect profit generation of
changes in external sales. Such information has
proven extremely useful in formulating marketing
strategies and capital expenditure programs. For
example, the total profitability of particular product lines could make it worthwhile to gain market share, by giving up some direct profit which
would be more than offset by gains in indirect
profit. Similarly, introducing total profits direct and indirect - into rate of return calculations gives a more accurate means of discriminating between capital expenditure programs.

The system has a number of interesting and
important uses:
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In order to make use of these equations, we
had to develop a method for projecting the
participation rate 'r' for each product line in each
industry's activity. The participation rate denotes
the ratio of the sales of the 'i' product line to the
sales or capital expenditures of the customer
industries. From our own records, we had data
showing the sales of product lines to specific
three and four digit SIC industries as well as
forecasts prepared by our departments of the
sales they expected to make to these industries •
Participation rates were extrapolated using
appropriate curve-fitting formulas applied to the
historic data, giving weight to the department's
estimate of participation rates in proportion to
the reliability of the unit's projection. Thus,
the projections of the participation rates had to
minimize the variances of the historic data, be
consistent with the marketing plans of the department and also avoid inconsistent values when
extrapolating backwards. For instance, clearly,
we could not have negative values of the participation rate when the trends were projected back to
earlier years.

5. Conclusion

The forecasting system achieves several of
the immediate objectives desired. It translates
an overall economic outlook into forecasts of
activity of a broad range of industries. It is
particularly robust in measuring capital equipment
requirements, which are only lightly touched in
the Department of Commerce's input-output tables.
The system generates product line sales' estimates
based on the projections of industry activity, reflecting the internal input-output relationships,
as well as external conditions. The system
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produces inputs to marketing strategy formulation
and to the elaboration of capital expenditure programs.

tric models, our system did not display the inherent errors residing in the projected relationships. The resulting sales forecast is affected
by the reliability of the economic forecast and is
also subject to the errors which cascade through
the equations. The equations relating the variables contain error terms. Since the variables
are interrelated, so are their errors. There is no
simple procedure to isolate these errors. The
usual assumption that the errors are offsetting
and can be ignored is not satisfactory. Management decisions require some assessment of the
risks involved in alternative strategies. The
forecasting system unfortunately is not able to
supply this information at this stage of its
development.

Though an improvement over former approaches
to sales forecasting, the system I have described
has serious deficiencies. The faults of industry
data, especially in the capital expenditure area,
are well known and need not be explored here.
In addition, the allocation of sales to the industry sector by Company components is often imprecise and requires constant cross-checking to
assure reasonable reliability. The system is
cumbersome and relatively inflexible.
However, the greatest deficiency lies in the
treatment of forecast error. Like most econome-
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MARKETING TOOL OR MARKETING MIRAGE?

Robert S. Schultz, Union Camp Corporation
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The input-output people are keenly
aware of the inadequacy of the limited
number of categories in, say, the 1958
table, and for this they have a simple
answer: disaggregate. Instead of a
table of some 82 categories we are
promised tables of 200 or 300 or more
rows and columns. However, this disaggregation poses great problems. The
more you disaggregate, the greater the
need for arbitrary estimates to
stretch data into categories not originally provided.

In considering input-output, we need
to distinguish two aspects: one, the
use of the matrix structure as a device for the presentation of data,
and two, the use of the industrial
coefficients derived from the matrix
for one particular point in time in
some dynamic fashion.

to

For what I have called elsewhere the
matrix discipline of input-output
one can only have admiration. It is
a quantified statement of the complexity of the American economy,
showing the interrelationships of
the different American industries.

And all this is so unnecessary. In
any marketing problem, a miscellaneous
category is quite appropriate. There
are end uses which are too minor to
require being spelled out in detail.
But, of course, a market which for one
industry should be lumped in "miscellaneous" may constitute the major mar:ket for another industry.

There are drawbacks, of course. The
need to account for everything leads
to some awkwardness in classification,
including the "dummy industries". The
need to work with data on an establishment basis leads to misclassification of secondary products. But an
input-output table as it stands is
a tremendous achievement. It is only
when we go beyond this, and ask more
of input-output that we get into
trouble.

Thus in input-output there can be no
miscellaneous category, and so endless
effort is required of competent statisticians to estimate allocations of
data according to a wide proliferation
of categories which are vital for some
industries, inconsequential for others.

Now the input-output tables are often
described as a source of information,
particularly as a source of marketing
information. This is simply not
true. As a source of information it
is a secondary or tertiary source.
Except for whatever figures may be
outright estimates, all data in the
input-output tables have been obtained from other sources, and these
sources have generally compiled data
according to categories appropriate
to the particular industry or commodity involved. Further, these data
are often expressed in units - pounds,
barrels, board feet, or whatever may
be appropriate, rather than in that
vague abstraction - producer dollars
of a particular year.

These estimates, of course, can be
developed. The present 80 order table
can be expanded to any desired number
of rows and columns. Estimates can
be prepared for allocation of secondary products, as Professor Almon has
pointed out. But you know from your
own experience the inevitable lacunae
in the analysis of any given industry;
the assumptions of doubtful validity
which must be made; the inevitable
errors which creep into the most rigorous analysis.
How much more complex the problem, how
much greater the degree of error, when
the need is to analyze 80 or 200 or
what have you separate industry groupings, fitting all into one compulsive
matrix of categories of limited applicability to some, or all, of the
individual lines.

In order to put everything in one
total framework, however, the inputoutput tables necessarily use dollar
value figures.
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The trend in preference for the new
cola drinks versus the traditional
turn-of-the-century soda drinks.

As a source of information for marketing problems, input-output is a very
weak reed to lean on. For meaningful
market data, we must still go back
to primary sources, and do our own
digging, in order to develop data in
categories and units which are appropriate to our particular and specific problems.

Or in steel, we need to know, for
example, not just the outlook for
steel-consuming industries, but rather
specific questions about the use of
steel in each. What is the trend, for
example, in compact cars versus standard cars versus luxury cars. We used
to hear about more car per car, and today the term might be "less compact
per compact". On a different line,
what is the prospect of an aluminum
engine block? What is the prospect
of fibre glass bodies? Since steel
is an industry of derived demand we
could carry this list of questions on
endlessly.

Before closing this discussion of
sources, I would like to refer to a
relatively recent and apparently
little-known document of the Census
Bureau, Selected Materials Consumed,
MC63(1)-8. This is a recapitulation
by end-use industries of much of the
information in the 7-A tables of the
1963 Census of Manufactures, with an
index to permit each user to compile
a further recap for whatever products
he's interested in, and is a truly
exciting source of end-use data.

Now what is the answer that inputoutput can give to these various questions? "Our experts have considered
these various matters and conclude
that by 1970, say, the automobile industry will require x producer dollars
of steel per thousand producer dollars
of automobile output, compared toy
producer dollars per thousand dollars
of output in 1958".

Now as we have seen, the necessity
to allow for everything introduces
serious weaknesses into the inputoutput tables. But this totality
is part of the charm of input-output.
Its inclusiveness makes it the answer
to all marketing questions. A universal solvent for all problems.

- .: .,.

In most marketing problems we are interested in trends. We are interested
not in the industrial coefficients at
any point in time, but in the changes
in these coefficients over time. Or
in their lack of change, if they happen to be stable.

As Professor Leontief expressed it in
a Sales Management interview, with
an input-output projection one can
"give marketing advice to both the
steel industry and to the soft drink
industry".

And input-output analysis, by virtue of
its inherent characteristics, is singularly ill-equipped to handle questions
of changes over time, to handle analysis of trends.

But it's not all that simple. If I
am in the soft drink business, for
example, I want to know about the
marketing trends in deposit bottles
versus no deposit, no return bottles,
versus "tin" can versus aluminum cans,
and - someday, I hope - versus paper
cans. I want to know about the trends
toward mini-cal drinks; I might even
want to know if the inevitable reversal of the mini-skirt trend will bring
a revulsion from the mini-cal drink.

In the first place, of course, the
data are very late. We still do not
have the 1963 tables.
In the second place, the data appear
only sporadically, and it is scarcely
feasible to project a trend on the
basis of two or three observations
over a quarter of a century.

There are other important questions:
the trend of home consumption versus
on-premises consumption, for instance.
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allowance for real price changes between these two dates, for every category in the table, assuming you can
find price categories comparable to
the matrix categories. And actually
it may be necessary to dig deeper than
individual categories - it may be necessary to analyze price trends for each
coefficient. The price trend for grades
of steel used in the automobile industry, say, may well be different from
the trend in those grades used in
making "tin" cans.

In the third place, the necessity to
present each table in terms of producer dollars of the particular year
covered means that it is necessary
to develop deflators for each category in order to get a measure of
changes in real terms. For all
practical purposes, this means using
the wholesale price data of the
Bureau of Labor Statistics.
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This introduces a problem which we may
call compartmentalization of knowledge. Individuals have apparently
a strong reluctance to apply in one
area knowledge possessed in another.
For example, it is increasingly
being recognized that for manufactured
commodities the BLS, necessarily and
despite its efforts to do otherwise,
uses list prices, not transaction
prices, and that list prices are
generally more a statement of pious
hope than of actual receipts. (This
is, of course particularly true in a
recession year, such as 1958, the
year of the most recent input-output
table.)

Now, of course, analysis of trends in
industrial coefficients is not necessarily limited to deflating techniques, nor limited to years for which
input-output are ~vailable. Such
trends may be analyzed in terms of
real data, of end-use consumption in
terms of units, of changing market
structures, according to established
techniques of correlation or econometrics. But for input-output purposes, in order to provide this totality, this all-encompassing matrix, it
is necessary to make various estimates
to fit the preconceived mol<l, rather
than using categories and units appropriate to a particular marketing problem.

However, while this point is recognized, if we're talking about the BLS
index, when it comes to adjusting for
price changes, we blithely proceed
to use the BLS price indexes, because
our knowledge is compartmentalized.
The knowledge of the weakness of the
BLS data on prices of manufactured
commodities is off in one compartment,
in the compartment where we store our
knowledge of deflating procedures
there is no awareness of limitations
of data.

Once again, to obtain the knowledge of
changes in end-use consumption patterns
of changes in industrial coefficients,
the marketer must go back to original
sources and do his own digging. Or
perhaps he may be able to get the information he needs from input-outp.1 t
researchers, by going back to the work
sheets. But he can certainly not get
it from published input-output studies.

Now it is a major research task to
develop meaningful price figures for
any given industry, even for a given
commodity, with problems of shifts in
the mix from one grade to the next,
distinctions between spot prices and
contract prices, quality shifts.

Now regional analysis is another marketing use often cited for inputoutput. You get figures on industries
in a region; you know the industrial
coefficients for this region from the
input-output tables; in this way you
can determine the potential market
for your company's products in any
specified region. As a technique for
obtaining "ball-park" estimates, there's
nothing particularly wrong with this

But any attempt to measure changes in
industrial coefficients between, say,
1958 and 1963, when the 1963 table is
finally available, must include some
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is inadequate, and any attempt to expand it to provide the categories
needed for in depth marketing problems
proliferates errors as well as categories. As a technique of dynamic
marketing analysis it is limited by
the paucity and lateness of the observations, and by the difficulties
of deflating with inadequate price
data. Attempts to overcome these
problems mean leaving the input-output
framework and studying changes in
industrial coefficients by more established methods, after which these results - which might in their raw form
be of use in marketing questions, are
then recast in the matrix structure
where their utility is limited. For
regional marketing purposes inputoutput may provide a rough guide, but
one needing careful review from other
viewpoints and by other techniques.
The input-output attempt to squeeze
the entire American economy into one
matrix of pre-determined categories
basically constricts our understanding
of the complexities of market structures and of the dynamics of market
change.

approach; variations of it, based on
employment figures, for example, have
been in active use for years. It must,
of course, be somewhat inaccurate; all
the estimating difficulties which affect input-output data on the national
level are compounded when you move to
a regional basis. There may be regional differences in product mix; an
industry in one region may be growing
more rapidly than in another, and so
on. Any conclusions based on this
kind of approach should be checked
carefully against the various directories of companies. Also, of
course, it is important to check purchasing practices. There's no point
to planning a marketing campaign based
on factory location if all purchasing
is done at a metropolitan home office.
In fact care is needed generally. An
input-output analysis would certainly
have indicated a few years ago that
South Bend was a promising location
for an automobile parts supplier.
So here we have input-output as a marketing tool. As a source of data it
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DISCUSSION
Martin L. Marimont,

u.

S. Department of Commerce
The opening paragraph of my remarks indicated I do not altogether agree with some of
Schultz' criticisms of input-output. My
differences with his comments can be considered
in two categories: (1) in some cases he
criticizes input-output for claims that have
never been made for it; and (2) in other cases,
his criticism is based on a misunderstanding of
some aspects of input-output data and the analytical method.

When I realized tha~ I was not going to
receive the session papers in advance of the
meeting, I toyed with the idea that my discussion would consist of carefully erecting
some straw men which I would then demolish.
I am glad now that I changed my mind, because
it is clear that Bob Schultz had cornered the
straw market.
The Almon and Murphy papers are examples
of how it is possible, with ingenuity, imagination, and insight, to experiment with various
methods for using the input-output system or
some variant to forecast the output for each
industry and to provide additional guidelines
to the managers of an individual company. It
is recognized that these experiments are still
in the early developmental stages. Almon has
experienced some payoff, although he makes it
clear that substantial work is still needed in
forecasting changes in industrial coefficients
and in predicting the size and composition of
GNP. Similarly, Murphy's experience also highlights the importance of further exploration.

Among the chief criticisms that fall in
the first or "straw man" category are that
input-output is not a self-contained, selfstarting forecasting method, that it will not
forecast the market for individual products,
that there are other forecasting methods, that
it will not detect saturated markets, that it
is not a source of data but uses other sources,
and that the data ar~ subject to error. Two
points need to be clarified. First, as far as
I know, none of the discussions presenting the
results of OBE's input-output studies asserted
or implied the claims that Schultz criticizes
so vigorously. For example, OBE's articles
made it very clear that input-output was not a
forecasting engine that stamped out forecasts
with no more effort than pushing the "start"
button. These articles have described what
the data requirements were, provided some of
the information needed to construct the data
base, and called attention to the system's
shortcomings.

As a specific comment on the Almon paper,
Mhile the commodity version of an input-output
table serves many purposes, the industry table
is also important and useful. The industry
table does have the advantage that a wide
variety of time series for supplementary information is available only on an industry basis.
I am thinking of employment, payrolls, capital
expenditures, and so on. The usefulness of the
results of input-output analysis is markedly
enhanced by the ability to extend the results
into these new dimensions. Little if any
supplementary information of this type is
available on a commodity basis. Furthermore,
product-mix problems and their implications for
changing.input-coefficients are still present
in this "pure" commodity table. Even the
"purified" grouping will include several different primary products, each of which may have
different input requirements.

Rereading Schultz' recitation of inputoutput's defects as a forecasting system, I
used them to judge other forecasting methods.
I soon discovered that these other methods
suffered from the very same disabilities.
They, too, required that the forecaster do
some thinking in advance, prepare some forecasts in order to forecast, make some assumptions about the future structure of the system,
etc. This can not be taken to mean that we
abandon all efforts to forecast since, in one
way or another, all forecasting techniques are
less than perfect.

Almon also presented in his paper a sample
of the projections from his model. Since these
were presented as illustrations only, I will
not comment on them except to say that some of
these results were unexpected, e.g., the very
low rate of growth predicted for the steel industry.

This leads to my second point. Schultz'
evaluation of input-output seems not to be in
any perspective. His criticism appears to rest
on the implication that input-output, an admittedly imperfect tool, is being offered as a
substitute for perfect knowledge. Of course,
such an offer would be absurd. I think that a
more constructive approach would be to compare
input-output forecasts with forecasts made using
other techniques for looking ahead. In reality,
the choice is not between input-output forecasts
and the "true" facts but rather to choose from
among forecasts, all subject to error. We are

To turn now to the comments by Schultz.
I do not have a copy of his paper at this time
so that my discussion will be based upon notes
taken and impressions generated during his oral
presentation at the meeting. My remarks, therefore, may not be wholly consistent with the
Schultz paper that will appear in the
Proceedings.
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example, the communications equipment row and
column of our table, the paper industries, the
chemical industries, etc. Furthermore, our
1963 table will present information for about
350 industries. Now the size of this table may
stagger the firm that is interested primarily
in one or only a few of these detailed rows and
columns and would be satisfied with far less
detail elsewhere. However, his needs can be
readily accommodated since it is a very simple
matter to reform the basic table by combining
those industries that are of less interest for
a given purpose and leave in full detail the
industries of special concern. This flexibility,
which makes it easier to serve best the particular need, touches upon another comment by
Schultz. He referred to the rigidities of a
"preconceived matrix." Quite the contrary, a
large-scale detailed table constructed according
to a consistent classification scheme allows for
great flexibility and adaptability to unique
purposes.

faced with the problem of looking into the
future and of having no choice but to use a
variety of telescopes that may have crooked
barrels and distorted lenses for peering
through continuously shifting fog and haze.
It is much more realistic to examine inputoutput as a member of a team of techniques
which can add to the understanding and measurement of the marketing forces and thereby help
to make rational decisions. Incidentally, OBE
is planning to compare input-output forecasts
of industrial output with forecasts made using
other techniques and then compare all of these
forecasts with the actual output.
To turn now to the second category of criticisms which reflect a misunderstanding of the
input-output data and system. There are a number of such errors in an earlier Schultz paper
that is available to me and I will comment on
a few of them. Schultz refers to the "misclassification" (a perjorative term!) of secondary products and its impact on the data. He
specifically cites the input-output data which
measure how much the Motor Vehicles industry
buys from the Communications Equipment industry
and asserts that this measure is faulty because
it would not include the purchases of such
equipment manufactured as the secondary output
of some other industry. This is incorrect.
The conventions we adopted for handling secondary production were designed precisely to insure that the Motor Vehicle industry's purchases
from the communications equipment row will include all of such equipment that motor vehicles
require, regardless of the industry where that
equipment was produced. As explained in the OBE
input-output article·)} the treatment we adopted
was to include on each row all of the output of
that group of products no matter in which industry it actually originated.

I was surprised to hear Schultz refer to
producer prices as imaginary numbers which we
dreamed up. These prices are very real--all of
the Census data on value of shipments are in
producer prices and I am sure that the value of
sales of Mr. Schultz' firm is also based on
producer prices. These prices are, in general,
what the producer of the goods receives from
his customers. They are very sim1~ar to prices
that are quoted f.o.b. the plant.9 Schultz
also finds input-output defective because technological change is important in determining requirements and therefore markets, and it is very
difficult to forecast such changes. As an aside,
I assume that no forecasting technique is immune
to the effects of technological change. Does
this, therefore, suggest that all formal forecasting methods be abandoned and that we rely
solely on signals from pants seats? I think that
there is an advantage in a system such as inputoutput which clearly and explicitly defines the
market impact in terms of input requirements,and
consequently exposes the key numbers for evaluation and change. Other forecasting methods may,
and often do, obscure or blur the critical elements--but nevertheless they are still there,
lurking among the parameters. But, returning to
the main argument, while forecasting technological change is difficult, it is feasible for experts to examine the forces which make for change
and to arrive at a considered judgment (although
not necessarily correct) of the direction and
amount of change. After all such considered
judgments are the foundation of all attempts to

Schultz asserts that he doubts "that there
would be any utility - if feasible" in showing
inputs to an industry in very great detail. Our
experience, as well as that of many others,
demonstrates that expanding the detail of an
input-output table,in general or on a selective
basis, is both feasible and useful. We have a
considerable amount of additional detail (not
complete and subject to some limitations) supporting our 1958 table. Since the end of 1964
many companies have obtained part, and in some
cases all, of this information for their own
use. Various private research organizations
have, in accordance with the requirements of
their clients, exploded in great detail, for

?}

Goldman, Marimont, Vaccara, "The Interindustry Structure of the United States,"
Survey of Current Business, November 1964,
p. 17.
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See p.16 of the article referred to in footnote 1 for a more detailed explanation.
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input-output were compared to other operational
methods of analysis and forecasting. What are
the various ways of forecasting the output of a
given industry? Simple proportionality? Sophisticated multiple regression? Hunch? How
good are the results? How do you dig out the
industrial impact of changes in the level of
investment or of federal purchases, especially
if you do not sell directly to investors or to
the federal government? In comparing inputoutput with other methods, how do the simplifying assumptions of each of the methods compare?
The fixed relationships? The extent to which
it is necessary to modify the data inputs or the
results to match your requirements, etc? Not to
answer explicitly the question "as good as
what?" seems to imply that the "what" you have
~ind is perfect knowledge or perfect forecasting models. As long as perfection continues
to elude us in the real world, this implied
comparison is trivial,

observe the shape of the future. As examples
of the detailed projection of technological
change, I call attention to such work as
"Projections 1970" of BLS, Almon's efforts, and
the reports prepared by Battelle Memorial
Institute, Arthur D. Little, Maptek, Predicasts,
etc.
In various places in the earlier papers
available to me, Schultz implies that in order
to use input-output, one is required to forecast
a complete bill-of-goods, that is to predict
sales to final demand by each of the 80 industries, for example, of the 1958 table. This is
not so. One of the contributions of input-output analysis is that it can be used just as
readily for this kind of full-scale analysis as
for the more specific questions, such as what
is the total effect on any one or on all industries of a change in motor vehicle output, in
federal defense spending, in exports, or in
state and local spending on road construction.

We all recognize the need for intensive
critical evaluation and comparison of inputoutput models with the alternative methods. In
the first place, these studies can serve to
place in proper perspective the exaggerated
claims that may be made by some overzealous
proponents of input-output. But, more importantly, such studies can also lead to better
understanding and eventual improvement of this
tool of analysis.

As I end my comments, I would like to refer
to the title of this session, "How Good is InputOutput." This title has the same information
content as the ad for soap which promises to
"Clean Twice as Bright," or for the tire which
·..rill "Last Three Times Longer," etc. --as bright
as what? as long as what? as good as what? The
input-output analytical technique certainly
needs to be evaluated and judged. But to judge
it in a vacuum contributes far less than if
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DISCUSSION
William H. Miernyk, West Virginia University

My comments will be brief and limit ed
to Professor Almon's paper, the only one which
I had an opportunity to read before the meeting. Almon's paper appears to give too much
weight as a constraint on growth to what we
have come to regard as "full employment." He
says, for example, "from 1961 to 1966 the economy closed a gap between actual and desired
employment, and we got a big increase in productivity from the upswing of the cycle." Because of this he fe e ls that the future rate of
growth must be lower than that of the recent
pas t. But from 1961 to 1966 employment went up
slightly more than seven million while unemployment declined only 1.8 million. The increase
in employment was more than 2.8 times as large
as the decline in unemployment partly because
of major changes in labor force participation
rates. There was an increase in the male labor
forc e , 16 years and older, of 2.4 million despite a drop of 2 .2 percentage points in the
male l abor force participation rate. But there
was an increase in the f emale labor force, 16
years and older, of almost 3.5 million which
represented a 2.2 percentage point gain in female l abor force participation. Only the 16-17
year age group for males showed a gain in labor
force participation (of 1.6 percentage points),
but all age groups of females registered increases. It seems evident that estimating
changes in l abor force participation rates will
be much more important in projecting future
labor supply than estimating changes in unemployment.

ed labor force disposable income is changed,
and this is done by implicitly changing the
tax rate. Given the present state of "fine
tuning" in matters of fiscal policy, I would
argue that it is better to assume that the
labor supply will adjust to projected changes
in labor demand than to assume that disposable
income can be adjusted by changing tax rates.
This is a rather minor criticism of the
inq.,ressive work which Professor Almon and his
associates at the University of Maryland are
doing in the area of long-term consistent
forecasting. The most interesting feature of
their work is that being done on investment
projections. The combination of statistical
projections with reliance on expert industry
opinion should result in increasingly accurate
forecasts, And the regional work which Professor Almon's colleague Curtis Harris is doing will interest many of us. It is not
enough to know what the projected levels of
economic activity, especially investment, are
likely to be; we also need to know where in
the nation the investment is most likely to
occur.
In my view Professor Almon's work has
great potential for business planning. While
I do not know the details about consistent forecasting as it is practiced in France, my impression is that it has led to some reduction in uncertainty and to improved investment planning.
Almon's work could move us in that direction in
the United States. If decision makers are regularly exposed to detailed, consistent forecasts which seem reasonable to them, the forecasts should have an affect on their investment
decisions. And since investment decisions affect the forecasts, there should be a tendency
toward convergence between projected and realized levels of output.

This is not a trivial point. After final demands are initially projected in Almon's
model they are fed back through the system to
calculate output and employment by industry.
If employment is out of line with the project-
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AN APPRAISAL OF ECONOMIC POLICY

IN 1966 AND 1967
by
Paul W. McCracken
Edmund Ezra Day University Professor of Business Administration
The University of Michigan
The words with which Charles Dickens
opened his "Tale of Two cities" must already
have occurred to many of you as an apt characterization of the period with which we are
concerned today.

ance "the worst of times" regardless of the
record? The President and others responsible
for economic policy must have moments, in this
illiberal age, when they entertain such
funeral thoughts.

The performance of the economy during 1966
and 1967 may not quite qualify for the best of
times, but there is much to commend it.
Reasonably full employment has prevailed.
In 20 of
the 23 months for which we now have data, the
unemployment rate has been below 4.0 per cent,
and two of the remaining three months (September and October of this year) were probably
reflecting echo effects from work stoppages in
the automobile industry.
Nor is this favorable
unemployment record to be explained by sluggish
gains in the number of people seeking work.
Indeed, from 1965 to 1966 the civilian labor
force increased 1.8 per cent, and it is now 2
per cent above year-ago levels.
To keep unemployment low in the face of these increases
in the labor force, the job-creating capability
of the nonagricultural sector has had to function at an active pace.

There is, however, more to our discontent
than this.
The pervasive sense of deep unease
reflects a g .r owing awareness that we must do
some fresh thinking about major areas of
economic policy.
Three particularly suggest
themselves.
First, our strategy of policy has
clearly not avoided a deterioration in the work
status of those marginally positioned in the
job market.
Second, failure of the new orthodoxy to take into account the operational
realities of fiscal and monetary policy has
created some major problems.
Third, there has
been virtually no fundamental progress toward
reconciling the requirements of external and
internal equilibrium.
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Because most of this paper will be concerned with the second and third points, only a few
quick comments about the first are in order
here.
They are offered tentatively because
these have been aspects of economic policy in
which I have become only recently, and somewhat
accidentally, interested.

Gains in output and real incomes have also
been impressive.
For the two years real output
will have increased roughly
per cent -about par for an economy now on a 4 to 4½ per
cent per year growth path.

s½

Finally, the National Bureau of Economic
Research will probably not decree that the
period contained a recession.
There were some
uneasy moments earlier this year. And it would
be a bit disengenuous to talk of a continuous
expansion since early 1961.
Economic expansion
was interrupted in 1962-63 and certainly again
in 1967.
Even the 1967 interruption was not,
however, enough of a recedence to qualify as a
recession.

The evidence is quite clear that our
strategy of economic policy seems to have done
little to the share of the national income
going to those with low incomes.
The lowest
fifth of income recipients today received the
same proportion of family incomes as 20 years
ago or even 10 years ago. Average family
incomes for nonwhite families in 1966 was 60
per cent of that for white families, compared
with 55 per cent at the beginning of the decade.
This gain, however, represents a 5 percentage
point jump from 1965 to 1966 -- so out of
character with prior movements in the ratio a s
to suggest that it may be heavily a statistical
aberration.l

In many ways, therefore, these years have
been "the best of times." The economic performance has impressive features.
It is a
period that seems to have lived up reasonably
well to the spirit of Section 2 of the Employment Act of 1946.

Now there is a
movements of income
in these ratios are
Another development

Why, then, the deep unease about our
economic situation? ls it simply some sort of
misanthropic zeal for making out this perform-

1,,

good deal of viscosity in
shares, and glacial changes
perhaps to be expected.
here, however, is more

Social & Economic Conditions of Negroes in the
United States" (Department of Commerce, October,
1967), p. 15.

NOTE:
Paper presented to the American Statistical Association, Washington, D.C., December 27,
1967.
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disturbing.
That is the deterioration in the
employment picture of many who tend to be weakly positioned in the labor market.
During 1966
and 1967, for example, the unemployment rate
for nonwhite males 18-19 years of age in the
labor force will have been about 20 per cent.
This is down moderately from the 25 per cent
for 1960.
In 1967, however, it will still be
about 50 per cent above the 14.7 per cent rate
for the recession year of 1954. And of even
greater significance, the ratio of the unemployment rate for this group to the rate for the
central core of the labor force (experienced
wage and salary workers) has been rising steadily.
For 1966 and 1967 the unemployment rate
for nonwhite 18-19 year old males will have
been 5 ½ to 6 times that for experienced wage
and salary workers -- substantially above the
4 ½ times in 1960 and 3 times in 1954. The
picture is, of course , even worse for the 16-17
year old nonwhite males in the labor force, and
the weakened relative positioning in the job
market of young nonwhite women has been broadly
similar to that for males of comparable ages.
However since our concern has been about these
people weakly positioned in the job market, and
this sincerit y is obviously not in question,
our strategy of economic policy has in fact not
a voided an erosion of their relative position.

negro college students now are, is apparently
well below half that for students in our major
universities generally.
Lacking normal family
financ i al backing, and in c o lleges which are
not themselves overly affluent, these students
often must use all conceivable combinations of
outside work and student loans to stay in
college. As a result they find themselves on
Commencement Day with an undergraduate record
that, in the normal routine, would exclude many
students with the necessary intellectual
capac i t y from our major graduate schools. And
in any case their accumulated debts put pressure
on them t o seek immediate e mpl o yment.
If their
financial problem of remaining in c o llege were
less severe, their college academic perfo rmance
would be stronger; and there would not be the
heavy overhang of debts for c ing otherwise
qualified students to turn awa y from graduate
study and to the job market.
The dimensions of the financial pro blem
are not impossible here.
In 1966 there were
224,000 negro students in colleg e.
(If the
pro portion of negroe saf college age actuall y
in college were equal to that f o r the white
population, the fi g ure wo uld be well over d o uble
this number.) An average of, say, $1,000 per
s t udent here would cost immed i atel y perhaps
$250 million, and these funds (inconsequential
for a nation with an $8 00 billion ec onomy or a
$170 billion Fe deral budget) could e normousl y
accelerate the process of bringing the nonwhite elements of our population more fully into
the mainstream of our national life.

If we are to make more progress on these
complex matters, the restructuring of our
s t rategy must contain three elements.
First,
~ e must f ace candidly the fact that dealing
~ ith the low-income problem by increasing the
:ni nimum price for low-productivit y labor means
f or many unemployment and even lower incomes.
r he 7 ½ per cent per year average increase in
~ h e minimum wage since 1961 obviously is part
of the explanation for the fact that nonwhite
t een-age unemployment rates today are even highe r than in the recession year of 1954.

The prognosis f o r a high pay-off here would
be good.
College and professi onal training are
a major route to be t ter employment.
Since these
y oung men and women are already in college,
there is no problem of low motivation.
Indeed,
the dynamic secondary effect on those who might
then be encouraged to try for something higher
could be substantial.

There is, however , the fact of inadequate
i n comes. The problem is to deal with it in
other ways than by increasing the price of
t heir labor, which would force many of these
people into unemployment. And it must also be
done in ways that preserve incentives for earning more. Here the negative-income-tax approach
c learl y suggests itself.
It deals directly
~ith the low-income problem.
It does not price
- ork out of the market. And it avoids some of
~h e most pernicious disincentive effects of
o u r present polyglot welfare s y stem.

There are, of course, formidable problems.
A federal program could not -- indeed, should
not -- be limited to one race,
There are white
young men and women with the same problem,
Here
is, however, an obvious and effective way .to
break the cycle by which lack of education and
income become, in the literal sense, hereditary.
III
Our main disappointments with polic y during
these two years, however, have to do with the
management of aggregate demand for output.
These two years are not apt to g o into the
annals as history's shining hours for fiscal
and monetary policy. The fact that the 1967
recedence did not metamorphose into a recession
proves little.
From the fou~th quarter of 1966
to the second quarter this year the increase in
government purchases of output alone was equal
to almost 2 per cent of GNP for year-end 1966,

There is also a third approach here which
,- arrants more creative thought.
The work span
I t hose now moving into the labor market will
extend well into the twenty-first century.
It
ri ll be a labor market with a heavy (perhaps
g Towing) premium on higher education and
pr ofessional training. Here negro young men
and women of college age tend to face special
roblems. The family incomes of students in
r predominantl y negro colleges, where most
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and half of this was accounted for by rising
defense outlays.
Increased expenditures of
government alone, in short, provided all of the
market for the additional output (with no
allowance for the multiplier) from normal
growth in the economy's capacity to produce.
The remarkable thing , therefore, is that we
could manage to have even a mini-recession
with this large rise in government outlays.

the Federal budget required a tax structure
with an enlarged revenue-producing capability.
The full employment surplus had become negative
by late 1965 and early 1966. Federal outlays,
which on the N.I.A. basis had been rising at a
5.5 per cent per year pace in 1964 and 1965,
began to increase along a 20 per cent per year
path.
Since the existing tax system would not
generate more than perhaps 7 or 8 per cent more
in revenues from a year's normal growth, and
the full employment budget was already in the
red, a large and growing deficit was in
prospect. This, of course, occurred.
By the
second quarter of 1967 the N.I . A. budget
deficit was at the annual rate of $15 billion,
and outlays were running $13 billion beyond
the receipts the tax structure would have
produced even in the absence of the 1967 minirecession.

The erratic record of fiscal and monetary
policy during these two years is known to all
of you, and it can be summarized quickly here.
By the second half of 1965 the economy was
clearly re-entering the zone of full employment.
The unemployment rate in the first half
of the year was declining, touching 4.0 per
cent in the third quarter. To minimize reentry problems, therefore, a less expansive
monetary and fiscal policy was then indicated.
Unfortunately policy became more expansive.
The annual rate of increase in the money supply
(including time deposits) was 8.2 per cent in
the first half of 1965, rising to 10.4 per cent
in the second half. And the combination of
sharp increases in Federal outlays and lower
tax rates produced a $9.1 billion (at annual
rates) swing of the full employment surplus in
the expansive direction from the first to the
second half of 1965.

While the 1966 record does not read like
a distinguished performance in fiscal policy,
the performance of monetary policy was even
more disappointing -- and probably even more
crucial. While economists differ about the way
monetary changes influence the economy, one
thing is clear.
Except for pathological
disturbances such as the Great Depression, the
economy does not stray far from the path
traversed by the earlier pace of monetary
expansion. Having overfueled the economy in
late 1965, the monetary authorities overreacted a year later, pushing too hard on the
brake pedal.
Indeed, this is an inaccurate
metaphor.
Fearful of their high speed, the
Federal Reserve threw the car into reverse -since in late 1966 there was outright monetary
contraction. And a sluggish economy in 1967
was, then, a reasonable expectation.

The result was that we roared through the
year-end and into 1966 with rapidly gathering
inflationary pressures.
In six of the nine
months from February through October last year
the consumer price index was rising at an
annual rate in excess of 4 per cent, the
average rate was 4.2 per cent, and in three
of these months the annualized rate of increase
exceeded 5 per cent.l

Recoiling from the excessive tightness of
1966, and perhaps too preoccupied with such
short-run matters as sluggish economic conditions in early 1967, the managers of policy have
again over-fueled the economy.
Federal outlays
this year will be about $12 billion above fullemployment receipts, and monetary expansion
(with time deposits included) has been on an
11-12 per cent per year growth path.
Indeed,
our current money supply, with the usual lags,
would be consistent with a GNP for the first
half of 1968 of at least $845 billion, almost
6 per cent (12 per cent at an annual rate)
above that for the second haif of 1967. More over, this potential for domestic inflation
comes at a time of mounting uneasiness about
our external payments disequilibrium.

The crucial role of these mistakes at this
critical juncture can hardly be exaggerated.
Reasonable stability at full employment is
never easily maintained.
By giving the economy
this shot of adrenalin just as it needed to
settle into the full employment growth path,
we greatly complicated the problem of sustaining orderly economic growth at reasonably full
employment.
In 1966, then, came two fateful developments.
First, there was the decision against
any generalized tax increases. The second
quarter deceleration of business activity, with
a negligible gain in real output , may have
played a role here.
If so it would be another
illustration of how decisions about so basic a
matter as fiscal policy tend to work out badly
if heavily influenced by wiggles in current
economic indicators. Clearly with the path
that Fe deral outlays were beginning to traverse,
1
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It would, of course, be easy to ascribe our
current problems to bad luck. There is always
Viet Nam.
Sterling's devaluation has certainly
aggravated our external payments problem, both
substantively and psychologically. A Congress
that adamantly refuses to undertake needed tax
increases, even though economists "new" and
"old" recommend it, is presumably not in the

National Economic Trends, Federal Reserve
Bank of St. Louis.
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script. This all, however, does not get us far.
The sharp escalation of Federal outlays was in
process long before actions were taken to request tax increases. A financial position so
precarious that it may collapse if confronted
with a dock strike, a disruption of Suez traffic, or even a 14 per cent devaluation of
another currency is not good policy strategy.
The reluctance of Congress about a tax increase
clearly mirrors public sentiment on this issue.
A strategy of policy that cannot adjust to
these vicissitudes is not relevant to the real
world in which policies must, in fact, operate.

jor effects of a change in Federal Reserve
policy will not occur; and we can never be
sure that the decision-making apparatus for
fiscal policy could even be moved in that
period.
Indeed, much of the economy's instability is apparently caused by the unliquidated fish-tail effects from prior monetary and
fiscal policy changes made in response to
economic developments too short-run to have
been countered by these policies in any case.
What are the implications of this for the
operation of fiscal and monetary policy? The
basic requirement is some concept of a flight
plan to guide us along a course where visibility is always murky. The first element of
this flight plan is obviously an estimate of
the course that the economy (e.g., gross
national product) must follow in the period
ahead if it is to be consistent with reasonably full employment and orderly economic
growth. While this path cannot be delineated
with hairline precision, and we always start
from somewhat of a disequilibrium position, the
technology of economic projections should be up
to this task.

A basic problem here is that economists
themselves have been wholly unrealistic about
the operational realities of fiscal policy.
The always-balanced-budget philosophy seems to
have assumed such Mephistophelean significance
in our minds that ours is an angry Pavlovian
response to any suggestion that fiscal policy
might be improved with some basic guidelines.
Any constraints on ad hoc or judgmental operation are resented withtlmost emotional
vehemence.
Precisely here is where we begin to have
operational problems.
Decisions today that
fiscal or monetary policy should be different
must be consistent with economic conditions in
a period beginning six to twelve months from
now, not primarily with those prevailing now.
It takes a long period for monetary changes to
exert their visible effects on the economy.
The Federal Reserve-M.I.T. econometric model,
for example, suggests that it takes well over
a year to reach half of the ultimate effect on
G.N.P. from an increase in unborrowed member
bank reserves.

With the optimum course for the economy at
least provisionally identified for the period
ahead, the path that monetary and credit
expansion must then follow is also reasonably
well defined.
The relationship between the
money supply and G.N.P. is a fairly close one.
During the 1960's the simple ratio of the money
supply (including time deposits) to G.N.P. two
quarters later has averaged 41.4 per cent, and
in only four of the 28 quarters from 1960 to
1966 did the ratio vary more than one percentage point from this average .
If, then, the
primary game plan for monetary policy is to
keep the volume of money and credit moving
along this path, the economy can be expected to
follow along reasonably closely. And the
course of the economy will be far less erratic
than if, as we have seen in the last year, the
annual rate of monetary expansion ranges from
-0.7 per cent in November 1966 to +16.2 per cent
four months later.
Indeed the irregularity in
the course of the economy induced to an important
extent by these wide swings in policy that is
often cited as making freedom for wide countervailing movements in policy so essential.

The effect of a change in Federal spending
or tax rates builds up more quickly, and this
has led to a pervasive assumption that fiscal
policy is a far better instrument for stabilization purposes. This ignores the simple, though
long-emphasized, point that the decision-making
procedures here are extremely cumbersome. The
course of expenditures in any case is almost
impossible to deflect in the short run.
Precisely this point has been made repeatedly
this year to explain why the budget deficit
cannot be closed by reducing expenditures. And
increases in tax rates will usually be opposed
by the citizenry and, therefore, by a politically responsive Congress.
It is to be hoped that
1967 has made these operational realities of
fiscal policy clear enough so that even economists will begin to take them into account.

What does this all mean for fiscal policy?
It means, of course, that we must also have a
concept of equilibrium for the budget that is
consistent with reasonably full employment -this in the absence of any certain knowledge
about the state of business conditions that will
prevail when these budget decisions will exert
their effects.
If monetary expansion is on
course, a budget which would be roughly in
balance at full employment is probably a good
first approximation of this . equilibrium position.
If we operate on the basis of such a fundamental
budgetary guide line, monetary policy is also

Here, then, is the problem. Our visibility about economic conditions that may prevail
down the road, when decisions taken now will
begin to exert their major effect on the economy, is quite limited.
Within the period during
which we can be more confident about our
appraisal of business conditions , the ma-
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more apt to stay on course. The Federal
Reserve can then accommodate the economy instead
of the Treasury's financing requirements.
If
we have a budget with a reasonable balance
between outlay ' s and the receipts that the tax
structure would produce at full employment, we
shall have fewer years when fiscal policy
diverts us from the full employment growth path
than if our basic guide to budget policy is,
"rt all depends ... we will decide on the facts
at the time ... etc."

criticized as attempts to automate policy. This
is, of course, nonsense. To implement the
strategy of fiscal and monetary policy outlined
here would involve a far more exacting performance than now. What this does suggest is quite
simpl y that we move the navigation of economic
policy from the crude barnstorming stage to
the modern era with its requirements for narrower tolerances within an explicit plan.

The budget the President submits should,
therefore, normally show an approximate balance
between outlays and full-employment receipts.
Indeed, it may well mean something even more
exacting than this -- namely , that outlays
proposed in the budget message should be roughly in balance with the receipts that the existing tax structure would produce at full employment.
(T~is year reminds us of the uncertain
probability that Congress would increase tax
rates in any case.)

Any review of economic policy in these
years would obviously be Hamlet without the
Prince if it did not include a few comments on
our struggles to reconcile internal and external
equilibrium. The devaluation of sterling and
the widening of our own external payments
deficit after early 1966 lend urgency to this
problem.

IV

Fortunately, the domestic economic situation and our balance of payments problem both
now require the same therapy -- namely, a stern
dose of disinflation. One of the least happy
aspects of economic policy in 1966 and 1967 is
that we allowed our price-cost level to ' come
unstuck. We did not -- in part because we did
not ease the economy more carefully on to the
full employment growth path. Once this happens ,
regaining control becomes as urgent as it is
difficult and politically thankless.
Yet
minimizing the present value of future economic
distress and unemployment requires that this
uneasiness about our price-cost trends be
quelled. The rising price level and the
emergent inflation-mindedness are now having a
disorganizing effect on our domestic economy.
The overly strong domestic economy and these
same price developments have played a major
role in the $3 billion deterioration in our
balance on current account since 1964.

This leads us to expenditure policy -- the
great under-developed area of fiscal policy.
The format and concepts of the budget will be
greatly improved by recommendations of the
President's Commission on Budget Concepts this
year.
The problem now is to develop more
meaningful and accurate procedures for controling the course of expenditures. These two
years, with which this session is concerned,
make it abundantly clear that our present
procedures leave Federal outlays out of control
in the literal sense that no one seems to know,
within an unacceptably wide range, what the
course of future outlays will be.
There are all kinds of problems here. The
Federal government takes on open-end programs
ranging from medicare to farm price supports
with inadequate estimates of their implications
for future outlays. The Congress never is
subjected to the discipline of passing on the
total budget.
The budget carries some heavy
items for services whose costs should be carried
more ful •l y by users -- e.g., the inexcusable
post office deficit.

Would a policy of disinflation improve
matters? This question naturally arises after
the failure of disinflation in the U.K. to hold
the exchange rate on sterling.
In spite of the
U.K. 's unfortunate experience, our question can
probably be answered in the affirmative. While
disinflation in the U.K. did not save the pound,
it was not really much of a disinflation. The
decline in U.K. industrial production after
mid-1966 was less than two per cent, compared
with over 5 per cent for Germany -- or 2 ½ per
cent for the U.S. early this year. Moreover,
the pound fundamentally was probably overvalued . By mid-1967 U.K. export prices were 15
per cent above the 1958 level , compared with 8
per cent for Germany, 7 per cent for France and
the United States, 2 per cent for Japan, and a
7 per cent decline for Ital y .
Disinflation has
produced a massive improvement in the German
balance of payments this year.
Italy also had
a sharp improvement in 1964 and 1965 after its
disinflation. Moreover it is well to remember
that our own balance of payments on current

The time has come for another Presidential
Commission -- a Commission on Expenditure
Policies and Procedures.
Its function would be
to study the Federal expenditure decision-making
process from the origination of the Budget
Message within the Executive Branch through the
Congressional appropriations process to Administration decisions about the speed with which
these appropriations are to be activated.
It
should then make recommendations for a rationalization of our whole decision-making and
expenditure-control process.
A final comment here. These proposals for
a more explicitly delineated flight or game plan
to guide fiscal and monetary policy are often
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be done. Most other nations would not accept
the appreciation in their currencies and exp?rt
prices that would thus occur. At the sam~ ~ime
most speeches about the importance of avoiding
an adjustment of our exchange rat~ ~re rea:l!
speeches on the importance of avoiding policies
that lead to a maladjusted .exchange rate.
If
that unhappy contingency does arrive, it would
be better to restore an equilibrium rate than
to try by brute force to hold the dollar at a
disequilibrium price relative to other currencies -- a policy with a high probability of
pervasive mischief and eventual failure.

account moved from a hairline $0.1 billion
surplus in 1959 to an $8.5 billion surplus five
years later, a major dividend from the disinflation of the late 1950's. The minimum
requirement for this strategy to work, however,
is enough political courage to put a real
squeeze on the economy.

rm-

uite

mic

row-

on
ernal
nd

is

uath
tern

PY

is
e
did
he
pens,

omic

s

a

Suppose disinflation does not work or is
not really tried. What then? This is a
question which must be asked candidly.
If disinflation does not work or if there is not the
political will to go through with it, we would
face a choice among two hard alternatives. We
could take further ad hoc direct measures to
control the outflowofdollars. This approach
would involve such actions as sharp reductions
in our military commitments in Europe and Asia,
a contraction of foreign aid, yet more severe
direct controls over foreign investment, and
direct controls over foreign travel.

*

*

How, then, will 1966 and 1967 look in the
annals of economic policy? Perhaps the most
important limitation has been undue pre-ocupation with the short-run view.
Concerned with
achieving a little more output and employment
now, we have allowed financial distortions and
the price-cost level to come unstuck; and the

Or the exchange rate between the dollar
and other currencies could be adjusted.
Even
to suggest that, in principle, this must be on
the list is for some a revelation that pornographic financial thoughts are being harbored.
We had better, however, get over this propensity
to deal with these hard questions as if they are
matters of theology.
If we ever must choose
between an adjustment of exchange rates or an
array of direct controls that would leave the
dollar a weakly convertible currency in a
largely nominal sense, moving us away from the
liberal international trading and financial
system that we have been trying to build, an
adjustment in our exchange rate would do far
less damage to the domestic and international
economy.

present value of future unemployment and
economic distress now required to regain control
is apt to be greater than if earlier we had
eased more carefully into the full-employment
growth path. Concerned with present economic
conditions, we have followed an ad hoc strategy
of fiscal and monetary policy that has become
itself a major source of instability and uncertainty in the economy.
Concerned about the
dollar's international position, we have devoted
more ingenuity to means of financing the external deficit than to its fundamental causes.
Guided by a more explicit game plan,
economic policy in reality and in the textbook
may begin to look more like the same thing.
If
we have learned this from 1966 and 1967, these
years may yet receive benevolent treatment from
the historians of economic policy.

Devaluation of the dollar is not now in
t he cards because, quite simply, it could not
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APPRAISING THE NATION'S ECONOMIC PCLICY 1966-67
James Tobin, Yale University
been generally accepted as inevitable. Timely
actions to darn;p them would have been the most
that the majority of critics asked of the fiscal
and monetary authorities. Few would have expected the economy to be stabilized at levels of employment and utilization previously reached only
at cyclical peaks.

In reviewing the performance of the economy and
of economic stabilization policies over the la.st
two years, the first requirement, I believe, is
perspective. Results are what count, and these
have been very prosperous years.

Real GNP was 5.g{o higher in 1966 than in 1965,
and evidently rose another 2.6% in 1967. The
famous interim f ull ern;ployment target, 4%unemployment, was reached early in 1966 and, except
for minor monthly perturbations, has been maintained or bettered ever since. The tightening
of the labor market has also had other predicted
desirable effects. Hidden unern;ployed have been
drawn into the labor force; jobs have been more
plentiful for the disadvantaged; and unemployment
rates for nom-mites and teenagers, though still
too high, have fallen dramatically. At the same
time the accumulation of new productive capacity
has at least maintained, and very likely enhanced, the sus tainable growth potential of the
economy,

Well, we know that every revolution involves a
race between achievements and aspirations. The
so-called "new economics" is responsible for the
escalation of standards, and its practitioners
should not corn;plain too loudly if they are judged
more rigorously than their predecessors in policy-making.
I have not yet mentioned the inflation of 1966-67.
Once again, perspective tells us that our rates
of inflation are not high corn;pared to the contemporary experience of other industrial countries
or to other periods of boom in our own country,
especially those connected with wars. Some of Clir
recent inflation, no doubt, was an inevitable result of the restoration of high rates of ern;ployment and capacity utilization. We had purchased
the price stability of 1958-65 by unsatisfactory
rates of unern;ployment and economic growth. Both a
higher cost and price level, and a higher continuing rate of money wage and price advances,
were bound to accoJJU)any a full recovery. In
1966, however, the accelerating pace at which
demand was approaching the limits of the economy's r esources undoubtedly made the inflation
worse. We don't yet know what average rate of inflation, if any, would be continuously associated
with steady growth at rates of unern;ployment 4'1,
or lower.

The expansion which began at the beginning of
1961 has continued through its seventh year, with
a minor and short-lived pause early this year the
only blemish on the statistical record.
The 1966-67 record was achieved, moreover, in the
face of severe destabilizing shocks , beyond the
ability of the makers of stabilization policy to
control or for the most part to foresee. The
principal shock was, of course, the escalation
of the Vietnam War and the associated rise in defense expenditures and in military manpower requirements. This prospect became apparent at a
time when the gradual recovery of the 196O 1 s was
in any case restoring at long last high rates of
utilization of manpower and industrial capacity.
We do not know how to distribute credit or blame
for the surprising vigor of the 1966 investment
boom among (a) normal consequences of restoring, after almost a decade, high rates of capacity utilization and profits, (b) the sharp
acceleration in the expansion, and (c) specific
consequences, first anticipated and later realized, of the escalation of defense contracts and
war expenditures.

M3.ny critics who find inflation their major reason for discontent with the government's recent
management of our economy are really corn;plaining
not so lIDlch about its technical performance as
about its balance of basic objectives. They believe that the economy should be operated with a
larger margin of unern;ployment and id.le resources,
in order to hold down wages and prices. They may
believe that an occasional recession is necessary
in order to arrest the development of inflationary psychology. They should have the candor and
courage to say so, rather than giving the -irn;pression that there is some magic combination of
policy tools by which a government wiser than the
one we have could obtain for us all our hearts'
desires at once. Frank discus s ion of this issue
is also irn;peded by the government's own understandable reluctance to make the same admission.
Personally, I think the social am economic gains
of tightening labor markets even further are worth
the inflationary risks, and in reviewing 1967 I
would fault the Administration for being content
with too soft an economy, not the reverse.

In any event, the situation contained the seeds
of a spiralling inflationary boom, and stabilization policy did succeed in bring~g aggregate
demand under control, On1.y a perfectionist
would expect this to be done without some reaction. In perspective, the remarkable thing is
not that the checking of the boom left business
men overstocked with inventories but that the
resulting adjustment did not, as it has so frequently done in previous decades, drag the economy into real recession.
By the standards formerly applied in appraising
the performance of the economy and the stabilization policies of the government, surely the
record of 1966-67 deserves high marks. Nor do
we need to go back thirty years, or even twenty.
At a meeting like this ten years ago, alternations
of inflationary booms and recessions would have

Let me t!J,rn now to a brief review of some of the
najor actions or inactions of policy during the
past two years.
1. In retrospect, the December 1965 rise in the
discount rate looks good. Having criticized it
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at the time, I run glad to make this admission.
Probably the Administration would not have opposed it if the decision had come after, rather than
before, the SEC-Commerce anticipations survey
made clear the magnitude of the coming investment
boom. However, it still seems to me that, as a
matter of tidy and coordinated policy-making, the
monetary decision should have been deferred for
consideration simultaneously with the budget and
economic messages of the President.

wise the dramatic increase in liquidity preference
throughout the economy would have led to interest
rate levels and credit stringencies quite inappropriate to the slackness of labor and product
markets in 1967. High liquidity preference this
year has been in part a reaction, perhaps a fairly durable one, to the lessons of 1966 and in
part a specific result of expectations, partially
s elf-fulfilling, renewed monetary tightness in
late 1967 and 1968.

2. Retrospect also confirms the judgment of
those who favored a tax increase early in 1966.
We do not know what role an underestimate of defense spending played in this error of omission,
or why the rise in spending was underestimated
in the 1967 budget, as first presented. It is
probably safe to say that improvement of channels of communication both within the Pentagon
and between the Pentagon and the rest of the
government could aid the cause of economic stabilization.

6.

The Administration, in asking for a tax increase, has been trying hard to demonstrate that
flexible fiscal policy works two ways. So far
its long promised or threatened boom has not
lived up to predictions, and perhaps it has been
just as well that the tax increase was deferred.
The future need for it depends once again very
much on the Pentagon: Will defense spending now
taper off faster than previously expected, just
as it has in the past accelerated faster than
anticipated? In any event, the upshot is that
fiscal policy is indeed working two ways. The
Administration asked for a tax increase and got
its expenditure budget cut. The economic effects
per dollar are certainly no less. One may hope
that the two doctors on the case will try to get
together on a total dosage of the proper size.
If each insists on prescribing a full dose of
his own favorite medicine, as a condition of letting the other doctor administer his, the patient
may end up swallowing too much. I prefer the
Administration's medicine, as I do not see why
the burden of the war should fall on Federal
civilian programs and their beneficiaries rather
than on the c onsumption of affluent taxpayers.
It seems strange that the "butter" to be sacrificed for guns should be the margarine of the
poor.

3. The investment tax credit should have been
suspended earlier. This was the obvious medicine for the business investment boom, which
proved relatively impervious, at least in the
short run, to general monetary restraint. After
the tax credit had been somewhat tardily suspended, its subsequent restoration was a natural response to the quasi-recession of early 1967.
But even if this had not been the case, the Administration's hands were forced by the definite
date, January 1, 1968, originally set for restoration. As this date approached, the suspension became a more and more powerful deterrent
to current investment. In future, if ti1is or a
similar tool is used again, the period of suspension should be indefinite or at least uncertain.

In summary, I do not agree with those critics who
believe that government policy itself has been
the main destabilizer of the economy during the
period under review. The economy is always subject to exogenous shocks unconnected with government stabilization measure, and often imperfectly
foreseeable by the makers of fiscal and monetary
policy. They have to compensate for these shocks
as best and as promptly as they can. As a result
they must follow an irregular course, but that
certainly does not prove that they are causing
rather than dampening the fluctuations in the
economy.

4. In the circumstances of 1966, it seems to me,
the Federal Reserve did its duty and achieved its
main objective. If some of the side effects were
unpalatable, that just shows that the vaunted
impersonality and generality of monetary restraint
does not mean that it is even-handed. The distribution of its impact is quite different from
that which a fair-minded Congress would build
into tax legislation of equal deflationary effect.
In part, this is not intrinsic to monetary policy
but specific to our institutional structure for
housing finance. It should be possible to reform
this structure, in particular to recast the savings institutions that now concentrate in mortgage lending so that they are less vulnerable to
tightening in monetary policy. But we should
recognize that, if housing becomes less vulnerable, somebody else will be more vulnerable. To
get the same aggregative impact while distributing it more widely, monetary policy would probably have to raise interest rates even more than
in the 1966 crunch.

In my opinion, there is no simple rule of steady
monetary policy, or fiscal policy for that matter,
which would have kept the economy on a path of
steady growth the last two years. Had any such
rule been followed, the gyrations of the economy
would have been much larger than those that in
fact occurred. Of course, it is possible for
poorly timed alterations of policy to amplify
rather than diminish the effects of the natural
sources of fluctuation. I do not believe that the
past two years can be so interpreted, especially
if the results are viewed with the perspective
that I commended to you at the beginning.

5. The Fed has also done its duty on the expansionary side. The central bank was quick to reverse its field when the economic climate changed
toward the end of 1966, and has permitted
bank reserves and deposits to expand at an annual
rate of 12'1,. This was necessary, because other-
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ECONOMIC POLI CY FACES LIFE: 1965-1967
Herbert Stein, The Brookings Institution*
Once upon a time there was economi cs and
there was economic poli cy. They were two different things. Economics was the body of science
known to economists, most of whom were professors. Economi c poli cy was the course of a ction
followed by politicians, who didn't understand
economics, or if they understood it, didn't believe i t, and in any case didn't care.

ments directed to it may not have been the most
important and interesting aspects of economic
policy in the last few years . Steps taken in
this period to influence the economic structure,
including the extent of poverty and the quality
of city life, may turn out to be much more significant than our achievements and failures with
respect to overall economic stability. However,
one cannot even begin to appraise the steps taken, let alone the results accomplished, in
this fie ld in the context of two or three years
of experience . The limitation of the period is
less frustrating for the eval uation of stabilization policy, although even here it is necessary to l ook back before 1966 and also to speculate about the future after 1967,

In those days Economics with a capi tal E
could appraise economic poli cy, from a platform
of confidence in i t s superior wisdom. Thus
Edwin Cannan, the distinguished British economist, when asked what he had done during World
War I, coul d r eply, "I protested, " meaning that
from the standpoint of his scientific knowledge
he had protested against the folly of British
economic policy. And in 1929 J . M. Keynes coul d
say of the financial views of the British Treasury that not one British economist who had writt en on the subject or whose thinking was otherwis e known to him would agree with the Treasury .

From the first quarter of 1965 to the third
quarter of 1967 real output, as measured by the
deflated gross national product, rose by 11.7
percent . In the same period the general price
level, as measured by the GNP deflator, rose by
6.8 percent. Unemployment declined from 5 percent in early 1965 to a low of 3.5 percent in
November 1966 and thereafter hovered a little
under 4 percent. Presumabl y we count the rise
of output and the decline of unemployment as
gains and the rise of the price level as a loss.
How are we to evaluate the combined performance?

All this has changed radically. There is
nothing done by the U.S. Treasury, or the Federal Reserve, or the Ways and Means Committee,
of which it coul d be said that no certified respectable American Ph . D. professor would agree
with it. Almost every economic decision of
government that was not inspi red by an economist
was approved by one before i t was made, and those
few that were not approved in advance were just ified by an economist after the fact. At the
same time there has been a change in Economics.
At least when they are playing their "scientific "
role, and not advising the government or the publ ic, economists must recognize more uncertainty
in their understanding of the processes by which
economic policy operates upon the economy than
t hey acknowledged even f i ve or ten years ago.
This is surely true in the fie lds of monetary and
fiscal policy, with which I shall be mainly concerned in this paper.

This question invites another question in
reply. Compared to what? One obvious compari son is with our last preceding boom. From the
first quarter of 1954 to the third quarter of
1956 real GNP rose 10. 3 percent, as against 11.7
percent in the comparable period of 1965 to 1967,
In t he same period of 1954 to 1956 the GNP deflator rose by 5.7 perc ent , compared with 6.8
percent in the 1965-1967 period. The rate of
unemployment fel l from a high of 6.1 percent in
1954 to a low of 3.9 percent in February 1956 and
then varied slightly above 4 percent fo r the rest
of the year. Unemployment declined faster than
in the more recent period, but not quite so far,
and the rates were about equal in the fal l of
1956 and in the fall of 1967,

As a consequence, an economist today appraising economic policy is in large measure appraising economics - chiefly the economics of other
people but also, if he is candid, his own. And
if he is disagreeing with the policy, he is disagreeing with other economists, and almost certainly about matters which economic science has
not established beyond dispute .

Although there were obvious differences in
the backgrounds, the performance of the economy
was quite simi lar in the two periods. Depending
on your point of view, you can say that we have
recently done as well as in the good old days or
as badly as in the bad old days.

I shall talk about economic policy as it affects economic stability, and shall conc.e ntrate
on poli cies that are primarily relevant to stability, meaning monetary policy, fisca l policy,
and wage-price policy . Stability and the instru-

However, this does not get us very far. Politicians are satisfied to compare their performance with that of their predecessors and rivals.
Economists like to compare performance with par,
or with the optimum. The question is whether
there was some other possible outcome that would
have been preferable. I refer here not to the
possibility of pursuing different policies than
we did, but to t he possible combinations of results than can be gotten out of the economic system with di fferent policies. Essenti all y the

* The

views expressed in this paper are those of
the author and do not purport to represent the
views of the other staff members, officers, or
trustees of The Brookings Institution.
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price policy is only one part, suffices to keep
prices from actually rising.

question is whether with different policy affecting aggregate demand it would have been possible
to achieve a combination of unemployment and inflation which would have been better than the
actual outcome.

So I come to the commonplace conclusion that
the possible alternatives to the performance of
the economy in the short period under review
were less inflation with more unemployment and
probably also less unemployment with more inflation. Would either of these alternatives have
been preferable, or did we have just the right
combination?

There have been some who believed that it
was generally possible by a more rapid expansion
of total demand to get simultaneously more output, less unemployment, and less inflation or no
inflation. The theory was that at higher rates
. of utilizing productive capacity average costs
of production would be lower and so would prices.
This never had nruch analysis or evidence to support it, and our recent experience would seem to
be another refutation of it. In any case, I have
not heard this argument applied to the Vietnam
war period, although I cannot claim to have followed all the literature of this kind.

Of course, a great deal depends upon the
quantities involved - how much less unemployment
for how nruch more inflation? I am afraid that
the numerous studies of the short-run Phillips
Curve for the United States still do not provide
us with a unique answer to this question. · Still,
in the specific context of the past three years
the possibilities can be narrowed down somewhat.
At the beginning of 1965 the unemployment rate
was around 5 percent, and the average price level
had for some time been rising at a rather slow
rate - about 1.5 percent per annum. One alternative probably was to continue with about that
combination of unemployment and inflation. ' In
fact, the unemployment rate had been declining,
and probably could have continued to decline
somewhat below five percent without accelerating
the rate of inflation. So one part of the range
of choice extended from the 3.9 percent unemployment we have averaged since mid-1965 with about
2.6 percent per annum inflation to about 5 percent unemployment with something like 1.5 percent
per annum inflation. Where the possibilities
were located on the lower unemployment side of
our actual experience is harder to say, because
we have not been in that neighborhood for a long
time. But I don't think it very important to
determine this, because I think the real issue is
between our actual performance and a combination
with more unemployment and less inflation.

It is sometimes maintained that the rate of
increase of aggregate monetary demand does not
affect the rate of unemployment because unemployment is a real phenomenon and is determined by
real factors, including, of course, relative
prices and wages, whereas the level or change of
monetary demand affects only a monetary or nominal variable - that is, the average level of
prices. On this basis, it could be argued that
a slower growth of aggregate monetary demand
would have given us less inflation without more
unemployment. This proposition seems to me obviously or tautologically correct if expansion
of monetary demand affects only nominal variables. More than that, I think that in the long
run it is a good approximation to what happens
or should be expected. But in the short run the
rate of growth of aggregate monetary demand, and
changes in its rate of growth, do affect relative
prices and wages and thereby affect unemployment.
It is hard to interpret our recent experience
othe'rwise, and therefore hard to escape the conclusion that a slower growth of aggregate monetary demand would have left more unemployment as
well as less inflation.

This issue is always difficult. It was especially difficult in the past three years. We became during this period much more conscious than
formerly of the importance of improving the economic opportunities of the disadvantaged, particularly -of Negroes. One way to do this is to
maintain a high . level of employment. The difference between 5 percent and 4 percent in the total
unemployment rate in the past few years has
turned out to be the difference between 9 percent
and 7 percent for all nonwhites and between 7
percent and 5 percent for nonwhite males 20 years
of age and older. Moreover, the employment of
some people who ordinarily have the most difficulty in getting jobs would have a lasting value,
because the training and work experience would
increase their later employability. Therefore,
the difference between overall unemployment rates
of 5 percent and 4 percent was more significant
than it would otherwise have been .

There is a third basis• from which to hold
that in this best of all possible worlds we
could have had less inflation without more unemployment. This involves reliance on wage-price
guideposts. If the guideposts had worked, the
growth of demand we had would have given us less
price rise and more employment rise. However,
this begs the question. It assumes that the
guideposts could have worked, and that, given the
rise of demand that actually occurred, the breakdown of the guideposts was not as nruch a part of
the natural order of the universe as everything
else that happened. I believe this assumption is
incorrect. Given the rate of demand increase we
had, prices would and did rise in sectors where
the guideposts could not conceivably have worked
- like agriculture. Once this happened, the basis in equity for adherence to the guideposts in
the so-called "administered price sectors" was
undermined. We have now learned that we cannot
effectively ask business and labor to behave as
if prices are not rising unless the combination
of circumstances and policies, of which wage-

On the other hand, 1965 was probably a critica-1 year for the long-run history of inflation.
Since the end of 1957, by accident or design, the
level or growth of aggregate demand had been restrained to a degree which left employment lower
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num, to raise the rate of growth of the money
supply plus time deposits from about 7.25 percent
per annum to over 8.5 percent per annum and to
shift from a full-employment surplus of about
$8 billion a year to a full-employment deficit
of about $12 billion a year. There are theories
according to which the increas e in the rate .of
growth of money would make no difference, or
hardly aey, and there are theories according to
which the decline in the full-employment surplus
would make no difference, or hardly aey. But I
am not aware of theories according to which the
combined monetary and fiscal policies would make
no difference, although there may be such theories.

than was achievable but also slowed the rate of
inflation from its earlier pace. Professor Paul
Samuelson has called this an "investment in sadism." What made it an investment was the belief
that there would be a future payoff in the sens e
that it would purge the system of the expectation of inflation and thereafter make it possible
to maintain high employment without inflation.
In one manner of speaking, this was an investment in reducing the short-run Phillips Curve.
But we were still in a position, in early 1965,
where, while some progress had been made, a revival of actual inflation would revive the expectation of inflation. This would raise the Phillips Curve again, and require thereafter either
more inflation to maintain high employment or
another bout of sadism to lower the curve.
Therefore the avoidance of inflation in 1965-1967
was especially critical for our long-run objectives - more critical than if we had had a long
period of well-established price stability behind
us.

There is a more substantial basis on which it
may be questioned whether the deficiency of economic performance is itself evidence of deficiency of policy. No one expects that the best policy will give the best results all the time. What
we expect is that the best policy will, if consistently followed, give better results than aey
other on the average or most of the time. This
rais es two ques tions. How would the policy of
1965 to 1967 perform over a long period if consistently followed? How would some other policy
have performed in this period and over a longer
period? I cannot pretend to answer either of
thes e questions in this paper. I can only provide some observations on t he actual policy followed in a short r ecent period, with the hope
that they may be helpful in a more comprehensive
appraisal of policy alternatives.

In response to the claim that it is worthwhile to accept some short-run costs in order to
reach, in the long run, a position where high
employment and price stability are compatible, it
is sometimes said that in the long run we are all
dead. This proposition has eminent authority behind it. However , it seems to me to r es t on a
special conception of the word "we." Fifty percent of all the people who ever lived in America
are now alive. The most one can say is that in
the long run we are half dead. And if the economist is not for the long run, who will be?

Why didn't we pursue a more r es tri ctive, anti-inflationary monetary and fiscal policy after
the middle of 1965? For fifteen years, at l east ,
the Federal Reserve had been popularly regarded
as a permanent engine of deflation, ready to put
the economy through the wringer at the s lightest
opportunity. Moreover, as late as January 1965
the Administration described itself as only wanting to eliminate the fiscal drag of a large budget surplus, anxious to see the economy run with a
balanced budget at full employment, and alert to
propose fiscal r es traints at a s ign of overheating.

I have ·said, the choice between l ess unemployment in the short run and l ess inflation
in the short and long run is a difficult one.
Policies can be imagined which would avoid this
choice , but such policies would have h ad to be
initiated much earlier if they were to affect the
choice in 1965 to 1967. Given the choice which
seems to have existed, my own preference would
have been for less inflation even at the cost of
the lower unemployment which we may have bought
with the inflation.
As

If this were only my own preference, I could
stop this paper at this point. However, I believe that the preference of policy makers was
also i n this direction. They probably would not
have preferred remaining at 5 percent unemployment to stop inflation, but they would have preferred less inflation than we got even at the
cost of something more than t he actual unemployment rate we experienced. Of course, it is hard
to be sure of this, but the possibility s eems
real enough to justify asking why policy did not
come closer to bringing about a less inflationary
outcome on the assumption that such an outcome
was desired.

An obvious explanation for the failure to
, pursue more r es trictive policy is failure to fores ee the size and rate of expansion of total demand that was to occur after the middle of 1965.
The outstanding error was the underestimate, by
about $10 billion, of expenditures for Vietnam
in fiscal 1967. The error of foresight undoubtedly made some difference for the policy. Everything makes some difference. But I doubt that
the forecasting error made the critical differenc e . Given the attitudes and conditions that
prevailed, better forecasts would not have changed
policy much, or, to put the matter another way,
the forecas ts were good and timely enough to have
led to different policy if other things had been
different.

Failure to achieve the desired result does
not by itself prove that the policy followed was
wrong. One possibility is that the policy made
no difference. The policy was to increase the
rate of growth of the money supply from under
3 percent per annum to over 4.5 percent per an-

Probably the Administration and the Federal
Reserve did not underestimate the growth of demand after about March 1966. The 1967 ~
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Report of the Council of Economic Advisers says
that: "In retrospect it is clear that, after
March, monetary and fi scal policy in combination
provided adequate total restraint." Presumably
the Administration considered the degr ee of res traint adequate also through most of calendar
1967, since it deferred its request for a tax
increase until August. Moreover, the Federal
Reserve 's policy was actively expansive during
most of 1967, Yet about half of the increase
of prices, as measured by the GNP deflator, that
occurred after mid-1965 came after the first
quarter of 1966.

rises accelerated as unemployment fell below the

4 percent rate.
The overestimate of the amount of demand
pressure the econonzy- could bear without inflation
was partly related to confidenc e in the guideposts. At least, when the Council predicted that
we could have a substantial expansion in 1966
with reasonable price stability, it made this
prediction depend upon loyal cooperation of business and labor with the guidepost policy. How
seriously the Administration took this, and how
far its attitude to fiscal and monetary restraint
was influenced by it, I cannot say, but it probably made some difference.

It may be said that by March 1966 it was
already too late for more restrictive policy. A
spiral of wage and price increases had been set
in motion which could only be stopped by demand
restraints so stringent as to cause severe unemployment. If this is true, it confronts stabilization policy with a task that is probably impossible. Nine months of error in an inflationary direction not only cannot be r eversed but
cannot even be stopped , Having sinned briefly,
we are committed to continue sinning for an indefinite period longer. This is not the picture
of flexible policy that was given by the Administration in l ate 1965 and early 1966 , Then the
Administration replied to proponents of more fis cal and monetary r estraint that although they
did not foresee the need for such restraint they
would move quickly and vigorously in that direction if the s ituation turned out more inflationary than they expec t ed . To say that two or three
months l ater was already too late to impos e restraints suffici ent to slow down the inflation
strains cr edulity.

The Administration seems also to have overestimated the speed and amiability with which
Congress would agree to rais e taxes to prevent
inflation. The Administration justifi ed failure
to ask for more restraint in- January 1965 in part
on the ground that Congress would act promptly
when necessary and therefor e it was safe to wait
until more substantial evidence of the need was
in hand. Although the expec tation was sound in
the sense that Congress would act promptly when
Congress considered it nec essary to act promptly,
the appearance of conditions under whi ch Congress
would act promptl;y would probably already constitute a failur e of poli cy . It was unsafe to think
that we could skate to the edge of infl ation and
then expect Congress to throw out a rope .
A more debatable, but in IT\Y opinion more important , source of error was the r eliance of the
Federal Reserve on money market conditions, essentially short-term interest rates, as an index
of policy during the second half of 1965 and earl y 1966. Throughout the second half of 1965 the
Federal Open Market Committee met at three- week
interval s and decided that its policy for the
next three-week period should be "no change."
What they meant by "no change" was no change in
money market conditions . But what we were actually getting under the "no change" policy was a
substantial acceleration in the rate of growth of
the money s upply . The growth of the money supply
was much faster than in somewhat similar circumstances during the first six months of the Kor ean
War when the Federal Reserve was complaining that
the Treasury's insistence on stable low interest ~
rates prevented it from following a.n anti-inflar
tionary policy .
i

In any cas e , the r eason for failure to follow a more restrictive policy after March 1966
was not inadequacy of economic forecasts . In the
earlier period, from the summer of 1965 to the
spring of 1966, underestimate of the pace of the
expansion did contribute to the defici enci es of
policy. However, even then it was far from the
whole story, Even if the makers of economic policy could not foresee the full impact of the Vietnam war, the economic outlook had clearly
changed, and the direction of the change was obvious. It had not changed in a direction which
would call for an increase in the rate of growth
of the money supply, but the rate of growth of
the money supply was allowed to increase. The
economic outlook did change in a -direction which
the Administration had said would call for restriction, but the Administration did not then
seek restriction and indeed leaned against restraint by the Federal Reserve.

In fact, of course, interest rates did rise
during the second half of 1965, The Federal Reserve wo~ld not push to the limit against the marke t forces raising interest rates . Some members
of the Board who favored a more expansive policy
complained about the "no change" directive precisely on the ground that despite it interes t
rates were rising. However, I believe that this
criti cism was misdirected. We were getting too
much monetary expans ion, and we were getting it
in part as a r esult of too much reliance on interest rates as an index of monetary policy. To
some degree this misplaced emphasis seems to have
been corrected by the Federal Reserve around the
middle of 1966,

One r eason for the failure to react more vigorously to the evident spurt in economic expansion seems to have been an erroneous estimate of
the amount of demand pressure the econonzy- could
stand without serious inflation. The Council of
Economic Advis ers calculated that unemployment
could be reduced to 3 3/4 percent in 1966 while
reasonable price s tability was maintained. In
fact, while the labor force and productivity increased more than the Council forecast, price

33

and that it is safe to defer action because Congress will move quickly when necessary . The Federal Reserve wants to beli eve that fiscal policy
will relieve it of unpleasant choices, and the
Administration wants to believe that the Federal
Reserve has already done so, In part, at least,
our bad estimates are the result of our policy
rather than the cause, just as the small boy's
forecast that his toothache will go away is the
result, not the cause, of his not wanting to go
to the dentist.

Thus, a nU111ber of technical errors contributed to the failure to pursue a more anti-inflationary policy in the past three years . The
rate of expansion of total demand was underestimated, the amount of demand the economy could
bear was overestimated, the effectiveness of
guidepost policy was overestimated the flexibility of tax policy was overestim~ted and the
value of interest rates as an index of'monetary
policy was overestimated . Still, I do not believe that these errors were the fundamental
causes of the defici ency of policy .

This is all perfectly obvious when control of
inflation is the issue . But it also applies,
although perhaps less forcefully to antirecession policy. The availabJ.:e mean~ for countering a recession have effects other than their
effects on the r ecession, and people have their
pref erences and disagreements about those ef~ects . For exampl e, antirecession fiscal policy
in the second t erm of the Eisenhower Administration was inhibited by the President ' s fear of the
kind of tax cut he would get out of the Democratic Congress if he proposed tax reduction. In the
early Kennedy days expansive fiscal action was
delayed because the President, expecting and
wanting spending increas es r esisted tax reduction while the Congress, f~aring the long-run
growth of spending, and not liking the particular
progr ~s propos ed, was not r eceptive to expendi~ure increases. Expansive action came after the
Administration agr eed to the kind of action - tax
reduction - that the conservatives in the Congress and in the country found ac ceptable .

The basic fact is that the means of stabilization policy - taxation, expenditures, and monetary measures - are not neutral instruments of
functional finance which affect the money value
of GNP and only that . They have other effects ·
the public, or parts of it, has preferences ab~ut
thes e effects; and the policy makers are s ensitive to these preferences. No one likes to see
his taxes raised, every government expenditure
has its advocates and clients, and borrowers do
~ot v:an! tighter money. It may be that everyone
is willing to do something to prevent inflation
and that inflation is no one's first choice .
'
But we di sagree about what the f irst choice i s
and policy makers are unwilling to take t he r e~
sponsibility of de ciding.
So we will the end, which i s a more moderat e
rate of growth of t otal demand, but do not will
the means . The Federal Reserve wants monetary
r estraint, but shrinks f rom higher interest
rates, or at least from overt moves which make
it accountable for higher interest rates. The
Administration , and perhaps also the Congress
want f i s cal restraint, but they don ' t want to'
cut spending or r aise taxes and can't agree on
~ow much of each to do . Thes e obstacles to policy are not absolute . The Federal Reserve did
restrain, and in the end restrai ned sharply . Expenditures rose l ess than they would have in the
abse~ce of inflationary pressure , and finally the
President asked for a tax increas e . But our dislike for and disagreement about the means of action make the acti on little or l ate for economic
stability.

.
Be cause the instruments of s tabilization policy have other consequenc es and objectives as
well: v:e g~t a s~opp? adjustment of policy to the
stabilization Ob Jective. That, in my opinion is
a f air description and major explanation of the
result during the past three years.
I don't want to overemphasize this point .
Ther e were errors and miscalculations. Some of
thes e errors we should be abl e to avoid in the
future , by more realistic ad hoc prescri,ptions
and possibly by the adoption of general rules and
presumptions of policy less susceptible to these
err ors. But to a considerable degree the defi ci encies of policy from the standpoint of stabili zation result from the fact that stabilization
i s not an absolute objective and its pursuit is
t empered by other objectives. This fact will
limit the succ ess of all stabilization strategies
although perhaps not limit them all equally .
'

Disliking the nec essary actions, we not only
fal l into but actually seek the errors which I
have previously mentioned and make them the r easons for inaction. We want to believe that inflati on will not come , or that it will go away·
we want to believe that the guideposts will _wo;k
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THE FEDERAL RESERVE-MIT ECONOMETRIC MODEL
Frank de Leeuw and Edward Gramlich,
Federal Reserve Board
For the last year and a half, a group
of economists at MIT and the Federal Reserve
Board have been working together on a new
quarterly econometric model of the United
States,l/ The present paper is the first
report of some of the preliminary results
of the model. 'J:./

lags in forming expectations, lags between
orders and shipments, technological change,
and the possibility that substitution
between capital goods and other factors of
production may be feasible to a much greater
degree when new equipment or plant is being
ordered than after it has been installed.
Interest rates and tax rates enter these
equations in the way in which the theory
of the firm -- after modification for the
complications just listed -- suggests
they affect the return on investment
projects.

Since the number of econometric models
of the United States can no longer be
counted on the fingers of even two hands,
it is natural to wonder why we are adding
one more to the list. In our case, the
major purpose is to study more carefully
the effects of monetary policy instruments,
both by themselves and in comparison with
other policy instruments. No existing
model has as its major purpose the quantification of monetary policy and its effect
on the economy. As a consequence, even
those which do contain some treatment of
monetary instruments and effects suffer
from puzzling results either in their
financial sectors or in the response to
financial variables in other sectors -results which their proprietors would surely
investigate further were the models to be
used to say something about monetary developments on a current basis. We have tried
to avoid these difficulties by concentrating
most of our efforts on the treatment of
financial markets and on the links between
financial markets and markets for goods and
services.

The equations for housing distinguish
between builders and owners of houses on
the one hand, and users of dwelling space
on the other. It is in the equation describing decisions by the former group to
change the inventory of houses under construction that current and recent interest
rates enter with a powerful effect.
Nevertheless, our model fails to predict
the full extent of the decline in housing
starts in 1966, and further work to try to
determine whether we are understating the
effects of monetary policy on housing is
high on our agenda of future work.
Expenditures and taxes of state and
local governments are endogenous in our
model, in contrast to any other model of
our acquaintance. The equations emphasize
the interdependence of spending and taxing
decisions, with an important interest rate
effect on state and local construction
expenditures and a smaller, but still
noticeable, effect on the proportion of
current expenditures financed by taxes.

A few comments on some of the
differences between this and other models
may clarify this last point. In the financial sector the general structure of our
equations is similar to some other recent
models; but our estimates of the lags are
quite different. By experimenting with
alternative formulations applied to data
through 1965 and testing the results against
data for 1966 and early 1967, we have tentatively concluded that lags in the demand
for money are shorter than many recent
estimates, and that the transitory 'impact'
effect of open-market operations on interest
rates (as contrasted to longer-run effects)
is smaller than a number of other models
imply. The financial sector also differs
from some others by including the market
for bank commercial loans as an integral
part of the determination of money stock
and interest rates, and by including a
fairly broad range of interest rates.

Finally, in our consumption equations
we have attempted to distinguish the
services yielded by stocks of durable
goods from expenditures on durable goods
which are a part of consumer spending in
the national accounts. The sum of the
services of durable goods and expenditures
on nondurables and services is the consumption variable which we relate to current
and past income, while the allocation of
of the sum among its components depends on
relative prices, existing stocks, and
other variables. One result of this formulation is a small effect of interest
rates on the allocation of total consumption
(in our sense) and hence on consumer
expenditures on durable goods.

In the investment sector, the plant
and equipment equations (due to Charles
Bischoff) are derived from the neo-classical
theory of the firm, but with allowance for

These are some of the distinguishing
features of our model. The preliminary
results suggest that both monetary and
fiscal policy have powerful effects on the
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economy, though monetary policy operates
with a longer lag. We also find that the
response of money income to policy changes
is stronger than that implied by other
large-scale econometric models.
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prediction results, simulation experiments,
and an appendix on a few miscellaneous
tax and income share equations introduced
for the first time in this section. Still
to be added is the price (supply equation)
and labor market block, on which we are
presently at work. The simulations of the
final section treat prices and wage rates
as exogenous; but since our price-wage
sector will show a fair degree of price
and wage rigidity in the short run under
conditions of moderate slack in labor and
product markets, the simulations of final
section do indicate roughly the estimates
of the effects of monetary policy which
are emerging from our efforts so far.

At this point in our work, however,
we would like to emphasize the tentative
nature of any conclusions derived from
the model. Not all of the key equations
predict well, and the number of observations outside our sample period on which
to base an evaluation is still fairly small.
In fitting the model, we have made extensive use of recent improvements in
techniques for estimating lag distributions;
but with respect to simultaneous equations
difficulties, our efforts so far have been
confined to using a simultaneous estimation
technique or transforming an equation to
neutralize the bias only in those cases
where we felt the problem was especially
likely to be important. Putting the model
together in its present form has made us
aware of some unexpected system characteristics which need to be examined in more
detail. We hope that those who use and read
about the model will not simply note and
store away its major findings but will
suggest alternative specifications we
ought to consider.

I.

1.

The Financial Block

General Description

The first block of equations describes the behavior of financial markets,
given GNP and its components on the one
hand and a number of Federal Reserve policydetermined variables on the other. In
this, as in other models of financial
behavior, the quantity supplied of an
open-market operation variable -- for
this model unborrowed b1nk reserves
is
exogenous and the identity relating it to
deposits, reserve requirements, and bank
free reserves is a central equation of the
block. Dematnd equations for the various
uses of reserves depend on interest rates
and other variables -- most importantly,
GNP and its components -- with interest
rates rising or falling in the short-run
to bring quanities demanded into balance
with the exogenous supply.

This first report describes the
performance and interaction of three large
blocks of equations on the model. The first
section below deals with the financial
block--supply and demand equations for
financial claims and their dynamics. The
second section deals with the fixed-investment block, covering housing, plant and
equipment, and the behavior of state and
local governments. The third section deals
with the consumption-inventory block and
covers income shares, imports, and Federal
personal taxes as well as consumption and
inventory investment. In each of these
sections there is (1) a general description
of the block of equations, (2) results of
dynamic prediction tests (that is, predictions which generate their own lagged
values as they go along), and (3) results
of simulations illustrating the behavior
of the block. An appendix lists and
briefly describes the individual equations
of each block.9/The emphasis on the performance of blocks of equations means that
there are only brief references to the
theoretical hypotheses and the detailed
estimation work underlying individual
equations. Papers by those who were
directly responsible for individual equations will fill these gaps.

As changes in interest rates affect
investment, the short-run interest rate
effects of changes in monetary policy
variables are reduced and the effects on
income increased. Our main goal, partly
reached in Part IV of this paper, is to
explain these effects on income; but in
the financial block we shall take GNP and
its components as exogenous and consider
solely the equations dealing with supplies
and demands in financial markets.
Demand equations for demand deposits,
time deposits and free reserves -- the
three uses of unborrowed reserves -- all
include the lagged stock of the dependent
variable as one of the explanatory variables.
The presence of a lagged stock term makes
deposits and free reserve adjust only
gradually to changes in their determinants,
and therefore implies large temporary jumps
in interest rates in order to clear markets
in response to a change in unborrowed reserves or reserve requirements. It is

The final section of the paper deals
with the three blocks combined -- their
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r
difficult to understand why the gradual
adjustment in deposits and reserves implied
by the introduction of lagged stocks should
be as gradual as it usually turns out to be
in studies of the demand for money or of
bank behavior. In our model adjustments
are somewhat faster than in a number of
other recent models, and the implied temporary jumps in interest rates are not so
large. The simulations described below
indicate just how large they are; the
appendix to this section outlines the
estimation and testing procedure which led
to this result.

1966 and 1967 were outside the sample
period used to fit the model, these
results are decidedly encouraging. However, the fact that we selected (from
among several sets tested) those equations
which performed best in 1966 and early
1967 certainly biases the prediction tests
in our favor. It will be some time before
we are able to say with confidence how
well these equations perform outside the
sample period.
As in all sectors of the model,
predictions based on one period simulation
(that is, using actual values of all
lagged variables) are much more accurate
than the dynamic predictions in Table 1.
Since the model is intended to be of use
for evaluating alternative policies over
several quarters, however, dynamic predictions are a more relevant test.

Banks are assumed to accommodate shortrun changes in loan demand by their business
customers partly by changing their free
reserve position. Other bank assets are
not assumed to have this direct effect on
reserve behavior, with the result that the
composition of bank credit has a short-run
effect on interest rates in the model.
The main influence on changes in bank commercial loans is business inventory investment.

3.

Simulation Results
To keep the present paper to
manageable size, we present only
two simulation results for the financial
sector, one tracing out the effects over
time of a 'step' increase in unborrowed
reserves, and the other tracing out the
effects of a 'step' increase in GNP.Simulations of other monetary policy variables
in the model -- required reserves ratios,
the discount rate, and the ceiling rate
on bank time deposits -- will be the
subject of a future presentation.

The various interest rates in the
financial sector are closely interrelated.
A number of equations explain the slowermoving rates largely as complex distributed
lags of the more volatile short-term rates
or of the corporate bond rate, which in
turn depends on short-term rates. The
dividend yield on common stocks is one of
these slower-moving rates; our equation does
not explain a high portion of its variance,
but does connect it with the corporate rate
and thereby relates at least some of the
variation in stock prices to developments
in other financial markets.

The unborrowed reserve simulation,
illustrated in Chart 1, shows the
differences between (a) solution values
for the model beginning in 1963-I with
unborrowed reserves $1 billion above
actual values and (b) solution values
for the model beginning in 1963-I with
actual unborrowed reserves. 11 All
other variables exogenous to the financial
block are held at actual values for both
sets of solution values; but in both sets,
lagged values of endogenous variables are
generated by the model as the solutions
progress from quarter to quarter. All the
simulation results in the paper follow the
same pattern -- differences between two
sets of dynamic solution values starting
in 1963-I and holding at actual levels
all exogenous variables except the one
which is the subject of the simulation.

The dividend yield equation also
contains the past rate of growth of
dividends as a proxy for expected capital
gains. Apart from these terms, variables
reflecting price expectations are absent
from the model. It is very difficult to
detect such influences in data for this
economy during the last two decades, although price expectation effects are
clearly present in economies with larger
and more variable inflationary spurts.
2.

Dynamic Predictions

Predictions of the financial sector
during 1966 and early 1967 are fairly
successful. Table 1 shows prediction results
based on a dynamic simulation (that is,
one generating its own lagged values as it
goes along) of the sector starting in the
third quarter of 1965. The model successfully predicts the enormous increases
and then declines in interest rates. It
does not predict the absolute decline in
demand deposit holdings which took place
in 1966, but it does predict a very marked
slowdown in the rate of growth. Since

The familiar 'whiplash' effect of
open-market operations on interest
rates -- the large initial impact followed
by a smaller permanent effect -- is
visible in Chart 1, but in much milder
form than in a number of other financial
models. The impact effect is due to lags
in the demand for money and free reserves,
and its mildness in Chart 1 is due to
the shorter lags in the present model than
in some others. For the corporate rate,
the initial impact effect is smaller than
the longer-run effect.
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fitting of these equations is sufficiently
flexible to allow for long lags in adjustment, certain kinds of technological change,
and different weights for the corporate bond
rate and the dividend-price ratio in measuring the cost of capital.

Demand deposits fairly rapidly approach a change about four times the change
in unborrowed reserves. This multiple is
smaller than the reciprocal of the average
reserve requirement against demand deposits
for two reasons. First of all, free
reserves absorb some of the change in
unborrowed reserves -- a large fraction
initially, and a small fraction even after
a lag because of the decline in the bill
rate relative to the discount rate (which
has not changed). Secondly, some of the
increase in reserves is required to back
the increase in time deposits which takes
place over a long period because market
rates of interest fall relative to the time
deposit rate. The fact that not all banks
are members of the Federal ~eserve System
affects the multiple in the opposite
direction from the free reserve and time
deposit effects.

The fitting also allows for the
possibility that capital goods and other
factors of production may be much more
readily substitutable at the time new
capital is being ordered than after it has
been installed. For producers' equipment,
a "putty-clay" model, in which factor
substitution is possible only up until
the time of placing orders, turns out to
fit the data better than a model in which
capital intensity can be altered after
(as well as before) installation. One
implication of the "putty-clay" formulation
is that a permanent change in interest rates
affects investment gradually over the entire
time-span it takes to replace the existing
capital stock rather than in a more concentrated period. For structures, in contrast
to producers' equipment, a model allowing
for substitution after as well as before
installation turns out to fit the data
better than a "putty-clay" model.

The second simulation of the financial
block deals with a 'step' increase of $10
billion in GNP. It is necessary to make
an assumption about how much of the increase
goes into inventory investment in order to
solve the commercial loan demand equation;
the assumption we have made is that 4 of
the 10 billion goes into inventory investment in the first quarter, 3 of the 10
billion in the second quarter, and so on
down to zero in the fifth and succeeding
quarters.

Bischoff's equations have other
interesting features. With respect to tax
laws, they measure the present value of
depreciation deductions under various laws,
the investment tax credit, and even the
effect of the 1964 Long Ammendment which
changed the tax treatment of equipment
eligible for the investment credit. With
respect to all cost variables, they allow
for an elasticity of substitution different
from one. For producers' equipment, the
central demand variable is not final expenditures but new orders. Orders are
translated into expenditures through a
variable-weight distributed lag. A technique develop by Peter Tinsley is used to
estimate the way the lag lengthens in
periods of supply bottlenecks (as measured
by a high ratio of unfilled orders to
expenditures) and shortens when the
bottlenecks disappear.

The results, depicted in Chart 2,
indicate that according to our model
income changes have important and fairly
prompt effects on financial markets. Interest rates on Treasury bills are driven
up sharply, and the corporate bond rate
responds after a short lag. The effect on
demand deposits builds up to nearly a
billion dollars, then falls off as the
higher interest rates curb demand for deposits. The effect on time deposits, as
before, develops much more slowly.
II.

The Investment Block

The model's investment block consists
of components of final demand which are
often considered autonomous in simple
income-expenditure systems; namely, housing,
producers' equipment and structures, and
the expenditures and taxes of state and
local governments. All of these items are
relatively insensitive to the current
quarter's income and relatively sensitive
to interest rates and relative prices.

The housing sector of the model,
which follows the work of Gordon Sparks,
distinguishes between houses as providing
a stream of services for those who live
in them and houses as profitable investments
for those who own them. The rental price
index clears the housing service market.
After a lag, this rental price rises with
real income and population, and falls with
the supply of houses. In another relationship, the same rental price is the numerator
of the investment rate of return on houses,
the denominator being the price deflater
for houses. This relationship, also in vol ving long lags, relates the rate of return
on houses to the rate of interest on mortgages. The rate of return does not adjust
by the full amount of the change in the

The equations for producers' durable
equipment and for nonresidential structures
(both due to Charles Bischoff) allow interest rates, tax regulations, and relative
prices all to affect expenditures through
their effect on desired capital-output
ratios, in the way suggested by the neoclassical theory of the firm. The empirical
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mortgage rate, implying that houses and
mortgages are not perfect complements.

2.

The investment block was simulated
dynamically for the six-quarter period
from 1965-111 - 1966-IV. Most of the
equations have been fit through the end
of 1965, and since they are generally
highly dependent on interest rates, 1966
predictions are of special interest for
them.

Builders are assumed to respond to
investment demand. If this demand is high,
as measured by the investment rate of return
on houses relative to mortgage rates, builders
carry high levels of inventory under construction, and housing starts and expenditures
are high. On the other hand, if mortgage
rates are high,housing inventory and starts
are low.

The results of the dynamic predictions
are given in table 2. Rather than present
actual and calculated values for every
variable in the block, the table only shows
the important summary variables for each
type of spending. Thus the equation for
expenditures on housing summarizes the
performance of the entire housing market,
and so forth.

The housing sector estimated in this
way has interesting dynamic properties. In
the long-run the mortgage rate and the
investment return on houses should be approximately in balance, and housing inventories and expenditures would not be
greatly affected by the level of mortgage
rates. But in the short- and medium-run
the fact that a change in mortgage rates
is only slowly transmitted to change in the
rate of return on houses means that a rise
in mortgage rates can have strong depressing
effects on housing expenditures.

To review the results briefly, the
housing sector predicts actual housing
expenditures well until 1966-111, when
the decline in actual expenditures was
much greater than that showed by our model.
Our predictions turn down at the right
point, but they do not fall nearly enough.
Possibly a model allowing f~r nonprice
credit rationing would improve the housing
predictions for late 1966.

The housing sector as it stands may
underestimate the influence of some basic
variables on housing expenditures. Income,
population, and the stock of houses are
all forced to operate through the rental
market, and it may be that imperfections
in the measured rental price index unduly
weaken the effects of these variables.
Similarly, it may be that the mortgage
rate does not capture all relevant dimensions of the ease or tightness of credit,
especially in periods such as 1966 when
savings and loan institutions experienced
a marked reduction in deposit inflows.
We plan to examine both of these possibilities in more detail, and eventually hope
to develop a more elaborate treatment of
nonbank financial intermediaries and the
credit side of the housing market.
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Actual expenditures for producers'
durables did not turn down until early 1967;
but here, in contrast to the housing equations, our prediction understate expenditures
by turning down two quarters too soon.
The experience for the other equations
is much better. Predicted expenditures for
structures are low throughout the period,
but by the end of the period the model is
performing appreciably better :than in the
beginning. Predicted purchases by state
and local governments (Es) are extremely
accurate throughout the period, as are even
the predictions of the entire budget surplus (Ss) which includes errors for all
purchase, tax, and transfer equations.

The equations explaining the behavior
of state and local governments have as
their basis the constraint against borrowing on current account faced by these
institutions. This constraint introduces
strong interdependence of spending and
tax decisions for states and localities.
Tax revenues are affected by expenditure
needs, and expenditures are in turn affected
by taxes.

The final rows of the table summarize
the performance of the investment block, by
adding the actual and predicted values for
expenditures on housing, producers' durables,
and structures -- which along with inventory
investment make up gross private domestic
investment. Because the errors in housing
and producers' durables offset each other,
the total gross investment error is relatively
small, averaging somewhat less than $1.5
billion.

For reasons relating to the simulations equations bias, the expenditure
equations have been solved directly for
their reduced form. Thus expenditures
depend on such variables as Federal grantsin-aid, income, interest rates, population,
the proportion of the population of school
age, and prices. The current expenditures
which have to be revenue-financed together
with income then affect taxes, with the
proportion of revenue-financing depending
on interest rates.
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3.

Simulations of the behavior of the block

Two basic simulation runs for the
investment block trace out the effects of
changes in interest rates. As in the financial sector, simulation results are
differences between a dynamic solution using
either higher-than-actual income or higher-
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than-actual interest rates and a dynamic
solution using actual income and interest
rates, both solutions starting in 1963 I.
The income simulation inserted a $10 billion
step increase in GNP (GNP was put $10
billion above its actual level in each
quarter), with appropriate responses in
other income variables but no change from
actual interest rates; while the interestrate simulation inserted a one percentage
point increase in the corporate bond rate,
with appropriate responses in other interest
rates but no departure from actual income.

long-run effect due to the delayed response
of construction expenditures (which behave
in a manner similar to producers' structures).
The budget surplus increases more than
expenditures decrease in this simulation,
because high interest rates result in decreased borrowing, or increased tax finance
of the expenditures already being made.

The results for the twelve quarters
after the change are presented in Charts
3 and 4. The housing sector behaves very
much as described above. There is almost
no effect of income on housing expenditures,
attributable to the fact that the income
elasticity of the rent index is very low.
Yet there is a very sharp effect of interest
rates. This effect reaches its peak of $2.8
billion six quarters after the interest
rate change, and then gradually recedes to
zero as the mortgage rate and the rate of
return on houses come into balance.

The third block of equations describes
the behavior of consumption, inventory
investment, imports, personal income and taxes,
and includes the identity adding up the components of GNP. These variables are all tied
very closely to the level of, or changes in,
current income, and would be considered
endogenous in even the simplest incomeexpenditure sys tern. The "muli tplier" sector
would be an appropriate title for this block.

III.

1.
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General Description

The multiplier implicit in the present
model is more complicated than the simple
textbook concept. One important reason is
that we distinguish between the national
accounts version of consumption, which includes expenditures on consumer durables,
and our own version, which instead includes
the flow of services (as best we can estimate
it) from these durables. It is the latter
concept which we (following many other
students of consumption) 4/ assume has a
stable relation to current and past income.
This concept of consumption shows smaller
variations than the national accounts version
since an additional dollar spent on consumers
durables raises our consumption by less than
a dollar now and by a positive amount in
subsequent quarters, rather than by a full
dollar now and nothing in subsequent quarters.
One implication of this view of consumption
is that expenditures on durable goods are
quite sensitive to changes in income, since
large changes in expenditures are necessary
in order to keep our version of consumption
in its desired relationship with income.

Expenditures for producers' durables
also behave as the "putty-clay" model
implies. They respond almost immediately
to income, and then recede to zero as the
desired capital-output ratio is restored.
But because of the fixed factor proportions
of installed equipment, the response to
interest rates shows a very gradual decline
which still has not reached its peak after
three years.

ns
r

The Consumption-Inventory Block

Lags in the structures equation are
very long. The underlying model implies that
at some point the response either to income
or interest rates will reach a peak, and
then fall towards zero. As the charts
indicate, the expenditure response still
has not reached its maximum three years
after the initial change. Yet it is interesting to note that in this case as opposed
to equipment, the lag patterns are similar
for income and interest rates.
The purchases of state and local
governments respond fairly rapidly both
to income and to interest rates. In the
income simulation the budget surplus increases because revenues increase even more
than purchases. But for the revenue items
that matter (excluding the effect on indirect
taxes, which do not feed back to the model
to a significant extent), the response is
slightly less than the expenditure response,
such that states and localities are a slight
destabilizing force in the determination of
of aggregate demand as long as interest
rates are held constant.

The allocation of consumption between
nondurables and services on the one hand
and the services of durable goods on the
other, depends on relative prices, existing
stocks of durables, recent income changes,
and to a minor extent, interest rates.
These forces have all been constrained so
that if they increase one component of
consumption, they decrease one or more
others by an exactly offsetting amount.
A second important reason for a complex multiplier is the inventory investment
equation. Our model allows the different
components of final demand to affect inventories by different amounts (implying different inventory-sales ratios) and with
different lags (implying different periods
of production or different ways of forming
sales expectations). One prc:rnirentexample of the

In the interest rate simulation the
initial bulge in the state and local expenditure effect is due to a large "postponement"
effect for wages and salaries, and the
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differing lags which has received much attention lately is defense spending; 5/ in
our equation defense spending has an-effect
on inventories before the final expenditures
are recorded in the national accounts. Our
equation also features a faster speed of
adjustment, and therefore a larger accelerator
effect, than most other models.

spending, or a change in tax rates or
transfer payments, "multiply" into changes
in GNP. Before those simulations of the
whole block, however, it may be helpful to
illustrate the behavior of the consumption
equations alone in response to a "step"
increase in desposable income.
The table below traces out the pattern
of "consumption" on the one hand and consumer
expenditures on the other in response to a
$1 billion maintained increase in disposable
income. Total "consumption" simply follows
the behavior of equation 11, rising by 37.3
per cent of the income change in the first
quarter, then rising by smaller increments
and after three years reaching 94 per cent
of the income change. A portion of this
increased consumption goes into the services
of durable goods; and in order for the
services of durable goods to rise, it is
necessary for expenditures on durable goods
to rise by an accelerated amount at first,
then as stocks rise, to fall back gradually
toward the new level of consumption. Total
consumer expenditures therefore increase
initially by 67.5 per cent of the change in
disposable income, continue rising until
they actually exceed 100 per cent of the
income change for a few quarters, and then
decline towards 94 per cent.

The rest of the sector is fairly
standard. In the absence of an elaborate
treatment of income distribution through
the price and wage block, we have a simple
equation which relates personal income net
of exogenous transfer payments to current
and past GNP. Personal income taxes on
a liability basis depend on personal income
exemptions, and the average tax rate in
equations based on the work of Ando and
Brown. As they recommend, the model uses a
tax accrual disposable income concept rather
than cash version in the national accounts.~/
2.

Dynamic Predictions

Dyanmic predictions for the consumptioninventory block beginning in 1965-III are
quite successful. The main exogenous
variables on which the predictions depend
are fixed investment, exports, and various
receipts and expenditures of Federal, state,
and local governments. Given actual values
of these variables, the model makes only
small errors in predicting the course of GNP.

5

V

l:

Effects of a $1 Billion Step Increase In
Disposable Income

The principal change in the behavior
of GNP during the period was the slowdown in
quarterly changes starting in the second
quarter of 1966. This the model captures
at precisely the correct time. A secondary
change in the behavior of GNP was the rise
in the fourth quarter of 1966 due to extraordinarily high levels of inventory investment. This change the model does not capture,
greatly understating inventory investment at
the end of 1966.

Quarter

The understatement of inventory
investment in the second and fourth quarters
of 1966 is offset in part by an overstatement
of consumption expenditures. In part, this
offset is doubtless a lucky accident. In
part, however, it is what we would expect
from examining the inventory equation of
the model. Consumption expenditures in the
current quarter have an 'involuntary',
negative effect on inventory investment so
that an error in predicting current consumption leads to a partially offsetting
error in predicting inventory investment in
the same quarter.
3.

::...

-------Billions of Dollars----------"Consumetion"
Consumer Exeenditures

1
2
3
4

.37
.46
.54
.61

.68
. 75
. 82
• 88

5
6
7
8

.67
.73
.78
• 83

.93
.97
1.01
1.04

::e

9
10

• 86
• 89
.92
.93

1.05
1.06
1.07
1.07

sp

.94
.94
.94
.94

1.06
1.04
1.02
.99

11

12

..:.t:

Si

'l
13

14
15
16
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Turning now to the complete consumption-inventory block, we trace out first
the effects of a step increase of two
percentage points in the aggregate Federal
personal income tax rate. As in the simulations of the financial and investment blocks,
all variables exogenous to this sector
except the tax rate were put at their actual
values during each quarter. An increase of

Policy Simulations

Simulations which are most helpful in
illustrating the dynamics of this block of
equations are those showing how a maintained
increase in government or fixed investment
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multiplier of a lump-sum tax change because
of the leakage into personal saving. In
the eight-quarter simulations depicted in
the charts, however, the expenditure multiplier is larger than the tax multiplier
only in the first few quarters, and about
the same thereafter. One reason for this
similarity is that in the medium run the
response of consumer spending to changes
in income is quite large, even exceeding
one in some quarters. A second reason is
that the tax simulation is a simulation of
a rate change, not a lump-sum change, and
therefore has effects which grow as the
economy grows. A final reason is that the
inventory effects of a change in exogenous
spending are bunched around the time of
the expenditure, whereas the inventory
effects of a tax change are spread over a
long period in which consumer expenditures
are changing.

two percentage points is roughly a ten per
cent increase, since the actual rate was
between .20 and .23 during the period. It
represented a little over $4 billion dollars
in tax revenue at actual levels of income
during the period; but that dollar amount,
like many of the dollar amounts in these
simulations, depends on the general size
of the economy during the simulation period.
The GNP effects of the policy change,
as chart 5 shows, begin with two big steps
and continue with six much smaller ones.
Using $4.15 billion as the initial revenue
value of the tax change, we can derive
GNP multipliers of .7 and 1.4 in the first
two quarters, then rising slowly to 2.4 after
eight quarters. Disposable income is affected by more than GNP, with the margin
between the two declining as time passes.
Most of the change in GNP is due to changes
in the components of consumer expenditures;
import and inventory effects are quite small.
inventory investment is increased slightly
in the first quarter, reflecting
'unanticipated' declines in consumer expenditures; in the second quarter it is decreased
by a somewhat greater amount, reflecting
the accelerator effects of the decline in
consumer spending; and thereafter it is
decreased by declining amounts.

tres

IV.
1.

The Three Blocks Combined

General description

We now combine the three blocks
already described--the financial block,
the investment block, and the consumptioninventory block--into a single group of
simultaneous equations. The principal
exogenous variables which ultimately drive
the system are: population and other demographic variables; Federal government
expenditures and tax rates; monetary policy
variables; exports; and wages and prices
(except for rents and the price of houses,
which are explained in the investment block).
The addition of a fourth block containing
price (supply) equations and labor market
equations will remove prices and wages
from the exogenous list.

The second policy change we trace
through this block is a maintained increase
of $5 billion dollars in defense spending -that is, a level of defense spending $5 billion above actual levels starting in the
first quarter of 1963, with other variables
exogenous to this sector held at actual
levels. Chart 6 sets out the results.
Since the $5 billion is in current prices,
results for this simulation are also presented in current dollars, in contrast to
the results of the tax rate change simulation.

The simulations in this final section
illustrate how the first three blocks interact. We have run some simulations (not
shown below) including preliminary price
and labor market equations, ZI which suggest
that except in conditions of high resource
utilization, the major results for the three
blocks will continue to hold for the entire
model.

The GNP effects of the rise in defense
spending begin before the rise is actually
recorded as a final expenditure, since inventory investment depends in part on ne~t
quarter's defense expenditures. This initial
effect is a small one, however, amounting
to less than half of the rise in defense
spending. Large effects begin in quarter
'l', and increase by generally declining
amounts thereafter. GNP multipliers using
$5 billion as a base are 1.5 in quarter 'l',
1.7 in quarter '2', and small increases
thereafter up to 2.4 in quarter 8. Effects
on consumption are less important in this
simulation than they were in the tax change,
since the initial 'shock' to the system
only gradually spreads to disposable income
in the tax change case. Import and inventory
effects again are small.

2.

Dynamic Predictions

Dynamic predictions starting in 1965-II
for the three blocks combined are not as
good as predictions for individual blocks,
but they are nevertheless decidedly encouraging.
For GNP, as Table 4 shows, the model predicts
the marked slowdown in growth which begins
in 1966-II. It fails to predict the slight
pickup in growth in the fourth quarter, but
that pickup was short-lived, and it is
likely that the model would be on track
again in 1967-I.

Comparison of the tax multipliers and
the defense expenditure multiplier brings
out some interest characteristics of this
block. In the long-run, the expenditure
multiplier is slightly larger than the
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A rise in interest rates of something
like the right magnitude is predicted, though
there is a large error in the bill rate
prediction for 1966-II. Whether the three
blocks together predict the decline in
interest rates in 1967-I, as the financial
block alone did, we will not know until
we finish collecting 1967 data for all three
blocks. The demand deposit predictions fail
to catch the absolute decline in deposits
during 1966, but they do show a marked slowdown in their rate of growth.
3,

has not yet entered the reversal range
which occurs when actual stocks of capital
and consumer durables approach their
target levels.
It is interesting to observe the
behavior of fixed investment in these
simulations. In both cases the income
change induces more investment than the
stabilizing interest rate change shuts
off, and fixed investment reinforces
the multiplier action, This property
contracicts the argument that the induced
rise in interest rates will restrict fixed
investment enough to offset part of the
initial expenditure change.

Simulation Results

The simulation experiments of this
section trace out the effects of three
policy changes already investigated for
individual blocks--namely, a $1 billion
step increase in unborrowed reserves, a
$5 billion step increase in defense
spending, and a .02 (ten per cent) increase
in the personal tax rate. In the near
future we plan to simulate the effects of
a much wider range of government policy
variables, but we have not yet completed
this task. As before, the results represent differences between a dynamic solution
including the policy change and one excluding
the policy change, with both solutions
starting in 1963-I.

The simulations indicate that fiscal
policy measures suffer less from the lag
problems that plague monetary policy. Both
the tax and defense spending multipliers
approach their maximum levels rapidly, and
are responsible for strong effects on GNP
less than a half year after the policy
change. The lag problems that may interfere
with the effectiveness of fiscal measures
are lags between recognition of the need
for action and actual changes in tax rates
or expenditures, not lags in the economy's
response to the policy changes,
4.

For the unborrowed reserve simulation
(Chart VII), effects on fixed investment
(partly due to lower interest rates and partly
due to higher income) build up gradually to
a little more than $3 billion. Effects on
GNP are small in the first few quarters, then
accelerate as the increase in fixed investment has its multiplier influence, and then
decelerate as fixed investment reaches a
peak. At the end of the three years GNP has
increased by more than $11 billion, which
implies a somewhat higher multiplier for
unborrowed reserves than is shown by most
other models (see below). This simulation
says, then, that monetary policy is ultimately
quite powerful, but that the lags are long.
To that extent, these tentative results
suggest that monetary policy is difficult
to use as a stabilization device. The
powerful impact of a policy change will not
come into play until one year hence, when
it is inevitably more diffcult to predict
the needs of stabilization policy.

Comparison of Multipliers of Alternative
Models

We now present a brief comparison of
our three year multipliers with those
estimated by a few other models, These
comparisons are given in Table 5.
The table indicates that all of our
multipliers are higher than those for
other models. This difference is due primarily to the fact that our version of
consumption gives rise to a much higher
medium-run consumer propensity to spend
than is shown by other models. The same
factor accounts for our higher personal
tax multiplier,§_/
V.

Conclusion

It is apparent from the limited
number of policy simulations we have
conducted that our model finds monetary
policy to be quite powerful, much more so
than is found in other ventures of this
sort. Future refinements of the model, of
which an examination of the financial
intermediary-credit rationing process in
the mortgage market is a basic one, could
increase the relative power which we attribute to monetary policy, and might
shorten the lags.

Both fiscal policy simulations tell
different stories. As in the consumptioninventory sector, changes in defense spending
operate faster than income tax changes, which
depend on the delayed response of consumption.
Also it remains true that the medium term
(two to three year) multiplier for income
taxes is higher than that for defense spending.
This result follows from the fact that the
medium term consumer expenditure propensity
is greater than one (see Section III), and
from the fact that the income tax multiplier

These findings follow strictly from
our best specification of the way in which
monetary policy affects the economy, and are
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not caused by simple expedients such as throwing in the money supply whenever nothing else
works. Although we are the first to emphasize
that our conclusions are tentative, we do
think it significant that a more intensive
examination of monetary policy than is
usually attempted finds monetary factors
to be more important than they are usually
found to be.

Mo_digliani, "The 'Life Cycle' Hypothesis
of Saving," American Economic Review,
March 1963.

'll See Murray Weidenbaum.

"The Economic
Impact of the Government Spending
Process," The University of Houston
Business Review, Spring 1961.

§/
l/ The MIT group was under the direction
of Franco Modigliani and Albert Ando,
and included varyi~ proportions of
the time of Charles Bischoff, Dwight
Jaffe, Morris Norman, Robert Rasche,
Harold Shapiro, Gordon Sparks, and
Richard Sutch.

LI Some of the equations are described
in Tella, Alfred, and Peter Tinsley,
"The Labor Market and Potential Output,"
these Proceedings.

The Federal Reserve group
currently includes, besides the authors
Enid Miller, Helen Popkin, Alfred Tella:
and Peter Tinsley, again with varying
proportions of working time. Patric
Hendershott was until recently a
member of the group.

§../

Views expressed in the paper are
those of its authors. All the colleagues just listed have shaped our
views, but they have not edited or
corrected this paper.

11 Apart from some minor changes the paper
was first presented at the 15th annual
Conference on the Economic Outlook,
University of Michigan Ann Arbor
Michigan; November 16,'1967. It is
reprinted here by permission of the
Department of Economics, University
of Michigan.
'}_/

~/

Albert Ando and Brown, E. Cary, "The
Effects of the Personal Income Tax
Reduction of 1964 on Consumption,"
forthcoming.

Our personal tax multiplier seems to
be unusually high relative to our
expenditure multiplier in Table 5.
Although this result is partly
explained by the greater-than-one
medium run expenditure propensity
mentioned above, the major share of
the explanation lies in the time
period chosen as the basis of the
multiplier calculation. Had we
presented two year results, the
expenditure and tax multipliers
would have been quite similar. The
same is true of longer run five to
seven year multipliers. It is only
in the three and four year range,
when the expenditure multiplier has
begun to decline from its maximum
value while the tax multiplier has
not, that the unusual result of
Table 5 obtains.
We would like to emphasize here
also that these findings are preliminary. It may be that further
experimentation with consumption
will lead to different functional
forms, statistical estimates, and
multiplier calculations.

For the starting-point of the simulations, we wanted a fairly recent
quarter without abnormal pressures in
credit or goods markets and preferably
with enough slack capacity so that
the absence of a price-wage sector
would not greatly affect simulation
results for the resent of the model,
The first quarter of 1963 fills all
of these requirements.
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For example, Milton Friedman, A Theory
of the Consumption Function, Princeton,
1957, and Ando, Albert, and Franco
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For reasons of space we are not publishing the Appendix in these proceedings.
Those who are interested can find it
in the January, 1968, issue of the
Federal Reserve Bulletin.

Table 1: Dynamic Predictions, Financial Block
(All amounts in billions of dollars unless specified)
-----------'------1965
1966

III
Treasury bill rate:

IV

T

II

lll

1967

IV

I

units

actual
predicted

3.86
3. 40

4. 16
4. 24

4.60
4.51

4.58
4.98

5.03
5.21

5.20
5.13

4.52
4.48

actual
predicted

4.50
4. 60

4.61
4.82

4.81
5.02

5.00
5.20

5.32
5.35

5.38
5. 42

5.12
5.35

actual
predicted

"

5.76
5. 74

5. 78
5.82

5.85
5.97

6.03
6. 14

6.17
6.30

6.39
6.42

6.34
6.46

"

Demand deposits:

actual
predicted

128.9
129.3

131. 1
131. 0

133.3 132.8
132. 1 132. 6

132. 2
133. 0

131.6
134. 1

133.5
135.8

Time deposits:

actual
predicted
actual
predicted

142. 6
141. 7
- . 15

147.5 150.5 155.5
158. 1
145.8 150.2 153.7
156.9
-.02
-.26 -.36
-. 40
-, 17 t 04
- JO - 27
- 46
Dynamic Predictions, Investment Block

160.4
160.4
-.09
- 40

167.4

Corporate Aaa bond rate:
Mortgage rate:

Free reserves:

Table 2:

1965
III
Residential construction:
Producers' durable
equipment:
Nonresidential construction:
State and local government expenditures:
Surplus of state and local
governme,nts:
Total residential and nonresidential construction
and producers' durable
equipment:
Table 3:

1966
IV

I

II

26.4
26.5

26.2
26.4

26.5
26.0

25. 3
25.4

23.2
24. 7

20.4
23.8

actual
predicted

46.8
46. ':i

48.3
48.8

50.0
50.6

51. 2
51. 0

53.1
50.8

55.1
50.8

actual
predicted

25. 1
24. 6

27.3
25.2

28.3
25.8

27.5
26.5

28.2
27.0

27. 7
27.3

actual
predicted

70.4
70.5

72.5
72.3

74.3
74.5

76.2
76.3

78.1
78.0

80.2
80.0

actual
predicted

1.5
2.5

1.1
2. 7

2.4
3.2

2.9
3.2

3.3
3.3

3.0

actual
predicted

98.3
97.7

101. 8
100.4

104. 8 104. 0
102.4 102. 9

104.5
102.5

103.2
101. 9

1966
IV

actual
predicted

690.0
691. 8

708.4

actual
predicted

14. 6
16.4

18.4
21. 0

Disposable income:

actual
predicted

479.2
479.0

Consumer expenditures:

actual
predicted

Inventory investment:
Imports:

3. 2

Dynamic Predictions, Consumption - Inventory Block

1965

changes:

IV

actual
predicted

III
GNP level:

III

I

III

IV

748.8
752. 1

762.1
763.3

10.8
9.6

12.1
12. 7

13. 3
11. 1

489.1
489.3

498. 1 505.5
499. 7 506.9

514.9
516. 1

524.5
525.1

436.4
441. 6

447.8
451.4

458. 2 461. 6
461. 5 468. 1

470. 1
476.6

473.8
483.6

actual
predicted

7.9
5.4

8. 7
10.1

9.6
10.8

14.4
10.8

12.0
7. 6

19. 0
9.3

actual
predicted

32.9
33.6

34.4
35.1

36.0
36.5

37.1
37.3

39.0
38.0

39. 7
38.6

712. 8

46

II

725.9 736. 7
729.8 739.5
17.5
17. 1

per cent
II

fl

"

$ billions

"
"

164. 7

II

+. 21

"
"

+ 02

ons

Table 4: Dynamic Predictions, Three Blocks Combined
(All amounts in billions of dollars unless specified)
1965
1966
I
III
IV
II
III
GNP leve 1:

IV

units

748. 8
745.6

762.1
753.1

$ billions

10.8
10. 7

12. 1
9.5

13. 3
7.4

458. 2 461. 6
460. 1 466. 7

470.1
473.8

473.8
479.7

II

actual
690. 0
calculated 690. 7

708.4
709.4

14. 6
15.3

18.4
18. 7

Consumer expenditures:

actual
436.4
calculated 441. 1

447.8
450.3

Residential construction:

actual
calculated

26.4
26.6

26.2
26.3

26.5
25. 7

25.3
25. 1

23.2
24. 2

20.4
23.3

II

Producers' equipment and
nonresidential structures:actual
calculated

71. 9
71.2

75.8
74. 2

78.3
76.3

78. 7
77. 1

81. 3
76.9

82.8
76.4

II

actual
ca1culated

7.9
5.4

8. 7
9.8

9.6
10.4

14.4
10.6

12.0
7. 0

19.0
6.6

II

actual
calculated

4.50
4. 65

4. 61
4.84

4.81
4.95

5.00
5 29

5.32
5.39

5.38
5.51

actual
calculated

3.86
3.60

4.16
4.26

4.60
4.22

4 58
5.42

5.03
5.16

5.20
5.47

actual
128.9
calculated 129. 1

131.1
130.8

133.3 132. 8
132. 2 132.3

132. 2
132. 5

131.6
132. 8

changes:

actual
calculated

Inventory Investment:
Corporate bond yield:
Treasury bill rate:
Demand deposits:

Table 5:

725.9 736. 7
725.4 736. 1
17.5
16.0

Federal Reserve - MIT Model

l/

Wharton School Model
Suits Mode 1

l/

1/

l/

II

II

II

II

II

per cent
II

II
II

$ billions
II

Comparison of Three Year Multipliers of Different Models
Current Dollars
Unb. Reserves
Defense Spending

Brookings Model

II

II

Personal
Tax Cut

11. 2

3.2

4.2

8.2

2. 7

1.2

2.9

2.9

2.4

n.a.

2.5

1.7

Fromm, Gary, and Paul Taubman, Policy Simulations with an Econometric
forthcoming.

Model, Chapter II,

l/ Evans, Michael K., and Lawrence R. Klein, The Wharton Econometric Forecasting Model,
University of Pennsylvania Study in Quantitative Economics No. 2, 1967.

ll Unpublished results of the Michigan model supplied by Daniel B. Suits.
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I.HART l:

EFFECTS OF A STEP TNCREA'-.E OF Sl ~ILLION IN UN BORROWED RESERVES, FINANCIAL BLOCK
DYNAMIC SHIJLATION, INITIAL CONDITIONS OF 1963 I

(quarter 'l')

.,
-.s
Treasury bill rate
(per cent)

-1. -

Free reserves (S bi llions)

.4

-.5

Corporate Aaa rate
(per c:ent)

.2

-1.0

0 l
Demand deposits
(~ bi 11 ions)

2 3 4

S 6 7 8 9 1011 12

Time deposits
($ billions)

Commercial loans
($billions)

0 l

2 1

4

~

CHART IT:

6 7 8 9 10 l l 12

0

I
l

2

1 4

5 6 7 8 9 10 ll 12

O l

2 3456789101112

EFFECTS OF A !TBP Dl-RBA~E Of $10 BILLION IN G.N.P., fINANCIAL !\LOCK
DYNAMIC SHIIJLATION, IN1TT1\I. C'ONDITIQl,'S

.4

or

1963 l

(quarter 'l')

.4

Treasury bi 11 rate
(per cent)

Corporate Aaa rate
(percent)

Net borrowd reserves (negative
free reserves) {$billions)

.2

Comrr,ercL1l loans
($ billions)
Demand deposits
(.$ billions)

CHART III:

Time deposits
{$ billions)

EFFECTS OF A STEP INCRF..ASE IN C.".P. OF StO RILLIO:-., Ie:VESTMENT BLOCK
DY!><AMil' SIMULATION, INITIAL CONDITIONS or 1963 1 (quarter 'l')
--btlhons of dolLlrs--

Expenditures, houslng plus equipment plus pla t

Expenditures on housing

0

Expend,tures on nonresidenttal

Expenditures on producers'
durable equipment

I 2 3 4 5 6 7 8 9 10 1112

State and local government
expenditures
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State and local government expenditures less personal taxes

CHART IV:

EFFECTS OF A STEP INCREASE IN THE CORPORATE BOND RATE OF ONE PER CENT, INVESTMENT BLOCK
DYNAMIC SIMlJu\TION, INITIAL CONDITIONS OF

0

2 3 4

1963 I

(quarter 'l')

7 8

-1

-1

-3

-3
Expenditures,
housing plus
equipment plus
plant

-4

-s

-1

Expenditures on housing
( • • • --value of housing starts)

-s

-3

Expenditures on producers'
durable equipment

-s

-1

-2
Expenditures on nonresidential

·3

-4

-4

CHART V:

-2

State and local government
expenditures

-3

-3

State and local government
expenditures less personal
taxes

EFFECTS OF A MAINTAINED INCREASE IN THE PERSONAL TAX RATE OF .02, CONSUMPTION-INVENTORY BLOCK
DYNAMIC SIMULJ.TION, INITIAL CONDITIONS OF 1963-I (quarter 'l')
--S.Lllions of

o

O l

4 5

2 3

o

6 7 8

O l

2 3 4

1958

Dollars --

6 7

G.N.P.

-l

Disposable
Personal
Income

l

-5

.5

onsumer Expenditures:
Autos and Parts

2-3 4 5

-1

6

7 8

Consumer Expenditures:
Other Durable Goods

-10

-10

Consumer Expenditures:
ondurablesand
Services

''Consumption''
(Cr)

Nonfarm Inventory
Investment

-1

-5

Imports

-10

EFFECTS OF A MAieiTA.INElJ !:,CREASE lN DEFENSE EXPENDITURES OF $5 BILLION, CONSUMPTlON•lNVENTORY BLOCK

CHARf \II

DYNAMIC SIMlTLATfO., TCH r;AL C0~1HT10NS OF 1961-1 (quarter 'I')
--Curr<'nl Doll.,rs-(hillions)

+10
Dhpo~ahl,:, P,•r,r,nal
lnCOlllC'

+

"Con~umption" (Ct)

Consumer Exp"nditures,
Nondurat-les,ind
Services

s

I
0

I 2 J

4

~

f,

+I

0 L 2

+10

Con.,um,'r E~p.,.11d1tun:,.,,
A1Jtos and Pa rt~

3 4 5

6 7 8

+I

+ 5
ConhlJl'lc'( Es;pcmhLures,
0th, r Dur.1hlc- 1 :ooci~

Nonfarm lnv.:,ntory

Imports

Inv,·~ tm,,nt

n l? 3 4
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CHART VII:

EFFECTS OF A STEP INCREASE OF $1 BILLION IN UNBORRCMED RESERVES, THREE Jll.'JCKS
DYNAMIC SIMULATION, INITIAL CONDITIONS OF 1%3 I

10

10

1"

COMBINED

(qu;,rter 'l ')

Expenditures on housing, equip-

(onsumer Expenditures

G.N.P. ($ billions)

ment, and plant ($ billions)

(S billions)

Dem:ind deposits ($ blllions)

Corpor,,te Aa., r,1te

Treasury bill rate

(percent)

(percent)
-1.0

-1,0

CHART VIIT:

EFFECTS OF A STEP INCREASE OF ,02 IN THE PERSONAL TAX RATE, THREE BLOCKS COMBINED
DYNAMIC SIMULATION, INITIAL CONDITIONS OF 196] I

,---'4++.H+i-ir-i--lt'-,.....1/-

o

I

1

2 1

4

s

6 1

a

(quarter 'l')
9 10 11 12

I

_

5

Houslng, equipment, and plant
($ billions)

-10

Consumer Expenditures
($ billions)

G.N.P.
($ billions)

-15

·15

10 1 2

·.2

•.2

Demand deposits
($billions)

Corporate Aaa rate
(per cent)

Treasury bill rate
(percent)

-.4

-.4

-i1ART F:
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THE LABOR MARKET AND POTENTIAL OUTPUT OF THE FRB-MIT MODEL: A PRELIMINARY REPORT
A. J. Tella and P.A. Tinsley, Federal Reserve Board*

I.

There are several possible deficiencies of
the potential output constructions published over
the last few years as guides for policy decisions
that merit examination.

INTRODUCTION AND SUGGESTIONS ON THE
CONSTRUCTION OF POTENTIAL OUTPUT ESTIMATES
1.

Introduction

First, the dynamics of the interactions of
the sectors of the economy is distorted bY, the use
of single equation production functions.17 A common method of construction, for example, uses a
fitted production function of the format

There are two distinct, yet related, areas
of analysis presented in this paper, First, we
present a labor sector proposed for the FRB-MIT
project which estimates the demand for manhours,
hours, labor force participation, and a compensation rate. Our second concern is with potential output. We feel that the concept of potential output has not been made explicit in previous
econometric models of the economy. Consequently
we offer a brief interpretation of potential
output measures defined by the structure of the
FRB-MIT model. This is illustrated by some high
employment simulation experiments of the labor
sector combined with a preliminary version of the
rest of the FRB-MIT model.

GNP

where rand li are capital and labor factor inputs
adjusted for utilization. A locus of "instant"
GNP estimates is then generated by freezing the_
capital facilities at their historical values, K,
and inserting an estimate of employed labor, N*,
projected at "full employment" of the labor force
to give

The general discussion is divided into three
main sections. In the remainder of this section
a critique of current estimates of full employment GNP is sketched out along with a nonmathematical interpretation of the micro foundations
of the capacity output measure contained in the
model, Least squares estimates of the labor
market equations are presented and interpreted in
Section II. Also presented here are pseudorealistic simulations of selected equations in
the labor market sector, and projections of manhours and employment that would be demanded at
full utilization of existing capital facilities.
Finally, the labo'r market sector is pooled with
the financial, investment, consumption-inventory
and income sectors discussed in the paper by
de Leeuw and Gramlich [5]. Section III presents
pseudo-realistic simulations of our version of
the model, and the results of some crude simulations of high employment regimes,
2.

GNP(K, N),

GNP*

GNP(K, N*).

This estimate may be markedly different from
estimates of potential output produced by a model
generating along a full employment path.
Several recent studies [2] [16] [25] have
attempted to adjust for the endogenous character
of the labor force. Following earlier studies [6]
[26], the labor force participation rate was
specified to vary with the employment opportunities generated by the expansion to "full employment." However, in the same spirit, there have
been few attempts to incorporate the fixed investment response to a closure of the potential
output gap; this response would modify the initial
conditions of the capital stock at each point
along the potential output locus.I/
A closely related deficiency is the tendency
by many estimators to claim full utilization of
both the labor and capital factors. This characteristic leads in turn to a failure to examine the
interaction of the actual and potential movements
of gross output. The estimate of potential output
should reflect the currently available productive
facilities, Correspondingly, the decision to
modify existing production capacity will be based

Projections of Potential Output

The concept of a potential output gap received much attention after its incorporation in
the 1962 Annual Report of the Council of Economic
Advisors. The "stagnation thesis" of the Council
postulated an underutilization of the existing
productive capabilities of the economy. The
potential output gap cited in the Report was
constructed to measure the shortfall in aggregate
demand from the current supply potential of the
economy.

l/ Discussion and critiques of selected fullemployment output measures are found in [17] and
[29].

*We are indebted to the members of the FRBMIT project, especially A. Ando and F. de Leeuw,
for their contributions to portions of this paper.
We also benefited from discussions with E. Gramlich,
P. Hendershott, J. Pierce, and P. von zur Muehlen
on topics related to this paper. Finally, our
thanks to the Division of Data Processing at the
Board for unusual access to the 360 installation.
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l/ Projections of capacity investment using
a one equation model are described in [11]. The
interaction of capacity and investment, given
actual output growth rates, is generated by a
two equation model in [3].

on the recent utilization performance of the
economy.ll Whether there exists excess capacity
sufficient to inhibit an investment response to
a full employment policy stimulus or whether
capacity pressures may develop in advance of a
short-run full-employment target are possibilities worthy of scrutiny. The cost, effectiveness,
and rapidity of alternative policy programs in
moving the economy to and on a full-employment
path will depend on the current and projected
capability to respond.

The initial assumption is that the existing
capital facilities must be capable of yielding nonnegative returns. If this condition must be satisfied by idle capacity as well as that currently
employed, we are presented with the problem of interpreting the idleness of the excess capacity.
If we assume away the problems of indivisibility
and inefficient producers, there would be no idle
capacity as it would presumably be unprofitable
to employ the idle facilities. Explanation of
this apparent anomaly rests on the assumption of
certain rigidities.

Finally, potential output is not clearly defined apart from a specification of the policy
instrument(s) used to effect the generation along
the potential output path. Some crude experiments
of high employment tax programs using a preliminary version of the FRB-MIT model are presented
in Section III of this paper.
3.

Following the work of Johansen [12), Phelps
[20] and others, it is assumed that once a capital
investment is put in place, it requires a fixed
complement of manhours for efficient operation.
Prior to actual installation, capital is malleable;
a unit of capital may be designed to work with any
amount of labor. The ex ante production possibilities for a given installation are characterized
by the linear homogeneous function

A Measure of Capacity Output

The limit of potential output of the economy
may be constrained by either the size of the fullemployment labor force or the capacity of existing
capital facilities. A persistent limitation of
capital to the full-employment of labor is not a
serious possibility for a well-developed economy.
More pertinent are possible short-run pressures
on the full-employment path.

F[N(,-, ,-), I(,-,,-)],

r

T
d

where I(i- 1 ,-) is capital installed in period I.,
and N(,-, ,-) is the manhours complement that could
be selected for capacity operation of the capital
installation. The~ post relation assumes a
fixed factor proportion
O(t, ,-)

As noted earlier it is extremely unlikely
that a short-run full-employment target also reflects full utilization of capital facilities,
Certain technical limitations become more plausible in the short-run. There may be considerable
efficiency penalties for unanticipated deviations
from the short run production plans of the producers. Perhaps of more significance are technical limits to the short run substitution possibilities of the productive factors. In contrast to
the Harrod-Damar growth models that were criticized for adherence to fixed factor proportions,
it is unrealistic to assume complete malleability
of capital in the short run. The measure of
capacity in the FRB-MIT model reflects the assumptions used by Bischoff [l) in his interesting
work on equipment investment. The following discussion only illustrates the general concept and
does not incorporate the specifications used by
Bischoff .l/

p

r
r

I(t, ,-) F[a,- , l],

e

where a is the proportion selected by the producers for the period of installation based on the
relative prices anticipated for the future life of
the equipment.

I

a
a

rn
C

Next, it is assumed that the price of the
product is usually set to obtain a desired mark-up
over cost for an expected "normal" output rate,
In the short run, price will tend to be sticky or
rigid downward if demand falls short of "normal"
output. The producer may set a higher price if
demand exceeds the target output rate.

d
s

i

e
0

The demand-cost environ of a sample firm is
illustrated in Figure 1.1. The firm owns a number
(4) of machines installed in different past periods, Each machine is operated independently of
the others and differs only in its efficiency and
fixed ratio of labor required to produce a unit of
output, That is, the scale of output attainable
for similar ex ante isoquants and the slope of
the~ post l i n ~ rigid proportions may vary for
machines of different vintages. The machines are
ordered so the machine with the lowest marginal
cost is given priority for the production of the
desired output. After the productive facilities
of one machine have been fully exploited, MC steps
up to the next (less efficient) vintage machine.
The MC turns up immediately after the x output
1
rate to indicate that additional production would
require expenditure on additional equipment. As
drawn, the discontinuity of marginal cost after
x makes it unlikely that the firm would find it
1
profitable to meet short run demand pressures in
excess of x •
1

3/ An excellent discussion of a mathematical
model-depicting the interaction of actual and potential output is found in Smithies' article [23).
An empirical model which estimates both a measure
of potential output and the dependence of investment demand on the utilization of productive potential is presented in [14). Simulations of a
relatively large scale empirical model of the
U.S. economy illustrating the interactions of
potential and actual output are discussed in [29].
1/ Evaluation of traditional concepts and
measu~es of capacity output may be found in [29).
The discussion that follows is nonmathematical.
More precise specifications may be found in
Section II of this paper and Chapter III of [29]
where an empirical estimate of goods capacity is
generated by an aggregate putty-clay production
function.
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II.

1,

,------MC
I

Output

x is identified as the capacity operating
1
rate. A mark-up policy sets the price level pp'.
The D demand line would induce the firm to pro1
duce at capacity x • If demand were at D , out2
1
put x would be produced given the short run
2
rigidity of the mark-up price pp'. Thus, the
rate of capacity utilization is XIX.
2 1
x is the output resulting from the most
1
efficient utilization of the existing equipment.
It may not necessarily be the rate for minimum
average unit cost. Depending on the strength of
actual demand facing the firm, it may not be the
most profitable output for the firm.ii If D
2
comes to be considered as expected "normal"
demand, the less efficient machines will be
scrapped, thus shifting the discontinuity
in MC from x •
1

p

r

,f

ps

d

Introduction

The theoretical foundations of the manhours
function described in this section are largely
drawn from recent work in capital investment and
growth theory rather than current work on employment functions. This was an attempt to use a
framework consistent with the emphasis on the ex
post factor requirements of capital installations
in the work by Bischoff on the investment sector
of the FRB-MIT model [1], The theory of the firm
assumed here draws heavily on the work of Haavelmo
[10] and Jorgenson [13] on neoclassical investment
functions. The question of the malleability of
capital installations has received considerable
attention in growth theory where the polar models
have been the assumption of fixed proportions
(Harrod-Damar) or unit elasticity (Solow). The
growth models of Johansen [12] and Phelps [20)
suggest a synthesis where ex ante factor substitution may retain the prop~es of traditional
production functions but the~ post operation of
a capital installation of a given vintage must
maintain a fixed proportion of manhours to the
utilized capital of that vintage. This change in
the malleability of the capital factor has led to
the characterization by Phelps of the production
function as a "putty-clay" model.

',

x1

The Demand for Manhours
a.

p---------

Dz

A LABOR SECTOR OF THE FRB MODEL

Most studies of the labor sector have estimated employment functions in co~trast to the manhours functions estimated here.ll Although employment estimates are perhaps more socially interesting, there is some justification for examining manhours explicitly. Of course, manhours
would seem to be a more appropriate factor input
in production functions. Perhaps more important,
we assume that there are nonlinear costs associated with changes in the size of the employment
force that do not extend to modifications in the
manhours input. Thus, we expect that not only the
target level of employment but the "speed of
adjustment" in moving to the employment target
will be a function of such arguments as the "cost
of capital." '2:./ This does not necessarily imply
that the manhours solution is independent of the
arguments of the employment function, but only
that it is possible to construct a relatively
simple manhours function given such arguments as
output and prices in contrast to the difficult
solution anticipated for employment.

The sele?tion of x ~s capacity may under1
estimate attainable capacity output if the upturn
of MC is not as marked as assumed, No attempt
was made to measure the costs of labor shifts in
addition to the average observed practice. On
the other hand, x could overstate the capacity
1
output that could be obtained by policy actions.
The effective demand shift of any policy short of
a direct purchase'of the firm's output will depend on the composition of the demand reaction.
As the economy moves to capacity operation,
bottlenecks may develop preventing firms from
attaining their x rates of operation.
1

ll Two notable exceptions are the studies by
Black and Russell [2) and Kuh [15]. Both studies
estimated inverted production functions.

Y

Given the particular position of D ,
1
the most profitable output happens to be
(approximately) located at x • The mark-up
1
policy is not as efficient in the response to
D • An imaginative expositional use of this
2
diagram for competitive and monopolistic models
is found in Salter [21] Chapters IV, VII.

II These remarks are based on the interesting
paper by Eisner and Strotz [9) on fixed investment
and our own work in this area.
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'

Since we have devoted much of our attention
to the manhours function, these remarks simply
attempt to justify our preoccupation with manhours and do not indicate the current status of
the entire set of labor market equations. The
hours (or employment) function is rather shortchanged in this paper and does not reflect the
schema sketched out here.
b.

where the asterisks denote the expected current
values of the variables. In view of the uncertainty attached to the expected values, it is
likely that there is some smoothing of the arguments. The expected values are specified as
distributed lags of current and past values of
the observed variables.

*

A putty-putty specification

R

Before considering application of the rigid
post factor proportion model, we constructed
estimates of the demand for manhours using more
orthodox formulations of the production function.
Although the primary function of these estimates
was to produce a standard to evaluate the performance of putty-clay models, the results also
provided some weak justification for the puttyclay specification.

0*

+µ,

\e-rt [p O - wM - pk I]

ro - o

1

(K,

M)l +µ, 2 [I - oK - Kl \ dt,

O!

(1.3)

_:g:_

O!j,

[S (1-k)]cr A(t)S (l+a)R*cr 0-A-S(l+a)

p*

w

(i)

ln O ••
-1.

(1.3')

An orthonormal variant of the power weights,
provided by a Gram-Schmidt transformation of the
weight vectors, was used since this was found to
greatly improve the numerical accuracy of the
weight estimates. The theoretical equivalence
to Lagrangian interpolation and the question of
numerical accuracy is discussed in [31]. The
t-ratios cited for polynomials in this section
;re for the I!:. estimates and thus provide a rough
check on the appropriateness of the degree of the
approximating polynomial. If only one !_-ratio
is shown, as in Table II.2.1, it indicates that
the t-ratios are identical due to zero weight
restrictions on the polynomial. All equations
were estimated by ordinary least squares.

where~ is an index of technological progress,
k a measure of capital intensity, S indicates the
homogeneity of the function, and O!-is related to
the elasticity of substitution by-0!
1-cr
Using 1.2, the demand for manours is
cr

-

0

I

w

w(i)

0

*

n

r:

~ w(i) in R_i

(1.2)

p

-t

R

+a

a -

4/ Polynomial estimators of distributed lags
are de~oted as lli2_ in the tables. With the exception of part .1 of this section, all weight
polynomials were approximated by the power series

To permit an explicit solution for M, assume the
production function is of the CES v;riety

M

-1.

0 is gross business output, P. is the national
accounts deflator for 0, and w is the relevant
compensation rate. Eq~ation 1.3' was fitted for
the demand for private nonfarm manhours for the
sample span 541 - 64IV. The limits of summation g
and~ were allowed to vary from 4 to 12 quarters.
Negative weights were encountered for distributed
lags exceeding 1 quarters. The preferred five
quarter estiID?te is denoted as equation II.l in
Table 11.1.1.~/ Increasing returns to scale are
indicated, S
1.11. The most disturbing
characteristic of this equation is the extremely

(1.1)

~

TT

--9dlL.
+ S (l+a)

The necessary conditions for an extremal
value of V give the marginal productivity condition for manhours.

Q.....Q

1.

0w_ (i)

n

ln M

where Q is the flow of output, Mand Kare manhours and capital, I is gross i~vestm;nt, and r
is the market rate ;;-f interest or the "cost of-c:ipital." 3/ The integral of operating income is maximized ;;-ubject to the production function O(K, M)
and the definition of gross investment where o is
the attrition rate of capital.
-

oM

I

!: w(i), !: w (i)

Approximating A(t) by an exponential in time, the
logarithmic formulation is

Identification of the arguments of a manhours
demand function may be based on traditional capital
theory. Assuming independent investment opportunities, the optimal factor demand is determined
by maximizing the present value of the firm:

I

w(i)
(£.)
w
-i
I

~

V

TT

(1.4)

'

3/ Throughout the paper, the time subscripts
of va;iable functions (e.g. K(t)) are omitted
except where it is desirable to emphasize temporal
dependence.
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TABLE II. 1.1
Manhours:

Ill
w(0)

Type

.2100
.4344
• 00678

P(ln R*)
P(ln 0)
T

"cr

Manhours [level, in)
w(l)
w(2)
w(3)

w(4)

Sum

t - ratios

.5904
• 2068

• 3516
• 0507

2. 178
L 123

2.97, .304, 1.50
8. 41, 4. 53, .,944
1. 87

• 2388
• 9967

1.20
12.0, 7.88, 3.94
3.01

.4776
. 3116

.5484
.1198

s

A

cr • .24,

.2388
• 5595
-.00395
A

~

. 2900

.1070

• 0103

• 9744

.456

. 0085

• 9055

1.95

. 0046

,,._

= 1.04, b = .0055

high estimate of the elasticity of substitution

c.

Derivation of a putty-clay specification

2.18.

Since considerable autocorrelation of the
residuals is indicated, first difference variants
of the equation were also estimated. Here, it
was impossible to obtain nonnegative weights for
lagged price ratios. Thus, only the current
price is incorporated in the first difference
equation II.2. The estimated returns to scale
are approximately constant. However, the elasticity of substitution falls markedly,

a

SEE

Manhours [first difference, ln]

P(ln R*)
P(lo 0)
Unit

A

DW

L 11, b = .0064

II 2

a_

i

A.

A

= 2.18,

Unrestricted CES

One model that is consistent with Bischoff's
use of a linear, homogenous production function ii
for the fixed investment sector is a mini!!!ization
of the costs of producing a given output O. The
minimization is subject to the restrictiof-that
the~ post operation of the L vintage equipment
surviving in the current period I(t 1 T) will require a fixed proportion of manhours M(t, T).

.24.

M(t, T)

This rather dramatic drop in the elasticity
of substitution estimate was interpreted as
evidence of restrictions on the short run elasticity of substitution. That is, suppose each
variable in the equation is approximated by two
multiplicative components:
X(t)

a

T

I(t, T)

a

T

Survival of the equipment is defined by the exponential schedule
I(t, T)
The output associated with full utilization of
the L vingage installation F(t, T) is the linear,
homogeneous function

L(t)S(t),

where L(t) has a long period (approximated by an
exponential trend), and S(t) mirrors the short run
high frequency movements of X(t). In estimation
of the undifferenced format, the correlations of
the long run movements L(t) may swamp the contributions of S(t), whereas a differenced format
may uncover altered short run relationships as
suggested by Table lL.L.l· 21

F(t, T)

F[M(t, T), I(t, T)]
e -6(t-T)

[ (
)
(
)]
FMT,T,IT,T.

ii The actual price ratio formulation used
by Bischoff closely resembles a profit maximixing
approach. Both approaches can be justified as
part of a step-wise maximization approach where,
say, production is determined by a sloping demand
function for the firm's output.

21 We have belabored this point because the
standard justification of first differencing is
to reduce overinflation of the t-ratios rather
than uncover possible distortio;;-s in the specification of the equation format.
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I

Using the notation of the previous section,
the present value of the firm at full utilization
is defined by

where we have replaced

(1.4)

V

w~

by

wt

in equation

1.5-1 to indicate that tne firm approximates expected future wage rates by the current wage.
Combining 1.5-1 and 1.5-2 gives the marginal
rate of substit~:

k

- pt l(t, t) - TX+ TC]

aF/aI(t, t)
aF/aM(t, t)

t
+ µ,l (t) [<\ - :E F(t, ,- ) l

(1.6)

pk[r(l-Tc-TL)
w(l-T)

0

t
+ µ. (t) [TX - T[p<\ - w :E M(t, ,- ) l
2
t O

+

*

5(1-Tc-T(l-TcD))]

R

For compatibility with [1], assume that Fis
the CES function

k
C
t
+ T p [6[1-T D] + Lr] :E l(t, T)]

F[M(t, t), l(t, t)]

0

(1. 7)
- 1

Differentiating l.:.l with respect to M(t, t) and
I(t 1 t) and combining with W. gives the desired
factor proportion.

where TX is the profits tax liability, TC is a
measure of the investment tax credit, Dis a
dummy shift parameter, l/ and Lis the-proportion
of long term debt in the liability structure of
the firm.

M(t, t)
I(t, t)

The first order conditions are:
oV
oM(t, t)

~

t

w e-5(,--t)-r,t

Finally, using 1.:..§. to eliminate I(t, t) from the
production function we obtain
(1.5-1)

-5(,--t)

oF
oM(t, t)

RtF(t, t).
Aggregating over the surviving installations gives
the demand for capacity manhours

0,

e

1
1
F- [1, a~ ] F(t, t)

M(t, t)

- :E µ,l (,-)e
t

oV
ol(t, t)

(1.8)

-rt k
p

(1.5-2)

I: R,- F(t, ,-),
which is approximated by a finite distributed lag
with fixed weights.
(1.9)
- µ.3 (t) Tcpk

o,
F(t, t-i)

-2.J_
o TX

e

-2.J_
o TC

e

-rt

+µ,2(t)

o,

cft
(1.5-3)
where cf is expected capacity output at full utilizatio~of the existing vintage installations.

-rt

+ µ,/t)

o,

(1.5-4)

The actual manhours employed Mt will be a

* rather
- than capacfunction of expected output Q__
ity output Oc.

II Q assumes a unit value in 1962-63 and a
zero value elsewhere to represent changes in
allowable depreciation for tax purposes. For the
present, we have glossed over such distinctions
as that between the depreciation rate for tax
purposes and the actual attrition rate of equipment.

As in the previous section, we

assume that expected output is approximated by
a distributed lag function of past observed outputs.
0
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n
~ w

1

I

(i)O ..
-i

The shape of the weight schedule applied to
the price ratios R. may not be modified by ex....:1:.
pected output levels below capacity production.
If, for example, the reduction in manhours from
the full capacity input is proportionally distributed over the vintage installations, estimation of a fixed weight schedule for the R_i

Finally, inserting expected output and the
weight approximations into 1.:1 gives the equation for actual manhours. !1:/

would be sufficient. However, the most re~t
equipment installations are normally better
adapted to the current cost conditions and composition of demand.~/ Thus, if the most recent
installations are activated first, the recent
price ratios should receive relatively more
weight at low levels of capacity utilization and
relatively less weight at high levels of utilization in contrast to the price ratios at the
tail of the distribution. This movement in the
weight schedule is approximated by the linear
expansion
0

c(i) + v(i) (~)t'
0

v(i)

The nonlinear format of many of the unknown
parameters in the manhours equation did not permit estimation by conventional regression methods.
We did not use a nonlinear estimator but tried
some "reasonable" assumptions for some of the
parameters and used a very coarse grid to search
for the values of the remaining nonlinear parameters that minimized the sum of squared residuals. 11.I
Initial estimation of the manhours equation
used a logarithmic format to separate the product
of the price and output polynomials. Spans of up
to 20 quarters in length were tried for the price
ratio weight schedule. The best fits for the
output polynomials were four quarters in length.
Although the statistical characteristics of this
equation were very good, the shape of the price
ratio schedule was not very satisfactory. The
weight schedule resembled a "U" with negative
weights in the middle of the distribution. Varying the length of the distribution did not greatly
reduce the problem.

o,

1

where t h e ~ weights will redistribute the
price weight schedule according to the current
level of the utilization ratio o;oc. fl Thus,
the .!:_-ratios of t h e ~ polynomial will provide
a test of the hypothesis that the most recent
installations are initially activated, 10/
In addition, the weight schedule applied to
output was also specified as a function of utilization allowing the expectation generator to
vary with the rate of utilization.
w

It

(i) =

1
C

(i)

+

1
V

(1.9')

Estimation of a putty-clay specification

d.

n
~

n
0
I: [c(i) + v(i) (oc)t Rt-i
1
I
n
I
I
•I: [c (i) +v (i) (Q_) l 0 t-i·
oc t
1

Mt

Therefore, the logarithmic variant was
scrapped and a linearization of the polynomial
products was introduced,.!]_/

(i) (Q_) ,
oc t

n

M

Here the zero sum constraint was not applied to
t h e ~ ; thus, the sum of the weights as well
as the pattern of the weights may vary with
capacity utilization,

t

rv

L [c(i) + v(i) (Q__) ] Rt-i T]Ot
l
oc t
n

+

(1. 10)

I

L [c' (i) + v' (i) (~c)t] Ot-i Tl 'Rt
1

~/ We did not attempt to estimate an index
of embodied technological progress. Although
this would provide a more powerful argument for
the ordering of the activated installations,
previous attempts at estimating putty-clay
production functions were not able to statistically discriminate among models of mixed embodied and disembodied progress functions [29].
The contribution of nonresidential structures
is presumed to be captured i n ~ -

11/ The distinction between overhead labor
and production workers is blurred by the use of
the variable weight polynomials.

11.I The selected values for 6 and Lare .!..l§.
and ..:12., We also ignored recent ;ork i~ corporation finance and assumed the cost of capital was
approximated by the corporate bond rate, The
dependent variable is private nonfarm manhours,
Q is gross business output,~ is the relevant
compensation rate,
is the national accounts
deflator for producers' durable equipment, and
the rate of capacity utilization was constructed
by F. de Leeuw for manufacturing.

It.

2./ The notion of variable weight distributed lags and methods of estimation are discussed in [30].
10/ Additional distributed lags on the relative prices due to gestation lags for investment
or smoothing due to uncertain expectations of
future price movements may be allowed for by
additional interpretation of the weight schedule
on R.

13/ The sums of the fixed weight polynomials
for price and output were constrained to....2.e equal,
but the coefficient of the mean product OR was
allowed to seek its own level.

_.:l,
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TABLE II.1.2
Private Manhours Equation:
Cobb-Douglas Specification

w(i)

P(R)O

P(R)OU

w(l)
w(2)
w(3)
w(4)
w(5)
w(6)
w(7)
w(8)
w(9)
w(lO)
w(ll)
w(l2)
w(13)
w(l4)
w(l5)
w(l6)
w(l 7)
w(l8)
w(l9)
w(20)
Sum

• 3872
. 3964
• 3981
• 3922
.3788
. 3579
. 3294
.2934
• 2498
. 1986
. 1400
.0738

• 0469
-.0734
-. 1579
-. 2106
-.2352
-.2358
-.2162
-. 1803
-. 1319
-.0751
-.0136
. 0487
• 1078
. 1598
• 2009
.2272
.2348
. 2197
.1782
• 1062
. 000

3. 596

Polynomial Weights.!/
P(O)RU
P{O)R

Agg,

.4341
.1640
. 3230
. 3816
.2402
.5312
.1817
. 6128
. 1436
. 6263
. 1221
. 5718
. 1132
.4492
.1131
. 2586
.1178 Sum 3. 596
. 1236
. 1264
.1224
.1078
. 1598
P(R)O
• 2009
P(R)QU
• 2272
P(O)R
. 2348
f_(O)RU
.2197
RO
. 1782
. 1062
3. 596
65
65
65
65

-

.5434
. 1136
-.1130
-.1864
- . 15 63
-.0727
. 0145
.0553
. 240

Agg,

RO

. 7074
.4952
.4182
.4264
.4700
.4991
.4637
• 3140
3.836

-7.061

-R.9897
DW

1. 19

SEE
.5127

t - ratios
3.25,
2. 81,
3.25,
7. 18,
3.20

A

. 988,
. 514,
• 306,
1. 06,

. 518
1.85
2. 60
3.06, 3.46

'!:_/
Forecasts
A

I
II
III
IV

k
.3
b" = . 000625

M

M

108.79
109.31
110.45
111. 97

108.33
109. 75
110.92
112.29

u/W.
. 425
-.401
-. 432
-. 282

au

. 804
. 798
• 830
• 796

average capacity utilization 541 - 65IV.
M - ~-

Standard deviation of forecast error.

n' 0
where 0

t

~

1
n'

t-i
n'

ae

1
1
[c (i) +v (i) (Q__)]
oc

17

~

R
t

n R .
_1=.h
E n
1

1

For the simpler Cobb-Douglas function we
have

*k
(k R)

-bt 1-k

n

17 '

~

1

c(i).

The results of fitting the Cobb-Douglas variant
are presented in Table 11.1.2. Again, the weight
schedule of the price ratio spanned twenty quarters with the utilization rate modifying the
weight schedule in the anticipated direction. As
utilization increases, the price ratios at the
tail receive more weight while the weights at the
head of the distribution decline. A disturbing
characteristic is the unrealistically low estimate of technological progress. Changes in the
trend primarily affected the shape of the output
polynomial so we suspect that these variables
are capturing some of the trending effect. Forecasts for four quarters beyond the sample span

The use of the linearized variant required additional information on some of the parameters of
the production function. An estimate of cr was obtained from Bischoff's work on the invest;ent sector. A coarse grid search was used to approximately locate the capital intensity parameter k
and the rate of technological progress A(t) = -ae bt
Although the results of this variant were quite
good, it was felt that the CES formulation was
unnecessarily cumbersome for the simulation experiments. Also, the assumed value of the elasticity
of substitution was nearly unity (cr = .9).
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For the present, we have used the format for an
hours equation suggested by Sutch [24) in a recent memo for the MIT project. He suggests that
average hours are generated by an equation of the

Chart II ,1
MANHOIJRS: COBB-DOUGLAS SPECIFICATION
Billions

form

118

(2. 1)

105

where M1' is "permanent" manhours, M - Mp is the
"transitory" or disequilibrium component of manhours and hr* is the standard work week. Assuming that MP is proportional to Mt-1 and

/

100

,: Actual

95

we have
n

a

0

+ a

1

r1

w(i) ln hr.

(2, l I)

-1

90
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The result of fitting equation l..:,l' is denoted as
II.4 in Table II.2.1. The span of estimation for
the equation was 54I-64IV with time! assuming a
unit value in 19481. The estimated coefficients

6L

are also listed in Table II.1.2. The actual and
calculated values for manhours are shown in
Chart II .1.

TABLE II. l.J
Price Ratio (R) Weight Schedules For Selected Quarters

The magnitude of variation of the price ratio
weight schedule is illustrated in Table II.1.3
where weight schedules are presented for selected
quarters . .!:i/ As indicated, individual weights
varied by as much as 25 per cent over the sample
span.
2.

_)f(i)

Employment and Capacity
a.

Average weekly hours

Once given the demand for manhours, we may
estimate either the demand for employment, N,
or hours, hr. The excluded variable will b;
extracted from the identity
M

;ht
As
he

1/
I,'Ii

I',,

I

t
e-

59

~

63 III

.4388

.4298

.4346

. 3156

.3296

.3222

.2243

.2545

.2384

. 1605

. 2007

.1793

.1200

.1649

.1410

. 0984

.1434

.1195

. 0915

.1328

.1108
.1111

. 0950

.1294

.1046

.1298

.1164

10

.1160

.1304

.1228

11

.1250

.1276

.1263

12

• 1273

.1180

.1230

13

.1186

. 0980

.1089

14

.1758

.1453

.1616

15

.2211

.1827

. 2031

16

.2500

.2066

.2297

17

.2583

.2135

. 2373

18

.2418

.1998

. 2221

19

. 1960

.1620

. 1801

20

.1169

.0966

.1074

N hr.

14/ The weights tend to reverse their downward direction during the third year after installation. Part of this movement is due to the
technical problem of approximating the variable
weight schedule by the addition of two low order
polynomials of different lengths. This "echo"
effect may also indicate that the twenty quarter
schedule should be lengthened since the price
ratios of equipment installations surviving after
five years will be more closely correlated with
the neighboring price ratios at the tail of the
estimated weight schedule.

..2.LllL

TABLE II.2.1
Average Hours and Government Employment

n4

Average Weekly Hours (ln)

P!ln tu-)

!tlll

.m1l

.n.ll.

• 0365

• 0365

. 0243

~
.0243

SUM

.1216

B_

DW

SEE

.9818

1.86

,0019

(1.11)

2

t, ln M

.!.!!...1.

ln T

.2974

- • 08034

.009173

(8.81)

(2,79)

ln hr-1
.4924

(2. 43)

II5

(4.94)

Government Civilian Employment (ln)

P{ln G)

.!ill.

:!ill

.00595

.01266

.01724

.01968

!till riil

.illl

.ll1fil.

SUM

.0200

.01426

.0082

.1162

.01820

,9981 .518

.0047

(1.57, .097, 1.07)

1
.00659
(6. 12)

Federal, State and local governments.II The
length of the distributed lag was varied from
four to twelve quarters in length. With the constraint of nonnegative weights, the eight quarter
distributed lag gave the highest coefficient of
multiple correlation. This variant is equation
11.5 in Table 11.2.1. The long run elasticity
with respect to Q seems remarkably low; the
positive sign on the trend coefficient suggests
that much of the scale effect was picked up by
the trend.

on time define a gradual decline in the average
workweek; the quadratic bottoms out beyond the
sample span in 1968. The coefficient on the
change in manhours suggests that about 30 per
cent of the transitory manhours ratio M/Ml? was
accommodated by changes in the average work week.
Sutch proposed that this adjustment may not be
invariant to the rate of unemployment; that is,
the costs of locating and hiring workers will
vary inversely with the unemployment rate. The
product of the change in manhours and the unemployment rate was added to the hours equation.
Although the estimated coefficient had the
anticipated negative sign, the t-ratio for this
variable was .814 and the adjusted multiple
correlation coefficient declined.
b.

c.

One of the fundamental relations of the
Bischoff study of equipment spending is the
assumption that capacity output oc is proportional to expected output o*.

Government employment

11

An estimate of government civilian employment is required to bridge the gap between total
civilian employment and the estimate of private
employment/provided by the manhours and hours
equation,The format of the government
employment equation is
ln Ngov

~w(i) lnG. + at,
-1.

Capacity output

*

0 '

(2 .3)

where .Q_
* is specified as a distributed lag of
past outputs.

11

~

w(i) 0-1.. ,

(2.3

1

)

To produce estimates of equipment spending
Bischoff estimated variants of the equation
format

(2.2)

where G is real nondefense expenditures by

(2 .4)
1
1.
...,w
(1.') R--1.
w

l/ The residual discrepancy between the
establishment and household estimates of total
employment is due mainly to the self-employed
and payroll double-counting. This discrepancy,
along with agricultural employment, was assumed
exogenous to the model.

...,
(') [O -i- (1 -6 ) 0-i-l,
]
wW 1.

1/ Subtracting civilian employment of the
Department of Defense from the dependent variable
would improve the theoretical consistency of this
equation.
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TABIE II,2.2
Capacity Output Equation:
Cobb-Douglas Specification

P[ln{R I}]

w{i)

1:

I

. 0820
.0950
.1041
.1098
.1124
.1122
.1096
.1048
• 0982
• 0902

w(l)
w(2)
w(3)
w(4)
w(5)
w(6)
w(7)
w(8)
w(9)
w(l0)

Polinomial Weishts
w{i)

• 0810
• 0710
• 0606
.0500
• 0396
.0297
.0207
.0129
• 0067
.0022
1. 393

w(ll)
w(l2)
w(13)
w(l4)
w(l5)
w(l6)
w(l7)
w(l8)
w(l9)
w{20)
Sum

• 003837
~

_mL

SEE

.9882

.888

.0184

t - ratios
P[ln(R I)]
T

5. 89, 6.95, 3.28, 2.45,
4.19
Forecasts

65
65
65
65

-

J_/ Y

I
II
III
IV

=

u
au=

6.403
6.417
6.435
6.457

1.1

A

y

guarter

y

u/Y.%

6.450
6.473
6.497
6.525

-. 740
-. 872
-. 968
-1.053

au

.019
• 020
. 020
. 021

ln 0~
y - y

Standard deviation of forecast error

A more satisfactory approach was to relate
the capacity units to the actual vintage installations scaled by the appropriate price ratios.
Estimates of capacity output are generated by
equations of the form

where (using the notation in this paper) R is
similar to the price ratio derived earlier in
this section. In a recent memorandum he suggests
that estimates of capacity output could be constructed using the investment equation estimates
of t h e ~ weight S£hedule given constant relative prices R_i
R.

(2 .5)

The index of utilization used in this paper
was derived by F. de Leeuw from the McGraw-Hill
survey estimates of manufacturing utilization.l/
Using this estimate of capacity utilization for
the business sector, several variants of the
equation format 1.:.l.'.., were estimated for the
sample span 54I-64IV. The summation limit was
varied from 11. to 20 quarters. Although the
coefficients of multiple correlation were good
(RN .96), the estimated weight schedules did
not seem reasonable with negative weights for
the first four to six quarters.

s

T

P[ln{R I)J

+ ~ w(i) ln

1

(R I) . ,
-l.

where R' is a Cobb-Douglas specification of the
price ratios constructed for manhours in this
section, t.!../ R' = R*(l-k)
The equation in Table II.2.2 is a twenty
quarter variant of this format fitted for the
sample span 54I-64IV. The 1965 projections
beyond the sample span uniformly overestimated

i/ In future work on capacity estimators,
we plan to split the weight schedules on Rand I.
This will permit the price ratio associat;d with
a given installation to be a weighted average of
past price ratios as suggested by the work on
manhours in this section, and the work of Bischoff
on equipment investment [l].

3/ There is some independent evidence for
the u;e of the de Leeuw index. A putty-clay
production function estimated for goods output
generated a utilization index that closely
corresponds to movements in the de Leeuw index
after 1953, [29] Chap. 3.
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the capacity series. A more sophisticated treatment of technological progress will be a subject
of future work. Another possible modification
is that the rate of retirement may vary with recent rates of utilization. A four quarter moving
average of utilization (O/Oc)_

Chart II.)

UBOR FORCE PARTICIPATION RATE-EQUATION (J.l)
Percent
61.0

was added to the

1
twenty quarter variant. ~ priori interpretations
of the sign of the coefficient were ambiguous.
A positive sign would be indicated if the dominant
effect of high utilization was to postpone
scheduled retirements. However, the coefficient
was negative with a ~-ratio of 2.11 suggesting
that use-deterioration might be a major influence.
Although the coefficient of multiple correlation
was slightly higher with the addition of the
utilization average, this variant was not used
in the simulations. The negative coefficient of
the moving average would introduce a destabilizing
influence in dynamic simulations. For example,
past underestimates of the utilization rate would
tend to perpetuate overestimates of current
capacity.
3.

6o.5

60.

CHANGE IN COUPEN.5ATION PER MANHOUR-EQUATION (3.L)

Labor Supply and Wage Determination
a.

7

Labor supply

6

The labor supply equation explains the total
participation rate using an Almon distributed lag
of the aggregate employment-population ratio, and
two nonlinear trend terms. The results (equation 3.1) show that a 100 person change in employment demand induces an immediate labor force
change of 30, followed by a weaker gradually
decaying response that dies out in period t-8.
The completed supply response by the end of two
years adds to a 44 change in labor force. This
means that a given employment increase reduces
unemployment by slightly more than it increases
the labor force. The cyclical supply response
falls in the mid-range of existing estimates, but
spreads over a longer period than previous studies
have indicated [6] [7] [26] [27].

l

"
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59

61

63
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variations in job opportunities. Most secondary
workers--women, teenagers, and old persons--are
alternately more encouraged or less encouraged to
seek jobs according to whether jobs are relatively
abundant or in short supply. By comparison, the
labor force participation rate of primary male
workers is autonomous. The trend terms in the
aggregate participation-rate equations are specified in a way that yields a gently rising fullemployment trend up to 1960, and a tapering off
thereafter. This approximates the pattern that
emerges when steady-state primary and secondary
participation-rate functions are separately
weighted by their changing population proportions
and combined to determine the aggregate trend [22].

In equation (3.2) which uses a shorter fourquarter distributed lag on employment, the explained variance is less than in equation (3.1),
although the shape of the lag in the second
equation is smoother. Also, the sensitivity of
labor force to employment is greater in equation
(3.1) than in equation (3.2) which is based on a
longer period. This occurs because: (a) the
shorter distributed lag on employment is probably
incomplete; (b) current employment is omitted in
equation (3.2) so that it fails to capture any
immediate labor supply response as is typical of
young workers; (c) the elasticity of labor supply
to labor demand has been growing over time and
is greater in the post-Korean period than in the
period since 1948. The actual and calculated
values of equation (3.1) are shown in the chart
which follows. The final six quarterly participation-rate estimates in the chart are postsample predictions which fall well within the
standard error of estimate.

Several alternative specifications of the
total participation rate equation were attempted.
Besides employment, hours worked and the helpwanted advertising index were tried as indexes of
labor demand. ~ priori, these variables should
better describe rising excess demand in a tight
market since they are not constrained by the
definitional limitation that holds measured employment within the bounds of measured labor

The positive cyclical sensitivity in labor
supply reflects the movement into and out of the
labor force of secondary workers in response to
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full employment, zero at full employment, and
negative in periods of over-full employment.

force. Unfortunately, these regression results
were generally poor. The rate of change in
economy real wages per manhour was also introduced into the participation-rate equation, but
it was not statistically significant, This is
not too surprising. Aggregate real wage change
probably more nearly reflects fluctuations in
male than in female earnings. According to
theory, it is to be expected that wives' labor
force participation will respond negatively to a
rise in husbands' real wages, while husbands will
be positively attracted by a short-term rise in
their own earnings. In the aggregate participation equation these opposing reactions apparently
canceled out. Experiments using the rate of
change of money wages failed to support the presence of a money illusion in the labor force participation decision, Preliminary investigation
indicates, however, that the level of the real
wage rate does have a significant negative influence on labor force participation. This is
the "income effect" or backward sloping supply
curve reflecting the gradual substitution of
leisure (nonlabor force participation) for income. In its final version the participationrate equation is expected to include an income
variable.
b.

Under conditions of less than full employment,
if demands increase, both reported unemployment
and the labor reserve will fall. The rise in
labor force participation which occurs in response
to the increased demand cuts into the labor reserve thus narrowing the gap between actual and
potential labor force. If the reserve pool is
large, the movement from the labor reserve into
employment can moderate wage pressures by temporarily satisfying labor demands at the going wage.
At some point, however, as demands increase further and both the labor reserve and reported unemployment are drawn down, they begin to reinforce
one another causing wage pressures to build. This
can occur even though the labor reserve is greater
than zero if the remaining members of the reserve
pool require a higher marginal wage to be induced
into employment.
By using an adjusted unemployment rate in our
compensation equation we are saying that secondary
workers represent an effective labor supply, and
that variations in the labor reserve as well as
in reported unemployment can influence wage rates.
Wage equations which use an adjusted unemployment
rate consistently yield stronger results, including better post-sample predictions, than when
only reported unemployment is used [8] [19] [22].
One reason for this is that the size of the labor
reserve has been growing relative to reported unemployment during most of the past decade. In the
1961-65 period especially, the availability of a
sizable labor reserve had a partially neutralizing
effect on wage-rate increases even though reported
unemployment was frequently declining [22]. Hence,
it is not surprising that when the labor reserve
is allowed for, wage equations have been better
able to predict the moderate behavior of wage
rates in the current expansion than when only the
reported unemployment rate is used. Relying on
the reported rate alone leads to overprediction.
The use of adjusted unemployment precludes the
need for a dummy variable representing the wageprice guideposts in order to accurately predict
wage rates for the past six years. The labor reserve thus offers itself as a competing hypothesis
to the guideposts, one which relies on known
market behavior rather than on the uncertain
effectiveness of extra-market moral suasion [22].

Wage rate

The wage rate equations we have estimated
offer two novelties. The dependent variable is
the rate of change of private nonfarm money
wages (or compensation) per manhour between period
t and period t-2. So we have a two-quarter change
equation in addition to the more familiar fourquarter form. We would have preferred a onequarter version but the data proved to be too unstable. A lower coefficient of determination is
obtained in our two-quarter than in our fourquarter change equations mainly because of a
higher ratio of noise-to-signal as the time interval is narrowed. But because of the problem
of autocorrelated residuals, and to get as close
as possible to a direct single-quarter estimation, we tend to favor a two-quarter change form.
Surprisingly, however, the Durbin-Watson ratio
does not improve in the two-quarter compared
with the four-quarter equations. We have used a
first order autoregressive transformation of the
variables in both the wage and labor force participation equations.

Since 1954 the level of the total adjusted
unemployment rate has fluctuated between 3-1/2
and 8 per cent, or by somewhat more than the reported rate. The adjusted rate remained above
the reported rate from 1958 to 1965 after which
the two rates began to converge. Overall, the
mean value of the adjusted rate in the regression
period is about a half percentage point above the
mean reported rate. In our wage equations the
effect of the adjusted unemployment rate is nonlinear and enters as the reciprocal of the average
adjusted rate.

On the right side of the wage equation, an
"adjusted" unemployment rate is used as an excess demand variable, which includes an estimate
of the "labor reserve" (also called hidden unemployment) in addition to officially reported
unemployment. Unemployment is thus adjusted for
utilization of labor supply. Adjusted unemployment is defined as the difference between the
potential or full-employment labor force and
actual employment, while the labor reserve is
the difference between the full-employment labor
force and the actual labor force. The fullemployment labor force derives from a steadystate solution of our participation-rate equation
in which the employment rate is set at .96. Consisting mainly of secondary workers, the labor
reserve is by definition positive at less than

The remaining variables which determine wage
change are more conventional: profits and price
change. An unemployment change variable was also
tried but it did not improve the fit. The
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Table II.3
Labor Force Participation and Wage Rate Equations

(L+A/P)

= 0.296 (N+A/P)t

t

(2.676)

(N+A/P)t_

3

+ 0.026 (N+A/P)
(0.443)

+ 0.601 ut_ •
1

(N+A/P)

t

-2

R

[ln (T+50)1t + 509.59 [1/ (200+T)]t - 5,2987
(2.838)
(2,695)

,83; SEE .. ,0018, D,W. = 1.45, 1953QII - 1964QII,

= 0,115 (N+A/P)

t- 4

l + 0.026 (N+A/P) 2 + 0.025
(0~803)
t(1.153)

+ 0,023 (N+A/P) _ + 0,019 (N+A/P) _5 + 0.014 (N+A/P)t_ 6
(0.903)
t 4
(0.660)
t
(0.525)

+ 0.78452
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(0.445)
t- 7
(2.850)

(L+A/P)

t-

(1.483)

t-

(3,1)

l + 0.076 (N+A/P) 2 + 0.044 {N+A/P) 3 + 0.018
(3,022)
t(0.998)
t(0.461)

+ 0.24736 [ln (T+50)] + 164.510 [1/ (200 + T)] - 1.3404
(1,829)
t
(1.835)
t
(1.383)

+ 0.615 ut-l'

-2
R = ,70, SEE= ,0024, D. W. = 1,85, 1949QIV - 1966 QIV, (3.2)

200 [ (C/M)t - (C/M)t-2 / {C/M) -2] .. 15.899 I 1/1/2 [(tJ'A'/L*)t + (U*/L*)t-11 I
t
(2.774)
t
t

+ 0.797 + 0,492 u 1·
(0.697)
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200 [(C/M)

t

i2

=

.47, SEE= .97, D.W ... 1,68, 1954QIII - 1965 QIV.
(3.3)

- (C/M) -2/(C/M) -21 = 19.664 I 1/ 1/2 [(U*/L*)t + (U*/L*)t-11 It
t
t
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(10.289)
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+ 9.975 {100 (CF + CF 1/ YB + YB 1)) + 0.236 [200 (CPlt 2 - CPlt 4 /
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tt
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(1.402)
CPl

t-4
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t

i2

- 10.119 + 0.479 u 1·
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= .49, SEE= .96,
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1965QIV.

(3.5)

+ 7.437 [CF /1/2 (CF
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t

-7.185 + 0.507 u
•
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t-

l + CF

t- 2
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t

+ 0.341
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+ 0.868

+ CF -1 IYB

t

- CPl

t- 4

/ CPl
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t

R = .53, SEE• .89, D.W. • 1.61, 1954QIII - 1965QIV.
(3.6)

2/(W/M) 2) = 10.828
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t- t
(1.919)

[100 (CF

t- 2

-2

200 [(W/M)t - (W/M)

(2.107)

[200 (CPl

t

t

+ YB -1))
t

t

I

1/ 1/2 [(U*/L*)t + (U*/L*)t-1)

+ 0.406

(2.549)

It

[200(CPit-2 ·•CPit-4/CPit-4))t

- 9.280 + 0.506 u
• -2
R = .53, SEE• .90, D.W. • 1.51, 1954QIII - 1965QIV.
(1.900)
t- 1
(3. 7)

l1i

t
I

+ (U*/L*)

t- 2
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t-

31 j

t

+ 1.034 [100 (CFt + CFt-1 + CFt-2 + CFt-3/ YBt
(2.503)

+ 0.695 ut•l• i 2 - .76, SEE• .52, D.W. • 1.61, 1954QIII - 1965 QIV.
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(3.8)

rationale for including a profit variable in
wage-rate equations is that workers tend to push
harder for wage increases when profits are high.
Moreover, profit-sharing can also attract high
quality workers and encourage productivity. The
lagged rate of change in consumer prices is included in an attempt to measure the extent to
which wage bargains in the short run reflect the
degree of inflation.

annual rate of change in private nonfarm compensation per manhour during the regression period. A
full-employment value of the adjusted unemployment
rate of 4 per cent yields a compensation increase
of nearly 5 per cent with prices and profits unchanged. Assuming productivity growth of 3 per
cent, this implies about a 2 per cent annual increase in unit labor costs. If we further assume
a 3.5 per cent increase in prices, this would add
another percentage point to the rise in unit
labor costs. It is clear from these results that
noninflationary wage behavior (stable unit labor
costs) is incompatible by a wide margin with a
fully employed primary and secondary labor supply.

Two separate measures of profitability were
tried, both of which worked well. These are the
ratio of corporate cash flow to business product,
and the ratio of current cash flow to average
cash flow in the recent past. Our preferred
equation, (3.4), uses the latter expression. It
should be mentioned that an identity problem exists here, with compensation on one side of the
equation and profits on the other. Hopefully
our transformations on the variables have lessened this problem. However, a serious identity
problem would lead one to expect a negative sign
on the profit variable which is contrary to the
strong positive relation we obtained consistent
with theoretical expectations.

Symbols and Identities for Labor Participation
and Wage Equations
A
C

Armed forces, in thousands
Compensation, private nonfarm, $ billions,
annual rate
Corporate cash flow= profits after taxes
+depreciation+ inventory valuation
adjustment, $ billions, annual rate
Consumer price index, 1957-59 = 100
Employment, in thousands
Private nonfarm employment, in thousands
Average weekly hours, private nonfarm
Labor force, in thousands
Full-employment labor force, in thousands
Manhours, private nonfarm, in billions,
annual rate
Natural logarithm
Noninstitutional population of working age,
in thousands
Time, T=l in 1950-QI
Reported unemployment, in thousands
Adjusted unemployment, in thousands
Autoregressive term indicating first-order
autoregressive transformation of the
variables
Gross business product, $ billions, annual
rate

CF
CPI
N
NE
H

The lagged rate of change in the consumer
price index has a regression coefficient of only
.2 in the two-quarter compensation equations
suggesting an incomplete short-term wage adjustment and a weak bargaining position on the part
of labor. However, in our four-quarter wage
change equation, the price coefficient rises to
.3, and in one two-quarter version (equation 3.7)
it rises to .4. Using a longer lag on prices
did not yield a significantly higher coefficient.
(This does not mean, of course, that the wage
share declines to zero in the long run.) Possibly
some of the price effect is being picked up by
other variables, such as profits. The higher
coefficient for price change in our wage equations than in compensation also implies that
price escalation affects wages at the expense of
improved fringe benefits.

L

L*
M
ln
P
T
U
U*
u
YB

Of all the independent variables, the
adjusted unemployment rate generally has the
highest "t"-ratio and exerts the strongest influence on wage change. In the preferred compensation equation (see chart) a decline in the
adjusted unemployment rate from 6 to 5 per cent
raises the rate of change of money compensation
by 0.6 of a percentage point (annual rate); a
decline in the adjusted rate from 5 to 4 per cent
raises compensation change by a full percentage
point, and a drop from 4 to 3 per cent raises
compensation change by 1.6 points. By comparison,
a cash flow position that is 5 per cent above
recent past levels contributes slightly less
than 0.4 of a percentage point to the rate of
change in compensation. Assuming zero price
change and constant profits and an average
adjusted unemployment rate (1955-64) of 6.0 per
cent, there is an indicated increase in compensation of 3.3 per cent a year--about the same as
the trend rate of growth in productivity. An
adjusted unemployment rate of 5 per cent, with
prices and profits unchanged, implies close to
a 4 per cent change in compensation, which is
about 1 percentage point below the actual average

Identities
L

=

N

+

U

U* = (L* - L) + U
M = NE (H)(52)
4.

L* - N

Simulated Manhours and Employment
at "Full Capacity"

In this section, the three equations for manhours, hours and labor force participation are
used to generate pseudo-realistic estimates of
employment and unemployment over the sample span,
and estimates of employment demanded at "full"
utilization of the capital facilities.
The pseudo-realistic estimates provide only
a partial test of the labor sector; integration
with the rest of the FRB-MIT model is discussed
in Section III below. Manhours estimates generated by ti;;-equation of Table II.1.2 and the
ratio to actual manhours are listed in the first
two columns of Table II.4.1. Then, in conjunction
with the hours equation (Table II.2.1) and labor
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TABLE II.4, 1
I\

Manhours: Pseudo - Realistic (M) and Preferred Utilization (M*) Estimates
Mk/M

2/
0/0c -

100.471

1.073

.842

.890

.996

98.923

1.047

.874

.891

99.330

.998

102.456

1.031

.894

.896

57

99. 777

.999

105.487

1.057

.867

.900

58

95.096

1.002

115 .484

1.214

.719

.900

59

97.303

.997

108.795

1.118

.806

.900

60

100. 771

1.004

109 .038

1.082

.841

.900

61

97.286

.992

115.592

1.188

. 745

.900

62

100. 968

1.003

113.227

1.121

.820

.905

63

102. 309

.999

115 .349

1.127

.820

.921

64

105.170

1.009

116.750

1.110

.845

.924

65

108 .309

.996

115.574

1.067

.885

.927

1/
Date ...

J\

A

-11...

M/M

54

93.667

1.004

55

94.473

56

11

I\

W'

[0/0c]*

First quarter estimates using three equation model.

'1) 0/0c -- actual capacity utilization [de Leeuw)
[0/0c]* -- preferred utilization.

TABLE II, 4. 2
Employment and Unemployment: Pseudo-Realistic
and Preferred Utilization Estimates l_/

Date?/

63. 710
64. 021
66. 466
66.915
65.596
66. 529
67. 738
68.273
69.260
69.928
71.413
73.005

54
55
56
57
58
59
60
61
62
63
64
65
l_/ N
A

L
I\

*

n

N+A

**

/\

N+A

63. 505
63. 836
66.517
66. 581
65.244
66.495
67.819
67.661
69.306
69.958
71.831
72.930

W+A

N+A/L+A

65. 732
66.143
67.809
69.495
74.218
72. 463
72.422
76. 499
75. 368
76. 465
77.487
77 .157

.. 950
• 955
. 961
• 962
. 940
• 944
. 950
• 935
• 946
.944
• 948
. 953

Civilian Employed
Armed Forces
Civilian Labor Force
Pseudo-realistic Estimate
Preferred Utilization Estimate
Estimate at Four Per Cent Unemployment

~/ First quarter estimates using three equation model,
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,;\

I\

N+A/L+A
• 954
.948
• 962
• 955
. 934
• 941
• 947
. 930
• 945
• 945
• 953
• 954

I\

N+A/L**+A
. 953
. 941
• 965
. 953
. 922
. 928
. 934
. 921
. 934
• 931
• 944
• 947

. 986
. 975
• 984
• 995
1. Oh9

1.012
• 998
1.041
1. 015
1. 017
1.018
1.002

force participation equation (Table II,3),
estimates of total employment and employment rates
were generated as shown in columns 2 and 5 of
Table II.4,2. We expected the manh;;-urs e;timate
to closely correspond to actual manhours but the
reasonably good estimates of the unemployment
(employment) rates were not anticipated. As indicated in Table II.4.2, the average error in
the unemployment ~ a s about four tenths of a
percentage point which, of course, still represents an average relative error of seven to ten
per cent,

in linkage with the labor sector. Second, we
illustrate use of a large scale model to produce
estimates of "potential" output in contrast to
the "instant" GNP estimates cited in Section I.
Nevertheless, we may be justly criticized forattempting to squeeze more information from the
model than its preliminary status justifies.
Although we obtained a relatively modern version
of the model around the first week in December,
this version is certain to be a rare vintage by
the publication date of these Proceedings. Our
use, interpretation, and presentation of the
model reflect our primary concern with the labor
market.

The estimates of manhours and employment
projected at "full utilization" belong to the
class of "instant" estimates discussed in Section
I. That is, the price ratios in the manhours
equation were frozen at their historical values
and an estimate of preferred capacity output replaced the output polynomial, Equation 1,10 was
modified to be

n

2.

The financial, investment, consumptioninventory and income sectors of the FRB-MIT model
are discussed in the paper by de Leeuw and Gramlich
[5], 1/ The model constructed for our simulation
experiment incorporates these four sectors with
the labor market equations presented in Section
II. All prices are frozen at their historical
values. The initial simulation is for the
sample span 58I-64IV which is well within the
spans of estimation of the model equations.
Lagged values of the endogenous variables are set
equal to their historical values. Annual "snapshots" of the ratios of the pseudo-realistic
estimates of selected variables to the actual
values are listed in Table II-2. The good performance of the model is no~expected since the
use of the actual lagged values of the endogenous
variables prevents cumulation of errors. As in
other models, the change in nonfarm inventories
is difficult to replicate and some difficulty is
also apparent for equipment investment at the
beginning of the period.

I

+ }::'.
1
(1. 10')

where O* and (0/0c)* are output and utilization
projected for preferred utilization of the capital facilities. The preferred utilization rate
listed in column 6 of Table II.4.1 is a linear
interpolation of responses t~aw-Hill surveys
of manufacturers. The estimated weight polynomials should have compensated for any equal
proportionate bias in the reported levels of the
actual and preferred utilization rates.

3.

To isolate the most damaging equations, the
model was simulated with selected variables (both
singly and in combinations) set equal to their

INTEGRATION OF THE LABOR MARKET WITH A
PRELIMINARY VERSION OF THE FRB-MIT MODEL:
PSEUDO-REALISTIC AND HIGH EMPLOYMENT
SIMULATIONS
1.

Introduction

Dynamic Simulation--Variant B

In the more stringent dynamic simulations,
the model uses only the historical values of the
exogenous variables and the initial conditions of
the lagged endogenous variables. Preliminary
attempts at simulating Variant~ (frozen prices)
were not successful. The cumulation of errors led
to estimates of the endogenous variables well outside the range of variation of the historical
data. These results were apparently due to two
factors: (1) the close interdependence of most of
the sectors facilitated the transmission of errors, (2) the nonlinear format of many variables
magnified the impact of these errors.

As indicated in the fourth column of Table
II.4.1, a projected move to full utilization
would have produced an average increase in private manhours of about 10 per cent over the
sample period, The translation to total employment is presented in Table II.4.2. This increase
in manhours was accompanied by an increase in
average weekly hours that served partially to
offset the implied increase in employment.
Column 7 of the table indicates that, on the
average~ the employment force generated at full
utilization would just about absorb the labor
force that would be forthcoming at a projected
unemployment rate of four per cent.
III.

One-period Simulation--Variant A

l/ We are grateful to F. de Leeuw and E.
Gramlich for assistance in interpreting the flow
of the model. The simulations described here
used a modified version of the Fortran subroutines
programmed by M. Norman for the FRB-MIT project.

1/

We wish to emphasize at the outset that this
section has two rather modest aims. First, the
labor sector is joined to the rest of the FRBMIT model to detect possible sources of difficulty

1/ A glossary of the selected variable labels
used here, as defined by de Leeuw and Gramlich,
is attached to the end of this section.
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Table III.2.1
One-Period Simulation

1958

1959

1960

1961

1962

1963

1964

Y/Pg

.99

.99

.99

.99

1.00

1.00

1.00

Epd/Ppd

.93

.97

.95

.99

.98

1.01

1.01

Eps/Pps

1.00

.99

.98

.97

.98

1.01

1.01

Ei

1.13

.98

1.37

.49

.96

.93

.99

Ecdr

1.01

.99

.99

1.00

1.02

1.01

.99

Cn/Pcn

.99

1.00

1.00

1.00

1.00

1.00

1.00

Yh

.99

1.00

.99

.99

1.00

1.00

1.00

Ye

.97

.95

.95

.95

.98

.98

1.01

Tfp

1.00

.98

1.01

.98

1.01

1.00

1.00

Tfc

.96

.95

.94

.95

.99

.97

1.01

Ukm

.98

.99

.97

.97

1.00

.98

.99

Wcnb

1.00

1.00

1.00

1.00

1.00

1.00

1.00

Lfc

1.00

1.00

1.00

1.00

1.00

1.00

1.00

M

1.00

.99

1.00

1.00

1.00

1.00

1.00

Lu

.97

1.07

.98

.99

1.02

1.00

1.05

Lu*

.99

1.05

.99

1.01

.99

1.00

1.05

oc

.98

1.01

1.01

.99

.. 99

1.00

1.01

1.01

.98

.99

1.00

1.00

1.00

.99

-1!L

0/0c

ll

Ratio pseudo-realistic to actual (annual average) - variant A

i

i

!/
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TABLE III . 3, l
Pseudo-Realistic Dynamic Simulation
1961

ID

a

Y/Pg
Epd/Ppd
Eps/Pps

491. 6
27.38
16. 92
-.542
25. 36
277. 0
410. 7
47.54
41. 61
20.67
.730
2.504
70.24
98.4 7
7. 61
6. 65
549.4
. 787

Ei
Ecdr
Cn/Pcn
Yh
Ye

Tfp
Tfc

Ukm
Wcnb
Lfc
M

Lu*
Lu
oc
0/QC

JI

1962

b
0.99
o. 98
0,97
-. 32
0.99
0,99
0,99
0.95
0,98
0,95
0.93
1.00
1.00
1.00
1.03
0.99
0.99
1.00

a
522.9
30.17
17.32
3 .644
27.08
285.8
436.8
53. 12
45.06
22.47
. 754
2.584
70. 74
101. 3
7.04
6.02
555.0
• 828

1963

b
0,99
0.95
0,96
o. 68
0,99
0.99
0,99
0.96
0.99
0,99
0.92
0.99
1.00
10.0
1.05
1.08
0.98
1. 01

Dynamic estimate (annual average)

a

l/
. 1964
a

a

b

545.9
34. 67
17.52
4.398
28. 91
296. 0
462. 7
54.89
48.55
22.56
. 752
2.673
71. 93
103.3
6.57
5. 70
568. 7
.847

0,99
1. 02
0,98
0.85
0,98
0,99
o. 99
0.92
1.00
0,92
0,90
0,99
1.00
1.00
0. 99
1.01
0,97
1.02

575,6
39.34
18. 75
6.027
31.91
311.4
492. 7
62.87
46. 64
25. 10
. 768
2. 774
72. 97
105.0
6. 28
5.57
603.7
.844

+
b

um

us

0.99
1.02
0,98
o. 93
o. 96
0.99
0.99
0,94
0.99
0,95
0.88
0. 98
1.00
0.99
1.09
1.08
1.01
0.98

. 866
. 049
. 734
• 355
.554
.870
. 803
. 852
. 575
. 670
.871
. 744
. 018
.189
• 291
.239
• 386
.017

. 000
. 353
.021
.000
. 346
. 046
. 007
. 045
.077
• 055
.103
. 224
. 000
. 038
. 000
. 075
. 132
. 060

+
+
+

variant]

= Ratio of a to actual magnitude

b

TABLE III • 3, 2
Dynamic Simulation

ID

Y/Pg
Epd/Ppd
Eps/Pps
Ei
Ecdr
Cn/Pcn
Yh
Ye
Tfp
Tfc
Ukm

Wcnb
Lfc
M

Lu
Lu*
oc
0/0C

ll

1/

1958

1959

1960

1961

1962

1963

1964

• 98
. 89
• 99
1. 79
. 99
. 99
• 98
• 98
. 99
.96
• 98
1. 00
1.00
1.00
. 95
. 99
,97
1.02

. 97
.90
. 94
• 17
. 93
. 97
• 97
• 89
• 94
.88
. 91
• 99
1.00
.98
1. 17
1.14
. 95
1. 01

• 97
• 93
• 90
1. 26
• 90
. 96
• 97
.90
• 97
.89

.96
• 99
.89
• 67
.88
. 96
. 96
. 88
. 94
.86
.85
• 99
1.00
1.00
• 92
.97
.89
1.07

• 97
.96
• 90
• 81
.88
.96
• 97
.90
• 97
.91
.84
• 98
1.00
1.00
1.08
1.03
• 92
1.04

.97
. 99
• 94
. 79
.88
. 97
.98
.86
• 97
. 85
.82
• 98
1.00
• 99
1.09
1.09
• 95
1.01

• 98
1.00
• 96
• 94
.86
• 97
• 97
• 89
. 96
• 90
.81
• 97
1.00
. 98
1.18
1. 22
1.00
• 97

• 92

• 98
1.00
1.00
• 98
1.00
. 91
1. 06

Ratio pseudo-realistic to actual (annual average)

70

variant]

~

post values, Although it can be very misleading to identify a particular equation as a primary
source of error, some of the equations provided
more convenient points at which to stop the
transmission of errors. The final version se~
lected for simulation bears a close resemblance
to demand models of the economy published elsewhere. In addition to the price deflators, the
financial sector was made exogenous since the
model was particularly sensitive to errors in the
corporate bond rate, mortgage rate and the dividend yield, In addition, it was necessary to
freeze expenditures for residential construction
and consumer expenditures on autos and parts.l/

Chart I!I,J
ONP(S), OYNAIIIC SIIIUJJ.TION

, Billions
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6

Another powerful influence appeared to be
the selection of the particular initial conditions, Table III,3,1 and III.3,2 present annual
snapshots of the model (Vari3nt B) for the sample
spans 61I-64IV and 58I-64IV. The pseudo-realistic estimates for the span 61I-64IV (Table III.
3.1) are reasonably good. Although the f i r ~
differences of the endogenous variables resembled
the movements of the historical values, there is
a persistent tendency to underestimate the level
of final demand,

introduced into the model is the erratic estimate
of the materials utilization index, This equation is particularly volatile since its determinants are such variables as the first difference
in inventory investment and consumer durables
which did not perform too well in Variant~-

To assist interpretation, three descriptive
statistics are listed in the last columns of
Table III.3,1. The sign± indicates the direction of mean bias over the sample period, The
um and us statistics are decompositions of
Theil'sinequality coefficient [28]. This coefficient can be decomposed into three indices
that indicate the proportion of error due to
unequal means (um), unequal standard deviations
(Us), and imperfect covariation (UC) of the
actual and predicted series, The two statistics
presented in the table are the proportions of

4.

Simulation at High-Employment-Variant B

In this section, we use the model for some
fiscal policy experiments at simulating the movement to and along a high employment path. It
does not necessarily follow, of course, that a
model that provided reasonable~ post predictions
of the endogenous variables is well suited for
this purpose, The autoregressive structure of
some of the equations in the model (e.g., hours
in the labor sector) may provide adequate predictions but may not allow for the response to hypothetical changes in the "true" determinants of
the variables, Nevertheless, it is of some interest to compare the response of the model to
the estimates of "instant" GNP cited in Section 1•

inequality(~+ Us+ Uc= 1) that Theil suggests
measure "systematic" errors of forecast, These
statistics are primarily useful here as an economical way to visualize the movements of individual estimates without resorting to a large
number of graphs. The general tendency for a
mean bias in the estimates is indicated by the
large proportion of error assigned to um.
Two notable exceptions are equipment expenditures
and consumer durables where the us statistic
accounts for about one-third of the errors over
the sample span.

First, the full employment condition is added
to the model.
Lu

By comparison, starting Variant Bin the
first quarter of 1958 produced much worse estimates of the variables. Of primary interest
here is the transmission of errors to the labor
sector. One primary entrance to the labor sector is through the capacity equation. Errors in
the fixed equipment estimates have a persistent
cumulative effect since capacity is defined as
a weighted finite summation of past vintage installations. A future source of difficulty for
the compensation rate equation when prices are

.04,

where ,04 is the rate of unemployment selected to
define "potential" output. The instrument selected by our policymakers to effect the move to
full employment is an equal percentage cut in the
corporate and personal income tax rates. The
particular programming of this instrument allowed
for a zero floor on the tax rates but a ceiling
of only 10 per cent above the historical values
of the rates. Thus, unemployment rates below 4
per cent may be observed since the planners were
not able to raise rates much above the historical
values, This is not a particularly realistic
simulation, There are no smoothing constraints
on the tax rates SQ the rates may fluctuate from
0 per cent to 110 per cent of the historical
values in two successive quarters, thus

l/ We emphasize that at this stage we are
not in a position to judge "good" or "bad" equations,but that the model seemed particularly
sensitive to errors emanating from these equations,
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Table III.4.1
Tax Cut Simulation: Corporate and Personal Income!/
1962

1961

1963

a

b

a

b

a

Y/Pg
Epd/Ppd
Eps/Pps
Ei
Tfp
Tfc

539. 0
34.00

M

102.2
5.16
551. 1
. 864

1. 10
1.24
1.05
-13. 0
.11
.22
1.04
. 68
1.00
1. 10

562. 8
36. 15
21. 12
6.08
55.3
28.6
106.2
3.90
594. 7
.840

1.08
1.20
1. 22
1. 67
1.23
1.27
1.05
.55
1.07
1.01

604. 8
39.53
21. 97
5.21
29. 6
18.6
107.5
4.00
642.1
. 838

17. 78
7.07

4.7
4.6

Lu
oc

o/oc

1964

a

b

637.2
42.49
24. 26
7.31
36.4
23.5
108.9
4.00
677. 0
.840

1. 11
1. 14
1.25
1.18
. 61
.82
1.04
. 61
1. 13
. 99

b

1.17
1.08
1.29
1.21
. 78
. 94
1.04
• 64
1. 12
1.00

Tax cut estimate
Ratio of~ to dynamic pseudo-realistic -- variant B

]) a
b

Table Ill.U.2
Tax Cut Simulation:

a

ID

b

a

b

a

b

b

a

a

1964

1963

1962

1961

1960

1959

1958

Corporate and Personal Income!/

b

a

b

a

b
1.07

Y/Pg

482.7

1.10

516.5

1.12

515.2

1.09

559.3

1.17

572.2

1.12

585.5

1.09

608.6

Epd/Ppd

27. 79

1.24

33.50

1.34

30. 07

1.04

32.10

1.16

33.90

1.11

36. 70

1.08

37.96

0.99

Eps/Pps

17.39

1.05

19.76

1.29

20.97

1.34

20. 79

1.34

22.53

1.39

21.31

1.26

20. 73

1.13

Ei

0.611

-.37

7.076

8.33

0.020

0,00

7.531

6. 61

2 .573

0.59

2 .204

0.54

2.549

0.42

Tfp

00.4

0.01

35.7

0.97

39. 5

1.02

9.43

0.23

52.84

1.21

58.90

1. 25

30.16

0.66

Tfc

00.8

0.05

20.8

1.05

21. 7

1.14

6.7

0.36

27.5

1. 32

28.4

1. 36

16.5

o. 70

M

97.3

1.03

103.3

1.06

104.2

1.04

103.5

1.04

106.4

1.05

109.1

1.07

109.4

1.05

Lu

5.43

0.84

3. 67

0.58

3. 70

0.68

4.38

0.71

3.85

0.65

3.32

0.54

3.78

0.63

oc

512.7

1.00

529.6

1.08

575.3

1.49

578.4

1.16

578.6

1.10

590.0

1.07

596.8

1.00

.827

1.10

.866

1.05

. 793

0.93

.859

1.02

.877

1.02

.884

1.05

.906

1.08

0/0c

1/ a

=

Tax cut estimate

b = Ratio of~ to Dynamic pseudo-realistic - variant B
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introducing rather violent shocks to the model.
Also, it is not realistic to assume the planners
can accurately project the liabilities required
to maintain "full" employment.

constructed as a weighted average of past investment installations.,2./
The lag structure of the model produced a
sort of "rolling" adjustment in the tax rates.
The initial burden of achieving high employment
rests on the income tax since the investment impact of the corporate rate does not begin until
the next quarter. Then as the direct and induced
effects of the tax reduction elicit a strong response in capital spending the tax rates are
forced above their historical values in an attempt
to hold the economy at 4 per cent unemployment.
To reduce this rolling adjustment in the rates, a
final experiment was tried for 58I-64IV with the
entire burden of adjustment assigned to the personal income tax rate (Table III.4.3). Here
there was much less fluctuation in the personal
income tax rates: the average rate reduction was
30 per cent. This does not indicate the rather
substantial recoupment of revenues by the corporate income tax throughout the period. In the
absence of the direct effects of reductions in
the corporate tax rate on equipment spending, more
of the investment response is carried by residential structures.

Annual snapshots of the generation to full
employment for the periods 61I-64IV and 58I-64IV
are presented in Tables III.4.1 and III.4.2. The
tax rates were cut by an average of 45 per cent
over the 61-64 span and 35 per cent over the
58-64 s p a ~ Due to the higher income elasticity
of the corporate tax base, there was much more
recoupment evident for the corporate profits tax
than the personal income tax. It took about four
quarters to climb on a high employment path due
to the zero floor restriction on the tax rates.
An interesting feature of the tax experiments is the relative strength of fixed investment demand in the face of persistently low
levels of utilization. One interpretation is that
there is a strong substitution effect from the
reduction in the costs of capital in addition to
the induced output effect. However, the interactions of actual and potential output are not
strongly evident in Variant B. The linkage from
investment to potential output (i.e., capacity)
is explicit. The transmission of the reverse
interaction of potential output on actual output
through supply pressure on prices was deleted
from these simulations. Nevertheless, it is
difficult to see how the impact of low utilization rates will be effectively transmitted to
the investment sector. One difference in specification is that while capacity is assumed proportional to a distributed lag of past outputs
in the investment sector, our estimate is

Comparison of the results of the alternative
tax programs is not altogether appropriate since
the programming did not allow the policy planners
to maintain a consistent 4 per cent level of unemployment. Nevertheless, the difference in the
level and composition of final demand in the experiments at high employment illustrate the point
in Section I that "potential" output generators
should specify the method used to climb out and
stay on a potential output path. "Potential"

TABLE III , 4, 3
Personal Income Tax Cut Simulation ]j
1958

ID

a

Y/Pg
Epd/Ppd
Eps /Pps
Ei
Tfp
Tfc
M

Lu
oc

o/o'

ya
b

480,0
27.07
17.02
1.42
0.4
23.0
98.5
4.96
519. 3
. 813

1959
b

1.09
1.21
1.03
-0.3
0.01
1. 18
1. 04
.76
1.02
1.08

a
508. 9
30.16
18.44
5,01
29.4
24, 6
102.4
4. 00
542.3
• 831

1960
b

1. 11
1. 20
1. 21
5.9
0,80
1. 25
1.05
, 63
1. 11
1.01

a
529. 7
30.69
20, 59
3. 77
26.6
25.3
104. 3
3. 67
5 70. 9
.823

1961
a

b

1. 12
1. 11
1. 31
0,9
0.69
1. 32
1,04
. 67
1. 18
0. 96

1962
b

544.6
29. 91
21.06
3, 77
31. 7
26. 0
104.4
4.02
581, 3
.832

1. 14
1.08
1. 36
3.3
o. 79
1. 38
1.05
. 65
1. 17
0,99

a
566. 3
31. 64
21. 75
1.47
43.3
26.0
106.2
3.92
578.8
.867

1964

1963
b

1.11
1. 04
1.34
0.3
0.99
}. 25
1.05
.66
1.10
1.01

a
579.9
35. 26
20,92
3. 95
57. 7
25.5
108.1
3. 75
5 72. 5
• 901

b

1.08
1.04
1. 24
1.0
1. 22
1.22
1.06
. 61
1.04
1.07

a

b

596. 7
38,93
20.51
1.88
44.9
26. 7
109.3
3.84
574.3
. 922

1. 05
1. 01
1. 12
o. 3
0.98
1.13
1. 05
. 64
0.96
1. 10

Tax cut estimate
=

Ratio of~ to dynamic pseudo-realistic -- variant

l!

4/ These whopping reductions in the tax rates
result from the effort to immediately generate to
full employment at the beginning of the period.
As a result, zero tax rates were produced for the
first three or four quarters of the simulation.
Eventually we hope to gather the data necessary
t o ~ from a full employment quarter.

,2./ The two constructions are theoretically
equivalent given the interpretation of the investment equation in [l). Although the relation of
equipment expenditures to new orders is modified
to reflect supply pressures, perhaps the new
orders response should allow for a direct impact
of abnormal levels of capacity utilization.
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TABLE III.4.4
GNP GAP As Per Cent of "Potential" GNP

OWN-Alf

OWN-B

11

OKUN]/

KNOWLES

1959

7.8

6.4

4.4

6.1

1960

5.3

7.9

4.8

6.9

1961

11.1

8.7

8.0

8.3

1962

7.4

6.5

4.7

7.1

1963

5.9

5.0

n.a.

n.a.

1964

4.6

2.7

n.a.

n.a.

ll

1/ Source-Table III.!1.2
Source-Table nr.1..3
]/ Source-(17], p. 125

71./

output is not defined apart from specification
of the policy instruments used to effect a
hypothetical increase (decrease) in final demand.

Glossary for Section III
y

Pg
Epd

Table 111.4.4 compares the relative GNP
"gap" estimates implied by Tables 111.4.2 and
111.4.3 with relative gap estimates produced by
two single equation estimators. There is a
close similarity between the 0wn-B estimate and
the Knowles estimate but the ~ i c a l estimates
of the simulation experiments should be considered only rough approximations. It is difficult to predict the probable effect of "thawing" the variables held constant in Variant B.
Freezing residential and auto expenditures reduced the multiplier effects, but releasing the
prices will serve to dampen the expansion in
real demand, This is particularly true for
consumer demand where disposable income is
deflated by current prices.

Ppd
Eps
Pps
Ei
Ecdr
Cn
Pen
Yh
Ye

Tfp
Tfc
Ukm
Wcnb
Lfc

The simulation experiments also suggest
that the "instant" estimates of employment demanded at full utilization presented in Section
II can be rather misleading. For example, in
Table 111,4.3, the growth in capacity outstripped the growth in business output during
much of the period and reached a value consistent with "full utilization" only near the
end of the period following the dampening of
the expansion in equipment investment,

M

Lu

GNP, current dollars
Implicit deflater for GNP
Expenditures on producers' durable
equipment
Implicit deflater for producers' durable
equipment
Expenditures on producers' structures
Implicit deflater for producers' structures
Nonfarm inventory investment
Consumer expenditures on durables, except
autos and parts
Consumer expenditures on nondurables and
services
Implicit deflater for consumer nondurables
and services
Personal income
Corporate profits before tax (not including
IVA)
Federal personal taxes, liability basis
Federal corporate profit tax accruals
Utilization rate for materials industries
Private nonfarm compensation per manhour
Civilian labor force
Private nonfarm manhours, A.R.
Reported civilian unemployment rate
Adjusted total unemployment rate
Capacity estimate of gross business product
Capacity utilization rate
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A MODEL OF THE MORTGAGE MARKET AND RESIDENTIAL CONSTRUCTION ACTIVITY l
Gordon R. Sparks, Bank of Canada and Queen's University
that the precentage change in each period is
proportional to the percentage difference between the equilibrium value and the initial value.
Solving the above equation for the equilibrium
rent, PR*, we obtain a relationship of the form:
log PR*= b - b log K/HH + b log Y /HH
1
0
2

In this paper, we outline a model of the residential construction sector of the U.S. economy
designed to measure the impact of monetary
policy on building activity operating via the
supply of mortgage funds by financial intermediaries. The basic structure of the model
is described in the flow diagram shown below.
The rental cost of housing services is determined by the demand variables, income and
the number of households, together with the
predetermined stock of available housing.
The price per unit of the stock of houses is
then determined by the return on investment
in housing as reflected in the relationship
between rent, the mortgage interest rate, and
the expected future rate of change in the price
of houses. The volume of new housing starts
is, in turn, determined by the price of houses
together with construction costs. Decisions to
start new units then generate a flow of expenditures which feed into the stock of available
housing.
The mortgage interest rate depends on the
demand for mortgage loans, which is determined by the price of houses, housing starts
and the stock of houses, and the supply of
mortgage loans by the Federal National
Mortgage Association and financial intermediaries. The supply of funds by private
institutions is in turn determined by the volume of savings deposits, the mortgage rate,
the corporate bond rate and the FHA- VA
ceiling rates.

+ log
Thus we have
log PR =

PC
(log PR'~ - log PR_ )
1

= '2rbo - 2(b l log K/HH

+

)'bz log y /HH

- If log PR_ i/PC
The regression results obtained by fitting this
relationship to quarterly data for the period
1952-65 are shown in Table 1. Because of the
indication of serial correlation in the residuals
provided by the Durbin- Watson statistic, the
equation was ree stimated usi~g the procedure
suggested by Hildreth and Lu . The residuals
were assumed to be generated by a first order
autoregressive scheme of the form

ut =

f' ut-1

+ et

where the et are well-behaved. The parameter
/0 was estimated by scanning within the range
- 1 to +1 and choosing the value which yielded the
minimum residual variance. The results in
either case are not particularly encouraging
although the variables enter with the expected
signs. This is perhaps not surprising given the
small amount of variance in changes in the rent
index.

I The Demand for Housing Services
Following an approach similar to that of
Muth 2 , we assume that the flow of housing
services is proportional to the constant dollar
value of the stock of housing, so that the demand
relationship can be formulated in terms of a
desired stock, which is assumed to be determined by the following relationship:
log K/HH = ao - a1 log PR/PC + az log Y /HH
K
stock
HH
number of households
y
real disposable personal income
PR
rent index
PC
price index for consumption
goods
A series for the stock of houses was obtained
by accumulating the value of starts in constant dollars, assuming an average lag from
start to completion of six months. A constant depreciation rate was used to convert old
houses to new house equivalents.
In order to allow for a lag in the adjustment
of rents to their equilibrium value, we assume

II Housing Starts
Decisions by builders and investors to supply
housing services by constructing new dwelling
units are assuined to depend on the profitability
of investing in housing as measured by the price
of houses relative to construction costs. In
view of the lack of adequate data on the price of
houses we substituted for this variable the ratio
of rents to construction costs and mortgage
interest rates. In any event, it is likely that
mortgage credit conditions impinge on starts
directly, as well as via their effects on the
price of houses, in view of the importance of the
availability of forward commitments to supply
mortgage funds. To the extent that commitments are available only on unfavourable terms,
the saleability, on completion, of owneroccupied houses is reduced as is the rate of
profit from investing in rental units. Since a
builder generally seeks a commitment for
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CHART 1
FLOW DIAGRAM OF THE HOUSING AND MORTGAGE MARKETS
Income,
No. of
Households

l
.J

Rent

Construction
Costs

,,
Expected rate
of change
of price
of houses

J,

Price
of
Houses

,-,
'

...

Housing
Starts

I'

,\

Corporate
Bond
Rate

H
~

f------1

l
.,

FHA-VA
Ceiling
Rates

Stock
of
Houses

Mortgage
Interest
Rate

Supply of
Mortgage Funds
by Financial
Intermediaries

1~

'

Supply of
Mortgage
Funds by
FNMA

T
Savings
Deposits

Table l
Rent Index
(Dependent variable:

y
HH

K
HH

PR_ 1

CONSTANT

A log PR)
-2
R

du

D. W.

PC

• 0121
(. 97 4)

-.0444
(-2. 69)

-. 0625
(- 3. 08)

• 0691
(4. 72)

• 0082
(. 481)

-.0370
(-1.60)

-. 0774
(-2. 47)

• 0620
(2. 86)
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• 552

.0025

1. 12

• 0022

1. 71

•4

permanent mortgage financing from a financial
institution before construction is begun and is
generally required to do so in order to obtain a
short term construction loan from a commercial bank, the supply of such commitments is
likely to have an important impact on housing
starts. 4
For purposes of statistical testing, our
basic hypothesis concerning the determination
of starts can be expressed as follows:
log (HS/PB)t = b + b log (PR/PB)t
0
1

+b2

log RMt

+b3

6

XPB(A)
t

=

L
i=l

(6 - i>"

f

(6-l

j=l

Ca.

- 2. 207 log RMt-l
(-5.05)

+

log PB

.

value of housing starts, seasonally
adjusted
PB
Boeckh index of construction costs
rent index
PR
RM
conventional mortgage yield 5
RG
minimumf average of FHA and VA
ceiling rates
kRM
k = ratio of average ceiling rate to
RM in third quarter of 1958
(. 88551)
The variable RG is introduced to allow for the
effect on the supply of funds of the ceiling rates
applied to government insured and guaranteed
mortgages. It is assumed that the ceilings
ceased to be an effective constraint when the
ratio of the average ceiling rate to the conventional rate reached the value which obtained in the third quarter of 1958. A distributed lag function of past changes in
construction costs is used as a proxy for the
expected future rate of change of the price of
houses. Given interest rates, the relationship
between rent and price should also reflect
expected future capital gains. The weights in
the distributed lag were assumed to lie along a
polynomial of the form 6 :

+

6

(6-j)2

III The Mortgage Market
This section outlines equations determining the
mortgage interest rate. Because of the importance of the availability of forward commitments
to supply mortgage funds by financial institutions,
supply equations are formulated which relate the
volume of mortgage loans plus commitments held
by financial intermediaries to their deposit
liabilities and interest rates. A logarithmic
stock adjustment model of the following form is
used:
log M = ~ log M* + (1 - ~) log M_ l
where M is the stock of mortgage loans, The
desired stock M* is assumed to be a logarithmic
function of the conventional mortgage yield
(RM), the FHA- VA ceiling variable defined
above (RG), the AAA corporate bond rate (RB)

. 3

(6- J)

j=l
j=l
This polynomial is chosen to satisfy the following three constraints:
.IS i
0 at i
6

=

=

d.8 = 0 at i. = 6
di
6
2,6'i = o( + o(
i=l
1
2

I

50,468 XPB( 3 )
(2. 98)

-2
R
= • 562
cl u = • 069
DW
= • 682
All the variables enter significantly with the
expected signs although the shape of the lag
distribution on the rate of change of construction
costs is difficult to rationalize. The sum of the
coefficients is positive as predicted by the theory
but the distribution has a negative tail. When the
equation was rerun dropping XPB(2), a lag
distribution of the expected shape was obtained
with declining positive weights, while the
coefficients on the remaining variables changed
only slightly.
In view of the low value of the Durbin- Watson
statistic, the Hildreth-Lu procedure was applied.
However, the minimum value of the residual
sum of squares was obtained at ,P = 1 and this
result was considered unsatisfactory.

(6-i)2

L

1. 996 log RGt-l
(5. 32)
49. 046 XPB( 2 )
(-2. 56)

t-1

HS

1

A=Z,3

log RGt

i=l

,Bi = o(

t-i

The following results were obtained using
quarterly data for the period 1952-1965=7
log (HS/PB)t = 2. 081+ 1. 531 log (PR/PB)
(7.83) (2.97)
t-1

6

+r.iei

~ log PB

The parameters o( and o( are estimated by
1
including the following two 1 '7\.lmon" variables
in the regression:
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and the volume of savings deposits (SD). Equations are presented in Table 2 for Savings and
Loan Associations, Mutual Savings Banks, and
Life Insurance Companies. The supply of funds
by the Federal National Mortgage Association
is assumed to be exogenous.I
Preliminary experimentation in the case of
Savings and Loan Associations failed to detect
any interest rate effects, but this is not surprising since these institutions are highly
specialized in mortgage lending. Because of
the high serial correlation in the residuals the
equation was rerun using the Hildreth-Lu
procedure. Interpreting the coefficients obtained in the stock adjustment framework, yields
a speed of adjustment coefficient of 1 - • 5529 =
. 4471 and an elasticity of desired mortgage
holdings with respect to savings deposits of
• 4666/. 4471 = 1. 17. Since a value of the latter
parameter above unity seems unreasonable, the
equation was rerun constraining it to be unity.
As shown by the results in Table 2, significant interest rate effects were obtained in the
case of Mutual Savings Banks. Although the
conventional mortgage yield did not enter
significantly, the FHA-VA ceiling variable and
the corporate bond rate did obtain significant
coefficients. The Hildreth-Lu procedure was
again applied to take account of serial correlation in the residuals.
Similar results were obtained for Life
Insurance Companies. In this case, however,
the conventional mortgage yield performed
better than the FHA- VA ceiling variable and
some additional explanatory power was obtained
by including the lagged corporate bond rate.
The equations for both Mutual Savings Banks
and Life Insurance Companies yielded steady
state elasticities of mortgage loans with respect
to savings deposits well in excess of unity. This
might be caused by an upward bias in the estimate
of the coefficient on the lagged dependent variable
in the presence of serially correlated errors
although one might expect the Hildreth-Lu
procedure to reduce this bias. Attempts to
constrain the deposit elasticity to be unity
yielded unacceptable results. We also tried
dropping the lagged dependent variable and
estimating the distributed lag effects with the
technique suggested by Shirley Almon, but
similar steady state elasticities with respect to
savings deposits were obtained.
Given the total supply of mortgage funds, the
mortgage rate is assumed to be determined by an
adjustment equation in which the change in the
mortgage rate is a function of the deviation of the
equilibrium rate from the actual rate. Assuming
that the ex post quantity lies on the supply curve,
the equilibrium rate becomes a function of the
supply and the demand-determining variables.

Thus we postulate the following relationship
log RMt = ~ (ao + a1 log IUCt + a 2 log Kt
8
+ a 3 log Mt+
o(i log PBt-i)

2

i=O

+ ( 1 - ~ ) log RM

t-

l

rue

inventory under construction, current
dollar s (HS + HS_ l)
K
stock of houses, constant dollars
supply of mortgage funds by financial
M
intermediaries and FNMA
PB
Boeckh index of construction costs
RM
conventional mortgage yield
Since commitments are included, demand is
assumed to depend on the value of the inventory
under construction as well as the stock of
completed houses. Since changes in the market
value of the existing stock are likely to be reflected in the demand for mortgages only with a
considerable lag, we use the stock in constant
dollars together with a distributed lag function
of the price of houses as measured by the
construction cost index. The coefficients were
estimated by constructing the variables PB( 2 )
and PB(3) by the modified Almon technique
discussed above.
The regression results are shown in Table 3.
The Hildreth-Lu procedure was again applied to
allow for serial correlation in the residuals.
Since the two Almon variables were highly
collinear, PB( 2 ) was dropped. The resulting
lag distribution involves a pattern similar to the
Koyck type, with the weights declining monotonically.
IV Conclusions
In general the statistical results reported above
suggest the usefulness of the theoretical framework used. However, further work is clearly
needed particularly in the case of housing starts.
The high degree of serial correlation in the
residuals from our fitted equation suggests that
some important variables have been omitted.
Further work is being done on this problem and
simulation experiments are being carried out to
test the validity of the model as a whole.
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DISCUSSION
Daniel B. Suits, The University of Michigan
is, their work has been largely devoted to
analysis of the supply and demand for money, the
implications of variation in free reserves, and
related phenomena. This is praiseworthy work,
but it cannot stand alone. In my opinion, they
would have been better advised to build carefully
back from the real sector toward the more fundamental monetary factors, taking full account of
the complexity of each link as they went.

One of the great deficiencies of most econometric models has been their treatment of monetary phenomena. Whether this is because monetary
effects a:re really very small, or because the
actions of moneta.T'J authorities are highl:r correlated with changes in the real sector, or because
model builders have been looking for monetary
phenomena in the wrong way or in the wrong place,
the fact remains that monetary variables play a
minor role,

It is not, after all, essential that one
reduce monetary policy to the level of open
market policy and reserve ratios in order to
formulate useful conclusions. Our Michigan Model
of the U.S. economy has more equations in the
financial sector than the FRB-MIT model, but
these equations represent estimates of the links
back from the real sector to monetary phenomena,
and detailed institutional relationships, The
links never reach to such basic factors as
reserves and open market policy. We must use the
3-month Treasury bill rate as a barometer of
monetary policy, rather than the more basic
policy tools. A target bill rate, for example,
mu.st serve as a forecasting proxy for Federal
Reserve monetary policy, and financial multipliers
show the effect of monetary policy only after it
shows up in the bill rate.

The efforts of the Federal Reserve-MIT
group to pursue the matter of monetary effects
is, therefore, important and praiseworthy. They
have made a fine beginning and it will be interesting to see what they ultimately come up with,
but the task is not yet complete and if there is
one major criticism of their paper it is its
premature nature, One would suppose that the
first priority in research on the impact of
monetary phenomena would be the links between
money and the determination of rates of real
output and employment. That is, to have any
real effect money and monetary phenomena must
somehow impinge on production decisions, investment decisions, consumer demand, or some other
behavior. If the points of contact are well
represented, the effects of monetary policy show
up in the model. If the points of contact are
poorly represented, the implications of monetary
policy will be distorted or even fail to appear.

Ultimately, of course, we need the whole
picture, and must be able to trace out the implications of open market policy itself, but this
will have to await a more complete model than the
one before us.

It is in this respect that the incompleteness of the present form of the model is most
clearly marked. The best example is the equation representing housing demand. If anything
was clear durincs the "credit crunch" of 1966, it
was that the heavy decline in residential construction was primarily the result of the imposition of ceiling rates on the interest payable on
savings and loan shares, and the easing of
ceilings on savings deposits at commercial banks.
The resulting change in earnings differential
drastically reduced the flow of savings into
Savings and Loan Associations and resulted in a
sharp cutback in available mortgage funds.
Since this institutional detail is not embodied
in the FRB-MIT model, it cannot reproduce the
principal effect of one of the severest credit
restrictions to occur in years.

In addition to their exploration of the
financial sector, the authors have constructed
their real sector along lines that are markedly
different from those usually found. This is most
noticeably the case of consumer demand. The distinction between "consumption" meaning literally
the using up of goods and "consumer expenditure"
is well recognized. In an econometric model it
is, of course, the latter that is important, and
whether anything is really gained by approaching
it via the former is an open question. I am,
incidentally, surprised that more careful investigation was not made of possible relationships
between interest rates and consumer spending.
Experience of the last couple of years suggests
that the continuation of unusually high household
savings rates may be partly the result of the
unusual competition among thrift institutions for
household funds.

The authors of the FRB-MIT model are fully
aware of the institutional nature of the phenomenon, Indeed they refer to it themselves, and,
I am sure, fully intend to rectify the situation
ultimately. My point is that given the poor
coupling between money and real factors, any
multipliers, simulations or other calculations
performed with the model are of highly questionable validity.

The allocation of their consumer expenditure
among different items is made to depend on bond
yields in a way that I find unconvincing, but
there is no way for interest rates to affect the
total, given disposable income.
In any case, as the authors point out, some
of their simulation results depend heavily on the
round-about formulation of their demand equations, and the experimental nature of this formulation should be kept in mind in evaluating them.

Instead of focusing their initial attention
on the links between the real and the money sectors of the economy, de Leeuw and Gramlich have
spent their major effort in building up the
basic part of the monetary sector itself, That
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these variables to do a vast amount of work.
In particular they must reflect income, population, the stock of houses and credit conditions.
This presumption would appear unreasonable in
view of the questionnable reliability of the rent
index and the probable inadequacy of the mortgage rate in reflecting the effects of sharp
shifts in flows of funds to financial intermediaries.

Mr. Sparks' model of residential construction activity and the mortgage market focuses
on a sector of the economy which plays an
extremely important role in the transmission of
monetary policy. I shall concentrate my remarks on the first half of the paper which deals
with typically the most troublesome aspects of
the problem - namely, the demand for housing
services and the volume of new residential
construction. The essence of this analysis is
contained in two equations: one explaining the
rental cost of housing services J the other the
real value of housing starts.

It would seem that more direct measures
of these effects should be introduced. Mr.
Sparks does include anotherfinancial variable
whose behavior depends in a somewhat complicated way on the FHA and VA ceilings. As
near as I can tell, however, this variable tends
to move like the mortgage rate itself. Since it
has a positive coefficient ( rough! y equal in
magnitude to the coefficient of the mortgage
rate), this could not be expected to reflect the
requisite credit availability effects. In fact, it
looks suspiciously like the effect of the mortgage rate washes out of the equation.

The first equation, which is obtained by
inverting an equilibrium relationship for the
desired stock of houses, makes the rental
price a function of income per household, the
stock of houses per household, and the lagged
rental price. The resulting equation does not
provide particularly strong support for the
specification. The variables do enter with the
correct signs but only the lagged rent is
statistically significant by conventional tests.
These difficulties may reflect the inadequacy of
the rent index (the paucity of good construction
statistics has long plagued empirical
researchers) but may also stem from other
shortcomings. For one, an underlying assumption of the equation is that the implicit rent on
owner-occupied housing is in equilibrium with
the rent index. This may or may not be the
case. Secondly, there are demographic
characteristics other than the number of households which may be of importance. It thus may
be desirable to use population and its characteristics explicitly as explanatory variables.
Finally, to some extent the number of households is a function of some of the same factors
which determine the stock of houses so a problem of simultaneity may exist.

Aside from this, a number of questions
can be raised about the appropriate form of the
dependent variable in an equation for housing
starts. The first is whether or not one should
explain the number of units and the value of
units separately or combine them as done by
Mr. Sparks. Second and more important, a
question arises about the appropriate level of
aggregation of the dependent variable. A useful
distinction might be made between owner
occupied and rental housing or since the data
permit it, between starts for single family and
multi-family dwellings. This is important
since there can be marked institutional differences between owners of single and multifamily dwellings. This can be reflected in both
differential tax considerations and differential
credit conditions. On the one hand, the owners
of single and multi-family dwellings may face
different mortgage rates while on the other,
the rates of return in the two types of housing
will be differentially affected by the tax provisions such as those for accelerated depreciation
These would seem to be important considerations for a model designed to evaluate fiscal
and monetary policies. In summary then, as
Mr. Sparks clearly recognizes, while he has
made a promising beginning in explaining
construction activity, there is need for further
work.

The second equation makes the value of
new housing starts a function of the rent index,
a mortgage rate, a proxy for the expected rate
of change of house prices ( vacancy rates might
be added to get at this) and another financial
variable to be discussed shortly. Viewed in
isolation, this equation performs reasonably
well by the usual criteria. Nevertheless, embedding an analogous equation in the full
Federal Reserve - MIT model reveals that the
model significantly fails to reproduce the sharp
drop in housing expenditures in 1966. This can
perhaps be explained on a number of counts.
While it has a nice theoretical ring to
posit that starts depend on prices and interest
rates, as an empirical matter we are asking
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SOME EXPERIMENTAL RESULTS IN MEASURING PURCHASE PROBABILITY FOR DURABLES,
AND SOME TENTATIVE EXPLORATIONS OF TIME-SERIES DEMAND MODELS
F. Thomas Juster*
hundred" (very slight possibility) option on the
probability scale for the C sample.

I. Introduction
The hypothesis that a quantitative measure of
purchase probability applied to particular durables provides a predictor variable that is superior to the traditional qualitative measure of
buying intentions or plans is by now a firmly
established empirical generalization,at least so
far as cross-sectional relationships are concerned. The initial test of this hypothesis was
conducted in July 1964.1 A capsule summary of
the results is shown in Table 1. Although the
sample size is small, the test was a carefully
controlled confrontation of competitive hypotheses. The evidence showed that buying intentions
add little or nothing to cross-section predictions based on purchase probabilities, while
probabilities make a highly significant contribution to the explanatory power of the intentions
variables [2]. Most of the gain is due to the
fact that purchase probabilities make a significant contribution to the explanation of nonintenders' purchases. Thus we turn to the question: what is the best way to measure the probability of purchase?

2. That the use of descriptive adjectives
should be minimized, since they simply increased the amount of noise generated by responses without adding anything to the quantitative descriptions. Both adjectives (very good
possibility, etc.) and quantities (O, 10, 20,
etc.) had been included on the initial experiment. Thus we designed the B scale, with purely
quantitative descriptions except for upper and
lower limits where unambigous adjectives (absolutely certain, absolutely no chance) could be
fashioned [3].
3. That probability statements would be more
accurate if respondents were first reminded of
the set of circumstances that ought to have
relevance to a probability judgment. Thus for
the D sample, the interviewer asked about assets
and debts, ownership of durables, satisfaction
with stocks of durables, income and income
changes, attitudes and expectations and so on,
prior to asking about the probability of future
purchases.

II. Experiments with Alternative Measures
of Purchase Probability

4. That greater accuracy would result if respondents were questioned about "expected expenditures" on a collection of all household
durables and appliances than if they were asked
about purchase probabilities for a list of individual items, with responses then summed.
Thus we included a question sequence (B sample)
designed to measure dollars of expected expenditures; mention of specific item was deliberately
avoided until after a total dollar figure had
been obtained.

A second series of experimental tests were
conducted at the Census Bureau in late 1965; the
experimental design consisted of a four-way
sample split incorporating alternative procedures for obtaining purchase probability data.
The choice of alternatives was constrained both
by a maximum allowable time per interview and by
a requirement of simplicity in the survey design.
Experiments were limited to those involving an
"answer card" from which respondents were required to select a response. We also attempted
to deal with household durables and appliances
in some kind of collective way rather than on an
item by item basis; the latter approach had been
used in the initial probability experiment and
has been customary in surveys of buying intentions.

This experimental design was not intended to
represent a collection of the most promising
untested ways of measuring expected purchases.
It was intended to represent a collection of the
variations that seemed most important to test
within the context of a very brief (seven-eight
minute) survey involving some kind of flash card
on which a probability scale could be described.
These are clearly ways of approaching this problem which were not explored in this set of
experiments and which may well be worth exploring.

The experimental sample consisted of 2,000
households divided into four randomly selected
subgroups, labelled A, B, C, and D. The hypotheses to be tested were:

Analysis of six-month reinterview data from th
the experimental panel turned up a problem that
had not been anticipated: If there is little
variance in the dependent variable, it's hard to
feel very confident that version A explains more
variance than B which explains less than C. Concretely, each of the four subsamples averaged
about 40 automobile purchases, of which roughly
two-thirds were used cars. Thus in some subsamples we were looking at approximately 15 new
car purchases out of four or five hundred households.

1. That a significant improvement could be
achieved by splitting up the portion of the
sample who reported zero purchase probabilities
into those with a true zero probability and those
with very low but nonetheless nonzero probabilities. Thus we included a "two chances in one

*NBER and Columbia University. This paper has
not been subject to the customary internal review procedure of the NBER.
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Even though insufficient variance in purchases
limited the usefulness of the six-month data, it
was necessary either to make a tentative judgment or to postpone the scheduled start of the
new operating survey (July, 1966). We opted for
the former; while samples of 15 or 20 actual
purchases are obviously unsatisfactory, they are
larger than samples of O. Most of the evidence
suggested that the purely quantitative (B) scale
with descriptive upper and lower limits had a
closer association with subsequent purchases
than the others. Hence this scale was selected
for the operating version of the purchase probability survey.

as the basic (A) scale embodied in the July 1964
experiment, but for used cars the quantitative
scale is vastly superior to any of the others
and the A scale appears to be virtually useless.
It is evident from the great disparities in
results for new and used cars that sampling
errors are relatively larger. This is the basic
reason for the selection of the "any car" results
as the best single criteria for determining the
probable ranking of the alternative scales. The
any-car category obviously has more variance than
either the new or used car categories, hence
there is a better chance that the probability
variables will show their true ranking in this
category. It is hard to see why there should be
much difference between new and used cars in the
degree to which the purchase probability variable
can distinguish prospective purchasers and nonpurchasers. There has never been any evidence of
a difference of this sort in the buying intentions data. Hence one might attribute apparent
inconsistencies to sampling variability and rely
on the any-car results as the best guide to what
an adequate sample size which show for new or
used cars separately.

For household durables and appliances, the
"expected dollar expenditure" variable proved to
be less closely associated with purchases than
the simple sum of purchase probabilities for a
specified list of items. Despite this result,
it was decided to go ahead with the dollar
aggregate on the grounds that:
(1) the experimental pretest results could be improved by
changes in the design of the question sequence;
(2) even if the dollar aggregate continued to
be less satisfactory than the simple sum of purchase probabilities for individual items, the
latter made only a very modest net contribution
to the explanation of cross-section variance in
purchases and probably would make an even more
modest contribution to the explanation of timeseries variance, hence it would be difficult
to end up with a series that was less valuable
than the summed probabilities. In effect, we
judged that summing probabilities for individual
items was inherently unsatisfactory for timeseries projections of total consumer outlays on
household durables. In the aggregate, these
outlays are considerably more stable and much
more closely related to income than is true for
automobiles, hence the survey variable must be
quite powerful to make a net contribution. We
were reasonably certain that summed probabilities would not be a powerful predictor net of
readily available factors like income level and
change, hence we took the view that we might as
well try to improve a measure that might have
greater potential.

It is interesting to note that "conditioning"
of respondents (by reviewing the status of variables that should determine purchase probability) apparently reduces the association between
ex-ante probability and ex-post purchases. In
short, more carefully considered judgments
appear to be less accurate as predictors of future actions than less carefully considered ones!
The differences are not large, but they appear to
be consistent. Even if one views this result as
unlikely, there is certainly no evidence that
conditioning helps. Since conditioning respondents involves substantial costs, we decided to
eliminate the D scale from consideration.
Attempts to separate respondents with probabilities slightly above O proved to be a quantitatively unimportant source of possible improvement. The slightly-above-0 category attracted a
very small proportion of total respondents (about
2-3 per cent). Those selecting that category do
show significantly higher purchase rates than
those in the O probability category, and the purchase rate in the O category was itself lower on
the C scale than on A. Thus, the experiment
could be said to be successful. However, the
proportion of respondents electing this slightlyabove-0 response was so small that it could not
make much difference to either the mean or the
variance of the entire distribution. In short,
the experiment was unsuccessful in splitting off
a large fraction of households in the O probability category. Hence on balance we judged it to
be of little benefit.

Fortunately, both of these decisions appear to
have been correct--or at least not clearly incorrect. Data covering a 12-month reinterview
period from the test sample, where the variance
in purchases was much greater, confirmed the
tentative judgment that the purely quantitative
B scale was probably the best of the alternatives
tested. Table 2 summarizes a collection of correlation statistics relating purchase probabilities and actual purchases. For automobiles as
a whole (new or used) the B scale has a slight
but noticeable margin of superiority over the
next best alternative, which turned out io be
the C scale. Not only is the adjusted R higher,
but the proportion of total purchases made by
households reporting O probabilities is noticeably lower and the purchase rate among zero
probability households is also lower. Looking
at new and used cars separately, neither of the
two scales which seem best on general grounds is
quite as good for predicting new car purchases

As noted earlier the experimental data indicated that the "aggregate expected expenditure"
variable was apparently unsuccessful in predicting aggregate purchases of household durables
and appliances. The results indicated that not
only were aggregate expected expenditures less
closely related to aggregate actual expenditures
than summed purchase probabilities for seven
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respondents who view their subjective probability
estimates as accurate are plainly more apt to be
found at either O or 100 than elsewhere. If I
just bought a car yesterday, my ex-ante probability of buying another within 6 months is
likely to be O and I know that it is 0. If I
always buy a car in October when new models come
out, and I am asked in September about my chances
of buying a car within six months, I will report
100 and be almost certain that this answer is
correct. On the other hand, if my chances are
somewhere between the two extremes, uncertainties
and contingencies are apt to be involved. If the
situation is at all complicated it may be difficult to make an accurate evaluation. In such
cases, which answer is selected may be largely a
matter of chance--being dependent on particular
circumstances which happen to be uppermost in
the mind of the respondent at the time of interview.

individual items were to actual purchase of the
same seven items, but that summed probabilities
for seven items were more closely associated
with aggregate actual expenditure than aggregate
expected expenditures were! In short, the expected expenditure variable not only lost the
race it was supposed to be running but an additional race in which it had a handicap to start.
Nonetheless, time-series experience with the
item-by-item approach was sufficiently discouraging, and technical difficulties in the
interpretation of the question sequence used in
the experimental pretest were sufficiently serious, so that it was decided to proceed on the
assumption that the expected expenditure question sequence could be sufficiently improved
to warrant its incorporation in the operating
survey.
One of the most useful insights from the experimental data concerns the apparent nature of
the relationship between purchase probability
scale responses and actual purchase rates. It
is, of course, not necessarily true that actual
purchase rates are an unbiased and linear transformation of the probability scale. It would be
convenient if this were the case, but use of the
probability data in a prediction model requires
only that the transformation function be stable
and that we can specify it correctly, not that
it be linear and unbiased.

Another possible explanation is related to
differences in what might be called the personality characteristics of individual respondents.
For some, the difference between a subjective
probability of zero and one of 20 represents a
great distance-equivalent to the difference between zero and 80 for others. Those who assess
the future with considerable caution, and who
are reluctant to commit themselves without careful and thorough exploration, are quite apt to
mean something quite different by the statement
"20 chances in 100" than those whose general
attitude is characterized by excessive exuberance and unfailing optimism.

Table 3 suggests that the appropriate transformation function between probability responses
and actual purchase rates is a third degree
polynomial. This is clearly evident for the 12and 24-month probability scales, where both the
square and cube terms are consistently significant and virtually always have the same signs
(negative for the square term, positive for the
cube term). These results suggest that there is
a greater difference in purchase rates between
probability responses of O and 20, or between
80 and 100, than between equally distant probability responses in the range between 20 and 80.
The 0-20 difference also shows up quite strongly
in the 6-month data but the 80-100 difference
tends to be muted and sometimes does not appear
at all. Thus the 6-month scale almost always
fits the data better when a squared term is
added, and this term has a negative sig9. For
the other two sciles, both a negative p term
and a positive p term improve the fit.

Which interpreation is correct is of some
moment for the potential usefulness of these
data. To the extent that the non-linear scale
transformation reflects differences in the personality characteristics of respondents, it
presents little or no problem. The distribution
of personality characteristics among households
is presumably a stable time-series variable,
like age. The transformation function is therefore also likely to be stable over time. But
if the results reflect mainly an imperfect and
highly variable assessment of the net effect of
contingencies and uncertainties, the distribution
of responses within a wide range of scale points
might be unduly influenced by whatever transient
circumstances happen to be uppermost in mind at
the time the survey is taken.

These results can be interpreted in several
ways. Accurate assessments of subjective purchase probabilities may be heavily polarized:
respondents who accurately assess probabilities
may be relatively more likely to be found at
either O or 100 than in between. For many of
those who judge that subjective probabilities
are between the extremes, precisely which value
is selected may be an essentially random choice.
Thus sharp distinctions would be observed in
purchase rates between O and either 10 or 20 at
the low end of the scale and between 100 and
either 80 or 90 at the upper end, but much
smaller distinctions would be observed over the
broad middle range of subjective probabilities.
This explanation clearly is of some relevance;

An attempt to introduce a greater degree of
stability into the probabilities associated with
particular scale response was incorporated into
the operating version of the probability survey
beginning with April 1967. It was thought that
the better performance of the purely quantitative
scales with descriptive upper and lower limits
might well have been due to the simple fact that
such a scale is relatively easy to use and to
understand compared to one cluttered with 10 or
11 descriptive adjectives. If so, respondents
might be aided in selecting the right location
by the addition of a few additional verbal descriptions. Hence the 20 in 100 scale point was
described as "slight possibility," while the 80
in 100 scale point was described as "strong
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possibility." It was expected that purchase
rates corresponding to these scale points, and
hence to other scale points as well, would thus
tend to be more stable. It is too soon to tell
whether this expectation will be realized.

For simplicity of both analysis and empirical
testing, we deal only with models of demand for
a single product--automobiles. Defining
Mt*

as real per family outlays on new automobiles,

III. Time-Series Models of Durable Goods Demand

Vt*

as average real price of

The results described so far relate entirely
to analysis of cross-section data, while the
major role of anticipations data has usually
been in it's potential contribution to timeseries demand models. Although it is not possible to examine the performance of the purchase probability variable in time-series because only a few observations are available, a
good deal can be learned from examining it's
predecessor, the buying intentions variable. A
number of studies [4, 5, 6, 7] have investigated
the role of intentions in time-series models,
although no published studies have used Census
Bureau intentions data. The Census survey did
not begin until 1959, and there have been
enough observations for an adequate time-series
test only in the past few years.

new automobiles,

as the purchase rate of new automobiles,
as the proportion of families reporting intentions to buy an automobile at the beginning of period t,

as the purchase rate of households reporting
intentions (intenders), and
as the purchase rate of households not reporting intentions (nonintenders)
Deflated per family expenditures can be expressed as the product of the purchase rate and
the real price per unit, that is, M~= xt v~.

The first factor worth noting is that the
Census Quarterly Survey of Intentions (QSI)
appears to have accomplished at least some of the
purposes for which it was designed and introduced.
Intentions data available prior to QSI were based
on relatively small sample sizes and hence had
relatively large sampling errors. Since QSI
essentially took over the methodology developed
by the Survey Research Center at the University
of Michigan (SRC), one can measure the extent to
which the reduction in sampling error that accompanied the very much larger QSI sample contributes to the usefulness of such data. Simple
comparisons indicate that the reduction of sampling error increases the explanatory power of
QSI intentions to about double that of SRC intentions, defining the intentions variable to be
simply the proportion of households reporting
some kind of plan to buy a car within 12 months.
Further adjustment of the QSI data--for seasonal
variation and for weighting of the various intender categories by an estimate of the mean exante probability of purchase in each category-make a substantial additional contribution to
the explanatory power of the data [BJ. These
latter adjustments could also be made with SRC
intentions data, but their usefulness probably
depends to some degree on the existence of relatively small sampling errors.

Dropping the time subscripts for convenience,
M* = FMP , where Fis number of families and Pa
a

is the price index of new automobiles. We can
further divide Minto unit sales (S) and average sales price per unit (V); thus M* = FMP
S V

S

v

= F

p

=
a

The first of the two terms on the
a
a
right hand side is the purchase rate, the second
is the real price per unit. Thus,

FP

s

X

F

* V
V=P
a

*+ xV *

M

we can also express the population purchase
rate as a weighted average of the purchase rates
for intenders and nonintenders, the weights
being the proportions of each group in the population. That is,
x =pr+ qs
The hypotheses are that demand models seeking to explain either M* or x are more appropriately structured in terms of separate explanations for the respective component factors.
A strong a priori case can be made for both
hypotheses. Intender purchase rates, in principle, are likely to be invariant over time
simply because they reflect the mean purchase
probability of a homogeneous group of households;
nonintender purchase rates are unlikely to be
invariant because nonintenders are unlikely to
be homogeneous with respect to mean purchase
probability. And cyclical variability in total
expenditures on automobiles seems much more

Time-series studies of the demand for consumer durables generally use deflated expenditures as the variable to be explained. Both
price and population movements are ordinarily
deflated out, since otherwise common trends are
likely to be imposed on the dependent as well
as on at least some of the independent variables.
This section presents some results which bear on
the question of equation specification. One
such question arises only when intentions to buy
are one of the independent variables in the
model; the other is more general, but is of particular relevance to models of durable goods demand.
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movements in real price appear to be captured by
income. Regressing real expenditures on the same
set of three variables shows all three to be
highly significant.
(1.0)
M* = 11. 7 p + 2.97 A + 4.81 Y
R2
.966
(4. 3)
(4.4)
(4.0)
10.5
SE
DW
1.10
+ 15.5 D - 576,

likely to show up in the rate of unit purchase
than in the real price per unit, while secular
variability seem likely to show up strongly in
both components.
Thus we have alternative demand models for
M* and x:
For M*, we can write either

The "best" x, V* and M* functions are slightly
different from the ones just summarized. Introduction of a distributed lag structure considerably improves the fit and seems plausible on apriori grounds; all independent variables continue to be highly significant with the exception
of income level in the expenditure equation. The
best fitting lag structure usually but not always
involves geometrically declining weights

M*

(1)

M*

xV* , where

(2.2)

V*

f(Z ), and hence
3

(2)

M*

(2.11)

x

Similarly, for x we can write either

(4.1)

r = r,

Alternatively,

(4.2)

s = f(Y ), and hence given a
2
survey which measures p,

(2.12)

(4)

X

X

x = 2.18 p + 0.80 A - 0.58 A_
1
(4.4)
(4.5)
(2.2)
+ 2.90 D + 0.87 x_
1
(2.0)
(5.2)

= pr + q[f (Y2)]

= 4.15 p + 1.03 A + 0.23 Y
(4 .4)
(0.6)
(5 .0)

R2
SE
DW

.942
3.27
1.27

V*= 0.17 p - 0.18 A+ 3.07 Y
(9. 7)
(0.2)
(-0.9)

R2
SE

.964
2.94
0.87

+ 100,

DW

.972

2.27
2.01

+ 0.72 x_ - 0.25 x_ - 56,
1
2
(4.4)
(1.9)

= f(Y ), or, since x = pr + qs,
1

X

- 0 30 X
(2.4) - 2
(2.21) V*

-

2
R
SE
DW

(1.1)

M*

.976
2.10
2.26

30,

J~,
1.61 Y + O.52 V~l + .,,,
(4.8)
(4.6)

R2
SE
DW

7.8 p + 2.08 A+ 1.33 Y
(1.2)
(3.7)
(3.6)
+ 16.1 D + 0.48 M~l - 319,
(4. 7)
(3.0)

i
SE
DW

.980
2.19
1.86
.982
7.7
1.73

As before, the "best" x and V* equations indicate quite different roles for the two survey
variables and for income, and also suggest a difference in the appropriate lag structure. The
survey variables dominate the purchase rate equation and income does not even appear; income
would have a small negative coefficient in equation 2.11 and a t ratio of less than unity. The
lag structure in the purchase rate equation contains both one and two period lagged values of
the dependent variable. For the real price equation, in contrast, neither survey variable appears but income is highly significant; the lag
structure is adequately reflected by a Koyck
transformation.

+ 3.50 D - 108,
(1.5)
(2.20)

2.32 p + 0.59 A+ 3.41 D
(4.3)
(3.6)
(2 .2)

(3)

Let us look first at empirical estimates of
equations 2.1 and 2.2, the two components of
real expenditures per family. Regressing both
the purchase rate and the real price per unit
on a common set of variables (2.10 and 2.20)
indicates that the relevant independent variables are entirely different. The numbers below
the regression coefficients are t ratios, and
the independent variables are QSI buying intentions (pl, the SRC index of consumer attitudes
(A), real per family disposable income in the
recent past (Y), and a dummy variable (D) reflecting the shift of purchases (between the
last quarter and 1964 and the first half of
1965) induce2 by the automobile strike in late
1964. The R and standard error (SE) values are
both adjusted for degrees of freedom.
(2 .10)

=

The survey variables p and A dominate the
purchase rate equation, while income dominates
the real price per unit equation. A look at the
data indicates that changes in unit purchase
rates are the dominant cyclical component in the
real expenditure series, while changes in real
price per car (=increased quality per unit) are
dominantly a secular influence. The cyclical
movements in purchase rates appear to be captured by the survey variables, while the secular

The analysis suggests that equation 2[M* =
F(Z ) • F(Z )J should give a better empirical
2
3
fit than equation l[M* = F(Z )J. Equation 2 says
1
that the appropriate form of the real expenditure
equation is a multiplicative version of the underlying purchase rate and real price per unit equations. If both equations have constant terms, as
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they do, proper specification would involve all
of the independent variables that appear in
either the purchase rate or real price equations
plus all the possible cross-product terms involving variables that appear in either. Selecting equation 2.10 for purchase rate and 2.20 for
real price, for example, implies fitting a real
expenditure equation with 16 terms. If the purchase rate and real price equations are more
complicated, as in equations 2.11 and 2.21,
there are even more terms in the multiplicative
equation.

by one or more of the appropriate additional
terms) are highly significant. Hence I conclude,
tentatively, that a multiplicative relation,
M* = f(Z ) • f(Z ) where
2
3
x = f(Z2) and V* = f(Z3),
is the appropriate specification for a deflated
expenditure equation.
A comparable series of empirical tests were
conducted on the intender-nonintender purchase
rate functions, using equations (3) and (4).
Equation 3 essentially specifies that the intender and nonintender purchase rate function
contain the same variables and that the parameters
are identical except for the constant. Equation
(4) essentially says that intender purchase rates
are random but nonintender purchase rates are not.

2
The tabulation below compares adjusted R
values and incremental F ratios for two additive
real expenditure equations and several versions
of the associated multiplicative equation. I
did not conduct systematic tests ~o determine
the maximum obtainable adjusted R for the multiplicative equations, but simply experimented with
a limited number of equations involving different terms of the sort that should appear in the
latter. Since all the multiplicative equations
actually estimated are missing most of the relevant cross-product terms the regression coefficients are highly unstable and are often implausible. What matters, however is whether any of
the independent variables implied by the multiplicative equation contribute significantly to
the explanation of variance in real expenditures,
and the F ratio is a measure of this contribution.
The results suggest that the multiplicative relation is in fact superior, since some of the
F ratios (for incremental variance explained

The dependent variable in 4.2 is calculated
from equation 4.1 (r = r) and the identity
x =pr+ qs. That is, sis calculated as
(x - pr)/q. The same variables as used above for
the x equation are also used here, and the "best"
s equation is formed from the same set of independent variables. It is not necessary to estimate equation 4 (x =pr+ q[f(Y )] in order to
compare the indirect estimate ot x implied by
equation 4.2 with the direct estimate from equation 3. We need only a comparison of the standard errors from 3 and 4.2, since it can be shown
that the error term in equation 4, which uses
predicted values from equation 4.2 to obtain predicted values for x, is equal to the error term
in equation 4,2 multiplied by the proportion of
nonintenders. That is,

Summary of Results, Additive M* Equations
Compared to Multiplicative Ones
Equation-type and
inde2endent variables

R2

SE

OW

F
a
Ratio

Additive (1.0)
M* = f(p, A, Y,

Multi2licative (2.10

The empirical results are as follows:

,966 10.5 1.10

0)
X

(3.0)

2.20)

M*

f(p, A, Y, o, pY)

.973

9.4 1.00 6.4b

M*

f(p,A,Y,O,pY,AY)

.972

9.5 1.03 3.5

.982

7. 7 1. 73

Mi.ilti12licative (2,11

X

(4.20) s = 2.50 p_ + 1.35 A
1
(6. 7)
(8.1)
+ 4.52 0 - 152,
(1.9)

2.21)

M*=f(p,A,Y,O, x-1' x-2' v~l) .983
M*=f(p,A,Y,O,x_l,x-2,v~l'pY) .989

7.4 2.17 1.9
6.0 2.38 5.9b,c

.990

5.8 2.37 9.2b,c

M*=f(p,A,Y,O,x_l,v~l'pY)

= 4.15 p + 1.03A + .23 Y
(5.0)
(4.4)
(0.6)
+ 3.50 0 - 108,
(1.5)

Additive (1.1)
M* = f(p, A, Y, o, M*
-1

X

(3.1)

X

= 2.32 p + 0,59 A+ 3.41 0
(2.2)
(4.3)
(3.6)
+ 0.72 x_ 1 - 0.25 x_ 2 - 56,
(1.9)
(4.4)

aF ratio for incremental explained variance,
multiplicative equation relative to associated
additive equation.

(4.21) s

1.77 P_l + 1.10 A+ 4.86 0
(3,9)
(2. 2)
(5.0)
+ 0.26 s_ - 121,
1
(2.1)

bF ratio significantly different from unity at
5 per cent level.
CF ratio significantly different from unity at
1 per cent level.
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2
R
SE

ow

R2
SE
qSE

ow

.942
3.27
1.27

.887
3.44
2.48
0.74

R2
"' .972
SE
2.27
OW
2.01

R2
SE
qSE

ow

.901
3.22
2.32
1.11

or probabilities were the basis for the classification, but the general principle seems applicable to either basis of classification •

Alternatively,
(4.22)

s = 3.38 p_ + 0.80 A
1
(4.0)
(3.3)

+ 5.46 D - 0.26 V*
(2. 7)
(2.2)
+ 0.30 s_
(2. 7)

1

R2

SE
qSE
DW

• 915
2.99
2.16
1.13
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TABLE l
Comparison of Intentions and Purchase Probability Variables, July 1964 QSI Test
2
Adjusted R
Incremental
Dependent
Variable

Independent Variables

Total

, CPP
24
12
BI , BI , BI , BI , BIS
1
2
3
4
CPP12,24; BI 1 , ••• BIS

.0773

CPP

.1655

CP12

, CPP
12
24
BI , BI , BI , BI , BIS
1
2
4
3

CP12

CPP12,24 1 BI 1 , •.• BIS

.1721

HDP

HDPP , HDPP
12
24
HDI , HDI
2
1
HDPP12,24; HDI 1 , 2

.0611

, HDPP
12
24
HDI , HDI
1
2
HDPP12,24; HDI 1 , 2

.0587

CP
CP
CP

CPP

6
6
6

CP12

HDP
HDP

HDP

6
6

HDP
HDP

6

12
12
12

BI

pp

.1721
.1694

0

.0998

.0847
.0079

.0955

.0141

.0402

.0182

.0342

.0355
.0743

HDPP

.0431
.0758

Note: New car results not as favorable to probability variable, used car results more favorable, than above total cars.
Variables are defined as follows:
CP , CP
are observed purchases of automobiles within a 6 or 12 month period.
12
6
CPP , CPP , CPP
are reported probabilities of purchasing an automobile
24
6
12
within 6, 12 or 24 months.
BI , ••. BI are
1
5
1 = definitely will
months, 3 = may buy
but not within six,

reported intentions to buy automobiles within 6 months;
buy within six months, 2 = probably will buy within six
within six months, 4 = some kind of plan within twelve months
and 5 = don't know about plans.

HDP , HDP
are the sum of observed purchases for six specified household
6
12
durables within 6 or 12 months.
HDPP , HDPP
are the sum of reported purchase probabilities for six speci24
12
fied household durables for 12 or 24 month periods.
HDI , HDI are the sum of reported intentions to buy six specified household
1
2
durables within six months; 1 - definite plans to buy, 2 = all other plans including don't know.
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TABLE 2

summary of Louisville Experimental Survey Results: 12-Month Purchases of New or Used
Automobiles Related to Alternative Measures of Purchase Probability
Sub-Sample
A
Sample Purchase Rate

C

B

D

17.9

18.6

19.3

20.0

14.3
9.9
7.6

13.2
9.4
6.3

14.6
11.4
8.5

14.7
14.1
11.0

Proportion of Total Purchases
Made by Zero-Probability
Households
6-month probability scale
12-month probability scale
24-month probability scale

69
40
25

61
37
20

63
43
24

60
50
30

2
Adjusted R , Probability
Variables in Relation
to Purchases:
Total sub-samplea
Low-income households
Middle-income households
High-income households

.103
.132
.040
.126

.173
.225

.148
.223
.231
.098

.102

(\)

Purchase Rates Among Zero
Probability Households
6-month probability scale
12-month probability scale
24-month probability scale

.130
.136

.079

.065
.096

a

Comparable data for new and used cars separately are as follows:
A

B

C

D

New only

.157

.111

.118

.065

Used only

.027

.198

.106

.093

Sub-Sample designations are as follows:
A - basic 11 - point probability scale: contains both descriptive
adjectives and quantitative designation.
B - Quantitative 11 - point probability scale:
at upper and lower limits.

contains descriptive adjectives only

C - Comparable to A scale except that an extra scale point (2 chances in 100, very
slight possibility) has been added.
D - Identical to C scale except that respondents have been "conditioned."
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TABLE 3
Summary of Louisville Experimental Survey Results: Transformation Functions Relating
Observed Purchase Rates to Probability Scale Values

Adjusted R2

Regression Coefficients (standard errors)a
Sub-Sample and
Probability scale

Const.

A, 6 month probability scale

15.1

0.58

(0.7)

.Ol6(0.l)

A, 12 month probability scale

11.l

2.47( 4 .0)

A, 24 month probability scale

8.4
14.4

p

2

2

2 3
p,p ,p

p,p

-.002 (O.l)

.077

.076

.074

-.558( 3 .0l

+.036< 2 - 7 >

087

.092

.104

2.22< 3 - 9 >

-.513(3.2)

+.033< 3 - 0 >

.088

.090

.105

1.39 (l. 3 )

-.094(0. 3 )

-.ooo<o.o>

.094

.109

.106

10.0

l.93 (2.2)

-.332 (l. 3 )

+.019(1.ll

.154

.161

.161

6.7

l.97(2.7)

-.450< 2 - 2 >

+.030< 2 - 2 >

.158

.156

.164

C, 6 month probability scale

15.4

2.39< 2 - 9 >

-.483 (l. 9 )

+.032 (l. 7 >

.113

.113

.117

C, 12 month probability scale

12.2

2.20< 3 - 4 >

-.488< 2 - 5 >

+.033< 2 - 4 >

.139

.139

.147

9.0

1.59 (2.8)

-.341 <2 - 1 >

+.023( 2 .l)

.113

.112

.118

16.2

2.33< 2 - 2 >

-.472(1. 5 )

+.029(1. 3 )

.066

.069

.071

D, 12 month probability scale

14.6

1.20 (l. 5 )

-.209(0. 8 )

+.013 (0.8)

.077

.075

.074

D, 24 month probability scale

12.2

2.58(0. 4 )

-.032< 0 -

>

+.005(0. 4 l

.097

.100

.098

8.4

2.11 (4.3)

-.475< 3 • 2 >

+.031 ( 3 .0)

.091

.095

.109

B

6.6

2.42< 3 - 7 >

-.528( 2 - 7 >

+.033< 2 • 5 >

.139

.145

.156

C

9.6

2.42< 4 - 7 >

-.572< 3 • 7 >

+.039< 3 • 5 >

.084

.086

.108

D

12.6

1.04 (l. 6 )

-.176(0. 9 )

+.011 (0.8)

.067

.065

.064

B, 12 month probability scale
B, 24 month probability scale

c,

24 month probability scale

D, 6 month probability scale

p

3

p

B, 6 month probability scale

p

2

Weighted Probability Scaleb
A

a

Equations are, where Pis observed purchases and pare responses to a purchase probability scale
P

a+ bp + u

p

a+ bp + cp

P =a+ bp + cp
bWeights are 6 months probability

2

2

+ u
+ dp

3

+ u

1, 12 month probability
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1, 24 month probability= 0.5.

THE CENSUS BUREAU I S NEW SURVEY OF CONSUMER BUYING EXPECTATIONS
John M, McNeil, Thomas L. Stoterau
U. S, Bureau of the Census
beginning of the period (on several occasions
there was a considerable overlap of respondents
in two successive annual surveys). During the
late 1940 1 s and the 1950 1 s, cross-section studies
carried out by Lansing-Withey, Klein-Lansing and
Tobin reached the same conclusion concerning the
predictive usefulness of anticipations: at least
one measure, buying intentions, did have substantial predictive value.Y

The Consumer Buying Expectations survey
(CBE), which was introduced by the Bureau of the
Census in July 1966, is a continuation of a Federal Government program to measure consumer anticipations which had its beginnings in the 1946
Survey of Consumer Finances (SCF), This paper
will describe some of the findings concerning the
anticipations data collected by the Survey of
Consumer Finances from 1946 to 1958 and by the
Quarterly Survey of Buying Intentions from 1959
to 1966. The experimentation which led to the
establishment of the CBE is summarized and some
cross-section data on the association of CBE
anticipations with actual purchases is analyzed,

In 1955, the Joint Committee on the Economic
Report asked the Federal Reserve Board to organize
a committee to evaluate consumer surveys. In its
report, based largely on data from the SCF, the
Consultant Committee on Consumer Survey Statistics
offered the following conclusions on consumer
anticipations:

The rationale for collecting data from
households on their anticipated purchases is that
short-run consumer expenditures on durables such
as new cars, houses, and household durables have,
in general, not been forecast satisfactorily by
models which include only non-survey variables
such as income, income change, and net worth.
Anticipatory variables have been found to have
had considerable net explanatory value in regression studies seeking to explain variations in
the level of consumer investment •.1/

1.

Statistics on expectations, intentions,
and attitudes have proved to be of some
value, but the record is mixed,
(a) Year-to-year changes in proportions
of the SCF respondents with favorable
expectations, intentions, and atti~
tudes seem to have been useful in predicting the general strength of consumer demand.

The Survey of Consumer Finances
The February 1946 SCF survey, the forerunner
of annual surveys conducted by the Survey Research Center at the University of Michigan, was
undertaken by the Division of Program Surveys of
the Department of Agriculture at the request of
the Federal Reserve Boa.rd, It obtained two basic
types of anticipatory data; attitudes and intentions. Information on attitudes was obtained by
asking respondents questions such as 11 Do you
think 1946 will be a good time or a poor time to
buy things like cars, refrigerators, radios, furniture and things like that?". Information on intentions was obtained by asking "Do you expect to
buy a car in 1946? 11 or "Do you plan to buy furniture, a refrigerator, etc. in 1946?"

(b) SCF reinterview data suggest that buying intentions are useful but by no
means perfect predictors of the subsequent buying behavior of individual respondents.
(c) It has not yet been proved that expectations and attitudes, other than
buying intentions, add to the predictive value of survey data.
2.

Data on attitudes and intentions were obtained annually by the SCF until 1951, From 1951
through 1959 the Survey Research Center conducted
one or two interim surveys each year as well as
the annual SCF. Since 1960 the Survey Research
Center has obtained quarterly data on both attitudes and intentions, although it has emphasized
the importance of its Index of Consumer Sentiment (based on attitudes only) in its publications,

The predictive value of the statistics
on expectations, intention~and attitudes
may be limited because households do not
plan very long in advance, Such a limitation would suggest the need for surveying expectations, intentions, and
attitudes more frequently than annually,

The Consultant Committee also noted that in
one important respect the results of the SCF reinterview studies were disappointing, Even in the
case of automobiles, where the degree of association between purchase intentions and subsequent
purchases was strongest, the majority of the purchases were accounted for by respondents who had
indicated no intention. of purchasing at the beginning of the period,

Early analyses of the predictive usefulness
of the anticipations data produced by the SCF and
the interim surveys were, of course, restricted
to studies of individual household behavior since
there were not enough observations to make reasonable judgements about time-series relationships, The studies of individual behavior involved the matching of actual purchases during a
twelve-month period with the attitudes and intentions reported by the spending unit at the

The Quarterly Survey of Bu,.ying Intentions
The Federal Reserve Board sponsored the
annual Survey of Consumer Finances (as well as
several interim surveys) until 1959, In 1958, the
FRB had asked the Bureau of the Census to pilot
test a new anticipations survey that would take
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into account the recoilllllendations of the 1955 Consultant Coilllllittee. The new survey, the Quarterly
Survey of Buying Intentions (QSI), was introduced
by the Census Bureau on a regular basis d.n January 1959. The QSI, a much more limited survey
than the SCF, obtained information on buying intentions, purchases, and ownership of cars, houses,
and selected household durables. Although the
QSI method of asking questions concerning buying
plans was nearly identical to that used by the
SCF, the survey differed from the SCF in several
important respects, including: (1) the frequency
of data collection (quarterly instead of annually
or semi-annually), (2) the size of the sample
(17,000 instead of 3,000), and (3) a built-in
panel feature which allowed large-scale and regular studies of the purchase behavior of individual households by their previously expressed buying plans.

Although the relationship between degree of
certainty and subsequent purchase rate was recognized, QSI intentions data were generally presented in terms of the "percent of households
with intentions. 11 This statistic gave equal
weight to households coded as "definitely," "probably, 11 or "maybe, 11 and ignored the households
who reported that they "did not know" about their
intentions.
Some recent studies of the time-series performance of QSI intentions data have made use of
the information contained in Table 1 to construct
series which weight various intender classes
by their observed purchase behavior. In regressions of new car purchases on intentions and disposable income, the "weighted inte:ztions" variable produced consistently larger r 1 s than the
''percent of households with intentions" variable.
The "weighted intentions" variable also remained
highly significant when di~~osable income was
included in the equations.21

There were a number of problems in interpreting QSI intentions data during its early years.
Perhaps the most important one was an inability
to adjust the datafor seasonal variation. It became apparent very early that intentions to purchase new cars were seasonally high in the October surveys, but the size of the seasonal could
not be adequately estimated until several years
had passed. Until recently, comparisons of the
level of intentions in any survey could only be
made with year-ago results. Quarter-to-quarter
comparisons of unadjusted data were often misleading. Another area of difficulty concerned
the appropriate treatment of respondents who
reported different degress of certainty. Positive
responses to intentions questions were codes as
"yes, definitely, 11 "yes, -probably, 11 or "maybe, 11
and a considerable number of respondents reported
that they "did not know" about their intentions.
Reinterview data showed clearly that the degree
of certainty had a strong impact on the subsequent purchase rate (see Table 1).

The regressions below test the relationships
between new car purchases and intentions and disposable income. Three measures of purchases were
tested; the QSI series on actual household purchases, new passenger car registrations, and the
Survey of Current Business series on personal
consumption expenditures on automobiles and parts.
Two formulations of intentions were tested; the
"percent of households with intentions" and a
weighted intentions series which assigned the
intender categories shown in Table 1 weights
approximating the actual 12-month new car purchase
rates for the categories.
The results were based upon 27 observations
(July 1959-April 1966 excluding April 1964 when
an automobile strike affected purchases), The
standard errors of the coefficients are given in
parentheses,

Ia.

P-QSit2+t3 = -.21 + .74 It
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Only those QSI respondents who said "no" or "don 1 t know" to the 6 month question were asked about their 12 month
intentions.

1959 Jan.
April
July
Oct.
1960 Jan.
April
July
Oct.
1961 Jan.
April
July
Oct,
1962 Jan.
April
July
Oct,
1963 Jan.
April
July
Oct.
1964 Jan.
April
July
Oct.
1965 Jan.
April
July
Oct.

Beginning of
12-month period

Table 1,--12 MONTH NEW CAR PURCHASE RATES BY QSI INTENDER CLASS

where
P-QSit +t
2

P-SCBt +t
2

3

3

The percent {seasonally adjusted) of QSI households reporting a
purchase of a new automobile during the two quarters following
{but not including) the intentions survey. Quarterly figures have
been added together to obtain the relevant six-illonth figures.
Deflated {by the Consumer Price Index for new automobiles and by an
estimated index of the number of households) personal consumption
expenditures on new automobiles and parts for the two quarters
following {but not including) the intentions survey. The series is
in terms of actual six-illonth expenditures rather than annual rates.
The basic series is from the Survey of Current Business.
Seasonally adjusted registrations of new passenger automobiles {deflated
by an estimated index of the number of households) for the two quarters
following (but not including) the intentions survey.
The proportion of households with intentions to purchase a new automobile within 12 months (seasonally adjusted).
Weighted, seasonally adjusted automobile purchase intentions. Intender
categories weighted according to their actual new car purchase rates.
Disposable personal income (in constant dollars and deflated by an
estimated index of households) for the two quarters immediately preceding
the purchase period.

d

Durbin-Watson statistic.

One consideration in judging the merits of
anticipations data is the time at which such data
become available. If one had wished to predict
automobile purchases during the second and third
quarters of 1967 using the regression relationships given above, then a preliminary estimate of
the necessary income information would have be-

come available in late April 1967, while the intentions data would have been published in late
February, a difference of two months.
When both weighted intentions and disposable
income (this time defined as the disposable income during the two quarters preceding the survey quarter) are included as independent variables,
the estimated relationships beco~e:
_2
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.97 Sy.x = .35 d = 1.81
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The above results indicate that QSI intentions, especially in a "weighted" construct, made
a strong independent contribution to the ex:planation of the variance in the level of new car purchases during the period 1959-66. Unfortunately,
this is true largely in retrospect. For much of
the period no seasonally adjusted intentions data
were available.
The Consumer Buying Elcpectations Survey: Rationale
and Pretest
In January 1963, the Bureau of the Census
became the sponsor as well as the collecting agent
for the QSI. With sponsorship came the understanding that the Bureau would pursue experimentation designed to produce an improYed method of
measuring consumer anticipations.
The argument that there was a need and a
possibility of improving upon "intentions" as a
method of measuring anticipations was based large-

R = .93 Sy.x = 132.58 d = 1.61

ly on the evidence of the QSI reinterview data. As
Table 1 shows, the QSI had succeeded in distributing respondents into intender categories which had
significantly different purchase rates. But the
result that had disapponted the Consultant Committee in 1955 was found to be also true of the
QSI. Nearly half of all new car purchases were
accounted for by those who had reported no intentions at the beginning of the period. (See Table 6.)
Although the implication of this result concerning
the predictivr 1usef'ulness of intentions data was
not critical !:J:I (QSI intentions explained well because the purchase rate on non-intenders was correlated with the percent expressing intentions),
it seemed evident that important gains could be
expected if an anticipations survey could identify
a larger proportion of future purchasers.
One explanation of the failure of the QSI to
identify a larger proportion of future purchasers
was that anticipations surveys should be attempting to measure the respondent's subjective prob-

ability of purchasing, not his plans •.21 According
to this position, the measurement of plans, or
intentions, was simply an inefficient pro:xy for
the measurement of subjective probability. That
is, consumers who reported that they intended to
purchase a given item within a specified amount
of time were saying that their probability of
purchasing was high enough so that a "yes" answer
was more accurate than a "no" answer. Consumers
who reported themselves as nonintenders may have
regarded their chances of purchasing as posi0ive,
but too low to warrant classifying themselves as
intenders.

experiment, F Thomas Juster reported the follow6
ing findings :Y

In November 1963 the Bureau of the Census,
under the direction of James Byrnes of the Bureau
and F. Thomas Juster, a Bureau consultant, conducted a test on a sample of about 200 households
in the Detroit area to determine the feasibility
of asking respondents to directly estimate their
subjective probabilities of purchasing specific
durables within given lengths of time. Respondents were given an answer sheet containing the
numbers and adjectives shown below:
Figure 1

10
9
8

7
6
5

4
3
2
1
0

1.

The distribution of responses from the
two survey designs is markedly different;
a substantial number of nonintenders reported purchase probabilities higher than
zero; and of the 10 percent of the sample
who reported "don't know" when asked about
their buying intentions, everyone provided an estimate of purchase probabili~y.

2.

The mean value of,the probability distribution tends to be lower than the
observed purchase rate, especially for
automobiles, suggesting that the probability responses contain a downward bias.

3.

Within the intender-nonintender classification, automobile purchase rates vary
widely and systematically by purchase
probability class; but within probability
class, automobile purchase rates are essentially random for the different intender classes.

4. In a cross-section regression of automobile purchases on both buying intentions
and purchase probabilities, intentions are
significantly related to purchases before
the probability variables enter the regression; but when probability is included
in the regression, the intentions variables
show no net association with purchases
and appear to behave like random numbers.
In contrast, the purchase probability
variables are significantly related to
purchases both before and after the inclusion of intentions variables.

Absolutely certain to buy
10
Almost certain to buy
9
Much better than even chance
8
Somewhat better than even chance 7
Slightly better than even chance 6
About even chance (50-50)
5
Slightly less than even chance
4
Somewhat less than even chance
3
Much less than even chance
2
1
Almost no chance
Absolutely no chance
0

5. A set of variables reflecting the inti~

Respondents used the answer sheet to select
estimates of their chances of purchasing a car,
house, and selected household durables within
given lengths of time (e.g., "What are the chances
that you or someone in this household will buy a
car in the next 12 months?"). The households were
visited again in April to obtain information on
their actual purchases. The results of the Detroit
feasibility test were encouraging. Purchase rates
for automobiles during the six months following
the November survey ranged from above 80 percent
for the highest probability class to less than
10 percent for the zero probability class. An:i
the mean of the distribution of probabilities
of purchasing a car within six months was .17
compared to the actual purchase rate of .22.

ial expectations, attitudes, and financial position of respondents were much
more strongly related to purchase probability than to either purchases or buying intentions. Thus from the viewpoint
of explaining and understanding the purchase behavior of households, as distinct
from predicting it, the purchase probability variable obtained from the experimental survey seems markedly superior to
any of the existing alternatives.
Juster concluded that "intentions seem to
have no informational content that a probability
survey does not also have, and the probability
survey is able to extract information that is not
obtainable from intentions surveys."

The result suggested by the Detroit experiment, that a "probability" survey might be
superior to an "intentions" survey, was tested
directly on a panel of approximately 800 households in July 1964. The 800 households selected
for the test were scheduled to complete QSI interviews in the third week of July. A few days
after they reported their intentions to purchase,
they were visited and asked to report on their
estimated probabilities of purchasing. The households were visited again in October 1964 and in
July 1965 to obtain purchase data. After a
comprehensive analysis of the data from the above

On the basis of the above findings, the Bureau of the Census decided to replace the Quarterly Survey of Buying Intentions with a survey designed to obtain respondents estimates of their
probabilities of purchasing. Before the changeover was initiated, however, answers to several
potentially important questions were sought in a
series of experimental surveys conducted in
Louisville from October 1965 to October 1966. The
Louisville tests, conducted on a total of 2,000
households subdivided into four samples of 500
each, were designed to answer the following ques-
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tions: (1) Could the scale design which had been
used in the 1964-65 tests be improved upon as a
predictor of individual behavior? (2) Would preliminary questions which reminded respondents of
their economic situation improve the accuracy of
their estimates of purchase probabiliti.es? (J) Could
an approach which sought to obtain a re,spondent 1 s
estimate of his aggregate expected expenditures
on household durables withoutmentioning specific
items improve upon the 1964-65 approach of asking
a respondent to estimate his probabilities of
purchasing each of a list of items,

The most important difference between the
CBE arrl QSI is in the method used to measure anticipated purchases. There have been, however, other
changes. The QSI was a quarterly supplement to
the Current Population Survey; the CBE shares the
Quarterly Household Survey with the Survey of Residential Alterations and Repairs. QSI data were
obtained from approximately 16,000 ho~seholds each
quarter; CBE tabulations are based on interviews
with ll,500 households selected from a larger sample of occupied households. The first time CBE
housing units are visited, households with an
annual family income less than $6,000 are identified and one-half of these are dropped from the
sample for all subsequent visits. There is also
a difference in the time period during which the
CBE is conducted. The QSI was usually taken during the third and fourth weeks of the first month
of each quarter. The CBE is con:lucted during the
first and second weeks of each quarter.

The answers furnished by the Louisville tests
were as follows: (1) a scale design which contained adjectives at only the top and bottom (0 and 100)
was superior to one which contained adjectives
alongside each number (the type used in the 196465 tests), (2) preliminary questions relating to
the economic situation of the household did not
improve the accuracy of respondents estimates of
their purchase probabilities, (3) the aggregate
expected expenditures approach which was tested
in Louisville proved to be inferior to asking respondents to estimate their probabilities of purchasing each of a list of household durables.

The CBE method of obtaining information on
household durable purchases differs from the QSI
in the use of the technique called "bounding. 11
"Bounding" involves reminding the resporrlent of
the purchases he reported during the preceding
visit. The technique is designed to eliminate
duplicate reporting of the same item in two consecutive quarters. Without "bounding," it is
possible for respondents to report during an April
survey that a television set was purchased in
March, and, because of a faulty memory, to report
in the July survey that a television set (the same
one) was purchased in April. The effect of "bounding" upon estimates of the level of purchases can
be seen by comparing estimates of the proportion
of U.S. households purchasing selected durables
during the last two quarters of 1966 from the
October 1966 and January 1967 QSI and CBE surveys.

In spite of the latter conclusion, it seemed
likely to most of those who observed the Louisville tests that a substantial improvement might
be gained by a slight modification of the Louisville aggregate approach. The sequence tested in
Louisville had begun with the question "Do you expect to spend money on furniture, TV's, appliances,
or home improvements during the next 12 months?"
Those who said 11Yes 11 were then taken through a
series of questions designed to establish upper
and lower limits to the amount the respondent
was likely to spend. Unfortunately, a very large
proportion, nearly 67 percent, said "No" and were
eliminated from the twelve-month sequence, In the
CBE questionnaire the introductory question has
been rephrased to read "What are the chances that
you will be spending money for household appliances, furniture, a TV, or II',.ajor home improvements,
during the next year?". The change has resulted in
the placement of an increased proportion of households in a non-zero category of expected expenditures. About 33 percent of the respondents in
the Louisville survey were placed in such a category. The percent in non-zero categories has
averaged 41 percent in the first four CBE surveys.

Table 2.--COMPARISONS OF QSI AND CBE ESTIMATES OF
PERCENT OF HOUSEHOLDS PURCHASING SELECTED DURABLES: THIRD AND FOURTH QUARTERS
OF 1966

Item
New automobile (one or
more) ••• •••••..•••••
Washing machine •••••••
Clothes dryer •••••••••
Dishwasher ••••••••••••

The Consumer Bu..ying Expectations Survey: Present
Content and Some F.arly Results

QSI (without CBE (with
"bounding")
"bounding" )
Third quarter, 1966

3.3
3.0
1.1

o.6

3.2
2.5
1.0
0.4

Fourth quarter, 1966

The CBE questionnaire that was introduced in
July 1966 incorporated the findings of the 196465 experimentation, the Louisville tests, and some
of the recommendations concerning the collection
of purchase data which had been derived from other
Bureau of the Census survey experience. The questions concerning actual purchases are reproduced
in Figure 2, those concerning probabilities of
moving, or buying a house or car are reproduced
in Figure 3, those concerning expected expendi,
tures on household durables and probabilities of
changes in income are shown in Figure 4, and Figure 5 shows the answer sheet which is presently
used in the CBE.

New automobile (one or
more) •••••••••••••••

3.6

3.1

Washing machine •••••••
Clothes dryer •••••••••
Dishwasher ••••••••••••

3.1

2.0
1.5
0.7

1.9
0.8

The CBE has been conducted each quarter since
Like its predecessor, the QSI, it has
a panel feature (CBE households remain in sample
for six consecutive quarters) which makes it possible to study the relationship between anticipa-

July 1966.
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tions and actual purchase behavior. The CBE tabulation program for this purpose matches identical
households in surveys taken ~ix months apart. Data
are now available for the following periods: JulyDecember 1966; October 1966-March 1967; JanuaryJune 1967; and April-September 1967. Table 3,
based on grouped data, shows the percent of CBE
households purchasing cars within 6 months by
their initial reported probability of purchasing
a car within 12 months. The table shows that the
probability measure succeeds in distributing re ....
spondents into several categories which have significantly different car purchase rates. There
is relatively little differentiation in the ranges
.20-.50 and .60-.80, but the purchase rates in
these ranges are different from those for the o,
.10, .90, and 1.00 categories.

no plans to purchase within 12 months was 3.1
percent from 1964 through 1966. The six-month new
car purchase rate for households reporting a zero
probability of purchasing a car within 12 months
has averaged 2,5 percent in the four CBE reinterview tabulations.

If the probability approach is to predict
well, then tabulations of actual purchases by reported probabilities should show relatively stable purchase rates within probability cells. Table 4 shows any and new car purchase rates by
condensed probabilities of purchasing within 6,
12, and 24 months. Table 5 shows new car purchase
rates by condensed probabilities of purchasing
within 6, 12, and 24 months by type of car expected to be purchased. In general, rates are quite
stable. The any car purchase rate of each condensed probability category is lower than that of
the category above it in all but two instances;
for both October 1966-March 1967 and April-September 1967 the any car purchase rate of the 24month .10-.30 category was higher than the .40.60 category. Although both the any and new car
purchase rates shown in Table 4 are relatively
stable, Table 5 shows that the type of car expected to be purchased is a strong discriminator. The
new car purchase rate for households reporting a
100 percent chance of buying and expecting the
car to be used is typically lower than the rate
for households reporting only a 10 to 30 percent
chance of buying, but expecting any car which was
purchased to be new. There is some evidence from
both Table 4 and Table 5 that purchase rates are
more stable for the 24-month probability groups
than for either the 6- or 12-month groups. If
this is confirmed by further evidence, the implication would be that 24-month probabilities
would be superior to 6-and 12-month probabilities
in predicting short-run purchases.

The fact that a large number of households
can be classified as non-zero does not, of course,
insure that a measure will have predictive usefulness. Unless the categories into which a measure distributes respondents show considerable
purchase rate stability over time, the measure
may be useless. However, the combination of stable
purchase rates and a large proportion of purchases
accounted for by those with a positive probability
makes the CBE a promising survey of new car purchase anticipations.

Other gains from the QSI are apparent in comparisons of the data shown in Tables 6, 7, and 8.
The percent of six-month new car purchases accounted for by QSI households who reported no 12-month
plans was about 45 percent. The percent of new
car purchases accounted for CBE households who
reported a zero probability of purchasing within
12 months was 32 percent. When classified by their
24-month probabilities, households in the zero
category accounted for 19 percent of the purchases.

Little has been said about the predictive
usefulness of intentions or probability data concerning household durables because (1) new car
expenditures are much more important in explaining
fluctuations in consumer investment, and (2) QSI
intentions to purchase household durables do not
make a net contribution to the explanation of the
variance in household durable expenditures during
1959-66.
It was primarily this latter consideration
which led the Bureau of the Census to adopt an
aggregate approach to measuring expected expenditures on household durables even though one version of this approach had been outperformed by the
"probability approach" in the Louisville pretest.
The potential of the aggregate approach seemed to
be much greater than approaches which attempted
to measure anticipated purchases of each of a
long list of items.
The CBE sequence on expected household durable expenditures is made up of questions 13
through 19 in Figure 4, Table 9 shows average sixmonth expenditures on furniture and appliances by
categories of expected expenditures. In general,
actual expenditures increase as amount expected
to be spent increases.

The introduction of a new CBE answer sheet
in April 1967 apparently had some effect on the
purchase likelihood of certain probability categories. Answer sheets used prior to April had
adjectives at only the top and bottom of the
scale. In April the phrases "Strong Possibility"
and "Slight Possibility" were added at the 80 and
20 categories respectively. Tables 4 and 5 contain evidence that the change may have increased
the purchase likelihood of the .10-.30 category.

The results of a cross-section regression
study based on a CBE matched household file for
January-June 1967 are even more encouraging. In
the Louisville experiment, the simple correlation
between actual expenditures and expected 12-month
expenditures was .15; the simple correlation between purchases of selected household durables and
the sum of 12-month probabilities of purchasing
those items was .19. In the CBE cross-section
test, the simple correlation between actual expenditures and the "improved" measure of expected

The logic of the probability approach suggests that the purchase rate of those with a zero
probability of purchasing should be lower than
the purchase rate of nonintenders. Comparisons
of QSI and CBE reinterview tabulations indicate
that this is the case, The average six-month new
car purchase rate for QSI households expressing
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Table J.--SIX-MONTH CAR PURCHASE RATES FOR CBE PROBABILITY CATEDORIES - PROBABILITY OF PURCHASING ANY
CAR WITHIN 12 MONTHS
(Percent reporting a purchase within probability groups. Data from four CBE reinterviews,
July-Dec._1966 to April-Sept. 1967)
Reported probability of purchasing a car within 12 months
Purchase category
0
Percent reporting a car
purchase within 6 months •• 7.9

g

.10

.20

.JO

.4D

.50

.60

.70

16.5

19.1

20.7

19.3

22.7

28.J

28.9

.80

.90

28.6

36.4

1.00

47.6

Table 4.--SIX-MONTH CAR Pli'RCHASE RATES (ANY AND NEW) FOR CBE PROBABILITY CATEDORIES-PROBABILITIES OF
PURCHASING ANY CAR WITHIN 6, 12 AND 24 MONTHS
..........

Type of car
and six-month
period

All
households

- .............. - - ....,_, .... -

....,__

.......

..,

_........... -- ..

-·- -· .....- -----

-

-

,__ ....

___ ...,_

Reported probability of purchasing Reported probability of purchasing Reported probability of purchasa car within 12 months
a car within 6 months
ing a car within 24 months
0

.10To30

.4D-. 60

.10-.90 1.00

0

.10-.JO

,40-.60

.70-90 1.00

0

.10-.30

.J.,D-.60

.10-~c 1.00

ANY CAR
July 1966-Dec.1966. 15.3
Oct.1966-March 1967 14.4
J an.1967...June 1967. 14.9
April 1967-Sept.196' 15.1

10.0
9.5
10.3
10.1

24.2
24.7
23.0
31.8

33.4
35.4
37.2
37.6

48.5
44.8
47.6
39.9

60.2 8.0
62.8 7.3
53.7 8.1
58.7 8.2

15.6
19.2
18.3
21.4

21.9
22.4
23.3
23.7

30.3
28.J
32.2
32.1

49.3
48.8
46.3
47.0

5.9
6.0
7.0

6.6

13.6
13.8
11.4
16.0

15.4
13.3
15.5
15.4

20.6
21.3
18.6
22.3

33.0
32.2
32.9
34.3

3.2
3,4
3.5
3.5

8,5
10.1
4.9
12.2

10.3
11.5
17.8
11.1

21.5
22,9
19.3
17.1

24.4
31.8
26.8
30.0

2.4
2.4
2.5
2,7

4.6
6.0
4.5
6.7

7~4
8.8
9.4
6.8

11.7
12.8
14.9
13,9

19.4
23,1
22.1
20.8

1.7
2.1
2.3
2.1

3,2
2.8
3,2
2.6

4.3
4.0
4.7
5.9

8.1
7.8
6,5
7,9

12.7
15.1
15.0
14.5

NEW CAR
July 1966-Dec.1966 ••
Oct. 1966-March 1966
Jan. 1967...June 1967.
April 1967-Sept.1967

5,3
5.7
5.7
5.5

Table 5.--SIX-MONTH NEW CAR PURCHASE RATES FOR CBE PROBABILITY CATN}()RIES-PROBABILITIES OF PURCHASING
A CAR WITHIN 6, , 12; AND 24 MONTHS BY TYPE OF CAR EXPECTED TO BE PURCHASED
(Percent reporting a new car purchase within probability groups)
Six-month purchase
period

All
households

July 1966-Dec. 1966 ••••• 5.3
Oct. 1966-March 1967 •••• 5.7
Jan. 1967--June 1967 ••••• 5.7
April 1967-Sept. 1967~...... ,.5.5

Probability of purchasing a car within 6 months by expected type
0
3.2
3.4
3,5
3.5

5,3
5.7
5.7
5.5

2,4
2.4
2.5
2.7

30.3
43.7
26.0
25.3

46.0 1.1
54.6 3.6
45,5 1.0
49.5 5,2

1.9
4.6
5.7
2.8

10.9
3.8
7.7
9,8

7.4
5.4
3.9
7,7

12.3
11.0
20.6
10.4

13,1
13.6
13,8
10.2

6.5
9.8
5.1
10.6

16.0
18.9
19.7
19,7

31.5 2.1
38.1 1.8
34.8 5.0
33.7 3.0

1.9
2.3
4.4
3.9

5.4
4.7
4.2
7.6

5.5
4.8
6.0
6.9

8.6
8.8
11.3
8.0

Probability of purchasing a car with :in 24 months by expected type

Six-month purchase
period
July 1966-Dec. 1966 •••••
Oct, 1966-March 1967, •••
Jan. 1967--June 1967 •••••
April 1967-Sept. 1967 •••

22.1
19.6
27,8
19-;3

14.1
14.9
7.6
20.8

.10-1.00
Don't know

Probability of purchasing a car within 12 ~onths by expected type

Six-month purchase
period
July 1966-Dec, 1966 •••••
Oct. 1966-March 1967 ••••
Jan. 1967--June 1967 •••••
April 1967-Sept, 1967 •••

.10-.30 .40-.60 • 70-.90 1.00 .10-.30 .40-.60 .70790 1.00
New
New
Used
Used
New New
Used Used

5.3
5.7
5.7
5.5

1.7
2.1
2.3
2.1

4.4
4.1
3.4
5.3

6.8
6,4
6.1
i 7,1
t

12.8
10.9
8.6
10.5

18,8
22.3
21.7
21.6

2.6
1.3
4.0
0.5

0.8
0.9
3.1
3.8

2.7
4.2
2.5
4.1

4.5
4.5
4,7
6.0

5,6
5.6
8.2
8.1

•
Table 6.--PROPORTION OF SIX-MONTH NEW CAR PURCHASES ACCOUNTED FOR BY QSI INTENDER GROUPS
(Based on eight observations of matched households: Oct,.1964-March 1964 to July 1966Dec. 1966)
New car
purchase

All
households

Don't know
about 12
Yes, def, Yes, prob. Maybe Yes, def.\ Yes, prob, Maybe mo.plans
in
in
in
in
in 7-12, in 7-12
6 mo,
6 mo,
6 mo.
mo,
\
mo.
7-12
mo,
~
Plan to buy, expected ty;pe of car - new

Plan to
buy,expected
type of carused or don't
know

No
plans in
12 mo.

i

Percent of
total •••••

100.0

16.2

8.3

5.2

2.9

I

4.0

4.8

3.8

9.7

Table ?.--PROPORTION OF SIX-MONTH NEW CAR PURCHASES ACCOUNTED FOR BY CBE 12-MONTH PROBABILITY GROUPS
(Based on four observations of matched households: July 1966-Dec. 1966 to April 1967Sept. 1967)
~

New car
purchase

Percent of
total ••••••

All
households

100.0

0
probability

31.7

Positive probability, expected type
of car - new
.10-;30

,40-.60

10-.90

1.00

3,9

11.3

7.9

31.4

Positive probability,
expected type of car used or don't know

13.7

Table 8,--PROPORTION OF SIX-MONTH NEW CAR PURCHASES ACCOUNTED FOR BY CBE 24-MONTH PROBABILITY GROUPS
New car
purchase
Percent of
total ••••••

All
households
100.0

0
probability

19,3

Positive probability, expected type
of car - new
LOO
,40 .60
,70-.90
.10,30
1.8

7.9

7-3

46.7

·.

Positive probability,
expected type of car used or don't know
16.9

45.1

Table 9 • ---Slk-MONTH AVERAGE EXPENDITURES ON FURNITURE AND APPLIANCES BY REPORTED CATEDORY CF EXPECTED
EXPENDITURES AT BEGINNING OF PERIOD

Six-month period

Expected expenditures
All
house11
0
No" or"DK" Closer About Closer $1,000
holds chance
in
to
$200 or
to
of spendmore
$200 middle $1,000 $1,499
ing mone;y

-

July 1966-Dec, 1966 ••••• $109

Oct, 1966- March 1967.,,
January l9-67-June 1967 ••
April 1967-Sept, 1967,,,

104
92
100

$60
59

48

60

$73
101
76
95

$122
130
130
140

$186
173
169
184

$205
249
211
269

$231
.251
195
224

$1,999

$2,000
and
over

$228
266
270
251

$362
383
261
366

$1,500

-

I

expenditures was .28. The CBE cross-section study
also showed that expected expenditures explained
more of the variance in actual expenditures than
did i£zome level when both were tested separately
(the R 's were .079 and .046 respectively), and
when both were included in the regression, the t
values were 15.4 for expected expenditures and
11.8 for income.

survey. An estimate of the number of purchases expected to be made by respondents
in the October 1967 survey was obtained
by placing the res~ondents in the probability categories described in 1 abovB
and multiplying the number in each class
by the appropriate average purchase rate.
Note that this can be done for respondents
classified according to their 6; 12-and 24month probabilities, i.e., three different
estimates of expected purchases were obtained. The three estimates were averaged
to get a final estimate of expected new
car purchases.

Users of the CBE data are now faced with a
problem similar to the one faced by early users
of QSI data. In what form are the data most useful? The situation is less serious with the CBE
since we have the experience of QSI as a guide,
but the "best" way of using CBE anticipations data
is not yet obvious.

5. Final estimates of expected new car purchases were calculated for all CBE surveys
to date. The January and April 1967 estimates were averaged and assigned a value
of 100.0. The index value fo-r- any quarter
then became the final estimate of eXPected
new car purchases from that quarter as a
percent of the average final estimates
from the January and April 1967 surveys.

Although no single method of summarizing and
presenting CBE data can be accepted as the most
useful at this time, the Bureau of the Census has
adopted the method used in constructing the weighted QSI intentions series to derive summary statistics of expected expenditures on new and used cars
and household durables. For publication purposes
the summary statistics are presented as indexes.'

The indexes of expected new and used car
expenditures as computed above are really indexes
of expected purchases rather than expected expenditures. Since the price per unit of cars changes
slowly over time, the difference should not be
important. Two possible ways of introducing price
data are: (1) weighting the indexes by the average
amount respondents expect to pay for any new or
~sed car which they might purchase, and (2) weighting the index by an average of the actual price
respo:tldents reported paying for recent purchases
of new and used cars. No price data will be introduced in the CBE car indexes until there is reasonable evidence that such a change would enhance
the predictive value of the series, but actual and
expected price data will be made available in
Consumer Buying Iniicators, the quarterly CBE
publication.

The index of expected new car purchases shown
in Table 10 was constructed as follows:
1. For each of the time horizons (6, 12, and
24 months), the new car purchase rate was
calculated for the following probability
categories by type of car expected to be
purchased (if probability was positive):
O, 10-JO, 40-60, 70-90, and 100.
2. The calculations in 1 above were made for
each of the available fulfillment observations (the four available observations
cover the periods July 1966-Dec. 1966,
Oct. 1966-March 1967, Jan 1967-June 1967,
and April 1967-Sept. 1967).
3.

Average purchase rates for each of the
classifications in 1 above were computed
using the four available observations.

Table 10 shows the index values for 1967.
Since no fulfillment data on probabilities of
house buying are available, the index for housing
is based entirely on the respondents reported probability and the price of the house he expects to

4. The averages from 3 above were used to
estimate the number of purchases expected
to be made by the respondents in any CBE

bu..v.

Table 10.--CBE INDEXES OF EXPECTED CAR, HOUSING AND HOUSEHOID DURABLE EXPENDITURES:
1967, BY QUARTERS
(Jan. 1967-April 1967 = 100.0)
Date of survey

Category of expected expenditures
New cars

J a.riuary 1967 . •.•••..... • • • • • • • • • • • • • • •
April 1967•••••••••••••••••••••·••••••

July 1967 .••.•• ...•..•• • .• • • • •. • • • • • • •
October 1967••••••••••••••••••••••••••

101.0
99.0
104.7
102.2

Used cars
98.7
101.3
101.0
101.6

108

Household
durables

Houses

100.8
99.2
100.9
99.4

98.1
101.9
106.6
102.5

Time-series evaluations of the CBE methods of
measuring anticipated purchases are, of course,
a long way off. Nevertheless, the cross-section
results to date suggest that the CBE represents
a considerable improvement over the QSI. Among
the encouraging results to date are the following:

Although the QSI and CBE methods of measuring anticipated new car purchases are quite diferent, it is possible to link the CBE index to
the QSI weighted intentions series on the basis
of a co!l1Jllon observation. Both the QSI and CBE
were conducted in July 1966, October 1966, and
January 1967. The linked series presented below is based only upon the January 1967 observation since the presence of "first-time" bias
in the CBE makes July and October comparisons
h~;ardous.

1. The probability measure succeeds in distributing respondents into categories
which show significantly different car
purchase rates.
2. The purchase rates for probability cells
show considerable stability over time.

The series presented in Table 11 is a measure of total expected purchases. It differs from
the QSI intentions series which expressed anticipations in terms of the percent of households
likely to purchase. Although it is possible to
mechanically link the QSI and CBE, there are, of
course, questions about the validity of doing so.
There is no evidence that a five-percent change
in the CBE index has the same meaning as a fivepercent change in the transformed QSI index.

3. Respondents reporting a zero probability
purchase new cars at a lower rate than
did QSI nonintenders.

4. The proportion of new car purchases
accounted for by CBE households who report
a zero probability of purchasing is considerably less than the proportion accounted for by those who had reported themselves as QSI nonintenders.

Table ll.--LINKED QSI--CBE INDEX OF EXPECTED
NEW CAR EXPENDITURES: 1959 TO

1967

5. Cross-section regressions suggest that

January•••••••••••••••••••••

70.1

April ....... ...............•.
July •..... ................•..
October ••• ..••..••..••••••..•

68.2

1961~- January ••••••••••••••••••••••

77.0

1959 -

the present CBE version of a sequence
which measures expected expenditures on
aggregate household durables is superior
to approaches which sum intentions or
probabilities for individual items.

74.1
79.8
196o - January ••••••••• ••••••••••••• 75.6
April ..••. ..••............... 77.9
July . ....................... . 74.7
October •••.•••••.••......•••. 74.5
April . ..•...••..........•....
July .. .•......•.............•
October •..•..••••••.•• ...•..•

1962 - January ••••••••••••••••••••••
April •. •••••••••.••......••••
July ..•. •..••......•.........
October .. .•..•..•.•••••.•••.•
1963 - January •••.••...••.•••••••.••
April . •..•..•...........•....
July ••••••.••.•. .•••.•••••••.
October ••• •••••••••••••••••••
1964 - January ••..••......•.••••••••
April . ...................... .
July .• .•....•..••••.•..••.•••
October •••••••••••••• ••••••••

1965 - January ••••••••••••••••••••••
April .........•.•..... ....•..
July •. •••.••.••••..•••••..•••
October••••••••••••••••••••••
1966 - JaI1uary ••••••••••••••••••••••
April . ....................•..
July .....•.•..•..•...... .•••.
October ••••••••••••••••••••••
1967 - JaI1uary ••••••••••••••••••••••
April . .••........•.......•.•.
July . ..........•............•
October ••••••••••••••••••••••

References

75.6
74,1
80.2
83.0
85.1
82.0
86.5
86.o
90.2
91.2
89.7
93.6
96.5
95.1
101.9
101.7
101.6
103.8
103.1
103.0
102.4
104.0
100.4
101.0
99.0
104.7
102.2
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Conclusion
The point has often been made that the true
test of the predictive usefulness of an anticipations variable is its time-series performance.
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See the article by Arthur M. Okun, "The
Value of Anticipations Data in Forecasting
National Product," in The Quality and
Economic Significance of Anticipations Data,
Princeton University Press for National
Bureau of Economic Research, 1960, pp. 4D7-

460. Okun describes the cross-section relationships which would hold if intentions
were to predict well over time.

Buying Intentions and Purchase Probability:
An Experiment in Survey Design," Journal
of the American Statistical Association,
September 1966, pp. 658-96.

The logic of a probability survey is deECribed in F. Thomas Juster I s, "Consumer

Ibid.

SECTION I - PURCHASES
Ask 3, 4, 4o Fer Each

Port A• Automobiles

First Auto

Car Purchased

SURVEY PERIOD - These questions ore

•

3. Was this automobile new

about purchases and ex pectot,ions to

or used?

purchase by you and each member of your

family li,...ing ~er,; (If necusary, list n.amu)
The next quest ions cover a 3 month
periOO starting ...

(Do

•

January l 0

April I 0
July I 0
October I 0

1.

4. What was the price minus
trade in allowance?
Ml

New
Used

•

0
0

incliule Siat~ and

FeJeral Ta:x.u)

s
6

7
8
9

Since .•. has any family member

New
Used

•

0
0

0 000 0
l 000 0

0 00 0 0

I
2
3
4

Third Auto

Second Auto

00 00
00 00
000 0
000 0
0 000
00 0 0
00 00
00 0 0
00 00

New
Used

0
0

0 0000
l 0000
2 00 0 0
3 0000
4 0000
5 000 0
6 0000
7 0000
8 0000
9-0 0 0 0

2 0000
3 0000
4 0000
5 0000
6 000 0
7 0000
8 000 0
9 0000

living here bought on automc.bile?

Yes 0
No 0

2.

(Ask2)

(Skip

10

3-

port 8/

•

4o. About how much was your
trade in allowance?

Did you buy more than one?

2a.

How many?

2 , ..... 0
3 ...... 0
0

(A,!'20)
(Go

3)

lo

]

s.

•

0
0
0
0
No trade in .. 0

Did you wI1hdrow any funds from your
savings ta pay for this automobile (s}?

•

Don't know

Under $500 .
$500 -$999 .
$1000 - $1499
$1500 er mo,e

{/f any car purchased ask 5)

Yes 0
No 0

0

Don't know

Yes 0
No 0

0

Don't knO'N

•

Under $500 ..
$500 - $999,
$1000 - $1499
$1500 a.- more

0
0
0
0
No trade in .. 0

0

0
0
0
0
No trode in •. 0

Under $500 ..
$ 500 - $999
$1000. $1499
$1500 or mere

So. About how much?

--

Under $500 ..
$ 500 - $999 ..
$1000 -$1499
$1500 - $1999
$ 2000 or mae

4 or mere

0
0
0
0
0

(A..sk 3 to 4a for each car)
160.

Part 8 - Household Durables

Wos this ...

7. About how much did th is cost?

new or used?

(Mark oppropriate intervol)

I
I

6. Si nee ••• have you bought .••
(Ask que.stion 6a and 7 for each"yu"J

a. Any l,iving, dining, or bedroom furniture?.

b. Any kitchen or other type of furnitt..ire? ....
c. Any carpets, rugs, or other floor covering?
d. A television set? . . . . . . . . . . . . . . . . . .

.

Block and white •.................
Color

······················· ...

$25
to

No

New

Used

$25

$99

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
G

0
C

0
0

0
0

Black and white ...................

e. A radio, phonograph, or Hi-Fi equipment?.
f. A washing machine? .........•........

...............

h. A kitchen range? ............... ······

......
j. A dishwasher? ..
··············· .....
k. A room air corditioner? ········ ......
I,

A refrigerator or freezer? ........

I. Any other such purchase of $25 cr more ? .

0
0
0

0
0
0
0
0
C

0

(Specify in notes)
(Ask 8

if at

lea.st one upenditu.re of $JOO or

more is reported)

8.

'

',

C
0
0
0

I
I

•
I

C
0

,~
0
0

I

I
i
I
I

•

0
0
0
0
0

n

0

0
0
0
0
0
0
0
0

(J

Cl

n

~

~)

,.

0
0
0
0

0
0
0
0

8a. About how much?

Did you withdraw any funds from
your savings to pay for this item (s)?

'

I

•
A 0
B 0
C 0

I

More than one Te lev is 10n Set?

Color ...........................

$100 $200 $300 $400 $500
and
to
to
to
to
$199 $299 $399 $499 over

Less
than

Yes

(If set purchased ask)

g. A c lathes dryer? ......

OFFICE USE

Yes 0
No 0

110

0
0
0
0
0
0
0
0
0
0

0
0
0

•
0

0

()

0
0

0

0

0
0
0
0
0
CJ

C,

0
C

;)

C)

0
0
0

0
0
0
0

Under $100 ..
$IOO • $291 ..
$300 -$599.
$600 - $999 .
$ I 000 or more

()

•
CJ

,J

0
0
CJ

C
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0

Cl

0

0
1
2
3
4

5
6

•
A 0
B 0
C 0

7
8
9

000 0
000 0
0000
000 0
0000
0000
000 0
00 0 0
0 0 00
0 C C 0

0 0 C) 0 0
l 0 000
2 000 0
3 u 000
4 000 0
5 000 0
0 Cl 0 0
Cl 0 0 0
0 00 0
0 00 ()
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SECTION II - PROBABILITIES
The answers you rrcy give to the fa! lowing questions are on CARD - B, arranged like a thermometer. If you are absolutely certain choose the answer

"100", the one at the top. If you think there is absolutely no chance at o!l, the best answer would be
choose one of the other answers.

•o•.

If you think the chances ore somewhere in between,

Part A - Moving to another residence

2. What about the next

1. What answer would you

3. HoJt about the next 2 years?

choose for the chances that

12 months, between now

you or some member of your

and next ••• ?

4. If you or anyone here do
move, what are the chances
that it will be to a house

family living here will move

that you buy? (Include

within the next 6 months?

mobile homes)

0
10
20
30
40
50
60
70
80
90
100

0
0
0
0
0
0
0
0
0
0
0

~

( A,k

0
10
20
30
40
50
60
70
80
90
100

2)

■
(Go to 4)

6. If you or anyone here do buy

~

0
0
0
0
0
(A,"3!
0
0
0
0
0
0 (Go ,o 4)

0
10
20
30
40
50
60
70
80
90
100

■

a house, about how much

0
10
20
30
40
50
60
70
80
90
100

0 (Go to part B)
0
0
0
0
0 ) (Ad4J
0
0
0
0
0 I

;i

I

■

5. If you or anyone here do buy a house,
what are the chances that it wi II
be a newly built house?

0 (Goto part BJ
0
0
0
0
0
(A,k5)
0
0
0
0
0

0
10
20
30
40
50
60
70
80
90
100

/I

■

0
0
0
0
0
0
0
0
0
0
0

■

Notes:

would you expect to pay for it?

Under $10,000... . 0
$10,000 to $14,999 0
$15,000 to$19,999 0
$20,000 to $24,999 0

$25,000 to $29,999 0
$30,000 to $39,999 0

> - - - - - - - ~ - - - - ------------------------------------ --------

I

$40,000 or mere . . 0
Don't know . . . 0

t-----•=---------~------'----------------------l
Part B - Automobiles

7. What ore the chances that

8. What about the next

you or any member of your

12 months, between

family living here will buy

and next. •• ?

9. How about the next 2 years? 10. Now without using the
answer sheet, if you or

now

anyone here do buy a car,

Under $500 ..... 0

sometime during the next

■

6 months?

0
0
0
0
0
0
0
0
0
0
0

11

) (A,kB)

■
(Go to 10)

0
10
20
30
40
50
60
70
80
90
100

0
0
0
0
0
0
0
0
0
0
0

12. Are you likely to withdraw
any funds from your savings
to pay for the automobile?

trade -in allo11•ance)

will it be new or used?

either a new or used car

0
10
20
30
40
50
60
70
80
90
100

11. About how much would you
expect to pay for it? ( Include

Yes 0
No 0

;1

) (Ad9)

■
(Go to 10)

-

0
10
20
30
40

so
60
70
80
90
100

0 (Go to part C)
0
0
0
0
0
0
0
0
0
0

12a, About how much?

New •.•.•

0

Used .... 0
Don't know 0

■

■

0
0
0
0
0
0
0
0
0
0
0

Don't know ..... 0

Under $500 . . 0
$500 . $999 . 0

$1500. $1999 0
$2000 or more 0

$1000. $1499 0

Don't kno,,v. . 0
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$500 to $999 ....
$1,000 to $1,499
$1,500 to $1,999
$2,000 to $2,499
$2,500 to $2,999
$3,000 to $3,499
$3,500 to $3,999
$4,000 to $4,999
$5,000 to $5,999
$6,000 to $7,499
$7,500 and over

Port C - Household Durables
13. Now looking at card B, what are the
chances that you will be spending
money for household appl ionces,
furniture, a

TV,

115.

U. Is there a better than even

or major home

Is there a better than even 1. 16a. What is your best guess about the amount you will

chance of your spending at

chance of your spending o

actually spend? Would you soy less than $1,500,

least $200 on these things

g,eat deal more than $200,

Sl ,500 to $2,000, or over $2,000?

during the next year?

say

$1,000

~

or more?

improvements, during the next year?
(Include items ta be purchased ifl
connection with the purchase of a
new house,)
(Go kl
0 () pa,1 D)

10 ()
20
30 Cl
40
so C
60 ,~
70 :)
80 ()
90 0
100 0

Yes, .. , .. 0
No ......

0

Don't know

()

IA,kIS)

Yes ...... ()

(A,kl6a)

} /Go to

No ......

}/A,k I6b)!

part D)

0

Don't know 0

I

'-...., f-16-b-.-,a-y_o_u_r-be_s_t_g_ue_s_s_a_bo_u_t_t-he-om_o_u_n_t-yo_u_a_r_e_m_o-,t-----1

■

IA,k 14)

Less than $500 ()
$500 to $750 . . U
Over $750 .... 0

■

■

17 b, About how much? Under $100 .. 0
$100. $ 299. 0
$300. $599. ()
$600. $999.
$1000 +..... n

17a. Are you likely to withdraw any
funds from your savings to pay
for these expenditures?
~

(Go to 17a)

likely to spend less than $500, $500 to $750,or over $750?

I

Yes

$1,000 to $1,499 0
$1,500to$1,999 0
How
$
Over$2,000 .... () - - much?

(A,k 17b)

~

No O (Go to 18)

Don't know ..

()

19. Are you likely to

18. Which items on cord Core you most likely to buy during the next year?
(Mark tlll categories indicated)

make any other major

purchase that is one

Fvrniture and Rugs

■

■

Applial"'ces

Dining rocrn furniture

C

Black arJ white TV .. u
Color TV ......... C)

Bedroom furniture ...

()

Washing moci-iine . • .

Kitchen furniture ...

0
0

C1ot!,es dryer ....... 0
Kitchen range ....... 0

Living room furniture

Other furniture ....

()

other floor coverirgs C)

D 1shwasher . . . . . . . .

O --No 0

Yes

0

D

CJ

Radio, Phone, Hi-Fi.

0

Boot...................... ()
Vacation home . . . . . . . . . . . . . .

0

Swimming pool . , . . . . . . . . . . . . 0
Piano, other musical instrurnents 0
Other (Specjfr) • • . . . . . . . • . .. 0

C

Room air-conditioner.

■

(Mark oll appropriate categorie-s)

Refr ,gerotor or freezer 0

Carpets, n.gs, or

Home improver-rents •

of $200 or more during
the next year?
What would that be?

I

(Specify)

Cther ....... ,.,.,. 0
Don't know . . . . . . . .

0

PART D - INCOME
Now I'd like to ask you about your family's income
prcs~cts during

the next 12 months.

21. What number would you pick for the chances that
your family income wi II decrease substantially?

22. Is your family income higher or lower than it was
12 months ago? (If •hig}ur• ask if •substantially k~her,•

(1111 or more)

20. Using cord B, what number would you pick for the
chances that your family income will increase

substantially? (10% or more)

0 0

10
20
30
40
50

0

0
0
0
()

0

(:/J ()

70
80
90
100

0
0

C

0

■

()

Substantially higher 0

10 ()
20 0
30 0
40 ()

Lower .......... 0
Substantially lower 0

so

Don't kno.v ...... 0

()

60 0
70 0
80 ()
90 ()
100 (_)
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Higher .... , .....
About the some ...

■

()
()

■

FORM QHS-701,4
(2•9-67)

U.S. DEPARTMENT OF COMMERCE
BUREAU OF THE CENSUS

®
What NUMBER best describes the chances?

I

100

ABSOLUTELY CERTAIN . ......

90

< 100 in 100>

(90 in 100)

80

STRONG POSSIBILITY ....... .

(80 in 100)

70

• • • • • . • • • • . . • . • • • • • • • • .

(70 in 100)

60

••••• , • • • • • • • • • • • • • • • • •

(60 in 100)

50

• • • • • • • • • • • • • • • • • . • • • • •

( SO in 100)

40

•••••••••••••••••••••••

(40 in 100)

30

20

(30 in 100)

SLIGHT POSSIBILITY . ....... .

10

0

(20 in 100)

( 10 in 100)

ABSOLUTELY NO CHANCE . ....
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(0 in 100)

All APPRAISAL OF CONSUMER AlfTICIPATIONS APPROACHES TO FORECASTING *
E. Scott Maynes, University of Minnesota
I.

Introduction

weights assigned to different factors to vary
over time. Similarly, anticipations data take
account of changes in parameter values over time.
That is, unlike standard economic models, they
allow for nonuniform responses to identical
stimuli. For these reasons anticipations data
seem peculiarly suitable for short-run forecast-

This paper essays a critical review of the
consumer attitudes and buying intentions
approaches to forecasting. A final section
suggests appropriate strategies regarding future
research.

ing.

There are compelling reasons why economists
and econometricians in general should be interested in the consumer attitudes and buying intentions approaches to short-term forecasting.
First, automobile expenditures constitute one of
the most volatile components of net investment.
Second, evidence thus far accumulated indicates
that forecasting models using consumer anticipations predict variations over time in automobile
expenditures better than models couched in objective variables, especially at cyclical turning
points.

II.

Retrospect

Both anticipations approaches originated with
George Katona and the Survey Research Center (SRC)
in the period 1945-51 [12,13]. Since then
periodic evaluations by outside scholars have resulted in new anticipations surveys, the introduction of new questions, and the use of alternative analytical techniques.

A.

Both consumer attitudes and buying intentions approaches seek to forecast changes in
discretionary consumer spending in a short run,
in practice, a period covering the two quarters
subsequent to (but not including) the quarter in
which the forecast is made. Since expenditures
for new automobiles (and parts) account for 80
percent of the time series variance of durable
goods expenditures, 1 it makes little difference
whether the two approaches seek to forecast
changes in expenditures for all durable goods or
for automobiles alone. The consumer attitudes
approach has most often been applied to the
forecasting of durable goods expenditures and
the buying intentions approach to automobile expenditures. As to their modus operandi, both
approaches utilize periodic consumer surveys to
collect subjective data on consumer attitudes
and buying intentions respectively. Suitably
processed into indices, these become inputs for
forecasts, either by themselves or, preferably,
in conjunction with standard economic variables.
The attitudes approach collects information regarding the consumer's evaluation of his own
current and prospective financial position, his
appraisals of current and expected business conditions, and of the market for consumer durables.
The buying intentions approach collects information regarding a consumer's stated intentions to
purchase particular durable goods.

Buying Intentions

Survey
Operations. Since 1952 the Survey
Research Center has been conducting "periodic"
surveys of attitudes and buying intentions on a
near-quarterly basis as finances permitted. The
typical sample size is about 3,000 for January
quarter surveys, and about 1,400 otherwise [20,21].
The buying intentions questions used are the
first-generation buying intentions questions
originally devised by Katona in the 1945-51
period. In recent years buying intentions have
been given second billing as compared with consumer attitudes.
Analyses by many scholars in the mid- and
late-fifties suggested that buying intentions,
but not consumer attitudes had predictive value.
[5,15,19,22] This conclusion led in 1958 to the
inauguration of the Quarterly Survey of Buying
Intentions (QSI), first under the sponsorship of
the Federal Reserve Board and later under the
Census Bureau. QSI was grafted to the Bureau of
the Census' Current Population Survey, yielding
quarterly surveys with sample sizes of 17,000
each. The larger sample size combined with the
fact that three quarters of each sample consists
of previously interviewed households leads to
greatly reduced sampling errors. (It is ironic,
in view of the Census Bureau's emphasis on proper
sampling procedures, that appropriate sampling
errors for buying intentions were never calculated.) QSI questions, though similar to the SRC
buying intentions questions, ask about both 6- and
12-month reference periods. As we shall see,
this permits a finer classification of households
by buying intentions.

In general, the more favorable the attitudes
thus registered or the higher the frequency of
buying intentions, the higher the forecast of
aggregate durable goods expenditures.
It may be argued~ priori that forecasting
models including anticipations variables should
be expected to outperform forecasting models
made up exclusively of standard economic variables. In the first place, anticipations data
are open-ended: they allow the decision-maker
himself to take account of all possible factors
affecting a particular purchase «ecision. Or-the same idea put differently-•th•y permit the

By January, 1967 methodological research conducted by the National Bureau of Economic Research
and the Census Bureau [9,10,3] had achieved a
sufficient payoff so that QSI was succeeded by a
revised survey, called the Consumer Buying Expectations Survey (CBE). The chief innovation in
revised CBE is the use of "subjective probability"
questions. The sponsor remains the same, and the
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sample size has been reduced to approximately
11,500.
Questions Used--three generations:

where

"Do you expect to buy a car during the next
12 months or so? (If ''YES'"): How much do
you expect to pay for your car?"

p i - estimated probability of purchase

for the ith class, assumed to be
constant and equal to estimated
ex post purchase.

"Do you expect to buy any large items such
as furniture, a refrigerator, stove, washing
machine, television set, air conditioner,
household appliances and so on during the
next 12, 24 months?"

It should be noted that the QSI index excludes "non-intenders", Le., those responding
negatively to the entire series of buying intentions questions. Some recent results by Juster
[11] suggest that the probability of purchase,
p i' for the non-intenders is not constant, but is
approximated by the SRC index of consumer sentiments.

QSI:
"In the next 6 months does any member of
this family expect to buy a car?"

Fourth insight: The smallest prediction
error is obtained by using the QSI index, BQSI'
in conjunction with the lagged value of the
dependent variable. [16,11]

(If "NO" to 1): Do you expect to buy a car
within the next 12 months?
(If "YES" to 1 or 2):
be a new or used car?"

= proportion of population esti-

mated to be in buying intentions
class i.

SRC:

If you buy, will it

Fifth insight: Subjective probability
questions, discussed already by Juster and
McNeil, appear to outperform earlier buying intentions questions [10].

CBE:
''What are the chances that you or any member
of your family living here will buy either
a new or used car sometime during the next 6
(12, 24) months?"

B.

Consumer Attitudes

Survey Operations. The overriding purpose of
the Survey Research Center's quarterly surveys,
described above, is to obtain current information
on consumer attitudes. The most important,
though not the exclusive, vehicle for short run
forecasting is the Index of Consumer Attitudes
(A in the later equations) constructed from responses to the six questions listed below. 2

Analysis: Most of the analytical gains with
respect to the use of buying intentions data
have come recently. Here I set down what are in
my judgment the most important insights regarding the use of buying intentions data.
First insight: Buying intentions are subject to and should be corrected for seasonal
variations. This was first suggested by Byrnes
and Juster, and later confirmed in several of
Juster's investigations. (9,11].

Questions Used:
Personal Finance #1: "We are interested in
how people are getting along financially
these days. Would you say that you and your
family are better or worse off financially
than you were a year ago?"

Second insight: Labels should not be taken
literally. Responses to questions regarding
purchase intentions over a 12 month period for
example are useful in predicting actual purchases over a 6 month period. Correspondingly
information about intentions to purchase used
cars have predictive value for the prediction of
actual new car purchases. It turns out in fact
that the most homogenous classes with respect to
ex post purchase rates can be obtained by
utilizing information about three elements:
(1) the expressed degree of certainty regarding
purchase intentions ("definitely will buy",
"probably will buy", etc.), (2) whether the
prospective purchase is to be a new or used car,
(3) whether the reference period for purchase is
6, 12, or 24 months [13,16].

Personal Finance #'J.: "Now looking ahead-do you think that a year from now people will
be better off financially, or worse off, or
just about the same as now?"
Business Conditions # 1: "Now turning to
business conditions in the country as a
whole--do you think that during the next
twelve months we'll have good times financially, or bad times, or what?"
Business Conditions # 2: "Looking ahead,
which would you say is more likely--that in
the country as a whole we'll have continuous
good times during the next five years or so,
or that we will have periods of widespread
unemployment or depression, or what?"

Third insight: The best buying intentions
index thus devised--that adopted by QSI in
1966--should be a weighted average as follows:

115

communicating a !!!£E! optimistic response, and
vice versa.

Market Conditions #1: "Now about things
people buy for their house--I mean furniture,
house furnishings, refrigerator, stove, TV,
and things like that--do you think now is a
good or a bad time to buy such large household items?"

B'ecause of this we would expect the SRC Index
to be increasingly unresponsive to successive upward movements in basic "optimism" but to exaggerate initially a shift towards pessimism.

Market Conditions # 2: "Now speaking of
prices in general--I mean the prices of the
things you buy--do you think they will go up
in the next year or so, or go down, or stay
where they are now? Would you say that these
( ••• rising prices; falling prices; unchanged
prices ••• ) would be to the good, or to the
bad, or what?"2

This disability would be endemic to any scale
permitting only a small number of response categories.
D,

Our evaluation is confined to time series
performance since this is the "raison d'~ntre"
for the anticipations approaches.

Responses to these questions are recorded on
3-point verbal scales (e.g., "better", "neither
better nor worse", "worse") or 5-point verbal
scales. Responses on the 5-point scales are
collapsed into three categories before inclusion
in the Index. Essentially the Index is formed by
assigning weights of 2,1, or Oto each favorable,
neutral, or unfavorable response to the questions
listed above. The theory underlying the Index is
that increased optimism, ceteris paribus, will be
associated with increases in discretionary expenditures.
3.

Predictive Performance of Attitudes and
Buying Intentions

Two tests are employed:
and the sign test.
1.

regression analysis

Regression Analysis--Consumer Attitudes

Equations 1-4 are similar in form to many
equations used in the past by SRC and other
analysts to su11m1arize and test the predictive
value of consumer attitudes [8-18]. However, all
these equations suffer from a c011D11on statistical
defect which may induce mild indigestion in some
econometricians: statistically significant autocorrelation of residuals. The "improved" estimates in equations 4 and 5 are purged of this
defect and yield important new insights. We
shall discuss each set in turn.

Analysis

Insight No, 1. Using principal components
analysis, Adams [1] found that responses to the
two "business coqditions" questions account for
most of the predictive power of the attitudes
index in time series. An important issue which
Adam's analysis could not answer is whether his
results were attributable to the intrinsic importance of attitudes relating to business conditions or to the possibly greater precision with
which these particular attitudes were measured,

All the equations are estimated from 43 surveys conducted from 1952-65. All dollar variables
are deflated for price changes and population
growth (number of families).
(1) DGt=l, •0.27Yt=-l,- -44.67
2
2
(6.83)
(0. 021)

Insight No, 2. The assignment of equal
weights to each question in the SRC Index is not
far from optimal [1].

r

Insight No, 3. It is a fact that in time
series prediction attitudes outperform the SRC
first-generation buying intentions data. In part
at least this result is explained by the greater
sampling precision of SRC attitudes as compared
with SRC buying intentions [14,16]. Calculations
by Kish [14] show that the standard error of the
difference for the index of attitudes is about
one-third as to one-half as great as that for the
index of buying intentions. Of course, the use
of improved scales and longer reference periods
for buying intentions questions could alter this
cone lus ion,

2

=

(2) 00 t•l,2
r

2

(3) DG

i- $3 .03 billion

0.80

=

0.86At=O - 35.56
(0.17)
(15.97)

= 0.37
t=l,2

IM• 0.47*

'S°• $5.40 billion

.. 0.50A + 0.24 Y
l
t•- ,(0.06)

i 2 .. o.92

(0.01)

2
(6.30)

g • $1.93 billion

IM "' 0.17*
-80.30

rM • 0.88*

(4) DGt=l,2 - DGt•O,l .. 0.32 (At-0 - At=l)
(0.07)
+ I 0.07 (Yt•-1,-2-Yt•-2 ,-3)
(0.25)
+ 0.50
(0.25)
2
R = 0.97**
i = $1.40 billion IM= 1,85

Insight No, 5, The SRC Index of Consumer
Sentiments tends to be inelastic upward after
successive improvements in consumer attitudes and
similarly, inelastic downward following successive deteriorations in consumer attitudes. This
tendency arises from the use of a three-category
scale: once an optimistic response has been recorded, the same respondent has no means of

No detectable autocorrelation
of residuals.
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And now a word about the origin and meaning
of the "improved" equations. Equation 4 was obtained by following a suggestion of Hildreth and
Lu [SA] regarding the elimination of autocorrelation of residuals. Equation 4 is that equation
of 20 tested which following the maximum likelihood criterion proved most successful in eliminating first-order autocorrelation. 3 Equation 5
contrasts interestingly with the first-difference
formulation of Equation 4. Here the trend effect
is represented by the lagged value of the dependent variable and both attitudes and income are
introduced in first-difference form to ascertain
the extent to which either explains deviations
from trend. My interpretation of the results
would be that attitudes, but not income, help to
explain cyclical variations in durable goods
spending. Disposal income, though failing as a
cyclical variable, enters the equation indirectly
via its high correlation with the lagged value of
durable goods.

or, equivalently
(4') DG

t•l,2

• DG

O l + 0.32.61\ - 0.007.6 + 0.50
t• ,

DG t=l,2 • 1.03 DGt= Ot 1+o.30(A ta 0 -A ta- 1)
(0.04)
(0.07)
- 0.048(Yt•-l,- 2

(5)

- y

t=-2 ,-3

)

(0.068)
- 0.97
(1.63)
-2
R .. 0.97

i

= $1.42 billion

IJl • 1.94

No detectable autocorrelation.
Where
DGt=l, 2

= Deflated consumer durable goods

Despite my personal preference for Bquation
5 as compared with Equation 4, their performance
is about equal.

expenditures in the half year
following (but not including) the
survey, annual rate seasonally
adjusted. (t's refer to quarters; 0 = equarter of the survey.)
Y
= Disposable personal income in the
t=-1,-2
half year preceding (but not including) the survey, annual rate
At
= SRC 6-item Index of Consumer
Attitudes
DW
= Durbin-Watson statistic

It should be acknowledged that Equation 5 is
not an "operational" forecasting model since ordinarily the lagged value of durable goods is not
known when the index of attitudes becomes available. Of course it would be possible to estimate
the lagged value on the basis of the previous
period's data. The calculations required to
evaluate the precision of this approach have not
yet been made.

*Statistically significant autocorrelation
of residuals at the 2-sigma level (singletailed test).

The automobile consumption equation of the
Wharton School of Quarterly Economic Model [SA]
probably affords the stiffest test of the predictive value of consumer attitudes as compared
with traditional economic variables and/or the
usual cyclical indicators. The Wharton School
Model is formulated with and without anticipations (of all kinds). The automobile consumption
equation, as given below, includes the SRC Index.

**Calculated with respect to the dependent
variable of interest, DGt+l and not 600.
Both disposable income and attitudes are
significantly associated with changes in durable
goods expenditures. Though the equations don~t
say so directly, it would appear that disposable
income picks up the trend and attitudes at the
cyclical turning points in durable goods expenditures. For example, a forecaster relying on
Equation 1 alone, would have completely missed
the 1954 downturn, 1955 automobile, the 1957
downturn, the 1958 recovery, and the 1966 downturn. By contrast, the forecaster using attitudes alone (Equation 2) would have detected all
though he probably would have missed the onset
and minimized the extent of the 1960-61.

Fitted for 1948 to 1964.
Tr
Pa
ca= 30.3 + O.ll(Y- p> -47.5 p - 0.1 U
(0.03)
C
(10,6) C (0.2) n
e

-3.3d + 0.9C - 0.05 K -l + 0,12 Cd
(0.6)s (0.6)r (0.02) a
(0.06)

i2

Equation 3 has appeared prominently in
Survey Research Center publications. Obviously
it represents an improvement over Equations 1 or
2. Earlier work by Mueller [18] suggests that
this general configuration of results would hold
for such other dependent variables as number of
cars sold, expenditures on cars, amount of installment credit extended, expenditures on nonautomotive durable goods. They are also likely
to hold for somewhat shorter or somewhat longer
periods of forecast:

where:

= 0,92

C

a

y

Tr
p
C

p

S • 1.3 billion DW =1;06*
(1958 dollars)

= Purchases of autos and parts.
= Disposable personal income.
Transfer Payments.
= Implicit price deflator for total
consumption (1958 = 1.000).

= Implicit Price deflator for autos.
a
Un = Unemployment rate.
d • Dummy variable for supply shortage:
s
3 in 1948-1 and 1948-2, 2 in 1948-3
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and 1948-4, 1 in 1949-1 and in 19523 , 0 elsewhere.
C = Dummy variable for credit terms1
r
minus 1 when Regulation W was in
effect, 0 otherwise before 1955, 1
in 1955-1.
K = Stock of autos.

-6.27
(1. 70)
-2
R • 0.96

s•

*Statistically significant autocorrelation of
residuals at the 2-sigma level (single-tailed
test).

= Survey Research Center 8-point Index

of Consumer Anticipations. (includes
two questions on buying intentions,
one pertaining to cars, the other to
houses).

**Calculated with respect to the dependent
variable of interest, CARSt- 1 , 2 •

*Statistically significant autocorrelation of residuals at the 2-sigma level
(single-tailed test).

We note that Equation 6, the simplest version,
does not include disposable income, This is because earlier tests showed that disposable income adds nothing to the predictive value of the
buying intentions indez itself. Like its attitudinal counterpart, Equation 6 suffers from excessive autocorrelation of the residuals. When
this is corrected--or at least partially corrected--in Equations 7 and 8, it is gratifying to
find that standard errors of the estimate have
been drastically reduced. The smallest standard
error of the estimate, that of Equation 8,
amounts to about 3-4 percent of typical expenditures on new cars. Again, as in the case of
attitudes, the influence of disposable income is
indirect rather then absent. The lagged value of
the dependent variable is highly correlated with
disposable income.

Even though the coefficient of the SRC Index
just hovers above the level of statistical significance (2-sigma), its in.clusion reduces average
errors of prediction by 20 percent. [Estimate
supplied by Lawrence R. Klein.]
2.

Regression Analysis--Buying Intentions

Equations 6-8 are representatives of what we
know about the predictive value of QSI buying intentions. Equation 6 corresponds to the simpler
of the attitude equations while Equations 7 and
8 represent "improved" formulations concocted for
this paper. It should be emphasized that both
the QSI Index of Buying Intentions (B
) and
these equations themselves are relati~~Jy new.
Earlier forecasting efforts were based on less
satisfactory indices and on less satisfactory
equations.

3.

(6) CARSt=l, 2 = 4,82 BQSI - 11.43
(0.32)
t
(2.23)
0.89

If--as in Equations 11 and 12 - A and BQSI
are entered in their original form, B
is
statistically significant while A is QSI not.
This result, even if accepted as valid, does not
settle the issue as to the relative predictive
ability of attitudes versus buying intentions
since the observed differences in predictive performance also reflect sample size, sample design,
data reduction procedures and other features
characteristic of each data source.

S • $1.07 billion IM •l.20*

(7) (CARSt-l, 2 - CARSt-O,l) = l.12(BQSit-BQS1,:.._ )
1
(0.58)
+o.19
(0.15)
r 2 • 0.95**

Sa $0.74 billion

IM •l.45

(9)

or, equivalently
(7')CARS t-1,2 • CARS t- O, 1+ 1,126 BQSI
(8) CARS

Regression Analysis--Both Attitudes and
Intentions

Equations 9 and 10 present a strong test of
the comparative predictive value of SRC attitudes
and QSI buying intentions. The test is "strong"
since both anticipatory variables are entered in
trendless first-difference form. Further, they
are tested in conjunction with the lagged value
of the dependent variable. Equation 9 uses SRC's
preferred dependent variable while Equation 10
uses that preferred by QSI. The results are unequivocal. Under these conditions neither anticipatory variable contributes significantly.

4

Following the preferences of the QSI staff,
these equations take as their dependent variable
aggregate expenditures on new cars and parts.
Equations 6-8 were estimated from 27 surveys from
1959-1965. Unlike the index of attitudes--which
is as far as can be ascertained is free of seasonal variations--B
is not. Therefore, it has
been adjusted for QSI seasonal variations. And
now to the results.

r2,.

IM •1,66

Mo detectable autocorrelation
of residuals.

a

c:

$0.61 billion

+ 0.19

DG = -2.27 + 1.06 DG
O 1
(1.46) (0.30) t = '

+ 0.08

bA

(0.09)
+ 0.11 tiBQSI
(0.08)

• 0.63 CARS
+ 2,10 B
t•l,2 (0.10)
t-0,1 (0.50) QSit
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2
R = 0.98

(10) CARS
t "'

S

=

0.95

= -1.44 +

l 2
'

(1.00)

+

IM =

1.43

expenditures were correctly forecast. Both
Parts Band Care reassuring. As we move to the
right in Part B, the number of statistically significant changes increases. Further, the "bat-·
ting average" of the most sophisticated equation
is rather high.

= 0,l

1.015 CARS
(0.05)
t

0.10 6A

(0.07)

+

a2
(11) DG

=

0.95

t = 1,2

S

The relations in these equations were fitted
for the period 1953-65. Thus, we have only four
observations outside the period of fit. And here
we experience some disappointment, Even though
the changes in durable goods expenditures were
small, we would like to have done better in predicting the sign of change than we did.

0.10 6 BQSI

(0.06)

= 0.73

IM= 1.57

=

0.84 DG = 0 l + 0.06 A
(0.08) t
'
(0.08)

The sign test is applied to QSI buying intentions in Table 2, Results are highly similar to
those recorded for attitudes.

+ 2.02 BQSI - 11.82
(0.88)

-2
R

=

0.98

(12) CARSt = l, 2

S = 0.85

(5.22)

IJJ =

But there is an irony worth noting. Attitudes, which came out second-best in the regression analysis and which are based on far smaller
sample sizes than QSI Intentions, seem to perform
as well as QSI Intentions when the sign test criterion is applied,

1.54

=

0.62 CARS
+ 0.05 A
(0.10)
t • O,l (0.06)

+ 1.87 BQSI - 8.97
(0.59)

2

R

4.

=

(3.82)
III.

0.96

S = 0.62

IJJ =

1.56

The Sign Test

Current Developments and Future Research Strategy

In 1962 at a similar meeting of the attitudes
-intentions "fraternity" I had occasion to chide
QSI for "mounting a 1925 set of 'Model T' questions on a 1962 Cadillac design". In 1967 I find
myself in the happy position of congratulating the
Bureau of the Census for both its support of and
use of methodological research, The 1967 CBE already incorporates two major lessons of earlier
research: (1) Buying intentions questions framed
in terms of subjective probability, and (2) The
collection and presentation of data on the expected value of durables outlays. The former follows
up the suggestion of several scholars [9,7,17]
and exploits the excellent research by Juster[lO].
The latter follows up a lead implicit in earlier
work by Tobin [22,16].

Predictive success of alternative variables
and formulations is tested further in Table 1.
Here we put a frequent question of forecasters:
"Does the indicator forecast an increase, decrease, or no change?" The sign test of Table 1
records the percentage of times the independent
variable--disposable income, the attitudes index,
both variables as in the traditional best equation (Equation 3) and in the improved lag model-correctly forecasts the sign of change in durable
goods expenditures. Part A of Table 1 gives the
answer of all the observations, first for the
1952-58 and 1959-65 periods separately, and then
for both periods together. The periods themselves are highly contrasting, the 1952-58 period
being dominated by cyclical movements of considerable magnitude. During most of the 1959-65
period, on the other hand, durable goods expenditures proceeded on a steady upward trend with
only minor deviations from trend, a splendid tribute to the economic stabilization efforts of the
Kennedy-Johnson administrations. Not unexpectedly, disposable income performed poorly during the
first period and excellently during the second
while attitudes performed rather well during
both. It is ironic to find the traditional SRC
equation was outperformed by attitudes index
alone. But it is reassuring that the "improved"
lag equation outperformed all others for both
periods.

At the same time the National Bureau of
Economic Research in conjunction with the Bureau
of the Census is undertaking further methodological in the area of buying intentions. Among
other things, they are seeking to ascertain the
factors (expected income, increases, expected unemployment, etc.) upon which buying intentions
are contingent. They will also seek to evaluate
the predictive value of very long range buying
intentions (''When--if ever--will you next buy a
_____ ?").
In the meantime the attitudes approach remains stalled in first-generation techniques with
a substantial investment in methodological research long overdue, In my judgment such an investment would yield handsome payoffs. There are
several reasons which support this view. First,
consider the fact that SRC attitudes, by the sign
test criterion, performed as well as QSI buying
intentions. This is remarkable in view of comparative sample sizes (1,500-3,000 versus 17,000) and

Comparisons in the lower part of Table 1 are
more sophisticated. In Part B we find how frequently and how accurately each equation signaled
a statistically significant change in the level
of durable goods expenditures. In Part C we ask
whether "large" observed changes in durable goods
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TABLE 1
TIIE PREDICTIVE VALUE OF CONSUMER ATrITUDES AND DISPOSABLE INCOME1
THE SIGN TESTa

No. of
Comparisons

w

J..2j,

12J,

Mi

38

88

80

93

23

78
50

78
50

70
25

87

4

1952-66
1952-58

43
16

1959-65
Extrapolation: 1966
B.

Co

Percentaae Predicted Correctly bxs
Attitudes
Lag
DPI
SRC
Formd
Modele
Onlyb
Onlyc
A. All Surveys

arisons Where Chane in Predicted Durable Goods Was Statisticall
Significant ( MGpred"1.cted ~
- 'S' of relevant equation)

N No .. Cases
u
i!i1 1/1,. 10~
re
1959-65
V No Cases
a
Extrapola- ir
tion: 1966 es No Cases

1952-66

4/4

1952-58

c.

50

10~

19/21 • 9l'f,

4/4 • 100%

11/14 • 79'1,
7/7 .. 10~
• 10~

8/8 • 10~

No cases

4/7 • 57'f,

10/12 • 83'1,

No Cases

No Cases

1/1 • 100%

a

Co!!!Parisons Where Chane in Observed Durable Goods E enditures was
Large ( .6DG ~ the standard deviation of the first difference
in DG "' ± $1.S billion

1952-66

11

64'f,

1952-58

8

40

10~
100

1959-65

6

83

100

Extrapolation: 1966

0

9l'f,
80

10~
100

100

100

aThe table reads: "There were 43 pairs of surveys from 1952-66 for which comparisons
could be made. The sign of change in disposable income correctly indicated the sign of
change in durable goods six months later 59 percent of the time; the attitudes index
correctly forecast the sign of change 79 percent of the time; the SRC form was correct 70
percent of the time; and the lag model was correct 86 percent of the time.
b
C

Equation 1
Equation 2

d

Equation 3

e Same as Equation 4, except the non-significant income term has been dropped.
actual equation:

DG

t•l, 2

The

• l.02 DG
+ 0.3W - 0.63
(0,03) t • O,l (0.07)
(1.54)

f2 •

0.96 S • 1.41

IM• 1.91
Ho detectable autocorrelations.

£Observations for 1964-2 and 1964-3 were omitted due to the car strike.
model, the first observation was not counted.
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For the lag

TABLE 2
THE PREDICTIVE VALUE OF QSI BUYING INTENTIONS:

Type of Comparison

Number of b
Comparisons

All Surveys, 1959-65

QSI Form
Equation 6

25

52'.'

Where Change in
Varies
Predicted Variable Was
Statistically Significant
(!.::. CARS! ~ S of
relevant equation)
Where Change in Observed
Automobile Expenditures
Was Large (I.::. CARS!~
standard deviation of
the first difference
in CARS) • ± $0. 75 billion

8/10 • 8~

7

THE SIGN TESTa

Dis tri,buted Lag
Model: Equation 8
80'.'
10/10 • 100 f,

nf,

aThe table reads: "There were 25 pairs of surveys from 1959-65 for which comparisons
could be made. The sign of change of the value predicted by the QSI equation correctly
indicated the sign of change in CARS six months later 52 percent of the time; the distributed
lag model was correct 80 percent of the time.
bDue to the automobile strike predictions for 1964-2 and 1964-3 were omitted. For
the lag model it was impossible to obtain a prediction for 1959-1, so this observation was
not counted.

can be made for exploring the extent to which
buying intentions and attitudes are complementary
in terms of predictive possibilities.

the fact that SRC attitudes represent a firstgeneration technique versus a second-generation
technique. In the second place there is an
iunnense challenge implicit in the buying intentions-attitudes paradox. The paradox centers on
the fact that both attitudes and buying inten-.
tions perform well in time series while attitudes
have no predictive value whatsoever in cross-section analysis. (Several years ago it would have
been said that in time series analysis attitudes
outperformed buying intentions.) In my judgment
the failure of attitudes at the cross-section
level is the consequence of measurement difficulties, greater in degree for attitudes than for
intentions. Specifically I believe that existing
techniques fail to eliminate or sufficiently reduce interpersonal differences in scaling of responses to subjective questions. Measurement
advances here would be likely to have favorable
payoffs not only for the attitudes approach but
for any situation where questions are used to
elicit objective data. Thus, I see experimentation in scaling as a candidate for a major
methodological investment.
Attitudes and buying intentions not only
share a common parentage, but much of their
underlying logic is also common. A cogent case
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DISCUSSION
F. Gerard Adams, University of Pennsylvania
The controversies about the consumer attitudes and intentions continue to flicker.
The purpose of this comment is not to stoke
further fuel into this discussion, but rather
to try to stir it into fruitful new directions. Since the economist's forecasting
tool kit has changed quite drastically in
recent years, the best uses for these materials has also changed and we must appraise
them in a new light.
In the past the discussions have fallen
into two broad categories--those which have
involved primarily considerations of empirical forecasting and those which seek to
place attitudinal and intentions data in a
structural framework of consumer behavior.
Not only have the results of the first
approach been inconclusive, but, I dare say,
whether one uses attitudes or intentions, or
neither or both, the results are not entirely satisfactory. When we use the best available information about the intentions of
consumers and their attitudes, we obtain a
marginal improvement in the predictions over
1
what we can do without this informat~on, but
we are left with considerable error.
Moreover, and most important, the predictive power of the attitudes-intentions variables extends to a period of barely six months after
the survey. The Maynes results provide extensive empirical support for such an appraisal. Moreover, as Maynes implies, tests
which apply only to the period 1959-65 are
not conclusive since after 1959 the dominant
element has been trend, whereas, in the earlier period there were more substantial
cyclical fluctuations.
From the point of view of the structural
approach, the attitudes and the buying plans
appear to have quite different meanings. The
former are a broad expectational variable, the
latter are a specific statement of intentions.
If the buying plans were really valid plans
to buy, the attitudes and income variables
should already be built into them and should
show little or no separate effect. In fact,
it is strange that we should have an "empirical contest" on the predictive power of
attitudes and intentions. The interpretation
which I would make of the work of Juster,
McNeil and Stoterau is that the difference
between attitudes and buying plans is not
quite as real as we may once have thought.
Juster has not only introduced a new, and
highly promising approach in interpreting
the buying plans as purchase probabilities,
but in the process he has also shown a great
deal about consumer behavior. Apparently,
a minority of individuals make firm plans
and carry them out. For most consumers,
there is only a probability which reflects
attitudinal and xpectational considerations
more than plans. 3 Thus, Juster's contribution
may not be so much the quantification of plans
to buy, for often there are no plans, but
rather a way of measuring a form of consumer

attitudes or of consumer expectations relating
to purchases. This is not a terminological
quibble--it has important methodological implications. Small wonder then that this variable works much like the attitudes. Being
focused more directly on factors relating to
purchases, it may even work better.
Parenthetically, I would like to note that
McNeil and Stoterau's results look very good.
The stability of purchase rates within intender probability groups aid their pattern
between them is impressive.
The results they
have in cross-section relationships are also
good, though one would like to see multiple
regression analyses which hold constant for
such variables as income. This work lends
support to the weighted intentions index which
has been constructed from the data.
Juster has gone still a step further. In
a very ingenious way, he has attempted to combine the information on individuals c·lassed as
"intenders" and as "non-intenders," suggesting
that the purchase rates of the "intenders"
are stable while those of the "non-intenders"
vary and require explanation. This is an
interesting view, despite the still wide-open
empirical results. I wonder though whether
it applies in the case of a graded intentions
probability.
First, if intentions are really probabilities, who are the "intenders?" The principle
of the idea appears valid if "intenders"
really do make plans and go through with them.
But do they, and how great is the probability
that they carry their plans through? We have
not, moreover, seen the empirical validation
for the statement that the purchase rate for
intenders is stable and random. Secondly, are
there not also, on the other end of the scale,
people who make firm plans not to buy, and
should they not similarly be introduced with
a firm purchase rate figure (presumably a low
one)? Finally, could not the entire range of
individuals be treated together recognizing
the fact that the impact of current events and
attitudes is likely to be inversel~ related to
the firmness of the initial plans?
But to return now to the purpose of my
comment, recent developments in the area of
forecasting tend to reduce the importance of
the simple forecasting relationships for which
the anticipatory variables can best be used.
Forecasting is being done increasingly in the
framework of an aggregate model of the economy
which provides the current forward values of
the relevant variables such as income, unemployment, prices, etc. It is becoming clear,
moreover, that forecasts should extend over
a period longer than six months. Decisionmaking and policy-making lags mean that generally the period from six to eighteen months
ahead is really the most important on which
we must say something.
If simple empirical devices do not help
to accomplish this objective, what is the role
of attitudinal and intentions data? It remains
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1
In the Wharton model the standard error
of estimate in the consumer automobile and
parts equation is$ 1.27 billion (1958 $)
without the index of anticipations and$ 1.26
with the index. In fairness, I should add that
the equation contains other related variables
such as unemployment and income less transfer
payments. M. K. Evans and L. R. Klein, The
Wharton Econometric Forecasting Model,
Philadelphia, 1967.

a very important role. There are important
discretionary elements in consumer purchasing.
To many a forecaster's disillusionment, purchasers of cars, other durables, houses, and
other large and perhaps luxury purchases have
on occasion turned out to be notably fickle.
Attitudinal and expectational considerations
have a role in the theory of consumer behavior. The point is to bring these factors
properly into our predictive models--to recognize and to allow for their structural role.
We need to know more about the role of
expectational variables in determining purchasing. In this, one can only applaud the
work initiated by Juster and support Maynes'
call for a second generation approach. We
must dig much further, quantifying or grading
the attitudes, determining which are the appropriate attitudinal dimensions, testing
alternative definitions, etc. We need to
judge these factors not necessarily in a
forecasting sense, but contemporaneously, to
see how current purchasing decisions may be
explained. The random element in aggregate
purchasing may be high, but perhaps we simply
have not explained enough.
Secondly, I would propose something which
puts me on rather more treacherous ground.
Might it not be possible to endogenize the
attitudinal-expectational considerations
themselves into the model? Time-series analysis, which is admittedly circumstantial evidence, suggests that the consumer attitudes
are related to other variables in the economy,
e.g. lay-off and access~on rates and the
length of the workweek.
Might not the formulation of expectations and attitudes be
sufficiently systematic to be amenable to
empirical explanation? Human reactions are
complex to be sure, as the extensive work of
the Survey Research Center shows, but hopefully economic attitudes and plans will not
be totally beyond explanation.
One may well be able to build attitudinal variables into models directly. The
expectational variables could be explained
in terms of other variables which are forecast in the model or the latter could be
introduced directly into the e~uations for
consumer durable expenditures.
Survey data
would still be useful--both the buying plans
and attitudes--as a check on near term developments and as a basis for structural studies
of consumer decision-making. These developments would make it possible to extend the
forecasting horizon of models incorporating
expectational variables.

2over the 1955-65 period, Maynes tells
us the standard deviation of the difference
in his DG variable is$ 1.5 billion. His best
equations show a standard error of almost the
same magnitude, $ 1.4 billion, suggesting
little improvement over a trend projection.
a.

b.
c.

3
Note-the fact that the purchase probability
variable appears to work less well when
the respondent has been allowed to think
about it;
the fact that 24-month intentions work
well for purchases during a six-month
period;
and, the fact that only about half the
people who are 100% certain actually buy.
4

Hopefully, these characteristics will
be maintained in other phases of the business
cycle.
5

Perhaps people should be asked about
their plans--Have they discussed the matter?
Have they looked at the new models? etc.
There is much room for fact finding on how
consumers plan and what influences the implementation of their plans.
611 Explaining and Predicting Consumer
Attitudes," F. G. Adams and E.W. Green,
International Economic Review, September,
1965.
7While this is being done now, e.g. the
unemployment variable in the Wharton automobile
function, little is known about the structural
basis of this relationship.
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DISCUSSION
George Katona and Jay W. Schmiedeskamp
Survey Research Center, The University of Michigan
In 1967 the Bureau of the Census introduced
two innovations in its consumer buying intentions surveys. First, respondents are asked for
the numerical probability that they will purchase durable goods rather than for their intentions to buy. Second, the new aim of the surveys is to predict expenditures (in dollars) on
cars, housing and household durables rather than,
as in earlier years, to predict the number of
cars to be sold to consumers or the proportion
of families that will purchase durables.

In addition to discussing recent Census
Bureau data in connection with predictions for
new car sales in 1967-68, the predictive value of
findings on buying intentions in 1965-66 may also
be scrutinized. New car sales were lower in 1966
than in 1965, and were particularly low in the
winter of 1966-67. Yet the very first indication
of decline in columns 1 and 2 occurred as late as
October 1966. In contrast, the Survey Research
Center's Index of Consumer Sentiment reached its
high point in fall and winter of 1965; the Index
declined steadily and substantially throughout
1966 and recovered moderately in the first nine
months of 1967.

We begin our discussion with the second
point. While economic statistics have made much
progress in the last two decades by disaggregating complex variables, the new procedure by
the Census Bureau appears to aggregate two variables, the expected change in the number of
purchasers and the expected change in the price
paid for goods. Since the two changes may, and
often do, move in opposite directions, the
wisdom of the Bureau's decision is far from
apparent.

In predictive regression equations, changes
in the Index of Consumer Sentiment must be used
together with changes in income because expenditures on durable goods are a function both of
ability to buy and of willingness to buy. Changes
in the Index are meant to measure changes in willingness to buy. The major purpose of the Index
is to indicate how extrapolations of durable goods
sales and of incurrence of installment debt based
on income trends need to be corrected upward or
downward. Since the Index reflects neither population nor income trends, it is understandable
that the predictive value of the Index when used
alone proved to be smaller than the jo}nt predictive value of the Index and of income.
On the
other hand, McNeil shows, as expected, that the
R2 is about the same when buying intentions·alone
and when buying intentions and income together
are taken into account. Maynes' comparison of
intentions and attitudes in a joint equation is
irrelevant: the predictive value of intentions
should be compared with that of attitudes and
income together.

It should be noted that the price component
itself reflects two kinds of changes. The
amounts consumers expect to pay for new cars may
increase (a) because the industry is expected
to raise prices and (b) because consumers expect
to shift to higher priced cars or expect to add
more accessories.
The extent to which the new focus on
expected expenditures makes it difficult to
understand forthcoming changes in the demand for
durable goods may be illustrated by data from
the most recent report, Consumer Buying
Indicators (Sept. 29, 1967). The latest data on
the amount of expected expenditures, shown in
column 1 of the following table, are featured on
the title page of the report. The Census Bureau
data on the (weighted) proportion of families
expecting to buy a new car (reproduced in column
2) do not contain any recent findings. However,
it is possible to complete column 2 because for
January 1967 both the old and the new type of
data are available (see column 3).

Turning now to the interesting and challenging innovation represented by the subjective
probability approach, we are surprised by Juster's
flat statement: "I take it as a firmly established empirical generalization that measuring
purchase probability is clearly preferable to
measuring intentions to buy." To be sure, Juster
adds at an earlier place, "at least so far as
cross-sectional relationships are concerned."

It appears that the featured series on
expected expenditures reached an all-time high
in July 1967, much above its January level. In
contrast, buying intentions (or purchase probabilities) did not advance from January to July
and remained much below their top level which
persisted from October 1964 through July 1966.
(We neglect the surprisingly low findings in
April 1967.) Obviously, consumers anticipated
the increase in the price of the new car models
introduced in September-October 1967. (The
Survey Research Center found in August that the
majority of people had heard that the price of
new cars would be raised.) Conclusions about
consumers buying a larger number of cars in the
twelve months following July 1967 than in the
twelve months following July 1966 do not appear
to be warranted by the Census Bureau data.

The objective of anticipations surveys is
not to find out which individuals will buy a car;
the objective is to predict trends in the automobile market. There exists just one direct test
of different anticipations measures: the timeseries test. The cross section test is of great
interest but cannot be conclusive. Certain considerations about the psychology of individuals

*see the regression equations published in
1966 Survey of Consumer Finances (Institute for
Social Research, Ann Arbor, Mich., 1967) and
American Statistician, April 1967.
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Expected 12-Month Expenditures and
12-Month Purchase Rates for New Cars
(Bureau of the Census:

CONSUMER BUYING INDICATORS, Sept. 29, 1967)

Index of
Expenditures
1
1965:
1966:

1967:

October
January
April
July
October
January
April
July

Weighted
Intentions
to Buy
2
7.78
7. 74
7. 67
7.76
7 .47
7.49
n.a.
n.a.

109.7
109.2
108.2
109.4
105.4
105.6
96.1
111.1

Mean
Purchase
Probability
3

n. a.
n.a.
n.a.
n.a.
n.a.
10. 5
9.5
10.6

n.a. - not available
lFrom table on page 25. The 1965 and 1966 data represent transformations derived from buying intentions. Seasonally adjusted.
2From table on page 24.

Seasonally adjusted.

3From table on page 16. Not adjusted for seasonal variations. While
adjusted data have not been published, a table on page 3 of the
report shows that the appropriate seasonal adjustment factors are
insignificant for the three dates considered: The adjustment factor
is 97.6 for January, 96.7 for April, and 97.9 for July.

tests already completed it may well be that the
time-series test will prove its superiority over
the buying intentions approach, but this result
is not assured. The question may be raised
whether the Census Bureau did right by shifting
entirely from the one to the other approach,
rather than carrying out both approaches over a
year or two. The question may also be raised
whether the very large sample used for the purchase probability approach is warranted as long
as the method is experimental.

valid for the cross-section test may not apply
when the behavior of masses is analyzed. It is
not possible to discuss this complex point here.
It may suffice to point out, as has been shown
before, that substantial predictive value may be
obtained (i.e., positive results by time-series
tests) without a significant relationship being
evident in the cross-section test. Conversely,
it may happen that the cross-section test yields
positive indications and the time-series test
does not. When a cross-section test shows that
Method A is preferable to Method B, it is probable but not assured that in a time-series test
Method A will likewise prove to have greater
predictive value than Method B.

Juster calls purchase probabilities quantitative and buying intentions qualitative. Yet
the traditional buying intentions approach is
based on a 4-point scale (will buy, will probably
buy, might buy, will not buy) and the probabilities approach on an 11-point scale. Furthermore, of respondents' answers 84 percent fell in
the O probability, 5 percent in the 100 probability, and 11 percent in the other nine categories. (These data are for 12-month purchase
probabilities for new cars, January, April, and
July, 1967, combined.) It may be more suitable
to describe the probability approach as numerical
(in fact, as verbal-numerical), and the intentions
approach as verbal, than to call them quantitative and qualitative. Whatever names one uses,
the crucial questions relate to the most appropriate number of scale points and to the comparability of change in response under different
circumstances. Regarding these issues further
experimentation is called for.

Only cross-section tests of the purchase
probability approach are available. Time-series
tests, we are told, can only be made after data
have been collected over several years. While
it is true that the predictive value of a new
approach cannot be fully evaluated on the basis
of data collected over a few quarters, valuable
indications may be obtained from such data,
provided significant changes (or even turning
points) occur in the short periods for which data
are available. This is why at the beginning of
our discussion we raised the question about the
predictive value of the January-July, 1967,
purchase probability data.
The conclusion on the basis of the available
evidence must be: The purchase probability
approach is promising but it is still in an experimental stage. In view of the cross-section
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uous. The implications of these developments for marketing and attitude research
are, we feel, no less interesting than
more "traditional" techniques--e. g.,
factor and discriminant analysis--which
have been embraced by researchers with
a zeal almost bordering on evangelism.
The objectives of MAPP are to: (a)
investigate the applicability of nonmetric scaling procedures to buyer behavior; (b) contribute toward their
further methodological development and
test; and (c) help disseminate information about their availability and potential usefulness, by means of research
reports, technical monographs and computer listings.
Inasmuch as the field of nonmetric
scaling may be new for many researchers,
it seems more appropriate in this paper
to discuss its historical development,
current state and relevance for attitude
research. References to specific MAPP
studies are included as they pertain to
this overview description of the area.
The paper first discusses the relevance of nonmetric scaling to marketing
decision making. We then describe the
salient features of several computer programs for performing nonmetric scaling,
and an integrated approach for using them
is suggested in the context of several
pilot studies which are in various stages
of completion. The paper concludes with
a discussion of potential applications in
attitude and marketing research and some
of the problems encountered in the application of nonmetric methods to the analysis of buyer perception and preference.

The use of large-scale computer
program packages is almost commonplace in
marketing research these days. Few large
companies, universities or consulting
firms are without their version of some
software package for performing a variety
of data reduction tasks, cross-tabs,
multivariate analyses and other statistical chores. Whether this imposing armamentarium leads to higher quality research
may be more debatable. But for those of
us who went through the stage of computing five- or six- variable regressions
by desk calculator, it is nice to know
that we can turn our energies to less
tedious endeavors.
Nor has the field of attitude
research been immune to computer inroads
[l] and, of course, the old standbys
like chi square,.!:_-, and F-tests are
routinely available on the computer.
What distinguishes the subject of
this paper from the array of already
extant statistical data analyzers is
that the latter set of procedures has
been with us for many years, in some
cases, decades. The computer has mechanized their implementation but has not
been a necessary condition for their
development.
The topic of this paper, however,
is nonmetric scaling methods--a development which is only five years old and
which owes its birth and continuing maturation to the high-speed processing capabilities of modern computers. Specifically, we plan to discuss project MAPP, 3
an in-progress study of nonmetric scaling methods and their application to the
measurement of buyer perception and preference.
Nonmetric scaling, in the sense used
here, was launched with the publication
in 1962 of Roger Shepard's computer algorithm for the analysis of proximities
data [2]. Since then, computing innovations have been rapid and almost contin-

The Problem Setting
One still recent idea in marketing-market segmentation--continues to be enjoying a king of vogue in both marketing
practice and research. This concept recognizes the diversity of buyers' wants
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and the assumption that different buyers
respond differentially to various marketing strategies. As such, the concept is
disaggregative in nature; the firm attempts to shape its marketing strategy
so as to appeal differentially to different market segments. In so doing, it is
assumed that total profits can be increased thereby. Problems concern the
identification of relevant segments and
the prediction of consequences stemming
from the employment of different strategies for different segments.
The measurement of buyer (and seller) perceptions and preferences regarding products and services is congenial
with the concept of market segmentation.
First, buyer perception and preference
measurement provides operational measures of how the product or service is
being seen and evaluated by the firm's
clientele. Second, the fact that neither perceptions nor preferences need
be homogeneous over buyers can suggest
opportunities for segmentation strategy.
Perception and preference are two
fundamental phenomena of all human behavior. Constantly we are making perceptual judgments about similarities
and differences among the myriad stimuli with which we are confronted. Is
a Ford Mustang more similar to a Chevrolet Camara than it is to a Mercury
Cougar? How is the DuPont Company perceived by the typical purchaser of nylon
carpet? Our perceptions of various entities is a necessary factor in the process
of choice and represents a more or less
continuous part of our behavior.
Preferences are no less ubiquitous.
Buyers may perceive products or services
similarly while displaying different preferences. Clearly, the fact that one
brand or supplier rarely dominates a
given market is some evidence of the heterogeneity of buyer preferences. The
question of how disparate brands or services and individuals can be represented
in a common framework is at the root of
one of the most central concepts of this
paper: the concept of attribute space.

position of various brands in the "objective" space, spanned by the axes representing pertinent measurements, may not
agree with the position (or dimensionality) of the same brands in "perceptual"
space--the attribute space by which buyers
perceive the brands. The dimensions of
this latter space reflect the individuals'
cognitions of each entity's characteristics.
(The generic term "attribute"
space is used, however, to cover both
categories.)
A set of more or less common stimuli
--brands of toothpaste, banking services,
electric motors, and so on--can be assumed
to occupy positions in both objective and
perceived attribute space. Cognitive or
perceptual maps may, of course, vary over
individuals and vary over time and context
within the same individual. Moreover, the
dimensionality of this space--the complexity of the "typical" perceptual map--may
vary over stimulus classes.
Individuals, as well, may be characterized as points in perceived attribute
space. If so, what is the interpretation?
One rather compelling interpretation is
that individuals prefer some particular
combination of perceived product/service
attributes to all other combinations within a given domain. Products or services
"closer" to an individual's ideal point
[3; will tend to be preferred to those
positioned farther away. Moreover, the
individual may differentially weight the
perceived attribute dimensions in terms
of their relative importance to him. If
such is the case, the distance of specific brands or services from his ideal
point is assumed to reflect the (prior)
differential"stretching" which he applies
to the perceived attribute dimensions of
interest.
As the reader will gather by now,
the concept of attribute space is central
to the techniques to be described in this
paper. Under certain circumstances the
"nearness" of any two brands or services
in this space can be construed as an operational measure of their competitiveness.
Finally, buyers themselves, can be positioned in a perceived attribute space as
well--this interpretation being construed
as their respective ideal points, or that
combination of characteristics which for
a given buyer would tend to be preferred
to all other combinations of characteristics of the stimulus domain.
we believe that analytical power
derives from the above, rather simple,
geometrical notion of attribute space.
Predictions of brand/service choice

Attribute Space
Any product and/or service can be
visualized as composed of attributes or
properties. A brand of detergent may be
"white, low sudsing, easy on the hands
and relatively inexpensive." A sports
car may be viewed as "sexy and built
like a precision watch." While one could
make chemical and physical measurements
of both detergents and sports cars, the
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response to corporate policy variables
(changes in product, package, promotion,
price and distribution) would thus proceed through the links: (a) objective
attribute space; (b) perceived (subjective) attribute space of stimuli and
ideal points; (c) a response function
which links probability of choice with
preference; and (d) aggregation over
individual types and specific situations.

to physical and/or chemical characteristics.
From the manufacturer's point of view,
the task is to modify his product, package,
advertising, etc., for the purposes of
either: (a) moving his brand toward some
region in the space which has a high "concentration" of ideal points; or (b)attempting to move the ideal points themselves toward his brand. We might even
conceive of the possibility of changing
the dimensionality of the space, as might
be the case in truly "innovative" brands.
Or the manufacturer might try to move consumers (through "identification with reference group" advertising) from an
unfavorable market segment to a favorable
one. Inasmuch as other brands also appear
in the attribute space, the troublesome
problem of "vote splitting" must be contended with as well.
While this approach is still speculative and tenuous, it appears provocative
enough for further study and small-scale
experimentation. Perhaps it is not even
too foolhardy to speculate that such
spatial characterizations might even be
tracked through time--a perceptual and
preference characterization analogous to
a Nielsen-type audit of goods movement.
Allied with the above approach is the
potential use of multidimensional scaling in intracorporate research. Do the
advertising department, field sales,
product development staff and the firm's
distributors have congruent images of
the company's product or service? If so,
do these perceptions agree with that of
the ultimate buyer's? If not, what are
the implications of such inconsistency
for the effectiveness of interrelated
policy decisions regarding pricing, advertising theme, product design and distribution practice?
We shall return to our discussion
of possible applications after describing
the role of nonmetric scaling methods in
the measurement of buyer perception and
preference.

Market Segmentation
We now return to our discussion of
market segmentation. Suppose one could
characterize a product class and its buyers as points in a joint space whose dimensions are perceived product characteristics. Each brand could be represented as a stimulus point and each buyer
as an ideal point in the same attribute
space. Actually, however, this would be
a "superspace" in the sense that different buyers may perceive the same stimuli
differently as well as occupy different
positions in the space which is perceived.
Conceptually, then, a market segment
might be viewed as a subspace in which
all memb~rs of the subspace:
1. Perceive the stimuli similarly, and
2. Occupy the "same" ideal
point position.
We could, of course, also have the other
three cases where: (a) the stimuli are
pe~ceived_dif~erently but common ideal
points exist; (b) individuals exhibit
similar perceptions but possess differing
ideal point positions; and (c) neither
stimulus perception nor ideal point position is common over individuals. Further,
we might be interested in the relationship
of perception and/or ideal point position
to other characteristics of the buyer,
e. g.,the usual socioeconomic, personality
and demographic variables.
Partitioning the superspace of ideal
point and stinuli into reasonably homogeneous subspaces--and identifying the
characteristics of consumers who exhibit
commonality of perception and preference-appears to be in the spirit of market segmentation strategy. Perhaps such analysis
would show "empty regions" where a high
concentration of ideal points but no
"close" brands are found. At the very
least, the analysis should point out the
competitive position of a firm's brand
with other brands as viewed perceptually
by different market segments--regardless
of the brand's similarity with respect

Nonmetric Scaling Methods
Nonmetric scaling methods are
characterized by input data which need
only be rank ordered, either the stimuli
themselves or the intervals between pairs
of stimuli. Nonmetric methods are admirably suited for dealing with multidimensional representations of perceptions and
preference.
Prior to the appearance of Shepard's
Psychometrika paper in 1962 [4] multidimensional scaling methods were charac-
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terized by two approaches: (a) the metric
input-metric output approach, usually
identified with contributions by Torgerson [5], Richardson [6), Tucker [7],
Gulliksen [8] and Tucker and Messick [9);
and (b) the nonmetric input-nonmetric
output approach, usually characterized by
the work of Coombs [10) and Hays and
Bennett [11).
The type of nonmetric scaling represented by Shepard's early work-- and
emphasized in this paper--requires only
nonmetric input, while yielding metric
output. As such, it combines the weak
input of data properties of the Coombsian
approach with the strong scaling properties of the Torgerson approach. Shepard's
original approach resulted in the spatial
representation of stimuli only--a "simple"
space. More recent developments allow
for the "joint" space representation of
stimuli and individuals' ideal points.
we discuss each in tur.n.

shown that any rank ordering (including
ties) of all interpoint distance measures
for n stimuli can be represented in a
space of .!}_-1 dimensions. The surprising
result, however, is that often we can
obtain a more or less unique configuration of the stimuli in a relatively few
dimensions--for example, two or three-and from knowledge only of inter.point
proximity ranks. This is because the
metric data are there "to begin with";
that is, the number of nonmetric constraints goes up almost with the square
of.!}_ (actually n(n-1)/2) while the
metric configuration goes up only linearly.
For example, in two dimensions we only
need 2.!}_ numbers to specify a configuration.
Work by Abelson and Tukey [27]
and Shepard [28] has placed on a more
rigorous basis the above intuitive argument. The net result is that if.!}_ is
greater than, say, 10 or 12, for all
practical purposes one can obtain a unique
configuration in, say, two dimensions
from rank order information alone.
Shepard's original approach has been
modified in a variety of ways. Kruskal's
program [29, 30] served to place nonmetric
scaling on a firmer methodological basis
through the development of a goodness of
fit measure--Kruskal's "stress." In addition, Kruskal amplified Shepard's
procedure by providing means for handling
self-similarities, missing entries,
asymmetrical data and distance measures
other than the familiar Euclidean measure.
Soon thereafter a variety of procedures for accomplishing similar objectives
were developed by the various psychometricians listed in Table 1. All of the
techniques differ somewhat in computational detail but their objectives are similar;
namely, for a given rank order of
proximity measures, find the minimum
dimensionality by which the nonmetric
data can be expressed as a spatial configuration whose interpoint distances
"adequately describe" the original input
data, in the sense of rank order preservation.
(Carroll's [31] parametric
mapping is most different from the above
in the sense that a "continuity" approach
replaces the monotonicity constraint.)
Moreover, most of the programs provide a
printout of the specific monotonic
function that relates the input proximities and output distances.
Two of the Guttman-Lingoes SSA
series [32, 33] deserve special mention,
however. Their SSA-111 program is unique
in the sense that a vector representation
is assumed to underlie the manifest

Simple Space Programs
Shepard's approach to the analysis
of proximities data (resulting in a
spatial representation of stimuli only)
was followed by a series of programs by
Klemmer and Shrimpton [12), Kruskal
[13, 14], Shepard [15), Guttman and
Lingoes [16, 17, 18, 19, 20], McGee [21),
Carroll [22, 23], and Torgerson, Mueser
and Young [24, 25).
The objectives of the approaches
are broadly similar and can be characterized by the following problem. Assume
that one is able to obtain proximity
measures on pairs of stimuli, e.g.,
brands, salesmen, TV programs, etc. For
each pair of pairs we assume that one can
state one of the following about subjective "distance" or, more generally,
proximity:
prox (AB) > pr.ox (CD) ; "the pair AB is
more different than the pair CD."
prox (AB) < prox (CD) ; "the pair AB is
more similar than the pair CD."
prox (AB) = prox (CD) ; "pair AB is
just as similar as pair CD."
For the moment assume that all selfsimilarities are ignored and that all
of the remaining interstimulus proximities can be placed in strong rank
order; that is, no ties are allowed. The
problem is to obtain a set of distance
measures in, say, Euclidean space such
that, for a given dimensionality, one
finds that geometrical configuration
whose interpoint distances (ratio-scaled)
"best" preserve the original rank order.
First, Bennett and Hays [26] have
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measures, and other types of pairwise
proximity measures can serve as well.
Moreover, again only rank order information is required.
In summary, simple space programs,
yielding a point configuration (usually,
but not necessarily, of stimuli) are
typically appropriate in the analysis of
proximities data--subjectively obtained
similarities, correlation coefficients,
distance measures, etc., of rather
diverse kind. Starting only with pairwise
rank order--that is, the solutions are
invariant under a monotonic transformation of the original data--one obtains a
metric configuration for a specified
dimensionality whose interpoint distance
ranks best preserve the rank order of the
starting interpoint proximities. Plotting routines are generally available for
both the derived configuration and the monotonic function which relates input to
output data.

Table 1
NONMETRIC SCALING TECHNIQUES BY
CATEGORY, AUTHOR AND DATE--NONMETRIC
INPUT/METRIC OUTPUT
Simple Space--Point Representation
Shepard Nonmetric Scaling(l962)
Klemmer and Shrimpton Unidimensional
Scaling ( 1963)
Kruskal Multidimensional Scaling (1964)
Shepard Polynomial Fitting (1964)
Guttman-Lingoes SSA Series (1965)
McGee "Elastic" Distance Scaling(1966)
Carroll Parametric Mapping (1966)
Torgerson, Mueser and Young TORSCA
Program (1967)
Joint Space--Point Representation
Guttman-Lingoes SSAR Series (1966)
Carroll-Chang Generalization of the
Coombsian Unfolding Model (1967)*

Joint Space Programs

Joint Space--Vector-Point Representation
Shepard Kruskal Nonmetric Factor
Analysis ( 1964)
Carroll-Chang Pair Comparisons
Analysis ( 1964)

In the analysis of attitudinal and
preference data, the input measures usually
differ considerably from the (above) case
in which all pairs of entities from the
same set are rank ordered with regard to,
say, the subjective proximity between the
two elements of each pair. Consider, now,
the case in which not one, but several
individuals rank order a set of~ stimuli in terms of preference. Or one might
have the case where the subjects themselves are rank ordered on each of a
number of different characteristics,
e.g., psychological test scores. While
each separate scale is viewed as unidimensional, we may be interested in saying
something about the whole set of data.
Previous work in unidimensional scale
analysis (e.g., Thurstone's comparative
judgment procedure) frequently aggregated
preference judgments over individuals so
as to derive a (typically) interval scale
of preference. But if different individuals really have different ideal points
[36], that is, a most preferred combination
of primitive attributes (potentially capable of being possessed by some member
of the stimulus set), it is clear that
different ranks of experimental stimuli
could result. What we might like to develop is a joint space of stimuli and
individuals' ideal points in which the
distance of all stimulus points to the
ideal point of a given individual (for
all individuals) is monotonically related to his stated preferences.
In other words, individuals may per-

*Note: Currently uses metric input, but
generalization to nonmetric preference data is feasible.

proximities. As such, its use is akin to
a nonmetric factor analysis in which the
linearity assumption is replaced by
monotonicity. Finally, their SSA-IV program provides a quite general model for
factor analysis in which linear factoring
methods can be viewed as special cases
[ 34 J •
The input measures to such programs
can be of diverse kinds. For example, one
may obtain subjective measures of the
perceived similarity of various brands in
a specific product class. Perceptual
maps can be developed on an individual by
individual basis or in terms of subsets of
individuals whose perceptions are similar
[35]. If differences among groups are
found, one might attempt to relate these
perceptual differences to other data obtained from the subject.
Nor does one require subjective
measures of proximity. Such familiar
association measures as correlation coefficients, matching coefficients, confusion probabilities, Euclidean distance
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ceive stimuli--say, brands or salesmen-similarly and yet differ among themselves
regarding the combination of stimulus
attributes which is most preferred.
Coombs and his colleagues [37] were the
first to develop such multidimensional
preference models but, again, their
unfolding approach resulted in only
nonmetric scales.
Three major computational developments in joint space analysis emanated
from Coombs' earlier work. The first
group of models, the SSAR series of
Guttman and Lingoes [38, 39, 40] is
designed to provide metric solutions
using the ideal point notion; as such it
yields a "point" representation of both
individuals and stimuli. One GuttmanLingoes algorithm (SSAR-11) determines a
joint space such that the rank order of
ideal-stimulus interpoint distances, for
all individuals in a given dimensionality,
is as close as possible to the original
rank orders. Other programs of this
series allow for additional constraints,
such as inter-subject as well as idealstimulus rank order. As such, the programs
provide for a complete treatment of the
Coombsian unfolding approach but, in contrast to Coombs' nonmetric output, they
provide metric solutions.
A different attack on the problem
is illustrated by the vector-point model
of Shepard and Kruskal [41] and Carroll
and Chang's paired comparison model [42].
In these models it is assumed that subjects are represented by vectors and that
stimuli are represented by points, as illustrated in Figure 1.
In the vector-point models we assume
that the _g stimuli can be represented as
points in a Euclidean space. We also assume that a subject's preference monotonically increases with increases in any of
the primitive attributes of which the
stimulus is comprised. Different subjects,
however, are assumed to have different
weights which they assign to these attributes, such different combinations being
described by the direction of the N subject
vectors. For example, subject 1 w~uld
give the ordering A>B>C>D, subject 2 the
ordering B>A>C>D and subject 3 the ordering B>C>A>D in Figure 1.
Given the~ orderings of then stimuli, the problem is again to find~ spatial
configuration and set of vectors of given
dimensionality such that the given ranks
from the preference data can be represented
as the order in which the stimuli project
on to the vectors. Note that the approach
is similar in objective to factor analysis

FIGURE 1

Illustration of Vector-Point Model
{Hypothetical R epre sen ta tion)

Subject 1 : A > B > C > D
Subject 2

B >A > C > D

Subject 3

B >C >A >D

except that the strong assumption of
linearity in this model is replaced by
the weaker assumption of monotonicity.
Finally, a quite elegant and comprehensive approach to the joint space
problem is that provided by Carroll and
Chang's generalization [43] of the
Coombsian unfolding model. In this program (which currently uses a point representation only) a metric unfolding analysis
can be achieved which allows for both
differential weighting of the attribute
axes and differential orientation of the
perceptual space. While Carroll and
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·space.)
Clearly, one could "measure"
graduate schools in terms of faculty/student ratios, starting salaries of graduates,size of student body, and so on.
rfuich of a myriad group of attributes do
prospective students actually use and what
is the outcome of their perceptions?
Approximately 50 first-year Wharton
graduate business students were given a
questionnaire in which they were asked to
respond to the following kind of question:
"Using criteria of your choice,
which two of the following graduate
business schools are most similar?
Least similar?
Harvard Business School
Wharton School of Finance and
Commerce
Carnegie Institute of Technology"
The above questions were repeated for all
possible triples of six graduate business
schools: (a)Carnegie; (b)Chicago; (c)
Harvard; (d)MIT; (e)Stanford; and (f)
Wharton.
From simple tasks such as the above
one can eventually rank order each school
:pair in terms of "subjective" similarity.
The rank order of similarities is then
submitted to a computer algorithm (47]
which develops a spatial configuration
representing the ranked data. Figure 2
shows the two-space perceptual map which
was derived from data pooled over al_l
respondents.
(Separate maps for homogeneous subgroups were also obtained.)
we note from Figure 2 that the two
schools perceived to be the most similar
are Carnegie and MIT: the two least similar schools are MIT and Harvard. From
other information determined from the
questionnaire the vertical axis can be
labeled "qualitativeness of the school's
curriculum,"Harvard being perceived to be
the most qualitative and MIT the least
qualitative. The horizontal axis can be
labeled as "school prestige or market
value of the MBA degree," Harvard being
perceived to be the most prestigious and
Chicago the least prestigious.
The interesting conclusions is that
only two attributes were needed in this
study to describe Wharton students' perceptions of graduate business schools.
Moreover, the Cartesian distance between
.each school pair can be viewed as a quantitative measure of their similarity-the notion of school "image" has been
quantified and portrayed geometrically
from rank order input data alone.

Chang's current model requires that preference be linearly related to (weighted)
interpoint distance, subsequent modifications could relax this assumption.
Moreover, both the original unfolding
model (with monotonicity replacing linearity) and the vector-point model could be
treated as additional cases. As such, the
approach may be used to test the adequacy
of various unfolding model formulations
for explaining the input data.
In summary, nonmetric methodology
can be applicable to the analysis of preferences as well as similarity data.
Such modifications lead to joint spaces
of subjects and stimuli. As such, both
proximities and preference data are required if one does not wish to confound
individual differences in perception with
differences in preference.
(Both similarities and preference data are used in
the Carroll-Chang unfolding generalization.)
Finally, it is of interest to
note that these methods can be applicable
not only to the analysis of subjective
perceptual and preference data, but as
procedures for handling data which have
traditionally been analyzed by factor analytic models. In this latter instance the
linearity assumption would again be replaced by monotonicity [44].

0

Applications of Nonmetric Scaling Methods
As described in the preceding section, the crop of computer algorithms for
performing nonmetric scaling is already
large. Application of these procedures
to problems in market segmentation--and
marketing behavior generally--is only just
beginning. Stefflre [45] and his colleagues have described a type of "market
structure analysis" which appears toutilize a simple space program for analyzing
proximities data, but it seems fair to say
that computational advances have outstripped applications to date.
In Project MAPP several pilot studies, using many of the programs described earlier, are in various stages of
completion. A few of these studies are
highlighted here.
Student Perception of Graduate Business
Schools
In one of our early pilot studies
(conducted in the Fall of 1966) we were
interested in how first-year graduate
students at the Wharton School of Finance
and Commerce perceived alternate graduate
schools of business as being "similar" or
"different" [46].
(In terms of the above,
we were interested in perceived attribute

Perceptual and Preference Mapping of
Professional Journals

135

tained for a subset of respondents from
the analysis of similarities and preference data. Looking at the stimuli
(professional journals) we note that the
Journal of Advertising Research and the
Journal of Marketing Research were perceived to be most alike. On the other
hand, Management Science and the Journal
of Marketing were perceived to be least
alike. From other information obtained
in the study, one is tempted to label the

FIGURE 2
Perceptual Map of Six Graduate
Business Schools--Simple Space

FIGURE 3
Subjects' Ideal Points and Perceptual
Configuration of Eight Professional
Journals--Joint Space
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A second pilot study was conducted
among Wharton marketing faculty members
and Marketing Science Institute research
personnel. In this instance the "stimuli"
were eight professional journals: (a)
Commentary; (b)Harvard Business Review;
(c)Journal of Advertising Research; (d)
Journal of Business; (e)Journal of Marketing; (f) Journal of Marketing Research;
(g) Management Science; and (h) Public
Opinion Quarterly [48]. These journals
were all familiar to the respondents and,
to a greater or lesser extent, represent
sources of the professional marketing
literature.
In this study both similarities and
preference were obtained from each subject. Thus, in terms of previous discussion, our interest was in developing
a joint (perception/preference) space of
stimuli and ideal points with regard to
various combinations of journal attributes
most preferred by the respondents.
Figure 3 shows a two-space map of
ideal points and stimuli which was ob·-
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JMR--Journal of Marketing Research
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POQ--Public Opinion Quarterly
JM --Journal of Marketing
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vertical axis:"technical level"--Management Science being the most technically
oriented and Journal of Marketing the
least technically oriented. Similarly,
the horizontal axis appears to be "specific-general" with the Journal of Advertising Research being the most specific
and the Harvard Business Review being the
most general with regard to content material, at least as perceived by this respondent group.
The position of respondent ideal
points is also of interest. Respondent 9,
for example, most prefers Management
Science and least prefers the Journal of
Marketing. Subject 3, on the other hand,
displays a predilection for the more "general" journals, Journal of Business and
Harvard Bus'i.ness Review. Finally, it
is of interest to note that the "average"
respondent appeared to evince a preference for the technical-specific journals.
Management Science, Journal of Advertising
Research and Journal of Marketing Research.
Suffice it to say, for this group of
respondents, the perceptual-preference
map yielded fairly straightforward and
simple results. Again, we may view
distances between stimuli (journals) as
measures of their psychological closeness
and distances between stimuli and a given
ideal point as measures of preference-the closer a stimulus to a given ideal
point, the more it is preferred.

FIGURE 4
Two-Space Configuration of Computer
Models in "Performance Space"
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Performance Structure of the Computer
Market
Nonmetric scaling procedures can also
be useful in applications where nonsubjective measures of proximity are available.
Such familiar association measures as correlation coefficients, matching coefficients, confuion probabilities, Euclidean distance
measures, and other types of pairwise
proximity measures are illustrative of
this class of input data. Moreover, again
only rank order information is required.
As an illustration, Figure 4 shows a
two-space configuration derived from applying a nonmetric program to proximity
measures developed from analyzing computer performance characteristics [49]. Each
of the 55 computer models was characterized by a 22-component vector of zeroes
and ones with a "zero" denoting either the
absence of some qualitative characteristic (e.g., a table lookup feature) or
a below-median value on some measured
characteristic (e.g., cycle time in

microseconds) • Conversely, a ''one" denoted either presence of a qualitative
attribute or an above-median value on some
quantitative characteristic.
After adjusting for the fact that the
characteristics themselves were intercorrelated [50], similarity measures were developed through tabulating the number of
(weighted) matches for all computer pairs.
The higher this number the more "similar"
each pair was assumed to be with respect
to all 22 performance characteristics.
For~= 55, one has 1485 interpoint proximities as input to the program; only
their rank order is required.
Figure 4 shows a two-space configuration of the computer models and clusters
which were formed (by another means [51],
based on a more precise configuration obtained in four-space) . Such compression
of the reyults (into two-space) seriously
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distorts the makeup of cluster 8; otherwise the clusters are fairly compact. It
is of interest to note that cluster 5 is
composed of small, fairly slow, businessoriented machines, while cluster 7 is
characterized by large, relatively fast,
scientific machines.
The complete study from which Figure
4 has been extracted for illustrative purposes revealed that four "dimensions"-speed, size, number of different features
(qualitative characteristics) and orientation (scientific versus business)
appeared to describe the computer market
quite adequately.

women's Perceptions and Preferences for
Panties
Another (rather unusual) pilot study
currently underway concerns how Canadian
women in the Toronto and Montreal areas
perceive similarities and differences
among panties. Which attributes--style,
fabric, price, brand,etc.--are most salient in the perceptual judgments of panty
buyers? In this study women made similarity and preference judgments regarding
ten different pairs of panties which were
displayed in bins, using a rank order
procedure. Similar sets of judgments
were obtained for ten cue words often used
by advertisers to describe panties. The
usual demographic data were obtained as
well.
As of this writing the data are
still being processed, but some indication of the procedures can be given.
First, the similarities data are submitted to a preprocessing program[54]
which: (a)checks for intransitivities; (b)
deduces additional (disjoint) inequalities
through matrix powering;and (c) prints and
punches a vector of rank orders for all
stimuli pairs--45 pairs in this case.
The output of this program is then
submitted to a "points-of-view" [ 55]
program and nonmetric clustering program
[56] in which the number and composition
of subject-clusters with homogeneous perceptions of the stimuli are determined.
Following this step, perceptual maps
[57] are developed for each homogeneous
subset of subjects. The output of this
program is then combined with the preference rank order to yield a series of joint
space maps of stimuli and ideal points.
Concomitantly, other programs [58] are used
to cluster individuals by preferences and
to develop joint spaces for comparison
purposes.
The end result is a series of simple
and joint space maps in which perceptions
are considered to be homogeneous but idiosyncratic ideal points are permitted.
Extensions of the approach also permit
differential weighting of the attribute
dimensions and different orientations of
the space containing the stimulus configuration. If desired, discriminant analysis may be employed to find the relationship of perceptions and/or preferences to
demographic variables. Finally, more
conventional techniques such as Thurstonian scaling may be used to analyze the
preference data and the various perceptual
maps can be compared [59] for correspondence. The particular methodological sequence to be used in future studies is

Readership Habits of Physicians
In another pilot application [52]
readership data on 20 selected medical
journals were available for a national
probability sample of physicians. The
physicians themselves were classified by
age, type of medical specialty, patient
load and type of prescribing (therapeutic
classes of drugs) •
The interesting feature of the readership and prescription data was that both
sets of data were described dichotomously.
For example, for a given medical journal,
data were available only on whether the
physician was a high versus low reader of
the journal. Similarly, for some 29
therapeutic classes it was only known whether the physician was a high or low prescriber (suitably defined, operationally)
The zero-one matrices ("low" coded
zero; "high" coded one) were submitted
to a preprocessing program [53] in order
to develop weighted similarity scores of:
(a) journal pairs across physicians; and
(b) physician pairs across journals. In
addition, a zero-one matrix was available
for each physician regarding his prescribing behavior; weighted similarity scores
were computed for each physician pair with
respect to this class of behavior as well.
The similarity scores were submitted
to a nonmetric scaling program and various
maps were obtained. The closeness of any
two journals in the derived space,for
example, was viewed as an indicant of
their similarity in readership profiles.
Similar maps were developed in which
physicians were plotted in space for both
readership and prescribing behavior. The
membership of the resulting clusters was
then compared. It turned out that journal
readership was not highly associated with
prescribing behavior, nor, for that matter, with age nor patient load. That is,
within a given specialty, one could not
predict readership behavior from doctorspecific or prescribing variables.
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still evolving, but our intention is to
try to approach the mapping problem in a
consistent and integrated way.

Finally, one might like to relate movement along various performance axes to
some "success" measure like sales or
market share.
While this approach is still inchoate,
our pilot study of the computer market
appears to suggest its feasibility.
Another intriguing area for potential application may be found in the empirical estimation of "composition functions." By this is meant the weights that
people use to derive simple orders from
partially ordered alternatives. As an
example, consider the industrial purchasing agent who must choose among alternative vendors. Vendor A may be low in
price, fair on maintaining delivery promises, poor in technical service and low
in technical innovation. Vendor B might
be high in price but excellent on delivery
promises, and so on. Each vendor might
be characterized as a vector of characteristic "scores," only the individual
components of which can be ordered.
Clearly, purchasing agents (and
other decision makers) somehow "collapse"
partially ordered alternatives into simple
orders--they must do so, at least implicitly, in order to make a choice. What we
would like to find out are the implicit
weights which make up the composition
function. Are some characteristics suppressed entirely, are strong interactions evident--in short, what is the relative importance of each characteristic and
how do these weights differ among individuals and over time? Such knowledge should
be useful in the design of vendor sales
strategies.
The perennial problem of ad pretesting might also be profitably explored by
the use of nonmetric methods. Several
basic questions come to mind: (a) are
"good" ads more similar to each other than
"good" ads are to "bad" ads; (b) do predictive experts exhibit interperson reliability in making similarity judgments; (c)
what are the dimensions and respective
weights along which ads are judged for
overall similarity or overall preference?
This latter question is another illustration of the composition function problem.
Studies could be extended to the
problem of advertisement and vehicle
matching. For example, what advertisements seem "to go with" what magazines?
One could investigate this problem through
content analysis or through experiments
in which the consumer is asked to match
specific advertisements with specific magazines. The incidence of such matchings

Potential Applications and Areas for
Future Research
In our judgment, a fair number of potential applications of nonmetric methods
to attitude and marketing research could
be in the offing. However, many problems
--computational, empirical and conceptual
--remain as areas for continued research.
We discuss each topic in turn.
Potential Applications
Our emphasis on the use of nonmetric
scaling methods in market segmentation
should not preclude discussion of other
areas of potential application.
In attitude research, for example,
these techniques may be employed in the
construction and test of the dimensionality of attitude scales [60]. It is not
uncommon to find that popular attitude
instruments (assumed to be unidimensional) are really tapping a complex of attitudes. Traditional methods have often
assumed unidimensional properties. With
multidimensional scaling approaches,
however, one may find those subsets of
statements which tap various components of
an attitude complex, thus freeing the
analyst from having to make up unidimensional instruments by assumption. Moreover, existing .instruments may be checked
for dimensionality by a variety of the
techniques described earlier.
In the area of marketing research
we can also visualize several areas of
application. For example,the analysis of
product life cycles may be approached by
application of these procedures. Traditionally the analysis of product life
cycles has utilized such notions as the
"life cycle" curve--in which some (typically s-shaped) curve is assumed to
represent the behavior of,say, sales of
some product or brand as a function of
time. Suppose, alternatively, that one
could characterize each "brand" as a
vector of performance characteristics.
In such industrial product classes like
electric motors, computers, gasoline
engines, etc., reasonably objective data
may exist.
(In many consumer products,
however, the brand's "scores" on each
characteristic may be highly subjective.)
One can next conceive of the points
moving through time in performance space
--or, if you will, a series of snapshots
of the performance space of some reasonable and interpretable dimensionality.
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could be taken as a proximity measure of
the commonality of specific types of
advertisements and specific types of
vehicles. This approach might be useful
in getting some quantitative feel for the
"vehifle" effect in media selection strategy.
It might also be of interest to couple studies of brand switching with perception and preference analysis. Do
brand switchers perceive products differently from brand-loyal consumers? What
are the characteristics of preference
structures for both brand switching and
brand loyal types? Similar questions relate to "opinion leaders" and other indirect influences on brand choice.
Of course, all of the above areas of
application are mentioned only suggestively and speculatively. Little ~esearch
using perception and preference mapping
has been published as yet. It is only in
the spirit of getting more people to think
about application areas that the above
topics have been suggested.

examination of this effect has been made-with encouraging results--but much more in
the way of sensitivity analysis is required
[61, 62). Associated with this problem is
the whole question of statistical inference which has been barely touched upon
so far.
Another problem concerns the handling
of "strictly" attribute data and the resultant "holes" in the spatial representation [63). While proximity measures can
be developed from various attribute matching procedures, the usual substantive
assumption is that some graded (and
latent) characteristic underlies the manifest categorical responses. Some promising techniques for dealing with qualitative data have been proposed by Guttman
and Lingoes [64). These procedures provide
a variety of approaches, including a clustering technique and the utilization of
their reduced space methodology.
Inasmuch as so little application has
been made of nonmetric scaling methods to
date, it is little wonder that many substantive problems exist. One majorconcern
for the marketing researcher is the "labeling" problem. Suppose that a perceptual
map has been developed for brands of a
particular product class; furthermore,
suppose that the proximity measures are
homogeneous over respondents. If, say,
a two-space configuration emerges, can
we interpret the dimensions? First of
all, we must consider that the configuration is unique only up to a similarity
transformation--rotation, translation, reflection and uniform stretching of axes.
While methods of rotation are available
[65, 66, 67), we must still use prior
knowledge or some type of open-ended
response by the subject to gain perspective on the nature of the psychological dimensions.
The problem is even tougher in some
of the algorithms used in the analysis of
preference data inasmuch as the solution
is unique only up to an affine transform
--rotation, translation,reflection and
differential stretching of axes. Here
again some type of outside information
or experimental design is required for
interpreting the results. Of course,
this problem is by no means unique to nonmetric scaling--factor analysis suffers
from the same kinds of problems.
Another problem associated with empirical investigation concerns the
independence of perception and preference. The joint space models assume
common perception of the stimulus configuration, but some allow for differences in

Limitations of Techniques and Areas
for Future Research
From the foregoing discussion one may
get the impression that the massive array
of nonmetric scaling methods is just
waiting in the wings for application to
marketing problems. Such is hardly the
case. Many problems--computational, substantive and conceptual--must be researched.
It seems fair to say that the computational side of nonmetric scaling
methods has run far ahead of their empirical application. Even from a computational point of view, however, several
problems remain. First, virtually all
of these procedures are subject to their
own particular type of "degeneracy"-configurations that can be markedly
changed without affecting the rank order
of the interpoint distances, thus leading
to indeterminate solutions. For example,
in the multidimensional scaling of preference data, if all individuals prefer
one of the g stimuli, some of the methods
will break down. In such cases stimuli
and/or individuals would first have to be
partitioned into subgroups in which a
sufficient number of constraints would be
present to lead to determinate solutions.
Unfortunately, the conditions under which
degenerate solutions occur have not been
thoroughly explored as yet.
Another problem concerns the "robustness" of solutions to "noisy" data. Some
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such parameters as ideal point position,
differential weighting of axes, idiosyncratic orientation of the space, and so
on. Clearly, if different individuals are
perceiving the configuration differently,
our interpretation will be confounded by
such differences.
As described earlier, one could first
partition subjects by the commonality of
their perceptual maps--and then construct joint spatial representations, but
some empirical investigation is required
to ascertain the conditions under which
perception and preference can be viewed
independently. We have recently conducted
a small-scale experiment which supports
the contention of independence but, clearly, more study of this question is needed
[ 68] •
An additional empirical problem concerns the homogeneity of perception over
subjects and the concomitant problem of
constructing perceptual maps through aggregation of data over individuals [69].
Tucker and Messick's "Points of View"
model [70, 71, 72] represents a metric
attempt to handle group differences; we
have used it in some of our pilot studies.
Aside from the theoretical criticism which
has been leveled against it [73], we feel
that individual difference models based
on nonmetric input data would provide more
flexibility and we are pursuing this
problem in our own research.
Finally, the real world questions of
relating perceptual and preference mapping to marketing policy variables is
just beginning to be explored [74].
Transforms of physical product characteristics to perceptual characteristics
are often required and the whole problem
of relating marketing strategy to perception and preference (and, ultimately,
buyer choice) still is relatively unexplored. At this point it appears that
development of such a "comprehensive"
model would probably involve a computer
simulation in which the effects of various
policy variables--product modification,
package design changes, advertising theme
--are traced through the perceptual and
preference framework, including estimates
of brand choice and vote splitting as
brands and/or ideal points are "moved"
through attribute space.
At a deeper conceptual level many
fundamental problems still exist regarding the meanings of such terms as
"similarity" and "preference" and their
sensitivity to environmental context.
Laboratory experiments by Shepard [75],
Torgerson[76] and Attneave[77] have

indicated that different subjects may
adopt different strategies in assessing
"overall" similarity. Moreover, the
criteria by which overall similarity
judgments are made may interact with the
stimulus entities. Finally, the statistical inference problem is still wide
:>pen for study.
Some of our own research, for example, suggests that the criteria evoked in
making similarity judgments do not remain
stable over stimulus pairs. If this finding continues to hold up, what may be
required is a more complex, nonstationary
model which allows for stimulus-criteria
interaction. A geometrical configuration
may still be possible, but some of our
Monte Carlo simulations suggest that the
dimensionality of the resultant space may
increase markedly.
Related to this question is the distinction between multidimensional stimuli
(such as colors, which are typically perceived holistically) and multi-attribute
stimuli (in which similarity judgments may
be built up, attribute by attribute [78]).
We still know relatively little about the
composition function--either with respect
to judged overall similarity or judged
overall preference. Subjects' models may
well change as stimuli become increasingly
complex; some dimensions may be ignored
entirely in the desire to reduce the men·tal effort associated with involved tradeoffs among conflicting objectives.
Finally, the problem of handling
highly nonlinear data structures is just
beginning to receive attention. The original data structure may possibly represent
a highly nonlinear (and nonmonotonic)
manifold in some higher dimensional space.
Procedures are needed to recover such configurations and a promising start has been
made in this direction [79]
Conclusions
This overview paper has tried to
describe some of the very recent developments in nonmetric scaling and related
techniques and some of their implications
for marketing and attitude research. A
large number of computer programs exist,
but empirical application and test is only
just beginning. Clearly, much more research--computational, empirical and
conceptual--is going to be required before
these procedures can be intelligently
evaluated. However, awareness of their
existence is at least a necessary condition for their eventual test and evaluation. We hope that Project MAPP will help
to disseminate information about these
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techniques so that interested researchers
may explore their applicability to a
variety of empirical problems in marketing.

FOOTNOTES
1. This paper was presented by Paul E.
Green at the Attitude Research Conference in Puerto Rico, Oct. 26-31,1967,
and by Michael H. Halbert at the ASA
Annual Meeting in Washington, D.C.,
December 27-30,1967.
2. The authors are deeply indebted to
Frank J. Carmone, Marketing Science
Institute, for expert computer programming assistance on all phases
of this project.
3. we wish to thank E. H. Sonnecken,
Goodyear Tire and Rubber Co. for suggesting the acronym MAPP--!:!athematical ~nalysis of R_erception and Preference.
4. This approach must be followed outside the mapping context--otherwise,
the notion of commonality of "ideal
point" presupposes commonality of
perception. Moreover, we assume the
ideal point position is determined
after (possible) differential
"stretching" of the dimensions in
order to account for differences in
attribute salience.
5. A recently completed pilot study has
indicated close agreement between the
maps obtained from such "confusions"
data with those obtained by direct
(subjective) similarity measures.
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INPUT/OUTPUT MODELS IN MARKETING:

CONCEPTIONS AND MISCONCEPTIONS

Jack Moshman
EBS Management Consultants Inc.
Much attention has been devoted to the use
of input/output analysis as an aid in national
and regional planning. Market analysts, however, have so far made relatively little use of
the technique. Doubtlessly, there are many reasons for this. A common belief is that input/
output tables are always out-of-date, or are too
coarse and hence inadequate for a sophisticated
marketing analysis. Other reasons arise from an
unfamiliarity with the mathematical context, and
lack of accessibility to a modern computer for
extended computations.

duction (the second-order indirect effects), etc.

In simple matrix terms, the basic input/
output equation may be written as

For those more familiar with simultaneous
equations, equation (1) may be rewritten as

X=F+AX

Since this is a converging process, the
total production is the sum of the final demand
plus all indirect effects.
For example, an automobile requires steel
and glass. Glass requires stone and clay products which, in turn, require steel, etc. Equation (2) or (4) provides the total requirements
for steel to support a specified final demand
for automobiles.

(1)

where Xis an n-dimensional vector of production
by economic sector, Fis an n-dimensional vector
of final demands and A is an (nxn) matrix of commodity flows where an element of the i-th row and
j-th column represents the amount of output from
economic sector i that is required to produce a
unit in sector j.

(5)

X

n

where now x. is the production in sector i, fi
the final d~mand in sector i and aij is the
amount of the output of sector i to produce one
unit of the output of sector j.

The units of the elements of A, X and F may
be either in physical or in monetary terms with
the former obviously preferable in these days of
changing prices, although one can convert from
one set of units to another. Most existing matrices are in dollar terms.

Equations (5) may be recast as
(l-all)x 1

Equation (1) can be solved to give
X=(I-A)-lF

-al2 x2

-

-a21 xl + (l-a22)x2 -

(2)

~a

...

which provides the output required to support a
final demand F. In equation (2), I is the (nxn)
identity matrix and (I - A)-1 is the inverse of
the matrix (I - A).

-a

ln
Zn

X

X

n

fl

n

f2

f

(6)

n

and solved for each of the x ]..•

To see how the totality of economic activity
is covered, consider the expansion

What marketing applications are possible?
One obvious possibility to consider is

which is a valid identity in this context.
stituting (3) in (2) gives
X

(I +A+

i

X = (I - A)-l F

Subor

(7)

3
+ A + ••• ) F
(4)

F +AF+ A(AF) + A(A(AF)) + .••

where AF and AX are changes in final demand and
the consequent production changes respectively.
Given any modification in consumption levels,
equation (7) can be used to translate this to
changes in production levels. One can examine,
for example, the effects of changes in consumption, government spending, inventory carryovers
or import level changes. Through input/output
analysis, an industry can be prepared to anticipate the direct and indirect effects upon it from

This resulting equation (4) may be looked
upon as saying the production in each sector of
the economy is the sum of all stages of production to produce for the final demand. This means
the direct product, plus that which was needed to
produce this output for final demand (the firstorder indirect effects), plus that which was required to produce the first-order indirect pro-
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major users of sulfuric acid may be decomposed
into those activities which account for the bulk
of the product's use and the balance remainin·g of
each sector. If this be done, the resulting
table becomes much more sensitive to changes in
the sulfuric acid picture and hence much more
useful to an individual concerned primarily with
this product.

any of these causes well before the total impact
is actually felt.
Another fundamental use of the technique is
to examine the effects of technological changes
which are reflected in changes in the A matrix.
If ~A is the matrix of changes in flow coefficients, the elements of the A matrix, then

The disaggregation is not a trivial task,
but can be, and is being, done constantly with
considerable payoff. Control totals exist within
the original table to help the analyst and prevent any really gross inconsistencies. Checks
can be made against industry and government
sources of data as a further control.

would be the expected change in the production
vector because of the technological changes.
(See [2] for the description of technological
changes between 1947 and 1958 in an input/output
context.)

With the publication of more detailed input/
output tables that are now in preparation and a
greater familiarity with their use, marketing
specialists will be able to exploit to a much
greater extent this most useful tool.

One can examine the effects of the substitution of plastics for metal, synthetics for natural fibers, natural gas for oil, and similar and
more subtle technological changes. What effect
does the substitution of plastic for steel have
on the petroleum industry? What is the effect on
scientific instruments?

A brief, elementary description of input/
output theory may be found in [1] • For recent
samples of input/output tables and their descrip-

For interindustry tables on the order of
100 -300 sectors, obtaining the inverse was at
one time a formidable task, yet is now quite
simple for the modern computer which has the memory capacity, the operating speed and the necessary library of programs; all of these are now
commonplace. Furthermore, once a matrix has been
inverted, the inverse can be kept and used at
will.

tions see [2] and [ 4] •
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Of course, many practical marketing applications require finer detail from input/output
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UNREALIZED APPRECIATION PASSING AT DEATH
Gerard Brannon, Nelson McClung, Henry Copeland 1

We have chosen to recognize the Statistics of
Income 50th Anniversary by reporting an application of the data reported by the Statistics Division of the Internal Revenue Service. Our application demonstrates the usefulness of these
statistics in identifying a major issue in tax
policy and laying a statistical foundation for
analysis.

Table 1 - We show here our estimates of private sector corporate share and real estate
wealth and unrealized appreciation. These estimates were derived by a procedure which is an
elaboration of that in McClung's February 1966
Review of Economics and Statistics article. Using compound probabilities of continued holding
based on turnover rates, we determine the fraction of asset value acquiring a basis in each
prior year which survives untransferred to a
given terminal year and, then,revalue these
amounts for the intervening changes in prices.
The technique is fully explained in Appendix A.
We have made a number of improvements in the
RE&S procedure: we have refined the inputs and
introduced a third outcome in order to account
for disappearances or depreciation since basis
year.

Significant accretions to wealth data, since
the Treasury Department estimates for the Administration 1963 capital gain tax reform proposals, have made worthwhile a reworking of the estimates of gains transferred by bequest. We now
have the Statistics of Income, Sales of Capital
Assets (SOCA), a special tabulation of realized
capital gains, and Personal Wealth (PW), an estimate of the wealth of the estate tax population
using the estate multiplier method. Further, we
have the Federal Reserve Survey of the Financial
Characteristics of Consumers (SFCC). And all are
for the year, 1962.

For the corporate share estimates of Table 1,
we did not adjust the computed figures to
Goldsmithsshare values. The Goldsmith values
are too low. Projections of share value and
turnover to 1980 are extrapolations from recent
trends. The share price index is projected at
9 percent for 1968 - 1970 and at 6 percent for
1971 - 1980. The 1968 - 1970 rate contemplates
recovery to a decelerating long-term trend; the
1971 - 1980 rate supposes that price will rise
at a rate which allows the Moody 1 R dividend yield
to creep up slightly from 3 percent. The turnover rate which we use is 9.0 percent when the
NYSE turnover rate is 15 percent. When the Exchange rate is 13 percent, as it was in 1962, our
rate is 8.3 percent. This rate is intended to be
a weighted average of long-term turnover rates
for all sectors. The rate for the personal sector
consists of a 2.3 percent devolution rate and a
6.0 percent lifetime realization rate. The lifetime realization rate is the ratio of IRS Sales
of Capital Assets 1962 sales value, adjustedfor
about 10 percent nonreporting, divided by our
estimates of 1962 personal sector holdings. The
devolution rate is the ratio of estate tax decedent corporate share wealth to IRS Personal
Wealth estimates of estate tax class corporate
siiare"wealth. It may seem presumptuous to attempt
a reconstruction of the recent history of the
United States from a single observation and that
on but a part of the relevant population. However,
although frequently not directly pertinent, there
is considerable information on corporate share

In a paper to be published in the National Tax
Journal, Professor Bernard Okun reports estimates
of aggregate appreciation transferred at death.
His estimates run higher than ours, for one reason because we have assumed that assets transfurnrl
at death are no more highly appreciated than the
average of assets held. The evidence is persuafilve that our assumption is not correct:
assets
transferred at death may be more highly apprec~
ated. But the question is how much? Perhaps his
and our estimates may be taken as defining the
range of reasonable values, Furthermore, we extend estimates of ga~n passing at death to income and wealth classes. We estimate for both
income and wealth classes because economists
regard the taxation of gains at death as income
tax reform but many others think of it in the
context of estate tax reform.
The tables which you have tell the story.
Our talk offers a reading guide to the tables
and supplies some additional footnote material.
Tables 1 - 10 deal with preliminaries and
Tables 11 - 18 work out the estimates of gain
passing at death. You will notice that Tables 1118, essentially, are an exercise in elementary
matrix algebra.

1

The authors are members of the Office of
Tax Analysis, Office of the Secretary of the
Treasury. Opinions expressed or implied in this
paper are our own and not necessarily those of
the Treasury Department.
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turnover rates and it is possible to check the
reasonableness of turnover rates by the results
which they produce, One concluding remark on
the corporate share estimates: it would appear
that of the increase in share value between
1950 and 1965, one-third may be attributed to
retention of earnings (income gains) and twothirds (rent gains) to other factors, such as
declines in uncertainty premia, shifts in the
community asset preference function due to
widening, if not deepening, of financial intermediation, and the capitalization af ordinary income and capital gains tax rate differentials.

Tables 3 and 4 - In Table 3, the Table 2
holding periods have been combined to conform
to the periods for which the IRS, Sales of
Capital Assets, tabulated realized gains. The
SOCA tabulations by holding period are shown in
Table 4. For real estate, the current value
mean holding periods and overall appreciation
ratios generated by the model and tabulated in
SOCA are similar. But for corporate shares,
the mean holding period is shorter and overall
appreciation lower for shares sold than for
model estimates of shares held. These two tables
compare distributions of current value and included gain for the entire stocks of shares and
real estate, as estimated from the model, with
current value and included gain on assets sold
by individuals and reported for tax. We are
concerned with two sources of bias: (1) a sale
from a holding period may take a larger or
smaller percentage of unrealized gain from that
holding period than the percentage of asset
value removed; (2) sales value from a period is
not the same percentage of aggregate sales as
asset value held for that period is of total
asset value held. For the first source of bias,
the appreciation ratios in Tables 3 and 4 are a
check. The differences in real estate can be
explained by the effects of tax-free exchanges,
so there would not seem to be much to worry about.
For the second source of bias, the ratios to
total and overall appreciation ratios are the
significant figures. Here again, real estate is
relatively free of bias, if we recognize the
influence of long corporate land holding periods.
However, there is a definite bunching of salesaf
corporate shares at the short holding period end
of the distribution. Unl,ess, we can assume that
total transfers, realizations plus devolutions,
are unbiased, we cannot accept Table 1 appreciation ratios as approximately correct. New York
Stock Exchange and Survey Research Center results of 50 percent appreciation may be right,
although those estimates have their problems.
In the absence of better information we are inclined to accept the unbiasedness of total transfers. Given that, a short-period bias in realizations is offset by a long-period bias in
devolutions. Knowing the appreciation ratio on
realizations, we can estimate the ratio on devolutions. However, it is probable that the appreciation ratio on shares sold in 1962 was doubly
depressed, a shift in the pattern of.sales reinforcing a fall in prices. If we suppose that,
when the overall rate is 37 percent, the normal
rate on realizations is 27 percent (see Table 7),
then the rate on devolutions is 52 percent.

The real estate estimates are new. Gross
annual additions to the stocks and prices for
residential and nonresidential structures are
from The National Income and Pr'oduct Accounts of
the United States, 1929 - 1965. Land values are
from Goldsmith. Residential structures are depreciated at 2 percent straight line and nonresidential structures at 3 percent declining
balance. Nominal gain on residential structures
is reduced by depreciation on owner-occupied
residences; that is to say, depreciation is taken
into account in determining current market value
but not allowed to reduce basis value. Pr'ojections are extrapolations from trend. The turnover
rate for real estate, we estimate, is 4.5 percent.
This is a rate suggested by three methods: (1) the
rate implied by the mean holding period for realized real estate gains, (2) the turnover of farm
real estate, and (3) the ratio of estimated aggregate annual transfers to current market value of
the stock. Aggregate annual transfers were estimated by adding to capitalized brokers' commissions estimates of other transfers. However, this
4.5 percent turnover rate does not allow for rollover. The real estate devolution rate is 1.6 percent. The ratio of reported 1962 sales value to
personal sector holdings is 1.4 percent. The sum
of these two rates is 3.0 percent. If we allow
.5 percent for nonreporting, apart from rollover,
the turnover rate net of rollover is 3.5 percent.
This is the turnover rate used in the computations.
Thus, the turnover rate is designed to yield an
estimate of unrealized real estate appreciation
as that is implicitly defined by the present tax
treatment of real estate.
Tables 2 and 2-A - These tables show the distribution of 1967 market value and unrealized
gain by years over which gain has accrued. You
will notice that the Tables 2 and 2-A (as well
as the Table 3) column totals do not agree with
the Table 1 figures. The discrepancies are the
consequence of a purely mechanical feature of
the computations, the failure to conserve relative weights. The discrepancies arise in the
treatment of disappearances or depreciation and
are a function of turnover rates and rates of
price change. If they bother you, prorate them
away.

Table 5 - Mean annual appreciation rates and
holding periods rise from low to high income
classes; thus, the rich have two things going
for them: better opportunities and a greater
capacity to wait.
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Table 10 - This is a wealth-income class
transformation function. The factors are derived from total wealth distributions. We use
them in transformations of corporate share and
real estate wealth but the biases introduced in
the estimates are small. The lower limit of the
upper open-end class is rather low for some purposes. However, in the upper classes, income
and wealth are tolerably well related w=yl.2,

Table 6 - At least on the evidence of realizations, the aged are not radically more appreciated than all taxpayers, Thus, it may be
sufficient to weight death rates by wealth.
There would seem to be no need to weight them by
gain. Still, the evidence is only what is sold,
not what is held.
Table 7 - For real estate, the 1962 realized
appreciation rates may be used as income class
relatives; indeed, we accept the absolute values.
But, for shares, 1962 was not a happy year. In
Table 7, we first adjust 1962 realized long-term
gain to normal year values. We, then, further
adjust gain to yield an average appreciation
ratio which is the same as that in Table 1. The
so-called trend adjustment is usefUl for the
Tables 3 and 4 discussion. Actually, of course,
there is but a single scaling up of in~ome class
ratios on shares sold to ratios on shares held
which are consistent with an overall mean of
34 percent.

Tables 11 and 12 - Here we have converted
wealth class corporate share and real estate
wealth distributions to income class distributions.
The wealth class distributions, essentially, are
those of the IRS (PW) study for estate tax classes.
Lower wealth classes are filled out using SFCC
data. The constructed and transformed distributions compare moderately well with SFCC distributions.
Tables 13 and 14 - In these tables we apply
income class appreciation ratios to derive wealth
class appreciation ratios, In the early tables,
we arrived at income class appreciation ratios.
We use this _operation to generate wealth class
appreciation ratios.

Table 8 - Here we present our estimates of
personal sector wealth and the amounts held by
the estate tax and nonestate tax classes and
make some comparisons of IRS Personal Wealth
estimates with those of the FRB Survey of Financial Characteristics of Consumers. For our
purposes, the IRS figures for the estate tax
class are conceptually right and have the correct
biases. Our totals for the personal sector are
derived by a procedure which allocated to major
sectors amounts that seemed reasonable in the
light of all the information available to us.
The personal sector estimate is not a residual;
rather, we cut and fit the pieces into the total.

Tables 15 and 16 - In these tables we apply
wealth class devolution rates to derive income
class devolution rates. The wealth class devolution rates are somewhat doubtful outside the
estate tax classes but that is of small moment;
income class devolution rates are nearly equal.
We might have guessed this but working through
the computation increases confidence somewhat.
Tables 17 and 18 - This is the end product.
Nearly $8 billion of gain passed at death in
1965, the estate tax class transferring 93 percent
of the corporate share gain and 40 percent of the
real estate gain. The $8 billion of gain devolutions is estimated on the assumption that assets
transferred by bequest have only average appreciation. If we use the more probable 1962 appreciation ratio of 52 percent adjusted to the 1965
world, gain passing at death was $10 billion.

Table 9 - This is an effort to measure the
bias in estimates of wealth derived by the estate
multiplier method. Few people die completely
unexpectedly; the many who do not make anticipatory changes in their portfolios. Thus, the
composition of decedent portfolios does not accurately reflect the composition of living portfolios. The closeness of IRS (PW) and SFCC total
wealth means suggests that the effects of conceptual differences between the two studies are
not significant. If one merges SFCC business
equity into corporate share, real estate, and
other wealth, it does seem that there is some
tendency for the lower ranks of the estate tax
class to convert to fixed yield securities (including cash) and for the upper ranks to prepare
for death by shifting to variable yield securities.
To obtain this conclusion, one should apply mean
business equity first to reducing the real estate
discrepancy. The remainder should then be applied
in some proportion, say half and half, to reduction of the corporate share and other asset
discrepancies. Direct estimates of personal sector holdings of shares in private corporations
would improve the allocation considerably.

To estimate revenue from taxing gains at death,
one would apply weighted average marginal tax
rates to the gain figures in Table 18. This would
yield the direct effect revenue. We have refrained
from a computation of revenues because the revenues
from taxing gains at death depend so strongly on
specific design features of the proposal: is it
restricted to the estate tax population; is there
a general gain exemption; what specific asset gain
exemptions are provided; is the gains tax liability allowed as an offset of some sort to estate
tax liability,
In addition to the direct revenue effect, one
would need to estimate the effect on lifetime
realizations of taxing gains at death. This is
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a given planning horizon holding an asset of
given appreciation and subject to a given marginal capital gains tax rate, in order to induce
him to sell. In Appendix B, we present some
formulae which suggest that, in the very simple
case, the unlocking effect of taxing gains at
death is about equal to the effect of cutting by
half tax rates on lifetime realizations. Thirdly
induced unlocking depends on the spectrum of
'
yield alternatives available to placers in assorted relevant categories.

a question, first, of placement motives. Of
these, there are four: (1) the ordinary income
(dividend or rent) motive, (2) the current realized capital gains income motive, (3) the immediate wealth (liquidity) motive, and (4) the ultimate wealth (estate) motive. Lock-in is absent
in (2), weak or uncertain in (1) and (3), and
potentially significant only in (4). That it is
ever significant, placers must regard a realized
capital gains tax as an excise on asset transfers.
Secondly, induced effects depend upon the yield
differential which must be offered a placer, with

Appendix A:

Estimation of Unrealized Capital Gain

System Inputs
0.1.

a= (a1, a , ••• , an) where~ is the value, in year t prices,
2

of additions to the stock in year t. Inthe case of land this
vector reduces to a scalar whose value is a •
1
0.2.

d = (d1, d2 , ••• , dn) where dt is the value, in year t prices,
of disappearances of corporate shares in year t.

d1 = O.

0.3.

Pn) where Pt is the price index for year t.

o.4.

sn) where st is the turnover rate for year t~ In
the case of corporate shares St is the New York Stock Exchange
turnover rate, Tt, subject to the following adjustment:
st = •35 Tt + • 0375. In the case of real estate st is taken as
a constant ,035,

s 1 = O.

1.

Corporate Share Computations

1.1.

V

Ann x n matrix with elements vij where vij is the ratio of

prices in a given year, i, to prices in an appearance year, j.
irij = Pi/Pj for j ~ i and vij = 0 for j > i
1.2,

a = (a1, a2, •• , , an) where

&t;

is the year t market value of

shares in year t if none had left the stock.
t

¾=
l,3,

~ a . j vtj
j = 1

d = (d1, d2, ••• , dn) where dt is the year t market value of
disappearances through year t.
t
dt=L d
j = 1

j vtj

150

1.4.

w = (w1 , w2 , ••• , wn) where wt is the year t market value of the
net stock in year t.
wt= at - dt

1.5.

, bn) where bt is the year t market value of

b = (b1, b 2 ,

shares acquiring a basis in year t.
bt =at+ st Wt - 1

1,6.

k = (k1 , k2 , ••• , kn) where¾ is the probability of continued
holding from year t to year n.
n

1f

(1 - si) for t

< n and ~ =

1 for t = n

i = t + 1

1.7,

b =

(t1 ,

b 2 , ••• , bn) where bt is the value, in year t prices,

of shares in yearn -which acquired a basis in year t.

1.8.

r = (r , r , •.• , rn) where rt is the probability of neither
1

2

being sold abroad nor recalled from year t to yearn.
n

TI ( 1

rt=

di
- ~ ) f o r t < n and rt= 1 fort= n

i = t + 1

1.9.

b-lE- =

(bi, b~, ••• , ~) where bf is the value, in year t prices,

of shares in yearn which have neither been sold nor disappeared
since acquiring a basis in year t.
bi
1.10,

c = (c 1 , c 2 , ••. , en) where ct is the value, in yearn prices,
of

bt.
ct

1.11.

= rt bt

= ~ Vnt

u = (u1 , u 2 , ••• , ~)where¾ is the value, in yearn prices,
of the unrealized gain by the number of years, t, over whicn the
gain has accrued.

2,

Residential Structures Computations

2.1.

V Computed in the same manner as 1,1.
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2.2.

W

= (w1, w2, , •• , wn) where wt is the yea.r t value of the net

stock in year t.

- ,02aj (t - j)J vtj for ti. 51 and

t

j
2.3.

~ 5ifJ-j

- .02aj (t - j')] vtj for t

>,

51

b = (b1 , b 2 , ••• , bn) where bt is the year t value of structures
acquiring a basis in year t.
bt = ¾ + StWt - l

2.4.

k Computed in the same manner as 1.6.

2.5.

b = (bl' '6'2 , ••• , bn) where bt is the year t value of structures
acquiring a basis in yea.r t and surviving to year n.
bt = ¾bt

2.6.

d* = (d!, d~, ••• , dt) where df is the year t value of the
depreciation on bt between year t and yearn.
dt

2,7,

= .02

bt (n - t) fort~ n - 51 and df

= bt

fort> n - 51

b* = (bf, b~, ••• , b~) where~ is the year t value of bt adjusted
for depreciation since last sold.

2.8.

c

Computed in the same manner as 1.10.

2.9.

u

Computed in the same manner as l.ll.

2.10.

u = (u1 ,

~' ••• ,

Un)

where

¾ is

the yea.r n value of ¾ adjusted

for owner-occupied depreciation.
ut = ¾ - ,75dt for·¾ > df and
U:t = ,25 Ut for ut ~ dt
3.

Nonresidential Structures Computations

3.1.

V Computed in the same manner as 1.1.

3,2.

w = (w1 , w2 , ••• , wn) where wt is the year t value of the net
stock in yea.r t.
t

't."

~

t - j
.j

(.97)
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3.3.

b Computed in the same manner as 2.3,

3.4.

k Computed in the same manner as 1.6.

3.5.

ii Computed in the same manner as 2.5.

3.6.

d* = (d!, d~,

...

, dt) where df is the year t value of the

depreciation on bt between year t and yearn.
n - t

3, 7.

b* Computed in the same manner as 2. 7.

3.8.

c

Computed in the same manner as 1.10.

3,9,

u

Computed in the same manner as 1.11.

4.

Land Computations

4.1.

a=

(a1, ~, • • • ,

an)

at = (Pt/Pl ) al

4.2.

b = (b1 , b 2 , ••• , bn)
bt = st

¾ _1

for t

r1

and bt

= ¾ for

t

=l

4,3,

k

Computed in the same manner as 1.6.

4.4.

b Computed in the same manner as 2.5.

4,5,

c = (c1 , c 2 , ••• , en) where ct is the value, in yearn prices,
of iit
ct.= Uh/Pt)bt

4.6.

u • tu1 , ~, .•. , Uu) where ut is the value, in yearn prices,
of the unrealized gain by the number of years, t, over which the
gain has accrued.

1.

Corporate Shares
n
U =

2.

L

t = l

L8-t

+ st

(!½; -

- 1) ktrt

Residential Structures

- 1

3,

¾ - l)J (vnt

1 -

) k

t

- d*J
t

(v - 1)
nt

Nonresidential Structures

(.97)
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n - t
(vnt - 1) kt

n

L

t = 2

Appendix B:

Induced Unlocking

Assume a pure estate motive taxpayer subject to a marginal capitaJ. gains
tax rate g who can continue to hold an as~et with basis value Vb and current
yalue Vm at a pure appreciation rate of r for a planning horizon oft periods
or sell and acquire an asset appreciating at a rater'.
~:

Present law: hold present asset to death at t = n versus hold

switch asset to death at t = n.

LVm - g

(Vm - Vb)

J

r't
e

rt
= Vme

Switch condition:
r't

rt

e

~:

e

Sa.me as Case 1 except that capital gains tax rates are one-half

present rates.
Case 3:

Present law at half rates:

hold present asset to cash at t = n

versus hold switch asset to cash at t = n. Switch condition same as Case 4.
Case

4: Constructive reaJ.ization at death,present capital gains rates:

hold present asset to death at t = n versus hold switch asset to death or
liquidation at t = n.

- g
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(vm

rt

e

Switch condition:
rt

r't
e

/~

e + g ["(Vt/Vm) - 1J
( l - g ) + g (vb/Vm)

= 50, vm = 100,

Let Vb

g - ,25, gl

= .125, r

= .05,

and t

:irdiff'erence yields r' and yield differentials (r' - r) are:

Switch

(r' - r)

r'
Case 1:

0,077

0.027

Case 2:

o.o63

0.013

Case 3:

0,053

0.003

4:

0.056

o.oo6

Case

= 5,

Table l
Unrealized Capi tel. Gain

Year

Co:::eorate Shares
Unreal: Appreciavalue
ir.ed gain :tion ratio

Asset

$J.o9

$109

$109

1945

164

1950

198

1955
196o
61
62
63
64
65
66
67
68
69

300
218
261
336
36o
296
320
361
404

Residential Structures
Asset
Unreal- : Appreciavalue
izedJain :tion ratio

Nonresidential 51;ructures
Asset
Unreal- : Appreciavalue
izedJain : tion ratio

$109

$1

Asset
vaJ.ue

$109

$1

Land
Unreal-

: AppreciaizedJain :tion ratio

$1

47

.287

116

19

.164

85

17

.200

101

ll

,109

56

.283

219

53

.242

149

45

.302

166

67

.4o4

413

186

.450

305

45

.148

210

53

.252

218

102

.468

573
697
634
710
831
902
876
941
1,02B
1,122

220

,384
.430
,344
.368
,404
.399
,338
.340
-351
,36o

4o3
415
434
456
483
509
531
554
576
6oo

40
35
33
33
35
37
36
35
35
35

.099
.o84
,076
,072
,072
,073
.o68
.o63
,o61
.058

299
310
322
333
348
368
389
412
436
461

70
67
65
62
62
63
65
68
72
75

.234
.216
.202
.186
.178
.171
.167
.165
.165
.163

306

435
462
491
522

162
170
179
191
2o6
227
243
259
277
296

,529
.528
,533
.536
,544
.555
,559
.561
,564
.567

317

.571

322
336
356
379

409

1970

1,226

450

,367

623

34

.055

487

79

.162

555

1975

1,651

563

.341

744

36

.048

633

102

.161

754

438

,581

1980

2,220

735

.331

878

41

.o47

811

132

.163

1,025

601

.586
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Table 2
Distribution of Current Value
and Unrealized Gain by Basis Year - 1967

Year

CorEorate Shares
Current value
: Unrealized gain

$109

$109

Total Real Estate
: Unrealized gain
Current value

$109

$109

-1928
192'}1

226
80
102
233
352
522
J.,396
3,827

2,930

I.50,405

I.06,605

1930
1931
1932
1933
1934
1935
1936
1937
1938
1939

3,758
4,402
2,512
2,555
2,717
2,379
3,958
7,637
3,825
4,366

3,129
4,016
2,329
2,273
2,431
2,024
3,211
6,690
3,294
3,759

3,858
7,920
7,829
6,864
7,180
7,988
8,474
9,299
9,800
10,924

5,118
5,604
5,967
5,246
5,399
5,930
6,157
6,605
6,922
7,583

1940
1941
1942
1943
1944
1945
1946
1947
1948
1949

5l036
5,293
3,715
5,674
6,605
a,205
13,864
10,936
12,363
11,298

4,423
4,746
3,302
4,917
5,596
6,535
11,377
9,037
10,237
9,134

11,543
12,228
11,214
10,999
11,662
13,o66
17,743
19,609
22,679
25,294

7,823
7,933
7,336
7,120
7,323
7,975
8,847
7,819
7,961
8,953

1950
1951
1952
1953
1954
1955
1956
1957
1958
1959

16,521
17,735
17,340
19,550
21,106
26,824
28,246
33,605
28,839
38,920

12,654
13,049
12,444
14,149
13,053
14,345
14,618
19,102
12,164
14,771

28,45.0
29,142
31,839
35,205
38,775
43,434
45,565
47,274
50,531
55,868

8,364
8,036
8,516
9,o63
9,209
9,139
8,505
7,473
7,255
6,236

1960
1961
1962
1963
1964
1965
1966
1967

39,929
43,938
55,528
54,144
57,602
73,232
100,459
82 2674

15,o62
10,877
17,626
12,750
6,293
2,527
6,672
0

59,721
63,318
69,943
75,613
81,313
89,315
96,489
1032871

6,619
6,467
6,400
5,960
4,773
3,3o8
1,810
0

Total

891,027

319,841

1,435,934

363,361

1922
1923
1924
1925
1926
1927

202
72
89
197
296
416
l_,,020
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Ta,ble 2-A
Distribution of Current Value
and Unrealized Gain by Basis Year - 1967

Year

Residential Structures
Current : Unrealized
gain
value

$109'

: Nonresidential Structures
: Unrealized
Current
gain
value

Current
value

$109

$109

$109

$109

Land
: Unrealized
gain

$109

1922
19,23
1924
1925
1926
1927
1928
1929

15,643

2,671

15,451

9,932

119,311

94,002

1930
1931
1932
1933
1934
1935
1936
1937
1938
1939

1,158
1,244
1,228
1,091
1,192
1,570
1,819
2,022
2,287
3,015

200
226
461
453
459
662
766
796
912
1,265

1,629
1,355
1,155
1,103
1,072
1,247
1,526
1,802
1,759
1,946

1,071
921
815
791
737
847
1,039
1,176
1,140
1,271

4,765
5,321
5,446
4,670
4,916
5,171
5,129
5,475
5,754
5,963

3,847
4,457
4,691
4,002
4,203
4,421
4;352
4,p33
4,&70
5/l47

1940
1941
1942
1943
1944
1945
1946
1947
194B
1949

3,464
3,812
2,972
2,651
2,686
3,014
6,242
7,693
9,433
10,529

1,464
1,495
1,098
897
796
826
1,458
810
773
913

2,150
2,493
1,997
1,925
2,291
2,960
4,838
5,051
5,806
6,133

1,380
1,540
1,142
1,o65
1,245
1,608
2,399
2,135
2,131
2,136

5,929
5,923
6,245
6,423
6,685
7,092
6,663
6,865
7,440
8,632

4,979
4,898
5,0<;6
5,158
5,282·
5,541
4,990
4,874
5,057
5,904

1950
1951
1952
1953
1954
1955
1956
1957
1958
1959

13,761
12,986
13,998
15,526
18,133
21,286
21,003
21,447
23,636
28,061

1,079
853
856
914
1,124
1,209
996
910
993
998

6,928
7,906
8,664
9,962
10,970
12,377
14,382
15,436
15,813
16,899

2,313
2,215
2,257
2,470
2,642
2,770
2,485
1,907
1,656
1,437

7,761
8,250
9,177
9,717
9,672
9,771
10,180
10,391
11,082
10,908

4,972
4,964
5,403
5,679
5,443
5,160
5,024
4,656
4,606
3,801

1960
1961
1962
1963
1964
1965
1966
1967

28,052
29,901
33,839
37,1${.
39,379
41,604
44,772
47 2968

916
1,110
1,297
1,298
827
407
223
0

19,274
20,969
23,177
25,224
28,285
33,758
37,046
40 2678

1,518
1,558
1,577
1,626
1,494
1,300
730
0

12,395
12,448
12,927
13,235
13,649
13,953
14,671
15a222

4,185
3,799
3,526
3,036
2,452
1,601
857
0

Total

577,271

35",411

413,434

68,480

445,229

259,470
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Table 3
Distribution of Current Values
and Unrealized Gain by Holding Time - 1962
Current
value

years

Ratio to

total

Unrealized
gain

2 -

Appreciation
ratio

,193
.077

-

Current
value

Ratio to

total

$1

Unrealized
gain

Ratio to

total

Appreciation
ratio

.005

5,234

-,D24

-,o45

154,511

.141

$1
807

.003

4,072

.019

.o88

68,986

.o63

1,421

.005

.021

1,668

.oo6

.026

4

45,296

.075

4,121

.019

.o:n

64,7o6

.059

4 -

5

33,564

,056

5,132

.024

,153

58,270

.053

3,142

.011

.054

5 - 10

150,517

.251

58,337

.267

,388

241,963

.221

29,192

.1o6

.121

10 - 15

87,585

.146

57,342

.262

.655

155,929

.142

33,876

.123

.217

39,365

.181

,747

79,225

.072

36,324

.131

.459

z.

20'ij

Total
Mean holding time

Y.

total

3 -

15 - 20

V

115,761
46,470

3

Ratio to

1

1

2y

<

Real ]lstate

Cor orate Shares

Time held

52,701

.o88

68,539

.114

54,828

.252

.803

271,924

.249

169,993

.615

.625

600,433

1.000

217,963

1.000

.363

1,095,514

1.000

276,423

1.000

.252

7,8

14.8

23,2

12.9

Class mean taken as _l year.
Class mean taken as 27 years for shares and 30 years for real estate.

Table 4
Distribution of Long-Term Sales Value
and .Realized Ga.in - 1962

Current

< 2y

8,334

.429

Realized

Ratio to
total

Appreciation
ratio

- 9o6

-.326

-.109

:i.,206

fain
106

Current
value

Ratio to
total

$106
.142

Real Estate
Realized

gain
$lcf>
114

Ratio to
total

Appreciation
ratio

.052

.095

3

2,175

.112

138

.050

.o63

648

.076

90

.o41

.139

3 -

4

1,671

.o86

194

.070

.116

568

.o66

87

.039

,153

4 -

5

l,o87

.056

259

.093

,238

570

.o67

95

.o43

.167

5 - 10

3,188

.164

1,165

.419

.366

1,9:i.7

.225

403

.182

,210

10 - 15

1,313

.o68

767

.276

,584

1,119

,131

373

.169

.333

.?

20

y

Total

Mean holding time

Source:

g/

~~e

Ratio to
total

2 -

15 - 20

Y.

Car orate Shares

Time held
years

704

.036

480

.173

.682

995

.117

405

.183

.407

951

.o49

680

.245

.715

1,500

.176

643

.291

.428

19,426

1.000

2,777

1.000

.143

8,523

1.000

2,210

1.000

.259

5.3

10.5

11.5

IRS, SOII 1962, Sales of Capital Assets, Tables 12 and 16.

Class mean taken as 1 year.
Class mean taken as 27 years for shares and 30 years for real estate.
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Table 5
Corporate Share and Real Estate Realized Mean Yields

1962

AGI

Mean
appreciation
ratio 1/_

$103

CorEorate Shares
Mean holding
time
zears_

Mean per annum
appreciation
zield 1/

Mean
appreciation
ratio Y

Real Estate
Mean holding
time
zears

Mean per annum
appreciation
yield 1/

.108

5.4

.022

.275

10.6

.031

10

-.018

4.3

-.005

.204

ll.O

.021

50

.o46

4.4

.ou

.315

10.0

.039

100

.143

5.3

.021

.451

10.6

.059

100

.423

8.9

.o65

.493

11.2

.o63

Nontaxable returns

.025

4.o

.oo6

.203

ll.8

.019

All returns

.095

5.3

.020

.263

10.7

.029

Taxable returns

<
10

50

-

c

y_
y_

Ratio excess gain to gross sales price.
Ibid. , Table 16.
Approximate.

JI

IRS, S0II 1962, SOCA, Table 12.

Table 6
long Term Realized Appreciation Ratios:
Taxpayers AgeJ!. 65 y

AGI $10 3

All Assets

Corporate Shares
Age~ 65

All TP

All TP

Age~ 65

.31

.39

.18

.24

10

.21

.31

.oo

.07

10 -

50

.25

.34

.10

.16

50 -

100

.35

.35

.21

.22

:i?_

100

.65

.61

.51

.52

Nontaxable Returns

.21

.22

.oo

.03

All Returns

.30

.36

.17

.21

Taxable Returns

"

y

All Taxpayers and

IRS, S0II, 1962, Sales of Capital Assets, Tables 6 and 9 and Tables 20 and 21.
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Table 7
Income Class Corporate Share Appreciation Ratios

AGI
$10 3

Nontaxable
2'an:cble
<

-

(2)

(4)

( 2)

(8)
(10)
(1)
(2)
Long-term
Trend
:Trend long-:
sales price adjustment:term excess:
( )
adjusted
to gain .
gain
.Col. 7 x
to trend
( 7 \ - (3 ) : ( 6) + ( 8) :
1.142 ~3)
:
$106
$106 :
$10
. $lo6

..

(12}

(11)

V

(10) - (3)
+ (6)
$106

Appreciation
ratio
(11)/(10)
g;fwi

3,146

.590

1,852

-1e

-59

-19

2,115

263

244

2,357

485

.2o6

28,896

.677

19,552

3,130

-424

3,554

22,328

2,776

6,330

24,873·

8,875

.357

-26

-28

2

1,157

144

146

1,289

278

.216

5

1,752

.578

1,013

5 -

10

3,726

.578

2,154

-73

-80

7

2,460

306

313

2,740

593

.216

10 -

15

4,078

.644

2,626

77

-89

166

2,999

373

539

3,341

881

.264

15 -

25

4,535

.644

2,921

201

-69

270

3,336

415

685

3,716

1,o65

.287

25 -

50

6,074

.644

3,912

398

-62

460

4,468

556

1,016

4,977

1,525

,3o6

50 -

100

4,067

,740

3,010

581

-57

638

3,437

427

1,065

3,829

1,457

.381

100 -

200

2,039

.840

1,713

536

-17

553

1,956

243

796

2,179

1,019

.468

200 -

500

1,325

.840

1,113

567

-11

578

1,271

158

736

1,416

881

.622

500 - 1,000

572

.840

480

344

-5

349

548

68

417

610

479

,785

726

.840

610

526

-6

532

697

87

619

776

698

.899

32,042

.668

21,404

3,052

-483

3,535

24,443

3,039

6,574

27,230

9,360

,344

0,

0

(~)

(6)
Realized
Realized R .
: Long-term Gross gain Short-term: long-term
minus
:gross sales atio 1ong-:sales price
gross gain:excess gain
term
sales:
(l) x ( 2 ) gross loss minus loss: (4) _ ( )
price
5
to total
$106
6
$106
$106
$106
$10
(1)

'i'

1,000

All returns
NOTES:

Col.

(1)
(2)
(4)
(5)
(6)
(7)
(9)
(10)

son 1962

SOCA, T~ble 1.

SOII 1962 SOCA, Tables 6 and 9.
SOII 1962 SOCA,•Table l,
SOII 1962 SOCA, Tables 6 and 9.
All return appreciation ratio:0.165,
(S&P index for 1961) x (1,075); (S&P index for 1962). Index is that for 500 common stocks.
Long-term excess ~ain on the assumption that the S&P index in 1962 had been on trend 1961. - 1965.
V = /j (7) - Z: (9 / (1 - .344 )J /z:. (7) = 1.114.

All return appreciation ratio:

- - · - · · · - ~ ~ ~ ~ 1 1....

s

Ki!

.269.

r

I

t

■

: (:Jum of non-estate classes)

ms ( p;.1)

(1) - (2)

(3)

Y.
Y
(Total minus estate class)

Mean times population.

(4)

t;~

ms (IW)
SFCC (5,393 X 57,900,000)
(42,092 X 3,900,000)

(Tot,;J_ minus estate class)

(4,6lfQ x 59,900,000) '}j
(!r-7,891 X 3,900,000) Y

: (sum of non-estate classes)
Business equity

SIICC'

e1· m,alth

(9)

F>8)

(6)

ff) SFCC : (7,225 x 57,900,000)})
5)
: (Total minus _non-estate class)

Re<J.l estate

.Personal: BMC

(1)
(2;

.1 c,,tatP and business equity wealth

(C)

g~

(1) Personal: BMC
(2) :o;s (IW)
(1) - (2)
DFL'C
(3,724 x 57,900,000) Y
(5)
: ('l'otal minus non-estate class)

rporate share wealth

(1) ms (PW)
(2) SFCC : (20,982 x 57,900,oooJ y
(3)
: (171,209 X 3,900,000) y
(4)
(Total minus estate class)

tal wealth

8

312,255

268,656

418,32b

712.000

215,620

370,000

1,214,858

i1o6

Total
population

1962

148,096

81,88

284,772

523,965

24,967

44,186

547,143

i10

Non-estate
clasg

IRS (PW) and SFCC Personal Wealth,

Table

.526

.695

319

.264

.884

.881

.549

Ratio estate
class to
total

164,159

238,125

186,rr5

133,55.

188,035

190,653

325,814

667,715

751,974

$10

Estate
clasg

Market w.lue
nook equity
Book equity
Book equity

Book equity
Book equity
Boo:c cqui t.y

Book equity
Book equity
Book equity

Market value
Market yalue
Market value

K,.,•ket value
Market value
Market value
Publicly traded; book
Publicly traded, book
Publicly tr&led, book

Boo.K: equity
Book equity

Market vaJ.ue

Ta0le 9
IRS (PW} and SFCC Wealth bl Wealth Class
Nl.)lllber
SFCC gf :
105
: rns~oW

Wealthy
$lo3

;;:
...,

0l51025-

5
10
25
50

90
108
91
133
62

50-

100

25

<

60708090-

60
70
80
90
100

100-

200

100120150-

120
150
200

1

200-

500

200300-

300
500

~

500

7

5

IRS

l

Y.

~

Total
Table
Table
Table

PW

2,051,340

68,980

1,310,900

132,790

Wealth.
A-36.
16. Gross market value.
A-8. Equity.

69,332

ll,874

136,580

568,801

300,355

300,452

1,260,667

1,291,506

31,684

4 132 207
5

t

22,469

44,674

96,842

132,124

38,272

795,179
354,398
850,172
1,380,756
2,301,780
4,370,589
13,402,502

Mean Other Wealth
SFCj Jj

IRS,$PW

44,682

46,080

75,132

16,786

17,851

162,.930

27,368
19,147
26,228
29,272
31,430
35,266

27,327

35,507

47,224
38,742
45,979
58,704

52,019

105,414

93,196
76,812
116,ooS

66,276
87,463
131,707

§/

336
l,232
2,057
4,o43
8,914

38,593
44°,167
52,495

99,367
177,730
420,740

26,300

Mean Business Equity
SFCC 6L .~
12
83
649
1,695
7,647

.16,902
24,433
27,881
32,194
35,593

32,046
43,399
61,116

688,972
1,365,532
2,421,661
3,704,133
6,323,948
15,718,585
20,982
171,209

15,664
6,124
14,274
17,696
21,224
24,173

242,455
381,201

201,169

Mean Real Estate Wealth
SFCCjJ
IRS,i:PW 'j/
40
l,351
4,425
9,752
16,105

8
55
136
557
2,525

109,381
133,545
172,315

133,727
43,690
10,417
7,211
4,277
1,847
523
39

Mean Cor:e, Share Wealth
SFCC$21 : IRS,$PW 'j/

42,173
64,935
74,849
84,848
95,032

331,0cS
237,793

2

: IRS,iPW 'j/

396
2,721
7,267
16,047
35,191

469,171
446,708
395,021

SFCC

w~ 50

SFCCi }y

495,364
467,372
437,217
357,855
293,532

500- 1,000
1,000- 2,000
2,000- 3,000
3,000- 5,000
5,000-10,000
:::. 10,000
All

Mean Total Wealth

l(

385,285

322,935

333,397
208,118
353,617
718,329
1.,020,855
1,505,630
1,897,531

126,456
161,743
322,576
381,498
447,729
418,552

4,640
7,225
33,934
47,891
181 979
78 847
45 505
Table A-lO. Equity in publicly traded.
Table A-8 plus Table A-10. Equity.
SFCC total assets less corporate share, real estat~, and business equity assets.
IRS (PW) total assets less corporate share and real estate assets.
3,724
47,291

· •., . _ 5 ~ ~ - i / j ;

♦

5;39:1
42,092
57 627

-?)M_f J¥J;lil: -

J -

'f1li ti

I

Table 10
Distribution of Wealth Class Wealth b;z Income Class

rij = wi/f_wij
Wealth in

Income in

$103

0 - l

l - 5

5 - 10

10 - 25

25 - 50

0 -

3

.338

.2£,7

.267

.208

.184

3 -

5

.377

.210

.139

.147

.149

.091

5 -

7.5

.202

.293

.283

.204

.159

.244

100 - 200

200 - 500

w .~ 1,000

500 - 1,000

.o64
.170

7-5-

10

.o69

.150

.179

.247

.2o4

.lo8

.129

.180

10 -

15

.014

.074

.no

.160

.202

.249

.265

.124

15 -

25

.oo6

.022

,032

.095

.193

.200

.200

25 -

50

.002

.007

.o44

.200

.280

.007

.027

.195

.319

.009

.021

.4o6

1.000

1.000

1.000

50 - 100

2/

l
50 - 100

y

~

t

rij

100

Computed :frcm SFCC:

1.000

1.000

1.000

1.000

1.000

1.000

.040
.235

The Wij are Table A2 ratios multiplied by Table A36 populations by Table AB means.

Table ll
Wealth Class Cor1Jorate Share Wea.1th b;t: Income Class

$1o6
Wealt

!/
z.

10

in

j

Income

$103

0 - l

l - 5

5 - lO

10 - 25

25 - 50

50 - 100

37

27

582

2,724

5,109

2,056

0 -

3

3 -

5

41

218

303

1,925

4,137

2,924

5 -

7 .5

22

303

617

2,672

4,415

7,840

500 - .1000

1

9,956

1000

':I •.

lJ

$106

j wij

f j wij

10,785

.029

19,504

.053

15,869

.043

10

8

155

390

3,235

5,663

3,470

7,555

13,527

34,003

.092

10 -

15

2

77

240

2,09,;

5,609

8,001

15,519

9,319

40,863

.110

15 -

25

6

48

419

2,638

6,202

11,713

15,030

25 -

50

26

194

1,414

11,712

21,01,3

37,592

225

1,58i

11,,655

527

1,578

y :2: 100
wij

$106

I wij/f j

!f

200 - 500

7-5-

50 - 100

l

100 - 200

wij

110
( .000297)

1''5.·;u1·cs in body of ta..ble a.i·e

I '"'ij

1,2 ,1,55

.115

71,981

.195

51,029

67 ,i~go

.182

64,945

67,050

.181

370,000

6,399

1,036

2,180

13,097

27,765

32,132

58,563

75,152

159,965

.003

.oo6

.035

.075

.o87

.158

.203

.433

row entl·les mult.iL)licd by the rij f'ro111 Table 2.
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Table 12
\.'1ealth Class Real 'Gstat.e Wr:-alth bi Income ,Class

y

$1o6
3

Income

$103

0 • 1

l · 5

5 • 10

10 • 25

25 • 50

~

50 - 100

0 -

3

203

7,153

19,757

49,665

33,821

3,453

3 -

5

226

5,626

10,285

35,100

27,387

4,909

5 -

7.5

121

7,849

20,940

48,710

29,226

13,164

41

4,01.9

13,245

58,977

37,497

5,827

7,556

8

1,982

8,139

38,204

37,129

13,433

161

1,628

7,640

17,!,62

478

1,287

7.5. 10
10 •

15

15 •

25

25 •

50

y

~

! "1/f j

Y

599
.001

2. 1000

j

wij

,J,106

"i.j

.160

120,010

.169

7,692

131,,854

.189

15,522

5,299

119,716

.168

10,412

11,715

8,547

58,876

.o83

2,374

U,715

11,966

7,702

35,522

.050

378

1,581

8,333

10,l,56

20, 71,8

.c29
.021

1,311

527

898

13,307

11,,732

73,994

238,774

183,809

53,950

58,573

42,735

32,776

712,000

.038

.104

.335

.258

.076

.o82

.o6o

.046

f wij

j

1 :i. •,·f:tj

..131

9,957

26,790

wij

Fi..;ul'1Js in th~ hotly of table are

500 • 1000

93,41,0

100

$HP

"1J

200 • 500

114,052

50 • 100

l

100 - 200

1,001)

ro~-, entries mult :plied ~)Y the rij from Table 2.

'fable 13

Income Class Corporate Share A'reciation by Wealth Class

!/

$1
·Wealth in , 10

Inct.1me

~103

0 • l

l

·

5

5 - 10

10 - _25

25 - 50

50 - 100 : 100 - 200 :200 - 500

0 -

3

8

60

126

588

1,104

444

3 -

5

9

47

65

416

894

632

5 -

7-5

954

1,693

gJ/Wj

]}

.216
2,150

.216
.216

5

65

133

577

10

2

33

84

699

1,223

750

1,632

2,922

10 -

15

l

20

63

553

1,481

2,,112

4,097

2,460

15 -

25

2

J.4

120

757

1,780

3,362

4,314

25 -

50

8

59

433

3,584

6,439

11,503

.3o6

86

602

5,584

19,442

.38J

Y.':- 100
$106
$106

Wj

gi/wi

7-5-

50 - 100

i ::;ij

500 - 1000: w.-.. 1000

.216
.264
1,837

.287

326

975

40,136

.618

25

227

485

2,961

6,472

7,930

15,753

22,694

72,918

129.465

.921

110

1,036

2,180

13,097

27,765

32,132

58,563

75,152

159,965

370,000

.880

.227

.219

.222

.233

.247

.269

.302

.456

.350

.366

.226

?ig1..:.res in body of table are wij in Table 11 multlplied by ei/lli frcm Table

7.
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Table 14
Income Class Real Estate AJ2Ercciation by Wealth Class

'!/

$HP
Wealth in

Income

$103

0 - 1

0 -

4,149

gj/Wj

25 - 50

100 - 200

10,430

7,102

725

?I

200 - 500 ;500 - 1,000; w .;! 1,000

.210
.210

2,091

5

47

1,181

2,160

7,371

5,751

1,031

7.5

25

1,648

4,397

10,229

6,137

2,764

2,781

12,385

7,874

1,224

1,587

1,615

.210
.259

.21.0

7-5-

10

9

844

15

2

513

2,108

9,895

9,616

3,479

4,020

1,372

56

563

2,643

6,o42

3,603

4,053

2,957

25

-

188

506

933

4,604

4,703

3,027

.393

50

- 100

175

732

3,858

4,841

.463

282

480

7,119

.535

.341

25
50

y.?.. 100

i gij

$106

wj

$106

g/w

Y.

1,502

10
50 - 100

10 - 25

3 -

15

?}

5 - 10

5 -

10

.

43

3

1 - 5

.346

454

w~ 50

126

5,744

16,158

53,141

43,028

13,934

17,369

14,985

15,441

179,926

599

26,790

73,994

238,774

183,809

53,950

58,573

42,735

32,776

712,000

.264

.210

.214

.258

.297

.351

.253

.328

.218

.223

.234

F.Lgures in bo(ly of table o.re \•lij from Ta.ble 7 multiplied by ei/wi.
Computed f1·om IRS, SOCA, 1962, Table 1 as ratio of
gain less gross loss
co~nputo. tion oxe resic"1..ences, non-business real
real estate subdivided,

.471

sales value on all transA.ctions. SC~A C?,.tcgo1·ies incl,cdcd i.n the
·.ri th unhanrested crops, other farnl.2.nd, timber 2.nd coal, and oil

and mineral interests.

Table 15
Wealth Class Corporate Share Devol.ution by Income Class

$106

Wealth in

Income

$103
0 -

0 - 1
3

3 5 -

7.5

1 - 5

5 - 10

10 - 25

25 - 50

2

8

46

118

47

4

33

95

67

9

45

102

180

1

i

y

1,000

229

wij

$106

>a.

j

bij
$106

bi

,y-

10,785

221

19,504

430

.021
.022

15,869

339

.021
.023

10

5

55

130

80

174

325

34,003

770

10 -

15

3

36

129

184

357

224

40,863

933

.023

15 -

25

1

7

61

143

269

361

42,455

996

.023

25 -

50

4

33

269

505

71,981

1,713

.024

67,490

1,618

.024

y ~

bij

bj/wj

Y.

z

7.5-

50 - 100

,.

z.j

10
50 - 100 ;100 - 200 ;200 - 500 ;500 - ipoo; w

2
3

!/

5

36

100
6
$10

?I

.005

154
902

352

1,225

12

38

1,559

67,050

1,609

.024

8

30

222

639

739

1,346

1,805

3,840

370,000

8,629

.023

.009

.014

.017

.023

.023

.023

.024

.024

.024

The bij are the bfwJ times the Wij in Table 11.
Estate class devo ut1on rates extrapolated to lower wealth classes using death rates for SFCC wealth class mean ages. Estate class devolution rates are
the ratio of' decedent corporate shares from SOIE 1962 Table l to estate class corporate shares f'rom SOIE 1962 rn Table 28. Mean ages are from SFCC
Table 33. Total population death rates are f'rom Life Insurance Fact Book, 1967.
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Table l6
Wealth Class Real Estate Devolution by Income Class
$lo6
Wealth in

Income
$·lo3

0,.
0,.

0 - l

l - 5

5 - lO

lO - 25

25 - 50

.

.

.

z.
j

wij

::._ b-j
j
].

$l06

$l06

-wr

u4,052

l,658

.Ol5

93,490

l,4l9

.Ol5

l20,0l0

l,764

.Ol5

bi

3

l

50

237

695

609

66

3 -

5

l

39

l23

49l

493

93

5 -

7.5

55

25l

682

526

250

28

l59

826

675

Ul

l36

l38

l34,854

2,073

,Ol5

14

98

535

668

255

279

95

u9,716

l,944

.016

1

20

l07

3l4

l98

2U

l54

58,876

l,029

.Ol7

7

23

45

2ll

2l5

l46

35,522

647

.018

7

28

150

199

20,748

384

.019

9

l6

253

14,732

278

.019

622

712,000

u,196

.016

7-5-

10

lO -

l5

-

l5 -

25

25 -

50

50 - 100

Y.
y

.

50 - loo ;loo - 200 ;200 - 500 ;500 - :i,ooo; w z l,OOO

0 -

-

y

lO

y

~

100

l79

~ bij

$106

2

187

888

3,343

3,308

1,025

1,053

768

bj/wj

gj

.oo4

,007

.012

.014

.Ol8

.Ol9

.018

.Ol8

The bij are the b /wj times the vij in Table l2.
Estate class devo ution rates extrapolated to lower wealth classes using death rates for SFCC mean ages.
of decedent real estate from SOIE 1962 Table l to estate class real estate from SOIE 1962, PW, Table 28.
population death rates are from Life Insurance Fact Book, 1967.

1

24

.Ol8

.020

Estate class devolution rates are the ratio
Mean ages are from SFCC Table 33. Total

Table 17
Gain Passing at Death by Wealth Class, 1965
Wealth
$10 3

Wea11;
$1o6 1

1

155

1

1 -

5

1,569

14

5 -

10

3,139

44

10 -

25

18,3ll

25 -

jO

39,237
45,515

~

i0

&

wegith
$10 1!./

Real Estate
Devolution
$1o6 5./

Ge.:.:-.

$1:)C _L_

836

3

1

3

31,764

222

48

10

86,934

l,o43

227

3ll

72

280,027

3,920

874

902

214

215,662

3,882

908

1,047

264

63,528

1,207

3ll

1,901

522

68,544

1.234

366

50,154

903

317

82,659

200 - 500

106,201

2,549

784

500

226,528

5,437

2,525

38,451

731

344

523,314

12,206

4,394

835,900

12,945

3,396

w ~

£'

Gain
$106 "}}

100 - 200

All classes

y

y

0 -

50 - 100

Y.

CorEorate Shares
Devolution
$1o6

Personal sector share (,58) of the $902 x 109 from Table 1 distributed using the Wj/w in Table 11.
Wealth times the bj/Wj in Table 15.
Wealth devolution times the gj/wj in Table 13 inflated by (,360/.344) and scaled to sum.
Personal sector share ( .65) of the $1,286 x 109 real estate sum from Table 1 distributed using the Wj/w in
Table 12.
Wealth times the bj/Wj in Table 16.
Wealth devolution times the gj/Wj in Table 14.

Table 18
Gain Passing at Death by Income Class, 1965

Income
$10 3

Weall?
$1o6 1

Corporate Shares
Devolution
$106 'ij

Gain
$106 21

wegith

-~y

Real Estate
Devolution
$1o6 5./

Gain
$1o6 §/

0 -

3

15,176

319

70

133,744

1,981

422

3 -

5

27,736

609

134

109,503

1,619

346

5 -

7.5

22,503

473

104

141,267

2,094

446

7 ,5--

10

48,145

1,105

244

157,985

2,345

498

10 -

15

57,565

1,322

356

140,431

2,222

581

15 -

25

60,181

1,382

4o4

69,380

1,161

408

25 -

50

102,045

2,445

765

41,795

740

297

50 - 100

95,243

2,282

887

24,241

455

217

100

94,720

2,269

1,430

17,554

328

181

523,314

12,206

4,394

835,900

12,945

3,396

y ~

Al:!. <.0lasses

Personal sector share (.58) of the $902 x 109 from Table 1 distributed using the wi/w in Table u.
Wealth times the bi/wi in Table 15.
Wealth devolution times gi/wi in Table 13 inflated by (,360/,344) and scaled to sum.
Personal sector share ( ,65) of the $1,286 x 109 real estate sum from Table 1 distributed using the wi/w in
Table 12.
Wealth times t?e bi/w 1 in Table 16.
Wealth devolution times the gi/wi in Table 14.
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JOINT COMMITTEE USE OF "STATISTICS OF INCOME" DATA
Laurence N. Woodworth, Staff, Joint Committee on Internal Revenue Taxation
I have been asked to talk on the
"Joint Committee use of Statistics of
Income data." For any discussion of our
use of Statistics of Income to be
meaningful, it is necessary to have a
general understanding of the role of
the Joint Committee. For this reason
I thought it would be appropriate to
comment briefly on the character and
role of the Joint Committee.

staff by the Committee on Ways and Means
and the Committee on Finance as a technical tax staff in aiding these Committees in their consideration of
internal revenue tax measures. In this
role the Joint Committee staff supplements and works with the professional
staffs of the Committee on Ways and
Means and the Committee on Finance.
The Joint Committee staff at
present consists of, in addition to the
chief of staff and the assistant,four
attorneys who work on the refund cases-which I have already referred to--,
eight attorneys who work on legislation,
and four economists,--which include two
senior and two junior economists. This
staff also has two statistical analysts
and two statistical clerks, and it is
their work with which I am primarily
concerned in my talk this morning.

The "Joint Committee" as referred
to here is the Joint Committee on
Internal Revenue Taxation. This
committee consists of ten members; five
being the ranking members of the Senate
Committee on Finance, and five the
ranking members of the House Committee
on Ways and Means. In each case the
majority party is represented by three
members and the minority party by two
members. The chairmanship of the Joint
Committee alternates annually between
the House and the Senate, the chairman
of the House Committee on Ways and Means
serving one year and the chairman of the
Senate Committee on Finance serving the
next year.

The Joint Committee staff's use of
Statistics of Income data is primarily
by the statistical analysts and their
assistants. One use they make of these
data is in the preparation of annual
estimates of budget receipts. Usually
these estimates are published in the
spring of each year, although the timing
varies somewhat according to the needs
of the tax committees for overall revenue estimates. The tax committees like
these estimates because they consider
them a check, from independent source,
of administration estimates.

The statutes provide that the role
of the Joint Committee is to investigate the operation and effects of the
Federal system of internal revenue
taxes, to investigate the administration of these taxes, and to make such
other investigations with respect to
the Federal system of internal revenue
taxes as the Joint Committee deems
necessary.

A second use of Statistics of
Income made by the staff is in preparing
estimates of the revenue impact of
specific proposals. These may be proposals originating in the tax committees'
consideration of changes in the tax law
or may be proposals of individual congressmen who have introduced, or are
considering the introduction of, tax
bills in specific areas,

It also is the duty of the Joint
Committee to investigate measures and
methods for the simplification of the
Federal internal revenue taxes and to
make annual reports to Congress of
refunds of internal revenue taxes in
excess of $100,000. In connection with
this latter function, all refunds in
excess of $100,000 are held by the
Internal Revenue Service for a period
of up to thirty days pending recommendations of the Joint Committee with
respect to the allowance or disallowance of the refunds.

A third use of Statistics of Income
by the staff is in the study of specific
provisions of present law made by the
staff itself, preparatory either to
making recommendations in specific areas
or in analyzing the recommendations of
others. Extensive work of this type,
for example, was necessitated in the
analysis of the Treasury's foreign
income tax proposals in 1962 and the
Treasury's program of tax reform, part
of which was enacted in the Revenue Act
of 1964. In view of present indications
of additional Treasury recommendations
for tax reform, it appears likely that
extensive analysis by the Joint
Committee staff will be required in the
near future as well.

To assist the Joint Committee in
the functions which I have outlined to
you, the Joint Committee, since its
inception in 1926, has maintained a
professional staff. In addition to
serving the Joint Committee, and now
probably more important than its use
in connection with the specific
statutory functions of the Joint
Committee, there is the use of ~he
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In preparing its revenue estimates,
the staff cannot, of course, rely wholly
on Statistics of Income. This is
particularly true in its estimates of
the cost of certain specific proposals
for changes in the tax law. These are
proposed where Statistics of Income do
not provide the data we need simply
because the information required is not
shown on the tax returns, The recent
requests for the estimated costs
involved in expanding the categories
of deductible moving expenses is an
illustration of where the needed data
simply are not shown on the tax return
forms as such, In this case it has been
necessary for the staff to rely on an
industry survey of the extent of the
allowance of various t:ypes of moving
expenses,

entails at least one full day's informal
discussion with a group of industry
economists part of whose function with
their own firms is making projections of
gross product levels and other economic
indicators for six to eighteen months
ahead.

It is interesting to note that the
estimates of corporate and individual
tax liability corresponding to a given
level of corporate profits or personal
income involves a reversal of the
Commerce Department procedure. These
data which the Commerce Department
originally derived from SOI data, we
must now convert back to SOI data.
In arriving at our corporate income
tax estimates, we relate the projected
level of Commerce-concept profits to
corporate net income for tax purposes,
taxable income, and taxes. While this
can be done by a rough rule-of-thumb
method, the staff employs a more
detailed analysis estimating each of the
major adjustment items in going from the
given profits level to the taxable
income and then in computing tax net
of credit.

On occasion it is also necessary
for the staff to resort to other than
Statistics of Income because the data
we may need, although available on the
returns as such, have not been tabulated
by the Internal Revenue Service in a
particular year. The likelihood of this
occurring is not great, however, since
we have found the Internal Revenue
Service most cooperative in the type of
tabulation it is willing to make.
Nevertheless, we ourselves are not
always successful in forecasting the
necessary months or years in advance
the type of data we will need in preparing revenue estimates on specific
proposals, and, as you know, a substantial amount of lead time is required by
the Internal Revenue Service in the
tabulation of data from the returns.

For historical data on the adjustment items and the tax credits, the staff
relies chiefly on Statistics of Income
data and also estimates current and
future taxable income levels from the
historical relationships of taxable
income and corporate profits.
An example of a major adjustment
item which must be taken into account is
depletion. The historical relationship
between the corporate depletion deduction as found in Statistics of Income
and Bureau of Mines data of domestic
production and imports provides the
basis for staff estimates of current and
future levels of the corporate depletion
deduction.

Let me turn now to the specific
uses by the staff of the annual
Statistics of Income volumes, both
corporate and individual. As I have
already suggested, one of our most
important uses of SOI is in connection
with our estimates of Federal budget
receipts, usually for the current fiscal
year and the next succeeding fiscal year.

As in the case of the corporate
income tax, our statisticians adjust the
Commerce Department data--although it is
personal income in this case--by eliminating the constituents with little or
no relationship to the individual income
tax. Because of the much greater
significance of graduation in the
individual income tax, however, in this
case the estimates are computed on the
basis of separate income classes and as
personal income levels increase varying
marginal increments to each adjusted
personal income class occur. Marginal
increments in adjusted personal income
are related historically to marginal
increments in individual income tax

In the case of corporate and individual income tax collections, our
estimates of future yields are based on
projected levels of corporate profits
before tax and on projected levels of
personal income and its components,
respectively. In both cases, we begin
with estimates based upon the Commerce
Department concepts. Our economists
prepare the projected corporate and
personal income projections based not
only upon their own analysis but also
after consultation with many economists
both in private industry and in Federal
Government agencies. Usually this
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l
liability as found in Statistics of
Income after the latter have been subjected to adjustments for coverage and
for major changes in the income tax
provisions in the Internal Revenue Code
and in their administration. The
historical relationships derived between
the marginal increments in adjusted
personal income and marginal increments
in adjusted individual income tax liability are used to estimate projected
individual income tax liability from
the projected personal income adjusted.
This projected individual income tax
liability adjusted to a fiscal year
basis is then used as a benchmark
against which to check the sum (less
refunds) of (1) withheld income taxes
derived in a similar fashion from wage
and salary disbursements and (2) nonwithheld income tax as derived from the
appropriate personal income constituents.

and when the investment tax credit was
instituted by the Revenue Act of 1962
estimates had to be made without benefit
of Statistics of Income.
Statistics of Incone are especially
helpful as sources of data when such
matters are under consideration as
changes in corporate or individual income
tax rates; current payment of corporation
taxes with a cut-off in application based
on level of tax liability; changes in
the amount of the individual income tax
per capita exemption; and changes in the
individual income tax percentage standard
deduction. It is a relatively easy
matter in these cases to apply the new
requirements to the given data to
measure the impact of the change.
However, even in these areas the
statistician finds it necessary to go
beyond the data given in Statistics of
Income, which are tied to a past year,
to bring the estimates up to date in
terms of current income levels.

Statistics of Income is also used
by the staff in making revenue estimates
of the revenue effect of specific proposals. As most of you know, Statistics
of Income consists of a series of
perennial tables, which cover the same
subject matter every year, and a series
of tables which are not repeated every
year. There is considerable lag between
the time when the Internal Revenue
Service makes the decisions on what to
include in the specifications governing
the varying portion of a given edition
of Statistics of Income and the publication of the data. Our experience has
been that often the data selected for a
particular edition coincide with the
data requirements for estimating the
revenue effect of legislation proposed
at or about the time of publication.
Thus, the 1960 edition of Statistics of
Income of Individual Income Tax Returns
contained good coverage of sick pay
exclusion, taxes deducted, dividend
exclusions and dividend tax credit,
medical expense deduction, casualty and
theft losses, child care allowances, and
total itemized deductions--all items that
came in for considerable discussion and
action in connection with the Revenue
Act of 1964.

The work of tax legislation analysis poses two questions: how will the
proposal affect tax revenue and how will
its impact be spread among taxpayers?
While calculations of the type required
can be made from the summary tables
found in Statistics of Income and while
a high degree of accuracy sometimes can
be achieved, such calculations often
require a great deal of time-consuming
clerical work and, if the summaries are
too broad, accuracy may be impaired.
To improve the speed and accuracy
of such estimating, and for other
purposes, the Internal Revenue Service
has developed a file of tax returns which
can be manipulated by a computer to show
the effects of proposed changes in the
tax laws.
The returns in the Tax Model, as
this device is called, is a subsample of
the sample used in producing Statistics
of Income for individual income tax
returns covering income years 1960, 1962,
and 1964, and for corporate income tax
returns covering 1964.

Obviously, however, Statistics of
Income, while helpful in many areas,
does not meet our needs when legislation
is proposed in connection with which
inadequate or no data appear on the
income tax return form. Thus, for
example at the time the Revenue Act of
1964 wa~ under consideration, estimates
of the impact of provisions regarding
group term insurance, bank loan insurance, personal holding companies,
multiple corporations, and non-reimbursed
moving expenses, had to be made without
benefit of Statistics of Income.
Similarly when the accelerated depreciation p;ovisions were adopted in 1954

We of the Staff of the Joint
Committee have found the Tax Models
very helpful.
In conclusion let _me say that we
as a continuing user of Statistics of
Income would find it difficult, if not
impossible, to carry on the revenue
estimating work expected of us by
Congress without SOI as our prime source
of information.
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TAX RESEARCH BY STATES
Chester B. Pond, New York State Department of Taxation and Finance
The Early Years

year returns, the stratified sampling
method was initiated and, with variations,
has remained. In 1947, through the courtesy
of the IRS, and with special acknowledgement to
Dr. Atkeson, the techniques used in constructing
the SOI proved of tremendous assistance in
revising our personal income tax statistical
operations. Our present sample is about 2%
of the 7 million returns. All returns over
$200,000 are tabulated with decreasing percentages in each of eight strata, the smallest being
the under $6,000 a.g.i. level, where the sampling
ratio is O ,5%.

It appears that New York was the first
State to accord tax research separate status
when a Bureau of Statistics was created in
the Tax Department in 1922. A major portion
of the bureau's activities consisted in the
development of statistics for the State personal income tax, which first applied to the
1919 income year. This original study was
based on all of the 124,631 returns with income
of $5,000 or more and 21.5% (220,108) of the
1,025,337 returns with income under $5,000.
Unblushingly, these statistics were
published under the caption "Statistics of
Income ". Concerning these, the State Tax
C01mnission remarked in its 1921 Report, "The
only comprehensive income tax statistics in
this country are those of the Federal government and the data herein given are not only a
valuable side light on the Federal data but in
addition, for one important State, carry the
geographical analysis of income tax data down
to such smaller units as the counties and
incorporated places of over 10,000 population".

Today, we prepare these statistics with
the use of EDP (or ADP) equipment and generate
them on a time schedule to permit the use of
1966 return data as a base for revenue
estimating in late calendar 1967. We have also
developed a personal income tax model for
faster and more accurate estimates of the
revenue impact of proposals for changes in the
personal income tax.
Development of State Tax Research
Between 1922 and 1945, the impact of the
Great Depression and World War II stunted the
growth of research efforts. In New York, for
example, we were able to do little more than
hold the line, although the Tax Commission fellowships granted in the middle of this period
enhanced the prestige of tax research and the
published reports were a solid contribution to
the tax literature of the times.

An interesting aspect of this early study
was the tabulation of nontaxable income by
income classes. The Tax Commission's 1921
Report commented: "Under the law taxpayers
are not required to report their nontaxable
income. Accordingly many taxpayers have failed
to give this information. The amount reported
is then only a fraction of the total and has
been tabulated only for what it may be worth.
The law should be amended to require the
reporting of such information by those who are
taxable". The primary reason for this statement was the desire to obtain some information
on the revenue loss from interest on tax
exempt securities.

From the half dozen state tax research
agencies in existence prior to World War II,
the last 25 years have witnessed a steady increase in their number, size, and influence.
Following discussions in the National Tax Association and National Association of Tax Administrators around 1946, in which special emphasis
was laid on the problems of revenue estimating,
state tax research came to the fore in developing expanding statistical programs as an essential element of fiscal policy. In 1966, responses to a questionnaire of the Washington State
Department of Revenue indicated that 18 states
had tax research units of varying size and
scope. At least 7 more states properly belong
in this category and should be added to the
roster. The principal activities of these
agencies range over a considerable area but the
most important are:

The most daring attempt in these statistics
was the classification of resident returns
by 95 occupational groups showing nontaxable
income, amount of tax, average tax, amount of
income, and average income. The 95 groupings
were divided between: "Those working for
others" (19), "No occupation, or business
or occupation not stated", and "Those working
for themselves" (75). There appear to have
been the customary classification difficulties,
and one notes that "corporation officials" paid
about 15% of the tax and a fifth of the tax
was paid by those who had no occupation or did
not state it.

Making economic analyses and
revenue projections

Subsequent to the 1922 Report of the
State Tax Commission, this New York version
of SOI vanished from the official documents.
Our next attempt at personal income tax
statistics was in 1940 when a 10% sample of
the returns filed for the income year 1939
was analyzed. With a study of 1945 income

Analyzing legislative bills and
showing revenue impact
Providing advice and consultation
Making reconnnendations
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Conducting recurring statistical
studies

In 1962, the Commissioner of Internal
Revenue created an advisory committee on statistics and it was my pleasure to serve as a
representative of the NATA Research Section.
Our subcommittee on area statistics submitted
recommendations aimed at subnational breakdowns and indicated that it would be highly
desirable if the equivalent of "Statistics of
Income - Individual Returns" could be prepared
at least for larger states. With the passage
of Public Law 87-870, the IRS has subsequently
been empowered to produce such statistics for
states and other governmental units on a
reimbursable basis. In recent years, there
have been 40 of these studies. They vary in
size, and in cost, depending on the type of
return and the amount of detail. New York has
contracted for detailed data on individual
returns, beginning with 1962 information. We
have found these statistics to be highly
useful adjuncts to our annual studies of New
York personal income tax returns. Since our
law conforms closely to the Federal, the taxpayer is required to furnish us less information
(a saving to him) because our form has been
reduced from 4 pages to 2. Consequently, we
must draw heavily on Federal data for much of
the detail essential in revenue estimating and
economic analysis: gross income, sources of
income, standard and itemized deductions, taxable
income, and detailed tax items.

Conducting special statistical
and other investigations
It is not uncommon for the research unit
to be relied upon heavily in implementing new
laws and in assisting the administrator in a
number of ways.
In addition to the growth in state fiscal
research, there has been an ever widening
collaboration with the personnel and facilities
of public and private institutions of higher
learning. The use of university consultants
has been of considerable assistance to states
which cannot afford to establish a full time
research unit. In the larger states there has
also been an increasing use of consultants to
supplement the work of established research
agencies and to conduct special research projects.
Through the Research Section of the NATA,
the states have maintained close liaison,
especially in the revenue estimating field.
The section inaugurated an annual revenue
estimating conference 21 years ago and this
has become an event of national significance
which is attended by tax and budget officials
from many states. The agenda includes such
topics as: the economic outlook, discussion
of revenue trends in the major taxes, corporate
profits, fiscal policy and related subjects.
At the 1967 meeting in Boston last October, the
90 persons in attendance were from 33 states,
the District of Columbia, the U.S. Government,
Canada and the academic and business communities.

The IRS has recently devised a standard
system for providing state tax officials, on a
reimbursable basis, with a computer tape containing selected items. Known as the FederalState Tape Exchange Program, it will provide
information from individual returns beginning
with those filed for the tax year 1966.
Approximately half the states have already
requested this service. It must be emphasized
that this information is from the Individual
Master File which is used for revenue processing
and is not part of SOI.

The States and the IRS
So much for the origin and development of
State tax research activities, admittedly
painted with a broad brush in the interests
of brevity. Since this is the 50th anniversary
of Statistics of Income, it is most appropriate
that we acknowledge the partnership which has
long existed between those of us in the states
and our friends in the Internal Revenue Service.
I can recall a period in the late 1930's when
we were just beginning revenue estimating in
New York and had no other statistics available
than those at the national level published in
the SOI. As I have already indicated, these
furnished inspiration and guidance in New York.

Researchers in and out of government can
now purchase the IRS Corporation Source Book
of Statistics in an entirely new format. Containing detailed industry data, it was previously
available only on microfilm and on single page
reproductions. The 1963 edition, announced last
August, was the first to be produced in sets
of 552 sheets in addition to the microfilm and
single pages. The tables contain income statement and balance sheet items for each of 250
industries. The usefulness of these figures
for state tax research is extremely limited
because of the absence of state breakdowns,
an undertaking fraught with virtually insurmountable obstacles, as a little reflection
will suggest.

In 1954, the Research Section of NATA
assisted the IRS in circulating a questionnaire
concerning the use and improvement of the SOI.
Probably the most important suggestion made
was to reduce the production time lag and this,
as we all know, has come to pass. Seven of the
ten states replying indicated a fairly regular
use of the statistics and the others reported
possible future use. Then, as now, the states
showed an interest in more state breakdowns and
expanded coverage.

The 50th Year (1916-1965) SOI for
Individual Income Tax Returns is an outstanding
accomplishment. Most of us will find the
Historical Summary interesting, educational
and very useful. The section on state and
metropolitan area data will be especially helpful to researchers in these fields.
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as well equipped to accomplish this as is the
IRS. Then there is the compelling factor of
comparability through uniformity of law and
techniques which clinches the issue.
A
generation ago, a similar situation existed in
regard to statistics on state and local government finance. The Governments Division of the
Census Bureau met the challenge, with the
cooperation of the reporting units in the
states, and today students of the subject
invariably have recourse to these data as
basic source material.

Of special significance to many of us is
the recently issued SOI (1962) Supplemental
Report on Personal Wealth. This is the first
effort of the IRS to develop estimates of wealth
from estate tax returns (gross estates of
$60,000 or over) and the effort is to be applauded. The data are classified by type of asset,
age, sex, marital status and amount of wealth.
Table 31 gives state totals by type of asset, information items (face value of life insurance and
jointly owned property) and estate tax data
(number of returns, gross estate and net worth).
I am sure that this will be a welcome addition
to the list of special studies.

As a byproduct of the Federal - State
~ape Exchange Program, it may be possible for
the IRS to produce tabulations for small areas,
such as Zip Code areas, since the data in this
file are based on the universe and are not
subject to the sampling errors inherent in small
subsamples. This would be a great boon to a
variety of users, although not a substitute for
SOI coverage.

The Future
If, indeed, the past is prologue, what, in
general may we expect of the future7 State
corporation and individual income taxes are
imposed by reference to the Federal Code in 24
states, eight states having enacted such laws
in 1967. The complexities of our income tax
laws and the drive for administrative simplification will continue the trend toward Federal
conformity, This will further augment the
reliance on state breakdowns of the SOI and the
reimbursable studies should increase in number
and scope. It is also to be expected that more
Supplemental Reports will be produced to meet
the almost insatiable requirements of the
research fraternity.

Ultimately, it is to be hoped that a
satisfactory method of reporting data by
occupations can be devised, Recognizing the
manifold difficulties, it is not to be expected
that this neglected area will remain so indefinitely in view of the many potential uses for
the data.
In closing, I should like to acknowledge
the indebtedness of all of us in the state tax
research field to the Statistics Division for the
tremendous contributions it has made by supplying
in increasing abundance the basic analytical
tools for economic and fiscal research. The
cooperation we have received augurs well for the
difficult years ahead as we seek to cope with
an ever growing galaxy of fiscal problems.

As we move deeper into the computer age,
the demands of substate and regional economic
research, inside and outside the public sector,
will exert increasing pressure for detail on
ever smaller political and geographical areas.
The states, for a variety of reasons, are not
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Discussion
Douglas H. Eldridge, National Bureau of Economic Research, Inc.
With the 50th Anniversary of the publication
by the Internal Revenue Service of statistics of
income, it is appropriate to review the manner in
which data from Federal tax returns have been
developed and utilized. In retrospect much significance attaches to the 1916 Congressional
decision to have the Secretary of the Treasury or
his delegate publish statistics "with respect to
the operation of the income tax laws, including
classifications of taxpayers and of income, the
amounts allowed as deductions, exemptions and
credits, and any other facts deemed pertinent and
valuable." Over the years this provision has
been interpreted and implemented with increasing
liberality. Original objectives of compiling information largely for tax administrative purposes
have been broadened. Data from tax returns now
not only help illuminate many tax policy issues
but also provide much basic information about the
operation of the U.S. economy.
The papers presented this morning review the
ways in which Federal statistics of income have
become more helpful to revenue estimators and tax
analysts who serve the Congress, the Treasury and
the States. Dr. Pond has noted improvements in
compilations of Federal tax data which have directly provided more useful information to State
officials and which have also served as models
for better State collection and use of data from
their own tax returns. The Treasury economists
have shown how the special compilations of tax
return data can be utilized with advancing statistical techniques to develop detailed estimates
of unrealized capital gains -- figures that can
not be obtained directly from tax returns or
other sources.
It is also worth recalling how tax return data
have been developed to serve other purposes. As
was noted at last year's meetings of this association, the statistical data now prepared by the
Internal Revenue Service have become one of the
most important ingredients of the National Income
Accounts prepared by the Office of Business
Economics. Information sought in economic censuses by the Bureau of the Census is now obtained
for some businesses directly from tax return data
rather than by special canvass, and the obtaining
of reliable sample information from other firms
through mail canvasses has been facilitated by
use of records of the Internal Revenue Service
and the Social Security Administration.
The Statistics Division has also provided
grist for the mills of many private researchers
and academic writers. A good deal of the work of
the National Bureau of Economic Research, for example, has relied on tax return data. A number
of fiscal studies have related directly to the
treatment of income and investment under the tax
laws; further National Bureau studies of this
type are in press, viz., The Personal Exemptions
in the Federal Income Tax by Lawrence Seltzer,
Employee Compensation Under the Income Tax by
Harry Kahn, and The Influence of Liberalized
Depreciation and the Investment Credit on Modernization Expenditures in the Textile Industry
by Thomas Stanback. Beyond the tax field many
other National Bureau studies of national income,

wealth, capital formation and productivity have
relied in part on figures derived from tax returns. Indeed, the first National Bureau report
in 1921 on Income in the United States noted that
"among the important bodies of data that can be
used in estimating the income of the United
States in recent years are the Internal Revenue
Bureau's tables of personal and corporate incomes ...• "
The papers read this morning generously acknowledge the large indebtedness of tax researchers and analysts to those in the Statistics
Division who have expanded published tax data.
The indebtedness runs further -- to all of us who
are concerned with the extension of factual economic information and improved analytical tools.
Those responsible for the Statistics Division
have been appreciative of the interests of others
in tax return data, and, while subject to constraints, they have engaged in broad collaborative efforts to enhance the usefulness of the
figures they publish or make available through
the source book on corporations or through tapes.
The by-product statistics that emerge from the
tax administrative process still fall short of
what many persons desire, and some would favor a
stronger effort to utilize tax returns and enforcement procedures to obtain further economic
information. But much progress has been made in
supplying useful data and should be acknowledged.
In a Federal Works Project in the 193O's detailed analyses were made of potential uses of
tax returns by a research staff under the direction of Leonard Crum and Simon Kuznets, and with
the participation of staff members of the
National Bureau of Economic Research. Many,
though not all, of their ideas have been incorporated in subsequent presentations of statistics
of income. In planning for statistics of income
in recent years, suggestions have been regularly
solicited not only from tax and fiscal agencies
but also from government agencies concerned with
basic economic and demographic data. As one who
made suggestions for the Treasury staff, I
learned that the additional statistical output
that seemed feasible to tax administrators was
frequently disappointing. Still, over the years
the regular reports on individual and business
tax returns have been gratifyingly extended. The
effects of particular provisions of the tax law
have been illuminated by special compilations
which have been included from time to time in the
annual reports or presented in supplementary reports such as those on sales of capital assets,
depletion allowances, and state and metropolitan
area data.
The Statistics Division has been receptive to
ideas developed by private researchers. An interesting interplay of collaborative efforts to
extend economic knowledge is shown, on the one
hand, by the work of Horst Mendershausen and
Robert Lampman who used extensive tabulations of
estate tax returns prepared by the Internal
Revenue Service to estimate wealth holdings in
the United States, and, on the other hand, by the
adaptation and refinement of these researchers'
estate-multiplier techniques by the Statistics
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Processing for statistical purposes also involves
some diversion of returns from administrative
verification, audit and collection procedures.
Accordingly, while the Internal Revenue service
has taken steps to have tax returns serve the
needs of others, it is little wonder that most
tax administrators have generally opposed extending or complicating tax returns to obtain data
not essential for determining tax liabilities and
collecting revenue.
Nevertheless, if additional information is
deemed valuable for government officials and
public understanding, continuing consideration
may well be given to use of tax returns for
collection of key items of non-tax information.
While this has disadvantages to tax officials and
taxpayers, the marginal administrative and compliance costs of using a regular reporting system
may be less than for special surveys, and the
care with which tax returns are customarily completed may assure greater reliability of data.
Improved techniques of tax administration,
such as the use of electronic data processing
with taxpayer identification numbers and development of master files for taxpayers, have undoubtedly opened further potentialities for obtaining
data useful for economic research. Several
scholars have urged the maintenance over time of
identical taxpayer samples which would enable the
tracing of patterns of income and changes in
other economic, family and locational characteristics. The development of desired series of
data for classes of businesses as well as of individuals would presumably be feasible through
computer selections from master files. There is
also increasing recognition of the interesting
economic, demographic and social welfare data
that might be assembled for sample groups if tax
return information could be statistically collated with data obtained by other government
agencies. Some persons are concerned, however,
not only with how such steps might affect tax returns in the next 50 years, but how these data
compilations might affect the relationship of
government to its citizens by 1984.
A current challenge to statisticians is to
further the usefulness of tax return figures and
of possibly related bodies of data for objective
economic and social research, while at the same
time providing adequate and convincing safeguards
for privacy and confidentiality of information
about particular individuals and businesses.

Division to produce this year a Statistics of
Income Supplemental Report on Personal Wealth
which provides much more detailed estimates of
holdings for the year 1962.
The adoption by the Statistics Division of improvised statistical techniques, such as refined
sampling procedures and electronic data processing, has made feasible the reasonably timely publication of reliable data from a rising flood of
tax returns and for an increasing number of special provisions of the tax laws. The electronic
computer has enabled the Statistics Division to
implement the idea, introduced by Joseph Pechman,
of the Brookings Institution, for the development
of tax simulation models. With these new analytical tools, a sample of tax return data can be
expeditiously manipulated to produce estimates of
what would occur under the tax system if it were
modified with respect to rates, exemptions, deductions, and/or credits, or if there were to be
different levels and distribution of pretax incomes.
As the usefulness of tax return data for tax
policy issues and general economic understanding
is increasingly demonstrated, one may hope that
continuing and rising support for statistical
programs will be received from tax administrators
and the Congress. The past broadening of the
scope of statistics of income has had to overcome some understandable reluctance on the part
of administrative officials. Commissioners of
Internal Revenue and top Treasury officials are
typically lawyers, businessmen, financiers and
accountants whose enthusiasm for statistics does
not always match that of professional economists
and statisticians. (Indeed, there have been
Commissioners who were not enthusiastic about the
income tax, let alone income data.) Administrative staffs feel strongly and properly that the
main business of the Internal Revenue Service is
to collect taxes and not statistics. Expansion
of statistical programs involve several opportunity costs. One, of course, is in allocation
of appropriations. Commissioners have frequently
told Congressional Committees that an extra dollar for tax enforcement could yield a multiple
return in revenue. The link between expenditures
on statistics and measurable benefits is much
more tenuous. Moreover, to obtain statistics,
specific items must be added to tax returns; thus
desire for more information must be weighed
against desires of both administrators and taxpayers to have the forms as simple as possible.
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DISCUSSION
Thomas C. Atkeson, College of William and Mary

Mr. Cha.1rma.n: I could easily spend far
more than the ten minutes allotted to
me in complimenting you and your predecessors on the progress that has been
made over the years in the Statistics
of Income area; and, in congratulating
our speakers of this session on the
splendid presentations that have been
made. But my invitation limits me to
that of a Discussant so I shall confine
myself to my role.

brief discussion, there is one that I
can hardly escape if I am to make the
over-all point that I hope to make as
it looms so large in our thinking of the
.future in connection with Mr. Pond's
prophecy as to the increased requests
for state data. I refer to the problem
of allocating to states the corporate
income derived by inter-state businesses under the standard definition of income with which the Willis Sub-committee
has been wrestling for the past several
years. Since the Statistics Division
could hardly ever be expected to allocate this income directly from the
Federal corporation returns, we might
begin to think in terms of a two-way
street and look to the States for some
information of a complementary nature
which would permit the Statistics Division to present some meaningful data.
by states in respect to the geographical
source of corporate income.

From among the many interesting
items in Mr. Pond's discussion, I have
selected four for brief comment following which I shall try to tie them together.
Item 1. Currently there are 36 of
our 50 States with a broad based income
tax. Mr. Pond has told us that 24, or
two-thirds of our states with such a
tax, have adopted income tax laws by
reference to the Federal law - and 8 of
them as recently as this year, 1967.
In my own State of Virginia, our 1966
Assembly established a Commission to
study this approach and make its report
to the forthcoming 1968 Assembly. So
hope.fully another state will be added
to the list before too long. However,
that is not a prediction.

Item 2. The second item which I
have selected from Mr. Pond's paper concerns Pub. Law 87-870. I have two
comments to make in respect to this.
The first is that if the Federal Government finds it desirable to provide by
statute authority to supply the states
with certain statistical information,
even though on a fee basis, shouldn't
some consideration be given by the
states to incorporating a similar provision in their laws? This may become
particularly important if we ever get
around to showing in the Statistics of
Income the geographical source of corporate income, as I mentioned with some
temerity a moment ago.

The Consultant for the Commission,
Professor Edwin Cohen of the University
of Virginia, has recently reported on
the use and value of the Federal statistics in studying the Virginia situation with respect to conforming the
Virginia Income tax law with that of the
Federal Government. He has reported a
very high correlation based on the 1965
data between Federal and State for the
aggregates of AGI and taxable net income. In the same vein I might report,
as Chainna.n of the Virginia State Chsmber of Commerce's Sales Tax Committee
which hel~ed to get a sales tax enacted
by our 1966 Assembly, I found many
other very useful and interesting relationships between our State Income
tax returns and those of the Federal
Government.

The second comment under this item
may sound like a bit of griping as a result of some frustration experienced in
trying to find the operating rules under
Pub. Law S7-S70, but I don't mean it
that way. Generally, when we have something as important as the addition of a
new section to the Internal Revenue Code,
such as, sec. 7515, we can find the
rules delineating its scope and methods
of operation in the official Treasury
regulations, Procedural rules, Information release, or other official publication. Up to now, I have found only a
few scattered and sketchy references to
this section in the Regulations,
Commissioner's Annual Reports and the
Statistics of Income, none of which are
very helpful to an understanding of the
detailed operating rules. I would
suggest that some thought be given to
issuing a set of rules, perhaps as an
appendix to Statistics of Income setting
forth the application of sec. 7515 in

All of this is said by way of
underscoring from a policy direction
standpoint Mr. Pond's statement that
the "trend toward Federal confonnity
will continue and augment the reliance
on State breakdowns of Statistics of
Income and the reimburseable studies
should increase in number and scope."
While in the interest of time I
have tried to avoid reference to any
specific technical problem in this
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order that this valuable source of mformation may be more widely understood
and used.

the 1964 Annual Report of the Commissioner. As evidenced by the many improvements in the Statistics of Income
publications, this Committee made a
valuable contribution and has earned
the gratitude of all of us. Moreover
the Statistics Division is to be congratulated on usmg this type of professional guidance and hopefully will
contmue to do so. But as I read the
list of very able scholars, includmg
my good friend, Chester Pond, I fail to
find a Tax Administrator among them,
which brmgs me to the tying together
of the four items on which I have
commented.

Item 3. The third item that I
have selected from Mr. Pond's paper
concerns the inf'ormation that IRS has
recently devised a standard system for
providmg state tax officials with a
computer tape for use m the administration of the laws, as distinct from
statistical analysis. The same comment
as to lack of official public inf'ormation on this "standard system" that I
made m connection with the operatmg
rules under sec. 7515 is equally applicable here. However, there is a much
more important and broader comment that
I wish to make under this item. That
has to do with the cross-use of tax return data for statistical analysis on
one hand and tax admmistration on the
other.

The already substantial use by the
States of Statistics of Income, coupled
with the growing use by those States
which enact income tax laws by reference
to the Federal law;
The efforts being made to obtain a
standard definition of income for use
by the States in taxing inter-state
business income;

The origmal concept of Statistics
of Income was one made by economists
for economic analysis. This is well
described in the 1965 Historical Summary to which Mr. Pond referred. As a
result, for many years, the Statistics
Division lived in a world all of its
own and many high revenue service officials never knew that its very valuable
product even existed. Its use as an
administrative tool never seemed to
occur to any of the principal administrative officers until scmewhere m the
thirties the Commissioner assigned to
me, as a then member of the Statistics
Division, a group of 12 top flight
auditors from the Income Tax Audit Division who were experts in accounting
and tax law, but none of whom had ever
heard of Statistics of Income. My job
was to direct these auditors in the use
of our statistical stockpile lll a manhunt for various developing practices
of business which tended to concentrate
on the law's loopholes. Needless to report the venture was written off as a
loss and discontinued after the first
year. But it did evidence an awakenmg
by the administrators to the potential
value of the tax return data and, as we
all know, led to better methods m the
use of the data. Today, these same
statistics play a very important role
in audit programming. Now if you will
hold that thought in abeyance for a
moment, I would like to turn to the
last of the four items that I have selected from Mr. Pond's paper.

The additional authority provided
by law for the Federal Government to
furnish States information for both
economic analysis and tax administration;
The increased use being made of the
Statistics Division's statistical product in tax administration at both the
Federal and State level; and
The recent progress made in combining the initial statistical tabulatmg work with return processing at
the computer centers
Leads me to conclude that we are
headlllg towards some sort of marriage
of statistical interests of the economists and tax administrators, as well
as a marriage of statistical interests
of the Federal and State Governments
especially with respect to those States
whose laws are made by reference to the
Federal law, as we will all be administering the same law, and thus tabulatmg identical inf'ormation from identical type returns.
Therefore, it would seem fitting to
establish some kllld of definite and
organized liaison on a regular advisory
basis between the Statistics Division
and those States which elect to have
their tax laws made by reference to the
Federal law for the purpose of ('l) continuous development of more useful statistical tabulations; (2) avoiding
duplicate and overlapping statistical
programs; and, (3) facilitating a twoway street type of tabulation exchange.

Item 4. He referred to the fact
that an Advisory Committee was established in 1962, and of which he was
a member. This Committee was established by Executive Order No. 11007 and
continued through 1965. The names of
the Committee members are set forth in
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In closing, m.a.y I say that due to

Mr. Pond's efforts over the years New
York ha.s already contributed much towards these ends.
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OBJECTIVES OF PUBLIC EXPENDITURE AND MEASUREMENT SYSTEMS*
Nestor E. Terleckyj, U.S. Bureau of the Budget
Introduction

At this level of abstraction the differences between the three objectives-stabilization, distribution, and allocation--disappear.
However, at the applied
level of budgetary policy, these indeed
are very distinct objectives.
While any given expenditure budqet
serves all these objectives jointly,Yand
while their attainment, most directly in
the case of stabilization and distribution,
is also heavily dependent on the tax
policy the three classes of objectives
are sufficiently distinct to require
separate analytical approaches and measurement systems.
By measurement system I mean a coherent, comprehensive, and regularly compiled body of data which is used by analysts and relied upon by decision-makers
regardless of their respective value
judgments.
Two types of measurement systems
might be distinguished--general measurement systems which describe the state of
affairs and specific measurement and analytical systems which aim at prediction
of consequences of alternative policies.
Both serve the decision-maker at the public level, the former primarily to articulate the demand for a budget policy,
or at least to make clear a problem which
possibly may require public action, and
the latter to formulate the supply function of public policies by relating effects to costs and helping to choose
among the alternative approaches. The
"state of the world" measurements embrace
a much wider picture and include the description of phenomena which are not subject to public policy and thus serve also
a general clientele of private and scholarly interests. The specific measurement
systems, of course, are oriented towards
the decision-makers, primarily governmental officials, but also towards the professional and the general public to the
extent that they participate in the formulation and review of policies.

The classification of objectives of
public spending under the headings of
stabilization of economy, distribution
of economic welfare, and allocation of
resources, introduced by MusgraveY,
also provides a good framework for discussion of the data systems designed to
support the policy objectives.
In this paper I would like to examine
how well the existing measurement systems
serve the distribution and especially the
allocation objectives, and to review some
of the ongoing developments which promise
major improvements in the data base serving these policies. The paper is focused
on the Federal Government spending.
It
has been written with only a peripheral
attention to the State and local government expenditures or to the regulatory
programs.
In a fundamental sense all objectives
of public spending are similar. The government acts to affect the environment in
which the citizens live in directions
which they find difficult to affect by
private action, as in facing military
threat from abroad, in stabilizing the
economy to prevent inflation or unemployment, in protecting the citizens from
spreading diseases or chaotic traffic
conditions in the sky, in guaranteeing a
decent minimum level of living for all or
an opportunity for a good start in life
for the young regardless of their early
circumstances, in sponsoring research
that but for the public subsidy would not
be undertaken, or even in maintaining the
kind of society where individuals so inspired are financially free to pursue
their curiosity through scientific research or their creative impulse through
artistic expression.
*Paper given at a Joint Session of the
Annual Meetings of the American Economic
Association and the American Statistical
Association in Washington, D. c., December 28, 1967. The paper does not represent an official policy statement on behalf of the Bureau of the Budget.
In the
course of preparing this paper, I have
benefitted from discussion with numerous
colleagues and would like to express my
appreciation of their help. Of course,
they are not to be blamed for t;,e f::tults
of this paper.

The Happy State of Affairs for Stabilization Policy
On the whole, with respect to stabilization objectives, the information flow
to the policymakers, including among them
the general public, is comparatively rich.
Monthly data on production, employment,
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families and for unrelated individua.!J as
well as for the two groups together.
The data are provided on the national
basis. These measurements are provided
regularly and they give a good portrayal
of the size distribution of income.
The
principal limitations of these data, for
policymaking, are that they are defined
in terms of one year's money income, instead of a real permanent income concept
which is a better criterion of economic
welfare, and that they do not provide
breakdowns at the local or the neighborhood levels. Much of the policy regarding income distribution is concerned with
maintenance of individuals and families
above or at certain minimum levels of
living and with regional distributions.
The much less frequent decennial
censuses go more exhaustively into both
the geographic details (as far down as
the census tract) and also provide additional information on family characteristics and levels of consumption.
But even
so, they still deal with one year's income and only at very infrequent intervals.
In the last few years, in addition
to these basic measurement systems, the
number of persons and of families living
in what has been defined as poverty and
the total poverty income gaps have been
regularly estimated and repo~~ed, both in
the aggregate and in detail.In contrast to data on the current
levels of living, there exists no systematic measurement system describing the
existing situation or the trends in the
future opportunities for the young.
Policy-related Analytical and Data
systems.
For the policymaker concerned
with economic stabilization, in addition
to basic measurements, carefully compiled
and regularly produced sources are available, such as the business cycle indicators or more recently the macroeconomic models.
The latter in particular permit assessment of the effects of
not only a single policy considered in
isolation, but a number of policies taken
jointly.
In the case of distribution, some
important partial analyses have been in
existence for some time but not general
analyses have been regularly maintained.
Special data systems exist which make
visible the effects of certain given

business indicators and prices and the
quarterly and the annual compilations of
the national income and product information are put together and published as a
matter of course. They receive professional scrutiny from a wide circle of
analysts.
Important decisions in government and in business hinge on the general
economic outlook, and substantial efforts
are devoted to the interpretation of
macroeconomic data. The information
bearing on the general economic conditions has enjoyed this level of development and public interest for many years.
Moreover, analytical systems have been
developed based on this information which
help to predict the impact of alternative
policies on the relevant variables and
which aim to reveal the tradeoffs among
the employment, growth, price stability
and international finance objectives
which have been more or less well established.
I do not mean to suggest that the
picture is idylic.
In fact, many questions about the adequacy of coverage
(e.g., gross financial flows), concepts
of measurement (such as definition of
service output or the measurement of the
changing quality of goods), or the reliability of functional relationships
have been raised. But in comparison with
data serving the objectives of redistribution of economic welfare and the provision of public goods, both the measurement of existing conditions and the related analytical systems serving the
stabilization objectives have been well
developed.
Distribution
General Measurement System. The
distribution of economic welfare has two
principal policy dimensions: maintenance
of the current levels of living and
creation of future opportunities especially for the young.
The basic regular information system
for the current levels of living consists
of the annual data on money incomes of
families and unrelated individuals prepared by the Bureau of the Census. This
system reports one year's income, and
cross-relates it to family size, occupation, sex, race, industry of employment,
and other characteristics, separately for
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policies, such as changes in the Social
Security benefits or in the veterans'
pension rates, on the income distribution of the population affected by the
given program.
But these are partial
systems, relating one policy to a subset
of population.
At present there exists no regular
analytical system which would permit
either an assessment of the impact of a
given policy change on the entire income
(or more broadly economic welfare) distribution in the United States, or which
would permit the assessment of joint effects of two or more welfare programs on
the income distribution as a whole.
However, especially recently, under the
impact of the planning-programmingbudgeting system, analyses have been
undertaken which provide tg_, groundwork
for building such systems.
The absence of a means for systematic appraisal of policy consequences limits
the degree to which the effectiveness of
programs can be judged in terms of their
contributions to the levels of living of
the different income and population
groups or in terms of equity of their
effects on individuals and population
groups. Moreover, the distributional
effects of a single program are not sufficient for its evaluation, both because
its effects are only a piece of the total
distribution impact of government activities and also because in many cases
these programs have non-distributional
(public goods) outputs as well.
I do not have any specific design
of a reporting system in mind.
However,
knowledge of how the different transfer
program complement or offset each other
is critically important. The programs
aiming at redistribution of current
levels of living are numerous--to name
some of the major ones: old age and
survivors' insurance, public assistance,
food stamp program, veterans' pensions-and they serve overlapping populations.
Similarly there are a number of
government programs which attempt to
achieve redistributional objectives in
the future, by changing personal endowments and capacity to earn incomes.
Among these, the training programs,
special health and rehabilitation programs, and special educational programs
are prominent. These programs usually

involve investments with very long lead
times. At present there are no systematic policy models on which the formulation
of opportunity creating or opportunity
equalizing policies could draw. For
example, no estimates of the expected
levels of earnings with and without different programs carried out at different
levels are now available.
Measurement systems for distributional programs may also contain specific
indicators of horizontal and of vertical
equity. Thus, the indicators of horizontal equity would show to what extent
otherwise like individuals are treated
equally first by any given program, and
then at another level of concern by all
the distributional programs combined.
Because of the multiplicity of programs,
the indicators at the overall level would
facilitate judgment about policies within
a more complete framework.
For example,
such indicators would measure the degree
of equality of impact along geographic
lines or along the population characteristics lines, such as age or family status,
both resulting from explicit design of
the benefit rates and from the variations
in the ability to reach the various segments of the target population.
Vertical equity deals with the progression of governmental impact through
the income scale. Measurement of progression of the different programs again, individually and in combination, will reveal the degree of progressivity and will
allow the policy makers to compare the
actual results with their preferences.
But, the illustration of uses of measurement of vertical equity, I would like to
cite, concerns a more immediate point.
Some redistributional programs are designed on a graduated basis; others are
designed as an either/or benefit, i.e.,
up to a certain level of need (typically
based on either income or on some criterion including income and assets) the
benefit is provided and beyond this
specified level no benefit is provided.
Such indivisibilities result in a reranking of individuals along the income scale
for no deliberate reason, by leaving out
the persons in the range between the
threshold level and the threshold plus
the value of benefit. Whether or not
any of these discontinuities is "technological," and hence perhaps unavoidable,
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specified goals and tk7 resources needed
for their attainment.
Recently, a considerable amount of
professional and scholarly attention has
been given to the possibility of developing a set of "social indicators" which
would serve as a basis for systematic
description of the state of the society
and which would signal to the public and
to their elected officials the emergence
of new needs, and would report on the degree to which the various social problems,
such as those posed by poverty, diseases,
crime, air pollution, invasion of privacy,
alienation, etc., are being allev17ted or
aggravated in the course of time.
The proposals made for the social
indicators aim at coherent, and perhaps
even aggregated, descriptions of the
state of society which would make the
social problems both more visible and
understandable by the public and ~ 7rhaps
also more tractable for analysis . .:V
There can be little doubt that in
time a reasonably full portrayal of the
social environment may be provided by a
coherent set of social indicators.
In
any event, it is perfectly feasible to
improve on the present information system.
To the extent that the resulting new
measurement system exceeds the scope of
concern of the makers of public policy,
in that it describes phenomena not subject to policy, no problems arise provided, of course, that the public issues
are not neglected.
More serious may be the possibility
that the system be too narrow from the
policy makers' point of view, in that it
will not deal adequately with the cost
side of providing the public output.
Thus, the system may be implicitly focused on the gross needs or gross gap
levels of collective output, i.e., levels
of demand postulated at what actually are
the quantities demanded at zero cost.
If
so, complementary information on the cost
functions for the public output would be
required to help make choices of the output levels within feasible ranges.
Part of the problem of choice of
output levels is identification among the
various conditions that may be observed
by the set of indicators, those that fall
within the proper scope of public activity.
There may be costs involved in undertaking
an output activity by the public sector.27
While it may not be too difficult to

and whether the problem is cumulative or
offsetting among programs, cannot be
determined without a specific analysis of
the given program and without reference
to the effects of other distributional
programs.
Provision of Public Goods
Measurement of Conditions. At present, there does not exist any deliberately designed measurement system which
would describe the state of the world in
terms which would help to identify possible needs for collective production or
other forms of public interference with
the workings of the private initiatives
and the market process for the purpose
of providing goods not otherwise provided.
There are obvious questions about
the feasibility of defining a system
which would cover all the relevant possible goods since the number of possible
public goods may be infinite. However,
one may consider the possibilities of
improvement in the present flow of information. At present there does not
exist for the subject matter of welfare
economics even a remote counterpart of
what the national income accounts are for
the macroeconomics.
The basic measurement system now in
existence consists of the compilation of
statistics which have been produced in a
number of different connections and for
a number of different purposes. These
have never as yet been arranged into a
coherent system aimed at illuminating
public policies over a wide spectrum and
at elucidating interactions among the
different areas of public policy, e.g.,
health and law enforcement. The individual sets of these statistics, of
course, have been used in formulation of
specific policies. The most important
among these statistical systems are the
vital statistics, health statistics, the
special welfare reports concerning the
aged, dependent children, etc., the
poverty statistics, and the crime data.
One major attempt to deal with policy
objectives across the board has been made
along somewhat different lines. The wellknown Commission on National Goals attempted in 1960 to articulate national
goals. Research has been conducted subsequently on the relationship between
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identify the "gross gaps," e.g., the
total number of accidents that occur,
the number of crimes that are committed,
or the number of particular cases of
diseases, a following step is needed
which would identify among the observed
conditions those that require public as
distinguished from private action.
As a related matter, several interesting issues arise with respect to
product innovation in the public sphere.
A functioning set of indicators will
help to identify and develop taste for
new possible public activities.
It will
make the society aware of the needs }x 1
has but perhaps does not know about.1.Q;
One might also raise the question of preserving the sovereignty of consumer
tastes, perhaps by some proper divisions
of functions within the public sector,
if the public authorities, who are already the producers as well as the consumer agents, also undertake the development and cultivation of consumer tastes.
On the other hand, enterpreneurship, or
risk-taking statesmanship, may be equally
important as an input in the production
and innovation in public output as in the
private system.lJ:/

recognized by economists in the applied
theories of public expenditure most
notably in the body of the cost-benefit
analysis.W
The more recently introduced Planning-Programming-Budgeting System builds
on this prior work.
It also concentrates
on the supply side.
It does not address
itself, at least not as yet, to any of the
more fundamental demand questions, such
as measurement of consumer preferences or
the processes involved in the formulation
of effective demand for public output.
The data developed under this system, however, do promise to go eventually a long
way towards providing a good basis for
judgment about the physical effects of
various policies in the light of their
objective and about the cost of these results.
The Planning-Programming-Budgeting
System (PPBS for short) consists essentially of an advanced form of program
budgeting combined with provisions for
extensive analysis of the technological
relatjj;ships between program outputs and
cost. 13 On the program budgeting side,
the system aims at arranging all the elements of public expenditure activities
into a system which deliberately groups
substitute activities together and also
gives proper recognition to complementarities among the different activities with
respect to the basic objectives of these
programs.
Under such an arrangement, for example,
provision of ambulance services, promotion
of use of seat belts, and work on safer
highway designs may be grouped together
in one element of control of motor vehicle
accidents along with overall planning,
management and analysisW the motor
1
vehicle safety program.
From the point of view of the design
of comprehensive measurement systems, two
new features are introduced by the PPB
system. One is the systematic arrangement
of cost data in line with the substitutions
and complementarities and the other is the
addition of the corresponding output data
to this arrangement of cost. The system
has been in effect for two years, and for
a considerable number of programs, the
program arrangement ("program structure")
has been reasonably definitively designed
and some new output data have been collected.
For a number of other programs,
however, the structure design is still in

Supply of Public Goods: Measuring
Consequences of Policies. At present,
the most comprehensive and systematic,
though far from universally quantitative,
summary of public policies is to be found
in the governmental budgets.
In addition
to these general compilations which as a
rule do not amount to analytical models,
there have been a number of important
analytical models developed for certain
specific areas of public policy most
notably for the programs dealing with
national defense, health, and the tax
administration.
Viewed from the supply side, the
question centers on the cost of public
output. The pure theory of public ex~
penditure takes the existence of information on the cost and supply side for
granted as does the economic theory in
general.
From the conceptual point of
view, this does not raise any problems.
The technological relationships for the
public sector are not different from
what they are for the privately produced
output.
At the practical level, of course,
the relevance of cost has been well
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are constant regardless of the scale of
their production.
The analytical work of public programs that has been conducted so far suggests, on the other hand, that the relevant production and supply functions are
highly non-linear, and hence that the
corresponding transformation curves are
importantly concave to the origin, and
the marginal rates of transformation
highly variable. While actual measurements of the productive relationships
have been completed with some degree of
precision in only a small number of cases,
the results are highly suggestive of what
sort of data systems might be possible
later oa over a wider spectrum, perhaps,
over the entire spectrum of public goods
output.
One such relationship is illustrated in Chart 1 which is based on a program
analysis of control of selected diseases
conducted last year by the Department of
Health, Education and Welfare.lli It relates the number of deaths averted
through programs of control of diseases
and accidents to the total cost of these
programs. Even though the number of
deaths averted is not the unique criterion for choice among the program alternatives, it is nevertheless one of
high order of relevance. While the function is built up from a succession of
discreet elements which were designed at
particular levels, rather than as a continuous envelope, the function as a whole
does describe the opportunities as they
were known to the decision-makers at the
given time.
Once the cost functions are known,
derivation of the transformation functions
does not present any problems. Chart 2
illustrates a case where a real transformation choice has actually been computed.
It deals with the economic development
program, where the policy makers have to
face a choice between supporting projects
which result in a large number of new
jobs created, or supporting job creating
projects, but in the areas with the greatest degree of local economic distress
(measured by an index based on the unemployment rate and the median income).
The choice arises because the most "efficient" projects in the sense of only one
criterion (of the number of jobs created)
do not come from the most depressed areas.
With a large number of public outputs,

the process of refinement, or the output
data are either not available or not as
good as they may become after some further analysis and data gathering. For
these reasons from the point of view of
development of general measurement
systems, the PPB process has not yet led
to development of sufficiently detailed
and comprehensive data on detailed output and input which could be used to make
compilations of general interest. But,
in time such a system will undoubtedly
be feasible
However, from the policy making point
of view, perhaps of greater interest and
usefulness than the detailed output and
input compilations would be the information on the actual possibilities of
achievement of different objectives and
on their cost, i.e., production and cost
functions of specific public goods and
the transformation curves between different public goods, or between public
and related private goods.~
From the general point of view it is
the substitution relationships, i.e.,
transformation curves and the cost curves
which are most interesting.
One of the reasons why such technological information may be highly relevant is that in the absence of specific
knowledge about the production possibilities, the assumptions that are likely to
be made may lead to unnecessarily suboptimal choices.
For example, in the absence of any
measurement of output, one simple and
perhaps not too rare possible assumption
is that output equals input. Under such
an assumption the diagram for the total
product curve may be pictured as follows:
The input in dollars is measured on the
x axis, and the output represented on the
y axis is "X dollars' worth of y." The
implicit production function then on
which the decision makers act is in effect a 45 degree line.
In this case, the
marginal rates of transformation are implicitly treated not only as constant but
as unity throughout.
Where the physical units are defined
for the output, but only one point is
known, e.g., total output and total cost
at present, or for a recent period, the
likely assumption to be made implicitly
at the time of decision is that constant
returns prevail, and hence that the terms
of substitution between different outputs

185

Chart 1.
CJ::[l-:lC::I,1-_J_r_J,_7-r:,_,,....,....,....,rr-r--r,~,-,....,....,....,rr-r--r,~~·~-r--~-r--~--,-.-77--,-+-➔'=-l=1 ~C::,-C.1-'=t'=-i+C::,':"_1--:--tr:_-;:+C::,;1--::i'=-l=-+C::'::11-.-::i'=-l=-+~f~~

-rH-+--H,-++-H--+-+--+-++--+--l----l-H--+-h--l-f~tt1-+11--t--t--;-+-t-+--tL-1-1--+4++-,+_-~+--++_i-41----1-t-if~+f_i--++---l+-~H

s

1

IU.
If'

n•

L'<
1-1-

41J-.:+c.e1:J
1;ttt,=t;_J:--t_:+-~;-_J:--t_-+~.CJ:-J-_-+~.CJ:-J-_-+c.CJ:-J-_-+~.C
t:t1~cti-.t_+1::+.i::-+1~H-++-I -+-+-+--+-HH-+-+-+-+-+-+--H-+--+-l--+-+_t.=t;t-t.:t~
+-

+ ' +---+t-_,-t_---to_-t--_j::_tij_j~j::_ttj_jr:;+:::_tttj-::i+:::_t+1++-1--++++-+--+--+-+-l---l-l--++-l---l-l--W-l---l-l--+---l-4.--l-U

,__,__.LL.j__J__LJ -+--+-a--1---l--lI- -1-+- i--+-1--+--l-+-+-+--+--++-+--+--++-H--+--l-H-__J__J___Lj_

HI- +-+-+-<-+-+-+--1-+--+-+--1--+-+-+--1--+-+-+--+-++-H--++ -

,,

1 ...

l-~-1- -~·
r
a-1-1-1-H -1-1-1-1-iJ~

--l--+-1-1--+IH-.

--=+-~t-_-1-+---tt-~/11h_;'_'1---l+-_;--+-+--1--+-I-+--'-+-"- ·-1-l-+-H-++-H-+-+-1---1--l---1-l-+--l--,

,

L.

r·H-+-+-f-+-+-+-,i-+--l-+-,i-+--1--f--.J---1-

IJ

!J

-+I

I-

,,
IJ

-·+-1--+--+
1--+--t--t-_:-,,_+H•.--t;-H•-+.=+'-:-1--+-+-'-+-1--+

.+~_._-__,_~ft+-i-t--j-l---+l--+L-+1----1-+-+-Hl--+-+--+--+-+-+-+-l--+--1

1--L--"- -1--+-+-+--'--+-+_J__l--+-_L +--+-l-+-+-+--+-1--

II

+f--.J--l---1---1--1--l--l-W-L 1h--1--1---1--WH---I--W-~-+ · -

I

OJ

l;, IT

-~-l---l-+-+-+l-~-Lrb~~l+--~~:.m+H+~+r-+-+m-'iilii~s;,_it~~~~~el-s~+~~1~j~~+:::_t~~~j~~~

+-+-1--1---1-t~t-::t-i--t-t-H-::_tj_-::tj_-::tj_-::tj_-::+::_j_~+-+1-t-+--+-1--_+-,_-+-1--_+-+--+4 --1-f--++-_+-f--++-_+-f--++-_+--J-++-+--+++1--l+--+++---1-+++-1-+ +-,-l-+++-1-1-+W
-l--+-++-t-+--1-<
I

I

I

-l-----1----l-----

.f-+f--f--f--+--J--l--t--J--+--J--+--J--1--

,._ ,:.,-~
1-,

:::1- ,: '+'-++--1--1---l--l--+ h

1-

tl-+-il-Hc--1---1-+-J--+-'c--l---'c--l---'--I-± 1 - 1 - 1 -

-I--

.

h h
_;_ i.........L......

I="'"
-i

186

!fi:>1,<,

h

b

187

even at such fairly aggregated level as
deaths averted or developmental jobs
created, the number of the possible pairs
of trade-offs is already very large.
Allowing for relevant interdependencies,
the total number of possibly interesting items of information may be unmanageable.
It is premature at this point to
speculate on how to design a coherent
measurement system highlighting production and transformation possibilities
for public outputs. Two things, however,
appear reasonably certain. First, that
a meaningful measurement system along
these lines is feasible. Second, such a
system would consist of a selection of
the empirical relationships, some of
which have already begun to be estimated.

gories, these are distinct policy objectives and require rather different
data systems.
With respect to stabilization, the
existing measurement systems in the form
of national income accounts and related
production and employment information
provides a comparatively adequate assessment of the "state of the world," and
the policy oriented models especially
those developed in the framework of "new
economics" give a reasonably reliable
picture of the probable consequences of
different alternative policy actions.
No comparable systematic and comprehensive
assessments of the state of distribution
or of the output of public goods exist.
It is even more difficult to judge the
consequences of alternative policies
given the present state of information
and analytical systems. Some of the developments now underway such as the
Planning-Programming-Budgeting system
adopted by the Federal Government and the
work on the social indicators promise to
lay the groundwork for more comprehensive
measurement systems which would serve
evaluation policies aimed at
redistribution and at production of
public output.

Conclusion:
The objectives of public expenditures policies have been classified
under the headings of stabilization of
the economy, distribution of economic
welfare, and allocation of resources.
While a budget as a whole and many of
its individual programs have outputs
falling into more than one of these cate-
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improve the basis for their understanding. Possibility of a categorization of the public activities by
type of market deficiency, i.e., externalities including public goods,
risk and uncertainty, barriers to
flow of resources, inadequate information, or declining cost has been
described by Paul Feldman in an unpublished manuscript, "The Economic
Principles of Program Budgeting,"
{May 1967).

14. See, U. S. Department of Health, Education and Welfare, Office of the
Assistant Secretary for Program Coordination, Selected Disease Control
Programs, Program Analysis 1966-5,
September 1966, pp. 13-17.
15. Of course, the analysis of public
programs will also reveal whether
or not the point of operation
actually chosen is on the efficiency
frontier, i.e., whether more output
can be obtained at the same cost or
the same output produced at a lower
cost. This is essentially an efficiency or administrative question
and unless the departures are large
is not likely to arouse more general
interest.

9. Buchanan, James M. and Tullock,
Gordon, The Calculus of Consent,
University of Michigan Press, Ann
Arbor, 1962, Chapter 6.
10. Gorham, William, Sharpening the Knife
That Cuts the Public Pie, paper given

16. The study cited in footnote 14 above.
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DISCUSSION

1
Edward Foster, University of Minnesota •
The Federal government's· Planning-Programming-Budgeting system (PPB, hereafter)
is designed in part to encourage analysis addressed to two kinds of questions:
--Are there better ways to meet our current objectives?
- -Are our current objectives the right ones?
Mr. Hjort and Mr. Grosse have described for
us analyses within their agencies directed to the
first of these questions. I would like to talk
about the second.
There seems to be increasing doubt that
PPB, relying on techniques of cost-benefit
analysis, can do much to illuminate broad questions of policy. The problem lies in measuring
the benefits; as the Secretary of the Interior is
said to have asked, how does one weigh the
benefits of educating an Indian child against
those of saving the whooping crane from extinction? Such awkward comparisons arise in
every agency, and perhaps that is why some
practitioners are skeptical that PPB can help to
illuminate basic choices. 2 But one basic question can be asked, and I think should be asked,
for every Federal program: Why is the Government engaged in this activity at all? What can
the government do that private enterprise could
not do as well, or better? This question de serves dispassionate analysis, because the
answer may help us to reach agreement on the
goals of a Federal program; and simply asking
the question may uncover important problems
for research.
The question seems more pertinent for timber than for health research; the U.S. Department of Agriculture (USDA, hereafter) and other
government agencies may substitute directly for
commercial timber growers, but I do not suppose that Federally financed health research
displaces much commercial activity. For the
timber program, we would like to know what is
an "ideal" allocation of resources, how the private suppliers deviate from this ideal in their
fraction of the market, and what USDA can do,
by public ownership of timber lands or other
means, to offset distortions in the private sector. In my opinion, such an analysis would
serve as the only logical basis for USDA efforts
to fill any projected "gap" between supply and
demand; in particular, the goal of providing constant timber prices does not justify such efforts
- -there is no reason to believe that efficiency of
resource allocation requires steady prices for
timber products.

reflected the value of what society must sacrifice in order to devote resources to timber.
If the allocation of resources on private
land were ideal, the task for USDA would be to
ensure an ideal allocation of resources on public
land too. If there were no external effects so
that money prices accurately reflected costs
and benefits to society, USDA could achieve an
ideal allocation of resources on public land
either by behaving like a competitive profit
maximizing firm in its management decisions,
or by selling or renting all the land to commercial growers. Disposing of the land to commercial growers at a "fair" price without creating a
political scandal in the process might be hard to
do. The alternative would be USDA management
but not directed to the goal of filling a projected
gap between private supply and demand, and
not directed to the goal of undertaking all projects that yield a six percent rate or return;
instead its aim would be to undertake projects
that promise a yield equal to the marginal return to capital, before tax, in private industry
( on the order of 10% to 15%).
If there are external costs and benefits
associated with timber growing (e.g. recreational benefits) and logging (e.g. logging roads)
then money profit should be adjusted to account
for the external costs and benefits. But deviations from strict competitive profit-maximizing
behavior could be justified only by explicit
reference to such external costs and benefits.
Distortions in the private market
In fact, the private sector does not allocate
resources in an ideal manner. No doubt the
real state of affairs deviates from "ideal" circumstances in many ways. Our previous discussion serves as a useful starting point for
analysis only if some of the deviations-- obvious
ones - - can be enumerated and their effects
assessed, and if one is willing to assume tlnt
other deviations - - less obvious and not enumerated - - do not substantially offset the effects
of the first set. With confidence engendered by
complete lack of knowledge of the timber indus try, I will suggest some factors that might
cause significant distortions in the industry, and
leave it to industry specialists to tell me what
effects I have omitted and what errors I have
committed.
Taxes. Timber (including cut Christmas
treesf1s one of the few favored commodities on
which profits may be classified as capital gain
rather than ordinary income.3 The existence of
personal income and corporate profit taxes distorts production decisions throughout the economy, but the chance to avoid those taxes through
capital gains provisions surely creates more
severe distortions.
External benefits and costs. The value of
timberland to society may not be reflected fully
in the sale value of the cut timber, because of
(unpaid) recreational use of the land. The cost
of harvesting may not be reflected fully in cash

USDA policy if the private market is efficient
Economic theory tells us that commercial
suppliers would themselves provide an ideal
allocation of resources on private land, if they
chose their output levels to maximize profit, and
if all the prices confronting them reflected marginal social costs and benefits: that is, if the
prices received by growers accurately reflected
the value to society of their output, and if the
prices paid by growers for inputs accurately
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To summarize, the distortions discussed
seem likely to lower the age at which a tree is
cut, and thus reduce the harvest from each tree;
if the acreage being harvested were not subject
to variation, we could say that if these distortions were all introduced together, there would
be an initial transition period in which both old
trees and young trees were being cut together,
but after this transition the private market wooH
produce too little timber, from society's point
of view. We would then know that the appropriate goal for USDA would be to expand output,
though we would not know by how much or by
what technique they should try to achieve this.
But acreage harvested is subject to variation;
"inaccessible" stands of timber become more
accessible as prospective receipts from selling
the timber rise. We should like to know to
what extent the three distorting influences we
have discussed would change the acreage harvested away from the social optimum.
If all income were taxed at the same rate,
investors would find it profitable to carry out
investments in each industry to the point where
the marginal rate of return on capital before
tax is the same everywhere, and this allocation
of investment funds would be desirable in the
absence of distortions (if a dollar were to yield
a higher return in one industry than in another,
society would profit from shifting resources
toward the sector that yields the higher return).
The capital gains tax treatment of timber means
that when yields before tax are equal, after-tax
yields will be higher in timber than in other sectors. Competitive forces will tend to equalize
after- tax yields, and this means increased
investment in timber (harvesting more acreage
and perhaps planting more). The capital gains
tax encourages over-expansion of the timber
industry, in terms of acreage.
The net external costs which I assume are
associated with harvesting also imply that the
acreage harvested each year is too great, and
perhaps that the acreage deliberately planted is
too small (although the latter effect is less
clear, since the external recreational benefits
associated with timber stands replanted by man
may be low). It is not clear what (if any) effect
the market imperfections facing owners of
small woodlots might have on the total acreage
harvested or planted.
Altogether, then, it would seem that the
effects of the distorting influences singled out
for discussion here are as follows: The current
stock of trees is being harvested at too early an
age and too much is being spent to harvest relatively inaccessible trees. It is not clear whether the acreage being planted by commercial
growers is correct or not. I should emphasize,
though, that this analysis is intended to serve
an illustrative purpose only; there may be other
important factors that I have neglected.

costs, because of potential flooding downstream
when logging reduces the capacity of the soil to
absorb and hold water, because logging roads
are available for other users, or because, with
sticky wages, unemployed laborers cost less to
employ from the point of'view of the private
employer.
Market imperfections. The small woodlot owner, in particular, may be confronted
with market imperfections that encourage
socially undesirable decisions: He may face
capital market imperfections that limit his
ability to borrow. He may find that insurance
is not available against such risks as fire,
disease and storm damage to his crop, or is
priced •.•too high", compared to the social risks
involved. He does not have available to him a
futures market that lets him avoid the risk of
price fluctuations. Finally, he probably does
not have available to him a market on which he
can easily sell his growing timber crop (without at the same time selling his land) if that
crop is not yet ready for harvest.
Adequate analysis - - even armchair
analysis -- of the overall impact of these distorting influences requires a more complete
model of the timber market than I am able to
specify; but here is a tentative beginning. I
shall focus on the effect of the distortions on
three separate kinds of decisions:
--the age at which each tree is harvested
(this determines the volume of saw
lumber, mine timber, firewood, or
pulp extracted)
- -the acreage harvested each year
- -the acreage planted each year.
If growers try to maximize profit, then
the age at which the tree is harvested will depend on two major factors: the interest rate,
and the percentage rate at which the value of
the tree is expected to grow. A rise in the discount rate, or a fall in the rate at which the
value grows over time, will tend to reduce the
age at which the tree is harvested. Similarly,
a progressive tax on profit will lower the age
at which the tree is cut, but a proportional tax
on profit has no effect. 4 Given these results,
we can say the following (if growers maximize
profit).
1. A taxpayer whose marginal income
tax rate is less than 50% faces a progressive
capital gains tax schedule; he will harvest his
trees at an earlier age than if there were no
tax; and so will one who does not take advantage of the capital gains feature. A taxpayer
whose marginal income tax rate is 50% or
higher faces a proportional capital gains tax
schedule (25%); he will harvest his trees at
the same age as if there were no tax.
2. External benefits that arise from
leaving the tree in place, rather than harvesting
it (recreation, watershed preservation) mean
that society may benefit from leaving trees in
place lo~er than profit maximization would
suggest.
3. All of the potential market imperfections
listed would lower the percentage rate of growth
in value of a tree, or raise the effective dis count rate; thus they would all tend to encourage
premature cutting of trees.

USDA policy if there are distortions in the Private market
My discussion is not useful by itself; it will
be of use oniy i± the relevant numbers can be
estimated. Then we finally face the question of
how USDA management policies for the public
timberlands should be determined, once the
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If the landowner plans to replant, there are a
wide variety of assumptions that we could make;
the simplest mathematical expression arises if
we assume that y(t) and r are independent of
calendar time (implying that prices and technology do not change) and that the planter's time
horizon is infinite. Then the present value of
an infinite sequence of trees, each planted when
the preceding one is harvested, is V = ( 1 - e -rt)-lv-.
Certain alternative assumptions (finite time
horizon, and at least some patterns of changing
prices and technology) could be made without
changing the statements in the text.
I shall restrict this analysis to the case of
a single tree. The necessary first order condition to maximize v may be written
(2) y 1 (t)-ry(t)=0
( or y' / y, the percentage rate of growth of the
tree, s.hould be equal to the rate of interest).
The sufficient second order condition is that
( 3) y"(t) - 2ry 1(t) + r 2 y(t) < O;
using (2) this implies
(4) y"(t) - ry'(t) < O.
If the producer is maximizing profit, (2) must
hold even if the interest rate changes, so we
can differentiate (2) to find dt/dr:

magnitude of distortions i,n the private sector is
known. Analysis of that problem would require
too much knowledge of the industry for me to
discuss it. I suppose that the routine answer
would be "if private growers p_roduce less than
is socially optimal on their acres, we must
redouble our efforts to produce more on ours".
This answer is wrong: Some distortions are
geographically localized, and for these, overproduction in one area does not compensate for
underproduction in another - - both are incorrect.
Detailed analysis of the sort of question I have
suggested here will not come quickly-- and perhaps this analysis would not make the most
effective use of our scarce analytic resources.
But I do not believe that USDA can justify its
current policies or rationally determine its own
best strategy until it knows what inefficiencies :it
is trying to correct; and I do not believe that
PPB will have made its most significant contribution until it produces analysis of that sort of
question. 6

1. I have profited from conversation on this
subject with John Buttrick and James Dana.
2. In defense of PPB, it can tell the Secretary
what marginal valuations lien.ad been using
implicitly, heretofore. When he makes budget
decisions, he implicitly measures the marginal
value of funds in each program (the last $1, 000
spent on educating Indian children must be worth
about the same as the last $1, 000 spent on
whooping cranes, or it would be sensible to
shift resources from the low-payoff program to
the high); by measuring the marginal output per
$1, 000 spent in each program, the PPB analyst
can make explicit these previously implicit
valuations.
3. See section 631, Internal Revenue Code.
4. The precise formulas depend on whether we
assume that the landowner plans to replant after
harvesting the first tree, or convert the land to
some other use after harvesting the tree; however the statements in the text apply to either
situation. Let y(t) represent the value at harvest of a tree to be harvested at age t, and let
the owner's relevant discount rate (the opportunity cost of capital) be r. Then the present
value of a tree to be harvested at age t is
( 1) v = e -rty(t).

(5) dt/dr = y/(y" - ry 1 ) < 0
by (4). Now suppose that some change in market forces lowers y'/y, to (1 - k)y'/y, k > 0.
We can evaluate the direction of change in t, as
k increases from 0, by evaluating the derivative
of ( 1 - k) y' - ry at k = O. This expression is
identical to the right hand side of ( 5), so
dt/ dk < 0 at k = 0. The effect of proportional
and progressive taxes may be established in a
similar way, substituting (1 - k(y))y for yin
( 1 ), where k(y) is the percentage tax rate,
expressed as a function of y.
5. If there were sufficient external economies
associated with harvesting -- arising from
increasing local employment, or construction
of logging roads that would yield benefits to
others - - earlier harvesting might be called for;
I have no evidence to substantiate my guess that
in the case of privately owned timber lands
these externalities would be outweighed by those
mentioned in the text.
6. See Paul Feldman, "On the economic principles of program budgeting", (Bureau of the
Budget, mimeo., 1967).
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THE ECONOMIC IMPACT OF DEFENSE PROGRAMS
PROGRESS AND PROSPECTS
Laurence E. Lynn, Jr., and Roger F. Riefler
I.

Introduction

The 1965 report of the Committee on the
Economic Impact of Defense and Disarmament (the
Ackley Committee) stated: "The Federal Government
has a clear responsibility in connection with the
economic impact of defense shifts. At the same
time, defense firms, private groups, and State
and local governments also have important responsibilities, and these responsibilities are increasingly being recognized and assumed. Yet, much
more can and should be done, with the help and
encouragement of the Federal Government," Since
1965, significant progress has been made in
measuring the economic effects of defense spending. Still, a large number of important questions
remain unanswered,

defense expenditures on the national economy and
economic aggregates are being resolved with
existing theory, data and analytical methods,Y
At the regional and industrial level, however,
much more of an analytical frontier exists.
Defense impact analysis is a "prime mover" in
generating the additional data and analytical
techniques that are needed for research into the
regional and industrial impacts of Federal programs. State and local governments, firms,
industry trade organizations, labor unions, and
individuals, as well as the Federal Government,
all are vitally interested in regional and
industrial defense impact analysis for several
reasons. First, with the exception of the
Federal Government, economic entities have no
alternative to treating defense spending as exogenous. Even within the Federal Government, nondefense agencies may view defense spending as
exogenous, since the process whereby their interests are traded off at the margin in arriving at
the size and composition of defense budgets is
very much unknown. Second, defense spending is
quite variable and, thus, a source of considerable
uncertainty, Third, defense spending affects
regions and industries in very different ways. If
affected groups are to plan policies for the
future, they must be able to predict with some
confidence what defense spending will be,

This paper has two purposes. First, we will
review the present state of defense impact
research: questions that are most commonly asked,
the available data, and some conclusions based on
existing evidence. Second, we will attempt to
pose several additional defense impact problems
in the policy framework within which defense
planners work and suggest an agenda for future
research.
Interest in Defense Impact
At the national policy level, interest in
defense impact has been high because of the sharp
changes in defense spending associated with the
war in Vietnam and the prospect of further changes
in defense spending when the war slacks off.
Typical questions are: "What has been the effect
of the Vietnam war on Great Society programs?"
'What has been the role of defense spending in
generating inflation?" "Which regions and industries will be most affected when the war ends?"
The methods used to analyze these questions involve
aggregate economic analyses using large econometric
models of the U.S. economy, national input-output
models, and other models as appropriate. Many
Federal agencies are also engaged in these kinds
of analyses, and the opportunities for profitable
exchanges of information and ideas are growing.

Inquiries received by the Systems Analysis
office of the Department of Defense from state
and local governments, industries, and firms
reflect this desire to be able to make accurate
predictions. For example, several requests have
been received from state planning agencies.
Typically, these agencies are interested in data
on historical trends in defense employment, prime
contract awards, subcontracts, etc., at the industrial, state and local level. Such data enable
these agencies to measure the past significance of
defense demand on their economies and to predict
the future impact of defense under changed circumstances, e.g., the end of the war.

y

Though there is great interest in the impact
of defense spending on the performance, growth and
stability of the national economy, we will not go
into these issues at length here. The kinds of
policy questions that must be resolved and the
analytical methods that characterize aggregate
analyses are well known to economists and econometricians and extensively documented in the
literature. Questions concerning the impact of
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One exception should be noted. Better
equations are needed to predict defense
spending. This shortcoming is implicitly
recognized by the treatment of defense
spending as an exogenous variable in most
econometric models. Advances in this area
are being made, however, See Weidenbaum,
Murray L, Economic Impact of the Vietnam War,
Center for Strategic Studies, Georgetown
University, Washington, D.C., Special Report
Series No, 5, June 1967, and Galper, Harvey
and Gramlich, Edward, "A Technique for Forecasting Defense Expenditures", forthcoming
in the Review of Economics and Statistics.

a. The Bureau of the Census, Department of
Commerce, has published two volumes titled
Shipments of Defense-Oriented Industries (Series
MA-i75). After an initial survey in 1§63 of 29
four-digit SIC industries.to determine prime
contract and subcontract shipments to DoD, the
1965 survey was expanded to 76 four-digit SIC
industries. The current plan calls for such a survey to be made yearly. Work is well underway on
the 1966 volume; the basic format should remain
similar to that used for 1965. This series also
included shipments to other government agencies,
total defense employment, total employment in
surveyed plants, value added, and total shipments.
A comparison with the Annual Survey of Manufacturers and a limited industry-regional matrix is
presented.

Similar data are requested by industrial
organizations (e.g., the Electronics Industry
Association, Aerospace Industry Association,
investment bankers) for the same reasons.
Basically, then, the data requests received
by Systems Analysis are explicitly or implicitly
based on the desire to measure defense impact in
ways that give interested groups a clearer picture of their stake in defense programs and how
this stake could vary in the future.
Answering these questions has always been a
problem for DoD. Major program decisions should
be based on analysis of the most efficient ways
of meeting national security requirements. It is
inevitable that the fortunes of regions and industries will change over time as requirements and
technology change. Resistance to such changes is
also inevitable. Hence, the better we can forecast the detailed impact of future program
decisions, or describe present impacts, and the
more visibility we give to these forecasts and
descriptions, the greater the likelihood that
resistance will be encountered. On the other
hand, intelligent planning at all levels requires
good data, and DoD is in a unique position to
generate these data.

b. Office of the Assistant Secretary of
Defense (Systems Analysis) (OASD(SA)), Economic
Information System.
Data are released at sixmonth intervals. Current data cover the June 1965
to June 1967 period. Limited data, in,~ployment
terms have been released on a program1:/ and SIC
21 Work is progressing towards a more
basis.::/.
general release of two-digit SIC prime contract
allocation of defense-generated employment, with
some four-digit detail. Limited subcontractgenerated employment will also be included.

We believe that this dilemma can, in part, be
resolved by avoiding the extremes of generating
and publishing great quantities of defense impact
data in raw form, on the one hand, and providing
no data at all, on the other. Instead, specific
hypotheses and policy questions should be clearly
and carefully developed based on an understanding
of the policy problems encountered at the national,
regional, local and industrial levels. These
hypotheses should be stated in terms of the instruments that policy makers actually control and
the targets or objectives about which they are
concerned. Data collection and publication
efforts can then be tailored to meet the needs of
planners and researchers. Well-focused questions
are the beginning of good impact research and
efficient data gathering.
II.

Evidence on Defense Impact
Available Data

Indicative of the progress made since the
Ackley Committee Report of 1965 is the fact that,
in a paper this size, we are unable to present a
complete tabulation of statistical sources on
defense impact analysis. A compendium of current
statistical sources containing information on the
economic impact of defense and disarmament of
member agencief 1to the Ackley Committee runs to
over 40 pages •.;:/ Here, we shall merely outline
recurring statistical reports that contain industrial and regional data on direct and indirect
defense impact. We will focus on the industrial
impact of DoD spending first.

17

c. Office of the Assistant Secretary of
Defense (Comptroller) (OASD(C)), Directorate for
Financial Analysis and Control, Monthly Report
on the Status of Funds by Functional Title, FAD
580 Series. This source contains data on monthly
obligations and expenditures by DoD program.
d. OASD(c), Directorate of Statistical
Services, Selected Economic Indicators (monthly).
Contains data on military prime contract awards
by program.
Second, at the regional level, available
statistical compendia include the following:
a. The Bureau of the Census, Shipments of
Defense-Oriented Industries. This source contains
for states and selected Standard Metropolitan
Statistical Areas (SMSAs) data on prime contract
and subcontract shipments to government agencies.
Data on total shipments to DoD and defense employment generated are also given at these spatial
levels.
b. Economic Information System Reports,
released every six months by OASD(SA), Directorate
for Economics and Mobility Forces. This source
includes data on employment generated by prime

17

Committee on the Economic Impact of Defense
and Disarmament,Status of Projects and Proposals for Information and Research Relating
to the Economic Impact of Defense and Disarmament of Member Agencies, September 1967,
mimeo.
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Buehler, Vernon, Economic Impact of Defense
Programs, in Joint Economic Committee,
Economic Effect of Vietnam Spending, Vol. II,
pp. 870-888. For b, c, and d translation
from the program to industry level is facilitated by various studies published by Research
Analysis Corporation including Economic Impact
Analysis: A Military Procurement Final-Demand
Vector, Vols I and II, March 1967
Riefler, Roger F., Regional and Industrial
Impact of Defense Contracts, unpublished paper
presented at the Western Economic Associatio~
meetings, Boulder, Colorado, August 1967

contracts, civilians at military installations,
military population, and limited subcontract coverage by region and state. Summary tabulations at
the labor-market area level have also been released.
Detailed data below the state level have been made
available to official state planning agencies.
Limited data on a geographic and industrial basis
have also been released.
c. CEIR and OASD(SA), Economics and Mobility
Forces, Economic Impact Analysis of Subcontracting
Procurement Patterns of Major Defense Contractors,
1966. A survey covering subcontract awards by
firms receiving approximately 30% of DoD prime
contracts; 1966 report details, in dollar purchases,
a state allocation of subcontracts by place of
performance and place of origin. A similar survey
undertaken in 1967 is summarized in Riefler, opere
citato.
d. OASD(C), Statistical Services, Military
Prime Contract Awards by Region and State (yearly).
In addition to total awards, data for each state
are available by procurement program and by type
of contractor.

Conclusions in the dynamic sense are that:
a, DoD directly accounted for 4.0% of the
FY 1956-1965 increase in GNP. For FY 1966-1967,
however, growth in DoD expenditures has accounted
for 22.9% of the growth in GNP.
b, DoD contract awards and DoD-generated
employment at the geographical level vary over
time. This variability is more important in areas
where DoD activities are a significant fraction of
gross regional product. In areas such as California,
where DoD is relatively less important, large
absolute changes are more easily absorbed. Hence,
it is not the magnitude of changes in DoD activities that is important but how these changes are
distributed,
c. DoD industries undergo a longer (temporal)
oscillation than non-defense industries, and both
the average amplitude of the cycle and the average
monthly rate of change are greater. The proportio~
of rising months_ ~o total months in an oscillation
is also greater.Y
The above conclusions indicate that defense
impact is both significant in relation to regional
and industrial growth and variable over time.
Disorderly, unexpected or unpredictable change
tends to be accompanied by economic inefficiency,
dislocations, and frictions, At the regional and
industrial level, the immobility of economic
resources, at least in the short run, combined
with a tendency of economic units to overreact
or underreact to an exogenous change in demand is
likely to result in unemployed, underemployed, and/
or misallocated resources. Hence, many conclude
that DoD has a detrimental impact on the economy,
or at least on parts of it. Since DoD spending is
exogenous and unpredictable to most economic units,
the current interest in defense impact analysis is
clearly understandable.

Conclusions
The above industrial and regional data
sources allow researchers to measure impact at
given points in time and as it changes over time.
Analyses based on these sources, and, of course,
on more general statistics at each level, have
been undertaken both within and outside of the
government. Such analyses have shown, in the
static sense, that:
a. DoD :ias a pervasive influence on the
entire economy (currently 9-10% of GNP).
b. DoD impact is geographically concentrated.
In December 1966, over two-thirds of all prime
contract defense-generated employment, as measured
by the Economic Information System, was concentrated in ten states; California led the list with
17% of all such employment. At the subcontract
level, again as measured by the EIS sample, the
top ten states accounted for approximately threequarters of all subcontract employment. Data on
FY 1967 prime contract awards, published by DoD,
show 66% going to the top ten states; a special
tabulation of subcontract awards, based on a
sample of prime contractors receiving approximately
one-third of all DoD contracts, shows approximately
three-fourths of these awards going to ten states.

The validity of the data used to arrive at the
conclusions outlined above has been questioned,
and the conclusions have been challenged. Certainly,
the conclusions are based on a sample and/or statistical approximations to reality. Certainly,
there may be errors of measurement, sample biases,
and misspecification of the statistical models.
But, the sheer bulk of the evidence, the sophistication of technique used to derive them, and the
variety of approaches which come up with the same
findings make the case hard to refute.
We believe the body of statistics is adequate
to support the conclusions. Additional data may
alter some of the conclusions, but they will not
change the overall picture. The EIS survey, for
instance, measures the regional and industrial
impact of all prime contract generated employment
and an estimated 12% of indirect employment. To
what extent can the measurement of the remaining
88% of indirect employment change the conclusions
cited above? Based on the work of Professors
Bolton and Higgins, Mr. Richard Oliver of the
Bureau of Labor Statistics and the CONSAD Research
Corporatirm, the likelil10od of a significa,.1t change

c. DoD impact is industrially concentrated.
Of the 1.24 million workers attributable to
defense prime contracts in manufacturing industries in December 1966, as measured by the EIS,
992,500 -- or almost 80% -- were employed by
three two-digit SIC industries (ammunition,
electrical machinery, and transportation equipment). Of the $19.6 billion in shipments reported
by the plants surveyed in the 1965 Census Survey
MA-175, including both prime and subcontract work,
slightly over three-fourths originated in six fourdigit SIC industries.
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of those changes, e.g., the industrial and geographical areas that will be most affected by a
cutback in defense spending. We isolate situations
where the costs of the change are likely to be
greatest -- the possibility of misallocations and
dislocations the most serious. Finally, using
the body of data and research methods we have
built up, we develop policy prescriptions for
handling the adjustments. Hence, the policymaker's effort can be focused where it is most
needed, and clearly formulated prescriptions
with their costs and effects can be developed.

is small,Y Their work suggests that, even where
reasonable methods are used to extend actual
measurements, the basic results are the same.
California and the coasts may lose a few percentage
points to the heartlands in such a reallocation
and wooden containers may gain at the expense of
ammunition, but few changes in a ranking of states
or industries are noted, Estimates of the costs
and benefits of additional data collection suggest
that any additional encyclopedic measurement
attempts aren't worth it,
The economic costs of impact and their allocation, however, should be the subjects of future
work by professional economists, Measurement of
these costs is needed for informed policy choices.
They represent a policymaker's "targets." Once
they are measured, available policy "instruments"
can be brought to bear and, if necessary, new
instruments devised, to reduce these costs and/or
change their distribution,
III.

Impact costs can be allocated among four
economic entities: (1) the Federal Government
and, hence, society as a whole, (2) the local
community, (3) the firm, and (4) the individual
worker or employee, These costs may manifest
themselves as termination changes, excess of
overstrained community overhead facilities, unused productive capacity or unemployment, respectively. Although attention is usually focused
on the costs of a DoD cutback, costs are incurred
in upswings, too. For example, the extra demands
placed on a community for recreation, fire and
protection, etc., during a rapid defense-induced
expansion may, because of a relatively inelastic
tax base, simply overstrain the existing systems,
and cut back the level of service to all residents.

Further Questions

While the available data are adequate to
reach the above conclusions, more and different
kinds of data are needed to test what we call
the "policy hypotheses," These hypotheses are
concerned mainly with the micro-economic aspects
of defense impact rather than with the macroeconomic aspects. An attempt to describe the
micro-economic problems of defense impact, such
as the impact of a given base closing, contract
termination, or regional adjustment, will lead to
the identification of the data that are needed,
isolate current data gaps and su~~est analytical
methods to handle such problems.S'This approach
to economic impact research is likely to be more
fruitful than comparing differential regional
growth impacts, comparative dependence ratios,
etc.

Knowledge of the magnitude and allocation of
these costs is important to the policymaker. He
cannot decide whether a decision to purchase, to
terminate, to close a base, etc., is economically
efficient unless total social costs are introduced
into his calculations,
What is the appropriate methodology for
measuring the costs and their allocation? The
answer presupposes a knowledge, obtained through
the application of theory to the existing circumstances, of the nature of any likely costs. It
is towards such an application that we turn now.
Such analysis should put some flesh on the rather
abstract policy bones outlined above, as well as
assist in the formulation of the right kinds of
statistical investigations. Such an approach
should help non-defense policymakers in their
attempts to predict and offset the impact of
defense activities .•

Research along these lines could be used as
follows: We desire to examine the implications
of a major change in national policy, such as the
successful conclusion of the war in Vietnam.
Using appropropriate models, we predict the aggregate effects of such a change. Again using
appropriate tools, we predict the distribution of

y

Bolton, Roger E., Defense Purchases and
Regional Growth, the Brookings Institution,
March 1966; Higgins, Gerald, op. cit.,
Oliver, Richard, "The Employment Effect of
Defense Expenditures," Monthly Labor Review,
September 1967, pp 9-16, CONSAD Research
Corporation, Regional Federal Procurement
Study, prepared for the Office of Economic
Research, Department of Commerce, draft.
A useful step in this direction is contained
in various studies done for the Arms Control
and Disarmament Agency (The Dyna-Soar, Post
Layoff Experiences, Republic Aviation Workers,
Martin Company Employees' Reemployment Experi~ ' and Community Information System); the
Department of Labor (Unemployment and Reemployment Experience of Scientists and Engineers)
and NASA)

A,

Impact on the Individual

The impact on the individual depends on his
employment and income. The net gain or benefit
to an individual of working "for" DoD is the
difference between his salary thus employed and
what he could earn otherwise (zero if he was
previously unemployed) or what he earned previously. The effect on real output can vary.
Total national product may be increased if DoD
bids workers away from their present employment
into more productive employment. It may remain
the same or even fall if the new employment is
no more productive or less productive. DoD may
merely raise the rent on scarce skills.
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"cost" to the individual of a cutback or
termination of defense vork is any loss of employment and income. ff one accepts employarent at a
lower paying iobr the d-ifference betvreen that
salary tta tn" defense salary is the cost borne
by tnl employee. If unemployn,ent results, the
nlt cost i. irr" total loss of tiefense-generated
salary less unemplo3rment compensation received'
The

this formulation of the problem, net
be relatively easy to isolate frorn
should
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personnel files and other available sources'
Given

ad-ditional consid.erations, however, make
the task more complex. First, the actual net
costs thus computed assume the worker considers
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his job a permanent position. If, however,
example'
wortlr loots at his job as temporary, for
as a wartime job, his increased income in tlefense
such
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heavily as the loss of permanent income'
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t on the Firm

The benefits and costs of DoD variability to
the firm can be isolated. BasicaLly, they are
based on the profit rate of the firrn over the
defense cyc1e. Costs, in terms of a deereased
profit ,ui., "u.., be erpected from unanticipated
ioD cycles such as premature cancellation of
contrlcts or lack of follow-on contracts when
such were expected. The d.efense firm may be
subjected to both risk against which it-can
which it cannot
"iniuret' and uncertainty against
paying
a premir:m to
already
be
may
insure. DoD
the firm to compensate it for the risk involved
hand,
in DoD variability. The firm, on the otherdefense
of
pooling
the
by
uncertainty
may react to

questions, however, remain unanswered'. To what
extent are we already compensating a firm for
measurable risk via the payment of an "insurance
premir:m?" What costs are inherent in unexpected
variability (uncertainty) of defense d'emand"? Hov
successful are d-efense firms in pooling uncertainty
by diversification, etc? How does the mix of risk
aird uncertainty vary between RDT&E contracts and
contracts? How mobile are capital
production
-r""our""t between
defense and conmercial work?
Most l4ajor defense firms are relatively specialized. Do they have lower average profit rates

than non-d-efense firms ln the same or similar
ind,ustries?-l=/ How do profits vary over the cycle?
To what extent is DoDls policy of provid'ing
machine tools a recognition of the costs of variability? Are these maehine tools funneled into
uru." *hur" DoD demand is least predictable? What
is the effect of DoD reparations in the ease of
eontract cancellatlon?
C

tfre costs

Conmun

ity

The basic costs incurred. by the community can
be isolated through analyzing the loca} governmentts budget. During the upswing of the DoD
cycle, benefits accrue to the community through
increments to the tax base caused by people moving
lnto the area, finns expandlng, and existing
property holdings increasing ln value' Of course,
p.."ffuf declines may be oecurring elsewhere'
iimilarly, costs are incurred- by the government
in proviaing public services (education, utilities,
police, fir- protection, recreation) for the
incr"us"d popul"tiot. If the upswing in d'emand' is
met solely by workers already in the area, but
possibty not in the work force, the increase in
demand for goverrrment serviees may not be reflected
that the
i" ir," expaision in the tax base' Noteprovides
a
property,
real
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tax
iyp:-"":- Ilcal
relativelY inelastic base'
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its size, although
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not intrafirm. It loay be rational for a
given firm, with excess capacity, to accept
ioD contracts with a rate of return Less
than that earneci on commercial work' Firms '
fike the individual investor, may a'1so act
tc Poo-l risk.

and- commercial work.
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i'e"''":r:l
in its variability'
t98

As in traditional economic theory, the micro
and macro aspects of the defense impact "science"
are not mutually exclusive. Data on mobility,
occupational and educational profiles, etc.,
gained through the case study approach will
certainly be applicable (e.g., as weights) to
extensions of current macro-impact research. Such
case studies, when combined with the results of
the more traditional macro-impact analysis, should
make it easier to measure impact, its costs, and
the allocation of these costs, thereby assisting
the task of policymakers at the local, regional,
state and national level.

Conclusion
It has been our objective to outline the
progress, both in data and analytic techniques,
that has taken place in the two years since the
Ackley Committee Report. Further, we have
attempted to indicate additional lines of research
that should be of interest not only to the economics profession, but to the policymaker. It is
not our intention to advocate a complete reorientation of impact research away from "macro"
analysis to "micro" or case study analysis. It
is our intention, however, to point out the
comparative neglect of this latter sphere and its
importance to the policymaker.
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STATISTICS ON INDUSTRIAL AND REGIONAL DEFENSE IMPACT
Roger E. Bolton, Williams College
In the time available to me here,
I cannot give a detailed critique of
the statistics we now rely on to measure the impact of defense demand on
regions and industries, or of the multitude of studies in which the statistics have been manipulated. I hope
instead to suggest a broad frame of
reference and the key questions one
should ask in evaluating our data.
However, I do hope my footnotes will
help the uninitiated reader get acquainted with the field if he wishes.

have the equipment made, and so on.
If this is so, redefining specifications toward items which can be
produced in industries with excess
capacity will allow the economy to
produce national defense at a lower
real cost. Even if the basic design
cannot be changed, the choice of the
geographical site may be less constrained, Even if a weapon must be
constructed of certain materials and
components, there may be some flexibility in where the separate pieces
are manufactured, especially the
very common parts like nuts, bolts,
and transistors. And the military
buys large quantities of such very
common items directly, for routine
operations. The real cost thus depends on the regional distribution
of production, if some regions have
excess capacity.

My general conclusion is that the
present statistics can give a very valuable and fairly accurate picture of
broad patterns, but not of the dependence of particular industries and
regions, narrowly defined, on defense
activity. The implication is that
considerably more resources need to
be put into statistical work to facilitate the comprehensive planning
which would allow us to face the prospect of large changes in defense
spending with more confidence than
exists now.

Normally Ne rely on the market
to insure minimum cost production,
but market prices do not always accurately measure real opportunity
costs, because prices and wages are
rigid downward and do not fall when
there is excess capacity and thus
relatively free resources. This
phenomenon is well known in depressed
areas (but some areas are so unproductive that their resources would
not be employed at even much lower
prices). 1 Of course, the budgetary
costs incurred by the Defense Department will be higher if procurement is guided into those areas,
otherwise the areas would have been
chosen in the first place. The budgetary cost to the entire government
may or may not be higher, for offsetting higher procurement costs are
savings in unempl~yment insurance
and relief costs.

Datd on the industrial impact
and on the regional impact are somewhat related to each other. Every
defense product is specific to a particular industry, so the regional impact of demand for it is affected by
the regional distribution of the industry's capacity. On the other
hand, some spending is specific to
particular regions. This is true for
some military bases, the location of
which depends on climate and other
geographical factors.
THE POLICY BACKGROUND
Let me describe briefly the uses
for good data economic policy has.
First, when the defense budget is increased, data on the ultimate impact
of defense production can be used to
guide it into sectors which have excess
capacity. If military products are
not rigidly defined by technical factors, military planners have some
choice in the kind of equipment to
use, the materials out of which to

Clearly, exploiting the existence
of excess capacity to keep real costs
low requires knowledge of the ultimate impact of various specifications,
This use for good data is not often
discussed, Minimization of budgetary
costs is the criterion by which procurement is administered. However,
attention to real costs is logically
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The quality of the statistics
needed in all these cases depends
on the situation and on the goals
of economic policy. Take, for example, the third use, coping with cutbacks. Much depends on just how
much interference in the working of
the market is desired. Complete
reliance on the market would not be
desirable, because the lack of
perfect price flexibility and mobility would lengthen the transition
period. But a very active policy to
ease the transition has its own
dangers. It may encourage dependence on handouts, resistance to
~obility, and its own kind of lobbying. It may be best not to try to
eliminate every temporary bit of unemployment, if the only way this can
be done is to blunt incentives for
local initiative, mobility, and
planning by firms and local governments for diversification. But the
more active the post-cutback policy
is, the greater are the data requirements for intelligent action.

consistent with the cost-effectiveness analysis stressed in the
government now. The economics
which the cost-effectiveness analysis applies has always stressed
the importance of using real costs
and not market prices, if the two
differ.
There is another use for good
data when a defense buildup is anticipated, It may be socially desirable
not to overconcentrate defense production in certain regions, even if low
real cost in the short run calls for
it. We may question if it is wise to
let areas exploit fully their advantages for defense industry. Of course,
overspecialization in a region can create problems no matter what i&dustries
are involved; defense is not alone on
this score. 'lie know this from experience with timber cutting, coal mining,
railroads, and textile manufacturing.
But the dangers are greater when defense is involved. By its nature it
is highly volatile and so the possibilities of large changes are greater.
And it is government spending and so
subject to political pressures. The
adjustment problems which a decline
in spending would bring to overspecialized areas create political forces
against the decline. These pressures
may have unfortunate effects on our
political decisions and foreign policy.
One cannot know just how important
this is--one surely hopes it is not
very important. But some exaDples from
the recent past are not encouraging,
for example, the furor and lobbying
over the several waves of base closings.
At any rate, if overconcentration is
to be avoided, the eventual impact of
defense must be known.

INTERRELATIONSHIPS IN PRODUCTION
The major reason for the many
gaps in our present knowledge is the
great interdependence between specialized parts of the economy. The
final delivery of any good or service
is t~e end of a long chain of production, parts of which are carried
on in many different industries and
regions. If a missile contract is
let to an aerospace firm in California, the actual impact is scattered
all over, because the prime contractor must buy parts and services from
other firms, which in turn must buy
from still other firms. To trace
the true impact of a defecse order,
we must know the specific interindustry and interregional trading
patterns involved. ,'1:aking assumptions about these patterns is the
major statistical task in any study
of the economic effect of defense.
Even studies which seem to involve
only the national aggregate impact
must make these assu~ptions implicitly, for the effect on national
e!llploy;i;ent and prices depends on
how much production occurs in sectors
with excess capacity.

This suggests a third use for
data, the only one which is mentioned
much in popular discussion. If it is
contemplated that defense needs will
decline, it is important to know the
industrial and regional effects to plan
for any adjustment problems which will
result. Advance planning is necessary
to act quickly to speed the transition
and prevent distress during it. Having
this capability may even bring about
the situation in which it can be used,
for being ready may reduce economic
pressures against declines in expenditures.

Actually, the chain of impact is
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not yet fully known even when all the
production of parts of the defense
item is tracked down. The incomes
earned in producing the item will be
respent by workers on other goods and
services. In turn the workers rewarded
for producing those goods will respend
their incomes in still another round of
expenditure, and so on. All this is
the familiar 11 ,rrul tiplier" process,
which also contributes to a dispersion
of impact all over the economy.

This is appropriate for a measure of
personal income "where received,"
but not for one of impact. Since a
man must eat and 1-1ear clothing even
if he is not in the armed forces, it
is not clear:that these ite;ns should
be included in what we call defense
production. But assume they are
included. Then it is obvious that
the food and clothing furnished the
soldier are not necessarily produced
ln the state where he is stationed,
but that is the state in which the
value is reported in the statistics.
The data do not show this part of
pay separately, so it is difficult
to make the required adjustments for
a proper measure of impact.

I shall discuss only problems of
tracing through the chain of defense
production, and not go into the multiplier process. The main justification
for this is that the production chain
for defense items may be ~uite different than for non-defense items, whereas the multiplier process is more similar whether the original stimulus
is defense or not. This distinction
is not completely valid; for example,
the expenditure and savings habits of
armed forces families are different
from the habits of families in general.3
3ut the distinction does offer a convenient limit on my presentation.

Servicemen have part of their
pay deducted and sent to dependents;
the amounts are the "allotments." The
~ilitary payrolls data include them
in military payrolls for the state
where the dependent lives, not where
the serviceman is stationed, This
treat~ent is apparently inconsistent
with the way other wages are treated,
for the personal income data do not
reflect any adjustment to allow for
~military workers sending regular
amounts to dependents when they are
h'Orking away from home. Construction
workers may do a lot of this, for
example. It is not clear that the
adjustment should be made for military
personnel and not for others.

THE AVAILABLE DATA
Defense spending can be divided
lnto three parts: payrolls of military personnel; payrolls of civilian
e:nployees; and procurement, meaning
all purchases from firms, including
research and development, services,
opertting and maintenance supplies,
etc.

Another way of looking at this
is that the payroll statistics actually
trace impact beyond the production
chain and into the first round of the
multiplier chain. If one is interested in the locus of production, one
should record all wages in the state
where the soldier is stationed, because that is where he is producing
national defense. The "allotment" is
his way of seeing that the first round
of expenditure in the multiplier
partially occurs elsewhere. But many
people, outside the military, probably spend money outside the state
where they work--construction ·,,;orkers,
people who travel a lot, people who
order from Sears Roebuck catalogs.
In the data, these people are treated

Payrolls. In military payrolls,
one may think the industrial impact
is no proble~, since they are obviously in the 0 overnment sector.
But for soiue purposes of analysis,
the distribution of personnel by occupational specialty is important.
On the regional side, the chief source
of data is ti1e Commerce Department I s
series on personal income by state,
which shoNs military payrolls as a
separate source of income in each
state.5 These data have so~e unsuitable features as measures of impact. They include the value of food
and clothing furnished military men.
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lar year. 8 The other kind of data
is on the operations of certain
manufacturing plants which are known
to specialize on defense products,
either because they are operated by
known contractors or because they
make products the armed services buy
in large quantities.9

differently from servicemen, even
though their practices are not different. This may be a significant
point, since large construction projects have been the major kind of
defense spending in some states in
recent years. For that matter, it
appears that even if a serviceman
transmits money irregularly, without
formal deduction from pay, no adjustment is made.

Prime contract data are useful
indicators of the pattern of some
defense work, especially the last
stages of assembly. However, they
cannot reveal all the impact because
they cannot show more than the incidence of those final stages. To go
farther, the analyst must first find
general interindustrial and interregional trading patterns, and then
assume the patterns for defense production are similar or else differ
in some predictable way. At present,
this combination of assumntions cannot give very precise estimates, especially of the regional distribution, and the error of the estimates
cannot be expressed in the usual
probability terms of statistical
inference.

Civilian payrolls are paid to employees in a variety of jobs, ranging
from the highest Pentagon officials
down to contract officers, shipyard
and arsenal workers, and secretaries
in installations all over the country.
The Commerce Department has available
data on payrolls by state, although
they are not separated out from total
Federal government payrolls in the
published state income data.6 The
data for this part of defense expenditures are closer to tne ideal impact
measures than the data for the ether
two parts. In addition recent Census
of Manufactures have included useful
data on the industrial classification of worker.§ in manufacturing-type
installations .1

A major tool in the use of prime
contract data is input-output analysis, which assu~es the stability of
interindustry patterns at the national
level. Although the collection of
information on national patterns has
increased, there is still an aggregation problem. The information is
on relationships between "industries"
which are broadly defined. For example, one major study used "aircraft,"
"ordnance," "research and development," "electrical apparatus," "elect:r-onics equipment," "business services," and other broad groups.10
Other data show that the industrial
mix within suet broad categories is
not necessarily stable over time.11
For example, "aircraft" includes
both airframes and engines, and the
relative importance changes over
time. The regional distributions of
the two are also quite different.

Procurement. This is the category which gets the most attention
from users of the data. The best raw
material for analysis would be figures
on the value added in defense products
in every business establishment in the
nation. This would include the value
of the final assembly in the missile
contractor's own plant, the production
of the smallest nuts and bolts that go
into the missile, and even the mining
of iron ore and coal needed to make
the steel required to make the nuts
and bolts. With this information at
hand, we could group the values into
industries and regions as detailed as
we please.
These ideal data do not exist.
Instead we have two other kinds of
data. One shows the value of prime
contracts classified by state and by
defense item, so that we know, for
example, the dollar value of contracts
for ships in Connecticut, or for combat vehicles in Indiana, in a particu-

Less is known about interregional
trade than about interindustry transactions. Analysts frequently estimate tne national impact on various
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industries by input-output analysis,
then assume each region's share in
a given industry's defense work is
the same as its share in the industry's total work {data on this share
in the total industry are collected
frequently, but cannot alwais be
published for smaller areas). And
again the regional breakdown is
not very detailed. In a recent study
these regions were used: New England;
District of Colu.nbia, Maryland, Virginia, Delaware, West Virginia; Kansas,
Iowa, Nebraska, Minnesota; and so on.
Only New York, Florida, Texas, and
California were one-state regions. 12
Studies often estimate the net effect
which will result from a shift away
from defense spending to some other
demand. If very broad units are
studied, the net change in the region
may be the result of large decreases
ln some parts of it and large increases in other parts, so that the
adjustment problems are serious after
all. And if the workers have to
change industries as they change locations1 the adjustment is all the
harder. 3

soine contracts may have been misclassified. But one cannot be sure that
this is the case. Also, in 1963 the
Census reported no refining establishments in Iowa, while the prime
contracts are .7 per cent of the
national total in fiscal 1962 and
fiscal 1964, and almost none in fiscal 1963. In fact, the change from
1963 to 1964 in petroleum contracts
is over 10 per cent of the change in
total contracts for Iowa.
Another problem is that a large
volume of contracts is not classified
by state and product at all, mainly
because they are for less than
$10,000. In fiscal year 1967 nearly
$4.S billion, or well over 10 per
cent of the total for work in the
United States, was not distributed
by state and product. These contracts may be for supplies procured
locally by military bases. If they
are, they represent procurement
which is especially important for
some areas. This gap makes it all
the harder to estimate the dependence on procurement of states with
a lot of bases, but relatively little
heavy industry. Although it would
be costly to get full information
on these contracts, a sample study
would be very useful.

There are difficulties in using
the pri~e contract statistics even for
the location of tne final assembly
work. These difficulties are recognized and carefully described by the
issuing office, but are sometimes ignored by users. Some contracts are
put under the state in which the seller's head office is located, or in
which a wholesaler is located, rather
than where the goods are produced. It
is not known how much of a problem this
is. The only product specific enough
to permit a comparison with Census of
Manufactures data is petroleum. The
contract series usually shows a large
part of petroleum contracts going to
New York state, but the Census reveals
only a small part of petroleum refining
is done there. In calendar year 1963
New York refineries accounted for less
than 1½ per cent of national shipments,
but in fiscal year 1964 the contract
statistics show nearly 6 per cent of
petroleum contracts under New York.
The relative positions are reversed
for New Jersey and Pennsylvania, so

A third problem is that the
classification by item ls not similar
to any standard one widely used elsewhere. The categories are broad
enough to raise the same problems
discussed a bit earlier. Tftpical
categories are "services," 'missile
~nd space systf~s, 11 "ships," and
subsistence."
Weapons and electronics equipment, when separately
procured, are classified as such,
but "Contracts for all other types
of equipment and parts, and for repair, maintenance, overhaul, modification and other services, which
can be identified with one of the
specified program categories are
assigned to that category. 11 1; This
explains why aircraft and missile
contracts are sometimes reported in
states which obviously have no manufacturing capacity for them. For
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the managers of many plants do not
know, and perhaps can never know,
what proportion of their output is
defense production. Just as it is
difficult to trace the missile down
to every nut and bolt, so it is
difficult to trace each nut and bolt
to the eventual end product. Both
problems are caused by the same
specialization and interdependence
in the economy. Our data can be improved only by promoting and financing
more detailed record keeping, perhaps
through a system of coding invoices
to identify to producers the ultimate destination of their output.

some purposes, such as a pure weaponstype breakdown, this treatment is useful, but it is not for measuring impact.
Another classification problem
arises with "government furnished
equipment." Sometimes electronics
equipment is procured separately and
handed over to, say, an airplane '.oak er
for installation. Other times the
plane maker buys the ele~tronics himself from a subcontractor, or makes
it himself. This should :nake no
difference for economic impact measurement, but the contract statistics include the item under electronics in
the first case and under aircraft in
the second. Finally, clothing and
food contracts are included, which
means there is some duplication Kith
the Commerce Department series on
military payrolls.

A nu~ber of survey studief have
been made ln specific regions. 7
There are also two major efforts on
a national scale worthy of comment.
One of these is the continuing
surveillance of employment in major
plants working on prime contracts,
by the DOD-NASA Economic Information
System (EIS) program. Results have
been published for employment as of
June 1966 in 387 plants, and periodic
reports on an expanded sampSe are
planned for later periods.1
But
employment in these plants was estimated at only about 30 per cent of
all defense-generated employment in
private industry, and only about 10
per cent of workers working on subcontracts. The second major national
effort is a survey of plants in
certain defense-related industries,
made in 1965 as part of the Annual
Survey of Manufactures. 19 This survey covered shipments and employment
in 76 different defense-related
SIC 4-digit industries. Information
was collected on shipments to the
Defense Department as well as other
Federal agencies. Some of the industries' work on subcontracts was
also reported, but the coverage on
this is limited because many industries which sell to the defense
industries were not included. Beside all the nonmauufacturing industries, even some manufacturing
ones which sell a lot of goods on a
prime contract basis were excluded:
food, furniture, leather products,
and apparel. The total value of

A number of studies have attempted
to find typical regional subcontracting
patterns, so that better adjustmentf
to prime contract data can be made. 6
But perhaps the contract data themselves can be improved at relatively
little cost, by presenting alternative
classifications useful for different
analyses, by reduction of the headoffice problem, and by-a study of a
sample of smaller contracts. The
costs of improvements like this should
certainly be ascertained, and users of
the data sounded out on the value of
the improvements. However, no matter
how prime contract data are improved
as measures of prime contracts, they
will always have serious limitations.

Let me go on to the other approach,
direct surveying of plants to find out
what defense production goes on in
them. This tries to create the basic
raw material directly, rather than
by adjusting contracts data. However,
it ls costly and has problems of its
own. Previous efforts on a national
scale have been limited to certain
industries and plants of large size.
Since defense production takes place
in every nook and cranny of the
economy, one should survey, on a sample
basis, the entire universe of firms,
and not just manufacturing ones. But

205

shipments on prime contracts reported
was 315.9 billion, which is over half
the $28.6 billion in prime contracts
let to business firms for work in the
United States in 1965. Alt~ough the
survey did not gather information bn
value added in defense work, it is
clear that not nearly all the plants'
shipments represents value they added
themselves. This study is very useful
because of its industrial detail and
its presentation of data for some
metropolitan areas rather than just
states. It s:nows, by the way, t:c.at
the percentage of an industry's shipments going to defense varies considerably from region to region, which
is sometimes assumed not to happen ,,hen
input-output analysis-rs used. But we
do not know if this variation is due
to real variation or to regional differences in the coverage of the survey.

FOOTNOTES
1. Borts, George, and Stein,
Jerome, Economic Growth in a Free
Market, Columbia University-Press
(New York, 1964), pp. 193-205.
2. A forthcoming report on
Federal procurement policy, by an
"Independent Study Board" appointed
under the Public Works and Economic
Development Act of 1965, suggests
the government study more carefully
the implications of persistent unemployment for efficient procurement.
3. As shown in the Survey of
Consu~er Expenditures, 1960-61.
See u. s. Bureau of Labor Statistics,
Report No. 237-93, Consumer Expenditures atd Income, Total United States
Urban and Rural, 1 ~ 1 (U, S.
GovernmentPrinting Office, 1965).

In closing, let me say the work
done so far is extremely valuable and
has generated very useful information.
Any call for still more should not
negate that. Indeed, it is derived
from the extensive experience ½ith the
global data available so far. The
critical question now is whether a
major additional investment is warranted to ger,erate information about
the dependence on defense of more
narrowly defined regions and industries.
In the regional area, states or groups
of states are still the com,non uni ts
of analysis. The data we have so far
unfortunately do not tell us how valuable even more data would be--~e are
not in a situation where, given the
standard deviation of a sample of one
size and the t distribution, we can
figure out how useful enlarging tLe
sample would be. The data we have no~
have not been collected as a random
sample. But all in all, I ¼Ould hazard
the guess that an expanded program, emphasizing metropolitan areas, would contribute to a more informed set of policies in the senses I described at the
beginning. And I believe the value of
this would justify a large increase in
the costs of getting the data.

4. This division is not the
same as in the Budget. There, some
procurement and some civilian payrolls are grouped together in "Operations and Maintenance," and the
"Procurementtt title excludes research
and development and construction.
5. These data are published
annually in an issue of the Survey
of Current Business (U. S. Govern:iient Printing Office, monthly),
usually the August one. A detailed
description of how the state distribution is estimated is in U.S.
Office of Business Economics, Per~ Income ]Z_ S t a t e ~ 1929,
a Supplement to the Survey .9.f ~rent Business (U.S. Government
Prtnting Office, 1956), pp. 95-7,
1 00-01 •

6. Payrolls for civilian employees, on a slightly different
basis, are published very late in
U. s. Bureau of Employment Security,
Employment~ Wagts .9.f Workers
Covered ]Z_ lli Sta e Unemoloyment
Insurance~ \T1ieBureau, quarterly).
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1. Information for 1958 and 1963
is in U. s. Bureau of the Census, Census of Manufactures, 1963, Vol. II-,Wustry Statistics, Part II (U.S.
Government Printing Office, 1966),
pp. SRl-7.

14. The comJlete list of item
classes is: Airframes; Aircraft
Engines; Other Aircraft Equipment;
Missiles; Ships; Combat Vehicles;
Non-Combat Vehicles; Ammunition;
Electronics; Petroleum; Other Fuels;
Containers; Textiles and Clothing;
Subsistence; Construction; Services;
Military Building Supplies; Weapons;
and seven classes equipment and
supplies--Construction, Transportation, Production, Medical and
Dental, Photographic, Materials
Handling, and All Other.

8. u. S. Office of the Secretary
of Defense, Military~ Contract
Awards .£Y Region and ~ (The Office,
annual). The 196bissue, which includes data for 1962-66, is reprinted
in U.S. Congress, Joint Economic Committee, Hearings, 90th Cong., 1st
sess., Economic Effect of Vietna~
Spending, Vol. II (U. s-.-Government
Printing Office, 1967), pp. 889-1017.
A much more detailed product classification is available, but only for
national data and not by region:
U. S. Office of the Secretary of Defense, Military Prime Contract Awards
.!2z Service Category and Federal Supply Classification, T'§b3~ (The
Office, 1967).

15. Notes to U. S. Office of
the Secretary of Defense, Military
~ Contract Awards .!2z Region~

~-

16. C-E-I-R, Inc., Economic
Impact Analysis .2f Subcontracting
Procurement Patterns of Major Defense Contractor~heCorporatTon,
1orthe Department of Defense,
Bethesda, Maryland, 1966).

9. Tiebout, Charles, "The Regional Impact of Defense Expenditures," in Bolton, Roger, ed., Defense and Disarmament, Prentice-Hall
(Englewood Cliffs, N. J., 1966),
pp. 129-31.

17. Examples are reported in
Tiebout, "The Regional Impact," and
literature cited there, and Gordon,
Guy, ! Stud,r to i"!easure Direct and
I n ~ ~ Impacts£! Defense Expendi~ £_£~Economy, University of
Washington (for the U. s. Arms Control and Disarma~ent Agency), 1966.

10. Leontief, Was3ily, et. al.,
"The Econo,nic Impact--Industrial arid
Regional--of an Arms Cut," Review of
Economics and Statistics, vof:-7+7",
No. 3 (August 1965), pp. 217-241; reprinted in Joint Economic Committee,
Economic Effect of Vietnam Spending,
PP• 687-724.
-

18. Buehler, Vernon, "Economi\il
Impact of Defense Programs," Defense
Industrf Bulletin, Vol. 3, No. 3
(March967), reprinted in Joint
Economic Committee, Economic Effect
of Vietnam Spending, pp. 870-88.

11. Research Analysis Corporation, Economic Impact Analysis:!
Militarf Procurement Final-Demand
Vector The Corporation, for the
Department of Defense, McLean,
Virginia, 1967), pp. 19-34.

19. U. S. Bureau of the Census,
Current Industrial Reports, Series
MA-175(65)-2, Shipments of DefenseOriented Industries: 196'5'°:"(The
Bureau, 1961).
-

12. Leontief, et. al., "Economic Impact."
-- -13. Ibid., pp. 695-6 of Joint
Economic CoiiiinTTtee version. A study
of regional impact using in~ut-output analysis has recently been completed by CONSAD Corporation and will
be released by the Economic Development Administration along with the
report mentioned in note 2.
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INDICATORS OF MILITARY DEMAND
Hurray L. Weidenbaum, Washington University
After a long and happy honeymoon during
1964 and 1965, the marriage oetween tne
New Economics and the Old Politics appears
to be heading for the rc-cks in 196 7.
It
&ay be a bit early to conduct a post-mortem on the sequence of events.

ing substantially to inflationary pressures.
Hindsight reveals that there were
numerous indications of this expansionary
impact of Federal activities.
However,
these data were not generally available
to private analysts; certainly, such information was not included in the standard compendia of economic statistics,
such as the ~conomic Indicators, the Federal Reserve Bulletin, and the Survey of
Current Business.

Nevertheless, even a preliminary analysis
indicates that a major cause of the difficulties was the economic problems emanating from the Vietnam War.
In retrospect, it appears that economic policymakers in late 1965 and early 1966 first
failed to appreciate the swiftness with
which the expansion of the U.S. commitment in Vietnam was affecting the level
of aggregate demand in the domestic economy.
Then they delayed in initiating
stabilization action promptly enough.
Meanwhile, inflationary pressures developed in the American economy which wreaked all sorts of economic and political
havoc, ranging from the virtual elimination of the wage-price guidelines to the
collapse of effective budgetary policy at
the Federal level, at least during part
of 1967.

The following is a sampling of the indicators of rapidly rising military demand
during the first six months of 1966.
Military contract awards were up over a
third from the first half of 1965.
The
rate of military obligations (which includes both contracts awarded to defense
firms, as well as the Pentagon's current
payroll costs) was one-fifth over the
level of the preceding six months, and
almost one-third over the similar period
in 1965.
Draft calls rose sharply, totalling 163,300 for the half year, compared to 62,100 during the first half of
1965.
The total number of men in the
armed forces rose by 237,000 in the first
half of 1966 compared to a slight decline
during the same period a year earlier.
The amount of raw materials reserved for
defense work increased substantially.
For example, aluminum set-asides rose
from a quarterly rate of 128 million
pounds all through 1965 to 215 million
pounds in the first quarter of 1966 and
260 million pounds in the second quarter.

Introduction
This study has a much narrower focus than
that presented by these problems.
Hopefully it develops a method for dealing
with the issues of economic analysis before they snowball into major questions
of political controversy.
A brief review of the conceptual problems involved
in estimating the strength of military
demand may aid in designing statistical
series which can help to avoid the 196667 type of problems in the future.
For
example, the emphasis on the so-called
national income accounts budget was
appropriate in 1964 and earlier in order
to explain such concepts as the full employment budget surplus and fiscal drag.
By focusing on this measure of Federal
fiscal policy, during 1966, the Council
of Economic Advisers was able to point
with pride to a budget surplus of over
$3 billion during the first half of the
year.
This naturally was interpreted as
indicating the presence of Federal fiscal
res train t. 1

Yet, this type of information did not generally get into the contemporaneous discussions of economic policy.
The great
bulk of the public debates during late
1965 and the first half of 1966 kept the
Vietnam war and the domestic economy in
separate categ~ries.
It is almost forgotten that business capital investment
was most frequently cited as the culprit
for any inflationary pressures that were
then present in the economy.
In opening the discussion of the impact
of Vietnam on the economy during the Congressional hearings on the President's
January 1967 Economic Report, Senator
William Proxmire, chairman of the Joint
Committee, stated:
" ... in 1966 our government made
a serious economic policy blunder.
it is clear to me that we would
have reduced spending and/or increased taxes -- possibly both -if we had better and more accurate
information. 11 2

The false sense of fiscal security that
resulted of course was most unfortunate.
For, simultaneously, the Federal Government's demand for the resources of the
American economy was accelerating to meet
the needs of the Vietnam war and far more
rapidly than the rise in tax collections.
Hence, a realistic appraisal of the situation, not restricted by the limitations
of the accounting conventions underlying
the NIA Budget, would have shown that the
Federal Government was indeed c0ntribut-

_!!:Tl_L!"ovin_g __the _l]tilizatio~, of Available Data
This study attempts to contribute to an
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improved knowledge of the economic impact of military spending by showing how
"better and more accurate information"
can be obtained,
IroLically, the basic
data are currently available.
The information is either buried in governmental
administrative reports or released on an
informal or irregular basis.
This inform~tion certainly is not brought together
and issued in a form convenient for current economic analysis.
Fundamentally what is needed are measures
of the changing military demand for manpower, materials, and other resources of
the American economy.
Because of the
sharp and erratic fluctuations both in
military purchasing and in the methods
of recording it, the search for available
statistical information should not be limited either to a single series, such as
military expenditure data, or to the information issued by a single source, such
as the Department of Defense.
Rather, a
variety of indicators of changes in the
level of military demand is required.

The final category of indicators of military demand contains simple analytical
manipulations of available series.
Included in Table 1 is the relationship between defense obligations and expenditures.
Generally an excess of military
obligations incurred over expenditures
made during a given period signals a
buildup of defense production.
A reduction in the excess of obligations indicates that new military demand is approaching the current production rate of defense industries.
A turning point in the
relationship, when expenditures begin to
exceed obligations, normally takes place
during a period of slowdown in military
demand.
Another simple manipulation is making an
adjustment to the national income accounts
budget so that the military purchases reported reflect more closely the utilization of resources by government contractors.
Much of the impact on employment,
production, and income of a military
buildup occurs soon after orders are
placed with military contractors.
However, the statement of Federal receipts
and expenditures on national income
account, the "national income budget", confines the measurement generally to the
delivery of completed weapons and other
military "hard goods" and thus lags behind the impact on economic activity.

Table 1 shows the results of a survey of
possible indicators of military demand.
Five categories of data help to illuminate important changes.
The manpower
series are draft calls and total armed
strength.
The material series are the
defense material set-asides made quarterly by the Department of Commerce.
The
business series indicates the volume of
To compound the problem, the national innew orders awarded by the Department of
come accounts budget records government
Defense to private industry.
Closely
revenues on an accrual basis, which prerelated are financial measures, the sercedes the actual receipt of cash by the
ies on defense obligations incurred regovernment.
The net result is that this
ported by the Department of Defense.
guideline for fiscal policy was very slow
TABLE 1
SELECTED INDICATORS OF MILITARY DEMAND
Source
Current Original Publication
:atego_i::x_
Series
Draft calls
Selective Service System Press releases
-~anpoi-1er
Armed strength
Defense Department
Selected Economic Indicators
_'.ate rial

Defense set-asides for
copper, steel, aluminum

:Ousiness

Military contract awards:
Actual data
Defense Department

Commerce Department

Press releases and
Congressional hearings
Selected Economic
Indicators
-----------

Seasonally adjusted Commerce Department
:inancial

Defense obligations:
Actual data

Defense Department

Seasonally adjusted Commerce Department
.-.::alytical

Selected Economic Indicators
Business Cycle Developments

--------------Relationship between
defense obligations and
expenditures
Adjusted NIA Budget to
reflect resource use
more promptly

Defense Department

Monthly Report on Status •f Funds

Commerce and Defense
Departments

Survey of Current Business ~nd
Monthly Report on Status of ~unds
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to pick up the direct expansionary impact
of the Vietnam buildup, but quick to take
account of the indirect deflationary impact of the expansion in revenues.
A
rough adjustment to eliminate the lag of
deliveries behind production reveals that
the first half of 1966 was not a period
of fiscal restraint; on the adjusted basis, the national income accounts budget
ran a deficit of over $4 billion.
This
deficit was repeated in the second half
of the year.
Essentially, the adjustment
involves averaging the obligations and
deliveries series, so as to approximate
the actual production which occurs in between these two points. 3

for the coming year and were uncertain as
to the future trend of military spending.
The third quarter defense obligation figure of $19 billion, if promptly available,
would have been a useful piece of information.
It confirmed the continued expansion of military demand and rendered
obsolete the January 1966 Budget estimate
that defense obligations would decline in
the fiscal year 1967.
More recently, these data indicated in
early fall of 1967 that the rapid rise in
government outlays necessitated by the
Vietnam war was drawing to a close, barring another fundamental escalation in the
U.S. commitment.
Some of the indicators
of a level off in military demand were a
plateau in military prime contract awards
since the first quarter of 1966, an abatement in the rise of the size of the armed
forces, a reduction in draft calls, and a
reduction in defense set-asides of steel
and copper.

The appendix to this report shows how the
various series can be utilized in preparing a quarterly report on "Indicators of
Military Demand"(henceforth referred to
as Military Indicators).
Some Possible Applications
It may be helpful to speculate as to the
use to which such information may have
been put during 1966 and 1967.
If the
Military Indicators had been promptly
available at least quarterly, it is likely that this information would have en~b led analysts mo re clearly and quickly
to pinpoint the extent to which military
demand was rising more rapidly than estimated in the January 1966 Federal Budget and, hence, the extent to which Federal fiscal policy should have been
tightened.

The series assembled in this report will
not invariably enable the user to forecast the magnitude and direction of every
change in military demand.
However, the
regular issuance of comprehensive measures of military resource utilization
will improve our knowledge of and ability
to analyze what has been a most volatile
and destabilizing element in the American
economy.
Such information also would be useful in
planning for the economic adjustments
that would be required by peace in Vietnam.
The leading indicators of future
trends in military spending might provide
valuable lead time for taking early action
to utilize the resources made available
by a reduction in military requirements.
Waiting until the actual declines in military expenditures are recorded in the
national income accounts might well result
in substantial unemployment of laid-off
defense workers prior to the initiation
of any economic adjustment actions.

The most helpful characteristic of the
Military Indicators report would have
been to bring together the relevant statistics in one place so that they could
have been analyzed in conjunction with
each other.
For example, the report
shows that military expenditures were
$15 billion in the first quarter of 1966.
That is, they were running at the annual
rate of $60 billion, substantially above
the total estimated in the Budget for the
fiscal year 1966.
Hence, it could be seen
early in 1966 that the January Budget estimates were too low.

Making the Proposal Operational
At present, there is no single source that
the analyst can turn to for the data contained in the Appendix.
In response to
the author's earlier suggestion along these
lines,4 the Joint Economic Committee requested the Pentagon to issue a monthly
report of economic indicators relevant to
defense programs.
The result, Department
of Defense Selected Economic Indicators,
is an important contribution to the improved utilization of available data on
defense programs.
Unfortunately, the
Pentagon release is limited to data obtained from the Department of Defense itself.
Hence, no information is shown on

This was confirmed during the March-June
quarter of 1966 when defense obligations
rose to $22 billion or an annual rate
that was $24 billion above the same period of 1965.
It would seem that this indicated that the Vietnam buildup on the
American economy was occuring early in
1966.
A Military Indica_!:-9~ report also would
have been of value in the July-September
quarter of 1966.
That was the period
when so many private analysts were preparing their economic forecasts and plans
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draft calls and defense material set-asides, only one seasonally adjusted series
is offered, and of course no analytical
series are included.

Appendix Tables
INDICATORS OF MILITARY DEMAND
by

Ideally, a Federal agency should issue an
expanded version of the Selected Economic
Indicators which incorporates the suggestions contained in this paper and further
improvements.
Meanwhile, analysts evaluating the changing impact of military
outlays on the American economy can develop their own version.
This can be
done for the most part by regularly obtaining copies of the publications listed
below and supplementing them with data
gleaned from press releases, Congressional hearings, and similar informal sources:

Murray L. Weidenbaum
with the assistance of
Stephen F. Seninger
Washington University

Department of Defense, Selected Economic
Indicators and Monthly Report on Status
of Funds, both issued by the Assistant
Secretary of Defense (Comptroller); Department of Commerce, Business Cycl~
Developments and Survey of Current Business, both issued by the Government Printing Office; and the Annual Report of the
Selective Service System, also issued by
the Government Printing Office.

1.

Military Manpower and Draft Calls

2.

Defense Material Set-asides

3.

Military Prime Contracts Awarded

4.

Department of Defense Total Obligations

5.

Defense Obligations and Expenditures

6.

Federal Budget Surplus or Deficit
(NIA Basis)
Footnotes

1

Arthur Okun, National Defense and
Prosperi~, Remarks before the American
Ordnance Association, Washington, D. C.,
October 12, 1966.

Conclusions and Recommendations

2

Joint Economic Committee, The 1967
Econom~~~rt of the President, He--;;;-rings
before the ~ommittee, Part 1, pp. 10-11.

An analysis of generally used measures
of military spending reveals major
shortcomings for purposes of promptly
analyzing and identifying the changing
impacts on the American economy.
Much
of the problem arises from the failure
to utilize measures of the early stages
of the spending and procurement process
when shifts in government demand first
influence the level of economic activity.

3
For a detailed analysis of the adjustment, see 11. L. Weidenbaum, "Impact of
Vietnam War on American Economy," in
Joint Economic Committee, Economic Effect
of Vietnam_Spending, Vol. 1, 1967, pp.
209-211.

4

Joint Economic Committee, Economic
Effect of Vietnam Spendi~, v~-;--1967,
pp. 177-178.

From existing operational statistics,
additional series can be developed which
illuminate more promptly and penetratingly important changes in military demand.
The Federal Government should issue at
least quarterly a publication of general
circulation which contains comprehensive
data on military obligations and expenditures, military manpower trends, draft
calls, and defense materials set-asides.
Such a report would bring together in
one place data now scattered in a wide
variety of governmental reports and
releases.
A regularly issued Military
Indicators report would help to inform
the public as much about the major component of the public sector as the Federal Government already reports about
most components of the private sector.
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MANPOWER: MILITARY MANPOWER AND DRAFT CALLS
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Department of Defense, Selected Economic Indicatorsj Selective Service System, Annual Report
of the Director of Selective Service.
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MILITARY PRIME CONTRACTS AWARDED
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1965
1965
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I
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I
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1967

I
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prime contract
awards

Source:

I

II

I

I
29,273

Total seasonally
adjusted contract
28,815
awards
Note:

IV

Ill

38,935

5, 8031

8,714

7,099

7,657

7,734

12,209

10,246

8,747

8,918

12,553

7,389

7,934

8,160

7,665

10,086

10,946

10,149

10,171

10,667

I
38,846

5,332

Does not include intragovernmental awards or contracts for work outside the United States.
Department of Defense, Military Prime Contract Awards, and Subcontract Payments or Commitments;
Bureau of the Census, Department of Commerce, Business Cycle Developments.
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1966

1965

lQ

2Q

1967

Defense Obligations and_ Expenditures
(in millions of dollars)

I

1966

1%5
Category
Net tibligations
Net expenditures
Excess of obligations
over expenditures

1967

I

II

III

IV

I

II

III

IV

I

II

11,722
13,373

12,644
11,442

13,576
11,822

14,285
13,523

14, 865
15,087

17,457
13,697

17,289
15,468

16,625
17,236

17,900
19,892

19,226
15,732

-1,651

+1,202

+1,754

+

76 2

- 222

+3,760

+1,821

-

-1,992

+3,494

611

-Note:
Source:

All figures are seasonally adjusted.
The net obligation figures equal 92 percent of gross obligations,
reflecting an 8 percent adjustment for double counting in the gross series.
Bureau of the Census, Business Cycle Deve~_()_l)__lll_ents; Department of Defense, Monthly Report on Status of
Funds.
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DISCUSSION
William H. Chartener, Goldman, Sachs & Co.

It is difficult to find reason to disagree with the
suggestions made by Professors Bolton and Weidenbaum for improvement of the content and presentation of the statistics on defense spending that are
currently available. Anyone engaged in applied statistics must, as part of his professional credo,
believe in the enrichment of the raw material with
which he works. And our panelists have been faithful
to their professional creed.

problem is similar to that mentioned by Professor
Bolton in connection with efforts to use prime contract data in input-output analysis: the assumption
of stability in product or market mix may not be
valid.
My point can be illustrated by an observation made
in a recent detailed analysis of defense expenditures
and their employment impacts by a member of the
staff of the Bureau of Labor Statistics: " .•. although
defense purchases increased sharply between 1965
and 1967, purchases of civilian aircraft increased at
a higher rate, thus resulting in a decrease in the defense share of total employment. " .!/

If I have any real criticism of their suggestions,
this must be on the basis of cost/benefit analysis -on which point I am in substantial agreement with
Drs. Lynn and Riefler -- and of the purported advantages to be gained through implementation of their
suggestions.

Another suggestion I would make for improvement
of presentation of derivative data has to do with the
Federal Reserve Board's Index of Industrial Production. The Fed publishes a market grouping index for
"equipment, including defense" and for the subcategory ''business equipment" as well as weights for
these categories. But it coyly declines to publish an
index for "defense equipment" alone. It is, of course,
possible for anyone willing to go to the effort to break
out this index; or you can read it off the charts published from time to time by the less coy Federal
Reserve Bank of New York.

Improvements in Presentation
Because my own use of defense spending data is
primarily on the macro scale as an aid in forecasting
general economic developments, I would endorse with
special enthusiasm Murray Weidenbaum's proposal
for a more comprehensive monthly publication of defense statistics. This would not eliminate the need
for serious students of defense data to keep track of
numerous other regular publications, press releases,
Congressional Hearings, speeches, and gossip columns. Nor would the same compendium serve everyone's need, unless it were overwhelming in size.
Also, the need for immediate knowledge and analysis
of data may be so great, especially in a business such
as the one with which I am associated, as to make
even monthly publication too infrequent. Nevertheless,
simple convenience and regularity in availability of
data are strong arguments for such a publication.

Purported Advantages of Better Data
As I indicated earlier, my criticism of the Bolton
and Weidenbaum papers is mainly with respect to the
advantages they suggest will come from improvement
in the presentation and availability of data on the
economic impacts of defense spending.
Mr. Bolton expresses his conclusion succinctly as
follows: "The implication is that considerably more
resources need to be put into statistical work to facilitate the comprehensive planning which would
allow us to face the prospect of large changes in defense spending with more confidence than exists
now.''

Murray Weidenbaum has on several previous occasions performed notable public service in prodding
government agencies to improve the public presentation of their statistics. He had a part in the welcome
split of the novel-size Federal Budget from the traditional Sears, Roebuck catalog version. He spurred
the creation of the new monthly Selected Economic
Indicators now published by the Department of Defense. He has also educated us to look to inventory
changes and contract series as well as the explicitly
designated expenditure figures to measure the impact
of defense spending on the economy.

He cites three particular advantages to be gained
from better data:
(1) "First, when the defense budget is increased,
data on the ultimate impact of defense production can
be used to guide it into sectors which have excess
capacity."
(2) "It may be socially desirable not to overconcentrate defense production in certain regions, even if

There is also room for improvement of economic
impact data generated outside the Defense Department.
The Census series on orders, shipments, and inventories include "defense products" categories, but these
are essentially based on industry data ratber th1.n
product data. This can make it difficult for the analyst to follow monthly data on, s?_y, aircraft. ';_'he

1/ Richard

P. Oliver, "The Employment Effect of
Defense Expenditures," ~,Ionthly Labor Review,
Sc:ptember 1967, p, 11.
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'wasteful I is what enables it to serve this function. And the faster the economy advances, the
heavier this balance wheel must be."

low real cost in the short run calls for it. "
(3) "If it is contemplated that defense needs will
decline, it is important to know the industrial and
regional effects to plan for any adjustment problems which will result. 11

The passage may be recognized as from the currently popular whodunit, Report from Iron Mountain
on the Possibility and Desirability of Peace. Y

Mr. Weidenbaum contends in his paper that the
deficiencies in the way defense spending data are
presented to policy-makers and the general public
contributed to a rift in the marriage of New Economics and Old Politics in the last two-and-a-half years.
And he would have us believe that the improvements
he suggests would reduce the chances of recurrence
of the economic problems of this period.

I do not recite this passage in any effort to expose
Murray Weidenbaum as "John Doe, 11 the professor at
a large university in the Middle West, nor Roger
Bolton as another member of The Special StudyGroup.
My purpose in quoting this hyperbolic statement is to
contrast it with my own conviction that the basic purpose of defense spending is to promote the physical
and political security of our country. We should be
wary of interlarding defense procurement procedures
with miscellaneous strips of economic development
and anti-poverty programs. Moreover, the size and
nature of defense spending needs may change suddenly and unexpectedly from time to time. And we
should not expect a high degree of precision on the
part of fiscal planners -- nor should they try to claim
it -- in fine tuning the economy in response to anticipated changes in defense spending.

Professors Bolton and Weidenbaum thus approach
their objective of improved data on defense spending
from opposite directions. Mr. Bolton argues that
better data would facilitate the planning of increases
or decreases in defense spending to improve the performance of the economy as a whole and of particular
industrial and regional sectors. Mr. Weidenbaum
argues that better data on impending changes in defense spending would make possible the development
of more intelligent broad fiscal policies designed to
influence the level of aggregate demand.

Murray Weidenbaum chooses an easy target in the
fiscal policies followed during the period of defense
build-up accompanying escalation of the war in Vietnam. I have engaged in this sport myself. But I
question the validity of his implication that better
data on defense spending would have led to better
fiscal policies.

With only slight oversimplification, Mr. Bolton's
position could be described as using improved data to
influence the pattern of defense spending in order to
achieve certain economic objectives. And Mr. Weidenbaum would urge better data on defense spending
so that economic policies could be developed to compensate for its changing impact. Significantly, neither has suggested, so far as I could determine, that
the particular improvements in data they propose
would enhance the military effectiveness of the defense establishment or its budgetary performance.
Nor, indeed, is this their assignment today.

The first comment I would make is that the estimates of prospective defense expenditures made in
early 1966 and, to a very large extent, the fiscal
policies then regarded as appropriate flowed logically
from the military assumption adopted regarding the
war in Vietnam. To quote from Secretary
McNamara's explanation at the time:

I am reminded of a passage in something else I
have been reading recently:

"With regard to the preparation of the FY 196771 program and the FY 1966 Supplemental and
the FY 1967 Budget, we have had to make a

"The production of weapons of mass destruction
has always been associated with economic 'waste. 1
•.. In the case of military 'waste, ' there is indeed
a larger social utility. It derives from the fact
that the 'wastefulness' of war production is exercised entirely outside the framework of the economy of supply and demand. As such, it provides
the only critically large segment of the total economy that is subject to complete and arbitrary
central controL If modern industrial societies
can be defined as those which have developed the
capacity to produce more than is required for
their economic survival (regardless of the equities of distribution of goods within them), military
spending can be said to furnish the only balance
wheel with sufficient inertia to stabilize the advance of their economies. The fact that war is

somewhat arbitrary assumption regarding the
duration of the conflict in Southeast Asia, Since
we have no way of knowing how long it will actually last, or how it will evolve, we have budgeted for combat operations through the end of
June 1967. This means that if it later appears
that the conflict will continue beyond that date,
or if it should expand beyond the level assumed
in our present plans, we will come back to the
Congress with an additional FY 1967 request.
If the conflict should end before that date or if

Y

Published by The Dial Press, Inc., New York,
1967, pp. 34-35.
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rates of consumption are less than planned, we
would, of course, have to adjust the programs
downward. In either case, further changes in
the FY 1967-71 Program and the FY 1967 Budget
may occur."~/

of defense spending? This is not the occasion to
compare the general economic forecasting records
of Fortune magazine, for all its amazing perceptiveness on defense spending trends, with that of
the Council of Economic Advisers. However, it
is pertinent to examine Professor Weidenbaum's
remarks on the alarming rise in defense obligations
during the first three quarters of 1966, their inflationary potential, and their implication of a need
for tighter fiscal policy.

The revenue measures proposed and adopted in
1966 -- which included acceleration of corporate
income tax payments and several other devices that
would yield a one-time benefit -- were temporizing,
as would be appropriate for a temporary war. With
hindsight, we know that the military assumption even
in the guarded terms used by Secretary McNamara
was overly optimistic, and the ghost of the fiscal
policies then adopted now haunts the Administration.
But if I may paraphrase the observation made by the
grandfather in "Peter and the Wolf" -- suppose they
had caught the wolf, what then? Secretary McNamara
and the fiscal planners would have been heroes.

Defense obligations are supposed to be an advance indicator of spending, so they should have
been pointing toward a dangerously expanding
economy throughout 1966 and into 1967. Yet the
rate of expansion of the economy in general subsided after the first quarter of 1966; Fortune's
economists had plenty of company in worrying
about an economic slump by the fourth quarter of
1966; and the Administration was being scolded
in early 1967 for not pursuing sufficiently strong
policies to stimulate the economy.

The second comment I would make on the Weidenbaum argument is that reasonably accurate estimates
of the dimensions of defense spending were available
in early 1966 to anyone who read Fortune magazine
and, presumably, to those who were making and influencing fiscal policy. The Budget submitted in
January 1966 estimated Vietnam expenditures in the
1967 fiscal year at about $10 billion. Fortune's statistical detectives estimated that even when they
were going to press in March 1966 the actual costs
were running at a yearly rate of more than $13
billion and that the build-up then planned by December 1966 would carry the figure to $21 billion a
year. j/ This turned out to be almost a bullseye
figure for fiscal 1967 Vietnam spending.

We know, in retrospect, that developments in
the private economy associated with a slowdown
in consumer's zest for spending -- and reinforced
by a tight monetary policy -- set off an inventory
adjustment which dominated the economic scene in
late 1966 and early 1967. Anyone who had followed
the defense obligations figures cited by Professor
Weidenbaum and taken them seriously might have
been so much distracted as to miss out on equally
important offsetting developments in the economy.
I do not want to conclude on a completely negative note. So let me go on record as being strongly
in favor of better, more comprehensive, more
timely data on defense spending and its economic
impacts. But do not assume that this will lead automatically to better policy decisions.

This suggests my third comment on Murray
Weidenbaum 's line of reasoning. What difference
would it have made if there had been full current or
even advance knowledge throughout 1966 of the course

3/
-

Statement of Secretary of Defense Robert S.
McNamara before the House Armed Services
Committee on the Fiscal Year 1967-71 Defense
Program and the 1967 Defense Budget, March 8,
1966, pp. 6-7.

±/ William

Bowen, "The Vietnam War: A Cost
Accounting," Fortune, April 1966, p. 119.
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DISCUSSION 1 OF PAPERS BY BOLTON, 2 WEIDENBAUM, 3 LYNN AND
RIEFLER, 4 ON DEFENSE STATISTICS: QUALITY AND IMPLICATIONS

Is

ns

L-

Wilbur A. Steger, CONSAD Research Corporation

Andrew Kopkind 5 has dubbed the kind
of people our speakers are as "future-planners," a breed concerned with turning our
uncommitted "discretionary" resources,
talents and plans to heretofore unattainable
social and economic objectives. The art,
as practiced by our speakers, is a pragmatic
mixture of recommendations for short-run
action, long-run systems improvement, and
social policy.

"macro. " I am inclined to agree with the
authors 1 implied judgments which confirm
officially expressed Congressional sentiment that: "Improvements in the efficiency,
flexibility and servicing capability of our
statistical system should not and need not
wait for the full establishment of a national
statistical serving center," and that "additional costs (of certain statistical management improvements) ... would be relatively
small in comparison to the overall statistical programs. 116

Like other "future planners," they have
diagnosed serious problems and, confronting
it with their own expertise, have offered solutions to certain important issues of the day.
Like those of us with the activist spirit, they
have made a rough cut at the costs and benefits of their (explicit or implicit) recommendations for change. Without knowing all discretionary "policy-sensitive statistical indicator" resources, they have nevertheless
presented us with a program covering a wide
spectrum:

1.

Weidenbaum's request is for a
relatively immediately implementable "Indicators of Military Demand," designed for
inputs to macro-level fiscal
policy primarily; and

2.

Bolton's call is for better geographical and sectoral coverage, in the long-run to utilize
as input to better resource allocation, governmental productivity, economic development, and regional fiscal
policies and policy implementation.

Nevertheless, we are confronted with
many alternative ways to improve our data
and analytic systems. Even an immediately
implementable suggestion such as Weidenbaum' s carries with it the costs of permanency that go with giving a set of statistical
series official sanction. And the other
choices call for strategies of short to longterm development; integration of statistics
among and between subnational and national
governmental units; and better matching of
theory and statistical needs. The integration of needs, theories, near-in and long-run
data availability, and associated costs and
benefits is becoming recognized as a national
requirement of significant magnitude and importance. In the spirit of encouraging an
overall, integrated approach to a study of the
needs in this substantive area, I encourage
the authors and the relevant governmental
committees to take a hard look at our analytic methods, statistical series and requirements. If one reads our authors "between
the lines," it is easy to detect the concern
that the system of present-day econometric
and interindustry models -- together with
the required data inputs - - are altogether
too insensitive to national and subnational
policy (instrumental) variables, as well as
subnational target variables.

My remarks are intended to encourage
these efforts, not by confronting each of the
authors with implied differences as to the
relative priorities they would suggest.
Bolton, it is true, apparently considers the
macro-data more suitable than does Weidenbaum for giving a "valuable and fairly accurate picture of broad patterns," but they can
only be considered as a matter of comparative or relative advantage for the current
macro-statistics. And Lynn and Riefler believe, apparently, that the "micro" problems are likely to be more severe than the

I share these concerns with the authors.
And I also see the opportunity they see to
take this most important, dynamic and unpredictable economic sector and to use it
as a vehicle to explore the "next round" of
economic models, data systems, and economic policies. If you will, the disenchantment with the military series may help to
open the door to a "second generation" of
policy-sensitive economic models cum
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appropriate data inputs.

activity of the types referred to above may
accelerate or retard national and regional
shifts in production, in population, and in
income. It may thereby affect the relative
growth rates of the nation and its regions.

Let us also assume away, for the moment, one of Weidenbaum 1 s implied concerns - - that, perhaps, as a nation, we do
not want to know too much too soon. Had
the macro data been available earlier and
used appropriately, it is suggested some
of the now- seen budgeting conflicts might
have been made a public concern too
"early. 11 Let us assume, cynicism aside,
that the requirement for early nationwide
debate over major budgetary, fiscal policy
matters is a prime requirement for a
healthy economy and a satisfied electorate.
Qua economists, we must continually stress
the benefits of such early debate. Given the
net benefits of a totally better system, I
would like to address the remainder of my
remarks to a manafement framework for
this improvement.

Thus, a dramatic and continuing dialogue is carried out, comparing the (shortrun) least cost or even maximal agency
cost/effectiveness solutions to the timing,
allocation, and magnitude of Federal procurement -- certainly, favored by the procurement mission-oriented agencies, all
else being equal -- with the longer-run implications. Studies utilizing procurement
data are intended to foster and assist this
dialogue by developing information of a
quantitative nature to guide the public policy
issues relating Federal procurement policies
to regional economic growth. Such information, to be useful in a policy framework,
must focus on the effects - - direct, indirect,
and induced - - of a variety of Federal procurement programs at macro to fine geographical and client- group levels (such as
the county), the identification of pivotal
factors influencing the effects of procurement policies, the consequences on national
and regional growth of alternative Federal
procurement policies and the benefits and
costs of alternative Federal procurement
policies.

A Framework for Improving Analytic
Systems for Procurement Policy Studies
As is well known, a relatively large
proportion of products and services are
provided to the Federal government by the
private sector of the economy. This privately-produced output includes not only
equipment, but also construction, research
and development, management, and other
services. Also, certain goods and services
are produced in government - - for example,
military depots, shipyards, and arsenals.
In addition, the government provides certain
services directly to its citizens. These include defense, postal services, and the like.
For this reason, the government maintains
a large payroll. Finally, the government
makes a number of transfer payments. Each
of these governmental activities generates a
flow of funds.

Ideally, the overall policy-orientation
of such studies calls for three important
analytic dimensions to the impact of Federal
procurement allocation:

The effects of this flow of funds, also
called "impacts, 11 affect a much larger
segment of our national economy than is traditionally considered the government sector
as now identified in the official Standard Industrial Classification. Since a substantial
portion of the nation's economic activity and
resources are devoted to satisfying the demands of the government sector, the nature
of these impacts and their effects on the economic well-being of a region have commanded considerable attention as a pu~)lic
policy issue. For example, govermnental

a.

Structural -- Chains of derived
demands pas sing from industry
to industry;

b.

Spatial -- Tracing the flow of
these demands across areal
boundaries to industries elsewhere; and,

c.

Temporal -- Estimating the
timing of the response of
these structural and spatial
effects and the lagged structure of these responses.

Ideally, also, the estimating structure
would consist of a modelling framework
which would be judged favorable according
to the following criteria for impact
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range from growth and cyclical types to
inter-industry and interregional considerations.

estimation and evaluation:
a.

The model(s) should estimate
impacts in terms of employment, income, and output in
complex, open regions;

b.

Detailed impacts should be
estimated for elements of
the industrial structure;

c.

The model(s) should be
sensitive to policy-sensitive "shocks, 11 or variations
in Federal procurement;

d.

The model(s) should be of
sufficiently general structure so that they would not
have to be rebuilt for each
application.

The emphasis in the Bolton type of
suggested studies are those elements
stressed (by double-boxes) in Figure 1.
The direct, indirect, and induced regionalsectoral impacts are those affected by, and
in turn affecting, aggregate demand, interindustry economics and multiple variable
statistical analysis. The more dynamic and
structural aspects, as well as cyclical dis turbance aspects, are those assigned a
higher priority in Weidenbaum' s paper.
Implications for Statistical Policy
The purpose behind having an overall
framework - - whether it be this one or any
other - - is that trade offs between alternative "data/analytic methods" systems can
be made better within a more embracing,
total systems context. Since there are
many tradeoffs implied in the Bolton,
Weidenbaum, Lynn and Riefler papers,
let me address some of these, here, and
indicate the breadth of the issues involved:

Given the current state-of-the-art, it
is likely that the total framework for estimating and evaluating structural, spatial
and temporal impacts would have to consist of not just one type of model but rather a
"nested hierarchy" of models, neatly fitted
together and each maximizing the informational contribution to the total "package. 11
There are many effects of Federal procurement: those relating to national productivity trends, or national cyclical disturbances, are best handled through one type
of modelling system; others, reflecting industrial structures at subnational levels,
by another variety; still others, reflecting
individual preference structures - - both
the demand for goods and services and the
supply of effort and leisure.

1. The "Socio-Economic Indicator"
Issue -- Our authors claim that considerably more detailed and specific-indicator
type measures (reflecting military demand
for manpower, materials and other resources) are needed to assess what heretofore has been resolved at the gross, macro
"national income accounts II levels. The
changes suggested are distinctly improvements. A clever analyst can make very,
very good use of such data. But they are
not yet part of a larger system of socio-economic accounts. They are not yet part of a
"theory" of short-run change in national
socio-economic output and performance.
They are a subset, in fact, of the concern
over the insufficiency of macro economic
measures as short or long-run policy indicators. I am not calling for the entire
"socio indicator" set of issues to be resolved before the relatively straightforward
requests are met. But I do call for a larger,
longer look at the problem raised by
Weidenbaum and Lynn and Riefler -- that
of the overly gross, non-behavioral nature
of present macro-economic data -- and the
development of a total strategy ( short and
long-run) for meeting the needs raised. This
brings up the question of the supply of data.

In Figure 1, the concept of an "optimal"
combined approach (given today's analytic
technology) is developed. Figure 1 portrays
the logical sequence (ideally) of measurement for the study of procurement impacts
within the context of certain "is sues 11
(column 1 of Figure 1), the economic phenomena present (column 2), the available
tools (column 3), the operations impact
measure which can be developed (column 4),
and the evaluation and "alternatives' regeneration" steps. There is a wide variety of
effects or impacts of interest here, including national income and employment, sectoral income and employment, subnational
income and employment, and various combinations of these. The economic phenomena
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FIGURE l
LOGICAL SEQUENCE OF MEASUREMENT FOR STUDY OF PROCUREMENT ALLOCATION AND RELOCATION IMPACTS
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2. Data Availability -- The "social
indicator" investigators have, like
Weidenbaum, referred to a variety of
sources for "social indicators" which
reflect the achievement of National Goals. 8
These sources include Historical Statistics,
Statistical Abstract, Economic Indicators,
HEW Trends, and the Sociological Almanac. 9
While many of these measures are also, like
those suggested by Weidenbaum, capable of
reflecting short-run changes in these aspects of the nation's socio-economic fabric
responsive to Federal procurement changes,
few are presently collected for such a purpose. They are not time series, for the
most part, nor are they part of any larger
social accounting system. lO But this does
not mean that a short-term study would not
reveal a significant number of additions to
Weidenbaum' s suggested "indicators of
military demand." In a review of relevant
data sources, the following were revealed
as having been used by one or more researchers of the effects of Federal procurement: 11
A.

12.
13.
14.

15.
16.
17.
D.

NASA
1.
2.
3.
4.
5.

Subcontracting Data
Annual Procurement
Regulation
Contract Data
Employment Data
Miscellaneous or Unspecified

Bureau of the Census

E.

Atomic Energy Commission

1.
2.

F.

Arms Control & Disarmament
Agency

G.

Department of Agriculture

3.
4.
5.
6.

B.

9.
10.
11.

Local Base Information
from Local Sources
Weapons Dictionaries
Office of Defense Mobilization
R&D Expenditures in U.S.
(1941-1952)
Miscellaneous or Unspecified
Costs of Transporting All
Commodities
MTMTS - Major Commodity
Distribution by Method of
Transportation
DTMS Quarterly Progress
Reports
Small Business Reports (1963)
DOT Directive #4000. 7

Census of Business
Census of Manufactures
a. MA-175 Special Survey
Manufacturer's Sales, Inventories, and Orders
Occupation by Industry
State Government Finances
Census of Governments
(other than Census Bureau)

1.
2.
H.

Department of Commerce

Agricultural Statistics
Farm Income

Department of Labor
1.

Bureau of Labor Statistics
Employment & Earnings
b. Employment & Wages
c. Various Manpower Reports
Bureau of Employment Security
a. Missiles & Aircraft
Monthly Labor Review
Emergency Mobilization

a.

1.

2.
3.

C.

Office of Business Economics
a. Survey of Current Business
( 1) National Income
(2) 194 7 Input-Output Table
(3) Personal Income Data
Commerce Business Daily
Compensation of Government
Employees Data

2.
3.
4.
I.

Department of Defense
1.
2.
3.
4.
5.
6.
7.

Department of HEW
1.

Miscellaneous Contract Data
OASD Subcontract Survey
Military Construction Program
FYFSFP
Monthly Status Fund
DMS Reports
DSA Procurement Statistics

J.

Department of Treasury
1.
2.

K.
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Education Data

Annual Report of Secretary
IRS Statistics of Income

General Services Administration

L.

Federal Reserve Board
1.

Capacity Utilization

M.

Department of the Interior

N.

Civil Service Commission
1.

Employment Data

0.

Veteran's Administration

P.

National Science Foundation
1.

2.
3.
4.

Q.

impacts. It is, furthermore, clear that
a significant increase in our knowledge of
social and economic models would make
for a dramatic improvement in decisions
on what data to collect. Furthermore,
much data could be - - and probably, indeed, will always have to be - - "developed"
or "derived" data, that is, data developed
from other data so as to represent an
effect too difficult to obtain from primary
data collection. "Induced" effects of procurement are an excellent example of the
type of "data. " Balancing off the various
ways of collecting or developing or using
data, in different ways, requires a much
better understanding of the underlying
theoretical structures.

Scientific & Technical Personnel in American Industry
Obligations for R&D (1964)
Federal Funds for R&D
Grants & Contracts for Unclassified Research (Annual)

Conclusions
The futurist papers, here, have posed
a number of choices for better management
and use of procurement data. I could not
agree more with the motivation and expertise behind these requests. But I also fear
piecemeal improvement - - and I think it
would be possible to quickly explore some
of the strategic, broader ramifications I
have touched on, above, for significant,
permanent improvement.

The Congress

1.

Hearings & Reports

Obviously, what is needed is a system of
such data to reflect the desired effects.
Obviously, also, the costs and benefits
must be usefully considered. Which brings
up the next point.
3. The Costs and Benefits of Information - - Broadly, information is worth what
its use can bring to improved resource allocation, higher growth rates, more "desirable" income distribution, or what have
you. Weidenbaum, Bolton, and Lynn and
Riefler as futurists, recognize the need
for rationalizing and justifying data requests,
whether they are for short-run policy betterment or for research purposes. The importance of an analytic framework, such as the
one described above, is that it assists in
the development of estimates of costs and
benefits -- both for increases in total informational expenditures as well as allocating
resources within a given informationalanalytical structure budget.
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STATISTICAL ANALYSIS FOR CORPORATE SIMULATION
John D. Hogan, The Northwestern Mutual Lite Insurance Co.
Many hurdles must be surmounted to develop
the capabi I ity of simulating a complex system:
avai labi I ity of appropriate data, access to
computing machinery of sufficient size and tlexibi I ity, abi I ity to estimate the system's
dynamic properties symbolically, and abi I ity to
estimate the symbolic system's parameters mathematical iy. Of these requirements, one--the
access to computing machinery of sufficient size
and flexibi lity--has been an insuperable barrier
to simulation of most complex systems. But
computer technology has increased memory core
storage and tlexibi I ity at a rate that promises
to tree simulation attempts from this frustration. The other hurdles--the data system, the
logic system, and estimation of parameters-have received attention in the management science
I iterature approximately the reverse of the order
in which they are mentioned. Consequently, we
have a great fund of knowledge about parameter
estimation techniques, but inadequate knowledge
about representation of complex system dynamics
and scant appreciation of the data system(s)
necessary to accomplish simulation capabi I ity.
Simulations of business firms that give faithful
rep I ications of real world processes to justify
the aspirations of a manager (for an analytical
tool that wi I I afford him an alternative to
I iving through a policy change in order to
discover what its effects wi I I be on his firm
over a given time period) are rare. And it is
improbable that such tools wi I I anytime soon
become so numerous that their coin wi I I depreciate.

flows of a I ife insurance firm, and their interaction over time, and the stochastic properties
of I ife insurance systems--the dynamics of the
symbolic system--have been modeled by actuaries
for years. Y The minimum expected values of
future contingencies are known and provided
against (through premium and reserve values)in
an insurance firm with a degree of sophistication
unparalleled in any other industry.
The subject firm represents a highly stable
system due in part to the continuous payment
nature of the level premium pricing method pecu1iar to I ife insurance contracts, and in part to
the achievement by the firm of a high "persistency" (proportion of contract sales for which
second and subsequent annual premiums are
received). Over a relatively brief time span
stocks of assets and I iabi I ities cumulate rapidly
and annual flows that restore or deplete these
stocks are smal I relative to them. Premium
income from first year contracts equals only 10
percent of total premium income, the remainder
being derived from contracts in force (previously
sold). Investment income--the other chief component of revenue--reveals asimilar characteristic;
income derived from funds invested tor the first
time in any given year will represent a small
proportion of tota I investment income. AI though
the derivatives of the main stock items in a I ite
insurance company system are smal I relative to
the stocks, they are the instrument variables of
the system. The rates at which the stocks change
determine the size to which the firm's assets
bui Id over a two or three decade period. It a
capability to simulate the firm's "behavior" is
to be achieved, it is necessary to conceptualize
and simulate the chief flows that deplete and
restore assets.

The concept of simulation, kinds of simulation, and the procedural steps required to mount
a simulation effort are subjects that have been
discussed at these meetings in recent years, and
the papers are conveniently avai Iable in the
Proceedings_!_/. No additional discussion is
required to tulfi I I the objectives of this
session. Some remarks about the simulation
models to be described in the succeeding sections
are required, however, to place the accomplishment in perspective. The simulations described
in this paper are unique to the degree that they
could not be repeated in any other firm. Not
only does the tirm--a $6 bi I I ion (assets) mutual
I ife insurance company--sel I only one product,
an individual life insurance contract, but it
distributes it through only one channel, its own
agents. No group-type contracts comp I icate the
product I ine and no broker-type or other sel I ing
arrangements comp I icate the distribution system.
Moreover, the firm invested in a large computer
installation at an early stage in electronic data
processing technology and the accounting data
tor its national sales operation are maintained
current at the company headquarters in a "da i I y
cycle" application. Tape files of current and
historical data for company operations are
conveniently available. Finally, an extensive
I iterature has long existed on the operational

The Logic System
The basic identity in the firm system is
the relationship at time "t" of the assets (A),
liabilities (L), and surplus (S) stocks:

Liabi I ities in a I ife insurance system are chiefly
reserves (R) which, with interest earnings credited, fund the contingencies guaranteed by the
company. Thus,

Assets in any year "t" are equa I to assets in year
"t-1" plus premium income (P) plus investment
income (I) minus expenditure (Et)
At= At-I +(Pt+ ltl - Et
Net gain~ (G) is equal to the difference in
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surplus between "t-1" and "t", or

flow chart similar to figure I, but more detailed, is given in figure 2.

St-I
The Premium Income Module. Several methods of
generating premium income in the model have been
used, two of which wi I I be discussed. The first
method employs a Markov process which was chosen
as a means to compensate for lack of sufficient
information about sales force dynamics. When
adequate information about sales force dynamics
became available, a method employing expected
values was substituted because of its harmony
with the methods employed in other modules.

Figure
is a flow chart depicting these basic
relations. Shaded nodes are flows and unshaded
nodes are stocks. The recursive relations implied in the updating of the stocks provide the
opportunity for simulation.
The model that incorporates these basic
relations is constructed modularly to provide
flexibility and facilitate programming of
changes into the system. Important modules are
premium income, investment income and expenditures. In general the operations in a module
are accomplished by table look-up methods;
schedules of investments by type or policies by
contract plan (whole life, endowment, term etc.)
are read into the computer and stored. Specifictype rates of agent termination, po I icy pers istency, mortality etc. are placed in schedules
that are referred to automatically when operations on them are to be performed. Storage of
the schedules is in the form of large matrices
of numbers so that a specific pol icy plan,
pol icy duration, or type of investment can be
placed into a particular indexed eel I. It
becomes possible then to operate on an entire
schedule of input data values without any necessity to disaggregage the data.

The first operation to obtain the desired
company premium value is to fit a multiple
regression equation that wi I I forecast an individual agent's sales for the year t+I based upon
predetermined variables known in year t. This
equation, which is essentially autoregressive
(except for time-related variables whose value
is known for each succeeding time period), is
6

Yt+I
Yt+I
X1
X2
X3
X4
X5
X6
Ut

Al I operations on the matrices are dictated
by a set of control cards which identify the
row(s) or column(s) to be operated on and the
rate levels to be applied. The retrieval-ofdata-and-appl ication-of-rates method yields
important advantages, but not without some disadvantages; the trade-off will be evaluated later
in the paper. An i I lustration of the method wi I I
be given fol lowing a summary of the logic system.

ao + z aiXi + Ut, where
i=I
an agent's sales in year t+I
an agent's service duration in year t+I
an a~ent's age in year t+I
<X2l
an agent's sales in year t
(X2X4)
(X1X4)
a random variable with mean= o,

and any year's output, sales in year t, becomes
one of the inputs in the next year, t+I. The
quadratic term indicates that, for fixed levels
of the other factors, agents' sales increase with
age, reach a maximum, and then decline. Terms
such as the cross-products indicate interaction
between established sales levels and other agent
characteristics and contribute to the explained
variance of Yt+I.

Simulation of the financial operations of
this large mutual I ife insurance company is
accomplished by deriving specified flow values
from current period stock values under alternative rate assumptions. Given the simple structure of the firm in terms of product I ine and
distribution system, a high degree of detai I can
be obtained in simulation studies by retrieving
data stored in the computer in matrix form and
operating on selected rows and columns with
specific rates. In general, the following steps
are exercised by the model in performing a
simulation study:
I. The current state of the company is
read into the computer--the policies in force,
investments on the books, sales data etc.;
2. The rates that govern the simulation
are specified on the control cards, e.g.,
recruitment, agent termination, expense, mortality, surrender, reserve valuation, interest and
dividend, as wel I as a specified mix of sales
and mix of investments; and,
3. The model generates a year-by-year output of the company's expected future sales, in
force, income, expenses, policyholder benefits,
assets, I iabi I ities, surplus and net gain. A

The procedure to this point is summarized
as fol lows: al I individual agents (except
recruits in their first year) are classified by
current age, service group, and sales experience
and distributed among nine production categories.
Each agent's characteristics are then substituted
into the sales forecasting equation to obtain a
sales estimate for the next year. On the basis
of the sales estimate obtained, each agent is put
into a sales class and a count is taken of the
number in each eel I. The standard error of
estimate for the regression equation is large
relative to the interval between production categories. Therefore, a random process is introduced
to increase real ism and accuracy. A normally
distributed random variable with a population
mean zero, standard deviation equal to the standard error of estimate for the regression equation,
is drawn. The product of the random deviate thus
obtained and the standard error of the regression
equation is then added to the sales estimate from
the regression equation. For example, given an
agent's sales estimate Yt+I with standard error
Sy.x and a random deviate r, the resulting
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estimate, Yt+I• would be Yt+I + r <Sy.xl. The
result of this operation is a random adjustment
that, for about 5% of the agents, is approximate1y equal to the mean agent's actual sales in
period Yt.

rates to categories of insurance in force.
Estimates for current year sales obtained as
described above, when added to estimates of premium income from persisting past sales, give
the desired company total premium income.

The Markov process method involves the
determination of conditional probabi I ities of
agent survival based on individual agent characteristics of the sales force (calculated with a
stepwise I inear multiple regression); these were
age, service duration, and record of previous
sales. Then the conditiona I probabi I ity of yearto-year survival is the relation,

A second method for simulating company premium income was developed after data had been
accumulated that interrelated year-to-year agent
survival and production growth. The operation
of the model involves application of probabi I ity
values determined from analysis of agent sales
histories assembled over a five year period.
Survival and production growth rates, determined
independently, are used to obtain expected values
of future sales. The fol lowing relationships
i I lustrate the procedure:

-b(service durationl-c(aoel-d(sales record)
P=l-ae
fitted to a cross-section of 1260 agents with
less then six years experience. Agents in the
ith year of service, in the jth age group and in
the kth sales class who begin the t-th year are
represented by tAijk, where,
j
k
t

0,
I,
I,
I,

Let Pxy
rxy

I, 2, ... M+I = (46) assuming entry at
age 20 and retirement
2, ... , N (=9)
at 65. M+I is the
2, ... , K (=9)
terminated state.
2,
, T (=45)

Exy

*
Exy

...

An individual agent's conditional probabi I ity of
survival from year of service i to year of
service (i+I), given that he is age j and in
sales class kin his ith year, is given by Vijk·
(The assumption is made that the V's are independent of the particular experience year(s) for
which the function is fitted). A row vector of
m components, each component being the number of
agents in the i-th year, represents the agent
force in the given year. The V's can be arranged
in a simple Markov transition matrix if we define
an additional state, termination, M+I. Positive
elements of the matrix occur only on the diagonal
immediately to the right of the main diagnonal
as shown in figure 3. Each element in the
matrix is an (nxk) vector since the probabi I ity
applies to each age group and production category within an age group. The A's can be
arranged in a (lxm) matrix in which the elements
are also nxk vectors. The matrix product Atv
then gives At+I, the number of agents surviving
from year t to t+I. ~

the probabi I ity that an agent at age x
and service duration y wi 11 survive
one year
the rate of increase in annual production of an agent at age x and service
duration y
the expected production of an agent at
age x and service duration y
actual production of an agent at age x
and service duration y.

The expected sales of the jth agent in the year
x+I is then

*j

j

Ex+I' y+I = Exy· Pxy· rxy•
and the expected sales of the jth agent in the
year n is
*j ~
j
Exy ( I Px+i, y+i
Ex+n• ytn
r x+i, y+i.
1=0

The total expected sqles of the jth agent over
years x+I to x+n, nT~Y' is

* .
Ex~

n-1
E

i=o

Px+i, y+i. rx+i, y+i

Summing over al I agents for the forecast
years desired gives total company sales. This
approach depends for its accuracy upon the underlying data from which the estimates are derived,
especially the value Ex~ (the actual production
base to which the rates are applied) and the
rates. The rates are tabular forms for al I x, y
and n of

Experimentation with the model revealed that
a rule for terminating agents within each eel I
had to be formulated. Terminating agents from
the lowest production categories tended to overstate estimated sales and premium, since agents
in higher production categories terminate for
various reasons not related to their sales
experience. The rule, "terminate agents half
from lowest production categories and half at
random from the remaining individuals in a eel I,"
gave very good sales estimates. Figure 5 summarizes the simulation program.

_I_I_ Px+i, y+i . rx+i, y+i
i=o

The premium income of the firm from past
sales can be accurately forecast by applying
contract-type-duration-specific persistency

EPx-e, y-e/Nx-e, y-e]

n-1

Figu~e 6 gives the flow diagram of the simulation.
If Pd-e y-e is the annual sales of the jth agent
e years'ago, then expected production is
Ejxy = Nxy [ aPxy /Nxy + °µpx-1 , y-1 /Nx-e, y-e- •.• +
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where Nxy is previous year's

sales deflated by an expression ot the form,

Footnotes

tTrx-e, y-e = Nxy,
e=o
to remove the effects of age and service duration on production. The a, S, ... ,E coefficients
ot the equation should be selected to minimize
random fluctuations about the underlying values.
Weighted averages are used in the program to
accomplish this; but exponential smoothing and
regression methods have also been used.

_!_/

See panel on Simulation and Marketing Research in American Statistical Association, 1965
Proceedings of the Business and Economic Statistics Section, pp. 32-51. Other recent sources
include Kalman J. Cohen, "Simulation of the
Fi rm," American Economic Review, L (May, 1960),
pp. 534-40, and a general work on simulation
methods, Naylor, T. H., Bal intty, J. L., Burdick,
D. S., and Chu, K., Computer Simulation Techniques. New York: John Wiley and Sons, 1966.

As in the Markov process method, when
future annual sates have been simulated, this
expected value method then projects the future
premium income ot the contracts in force. The
sum ot the additions to premium in force and
the persisting premium in force is company total
premium income.

2/ An early example is Horace Holmes, "The
Standards of Pol icy Reserves in America and their
Effect on the Lite Assurance Business," Actuarial
Society ot America Transactions, XXXIX (1938),
pp. 281-96. A recent example is Melvin L. Gold,
"Va I u i ng a Lite I nsu ranee Company," Transactions
ot the Society of Actuaries. XIV ( 1962),
pp. 139-5).

Concluding Remarks
The income (premium) generation problem, to
which the two i I lustrations discussed are
approaches in one firm, is the Achi Iles heel ot
corporate simulation efforts. An evaluation ot
the approaches suggested above would have to
point out inherent weaknesses. The Markov process bui Ids into the simulation process al I ot
the forces at work in the period to which the
transition probabi I ities are titted. The V's
are not stationary. Selection of a period to
achieve a balance ot forces, as the Consumer
Price Index selects 1957-59, is but a partial
solution to the problem. By using expected
values--the second approach--the process is cutoff from exogenous forces that should operate
in a realistic simulation study. Some encouraging results have been obtained from a market
penetration module built into the simulation
system on an experimental basis, an approach
that disaggregates the model to an agency basis
and simulates the effects of degrees of market
penetration by a system ot derived "detlators",
or indices.

3/ In multiplying the number ot agents in a
particular year ot service by the transition
probabi I ities, we wish to preserve the distribution by age and production within each service
year. Therefore, in multiplying the vector of
agents by the appropriate probabi I ity vector a
multiplication operation is defined which differs
from the usual inner product. Where Ajk is the
number of agents in the year i [n the J-th age
and k-th production class and Vlk the corresponding ele~ent [n the vector of probabi I ities,
we define AI @ V1
(2)

<Ai1, Aj2, ··· A~k)

@<Vi1, Vi2,

(A:1vi1, A:2v\2, .•. A~kv~k)
Thus matrix multiplication goes through in a
formal sense. The individual element in the
product AV may be written

The I imitations that have been stressed
should not obscure the value of a simulation
model that effectively connects the field sales
units to the company in an interacting system. :!J
Company-level decisions are advantaged by the
simulation studies, and important decisions have
been determined on the basis ot the model's output. Certainly the growth paths ot the company
have been clarified by simulation studies.
Figure 6 shows that the difference in asset
growth over a five year period from levels of
agent recruitment of 500 or 950 is neg I igible-not a new discovery by any means; but the slopes
of growth paths ot sa Ies, in force and assets
over 30 years (figure 7) due to recruitment of
100 additional agents annually tor five years
is a considerable clarification of previously
avai Iable expectations.

where+ is the component-wise addition operation
of vectors. This operation is largely formal in
the present case since all terms but Ai@Vi i+I
are the zero vector.
'
4/ Reports on the Northwestern Mutual research
program that extend the models presented here
(al I by the author) are "Long-Range Planning:
The Possibi I ities in Computer Simulation,"
Transactions ot the Society ot Actuaries, XVI I I
(1966), pp. 302-29; "The Use of Operations
Research in Field Planning," Proceedings of the
IBM Symposium on Operations Research in the
Insurance Industry. IBM, Los Angeles, 1966,
pp. 29- 73; and "Some Nove I EDP App I i cations:
Agency and Agency-Company Financial Analysis,"
The Interpreter. ( Insurance Accounting and
Statistical Association), XXXVI I, NovemberDecember, 1967, p. I ft.
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FIGURE I
STOCK AND FLOW RELATIONSHIPS IN
A MUTUAL LI FE I NSURAl~CE CClr1PANY
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FIGURE 2
FLOW CHART - COMPANY MODEL ONE YEAR FLOW OF FUNDS
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FIGURE 3
MARKOV TRANSITION MATRIX
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FIGURE 4
FLOW CHART: FOR PREMIUM MODULE
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FIGURE 5
EXPECTED SALES SIMULATOR
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FIGURE 6

EXPECTED EFFECT ON SALES, INFORCE, AND·
ASSETS OF CONTRACTING 550 and 950
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FIGURE 7

EFFECT OF 100 RECRUITS EACH YEAR
ON SALES, INFORCE, AND ASSETS
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COMPUTER BASED CURRENT STATISTICAL ANALYSIS
T. J. Vander Noot, Economic Council of Canada
The original intent of this paper was a
survey of the uses of the computer in
current statistical work.
As this
review progressed, it became plain that
automated statistics is not one field
but several, and it became even more
difficult to select projects to be
included for discussion.
Even though
statisticians have been in the forefront
of the development of computer technology,
there is very little material in the
statistical literature concerning the
computer and its uses.
Rather the
material is spread amongst many other
journals such as Management Science or
the Communications of the Association for
Computing Machinery.

Iterative techniques such as PERT, linear
programming, seasonal adjustment, and the
simulation systems, have also been made
practical by the computer.
A brief
scanning of a book such as Time Series
Computations in FORTRAN and FAP by
Simpson 11 will demonstrate the amount
of work done thus far to computerize
the practice of analytical statistics.
Data stored on magnetic tape, at least
partially for the benefit of subsequent
research and researchers, constitutes an
enormous data-base.
The existence of
machine-readable files in turn has lead
to the development of the data-bank
concept 11 and percipitated the widespread discussion of the proposed National
Statistical Data Center.

The computer as a general purpose tool
was born on March 31, 1951, in Suitland,
Maryland.
On that day, the Census Bureau
completed acceptance trials on UNIVAC I,
Serial Number 1. l/
During the past 17
years, there have been four major
generations of hardware and five of software.
This means that anything said
about data processing in general is
subject to change almost without notice.
Change is the most fundamental and basic
[dct t~at must be recognized about
automation.
Even the best and most
knowledgeable people in the field find
it extremely difficult to keep up.

The ability of the computer to manipulate
large data files is causing a quiet
revolution because the viewpoint has been
changed.
Corporate managers and data
processing specialists have begun talking
about "integrated or total systems".
This concept, though fuzzy and hard to
define, has focused attention on multipurpose systems.
Inventory control or automated accounting
systems in banks lead sooner or later to
systems wherein the manager can ask
questions about his current operations.
It is possible to perform limited
statistical or summarizing operations on
data which is "in the machine" for more
mundane purposes.
More sophisticated
systems, designed primarily for problem
solving and response to queries have
also been devised and implemented.

The most striking feature of computer
technology is arithmetic speed, and a
number of statistical and mathematical
techniques have therefore been made
either possible or feasible.
Methods
and formulae for doing multiple
correlations have existed for some time,
but there was a practical limit to the
size of a matrix that could be inverted
manually.
Thus, the computer has not
added to the store of theoretical
knowledge, but it has added to the
capacity for performing certain
operations.
One procedure in use today
is forecasting by means of large
regression models.
Without the computer
to perform the calculations, such a use
would be both expensive and time
consuming,

Computer technology also has an influence
on the teaching and theory of statistics
and a number of texts may be cited in
evidence.
In the book, Multivariate
Procedures for the Behavioral Sciences
by Cooley and Lohmes, i/ the FORTRAN
computer program for each technique is
given in an appendix to each chapter.
Heady and Candler's book, Linear
Programming Methods, 2! is another
example,

Other techniques have also felt the
influence of the computer.
For instance,
factor-analysis, which was once reserved
almost exclusively for aspiring master's
candidates in psychology because of the
drudgery involved in the technique, is
now widely used,
Discriminate functions,
analysis of variance and covariance in
N-dimensions, and many others, have
also come into the arsenal of the
researcher in a meaningful way.

Theoretically important books showing
this same pattern are Forrester's
Industrial Dynamics, ii and Orcutt's
Micro-Analysis of Socio-Economic Systems.
ll It would appear that the necessity
felt by authors for the inclusion of the
relatively detailed computer procedures
indicates their feeling that computer
methods are more than the mere
calculation techniques of established
formulae and particularly in the case of
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Forrester, constitute a definite statement of theory.

cordances on literature of interest to
the petroleum industry.
Abstracting
and indexing is an expensive proposition,
but the yield on the investment is large.
Such "library" services simplify the
search for information with commensurate
time savings by the individual researcher
which in a societal sense makes up for
the cost of the service.

If the already extensive literature is
examined from a very broad and perhaps
distant perspective, there are at least
six main ways in which the use of the
computer is affecting the lives of
professional statisticians.
The first and most obvious use of the
computer is its use in the editing,
summarizing, and manipulation of
collected data.
In an historical sense
it was the first use of a computer and
remains probably the most important today.
Without the computer to perform the data
manipulation, the current statistical
reporting program of the U.S. government,
or any other government for that matter,
would be impossible,

Prediction of the near-term future on
the basis of partial data or extrapolative models is the fourth major use
of the computer in statistics and is
intellectually very satisfying.
Quite
frequently these predictions can be made
by viewing the data passing through a
computer in the normal accounting stream
of a corporation or government agency.
The most widely known of these predictive
procedures are the election night forecasts made by the major TV networks.

As indicated above, there is considerable
discussion of data-banks and data-bases.
In the most advanced form of such systems
a body of data is maintained in a common
format -- the data-base -- and specific
items are retrieved and manipulated at
the request of the researcher.
Until
fairly recently the amount of data that
could be stored and quickly accessed
was fairly small, but with the advent of
large random access devices this problem
is being reduced.
Undertakings such as
the BLS Information System~/ or the
Canadian Time Series Data Bank 2/ provide
the statistician with a powerful tool for
the handling of files which are of current
analytical value such as monthly labor
force data, retail sales, or imports and
exports.
These are massive and expensive
systems which will probably be converted
eventually into "public utilities".
A
recent publication of the Council of
Social Science Data Archives lists 25
U.S. and Canadian depositories of data.
These archives allow the use of
collected, and machine-readable, data for
purposes other than the original purpose
for which the data were collected . .lQ/
These archives are the second use of the
computer.

The use of a "public utility" for
computing is also beginning to spread
rapidly.
Lead by Project MAC, there
are today a number of organizations
providing access to large computers on
a real-time shared basis.
This allows
the researcher to sit at his typewriter
console and use it as a desk calculator
or to aid him in the writing and
debugging of new programs.
As costs
come down, this fifth use is bound to
grow.
Further, it is only a matter of
time until such a utility is crossconnected with a large general purpose
data-base to provide an "information
utility" capacity.
The sixth and final use of the computer
is what could be called the solution of
algorithms.
An early problem of this
type was in inventory control and could
have been stated as follows "Given an
average order-delivery lead time and a
queue of customers, when does a specific
item have to be reordered to minimize
both customer dissatisfaction and the
size of the investment in inventories?"
The derivation of this and similar
operation rules or algorithms is a
difficult and challenging statistical
problem in operations research.

Growing concern is being expressed in all
professional areas over the automated
retrieval of documents and is third
major type of usage.
While not a
statistical operation, such systems are
of use to anyone who has attempted
to find all of the papers or articles
on some specific area of interest.
Among the best of such "library" systems
is the one maintained by the American
Petroleum Institute 11./ which abstracts,
indexes, and maintains machine con-

Computer technology has had a decided
effect on the art and practice of
statistics.
While the potentials for
use are great, there are a significant
number of problems which are retarding
further development.
The remainder of
this paper will attempt to describe these
problem areas.
In a broad sense there
are two classes of problems, those which
arise solely from the use of the computer
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and those which already existed, but
have been aggravated by the use of the
computer.

Communication of results is a problem
in all scientific fields.
It is
important in the field of automation as
wel:.
The major computer vendors, for
a number of reasons, have failed to
arrive at program compatibility.
As a
result, the user's groups, which are
currently one of few communication
channels open, have to be segregated by
vendor and even by machine in some cases,

There exist today a fairly large number
of high-level programming languages
suitable for writing programs in a
number of different specialties,
including such fairly specific areas as
business report generators and analysis
of stress in steel bridges.
But there
is no really good language for use in
business and economic statistics.

Books such as the one by Simpson
mentioned earlier are a long step in the
right direction.
But it may be that
indexing and abstracting services such
as the one operated by the American
Petroleum Institute may become a
necessity in computerized statistics in
the not too distant future.

This field is characterized from the data
processor's view, by large data in?uts
and o u t p u t s ~ a considerable amount
of mathematical manipulation.
COBOL is
ideally suited for large input and output
files, but tends to be relatively slow
and awkward in handling algebra.
FORTRAN,
the other generally accepted high-level
language, tends to be excellent for
algebra and poor for input and output.
Both languages also tend to be awkward
for involved "decision-tables", which
are needed in editing work, or for
geometric and iterative operations.

Competent programmers are a scarce
commodity in the world today.
As a
result, good programs whether they be for
economic forecasting or payroll, are
scarcer and worth even more than the
amount of human and machine time that
went into their development.
There is
some feeling, therefore, on the part of
conscientious managers, that successful
programming routines should be treated
as trade secrets.
As yet, this feeling
is not widespread, but some might
speculate on what effect this feeling
will have on the newly established
"Applications Section" of the Journal
of the A.S.A.

Otle of the most significant pieces of
research going on at this moment is the
attempt by the Brookings Institution to
design a high-level language for
economic statistics.
The acronym that
this group has selected for their project,
BEAST (Brookings Economic and Statistical
Translator), is an indication of both the
importance and difficulty of this project.

Not the least of the problems confronting
the statistician trying to use the
computer as a tool in statistical
analysis is the half-hidden but
frequently present fear of the computer
by some top management people.
The
feeling may be human and understandable,
but it doesn't make life easier for the
statistician.

Closely related to the language problem
is file maintainance.
The variety of
formats and file strategies that exist
today are a significant barrier to
research using data from several sources.
It would make for an easy solution if
these variant formats and strategies
were arbitrary or haphazard, but they
are not,
Each format and strategy is
designed to be the most efficient in
the context of the job at hand.
Therefore, a common format and strategy for,
for instance, all government agencies,
is bound to raise data processing costs
for the individual agencies.

There are several problems that have
plagued the statistical profession for
years which have become even more serious
and immediate as computer technology
spreads.
Statisticians have an enviable record
for preserving the privacy and confidentiality of data voluntarily given to them
for statistical purposes.
However, the
possibility of a very large data-base
drawn from a number of agencies and
accessed by large general purpose
programs, a system similar to the
proposed National Statistical Data
Center, has been the occasion for the
raising of serious questions.
This is
somewhat curious in that the proposed

Several of the vendors have tried to
develop general purpose file maintainance
programs, with something less than
complete success.
In fact, one vendor
keeps postponing the date on which they
will announce whether or not it is
thought possible to solve the problems
at some even further date in the future.
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Center does not alter any disclosure or
confidentiality problem that exists now,
what it does is to concentrate the
problems into one large package.
But
perhaps the coupling of disclosure and
confidentiality considerations with the
arcane mysteries of the computer was
bound to stimulate discussion.

Perhaps the best way that this paper
can be ended is to present a set of
questions for which answers are needed.

The last problem that this paper will
touch on is somewhat more diffuse, but
none the less important.
From an
historical and developmental viewpoint,
statistics has shown two broad paths of
development which textbooks have sometimes distinguished as analytical and
descriptive statistics.
The computer may well have altered the
balance between these two facets of
statistics existing for the past
generation.
Sampling theory, for
instance, received great impetus from
the needed reduction in costs in
obtaining data.
The situation today,
because of the computer, is that we
have a surplus of data, and must in
someway obtain the information buried in
the masses of available data.
Note that
the distinction is made here that there
is a difference between data and
information.
This is not a new observation but it does deserve re-emphasis.
Descriptive and summarizing statistics
may therefore become considerably more
urgent problem areas than they have been
in the recent past.

_!_/

The new "Applications Section" of the
Journal may be an important step in
the right direction.
But serious
thought must be given to this redirection
of efforts.
The "trade secret"
consideration, which affects the private
sector far more than the public, coupled
with the fact that many "descriptive
statisticians" develop inferiority
complexes when in the company of
mathematical statisticians, will make
broadened emphasis in this area
difficult to achieve.

1.

What responsibility, if any,
does the American Statistical
Association have for the
dissemination of statistical
programs?

2.

What resources should be made
available to study such
questions as standards for
automated edit routines, or
how to facilitate data-capture
from automated respondents?

3.

What obligation does the A.S.A.
have, if any, to assist in the
development of "Information
Utilities"?

4.

Should there be established
a Committee in A.S.A. to
tackle some of the problems
of Automated Statistics?

5.

Does the A.S.A. have the
obligation to provide indexing
and abstracting services
(assuming adequate funding
from somewhere) for its members?

Records of the Univac Division of the
Sperry-Rand Corporation.
Time Series Computations in FORTRAN
and FAP, Vol. 1 - A program library
Stephen Milton Simpson, Jr., AddisonWesley - Reading, Mass., 1966.

Adequate communication of designs and
programs must be disseminated in a more
formal manner if continuous "re-invention
of the wheel is to be minimized".
Certainly the cost of computer time and
the scarcity of programmers and analysts
makes this even more urgent.
Perhaps
every program used by researchers should
be routinely included in the publication
or Journal article reporting the results
of a study.
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DISCUSSION
Irwin Kabus, American Can Company
since the regression equation is used in the case of
scant historical data.
As to a preference between the two approaches
described in Dr. Hogan's paper, I would have to give
the nod to the expected value method. For one thing,
as is pointed out in the paper, it is more harmonious
with the other modules, thus the programming and
data handling is less complex. Also, the expected
value method is based on historical data, involving
survival and production growth rates, which gives
more validity to the predictive machinery of the model as opposed to the reliance of the Markov method
on cross-sectional data. In addition, it would seem
that the expected value approach lends itself to more
flexibility in view of the fact that the probabilities of
survivial, rates of production and expected production of an agent are all input data and, as such, can
be varied to adjust for certain foreseeable occurrences that could not have been reflected in the
historical data used to generate these numbers.
Last, but not least, some remarks must be
made about the computer; that little black box that
has made all this possible. With reference to Dr.
Hogan's paper, the computer has made feasible the
statistical analysis necessary to construct all forecasting equations, the tedious and repetitive calculations that generate the flow of data through
simulated time, the storage of the voluminous
amounts of data necessary for these calculations and
through the techniques of programming, the model
was computerized in such a way as to allow for the
all-important and frequent changes to the input data
without having to make changes to the main program.
More specifically, I am referring to the modular
makeup of the programming which has allowed for
changing the complexion of any one of the components
of the model by simply changing the sub routine that
simulates it rather than run the risk of making
changes to a de-bugged central program. Also, the
table look-up feature is excellent since it adds to the
efficiency of making changes to the parameters of the
model and helps to keep operating costs down through
the avoidance of continual recompilations of the program. Drawing from my own experiences at the
American Can Company, where we have built models
for simulating businesses, ranking capital investment
projects and a complete forecasting system including
risk analysis considerations, we have continually
kept ourselves aware of the complex flow of the
statistical data through the company that these models
are based on. As a result, not only was great care
given to the programming, but also to the input forms
that the user of the models, the management, had to
fill out; and when I refer to statistical data, I am
referring not only to information such as demands or
selling prices, but also to such data as ranges of
values that the above mentioned numbers can take on
along with the probabilities of their occurrence. Our
experiences with these models clearly convinced us

It is my belief that the central theme of Dr.
Hogan's paper, namely, simulation, statistics and the
computer as a tool for planning, has taken the frontrunning position among those business disciplines
being called the present wave of the future. Management in today's business world can no longer rely
completely on their intuition for decision-making and
hope to keep up with their competitors who are meeting the demands of the current information revolution
with new scientific, but practical, techniques. Dr.
Hogan's paper is a good example of a tool built to be
used by the management of his company that incorporates modern day scientific techniques and relies on
the computer as the link between being an academic
exercise on paper and having utility in the real world.
There is nothing mysterious about what Dr. Hogan
described to you. Using the techniques of forecasting
and probability, he has built a model that describes
the flow, through time, of the variables that will
determine what the financial status of his company
looks like, and, using the computer, he has been able
to cope with the voluminous amount of data that is
inherent in this flow as well as the operations that
must be performed on them. The end product is not
a decision, but a look at what the profit picture of his
company would be, based on the values that were
assigned to the input data. Believe it or not, but under the maze of equations and matricies of this paper
that meet the reader's eye, is a process simulating
the steps that you would logically be lead to if you had
to solve the problem on hand with just paper, pencil,
practicability, and perhaps a few years of spare time.
Directing my comments more specifically to
Dr. Hogan's paper, it comes, I am sure, as no
surprise to all of you that I found nothing wrong with
the mathematics. I would, however, have been very
interested in seeing the results of having tested the
models described in the paper by starting them at a
point in time, say, five years ago and see a comparison of the predicted versus actual premium incomes.
This method has proved to be a most efficient way of
testing to see whether the assumptions that a model
is based on are indeed valid. For instance, in this
paper we have assumptions pertaining to the independence of the transitional probabilities of survival
with the experience of years for which the function is
fitted, the absence or presence of exogenous forces
in each of the approaches to simulating premium income, and the way in which agents should be terminated. Applying the methods described in the paper
to past -time periods would also enable a statistical
test to be made on the co-efficients of the regression
equation for an agent's sales to see whether they
significantly change with time, in which case the
assumption that they do not, would need further consideration. There would be more of a danger of this
happening if the regression equation was based on
cross sectional data as opposed to time series data,
however, I felt that this might have been the case
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that all management decision making studies would,
of necessity, be statistically and computer-based.
It is important to mention here that the calibre of the
computer personnel involved is a crucial factor in
the success of the study. Poor programming and
inefficient organization of the program on the computer could easily lead to running time and costs
high enough to discourage management from utilizing
the model in question, regardless of how well it
works in theory. The type of computer used and
some sample running times are some of the things
Dr. Hogan might want to comment on later. One
possible suggestion that might be made for consideration, is that most computers now have available
magnetic discs for storage which cut down running
time due to the feature of direct access to data and,
in addition, offers greater reliability to the input
data due to the excellent durability of these discs.
Before concluding, I would like to place very
heavy emphasis on the feeling that Dr. Hogan's paper
has left me with, namely, that further work is
presently going on to extend these models so that
they can encompass more of the external real world
forces that belong in a simulation model of this type.
The experimental market penetration module that
the paper refers to may very well prove to be the

most important module in the program. For if this
program is to be truly useful, it should become a
basic planning tool of the company and, as such, it
must allow for the influences of those external forces
over which it has no control. For what is planning
but making decisions today that will exert an influence on the company for years to come, and if
intelligent decisions are to be made they must be
based on evaluations of alternative strategies that
have been allowed to exist in the various real world
environments they will surely have to face. To make
a decision in the absence of these external forces,
such as competition, is indeed leaving a big piece of
risk probability unerased. In experiences that I
have had with my own company where we have built
simulation models of entire businesses, the computer
is continually bombarded with questions like - what
if we do this and our competition does that?
There are those, of which I am one, who feel
that the very life of big business may very well depend on their ability to do proper planning, which
means minimizing the risk of making wrong decisions. The investment that Northwestern Mutual
Life Insurance Society is apparently making in their
planning effort would indicate they also buy life
insurance policies as well as sell them.
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THE INTERNATIONAL ECONOMIC OUTLOOK
Milton Gilbert
Bank for International Settlements
feel honored to be addressing this traditional outlook session of our associations and I
recall with pleasure the stimulation I got here
in my younger days from men who knew more than I
about what was going on. Maybe I know a little
more now, but I am not sure I have made a net
gain as my mean level of nervous tension is a
lot higher.

Suppose the situation shows inflation, or a
balance-of-payments deficit, or whatever sort of
distortion you want.
If the political authorities are prepared to deal with the distortions
effectively, which they often are, then the forecasts can be straightforward. But, if they decide they don't want to, for one reason or another, then it is rather naive to expect a forecast
which shows they ought to.
It is very natural to
to guess that the independent variables in the
outlook will be on the side of the angels.

Apart from feeling flattered, I was greatly
surprised to receive this invitation. As you
know, I am not a forecaster; rather, I am inclined to be skeptical.
In the official area,
I don't believe we should be guessing the outlook for the year ahead; I believe we should be
arranging it. And too much guessing interferes
with the arranging.
I know, of course, that for
many of you forecasting is an operating necessit~
But the fact is that the important things which
are going to happen in the year ahead cannot be
known in the previous December. And I do not
mean simply random events, like the outbreak of
war in the Middle East.

I intend, therefore, to focus on the present economic picture and the problems posed for
the year ahead; I shall discuss first the domestic situation and take up later the imbalance in
international payments.
Speaking generally, economic activity in the
industrial countries is in a period of pause, or
recession. This condition started in the second
half of 1966 and it continued through 1967; Germany, the United Kingdom and the United States
are the countries which have set the tone to the
international economic picture. There have been
differences among the countries, as always, but
the general verdict on 1967 must be that it was
In Gera recession from the normal growth line.
many and the United Kingdom, for example, the
production curve actually declined. There have
been signs of some pick-up in activity in Germany
since the summer, but the recovery has been
small. The revival should continue in 1968, but
there is little likelihood that a level of high
prosperity will be quickly regained.
In the
United Kingdom there is an evident necessity to
maintain a check on domestic demand and the expansion of output is apt to depend on whatever
stimulus comes from rising exports.
In France
there was a minor dip in the spring months and
some rise thereafter, but the present situation
is one of pause; it seems to me that any revival
in the next year wi 11 be relatively mild.
In
Sweden the trend of output is rather flat, while
in Switzerland there is at best a quite slow
growth. After some period of stagnation, production has risen in the Netherlands since the late
summer, but in Belgium the situation is one of
mild recession.
In Canada there has been a slow
expansion, but at a rate well below the growth of
the country's economic potential.
Italy has been
an exception, with an uninterrupted rise in output in 1966 and the first half of 1967; however,
activity has been much less buoyant since the
middle of the year. Expansion should continue in
1968, but the outlook at present is for a more
moderate rate of growth. Japan has been another
exception; output has been booming. Official
policy has changed to restraint, however, and the
authorities are aiming to bring down the rate of
growth from about 13 percent to somewhere around
8 or 9 percent.

Compared with business cycle changes before
the war, government and central bank pol icy measures now have a dominant influence. While the
business system does the work of the economy, so
to speak, official pol icy sets the climate. And
how can you know in the previous December what
they are going to do in the course of the coming
year? In December 1965, for example, the one important thing you had to know to forecast 1966
was how the Chairman of the Federal Reserve Board
was going to react to inflationary pressures-pressures not dampened by a tax increase. But
you couldn't know; I don't imagine that Chairman
Martin himself had the whole year blueprinted on
January 1st. And, surely, in a forecasting model
or any other way, you cannot consider Chairman
Martin as just a random event.
For the official world, I think the crystal
ball is entirely the wrong approach. Policy
should be set and changed in accordance with currently known trends and currently known facts.
And it is even a mistake to accept 'facts' like
the coming budget or business investment plans
too far into the future. Parliaments can rarely
be moved to act ion by hunches about autonomous
changes in independent variables. Nor should
they be.
It does not take much experience to
learn that, if the authorities deal effectively
with current difficulties, they will be in the
best position to deal with the future when they
come to it.
This is the time of the year for official
forecasts and a critical sense is in order. We
are presented with the facts, with the forecasts
and with the policy posture intended by the authorities. The rub is that you don't know which
came first--the forecasts, or the policy posture.
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That leaves the United States.
Industrial
production declined in the first half of 1967 and
then, after some signs of revival, recent trends
have been obscured by strikes in the automotive
industry. There has been what you might call
stagnation at a boom level. Construction activity has continued to recover, but new orders recently have been weak and the indications for
business investment in 1968 are not particularly
strong. There has been some expectation that
1968 would be a year of sharp revival and even
inflationary boom. The only factual support for
this view at present is the large Federal budget
deficit in prospect. However, the deficit was
large in 1967, so there must be some doubt as to
how the economy wi 11 react to it in 1968.
In the
United States, as in the world generally, longterm interest rates are high and this seems likely to be an obstacle to a dynamic upsurge of output.

From this standpoint, one sees that price increases and wage pressures have been eased in a
few countries. This is the case in Germany and
Belgium, and has remained the case in Italy.
In
the Netherlands and Sweden wages and prices advanced strongly through a good part of 1967, but
the outlook is rather better for 1968.
In France,
despite the stagnation of activity, wages have increased at a high rate and the rise in consumer
prices is clearly excessive. The same situation
prevails in Switzerland. Canada also has been
subject to wage-push inflation, while in Japan
wage increases have been large, although the rise
in prices has been more moderate. The United
Kingdom has been having conspicuous labor difficulties and in the United States the size of recent wage increases imp! ies a cost push on prices.
Now, I do not want to anticipate the changes in
policy emphasis that may be desirable over the
whole of next year, but I believe the present
situation requires demand management to be handled
gently. Full employment and adequate growth are
essential longer-run objectives, but the priority
now should be on calming the lingering inflationary atmosphere.

Thus the signs at present in the industrial
countries do not point to a quick resumption of
high prosperity in the year ahead, but rather to
a cautious revival that is apt to be lower than
the normal growth of the productive potential.

There is another distortion in the economic
configuration I consider important--the high level
of interest rates. The present situation is quite
unprecedented.
In the face of general stagnation
and absence of pressure on real resources, the
high level of interest rates is a clear sign of
an abnormal state of affairs. And it cannot be
attributed to tight monetary policies.

Given this situation, we must look at the
current emphasis in monetary and fiscal policy.
Monetary policy in all countries except the United
Kingdom has been easy.
In Germany it has been
aggressively so and similarly in the United Sta~s
though apparently less easy in recent months.
Japan has shifted to restraint, while for most
continental countries of Europe the aim has been
to limit upward pressure on long-term rates.
Stimulating fiscal measures have been taken also
in some countries, most notably in Germany; but
fiscal policy generally has not been strongly
expansionist, apart from the United States by
default.
In France, for example, the budget deficit has been increased to prevent economic activity from sliding back, but this stimulus has
been largely offset by social security reform and
price increases for public services.

There is an international aspect to this
problem which I shall come to later, but first
take up the domestic side.
Interest rates started to rise after 1962, but their sharp increase
was in 1965 and 1966, when severe monetary restraint was used to dampen the inflationary boom.
The reason for this severity in several important
cases was that rising pub! ic sector expenditures
were the main factor causing an overheated state
of economy.
In the end monetary restraint prevailed, and, as the boom receded in the second
half of 1966, there was a broad change to easy
monetary policy, particularly evident in the
United States and Germany.
In the early months
of 1967 interest rates declined and I anticipated
that the pattern for the next year or two would
be similar to what happened after the recession
of 1958--when there was a gradual downward drift
in Europe that continued through 1962. This time,
however, the decline of rates was short-1 ived and
the movement since last spring has been the other
way.

The vital question, therefore, is whether
more positive pol icy action should be taken to
promote expansion in the near future. You may
remember that, after the last general recession,
in 1958, there was a consensus of opinion by the
beginning of 1959 that the situation was right
for concerted measures to stimulate a renewed
upturn.
Is that the situation now?
I stress first that stagnation in 1967 did
not come from a self-generated business downturn.
It resulted from policy action in many countries
to restrain excess demand, inflationary pressures
on prices and wages and, in some cases, balanceof-payments difficulties.
In this respect it was
similar to the two previous recession years in
Europe, namely 1952 and 1958.
In fact, the selfgenerated business cycle since the war has been
conspicuous by its absence. The difference this
time is that policy restraint was the significant
factor in the United States also. One must ask,
therefore, whether the objectives of slowing down
the previous boom have been secured so that a
firm base for renewed expansion now exists.

One could cite exceptional factors that have
affected this or that market; but the major force
has been a substantial demand for increased liquidity by business firms, and even more by financial
institutions. The liquidity squeeze of 1966 is a
vivid memory and what we have been seeing reflects
an effort to protect against a possible repetition
of that situation. There has been much borrowing
against future needs, stimulated by optimistic
predictions of the speed and extent of renewed
expansion and by the fear that public financing
needs might again lead to monetary stringency.
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It is not exaggerating to say that the monetary
situation has been out of the control of monerary
policy and a period of calm is needed, it seems
obvious to me, to restore more sensitive response
to monetary pol icy.

the attitude of some central banks toward the
accumulation of dollar reserves, with the result
that we have moved away from a semi-automatic
mechanism of reserve growth to a highly managed
system. The worst of it is that, instead of
managing the real factors of imbalance, the
bigger effort has gone into managing the statistics.

I cannot share the view, which I have heard
recently, that high interest rates do not matter
and that expansion should be pushed ahead anyhow. They matter very much, for example, to the
many capital importing countries. And they matter also to the industrial countries, for the
simple reason that the required full-employment
budget deficit must tend to be larger (or the
surplus lower) at higher levels of interest
rates. To start at the present levels would
distort the character of the recovery and would
not be sustainable.

The behavior of the system since 1950 demonstrates that some growth of total reserves is a
very persistent force. And that force does not
disappear just because there is no longer a
built-in mechanism to provide the growth. So,
really, the way reserve growth is achieved nowadays is by crisis. With an open or threatened
crisis, some countries come to the assistance of
the currency under pressure by central bank or
IMF credits.
If one counts the assets created
by these loans, and forgets about the liabilities
reserve growth marches on. Of course, the debtor
country is not actually supposed to forget about
the liabilities; the debts are supposed to be
repaid. But, to make that possible, some other
country--either by misfortune or acquiescense-must take on an external deficit. So far, the
number of volunteers for this role seems to be
zero. Work is still in progress on a contingency
plan, but the contingency happened to the system
six or seven years ago.

To sum up on the domestic side, from the
policies I see being followed in the industrial
countries, it seems to me that the authorities
are approaching 1968 in the way I have indicated.
And I interpret the need for the proposed tax
increase in the United States similarly.
I call your attention to an analysis of the
situation made recently by the Governor of the
Bank of Canada in a speech at Winnipeg which is
along the lines I have been discussing.
I am
sure Governor Rasminsky would be happy to send
it to you and I think you will find it objective
and wise.

use the word 'system' with some hesitation because, with all these Roosa bonds, Basle
arrangements and other special transactions, I
doubt that what we have can be called a system.
I was expounding this view to a friend and he
said that of course it's not a system; it's "La
Vie en Roosa".

I turn now to the international balance-ofpayments situation. This ought to be a time for
forecasters to be gun-shy because, according to
a well-known projection made about five years
ago, the US balance of payments was going to be
in surplus in 1968. However, the one sure bet
for next year is, it won't be. Of course, Viet
Nam has been an unforeseeable adverse factor,
and it is a convenient explanation of the present
deficit. But abstract from Viet Name: suppose
the war had not arisen or soon came to an end.
Would the US balance of payments spring into
surplus? Again, one must say it would not.

The prospects for the US external accounts
must be affected by the tight condition of the
system. As the dollar is the reserve and intervention currency of the system, the need for
fairly substantial gross deficits in the system
inevitably backs up on the United States. To be
sure, cyclical shifts in international payments
have at times been adverse to the US; at times
also the US deficit could certainly have been
better contained by more concerted pol icy measures; and the Viet Nam war is currently adding
an extra layer to the disequilibrium. But the
underlying disequilibrium is there in any case.
I offer you the following proposition to reflect
upon: the underlying factor behind the disequilibrium of the US balance of payments and the
decline of its gold reserves over most of the
past seventeen years, leaving aside the effects
of Viet Nam, has been the shortage of new monetary go 1d.

The US situation must be seen in the context of the state of the international system as
a whole. Where the matter has stood in 1966 and
1967 is that the flow of gold into total monetary
reserves has been negative; private demand in
the market took more than the new supplies in
the market--and I omit recent speculative buying.
A negative increment to gold reserves means that
some country, or countries, has to be in deficit.
Besides, there are always some countries in surplus, so that the aggregate of deficits amounts
to a fairly large figure. A few years ago I
said that the growth of total reserves ought to
be fairly limited so as to discipline countries
to walk a fairly narrow path in monetary and
economic policy. But I added, the increment to
gold reserves had become so limited at that time
that countries were required to walk a tightrope.
What is the situation now? Even the rope has
disappeared!

The US position has been relieved at times
by deficits of other countries. To the extent
that such deficits are financed by US official
advances of dollars, however, the relief is
largely an illusion. To keep a grip on the situation the US has been using direct controls, the
interest equalization tax, management of the gold
market and borrowing from abroad with the help of
guarantees.
In 1966 market pressure on the dollar
was limited by tight domestic monetary conditions

The shortage of new gold has affected the
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and high interest rates; the shift in net longterm capital movements and liquid funds in favor
of the US was enormous.
In the early months of
1967 there was a large movement of funds out of
the US, but that was arrested quickly when US
interest rates started to rise again.

the trade returns and contributed to the detericration of confidence in sterling.
I must emphasize, in addition, the tight
condition of the whole system. Besides its impact on the United States, there tends to be pressure against any currency with a somewhat unfavorable position in the structure of exchange rates.
The UK was, in part, a victim of this situation.
The condition of the system demands sacrificial
victims--] ike some ancient, primitive cult. And
it will continue to do so until a reasonable
growth of reserves has been put on some sort of
sound basis.

So you can see the sorts of factors that
must be appraised to judge what the position of
the dollar will be in 1968: comparative interest
rates, as influenced by monetary policy in the US
and other countries; special transactions and
other techniques for neutralizing dollars arising
from the US deficit; and the strength of the
voluntary restraint program.
In addition, the
situation is such that US gold losses can be affected by the demand for gold, independently of
the current strength of the dollar. As to the
probable change in the US deficit, one may consider first the likely surpluses and deficits of
other countries.

The devaluation of sterling, of course,
makes the outlook for the United Kingdom balance
of payments much more favorable, and a substantial
improvement on current account can be expected in
the coming year. The authorities are committed
to maintain restraint on domestic demand and
costs, which is necessary; hence, the crucial need
now and for the next two or three months is to
obtain a return to London of the previous flight
of funds from sterling. This will depend primarily on the state of confidence, but also on comparative interest levels between dollars and sterlin~

To clarify the view I have been expounding,
may say that the US is the residual country in
the system:
it is the residual buyer and seller
of gold and the residual recipient of the systems
deficit.
I may start with sterling.
I would not want
my remarks on the United Kingdom to be misinterpreted because, if what I have read in the BIS
Annual Reports is correct, I could not fully support the policy management of the situation over
the past several years. But in July 1966 the
government took quite strong measures to eliminae
excess domestic demand, and in a relatively short
time the measures showed substantial results. By
the beginning of 1967 economic activity had declined somewhat and the utilization of resources
was below what one may call the 'full-employment
level'. From January to June the favorable shift
in the basic balance of payments compared with a
year earlier was substantial; also, a ref low of
short-term funds from New York to London allowed
the previous borrowing from central banks by the
Bank of England to be liquidated. The behavior
of the market certainly indicated reasonable confidence in sterling for the months ahead and
there were no signs of the coming crisis. But,
then, outside events intervened. While a country
which al lows its external position to get so
fragile cannot be absolved from responsibility,
it is a fact that Britain had a run of bad luck
in 1967, The authorities apparently felt that
they could not offset these adverse developments
by further deflationary measures.

The devaluation of sterling and of a number
of lesser currencies will be a negative factor for
other industrial countries, including the United
States.
In 1967 Germany has had the most favorable balance-of-payments position. For the first
ten months its surplus on current account amounted
to about $2 billion. Germany did not gain reserves to any great extent because long-term capital exports were about $750 mill ion and the outflow of short-term funds was $1 1/4 billion. For
the full year the current account surplus will
come to about $2.5 bill ion.
For 1968 the German current account surplus
will certainly still be substantial; however, it
may be reduced somewhat by more rapid domestic
expansion than in other countries, and it should
be reduced also by the effects of the recent
devaluations. The important factor for the comins
year will still be the extent to which the current
account surplus is offset by market-determined
capital exports and by special financing arrangements.
Italy also has had a fairly large surplus
in 1967, of between $350 and $400 million. This
is about half of what it was in 1966, as imports
rose rapidly and there was a substantial outflow
of long-term capital. The Italian surplus is
likely to be narrowed further in the coming year
for the same reasons that I mentioned in the case
of Germany, but again I believe there must be uncertainty about the outcome on capital account.

The trouble started with the Middle East war
in June: this led to some movement out of ster1 ing for political and confidence reasons, and,
due to the closing of the Suez Canal, it also
meant a direct cost to the external balance on
current account. Second 1y, with the renewed rise
of dollar interest rates, the interest arbitrage
position shifted against sterling. Thirdly,
since world trade in industrial goods was not expanding in 1967, British exports did not benefit
from domestic restraint as they would have if the
boom in the outside world had continued. Finally,
the dock strikes in Liverpool and London worsened

The other industrial countries of Europe
have not been much out of balance in 1967. France
is about in balance at the present time and the
pluses and minuses of other countries have been
smal 1. You may have noticed that several countries
received substantial inflows of funds in October
and November, but in large measure these came frothe flight out of sterling.
I may add that a goo:
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part of the flight from sterling went into the
Euro-dollar market, which will undoubtedly show a
large expansion for 1967.

there would have to be changes in the world eco•
nomicand political situation, not as yet in view
As a final point I would like to return to
the question of interest rates. The point is
that, apart from the domestic forces that have
pushed up interest rates, there is a pervasive
influence from the tight condition of the international monetary system.
In other words, due to
the shortage of new monetary gold, many countries
are being forced into a defensive monetary policy
for balance-of-payments reasons. The case of the
United Kingdom is obvious, as the discount rate
has been at a high level for some time and there
are severe direct controls on capital exports.
The United States also is using direct controls,
and high interest rates have acted to support the
control measures. With capital exports from the
two main traditional sources thus 1 imited, heavy
demand for investment funds has shown up on the
international market and defensive monetary measures by other countries are used to limit the
drain of domestic savings.
I don't mean to say
that this international pressure on interest
rates is inevitable; it could be relieved by
central bank action.
I do not expect it to be
drastically relieved in this way, however, as
there would be too much risk involved for the
central banks concerned, particularly for the
United States.
It seems to me to be a problem
that is not easy to resolve without the tightness
of the international monetary system itself being
a 11 ev i a ted.

Finally, there is Japan; in the first half
of 1967 Japan ran into a sizable balance-ofpayments deficit, as its domestic economy was
expanding sharply in a world where hesitation was
the dominant state of affairs. A policy of restraint was initiated in September, and subsequent
action shows that this policy is intended to be
pushed far enough to correct the balance-ofpaymentsposition in 1968. The Japanese authorities do not consider their reserve position strong
strong enough to support prolonged deficits.
To come back to the United States balance of
payments now, what seems to be in prospect so far
as outside influences are concerned is that the
balance-of-payments gains by the United Kingdom
and Japan will be an adverse factor, offset to
some extent by the narrower surpluses of Germany
and Italy. As for United States exports to other
markets, one would not expect a sensational improvement, given the high international level of
long-term interest rates.
It is uncertain at
present how the United States balance of payments
will be affected by conditions in the domestic
economy. The tax increase is a necessity from
this standpoint, and the recent tightening of the
voluntary controls on direct foreign investment
may also be helpful. For there to be major improvement in the US balance of payments, however,
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CROSSROATI CHOICES FOR THE FUTURE DEVELOPMENT OF THE FEDERAL STATISTICAL SYSTEM
Raymond T. Bowman*
It W\1 9 Allyn A. Young]/ and Wesley C.
Mitchell:±/ reflecting the lessons they learned
about official statistics during World War I,
who pointed up in their respective Presidential
addresses to the .American Statistical Association in 1917 and 1918, what they believed to be
the then existing deficiencies in Federal statistics. Allyn Young emphasized at that early
date the deficiencies of coverage and the lack
of "a general scheme of national accountancy"
and Wesley Mitchell the need for coordination.
Although expressed in different ways, their concerns were essentially the same - the need to
achieve a coordinated body of statistics.

On a previous occasion I described the history of Federal statistics development and the
important part which the .American Statistical
Association had played in that development.!/
My analysis indicated two things. First, that
the general push for organized quantitative information about society stemmed from a new and
broader vision of science which began to bearticulated in the closing decades of the 18th
century and through much of the 19th century.
This view was most clearly portrayed by Karl
Pearson in his Gra11Jlliar of Science--almost as a
preface to the 20th century. The new view of
science as a "method" applicable to all fields,
including the improvement of social conditions,
virtually requires that carefully designed and
continuous measurement of social and economic
events be the basis for social policy.

It was not, however, until the Great Depression a decade later, that a successful major
effort was launched to establish a coordinating
mechan!i¥U that was to have a continuing history. 2/

My second conclusion was that, particularly
in the United States, statistical development
took place most rapidly as critical periods in
our history highlighted the importance of statistics and of the Federal organization to produce them. World War I, the Great Depression
and World War II were particularly important in
reshaping statistical developments and also social and economic policy.

Under the sponsorship of the .American Statistical Association and the Social Science Research Council, and with agreement and encouragement from the chief Federal statistical agencies, a "Connuittee on Government Statistics and
Information Services," connuonly known as COGSIS,
was organized, This Connuittee and the events of
the depression induced President Roosevelt to
establish, by Executive Order dated July 27,
1933, a Central Statistical Board. The coordinating functions of the Central Statistical
Board, as the events of the depression years unfolded, expanded considerably beyond its initial mandate, "to formulate standards for and to
effect coordination of the statistical services
of the Federal Government incident to the purposes of the National Industrial Recovery Act."
The functions of the Board, as they developed
rather than as originally defined within the
narrow confines of a particular depression effort, were transferred to the Bureau of the Budget in 1939 to be exercised by what is now the
Office of Statistical Standards of that Bureau.
These functions were later strengthened ang/expanded by the Federal Reports Act of 1942 _ and
further broadened by Section 103 of the I}udget
and Accounting Procedures Act of 1950. 11

It is generally recognized by informed persons that since the Great Depression, the United
States has developed a body of economic and social statistics which has no equal anywhere in
the world. But while this is true, it is also
equally true that many persons believe we have
not developed~ or are not developing rapidly
enough, sufficiently valid, prompt and appropriately interrelatable statistical information
adequate for aiding governments and the private
sectors in the formulation and evaluation of the
comprehensive social and economic advances which
they seek. This, for example, seems to be the
tenor of the recent report of the Subconnuittee
on Economic Statistics of the Joint Economic
Committee representing the consensus o~ the
testimony presented at its hearings.~/
What are the important elements of history
which explain the present U. s. position in
statistics and afford some insight into past
and present discontents? It is appropriate to
note, at the beginning of this review, that the
.American Statistical Association has been in the
forefront of past efforts to promote and develop
an effective body of statistical information by
the Federal Government. In any new effort it
would be hoped and expected that ASA would also
take an active part.

The report of COGSIS set forth certain general guidelines:
"l.

Division of labor and decentralization
of authority among the various statistical agencies should be maintained if
the statistical and informational services of the Federal Government are to
be responsive to the n ~ds of administration and research.:::./

8

*Assistant Director for Statistical Standards,
Bureau of the Budget, before the .American Statistical Association, Washington, D. c.,
December 29, 1967. The views expressed are
those of the writer, and not necessarily those
of the Bureau of the Budget.

"2.
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Coordination of decentralized responsibilities is required for a comprehensive statistical program. Coordination
calls for leadership in the development

The Hoover Commission itself, to whom the
Mills-Long Task Force Report was addressed,
recommended that the "diverse system of collection and analyzing statistical data" be continued with greater use of the Census Bureau
for repetitive large-scale tasks of primary
collection. The Commission recommended, in
contrast to its Task Force, that the Office
(then Division) of Statistical Standards in the
Bureau of the Budget be strengtheneg-90 perform
the central coordinating function.~

and promotion of adequate standards,
the interrelation of data from different fields, the elimination of unnecessary duplication, and the planning of a balanced~ 1cooperative statistical system," ::!.;
The report also recommended, among numerous
other specific points, that the Central Statistical Board be the agency to coordinate all
Federal statistics, that coordination utilize
the principle of "focal organizations at the
center of their respective fields," that the
Census Bureau "as the only general purpose statistical agency of the Federal Government" should
continue to pioneer in fields other than population statistics, and that the improvement of
statistical personnel be given major attention.

It is significant as background information to examine, starting with 1934, the year
when coordination began under the Central Statistical Board, the expenditure levels for statistics of the principal statistical agencies
prior to and subsequent to the Mills-Long report. The period 1934-48 (14 years) includes
much of the Great Depression and all of the
years of World War II. The second period (19
years), which follows the Mills-Long report
published in 1949, is the post World War II
period to date. I have appended to my paper
two tables. Table I provides expenditure
levels for the principal statistical agencies
by selected fiscal years, 1934, 1939 (the year
the coordination function was transferred to
the Budget Bureau), 1948, 1957 and 1967. The
notes to Table I highlight some of the difficulties in constructing comparable measures.
Table II provides similar information for fiscal year 1950 and by individual fiscal years
1956-1967 inclusive and is based on the Specia2.
Analysis of Principal Statistical Programs,
prepared since 1950 and printed QS part of the
Budget document beginning with fiscal year 1956.
I shall try to summarize the highlights of development which Table I brings out.

Much of the development of Federal statistics took place in the period since those depression years and under the coordination
mechanism provided as a result of the COGSIS
effort and the guidance of its report.
The only major overall review of the Federal statistical organization subsequent to the
COGSIS study in 1934-35 was undertaken in connection with the study in 1947-48 by the Commission on Organization of the Executive Branch
of the Government, generally called the First
Hoover Commission. A task force report to this
Commission entitled The syatistical Agencies of
the Federal Government.:£!. was prepared by
Frederick C. Mills and Clarence D, Long, of the
research staff of the National Bureau of Economic Research and other prominent members of
the American Statistical Association.
It is not necessary to review all gf the
recommendations of this report here. ll/ On the
whole the report supported continuation of the
generally decentralized system recommended in
the COGSIS report but proposed strengthened coordination and the centralizing of "repetitive
and large-scale tasks of primary collection and
tabulation" in a single agency--the Census
Bureau. To strengthen central coordination,
which it found inadequate, it recommended the
establishment of an Office of Statistical Standards and Services as a separate office in the
Executive Office of the President with the head
of the Office to be appointed by the President.
This new office was to replace the Division of
Statistical Standards in the Bureau of the Budget
(the present Office of Statistical Standards)
"but should have scope for greater initiative
and authority appropriate to a broader role."
Mills and Long clearly recognized that the major
function of the central coordinating agency
should be the development of comparable and
interrelatable statistics. The report also recommended that the Federal Reports Act functions
be continued as part of the functions of the
recommended new Office, It recognized the need
for improving Congressional review of a consolidated statistical budget so that the Government
statistical program would be considered as a
whole.

The following generalizations seem pertinent.

255

1.

Expenditures for the total statistical
program of the principal statistical
agencies is small in comparison with
the total Government administrative
budget expenditures or the administrative budget expenditures exclusive of
military expenditures, In 1967 statistical expenditures were about one-tenth
of one percent of the former and about
one-quarter of one percent of the latter, The proportion has never been
higher than this. In the light of what
we know about the output of these principal statistical agencies the appropriated funds are remarkably low--examine the figures for the individual
agencies and draw your own conclusions.

2,

The importance of periodic censuses has
decreased relative to the total statistical program because the major demands
have been for programs producing repetitive current monthly, quarterly or
annual data and we had developed excellent censuses at an early date.

3.

4.

6.

Over the entire period 1934-67 statistical program expenditures have expanded at a rate greater than the total
administrative budget expenditures if
defense expenditures are excluded--the
rate is about 50 percent greater--but
this is due entirely to their relative
expansion since 1948, the last 19 years
of the period.

It should also be noted that the coordinating agency in the period 1948 to
date has had no increase in manpower to
do its job of coordinating an overall
program whose output during that period
expanded more than 3 times and whose
personnel doubled.

It is also useful to refresh our memory
concerning what has been accomplished since the
Great Depression in substantive program terms-even if only examples are cited, National economic accounting under Federal Government auspices began and matured into a systematic
accounting framework which now provides, with
significant detail, seasonally adjusted quarterly
constant dollar measures of the output of the
total economy and the income flows of the economy's major sectors. Real product measures by
major industry groups on an annual basis have
also been achieved and efforts are underway to
provide this information on a quarterly basis.
Input-output accounts, describing the interindustry flow of commodities and services, after
some early setbacks, have been established as
part of a general system of accounts. A set of
flow-of-funds accounts was started and developed
by the Board of Governors of the Federal Reserve
System into a quarterly system seasonally adjusted to show the financial flows. Major advances have also been made in developing basic
data on business capital formation and capital
stock. This period also witnessed the launching
of the Monthly Report on the Labor Force and
CUrrent Population Survey, the National Health
Survey, the Annual Survey of Manufactures,
quarterly series on expenditures and anticipations of expenditures for new plant and equipment, a monthly survey of retail sales, and a
quarterly survey of anticipations of consumers
to buy durable consumer goods. On the methodological side there has been a major expansion in
probability sampling, quality control, evaluation of results, attention to enumerator and
response bias and errors, and the introduction
of electronic data-processing equipment. Recently, in recognition of the need for comparability of statistical data produced by State and
local goverrnnents--a recognition by the Governors and local officials--the Budget Bureau has
accepted a "secretariat" responsibility for
participating in work in this area directed to
developing an inter-goverrnnent conference on
comparative statistics.

If an adjustment is made for rising
wage costs as reflected in the deflator shown on line 35 of Table I,
which assumes that productivity has
remained constant, then the expansion
over the entire period 1934-67 would
be 3.3 times. For the part of the
period to 1948 it expanded 1.7 times
and for the period after 1948 it
doubled. Productivity in the Federal
statistics programs has, however, increased significantly and in my opinion probably as much as in the nonfarm
private economy. If the productivity
increase as shown in line 36 of Table I
is assumed for the statistical program,
the output of the statistical system
has expanded almost 8 times over the
entire period, about 2.4 times to 1948
and about 3. 2 times since 1948.

5. The five agencies identified as the
principal statistical agencies in the
Mills-Long report in 1949 still account
in 1967 for over 67 percent of the statistical program analyzed in Table I
but this is considerably less than the
95 percent accounted for by these
agencies in 1934. Similarly, the Census Bureau, if we use a calendar annual
decade average expenditure for the
periodic censuses, accounted for about
71 percent of the overall program in
1934 while in 1967 it accounted for
only 29 percent of the total program.
But the Census Bureau has been becoming more and more a statistical
service agency for other Federal agencies. In 1967 it received approximately $20.4 million for such services,
more than 7 times similar receipts in
1957. While Census Bureau expenditures from direct appropriations for
1967 accounted for only 29 percent of
the total statistical program Census
Bureau operations, as a result of the
work it did for other Federal agencies,
accounted for about 45 percent of_~he
total statistical expenditures. :!:l/

Then why the discontents? Because in many
ways we are still suffering from the inability
to make our statistics a truly integrated body
of information. Our production measures are
often unexplainably not in correspondence. Output and input measures for purposes of productivity analysis and for other purposes are
often of questionable comparability because
problems of classifying establishment by industry have not been completely resolved, or because of differences in concepts or in reporting
units used. We do have, after much effort and
travail, standard definitions of industries-the SIC--but no easily accessible directory of
establishments has been developed which would

Similar calculations for the five
agencies as a group, which had been
selected as dominant in 1948 by MillsLong, would raise the portion of their
participation in the statistical program in 1967 from 67 percent to over
80 percent.
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change over time. This has greatly nru.ltiplied
the technical requirements for consistency of
data which will permit the appropriate analytical manipulations. But these new wide ranging uses of statistics have not diminished the
demand for prompt separate items of information
on a continuing basis.

make certain that all agencies actually classify an establishment the same way.
Access to the general body of information,
while improving, is still far from meeting the
need to assure compatibility of different types
of information for interrelated uses, to prevent duplication and to assure and make feasible
the use of the best sources of information
available. Our financial and nonfinancial data
need to be made more compatible and more meaningfully linked together. We also have major
areas of undercoverage which prevent a balanced
view of all facets of our society. Statistics
on the noncorporate sector are particularly
scanty on a prompt and current basis. The nonmanufacturing sectors, even the corporate nonmanufacturing sectors, are inadequately included in our statistics--in particular--the
service and the nonprofit sectors.

Fortunately the technical capability of
doing some of these things has been advanced by
a rapidly developing computer technology and
systems analysis. But to provide consistent
and accurate information which can be linked
together effectively, to make certain that our
major frameworks and models are reliably constructed to guide the collection of data and
the analysis required to meet regular and
special demands will require considerably more
resources, both in human talent and money, than
are now available. If the providing of such
resources is to be truly productive, effective
coordination of our statistical system is imperative. Does this require a new approach and
major changes in the statistical organization of
the Federal Government?

In recent years social statistics have
been given more attention but the improved
framework within which to articulate such a
body of statistics must stiJ.;!..,ge discovered,
constructed, and perfected. !:±I

It is, or should be obvious, that efforts
have been and are being made to improve all
aspects of the work of the Federal statistical
system in the "milieu" I have just outlined. In
a December 1965 letter to Senator Proxmire, as
Chairman of the Subcommittee on Economic Statistics of the Joint Economic Committee, I expressed much of what was noted above as the
basis for discontent with Federal statistical
improvements. In that statement I emphasized
the need to achieve a more effective system of
statistical coordination through the development of the following: (1) a national statistical data center; (2) a Federal directory of
business establishments; (3) improved industrial, occupational, and geographic classifications; (4) improved national economic accounts
and similar models of the behavior of the economy, the educational system, etc.

Over and above these major deficiencies in
our statistics, the need for an improved system
of statistical information has been heightened
by two major developments. These are, first
the wide-ranging nature of analysis and policy
which has increasingly crossed the lines of the
traditional disciplines and, second, the accelerated improvement and use of the computer.
When we fully recognize the significance
of these two circumstances we can see why our
present Federal statistical system--as good as
it is--is not good enough.
Analysis of and policy concern for the
present performance and future direction of
society have gone well beyond strict consideration of economic policy. Issues have multiplied
faster than our present ability adequately to
evaluate them, Such areas of inquiry as the
changing nature of population expansion; the
relation between education and economic growth;
the motivations to enter and leave the labor
force; the interplay between prices, productivity and wages; the impact of social and economic
changes on particular groups and communities;
the increasingly statistical turn to the study
of disease; the research and data underpinnings
now clearly recognized as required for policy
formulation in the areas of transportation and
urbanization; the new efforts to subject
resource allocations by governments to a
systematic analysis of purposes to be served
and alternatives available for serving them-the PPBS approach;--all of these and many more
have both widened and intensified the scope of
inquiry within which statistics are indispensible.

At that time an effort was under way to
examine the advantages of a National Statistical Data Center. A report on the preservation
and use of economic data prepared in consultation with OSS and other Federal agencies, by a
Committee
the Social Science Research
Council,°};_/ promoted the idea of a National
Data Center. Dr. Edgar Dunn was employed as a
consultant to OSS to study this report and prepare a general appraisal of the ide~ of a
National Statistical Data Center. I§/ Following the Dunn report the Director of the Bureau
of the Budget commissioned a special task
force--often called the Kaysen Committee, to
appraise the overall problem of the storage of
and access to government statistics. Quite
appropriately and pertinently this task force
related its study to more fundamental aspects of
the general problem of statistical organization
and its comments are particularly relevant for
my paper today since it brings ideas about the
organization of the Federal statistical system
more nearly up to date.

gt

The complex interplay of such wide
ranging questions involves identification in
many dimensions of individuals, groups, firms,
administrative units and communities--and their
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The report opens as follows:

W

sufficient authority, leadership, trained personnel, and funds to perform its mission, The
Committee has given special attention to the
problem of finding the organizational arrangement most conducive to the successful functioning of the Center, and attaches great weight to
its organizational recommendations. We recommend the creation of a new position, Director
of the Federal Statistical System, in the
Executive Office, and the placement of the
Census Bureau and the National Data Center as
coordinate units under his direction.

"The Committee was originally charged with
the task of considering measures which
should be taken to improve the storage of
and access to U,S, Government statistics,"
It is the best judgment of the Committee
that it can answer this question only in
a much broader context, namely, by looking at the question of how the Federal
Statistical System can be organized and
operated so as:
1,

To be capable of development to meet
the accelerating needs for statistical information, needs that are increasing in quantity, in variety, and
in degree of detail with the developing character of .American society,
and the changing responsibilities in
it of the Federal Government;

2,

To develop safeguards which will preserve the right of the individual to
privacy in relation to information he
discloses to the Government either
voluntarily or under legal compulsion;

3.

To make the best use of existing
information and information generating methods and institutions at its
disposal; and

4.

To meet these needs for statistical
information with a minimum burden of
reporting on individuals, businesses,
and other reporting units."

11

• , , • The new Director would exercise, by
delegation or new legislation, as seemed
appropriate, the coordinating powers over Federal statistical programs provided for in
Sec. 10 3 of the Budget and Accounting Procedures Act of 1950 (P,L. 784, 81st Congress),
The Office of Statistical Standards would
accordingly be transferred from the Bureau of
the Budget to become a staff office of the new
Director, to assist him in carrying out these
responsibilities. The Census Bureau and the
National Data Center, each under its o-wn
director, would report to the Director of the
Federal Statistical System."

These reconnnendations, made in connection
with the review of the desirability of a Statistical Data Center (which was being considered
as a means to improve the coordination of a
decentralized statistical system), indicate
that the committee thought more fundamental
adjustments in the organization of the statistical system were required in order to accommodate a Statistical Data Center and for other
reasons as well. This is an important and
pertinent conclusion and should be carefully
considered, Let me attempt to raise the issue
in more specific terms.

The Kaysen task force then proceeds, after
outlining some of the weaknesses in the functioning of the present statistical system, to
endorse a National Data Center and outline its
functions.
It is not my purpose today to discuss the
issues concerning a National Statistical Data
Center. I have elsewhere expressed my views
and giver ~y reasons for supporting such a
Center._§_; I am convinced that the protection
of privacy and maintenance of the confidentiality of individual reports would be strength?
ened rather than weakened by such a Center 1 9
and that coordination can be significantly
improved through its operation. I hope the ASA
and Allied Social Science Societies will give
considered attention to all the issues involved,
My purpose today is better served by
placing emphasis on the general problem of coordination rather than on specific instruments
of coordination or statistical improvement. I
return then, as the Kaysen report does, to
the question as to how coordination can be
organized more effectively. The report deals
with this problem as follows: '?!}./

"In order for the National Data Center to
function properly, it must be given a proper
position in the Federal Statistical System, and
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1,

Is there a consensus that a person
appointed by the President and recognized by title as Director of the
Federal Statistical System is a
necessary ingredient for a successfully coordinated statistical organization? Is there agreement that the
Office of Statistical Standards now
charged with the coordinating function
11
is not placed so as to be §,p],e to
carry it out effectively?"~

2.

Location of the coordination responsibility in a separate agency within the
Executive Office of the President
rather than as a subsidiary unit of the
Bureau of the Budget was proposed, as
we have seen in the historical review,
by the Mills-Long task force report to
the first Hoover Commission but rejected by the Commission in its report.
Ralph Watkins espoused the same idea in
his Presid~ntial address before the ASA
in 1955 22 / and in testimony before the
Joint ~cqnomic Committee, February 9,
1955, __]_; In my paper presented to the
ASA at its Detroit meetings in 1956,
shortly after assuming responsibility

for

oss,

I commented on this issue. 2 4/

would be important grist for the coordinating mill. The mill should
probably be run by the coordinating
official and not the statistical data
center but with the close participation of the center.

The recommendations by the Kaysen Committee do, however, contain new elements, although they also are related
to some of the historical emphasis.
The Kaysen Committee recommendation is
that the Census Bureau, considered by
the COGSIS and Mills-Long studies as
having a central position in the providing of general purpose statistics,
become a part of the overall organization charged with coordination and reporting to a Director of the Federal
Statistical System. A statistical data
center would also be included and would
report to the Director of the Federal
Statistical System. This proposal thus
involves a relatively large organization with operating responsibilities.
These elements of the proposal have
pertinence and should be given unbiased
attention in any comprehensive review
of the statistical system. I comment
on them briefly in 3 and 4 below.

3.

5.

The Director of the Federal Statistical System, as outlined by the Kaysen
Task Force, would also be in a position to pay close attention to matters
of confidential treatment of data files
in or used by a, Statistical Data Center
reporting to him.

There are some matters which the Kaysen
Task Force does not mention or about which it is
unclear. This is no criticism of the report
since many of these items are not pertinent to
their assignment. They are, however, important
to the organization and effective functioning of
the Federal statistical system. No reference is
made to the Federal Reports Act functions. If
the administration of this Act is not made part
of the responsibilities of the Director of the
Federal Statistical System, he might be given an
advisory right to participate in the review of
all statistical forms. This wuuld be similar to
the recommendation in the Kaysen Task Force report that the Director of the Federal Statistical System be consulted by the Director of the
Bureau of the Budget on agency Budget requests
involving statistical programs. It should be
remembered, however, that the review of statis-tical forms actually began as a statistical co ..
ordinating device before the Federal Reports
Act. Its coordinating value should, therefore,
be considered,

It is clear that the Census Bureau, both
historically and more recently in its
capacity of providing statistical services for other Federal agencies (the
latter function has been positively promoted by the present coordinating agency
in general line with the Mills-Long report recommendation), is less oriented
to a departmental mission than any other
statistical agency. This is true of its
current statistics activities as well as
the periodic censuses. The periodic
census activities of the Census Bureau
cover diverse subject matter areas--population, unemployment, housing, agriculture, manufacturing, mining, trade,
transportation, construction and governments. The taking of censuses in the
United States is a more centralized operation than those in many countries
having central statistical organizations
since the Census Bureau does not operate
through personnel of local area governments. An important problem associated
with the centralization of census operations is that of assuring that censuses
meet the informational and analytical
needs of agencies with operating program
responsibilities. This has been an important task of coordination to date.
It would certainly continue as a major
task of any Director of the Federal Statistical System.

There is nothing in the proposed new organizational structure that would provide any
better way for Congress to review the statistical program as a whole. There is also no
specific provision for the development, either
by the Statistical Data Center or the Census
Bureau, of an Industrial Directory. Yet almost
every committee reviewing deficiencies in procedures to assure comparability in industry
classifications and for/selection of samples
has noted this need. 2 5
There is also the question of whether or
not the suggested organizational association of
the Census Bureau and the Statistical Data Center with the coordinating function under a Director of the Federal Statistical System goes
far enough. Certain other major analytical compilations of statistical materials such as the
economic accounts and certain basic index numbers, such as price indexes and production indexes neither of which are specifically oriented
to Departmental missions, might also be included
in the central office. These statistical constructs are particularly pertinent for guiding
the development of the statistics program as a
whole.

4. It is probably also true that effective
operation of a Statistical Data Center
would require the continuing involvement of the coordinating agency and
closer and more intimate participation
by the coordinating agency in its operations than is currently practiced
under present coordination methods.
The "feedback" that any statisticcll
dita center wuul<l provide, as it die-

It would also be desirable, in any review of
statistical 0rganization, to consider whether
confidentiality provisions provided by law
might not be more uniformly extended to all

covered ll1consistencies in data files,
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statistical collections irrespective of which
agency collects the information. A Director of
the Federal Statistical System, or other coordinating official, might be used to determine
what collections were statistical and came under
such a law.

dichotomy between centralization and coordination and consider the major gain that can
be made from some possible increases in centralization coupled with the strengthening of the
central coordination of what decentralized
functions still remain.

Because the Kaysen Corrn:nittee seems to come
to its organizational proposal as a compromise
over what would be desirable if it could start
de novo, I want to say a few words about the
general problem of the organizational choices
and the development of a sound and integrated
body of Federal statistics.

The purpose of my remarks has been to place
before you in an historical context a number of
fundamental issues concerning the Federal statistical program. The questions might be summarized
this way:

It is often assumed that the clear-cut
alternatives are centralization vs coordination
of a decentralized system. This dichotomy has
meaning if not pressed too far. It is fairly
obvious, however, that even complete centralization, in the sense of control by one agency of
all statistics collection and tabulation, would
not necessarily result in an integrated body of
statistical information unless the central organization made the production of an integrated
body of consistent statistical information a
matter of high priority. The larger the central
organization the closer its problems approach
those of coordinating decentralized functions.
The major gain in centralization is singleness
of authority.

1.

Has the time arrived for a comprehensive review of the Federal Statistical System so that carefully considered
actions can be formulated that will reflect the best evidence available?

2.

Should not this review concentrate on
whether the time has not arrived for
fundamental changes in the organizational structure of the system?

3.

How should proposals be developed for
such a study?

4. Isn't this--once again--a job for ASA?
NOTES

Other problems also arise when the specifics of what is to be centralized are faced. One
compromise generally suggested is that where
data collected by an operating agency are byproducts of its operations such data collection
should not be in the central statistical agency.
But, assuming such by-product collections can be
recognized, if they have statistical uses they
nmst certainly be subject to some scrutiny as to
their consistency with other data and as to the
standards and definitions which are followed in
their collection. This requires coordination
beyond the central agency.

Journal of the American Statistical Association, Vol. 59, March, 1964.
Background for this statement is succinctly
set forth in a report of the Subcommittee on
Economic Statistics of the Joint Economic
Committee entitled "The Coordination and
Integration of Government Statistical Programs," 90th Congress, 1st Session, Washington, 1967. The Hearings which preceded this
report were held on May 17, 18; June 7, 8,
1967 and are under the same title.
Journal of the American Statistical Association, Vol. 16, particularly pages 873-4,
March, 1918.

Another point that is made, or should be,
relates to the relationships that exist between
classes of respondents and an operating agency.
Operating agencies dealing with farms, hospitals, employment offices, educational institutions, etc., may enjoy significant advantages in
collecting data from these classes of respondents.
If all general purpose economic and social data
now collected by agencies in Departments such as
the Statistical Reporting Service of Agriculture,
the Bureau of Labor Statistics, the Bureau of
Employment Security, the Social Security Administration, the Centers for Educational and Health
Statistics, etc., were to be transferred to a
central agency much might be lost unless careful
selection is made. While I certainly would not
argue that decentralization of statistics in the
United States has been an unmixed blessing, I
would argue that nmch of the system's response
to needs for statistics was based on that decentralization because the needs appeared at
operating levels and were supported by Congress
as part of such operations. I think most persons have found it better to discard a sharp

y
Ji
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Journal of the American Statistical Association, Vol. 16, particularly p. 224, March,
1919,
Responsibilities for statistical coordination had previously been assigned to at
least three organizational units: (1) the
Bureau of Efficiency, which was established
in 1913 as a division of the Civil Service
Commission, became an independent agency in
1916, and was terminated in May 1933; (2)
the Central Bureau of Planning and Statistics, established under the War Industries
Board in 1918 and terminated in 1919; and
(3) the Federal Statistics Board, created in
April 1931 and designed to terminate on
October 9, 1933. The historical setting and
the activities of each of these units are
described briefly in .Appendix B, "Note on
Central Statistical Organizations in the
United States prior to the Organization of

I

l2/ It is aJ.so informative to note that in an
expression of reservation, Chairman Hoover
and Commissioner Flemming recommended that
the coordinating agency be placed in a proposed Office of GeneraJ. Services (corresponding generally to the present General
Services Administration).

the CentraJ. StatisticaJ. Board," in Government Statistics: A Report of the coiiiiii:tttee
on Government Statistics and Inf'ormation
Services (COGSIS), published by the SociaJ.
Science Research Council, New York, April
l937 (Bulletin 26). Similar information is
contained in "The Development of Federal
StatisticaJ. Coordination l908-l949," by
Clem C. Linnenberg, Jr., in The American
Statistician, April-May a.ud June-July l949
(Vol. 3, Nos. 2 and 3).

!JI

Percentages caJ.culated in this way may not
accurately reflect the proportion of the
statisticaJ. programs totaJ.led in Table I
because some statisticaJ. service payments
may come from agencies whose expenditures
are not included in that total.

'l:!±J

The issues associated with developing a more
systematic body of sociaJ. statistics were set
forth in a paper which I delivered at the
PaJ.o Alto meeting of ASA under the title
SociaJ. Statistics: Present Conditions, Future
Needs and Prospects. This paper was prepared
with the help of my colleagues Alexander Gall
and Israel Rubin. In Proceedings of the
Social Statistics Section, pp. 74-8l, American StatisticaJ. Association, Aug. l960. An
examination of Table II will indicate the increasing financiaJ. support for sociaJ. statistics and explain, in part, the expansion of
statisticaJ. programs since l950.

§./ Public Law 83l - 77th Congress, Chapter 8ll 2nd Session. The purpose of this Act is to
avoid duplication, reduce burden on respondents (particularly small business respondents) and reduce costs to the Government. The Act gives the Director of the
Bureau of the Budget authority, under specified conditions, to (l) determine that certain information is unnecessary and forbid
its collection, (2) direct the transfer of
information from one agency to another, (3)
specify a single agency to collect specific
items of information. The Act aJ.so requires
that, with a few specified exceptions, "No
Federal agency shaJ.l conduct or sponsor the
collection of information, upon identical
items, from ten or more persons (other than
Federal employees considered as such) unless, in advance of adoption or revision of
any plans or forms to be used in such collection," they have been submitted to the
Director and he has stated that he does not
disapprove the proposed collection of information.

1/

f/

l5/ Report of the Committee on the Preservation
and Use of Economic Data to the Social
Science Research Council, April l965. AvaE.able in mimeographed form at the Bureau of
the Budget.

!§_/

Public Law 784 - 8lst Congress, Chapter 946,
2nd Session, H.R. 9038. The section l03 referred to reads as follows: "The President,
through the Director of the Bureau of the
Budget, is authorized and directed to develop programs and to issue regulations and
orders for the improved gathering, compiling, anaJ.yzing, publishing, and disseminating of statisticaJ. information for any purpose by the various agencies in the executive branch of the Government. Such regulations and orders shaJ.l be adhered to by such
agencies." This provision of law was implemented by Executive Order, l0253, June ll,
l95l.

l7/ Report of the Task Force on the Storage of
and Access to Government Statistics, October,
l966, p. l. The members of the Task Force
were Carl Kaysen, Chairman, Institute of Advanced Study; Charles C. Holt, University of
Wisconsin; Richard Holton, University of
CaJ.ifornia, Berkeley; George Kozmetsky, University of Texas; H. Russell Morrison,
Standard Statistics Co., Richard Ruggles,
YaJ.e University.

Government Statistics, a Report of the Committee on Government Statistics and Information Services, p. 4; Social Science Research Council, Bulletin 26, N. Y.; April
l937.

'}_/ Ibid.

Review of ProposaJ. for a NationaJ. Data Center. A report prepared by Edgar s. Dunn, Jr.,
Consultant to the Office of StatisticaJ.
Standards, Bureau of the Budget. Available
as StatisticaJ. EvaJ.uation Report No. 6,
Bureau of the Budget, Dec. l965,

"};§) See in particular item 5 cited in footnote
l9.

'J::2.J

pp. 5 and 6.

~ Published as a separate volume under the

title indicated by the National Bureau of
Economic Research, N.Y.; l949,
An Office of StatisticaJ. Standards staff

paper dated 2/28/50 presents a review of the
Mills-Long report and the actions taken to
that date on the recommendations.

I list here some Government sources on the
StatisticaJ. Data Center and the privacy
issue.
(l) The Computer and Invasion of Privacy. Hearings before a Subcoi:iiiiiittee of the Committee on
Government Operations, U. S. House
of Representatives, 89th Congress,
Second Session, July 26, 27, and
28, l966.

(2)
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Computer Privacy. Hearings before
the Subcommittee on Administrative

Practice and Procedure of the
Committee of the Judiciary, U.S.
Senate, 90th Congress, First
Session, March 14, 15, 1967.
(3)

(4)

(5)

~

2l/ Ibid.

?l:J

A National Data Center. Address
of Charles J. Zwick, Assistant
Director, Bureau of the Bud.get, at
the Annual Meeting of the American
Bar Association, Honolulu, Hawaii,
August 8, 1967. Available in
mimeographed form, Bureau of the
Budget.

P• 22.

Hearings on the January 1955 Economic Report
of the President, pp. 1091-92 Joint Economic
Committee.

gJ/ Journal of the American Statistical Associ~ , March 1956, pp. l-ll.

'f!J) R. T. Bowman, Philosophy of an Integr~ted
Federal Statistical Program. Proceedings
of the Business and Economics Statistics
Section, American Statistical Association,
Detroit, Michigan, 1956.

The National Data Bank: Friend or
Foe? Raymond T. Bowman, Business
Automation Magazine, June 1967.

It was promoted by the Central Statistical
Board 1934-39, recommended by the MillsLong ;eport, 1949; the Intensive Review
Committee (on appraisal of Census Programs)
1955, and others. /J,ee Frank A. Hanna, The
Compilation of Manufacturing Statistics,
Washingto~ D. c., 1959, p. 106, especially
footnote :::.I• It has been promoted by 0SS
continuously. While there are now files
resembling such a directory they are not
easily available or conveniently usable for
the various requirements or entirely consistent as to industry classification.

The Idea of a Federal Statistical
Data Center: Its Purposes and
Structure. Address by Raymond T.
Bo'Wlllan, before the Federal Bar
Association, San Francisco, California, July, 1967.

.£!2•

Cit. Report of the Task Force on the
Storage of and Access to Government Statistics; pp. 2l and 22.
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Table 1.--0bligations for Principal Statistical Programs,
Selected Years 1934-1967
(In millions of dollars) 5../

Y

Ratio of Change

Fiscal Years

1

Title of Agencr or Series

193J.il/ 193~ 194811'

Total obligations - all principal
statistical programs

=*Q,!,g

*~,!,1

JQ,!,1

1957

1967

1934 1934 1948
to
to
to
1967 1948 1967

~g,!;I)±.I Ja.3~tc~

2.9

4.4

4.5 1.5

3.1

12.7

2

Periodic census type programs
(Annual averages for calendar decade)

5.1

5.1

7.5

16.1

23.1

3

Current statistical programs - total

=~~~

~~~~

~j~~

j~~~

111.3

20.2

4.2

4.8

---2.!2.

8.4

18.3

25.5

66.5

13.3

3.7

3.6

2.4
1.7

2.1
3.8
2.1

7.4
4.9
4.3

16.4
17.5
20.6
9.3
2.6
89.6

9.8

9.1

2.814 18.4

5.1

3.6

4

Five selected statistical agencies..21
Census
SRS & part ERS
BLS
NCHS
Mines

5

6
7
8
9
10
11
12
13
14
15
16
17
18
19

§/

1.0

.2

.3

.7

7.4
6.7
7.1
2.6
1.7

....:.2.

2.2

4.9

11.0

44.8

NA

.3
NA

1.1
.7
.1
1.2

1.0
.8
.5
2.2

2.8
1.1
2.1
10.0
1.8
.4
3.2
4.o
.4
5.8

.6
§/

Other principal statistical agencies
OBE
Corps§Jf Engineers
NCES
SSA
Social Rehab. Service

.8

1/
--1/

HUD

BES
OMPER (OMAT)
Transportation
IRS
Civil Aeronautics Board
Federal Home Loan Bank Board
FTC
ICC
NSF
OEO
SEC

20

21
22
23
24
25
26
27

=====

.5
NA
NA
NA

.3
NA
NA
NA
.2

.6

11
--11

1.1

NA
NA
NA
.7
NA

1/
1.1
1.8
.3
.3
.3
1.1
1.4
.2

.6
.6

.4
1.1
4.4
5.9
.3

28 Other associated statistical agencies
29

Board of Governors, FRS

30

oss

31

CEA

32 Selected comparative series

.153
NA

.294

.773

1.600

.125

.373

.366

.627

1.7

.350

.346

.Boo

2.3

2/

33

Total admin. budget expenditures
(nearest million)

6,600

8,800

33,000

69,000 125,700 19.0

5.0

3.8

34

Admin. budget expend., less military
(nearest million)

6,100

7,100

21,200

25,6oo

9.0

3.5

2.6

55,000

35

Irnplicit.127ice deflater for Fed. general
(1958 = 100)
govt. 1

36.1

41.5

61.5

89.4

138.2

3.8 1.7

2.2

36

Index of output per manhour in the 'QI
private nonfarm sector (1957-59 = 100)

55.8

63.9

76.4

97.7

124.:#/

2.2 1.4

1.6
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Notes to Table I

!/

Studies by the Census and Statistics Subcommittee of the Committee on Government Operations,
House of Representatives, indicate that if all statistical operations of every agency were
included total statistical expenditures would be about 4o percent higher than those for the
selected agencies.
Totals may not add exactly because of rounding.
Estimated on the basis of available information including the Mills-Long report on Federal
Statistical Agencies, NBER, N. Y., 1949.

~/

Not comparable to figures in Special Analysis of Principal Statistical Programs in budget
document because periodic programs are here shown as an annual calendar decade average.
However, the expenditures shown for the current statistical programs are identical for 1957
and 1967.

2/

The five principal agencies (or predecessor agencies listed in Mills-Long report, Appendix E,
P• 192.)
Vital statistics were in Census Bureau in these years.

1/
Q/
2/

Included in Social Security Administration.
And predecessor agency.
Source:

1967 Supplement to Economic Indicators, 90th Congress, 1st Session, p. 127.

10/

Source:

Office of Business Economics.

11/

Source:

Bureau of Labor Statistics.

-g/ For the year 1966, an index number for the year 1967 is not yet available.
Means generally no agency or identifiable separate agency available that is now included as
part of Principal Statistical Programs.

*

Meaning of abbreviation of agencies listed.
BES - Bureau of Employment Security, Department of Labor.
BLS - Bureau of Labor Statistics, Department of Labor.
Board of Governors, FRS - Board of Governors of the Federal Reserve System
CEA - Council of Economic Advisers
Census - Bureau of the Census, Department of Commerce
Corps Engineers - Corps of Engineers, Department of the Army
ERS - Economic Research Service, Department of Agriculture
FTC - Federal Trade Connnission
HUD - Department of Housing and Urban Development
ICC - Interstate Commerce Commission
IRS - Internal Revenue Service, Department of the Treasury
Mines - Bureau of Mines, Department of the Interior
NCES - National Center for Educational Statistics, Department of Health, Education, and
Welfare
NCHS - National Center for Health Statistics, Department of Health, Education, and Welfare
NSF - National Science Foundation
OBE - Office of Business Economics, Department of Commerce
OEO - Office of Economic Opportunity
OMPER (OMAT) - Office of Manpower Policy, Evaluation and Research, Department of Labor
OSS - Office of Statistical Standards, Bureau of the Budget
SEC - Securities and Exchange Commission
Social Rehab. Service - Social and Rehabiliation Services Statistics, Department of Health,
Education, and Welfare
SRS - Statistical Reporting Service, Department of Agriculture
SSA - Social Security Administration, Department of Health, Education, and Welfare
Transportation - Department of Transportation
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I

II

r
Table II.--Obligations For Principal Statistical Programs
Total and Selected Agencies
(In millions of dollars)
Fiscal Years
Agency
Grand Total

1967
(Est.)

1966

1965

122.1

101,2

110.0

1964
2.3•2

1963
82,3

1962
68.o

1961
72.6

1960
141.2

56.:7

(Current Programs)
Total-current

..,
°'u,

Census
OBE
BLS
BES
OMPER
ERS
SRS
NCHS
NCES
SSA
WA
IRS
NSF
Mines
Other

1958

1959

-

1957

1956

1950

46.:2

4o.8

4.3 •.3

8.5..6

111.3

96,3

87,8

78.5

70.1

57,1

51.2

45,7

43.1

4o.5

36.6

34,l

28,4

16.4
2.8
20.6
3.2
4.o
3.8
13.7
9-3
2,1
10.0
1.8
5.8
4.4
2.6
10,8

15,7
2.5
20.0
3,0
4.o
3.4
12,3
6.9
2.7
6.o
1.7
4,5
3.7
2.7
7,2

15.2
2.3
18.5
2.5
3.7
3,1
11.9
6.3
2.1
4.6
1.5
6.1
3.5
2.4
4.1

13.6
2.1
16.3
1.7
4.2
2.6
10.5
5.8
1.5
4,3
1.2
4.6
3,0
2,4
4,7

12.8
2.0
14.6
1.7
2.5
2.5
9,3
5.1
1.3
4.1
1.0
4,3
2.6
2,2
4.o

10,7
1.6
12,7
1.5

9.6
1.5
11.1
1.3

8.6
1.4
10.5
1.3

8.6
1.2
8.o
1.2

8.2
1.1
7,5
1.2

7.4
1.0
7,1
1.1

7,3
1.0
6.6
1.1

6.8
1.1
5.6
.8

2.4
8.1
4.5
1.1

2.2
7.6
4.o
,9

~8.2
3.0
.8

~6.7
2.6
,5

~6.1
1.9
.2

~6.o
1.5
,2

(2.6
3,1
2.1
2,0
3,2

(2.4
2.6
1.9
1.9
3,1

(7.9
3.6
,7
(
(2-3
2.6
1.8
1.9
3,3

(

(

(

(2.8
3,4
2.3
2.0
4.o

(

(

(

(
(7,3

3,5
.6
(

(2.2
2.4
1.6
1.8
3,1

(2.2
1.8
1.4
1.7
3.1

(2.1
1.9
1.2
1.6
3,1

(

(1. 5
1.8
1.0
2.1

(Periodic Programs)
11.4

11.2

22.2

15.0

12.3

10,9

21.4

95,5

13.6

6.4

Decennial censuses
Economic censuses
Censuses of agriculture
Censuses of governments
Nat'l Housing Inv.
CPI Revision

2.8
3.0
1.9
1.3

2.2
.8
5.1
,2

,9
5.8
15.5

.5
7.1
1.5
.6

2.8
2.9
.5
.8

6.7
1.2

18.0
2,0

90.1
5.1

6.1
7,0

4,3
1.4

,9

.1

.1

,5

,7

.8

1.3

2.1

1.3

.2

Other periodic

2.4

4.5

4.o

Total-periodic

1.7

4.2

9,2

1.6
.8
.8
1.0

4.8
4.4

57,2
49.1
7.1

1.0

Explanatory Notes
Figures represent obligations, actual for 1966 and earlier, estimated for 1967,
Where possible, data are based on Special Analysis for Principal Federal Statistical Programs printed with the Budget. However,
since agencies included have changed at times, principally by expansion in 1961, 1962 and 1963, estimates have been made for
certain agencies not shown in that document in earlier years in order to obtain a reasonably comparable series for the entire
period shown here. When new agencies have been organized to perform new functions, they have been added - OMPER in 1963, OEO
($2,4 million) in 1966. When new agencies were organized to perform functions previously performed elsewhere, with or without new
functions, data are shown under the present name, but carried back to be continuous. For example, SRS and ERS in the Department
of Agriculture are shown separately since 1961, but only a single figure for these programs is shown for earlier years. NCHS was
organized in 1960; figures for earlier years represent work on vital statistics and public health reports. In other cases, program
content and budgeting has been changed without reorganization. Most notable example is in 1960 when Census took over construction
and housing starts, most of which had been in BLS; BLS took over the labor force portion of the CPS, Although these changes could
be, and were costed out of budgeting purposes at the time they occurred it would have been very difficult to carry them back, so
this has not been done.
Agencies included in "Other" current:

Abbreviations:
Census - Bureau of the Census
OBE - Office of Business Economics
BLS - Bureau of Labor Statistics
BES - Bureau of Employment Securitr
OMPER - Office of Manpower Policy, Evaluation and Research*
ERS - Economic Research Service*
SRS - Statistical Reporting Service
NCHS - National Center for Health Statistics
NCES - National Center for Educational Statistics
SSA - Social Security Administration*
WA - Welfare Administration* (now Social Rehabilitation Service)
IRS - Internal Revenue Service*
NSF - National Science Foundation*
Mines - Bureau of Mines*

Department of Housing and Urban Development*
Civil Aeronautics Board*
Federal Home Loan Bank Board*
Federal Trade Commission*
Interstate Cormnerce Cormnission*
Office of Economic Opportunitr
Corps of Engineers*
Securities and Exchange Commission*
(Business and Defense Services Administration, construction
statistics only included in total for years prior to 1960,)
Department of Transportation*

*Statistical programs only,

December 1967

X11

A FRESH LOOK AT INVESTMENT
Chairman, WILLIAM H. SHAW, U. S. Department of Commerce
Page
Total Investment, Capital, and Economic Growth - JOHN W. KENDRICK,
George Washington University ........................................ 268
Some Notes For Users Of Capital Stock Estimates In Manufacturing DANIEL CREAMER, National Industrial Conference Board ................ 276
Discussion - GEORGE TERBORGH, Machinery and Allied Products Institute. 285
Discussion - PATRICK ROSS HUNTLEY, Center For Naval Analyses .......... 287
Discussion - JOEL POPKIN, Bureau of Labor Statistics .................. 290

267

TOTAL INVESTMENT, CAPITAL, AND ECONOMIC GROWTH
John W. Kendrick, The George Washington University
This paper is a progress report on the
research I have under way on total investment,
capital, and economic growth.
The theoretical
basis of the study is simple, yet fundamental.
It relates to the definition of investment as the
use of resources released from current consumption
through saving for the purpose of preserving and
increasing output-and income-producing capacity
for the future. Part of gross saving and investment is required to offset the decline in value
of stocks of capital as they age (as estimated
through depreciation or "capital consumption"
allowances), or to replace capital items as they
are retired. The excess of gross investment over
(a) depreciation and (b) retirements represents
the increment to the (a) net stock, and (b) the
gross stock of capital, respectively. The notion
of "maintaining capital intact" in the first
sense relates to preservation of the real net
income-producing ability of capital through sufficient new investment to offset depreciation;
in the second sense, gross investment must offset
retirements in order to preserve the output-producing capacity of the stock (given adequate current maintenance expenditures). Thus, real net
investment in the first sense augments real net
capital stock and thus real net income-producing
capacity; in the second sense, we might better
refer to real "incremental" investment as augmenting real gross capital stock and thus real
output-producing capacity.

so the discussions are confined to gross investment and stock.
Gross investment
As indicated in Table 2, we have greatly
expanded the concept and measures of investment
used in the official Commerce Department estimates
of gross national product, which is largely based
on the Keynesian framework. The Department
includes business purchases of durable structures
and equipment, net business inventory accumulation,
and net foreign investment. We cover all current
outlays, tangible and intangible by all sectors,
business and non-business, which expand future
income- and output-producing capacity. This major
expansion was undertaken, as indicated above, to
make possible a more complete analysis of the
anatomy of economic growth. It has also involved
some adjustments to the G.N.P. concept and estimates, which will also be described briefly.
Under the heading of tangible investment, in
addition to business capital outlays, we include
purchases of structures, durable goods, and additions to inventories by governments and households.
The Commerce Department already includes new residential construction for owner-occupancy as well
as for rentals, and imputes a rental value to
owner-occupied dwelling units, recognizing that
otherwise G.N.P. and the investment component will
be distorted by ownership-shifts. The same reasoning can be applied to all durable goods and inventories, since shifts in sector of ownership can,
and do, take place. This is particularly the case
in the increasing opportunities for households,
and governments, to lease equipment as well as
structures from business enterprises, or to purchase the services, as an alt rnative to owning
the capital goods themselves.

Since capital may be viewed as productive
capacity, it is clear that the study of investment
and capital increase should form a central part
of the study of economic growth, which is usually
defined in terms of the growth of real income and
product. If investment and capital are defined
comprehensively, then the growth of the real total
stock of capital should largely "explain" the real
income. In fact, real income may be viewed as the
return to capital (human and non-human) employed
in the productive process. If the rate of return
were constant (implying also a steady rate of
utilization), the trends of real income and real
capital stock would parallel each other, and their
growth rates would be equal. Actually, given
imperfections of knowledge, foresight, competitio~
and economic rationality, and changes in the
degrees of imperfection, the rates of return on
various types of capital, and thus on total capital, would tend to vary through time.

3

The chief forms of intangible investments are
shown in Table 2--education and training, research
and development, medical and health, and mobility
costs. We have discussed the rationale of including these items as investment elsewhere.4 To
summarize here, it is clear that all the outlays,
regardless of the sector financing, contribute to
future income-producing capacity, particularly if
psychic income flowing from better education, and
better health, is included. Some indeterminate
portion of education (small) and of health outlays
(probably larger) represents current consumption;
but not knowing how to segregate this portion, we
have included all of the outlays in each category.
Insofar as some of the intangible investment
(especially research and development) is charged
by business as a current expense, an upward adjustment of the official G.N.P. estimates was required
for the sake of consistency. We also added to
G.N.P. the imputed compensation for schoolwork, the
opportunity cost of students, which is the largest
part of educational expense.

But since this paper is not intendea. to be
primarily theoretical, we shall not pursue these
paths further here. We shall now move to describe
the total gross investment estimates--briefly,
since this work has been written up elsewhere. 2
Then, we shall describe the methods used to obtain
the real gross stock estiw2tes, and sunmiarize our
preliminary findings on the growth and changes in
composition of total gross stocks, and the relationship of our stock estimates to the corresponding gross income and product estimates. We have
not yet reached the stage of estimating depreciation and net stocks for all categories of capital,

The final category we add to the the official
investment estimates is one on which less work has
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been done by others--the costs of rearing children
to working age. This is tangible human investment,
based on the cumulative average expenditures per
child at various ages up to 14. At age 14, some
boys and girls start work; for those who remain
in school we estimate opportunity costs, which
are not very different from subsistence costs at
that age. The logic of estimating rearing costs
as investment is that these outlays compete with
other forms of investment for scarce funds. Further, it makes it possible to place all human
investment and capital on a monetary basis, consistent with the nonhuman investment and capital.

official concepts and estimates, which indicate a
relatively constant proportionate allocation
between present satisfactions and provision for
the future.
In the business sector, the inclusion of capital outlays charged to current expense (particularly the intangibles) indicates a stronger upward investment trend than that based on tangibles
charged to capital account. And the fact that
government has been responsible for most of the
relative increase in total investment requires
some reappraisal of the role of governments in
promoting economic growth.

Summary of gross investment trends-Total capital stock
Total gross investment can be compared with
G.N.P. adjusted for consistency as indicated
above. Note that when we add business investments
charged to current expense, imputed compensation
of students, and imputed rentals on non-business
capital goods, G.N.P. so adjusted rises from 122
percent of official G.N.P. in 1929 to around 130
percent in 1966 ( see Tcible 1). As shown in Table
2, the grand total of investment rose from 46.7
percent of adjusted G.N.P. in 1929 to about 56
percent in 1966. Gross tangible nonhuman investment showed only a slight relative increase, however, offset by a relative decline in the rearing
costs ratio. The relative increase in the total
investment ratio can be entirely traced to the
intangibles. The largest proportionate increases
came in the research and development category; the
largest absolute increases came in education and
training, followed by mec!.ical and health outlays.
Mobility costs was the type of intangible investment which increased no faster than real G.N.P.
When we look at investment by sector (Table
3), it can be seen that most of the investment
increase came in the government sector, total
public gross investment rising from about 5 percent of adjusted G.N.P. in 1929 to 12 percent in
1966. This rise uas due chiefly to an approximate doubling in the net receipts of governments
relative to adjusted G.N.P., but there was also
a modest rise in the proportion of net receipts
devoted to investment. In the case of the personal sector, the ratio of gross disposable personal income to adjusted G.N.P. dropped significantly, but this was more than offset by an
increase in the proportion of the income devoted
to investment. In the business sector, there was
no pronounced trend either in the ratio of gross
retained income to G.N.P., nor in the ratio of
gross investment to gross retained income.

What has been the result of the strong upward
relative trend of intangible and total investment
in terms of the total gross capital stock? Since
there have been no previous attempts to estimate
stocks resulting from all the major types of intangible investment, and to combine these with
estimates of tangible capital stocks, I shall
first describe briefly our methodology with particular reference to the intangibles. As a general proposition, it should be noted that the
stock estimates are based on the costs of the
capital goods and services. Assuming rational
behavior, the original investment cost equals
the present (discounted) value of the expected
future income stream. But in the gross stock
estimates, no allowance is made for depreciation
as the stocks age; further, in the case of
human investments, it would be unrealistic to
assume any very precise calculus, particularly
in the decision to have and to rear children.
Thus, the gross stocks represent replacement
costs as of the current or base year, and not the
"value" of the capital.
The estimates of tangible reproducible (nonhuman) capital were made by the familiar perpetual inventory method using constant (1958) dollar
outlays. Annual real gross outlays, by types of
structures and durable equipment, were retired
from stock over periods centered on the estimated
average life-times. It is well known that the
stock estimates vary somewhat depending on the
assumed average life-times, mortality curves, and
the degree of detail employed, etc. We plan in
the final report to perform some sensitivity analyses, to see how much difference is made by variations of methodology within a reasonable range.
The estimates presented here represent our "best"
assumptions. The estimates of business inventories, net foreign assets, and the land estimates
a re based on those of Raymond Goldsmith. 5

These summary numbers indicate clearly that
the total investment and saving concepts will
require considerable rethinking of macroeconomic
relationships, particularly the aggregate and
personal saving functions. Instead of a relatively constant fraction of national product going
into saving and investment, as indicated by the
narrower, official concepts, it is clear that as
real per-capita income and product have grown, a
rising proportion has been channeled into forwardlooking outlays. Likewise, personal saving (total
investment plus net financial investment on Table
3) has risen significancly in relation to disposable personal income (gross), in contrast to the
saving- ano consumption-functions based 0,1 the

For rearing costs, we estimated the cumulative
average cost per child up to age 14, year by year
(beginning 95 years prior to the beginning of the
number of persons in each annual cohort. This
method takes very precise account of the annual
"retirements" (death) of individuals from the
human capital stock each year. Our Variant A
takes account of the gradual rise in planes of
living with respect to actual rearing costs. The
"A" estimates thus reflect both changes in population and in average actual rearing expenses.
Variant B holds rearin~ costs at the average per
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person in stock as of 1929. Thus, the "B" estimates, in real terms, reflect only the changes in
population and its age composition.

by 162 percent by Variant A, which takes account
of rising real rearing costs; whereas by Variant B
the increase was 62 percent, which approximates
the growth of total employment.

The education, general training, and the medical and health outlays are handled in a similar
manner. That is, we estimate the average annual
expenditures by single age brackets; cumulate for
each cohort, and multiply by the numbers of persons in each age bracket each year. The extensive calculations required for the stock estimates
were made by electronic computer.

As a result of these relative trends, the
stock of tangible nonhuman capital fell from 70
percent of the total in 1929 to 58 percent in 1966.
Intangible capital rose sharply from 19 to 32 percent. Tangible human capital fell from 11 to 10
percent by Variant A -- more if calculated on the
basis of Variant B.
Within the tangible sub-total, land showed a
relative decline, structures fell to a smaller relative extent, while durable equipment showed a
significant relative growth. Within the intangible
sub-total, the stocks resulting from research and
development increased almost 20-fold, education and
training rose to 568 percent of the 1929 base, and
medical and health stocks rose to 425. Cumulative
mobility costs rose by little more than the active
labor force.

Since rearing costs, education and general
training, and health costs were estimated for the
population as a whole, it was necessary to isolate
that portion of total stock embodied in the active
(employed) labor force. To do this, we first
divided the stock into that embodied in persons
unl. er 14 years of age, and 14 and over. To the
latter stock, we applied the ratio of employment
to population 14 years of age and over. (We plan
later to refine this by applying employment/population ratios to stocks by age groupings.) Then,
to estimate the portion of productive human capital employed in the private domestic business sector, we applied ratios of persons engaged in that
sector to total persons engaged (Commerce Department estimates, adjusted upward to include unpaid
family workers).

In the private domestic business economy
alone (Table 4b), the total capital stock grew at
a somewhat slo·.1er pace, reflecting the increasing
relative importance of the government sector.
Tangible nonhuman assets play a smaller relative
role in the business sector, and fell from 65 to
50 percent of the total. The role of the intangibles is greater, and the relative increase from
1929 to 1966 was almost as great as in the total
econorr.y.

For specific training and the job search, hiring, and frictional unemployment portions of mobility costs, we estimated the average periods of
employment in one job and kept the related investments in stock for these periods. For the migration portion of mobility costs, we cumulated costs
using the average number of years workers remain
in a given locality as the average lifetime of
the investment.

Relation of total capital to G.N.P.
Of particular interest is the relationship of
total productive capital to gross national income
product. It will be recalled that the broad hypothesis behind the present research project is
that the secular movements of real gross national
wealth should largely explain those of real gross
national product. How well do the new total wealth
estimates support the hypothesis?

In the case of Basic research (about 10 percent of total R&D), we cumulated real costs without allowance for retirements on the grounds that
all advances in basic knowledge contribute to
further advance. The estimates of stock resulting from applied research and development involved
several pieces of information: (a) the portion
of each year's AR&D representing completed projects; (b) the average time lag between completion
of AR&D and incorporation in new products and processes; (c) the average lives of products and processes; and (d) a distribution of retirements
around the average lives. Since this information
\las not available from secondary sources, a questionnaire was sent to a sample of industrial laboratories, and our numbers were based on approximately 40 replies. The survey results will be
described in a separate paper.

Between 1929 and 1966, real G.N.P. (adjusted)
rose by 232 percent, or at an average annual rate
of 3.3 percent; real gross national wealth rose by
197 percent, an average annual rate of 3.0 percent.
The ratio of the two variables (G.N.P./G.N.W., or
average "total productivity") increased from 11. 7
to 13,1 percent -- an increase of 12 percent, or
0.3 percent a year, on average. Thus, the growth
of total real gross productive wealth statistically
"explains" almost 90 percent of the growth in real
G.N.P., as adjusted (see Table 5).
A serious drawback to using the estimates
for the total economy is that the real G.N.P.
originating in the sectors other than private
domestic business (general governments, households and nonprofit institutions, and rest-ofworld) is estimated in terms of the real labor
and capital compensation originating. Since real
factor compensation is estimated in such a way as
to move closely with the real factor stocks, the
ratios of real G.N.P. to real G.N.W. in the nonbusiness sectors do not have independent significance. For this reason, in Table 5 we also show
the ratios for the private domestic business sec-

Total productive capital--'rrends and corJposition
Summing all types of productive capital, tangible and intangible, in constant prices, we find
that the aggregate (Variant A) approximately tripled between 1929 and 1966 -- an average annual
rate of growth of 3 percent ( see Table 4a). Intangible capital grew far more than the tangible,
increasing 415 percent over the period, compared
with an increase of 144 percent in the tangible
nonhuman capital. Tangible human capital increased
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tor alone, since in this major portion of the economy, the real G.N.P. estimates are independent
of the real G.N.W. estimates.
Here, real product rose by 3.2 percent a year on
average, real wealth by 2.6 percent, and total
productivity by 0.6 percent. Thus, the growth of
real wealth "explains" a somewhat smaller portion
-- 81 percent -- of the growth of real product in
the private domestic business sector than in the
economy as a whole. It is noteworthy that in the
postwar period 1948-1966, real total wealth and
real product both increased by about 4.5 percent
a year on average -- the ratio rising only fractionally from 14.7 in 1948 and 1957 to 14,9 percent in 1966.

Finally, the underlying data are imperfect,
and estimating methodology is not unambiguous.
Alternative stock estimates are in preparation,
for purposes of sensitivity analysis.

One would not expect a perfect correlation
between movements in G.N.W. and G.N.P., of course.
In the first place, since investments, particularly the human investments, are not made on a purely rational basis, each major type may have different average and marginal rates of return.
Thus, changes in the mix of the capital stock
could affect income and product. Further, the
rate of return on total investment and stock,
even assuming an optimum mix, could change over
time.

Table l.

Second, there are variables other than the
volume of total capital that affect the movements
of output. Among the most important are: (a)
changes in the rates of utilization of both the
human and nonhuman stocks of productive capital;
(b) economies of scale -- although I personally
think that such potential economies generally
require investment for realization; (c) changes
in the degree of economic efficiency in allocation
and use of resources; and (d) speed of adjustment
of resources to dynamic change.

We plan next to experiment with statistical
production function analysis, in order to arrive
at exponents for the several major types of capital, and to evaluate the relative importance of
the several additional variables that influence
stock-flow relationships. But I believe that
pending the results of further ahalysis, the material presented here strongly supports the thesis
that analysis of economic growth and projections
into the future will be significantly strengthened
by taking into account all types of productive
wealth.

Adjustments of Commerce Department Estimates of Gross National Product
Required for Consistency with Total Investment Estimates
(Billions of dollars)

GNP, Commerce concept

103.1

Plus:
Households and institutions
Imputed student compensation
Imputed rentals on durables (ex. maint.) and inventories
Imputed rentals on institutional plant over
Commerce institutional depreciation
Business:
Tangible investment charged to current account
Intangible investment charged to current account
Government:
Imputed rentals on land, durables (ex. maint.) and
inventories
Equals:
Ratio:

GNP adjusted
Adjusted to Commerce GNP

257.6

441.1

18.0
20.3

32.8

10.6
.2

.6

1.4

5.7

p=preliminary
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46.5

64.0
73.0

.5

.6

1.8

3.1

3.6

2.1

2.2

/,2

12.6

27.5

3.5

4.1

20.9

47.5

125.8

123.4

326.4

962.0

1.22

Detail may not add to totals due to rounding

99.7

1.24

1.27

1.29

1.29

Table 2.

Total Tangible and Intangible Investments in Relation to Adjusted U.S. Gross National Product
(Billions of dollars and percentages)
1929
Billions
Percent
of dollars
of GNP

Gross tangible domestic investment
Structures
Business
Durable equipment
Business
Change in inventories
Business
Net foreign investment
Intangible investment
Education and training
Business
Medical and health
Business
Research and Development
Business
Mobility costs
Business

23.7

29.7

11.6

15.7

9.2

1948
Billions
Percent
of dollars
of GNP

77.7

27-"8
44.8

4.6

2.4

6.o

2.0

1.4

18.4

1.2

5H
147.0

1.5

19.0

2.2

o.6

1.9

o.6

14.6

56.2
36.7

17.2

9-1+

11.2

1.5

3.7

15.3

5.7
2.0

1.4
0.2

238.5

155-4
43.0

0.1

0.1

2.3

0.1

0.7

22.8

2.1

17.3

0.2

0.2

0.2

54.6

Rearing Costs (households
Total investment
Adjusted GNP

Percent
of GNP

3.1

13.7

1.4

o.8
11.9

3.3

Billions
of·dollars

125.8

100.00

Detail may not add to totals due to rounding
p=preliminary
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153.9

47.2

326.4

100.0

5.7
56.0

962.0

100.00

Table 3.

Disposable Receipts and Expenditures, Current and Capital, by Sector of the U.S. Economy
(Billions of dollars and percentages)

Percent
of
sector
revenue

Billions
of
dollars

28.3

100.0
61.4
35.(
2.9

228.4
134.5
90.5
3.4

12. 7
-15.8
-3-1

10.1
12.6

100.0
124.4
-24.4

34.4
42.5
-8.1

Gross government receipts*
Current purchases
Total investment
Net financial investment

13.0
5-5
6.5
1.0

10.3

100.0
42,3
50.0
7.7

Net foreign transfers
Net exports
Net foreign claims

o.4
1.1
-0.8

Total income
Statistical discrepancy
To~al GNP, adjusted

Gross disposable personal income*
Current consumption expenditures
Total investment
Net financial investment
Gross business retained income*
Total investment
Net financial investment

Percent
of
sector
revenue

Billions
of
dollars

100.0
58.9
39.6
1.1

647.1
330.5
296.3
20.3

67.3
30.8

100.0
51.1
45.8
3.1

10.5
13.0

100.0
123.5
-23.5

110.2
125.9
-15. 7

11.5
13.1

100.0
114.2
-14.2

61.0
33.5
18.9
8.6

18.7

100.0
54.9
31.0
14.1

2o6.4
88.9
114.4
3.1

21.5
11.9

100.0
43,1
55.4
1.5

0.3
0.9
-0.6

4.5
6.4
-1.9

1.4
2.0
-0.6

2.9
5.1
-2.2

0.3
0.5
-0.2

125.8
0

100.0
0

328.3
-1.9

100.6
-0.6

966.6
-4.6

100.5
-0.5

125.8

100.0

326.4

100.0

962.0

100.0

99.7
61.2
35.6
2.9

Percent
of
adjusted
GNP

79.3

5.2

*Gross of capital consumption, but net of transfers to othei· sectors.

Detail may not add to totals due to rounding
p=preliminary
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1948

1 29
Billions
of
dollars

Percent
of
adjusted
GNP

70.0
27.7

5.8

Percent
of
adjusted
GNP

Percent
of
sector
revenue

Table 4a.

Total Gross National Wealth -- U.S. Economy3-

(billions of 1958 dollars, and percentages)
1929
Percent
billions distrib.

$

Tangible, nonhuman
Structures
Durable equipment
Inventories
Monetary metals & net
foreign assets
Land

1948
Percent
Index
billions distrib. (1929=100)

$

1966P
Percent
Index
billions distrib. (1929=100)

$

765
302
109

37.7
14.9
5.4

990
617
147

32.5
20.3
4.8

129.4
204.3
134.9

1,590
1,202
283

26.4
20.0

4;7

207.8
398.0
259.6

31
221

1.5
10.9

43
219

1.4
7.2

138.7
99.1

48
362

0.8
6.o

154.8
163.8

1,428

70.3

2,016

66.2

141.2

3,485

57.9

244.o

225
225

11.1

11.5

155 .1
128.0

1.4
1.8
269
68
31

0.1
0.1
13.2
3.3
1.8

499
129
40

0.2
0.3
16.4
4.2
1.3

371.4
444.4
185.5
189.7
108.1

27
38
1,528
289
64

378

18.6

681

22.4

180.2

1,946

Total productive capital
Variant A
2,030
Variant B
2,030

100.0

3,o46
2,985

100.0

150.0
147.0

6,021
5,905

Sub-total
Tangible, human
Variant A2
Variant B3
Intangible
Basic research
Applied rsch. & dev.
Education & training
Medical & health
Mobility costs
Sub-total

Table 4b.

5.2
8

262.2
162.2
o.4
0.9
25.4
4.8
1.1

1,928.6
2,111.1
568.0
425 .o
173.0
514.8

100.0

Total Gross National Wealth -- Private Domestic Business Sector1
(billions of 1958 dollars, and percentages)
1929
Percent
billions distrib.

$

Tangible, nonhuman
Structures(inc. res.)
Durable equipment
Inventories
Land

1948
Percent
Index
billions distrib. (1929=100)

$

1966P
Percent
Index
billions distrib. (1929=100)

$

605
135
76
187

39.2
8.7
4.9
12.1

673
1'12
97
178

33.5
8.6
4.8
8.9

111.2
12·1.4
127.6
95.2

1,091
432
175
313

27.0
10.7
4.3
7.8

180.3
320.0
230.3
167.4

1,003

64.9

1,120

55.8

111.7

2,011

49.8

200.5

Tangible, human
Variant A2
Variant B3

203
203

13.1

302
248

15.0
12.4

148.8
122.2

11.8

233.5
144.8

Intangible
Applied rsch. & dev.
Education & training
Medical & health
Mobility costs

1.8
242
62
33

0.1
15.7
4.o
2.1

8

431
112
35

o.4
21.5
5.6
1.7

444.4
178.1
180.6
1o6.1

38
1,227
232
51

0.9
30.4
5.8
1.3

2,111.1
507.0
374.2
154.5

339

21.9

586

29.2

1,548

38.4

456.6

Total productive capital
Variant A
1,545
Variant B
1,545

100.0

2,008
1,954

100.0

4,034
3,854

100.0

261.1
249.4

Sub-total

Sub-total

130.0
126.5

1, Detail figures may not add precisely to totals because of rounding. Estimates are subject to revision.
2. Cumulated rearing costs, reflecting rising planes of living.
3. Cumulated rearing costs, based on average rearing costs per capita as of 1929.
p=preliminary
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Table 5. Total Real Gross National Wealth - Product Relationships
Total Economy and Private Domestic Business Sector
(billions of 1958 dollars and index numbers, 1929=100)
1966P

1929

1940

1948

1957

2,030
100.0

2,300
113.4

3,046
150.0

4,178
205.8

6,021
296.6

G.N.P., adjusted (billions)
(index)

237.2
100.0

263.8
111.2

387.5
163.4

551.9
232.4

788.3
332.3

G.N.P./G.N.W. (percent)
(indexes)

11.7
100.0

11.5
98.0

12.7
1o8.9

13.2
113.1

13.1
112.0

1, 51+5
100.0

1,Gn
1o8.5

2,0o8
130.0

2,789
180.5

lr,034
261.1

G.N.P., adjusted (billions)
( index)
G.

186. 7
100.0

203.2
1o8.8

296.0
158.5

411.8
220.6

603.2
323.1

G.N.P./G.N.W. (percent)
( index)

12.1
100.0

12.1
100.3

14.7
121.9

14.7
122.2

14.9
123.7

Total Econo:sz
G.N.W. (billions)
( index)

Private domestic business
G.N.W. (billions)
(index)

Detail may not add to totals due to rounding.
p=preliminary. All estimates are subject to revision.
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SOME NOTES FOR USERS OF CAPITAL STOCK ESTIMATES IN MANUFACTURING
Daniel Creamer, National Industrial Conference Board
A discussion of recent trends in manufacturing capital immediately comes up against the
questions of which variant of the stock of
capital and whose estimates. Should we be
measuring stocks of capital gross of depreciation or net of depreciation? Should the scope
of capital be depreciable assets only, depreciable assets plus site land, depreciable assets
plus site land and inventories or all assets,
tangible and financial, (i.e., fixed property
plus working capital)? How should the assets
be valued: book values (i.e., historical costs),
constant prices or replacement costs? Should
our attention be centered on the capital used in
the manufacturing sector or on the capital owned/
Once all these considerations have been sorted
out, one must then decide whose statistics are
to be used. Are they the statistics compiled
from balance sheets filed with the Internal
Revenue Service by manufacturing corporations or
from the balance sheets submitted quarterly to
the Federal Trade and Security and Exchange
Commissions? Or should one place more confidence on the figures reported by manufacturing
establishments to the Bureau of the Census and
presented in its Annual Survey of Manufactures?
Nor does this exhaust the possibilities. Economists from time to time prepare estimates of
capital stocks. The estimator invariably starts
with data reported by the establishment or enterprise, proceeds by one method or another to
remove the accepted conventions of the accountant's logic in order to substitute the accepted
conventions of the economist's logic. The general estimating procedures, fortunately, seem
to be restricted to two basic types: perpetual
inventory and adjustment of balance sheet data.

assets in constant prices as estimated by the
QBE based on the perpetual inventory method and
the estimates of the NICB based on the adjustment
of balance-sheet data.
Gross Stocks
Table 1 presents figures from the standard
sources fer the variant of gross stocks at book
values. This is a variant that is reported by
manufacturing units to the three data-collection
agencies and is the variant subject to the least
manipulation either by the system of accounts of
the reporting units or by the estimator, in the
case of estimates.
When two or more statistical series are
identified by identical captions or by words
having identical meaning, it is surprising at
first glance that the series differ substantially
as to level, relative change over time, or both.
The first series, for example, compiled jointly
by the Federal Trade Commission and the Security
and Exchange Commission, is shown under the
caption of "property, plant, and equipment of all
manufacturing corporations." This translates
into gross depreciable and depletable assets and
land. The details of tue balance sheets submitted by manufacturing corporations to the
Internal Revenue Service, the second series, can
be readily rearranged to match these categories.
Despite the presumed identity of asset content,
legal organization (corporation) and industry
(manufacturing), the first series exceeds the
second by 6 per cent in 1957 and by 11 per cent
in 1964.
Why this difference when one was expecting
identities? Slight differences as to level
might result from differences between compiling
agencies in classifying a given corporation as
within or out of scope of the manufacturing
industry. But it is highly improbable that this
sort of difference would result in the systematic bias revealed by the comparison of the two
series. Equally implausible as an explanation
is the difference in size of sample used by IRS
and FTC-SEC for their respective tabulations.
The certainty strata in both measures account for
at least 80 per cent of corporate assets in manufacturing.

Needless to say, each variant has its
legitimate analytical uses and the literature
does provide some sort of catalogue matching
variants and uses. Perhaps less attention has
been given to a systematic statement of the
data differences by source and the assumptions,
both explicit and implicit, of the two estimating methods, and the quantitative differences
attached to differing sources and assumptions.
At any rate, these are the primary concerns of
this paper.
Our point of departure, naturally enough,
is the start of the estimating process, (i.e.,
stocks of gross assets). For much of the
differences that exist at the outset is likely
to reappear in the later stages. We present
first the figures of the three data-collecting
agencies - Federal Trade and Security and
Exchange Commissions, Internal Revenue Service,
and Bureau of the Census - and secondly, the
figures of two estimating agencies - Office of
Business Economics, and the National Industrial
Conference Board. The next major reporting and
estimating step leads to the stock of assets net
of depreciation in book values. Our final set
of comparisons deals with the stock of net

Merely designating the scope of a series as
"corporate manufacturing" does not uniquely defind the scope. And this is the key to this
particular difference. Corporations reporting
to the Internal Revenue Service are instructed,
and it is to their financial advantage, to
report assets used only in the United States.
The FTC-SEC, on the other hand, is interested in
depicting in statistical terms quarterly changes
in selected operating and balance sheet items
for U.S. corporations including their operations
abroad as well as in the United States if their
operations abroad are ordinarily consolidated in
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their financial reports. The inclusion of
assets located in foreign lands is sufficient to
raise the level of the FTC-SEC series 6 per cent
above the level of the IRS series in 1957 and to
cause the difference to widen to 11 per cent in
1964 since during this in~erval U.S. investments
in manufacturing assets abroad were growing much
more rapidly than investment in domestic manufacturing.y

shows that as much as 11 per cent of the employment in corporations classified in manufacturing
by IRS was in establishments not classified as
engaged in manufacturing by the Census. Of the
11 percentage points 4 represent employment in
central administrative offices and auxiliaries.3/
In terms of depreciable assets, the per cent not
within the scope of manufacturing would probably
be less than 11 per cent. Thus, the combined
non-manufacturing activity in unmatched and
matched establishments may well come to 15-18
per cent of the corporate total classified in
manufacturing by IRS. This would qualify as a
reasonably good reconciliation if this were the
end of the story.

We turn now to statistics on gross depreciable assets. The first comparison is between
the statistics compiled by the Internal Revenue
Service and those compiled by the Bureau of the
Census and released in its Annual Survey of
Manufactures. In both instances the manufacturing units report values taken from their
books of account. In the former instance, the
manufacturing unit is the corporation and its
domestic assets; in the latter, the unit is the
manufacturing establishment of corporations,
partnerships and proprietorships and their
domestic assets. Thus, if the difference in
legal structure were the only difference, the
gross depreciable assets reported to the Bureau
of the Census should be larger than the total
reported to the Internal Revenue Service. Yet
the reverse is true - the Census total has
amounted to 79 per cent of the IRS total in
1957 as well as in the interval 1962-64. Perhaps
more impressive is the virtually identical
relative change over the eight years recorded by
both series.

There is, however, a partial offset in the
Census establishment data in that they include
establishments of non-corporate enterprises.
Value added in noncorporate establishments has
amounted to 5,5 per cent of value added in corporate-owned establishments in 1958 and to 4.4
per cent in 1963. Here again in terms of
depreciable assets, the percentages would be
somewhat smaller.
This sort of evidence would have led one to
expect that depreciable assets for corporations
classified in manufacturing by IRS would exceed
the comparable figure from the Annual Survey of
Manufactures by 10 to 13 per cent. The actual
difference is about 20 per cent. Perhaps the
unexplained difference will be appreciably
reduced as refinements are made in the 1963 and
later link studies of IRS and Census data.

It requires no great expertise to trace the
source of the absolute difference. It originates
in the industry classification problem. Corporations whose predominant activity is manufacturing frequently own depreciable assets in
establishments that are not engaged in manufacturing. Obvious examples are central
administrative offices, R&D laboratories and
other auxiliaries directly supporting the manufacturing effort. Activities in nonmanufacturing classifications are also not uncommon such
as the operations of mines by corporations
classified in primary metal manufacturing or the
operation of wholesale and retail establishments.
By contrast, the establishment unit classified
in manufacturing seldom houses depreciable
assets used in a non-manufacturing industry.

Both terms of the next comparison - Annual
Survey of Manufactures and the official estimates
of the Office of Business Economics - are based
on establishment data. Thus there should be no
difference owing to the industry-classification
problem inherent in the use of corporate data.
There are, nonetheless, differences both in absolute level and in relative change. The QBE
estimate of gross depreciable assets in historical costs or book values for 1957 was 93.3 per
cent of the comparable figure from the Annual
Survey of Manufactures. By 1964, the percentage
fell to 88.2.
How do these differences arise? The sampling error attached to the 1957 asset figure
from the Annual Survey of Manufactures could
account at most (i.e. at the 5 per cent confidence level) for 2 out of the 7 percentage
points that separate the two figures in 1957.3/
However, the OBE estimates probably are subject
to much the same sampling errors since, as we
shall see in a moment, they incorporate the
sample-based estimates of the Annual Survey of
Manufactures in eight out of ten years. With
sampling error eliminated as an explanation we
turn next to the estimating procedure of the QBE.

However, the magnitude of the difference is
not easily reconciled with what is known about
the classification problem and the relative
importance of the noncorporate organization in
manufactures. On the former point we can draw
on the related information in Enterprise
Statistics: 1958, Part 3, Link of Census Establishment and IRS Corporation Data by Murray
Dessel. In terms of business receipts the
corporations classified in manufacturing by IRS
and matched explicitly and implicitly with Census
establishments accounted for only 91 per cent of
business receipts of all corporations. The
unmatched 9 per cent of business receipts presumably originates in establishments not covered
in any of the economic censuses carried out by
the Bureau of the Census for 1958. Moreover,
among the matched establishments, the link study

The OBE reports that "The calculations @f
gross asset~ were prepared by the perpetual
inventory method. This method used data on
gross investment over a period of many years
along with estimates of service lives - the
period of years over which an asset is expected
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to yield productive services - to calculate the
gross capital stock. Gross stocks at the start
of any year are obtained by cumulating gross
investment in prior years and subtracting from
this accumulation the gross investment in those
assets that have completed their useful lives
and have been discarded or retired."~ This, of
course, is essentially the procedure used by a
company or establishment in calculating its own
gross depreciable assets which form an entry in
its balance sheet. Thus, a manufacturing unit
in reporting its gross depreciable stocks to the
Bureau of the Census or to the Internal Revenue
Service is reporting a calculation based on the
perpetual inventory procedure. Here it is appropriate to point out that the balance sheet
statements, unlike the current operating statements, reported to IRS and other Federal agencies
are the balance sheets prepared for the owners
of enterprises and typically exclude those adjustments permitted by tax law or regulations
designed as subsidies and incentives ..2/ This is
frequently not realized by the casual users of
these data.

analyst's needs by stating that "Several types
of evidence suggest that alternative 4 (13ulletin
F minus 15 per cent for equipment and Bulletin F
minus 35 per cent for manufacturing structure~
is the one that conforms most closely to the
actual service lives of fixed capital assets."6/
The OBE estimates based on this alternative isthe one shown in Table 1.
Another difficulty with the OBE procedure
stems from the assumption that the average service life remains unchanged over the period of
accumulation. Special tabulations released by
IRS in 1965 suggest that this has not been the
case. A few figures relating to manufacturing
corporations with assets of $25,000,000 or more
should suffice to confirm this point. Structures
and leasehold-real estate improvements acquired
before 1954 had a median asset life of 31 years
but for such assets acquired between 1954 and
1959, a median asset l:U·e of 24.4 years. Similarly for production machinery and equipment the
respective median service lives were 18.1 and
15.9 years.1J How much of the decline reflects
changing mix of capital goods is difficult to
determine. In any case, at the level of aggregation of all manufacturing, the assumption of a
constant service life of a particular category of
producers durable goods probably does some violence to the economic facts.

Since the OBE and the establishments reporting to the Annual Survey of Manufactures both
rely on the perpetual inventory procedure, it
would appear that the difference resides in the
implementation of the perpetual inventory
method.

3. Composition of producers durable equipment
and structures in terms of the 20 groups of
equipment and 14 types of structures. Since
service lives vary, by group and type, the
composition affects the average composite service
level. Because many types of equipment are also
used by the non-manufacturing sectors, it is
necessary to make allocations of the annual commodity flow of equipment items to manufacturing
and non-manufacturing sectors. In all too many
instances the allocation must be arbitrary owing
to insufficient information.~

There are four key elements in the perpetual inventory procedure:
1. Volume of annual expenditures by manufacturing establishments for producers durable equipment and stru~tures. For recent decades the
annual control totals used by OBE are essentially
those reported by establishments in the Census
and Annual Survey of Manufactures. However, in
the case of structures the time span covered by
the Census' series of capital expenditures is
not sufficiently long and must be extended back
in time by the official estimates that appear in
the Statistical Supplement to Construction Review.

4. Another key element is the distribution of
retirements or discards around the average service life of a given asset or group of assets.
The OBE regards the second of three alternatives
as the most realistic. It assumes a pattern that
is "a minor modification of the Winfrey s-3 curve,
a bell shaped distribution, with discards starting at 45 per cent of the average service life or
mean of this distribution and continuing until
155 per cent of the average life has been
attained."9/ The empirical basis of this pattern
is WinfreyTs analysis of a sample of equipment
retirements (heavily weighted, incidentally, with
railroad ties, trestles, and power generating
equipment) that occurred over the period 1869 to
1934. His report was published in 1935.~ The
OBE figures in Table 1 also incorporate this
assumption.

2. Equally cirtical for the calculation is the
determination of the service lives of equipment
and structures. This determines the period over
which annual expenditures are accumulated as
well as the amounts to be subtracted owing to
discards and retirements.
On this point, OBE pleads ignorance and
plays it cool or, perhaps more aptly, plays
some arithmetic games. Calculations have been
made using five different assumptions about the
service lives of equipment and three different
assumptions about service lives of structures.
It is not at all clear why the OBE feels compelled to illustrate by complex computer output
the obvious point that the use of different
service lives results in different estimates of
gross capital stocks. It has not been demonstrated that each variant serves a significant
analytical purpose. For meaningful and relevant
analysis, the analyst needs estimates based on
service lives that reflect the facts of economic
life. OBE does make some concession to the

Two points occur to me with respect to the
)BE use of a distribution curve for retirements
and discards. If there has been a significant
reduction in the average service life over the
accumulation period, and this is the weight of
the evidence, there is also a strong presumption
that the distribution of retirement and discards
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about the average has also been altered. The
OBE procedure, however, calls for the use of a
given distribution over the entire period. The
other point relates to evidence that the distribution is definitely not bell-shaped but is
sharply truncated on the right, i.e., above the
average service life. My reference is to a special survey undertaken by NICB for the U.S.
Treasury of all manufacturing corporations with
$10 million or more of total assets at the end of
1963. Those corporations that had adopted the
New Depreciation Guidelines of 1962 had gross
depreciable assets of $152.9 billion at the end
of 1963, of which $5-3 billion, or 3.5 per cent,
were transfers of fully depreciated assets.11/
This suggests to me that the amount of fully depreciated capital that is retained beyond the
average service life is very small indeed.

accepting the judgment of the estimator, regardless of the breadth and depth of his knowledge
of business and industrial practice.
As to the NICB estimate, it starts with the
corporate balance sheets reported to IRS and
adjusts for the noncorporate sector. This adjustment accounts for tre figures being at a
higher level than the IRS figures. Because the
adjustment factor declines over time, the relative change is less than that exhibited by
either the IRS and ASM series but slightly more
than the relative change shown by the OBE estimate. While the differences in data-base and
estimating approach in the OBE and NICB estimates result in large differences in absolute
level, the relative annual changes are remarkably
similar over the period 1957-63 - a source of
considerable comfort to both estimators and
users.

Now we are in a position to pin-point the
source of some of the difference in the figures
on gross stocks of depreciable assets in book
values released by the Annual Survey of Manufactures and the OBE. It does little violence
to the facts to say that both have a common data
source - the annual capital expenditures of manufacturing establsihments. In the Annual Survey
figure the service lives that are implicit are
those that each reporting unit has actually experienced or has been typical of other units in
its industry, all of which gets reflected in due
course in the regulations and suggested service
lives of the IRS. Also, in the Annual Survey
figure the implicit distribution of retirements
and discards is the one each establishment has
actually carried out. This is in sharp contrast
to the OBE estimate in which service lives and
distribution of retirements and discards are
imposed on the raw data by formulas.

In passing, one should mention another advantage of starting with balance sheet data.
These data produce figures on gross depreciable
assets by detailed industry classifications within the manufacturing sector. The perpetual
inventory method on the other hand, in the present state of the estimating arts, produces only
an estimate for all manufactures.

Rented Depreciable Assets
Certain analytical uses of capital stock
estimates, such as capacity measures or the
relation of output to capital input, require
information on the value of assets used by
manufacturing enterprises in contradistinction
to the assets owned by these enterprises. That
is, rented structures and equipment should be
counted in the industry using these items and so
should depreciable assets that are governmentowned but privately operated. With respect to
the latter, the two estimating procedures
appear to be on equal terms for these assets are
not automatically included. Under either procedure therefore it is necessary to estimate the
value of such assets separately and add the
amount to the value of assets owned by manufacturing establishments or enterprises, as the
case may be.

There is, however, a step in the perpetual
inventory method of the enterprise that has no
counterpart in the perpetual inventory method of
the estimator. It is the inclusion of asset revaluation by enterprise and its exclusion by the
estimator. Revaluation, of course, can be upward
or downward compared with original cost. During
the period 1957-64 revaluations probably were
upward despite the stability in the prices of
producers durable goods. Most revaluations occur
when depreciable assets pass from one group of
owners to another. Revaluation in these circumstances is often justified by the enhanced productivity of the enlarged unit. Many times there
is some offset to upward revaluation on the
occasion of merger or acquisition by a quickening of retirements and discards. That is, the
obsolescence boundary line is pushed forward. In
the absence of any solid empirical findings on
the extent of revaluations in the period under
review, one is obliged to reach a conclusion on
inadequate evidence. My own guess is that it
contributes only a small part to the excess of
estimates based on balance sheet data over estimates based on the perpetual inventory method.
It would appear that most of the excess originates in the faster retirements and discards in
the OBE estimate. In my view the analyst is
better served in these matters by accepting the
judgment of the reporting enterprise than by

The precise coverage or non-coverage of
rented depreciable assets is more difficult to
establish. It is easier to analyze this problem
by a separate examination of rented equipment
and rented structures. We start with rented
equipment and the perpetual inventory method.
In this method a critical input, you may
recall, is annual expenditures for equipment and
machinery. The annual control totals for these
expenditures in recent decades are the expenditures reported in the Census and Annual Survey.of
Manufactures. The instructions to the responding
manufacturing establishments suggest that such
expenditures are to be restricted to those needed
for production. On this interpretation (and this
is the interpretation of Census staff) the capital
value, for example, of electronic computers produced in a given year for rental would not be
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reported as a capital expenditure by the manufacturing establishment. I:f it is not in the
control total, it follows that it is not in the
perpetual-inventory estimate.

Capital and Rates of Return in Manufacturing Industries.@ Preliminary estimates indicate that
the book value of gross depreciable assets rented
by manufacturers from non-manufacturers in 1951
amounted to 3.6 per cent of gross depreciable
assets owned by manufacturers and in 1963, 4.5
per cent.

Are the estimates based on balance sheet
data more satisfactory on this point? The answer
is yes, at the level of aggregation of all manufactures, but still not really adequate. Manufacturing companies that produce machinery and
equipment, some of which is rented or leased to
others, include the capitalized value of the
rented equipment or machinery in their depreciable asset accounts. To the extent that such
equipment, for example, electronic computers
and static copiers, is rented to nonmanufacturing enterprises, the balance sheet data of the
producing company would overstate the value of
such equipment used in manufacturing. However,
a certain amount of understatement also occurs
since it is not an unconunon practice for the
producer to sell some part of machinery output
to intermediaries not engaged in manufacturing
who in turn rent or lease the items to manufacturers. In these instances the capital value
of the rented machinery appears in the depreciable assets of a nonmanufacturing enterprise.
(The business and financial press would have one
believe that this has been a growing practice
in recent years.) The extent of the offset between over- and under-statement cannot be
determined from the data now available.

Net Stocks
Thus far we have considered the variant of
capital stock subject to the least statistical
processing. Nonetheless considerable differences
as to level and trend emerge from two official
series both originating in the Department of
Commerce and both purporting to measure the gross
depreciable assets owned by establishments engaged in manufacturing. As we move on to more
highly processed variants, what happens to the
discrepancies? These more highly processed variants are relevant to many of the problems that
confront the analyst in this area and therefore
the size and reason for any discrepancy are worth
some attention. We shall restrict the remaining
comparisons to stocks of depreciable assets net
of depreciation in book values and in constant
prices.
The calculation of gross and net stocks have
a common ingredient, the service lives. The
value that separates the two stock figures is an
economic measure of the accumulated using up of
the durable, reproducible assets that are in
place. The using up is cumulated over the interval delimited by the service life. This, of
course, is the depreciation reserve that appears
on the balance sheet of an enterprise. The
annual depreciation charge attempts an economic
measure of the using up in a year in such a way
that the entire original value is used up, except for scrap value, when the end of the service
life is reached. The year-by-year allocation
may follow one of the two paths over the course
of the service life. One path assumes the using
up occurs in equal annual installments over the
life of the asset. This, of course, is the
"straight-line" method and was the predominant
practice in manufacturing industries prior to
1954. In that year IRS gave its official stamp
of approval to the growing recognition that many
types of depreciable assets sustain a faster loss
of economic value in the earlier years of their
service life than in later years. In such cases
straight-line depreciation is not realistic.
Since 1953 enterprise has been given the additional choices of charging depreciation on
depreciable assets acquired after 1953 either
on the basis of the "double-declining balance"
method or according to "the sum of the years'
digits" method. Both methods have the assets
yielding larger economic values in the earlier
years of their operation and declining amounts
in the later years. OBE has prepared estimates
incorporating each of the three depreciation
formulas.

What about rented structures? Casual impressions suggest that the amount of structures
built by manufacturing enterprises for the
specified purpose of rent to others must be
negligible. In any case such capital expenditures would be excluded from the control totals
used in the perpetual-inventory estimates of the
OBE for reasons already noted. On the other
hand, there must be numerous instances of a
structure owned by a manufacturing enterprise
and formerly used by it that becomes rented to
another. The capital value of such a structure
would be included in the depreciable assets of
the manufacturing company. If the lessee is
another manufacturer, no distortion occurs at
the level of aggregation of all manufactures;
distortion does occur, however, if the lessee is
a non-manufacturer. Much more important quantitatively, I am sure, are the structures rented
by manufacturers from non-manufacturers. The
value of these structures would not, of course,
be included in the depreciable assets of the
manufacturers.
To summarize this point, if one's analytical
objectives require the measure of depreciable
assets used in manufacturing, it is necessary to
prepare a separate estimate of rented depreciable assets to add to the perpetual-inventory
estimates or to adjust the balance-sheet estimates so as to exclude depreciable assets owned
by manufacturers but rented by nonmanufacturers
and to include the depreciable assets rented by
manufacturers from nonmanufacturers. The NICB
estimates when completed will incorporate such
an adjustment based on a modification of a
procedure described by George Stigler in his

On the advice of OBE the double declining
balance variant is the one selected for comparison with IRS and NICB estimates in Table 2 on the
assumption this provides the closest approxima-
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In index form the two estimates once again
are virtually the same and each shows that there
was no significant real growth in the stock of
net depreciable assets in manufacturing between
1958 and 1963. Little wonder that the idea of
"stagnation" occurred frequently in the economic
discussions of that period. The identity of
relative annual change was expected; unexpected
was the substantial widening in the absolute
levels of the two estimates when the estimates
are expressed in 1958 prices. That is, I would
have thought the implicit deflators of the two
series would be similar despite markedly different procedures for making the price adjustments.
In this adjustment two elements, one of which has
two facets, figure prominently - (1) the price
indexes for structures and producers durable
equipment and (2) per cent of a given year's
capital expenditures still in use in a measured
year. The per cent in use, in turn, is a function of service lives and the depreciation
formula.

tion to business practice. Yet in 1960, about
the mid-point in the interval under review, IRS
reports that half of the depreciation claimed
(50.6'1,) by manufacturing corporations was based
on straight-line method and 22 and 23 per cent,
respectively, was based on double declining
balance and sum of the years' digits._w This
difference between businesses's measure of depreciation for its owners and that of OBE's measure
in its capital stock estimates would lead one to
expect a widening of both absolute levels and
relative change. The latter would come about
because the depreciation reserve grows faster
than the gross stocks when there is an acceleration in investment and depreciation is measured
by the double declining balance or sum of the
years' digits method. And there was an acceleration in the rate of investment between 1961 and
1964.~ Yet the indexes in Table 2 do not confirm this expectation and the reasons are not
readily apparent to me.
Enterprise balance sheets from time to time
may reflect certain governmental subsidies in the
form of more rapid depreciation than is allowed
under the usual regulations of IRS, Of special
interest in our context is the provision that
permitted the complete depreciation in five years
of structures and equipment certified as emergency, This was pennitted during World War II
and during the Korean war and for about six years
afterwards. No facilities were certified as
emergency after December 31, 1959. To the extent
these abnormal depreciation charges were incorporated into company balance sheets (and the IRS
suggests this was the practice).!:z/ the net stock
of depreciable assets in book values a.Irl in constant prices is understated. The NICB estimates,
based on balance sheet data, adjust for this
understatement. It is a merit of the perpetual
inventory method that no such adjustment is
called for since the understatement on this
count never enters into this estimate.

For the time period relevant to our comparison the price indexes had much wider fluctuations
than the weights and therefore dominate the movement of the deflators, one for equipment and one
for structures. As the NICB estim:J.tes incorporate the price indexes prepared by Robert Wasson
for his OBE estimates, this possible source of a
substantial difference has been eliminated.
(Incidentally, in the case of structures, his
constant cost 2 is used since it is a closer
approximation to a price index than his constant
cost 1 which is essentially a cost index.)
Actually, there are only minor differences
between the explicit weights of the NICB balancesheet data estimates and the implicit weights in
the OBE perpetual-inventory estiuates. The
annual expenditures for equipment and structures
in both estimates, at least for recent decades
which figure more importantly in shaping the
deflators, come from the Census of Manufactures
and the Annual Survey of Manufactures. As to the
per cent of a year's capital expenditures still
in use year by year the differences are somewhat
larger. The OBE estimates, as we have already
noted, use a service life that is 15% shorter
than those given in IRS Bulletin F (1942), retirements and discards as given by the Winfrey
S-3 curve, and the double declining balance depreciation. The NICB estimates for this particular purpose of weighting the price index use the
service lives in the IRS Depreciation Guidelines
and Rules issued in 1962, which on balance are
somewhat shorter than Bulletin F lives minus 15'1,,
and assume all retirements occur at the end of
the average service life (one horse-shay or sudden death assumption). In the NICB estimates the
deflation was carried out at the three-digit
level of industry classification and summed to
the level of all manufactures. In the OBE estimates the deflation is accomplished by types of
equipment and structures and summed to all manufactures.

No additional comments as to differences in
the absolute level of the various estimates need
be made since the factors noted in the discussion
of the stocks of gross assets are also relevant
here. Once again, the relative changes of the
OBE and NICB estimates are virtually identical.
The slower rise in the index of the NICB estimates compared with that of the IRS data is due
not only to the declining raising factor for the
noncorporate sector but also to the adjustment
for accelerated amortization of emergency
facilities which also is a declining amount after
1959.
Net Stocks in Constant Prices
For estimates of capital stocks adjusted for
price changes, it is necessary to turn to
agencies that have no responsibility for the
collection of the data. TWo such estimates, net
depreciable assets in 1958 prices, are compared
in Table 2 - those of the Office of Business
Economics and those of the National Industrial
Conference Board.

Since in book values the NICB estimate exceeded the OBE estimate by about 50 per cent, the
implicit industry composition of the two manu-
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facturing totals must be significantly different.
It may be this difference in industry weights
that accounts for the widening difference in the
absolute levels - a subject that clearly calls
for a more intensive analysis.

'2}

Since this paper has dealt only with some
elementary considerations, the conclusions perforce must also be elementary. It terms of the
absolute figures, each agency's estirrates
occupies its own ball park. Much of these differences can be explained by differences in geographic coverage, and by differences in industry
classification resulting from differing reporting
entities. These large differences in level
should alert the analyst who relates stocks of
capital to output or to inputs of labor or
materials to the importance of having the S8llle
scope and coverage for both terms of the ratio.

1/

On this point, see for ex8lllple, Statistics
of Income, 1961-62 Corporation Income Tax Returns,

P• 1 .

§/ SCB, December, 1966, p. 34.
Statistics of Income 1959, Supplementary
Depreciation Data from Corporation Income Tax
Returns. (Statistics Division), June, 1965.

8/
OBE notes "The asset detail was developed
by utilizing the Internal Revenue Service's
study on 'Life of Depreciable Assets,' several
studies of specialized industries, expert opinions and our own judgments. (Emphasis supplied),
SCB, op. cit., P• 35.

2/
}E,/

Robley Winfrey," Statistical Analysis of
Industrial Property Retirement'; Iowa Engineering
Experiment Station Bulletin 125, 1935, Table 27,
pp. 142-49.

The only other point that merits summarizing is that the various estimates in index form
trace much the same movement, at least from 1957
to 1964, and the more highly processed the
variants, the closer are the relative changes.

11/ The Conference Board Record, March, 1966,
Table 8, p. 29.

FOOTNOTES

y

For evidence see Survey of Current Business,
September, 1965, Chart 11, p. 26 and Table 5,
p. 27.

'?J

Op. cit., Appendix A, pp. 11-112.

"J:11

IRS, op. cit., Table 27, p. 264

and Product Accounts of the United States,
1929-1965," Supplement to the Survey of Current
Business, Tables 5.2 and 5.4.

Op. cit., Table 7.

For the size of sampling error see Table 3,
MC58 (1) -9, Bureau of the Censui
P•

~

"J:::±1 For evidence see, "The National Income

21
'::J

Ibid., p. 36.

15/ See, for ex8lllple, Statistics of Income,
1958-1959, p. 5.

Survey of Current Business, December 1966,
34.
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Table 1:
1957

Various Estimates of Stock of Gross Assets in Manufacturing, 1957 - 1964
1958

1959

1960

1961

1962

1963

1964

Notes

Book Value in Billions of Dollars at Year-End
Gross DeEreciable and
DeEletable Assets Elus Land
Quarterly Financial Reports
(QFR)

IJ

co
w

159.3 169.1 180.1

193.9 2o6.8

221.2

232.8

251.7

n.a.

Internal Revenue Service (IRS) 149. 7

160.6

169.1

180.6

209.5

226.4

Gross DeEreciable Assets
Internal Revenue Service

139.8

150.2

159.1

170.0 178.2 188.0 198.5

213.5

110.5

n.a.

n.a.

Annual survey of Mfg. (ASM)
Office of Business
Econ. (OBE)
National Industrial
Conference Board (NICB)

189.4

n.a.

n.a.

103.5

109.9 115.2 121.6

127.5

148.6

157.5

166.5

177.3 185.5

149.0 157.6

168.0

Domestic and consolidated foreign assets owned
by corporations, excluding newspaper industry.
Domestic assets owned by all corporations reporting balance sheets, excluding the newspaper
industry.
Domestic assets owned by all corporations reporting balance sheets.
Domestic assets owned by all establishments,

133.6 140.l 148.2

Domestic assets owned by all establishments
based on perpetual inventory method.

195.4 205.6

Domestic assets owned by all companies based
on IRS balance-sheet data.

Indexes (1957 = 100)
Gross Depreciable and
DeEletable Assets plus Land
QFR

IRS
Gross Depreciable Assets
IRS
ASM
OBE
NICB
Sources:

100
100

lo6
107

113
113

121

130
127

139
n.a.

146
140

158
151

100
100
100
100

107
n.a.
lo6
lo6

114
n.a.
111
112

122
n.a.
117
119

128
n.a.
123
125

134
135
129
131

142
143
135
138

153
152
143

122

The figures for QFR, IRS and ASM come from the standard publications of the data-collection agencies. The OBE estimates
were supplied by that office in the form of a computer printout. The NICB figures are from a study in progress. They
are preliminary and exclude government-owned but privately operated facilities and rented facilities.

Table 2:

!=Iand

Type of Assets

Agency

1957

Various Estimates of Stock of Net Assets
in Manufacturing, 1957 - 1964

1958

1959

1960

1961

1962

1963

1964

Book Values in Millions of Dollars
Net Depreciable and
Depletable Assets and Land
QFR
IRS

Net Depreciable Assets
IRS
OBE
NICB

86,871
81,783

90,126
85,765

94,471
88,011

100,502
92,218

105,702
94,999

111,035
n.a.

115,102
102,056

125,121

75,505
54,196
84,507

79,368
56,283
88,620

81,930
57,363
91,150

85,684
59,465
94,471

88,108
60,947
96,517

91,084
62,801
98,958

94,904
65,157
102,631

102,285
68,857

Indexes (1957
Net Depreciable and

= 100)

Depletable Assets and Land
ex,

I,)

QFR

""

IRS

100
100

104
105

109
lo8

116
113

128
n.a.

132
125

144

116

100

105
104
104

lo8
1o6
108

113
110
112

117
112
114

121
116
117

126
120
121

135
127

67,964
115,408

119,111

122

Net Depreciable Assets

IRS
OBE
NICB

100
100

Net Depreciable Assets Average for the year
OBE

In 1958 Prices
Millions of Dollars

NICB

112,268

67,436
115,086

67,304
115,491

OBE

100
100

103

103
103

65,630

67,296
115,710
Indexes (1957

NICB

a)

End of year unless otherwise specified

Sources:

Same

as in Table l.

102.5

103
103

67,641
115,730

= 100)
103
103

104
103

68,777

105
lo6

DISCUSSION
George Terborgh, Machinery and Allied Products Institute
There has been a gr0wing recognition in
recent years of the importance of "intangible"
capital to the process of economic development.
Mr. Kendrick's pioneering effort to gauge its
magnitude is therefore as timely as it is welcome.

their human complement. For American business
as a whole, the intangible capital embodied in
established organizations must run to tens, even
scores, of billions of dollars.

It is impracticable in the time available
to deal with all aspects of so extensive a project; accordingly, I shall forego comment on estimating procedures and statistical techniques and
focus exclusively on matters of concept and definition. Even in this area, the scope of my remarks is narrowly restricted, since they are
addressed entirely to the merits of Kendrick's
listing and classification of "intangible" investments. Let me begin with certain omissions
from his list and follow with what seem to me
questionable inclusions.

The first inclusion I wish to question is
the capitalization of the "opportunity cost" of
students (after 14 years of age), that is to say
the earnings they would have made if they had
chosen to work instead of studying. It is true
that if the cost-benefit ratio from further study
is advantageous the foregone earnings will be recouped (with interest) from the excess of future
earnings over what they would be without the
study, but this does not mean that the foregone
earnings should be capitalized.

Questionable Inclusions

Consider an analogy. A truck driver can
make $8,000 a year by working for others, but
chooses to invest $10,000 in a rig and go into
business for himself. If he is successful, he
will earn after expenses and charges more than
the $8,000 a year foregone, but he doesnot capitalize the latter ($80,000 if the truck is expected to last 10 years), or even its discounted
present value. His investment is $10,000 only.

Omissions
There are in my view some important omissions, of which I shall comment on three: the
accumulation of intangible personal capital
through work experience, and the accumulation of
business capital through the acquisition of
"know-how" and through organization building.
Kendrick carries personal capital formation
through the stage of formal education and training, but not beyond. I submit that there is a
subsequent accumulation through on-the-job experience. The productive superiority of experienced over newly trained personnel is widely
recognized in pay differentials, particularly in
the skilled categories, and is no less an evidence of capital formation than superiority of
newly trained over untrained workers. The inclusion of this element would add enormously to the
national estimate of intangible personal capital.

A second inclusion that seems to me doubtful.
is the cost of rearing children to working age
(14). This comes close to considering human beings per se, rather than their skills or productive capabilities as the corpus of investment.
That Kendrick so regards them is suggested by his
coinage of the curious term "tangible human investment" for this item, as distinguished from
"intangible" investment in subsequent education
and training. I have no objection to the inclusion of schooling prior to age 14, certainly a
contributor to future productivity, but I would
not capitalize the human beings themselves.

The second omission is in the area of business. Kendrick allows for the accumulation of
intangible capital in research and development,
but not in "know-how." This may be a less exalted type of knowledge than issues from research
laboratories, but it is far more widespread and
no less vital to production. The accumulated
"know-how" of American industry represents an
enormous pool of intangible capital that should,
if possible, be brought into the picture.

There are a couple of other items on the
list that in my opinion are better omitted. I
refer to intangible investment in "medical and
health" and in "mobility costs." As he acknowledges, these represent a mixture of current consumption, or maintenance, and a contribution to
"future income-producing capacity." Unable to
split them into these components, he throws them
entire into capital formation. Since in my opinion current expenditures for medical care and for
shifting from job to job are predominantly for
the maintenance of productivity, I would throw
them the other way.

The third omission also concerns business.
There is no allowance for the accumulation of
intangible capital through organization building. I refer to capital creation through the
recruitment of personnel, especially technical
and managerial, and their integration into a
functioning team. The process can add something
over and above the intangible personal capital
embodied in the training and experience of the
employees; in a good organization, the whole is
larger than the sum of its parts. Some companies
would rather lose their physical assets than

Even the maintenance of physical facilities
contributes to "future income-producing capacity," but we do not for this reason capitalize
it, It seems to me that we should stick to the
same rules in the treatment of "intangibles."
Let me say in closing that these observations are offered in constructive criticism, not
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I have made are controversial. I can only hope
that their consideration--or perhaps their reconsideration--will contribute to the success of
this interesting and valuable inquiry.

in disparagement of Kendrick's project, with
which I am in complete sympathy. There is no
escape from arbitrary judgments in an undertaking of this kind, and some at least of the points
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Discussion
Patrick Ross Huntley, Center for Naval Analyses
The subject matter offered by Dr. Daniel
B. Creamer in his paper today is designed to
alert users of estimates of stocks of manufacturing capital to shortcomings -- perhaps serious shortcomings -- in those statistical values.
He intimates that such shortcomings could become
the floundering rock for any discussion concerning recent trends in manufacturing capital.
Presumably "ancient" trends in manufacturing
capital escape that criticism because no one
expected the earlier sets of estimates to be
either precise or accurate. Discussing recent
trends and providing new material for that purpose was the scheduled topic with which Creamer
was to deal, and so he doubtlessly has given
much thought during the past few months to the
problem of differing estimates. Nevertheless
it is to some extent disappointing that he had
to redirect his paper from his original intent
owing to the failure of his computer runs to
produce usable output even though Creamer has
settled on a substitute topic that is well
worth our time. As he observes, the content of
estimates of manufacturing capital varies appreciably from one estimator's results to those
from a different estimator regardless of whether
the estimators are individuals or organized
governmental or private producers of economic
statistics. Moreover, Creamer correctly notes
further that differences among various sets of
available estimates of manufacturing capital
cannot be attributed to subtle differences in
the labels attached to the estimates. Differences in labels often may suggest that two sets
of estimates can be expected to differ in a
positive direction if one set of estimates is
taken as base for comparison, but in fact the
direction may turn out to be negative when
observed. A surprise of that sort ordinarily
can be rationalized or even reconciled in most
instances, but by no means is that true in
every case.

that he is addressing only the private sector,
but it should not go without mention that much
of his discussion could be applied just as well
to other divisions of the private sector of the
United States economy. He raises a number of
issues concerning content of available sets of
estimates of manufacturing capital. It is not
an easy matter to sort out and enumerate those
issues by classifying the estimation shortcomings
into categories descriptive of the problems involved, for it does not appear possible to
devise a classification schematic such that de
facto independence of all problem categories is
attained. Nevertheless it behooves me to attempt
such a classification, for otherwise this discussant's paper could become as sizeable as the
principal paper on which it comments.
The problems that Creamer discusses can be
forced into five major headings: (1) scope of
coverage, (2) content of capital, (3) evaluation of assets, (4) estimating methodology,
and ( 5) historical comparability. The first
listed is not of itself much of a problem nowdays since the Standard Industrial Classification Code issued by the United States Government
is followed generally. As Creamer observes,
however, the reporting units composing a clearly
defined industry are another matter entirely.
An industry may be the summation of entities
defined on a legal basis, e.g., aggregation of
enterprises, or an industry may be a collection
of production units, e.g., aggregation of manufacturing establishments. Whether a researcher
wishing to use capital statistics elects one or
the other uni verse depend_s on his purpose, but
often he has no choice since capital stock estimates frequently are a fall-out of some other
data needs unrelated to economists' immediate
objectives.

Creamer has performed a useful function in
providing us his run-down of certain sets of
estimates on manufacturing capital. Perhaps my
comments may be a helpful supplement to his
paper, dividing as they do into two broad categories: (1) those comments that complement
Creamer's paper and (2) those that provide
some qualifications for his position on certain
points. Doubtlessly it is appropriate to note
also that there are no major disagreements
between us. In what follows, I divide my comments into three parts. First there is the
recapitulation of Creamer's topical coverage.
Next, points on which we do not hold identical
views are brought out. Lastly, I offer some
additional information which he either omitted
or neglected.
Creamer's Topics

Rather than enlarge this discussion unduly
by describing completely the possible collections of assets that may be included in stocks
of capital, I simply restate the selection made
by Creamer. He elected to include only reproducible wasting assets. I agree with the implicit significance of that choice. They are known
by business accountants as depreciable fixed
assets, by economists as durable capital goods.
Often they are divided into two major asset
types: buildings, structures, and like type
assets for one and machinery and equipment for
the other. With respect to the valuation of the
depreciable assets, there is the usual question
of whether to treat them at gross book value,
net book value, or replacement value. These
valuayion concepts have alternative labels which
I st:all ignore since Creamer dealt with them
adequately.

By his title Creamer conveys to his audience that he is confining his topical co'1erage
to the manufacturing division of the economy.
Moreover, it is implicit in bis discussion

With respect to estimating methodology,
Creamer observes that there are merely two: (1)
perpetual inventory and (2) the adjustment of
balance sheet. He argues that basically they
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are the same since the perpetual inventory
methodology underlies the record keeping by the
basic data reporting unit whether corporation,
partnership, establishment or other. (Disagreement witi that observation appears below.)

any clearcut answer as Creamer seems to. The
balance sheet approach for manufacturing,
owing to the necessary sources of basic data,
has two shortcomings for some purposes. The
Internal Revenue Service and/or the Securities
and Exchange Commission must be relied on, and
they both report from their own sampling of
manufacturing corporations. Depending upon his
objectives, any user must adjust to include
other legal forms of enterprise or he must
adjust to exclude non-manufacturing activities
carried on by the corporations. In addition,
he does not know whether there is historical
comparability in any time series he builds up,
for both the IRS and the SEC samples can have
corporations shifting in or out of manufacturing over the years as first non-manufacturing
activities dominate and then become lesser than
manufacturing activities. Finally, the user of
those sources is at the mercy of the corporation accountant and/or public auditor, for the
practice on recording short-lived assets has not
remained constant through time.

Historical comparability as a term seems
generally understood. We are concerned with
whether like~type assets are included through
time in a particular statistical series of
interest. We are interested similarly in
whether the categorizing of industry has remained constant through time and whether the
same reporting units are always included. But
are we really? Cannot careful subscribing to
the sameness in reporting obscure the very
changes in economic phenomena which we wish to
observe and analyze? Creamer does not get at
this classification concept directly, but implicitly he has some things to say on the Qubject.
Areas of Disagreement
I turn now to the areas of some difference
of opinion betwee~ Creamer and myself. It may
be appropriate to observe at the outset that
he comments fairly neutrally on the pro and con
of the two estimating procedures, i.e., perpetual inventory and balance sheet adjustment,
before plunking for the latter, which of
course is the method he has utilized during a
couple of decades to make some notable contributions to our store of statistics on economic
variables. Another point that should be made
initially is that although several of the problem categories that I defined above appear to
be involved in the differences of viewpoint,
generally they are not central to the point of
disagreement. They merely get entangled wit~
the question of estimating methodology employed. Therefore, I begin with comments on
the latter and bring in the other matters only
incidentally as discussion proceeds.

In contrast, the perpetual inventory
method offers a cleaner series of both assets
and industrially classified establishments
through time. In addition the perpetual inventory method permits a reasonably good adjustment of the value of assets to reflect price
changes through time since inherent to the
method is a time stream of periodic expenditures. The balance sheet adjustment lacks this
convenience and consequently requires a complex
decomposition of the total stock account and a
pricing out of those decomposed amounts by estimated acquisition periods for the assets involved. The perpetual inventory method suffers
from other problems: (1) the composite life
cycle of assets included must be well estimated,
(2) there is no convenient, accurate basis for
capturing assets transferred into or out from
the stock account after purchase nor for recognizing write-ups and write-downs of value as
economic conditions change.

Creamer asserts that there are but two
estimating methodologies and that in essence
they are one. I take issue with both points.
There is the possibility of estimating stocks
of capital by physical appraisal. Unquestionably for the large aggregates of enterprises
or establishments of interest to the economist
in his research, the physical inventory method
is out of the question •. On the other hand,
contrary to Creamer's contention that reporting
units, i.e., enterprtses or establishments,
engage in the perpetual inventory for keeping
track of their depreciable assets and that consequently his preferred balance sheet adjustment procedure reduces to the perpetual inventory method, business firms take a physical
count of assets of consequence -- sometimes
those of no consequence -- periodically to
affirm or adjust their perpetual records. I
contend that such practice disallows his premise of a common base for the two methods.

On one last point, no clear distinction
can be drawn between the perpetual inventory
and the balance sheet adjustment: Creamer
notes that rented capital assets properly
should be counted where used rather than where
owned. I agree, but unlike him, cannot see
that such asset category is better treated by
one estimation method than the other.
The preceding discussion contrasting the
perpetual inventory and balance sheet adjustment method for estimating stocks of manufacturing capital adds nothing that Creamer did
not say; it merely emphasizes points differently. In addition, it illustrates how the
various estimating problems are inextricably
bound up with each other just as I observed
above while discussing the possibilities of
schematically organizing those difficulties.
And now this subject area, of necessity, must
be abandoned in favor of the last topic to be
covered: Creamer's omissions or neglected items.

On netting advantages and disadvantages of
the two estimating procedures, I do not find
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I have reflected on the problem without satisfactory results. I merely am observing that he
ought to have dealt with the point directly
rather than let it appear implicitly in some of
his statistical comparisons.

Supplementary Information and
Miscellaneous Items
Though I agree with Creamer that much of
the difference between the estimate by the
Office of Business Economics and the Census
Bureau's estimate of manufacturing capital
assets is attributable to OBE's implementation
of the perpetual inventory method, there is
more of a difference to be accounted for than
he imagines. Because OBE does not accept an
accounting convention that on pragmatic grounds
assets having a life expectancy less than a
full three years are not to be capitalized but
instead are current expensed, OBE reclassifies
an estimated amount of such assets so that its
capital stock tends to be perhaps two percent
higher t:,an it would be on a comparable basis
with the Census Bureau figures.

Mo~eover, he could have spelled out the
geographical bounds to the economy concerned in
his discussion and defined in more detail the
items of assets included in manufacturing
stocks of capital. Finally, he neglected to
note that there are other series on capital
stocks that provide distributions of manufacturing capital down to the two and three-digit
industrial classifications. Indeed he implied
that other than his own none exist and gave
that fact as another advantage of balance sheet
adjustment over the perpetual inventory estimates.

Another point that Creamer omitted concerns how one would establish a test to ascertain which set of estimates is really superior.
I do not bring this matter up to detract in any
way from Creamer's contribution in his paper,
for establishing such a test is no easy matter.

To sum up. Creamer has dealt with a subject that long has needed more attention of the
sort he offered today. Hopefully he has provided therewith the stimulas for more and deeper
explorations into capital estimation possibilities.

X:
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DISCUSSION
Joel Popkin, Bureau of Labor Statistics
The paper by Eisner and Nadiri cautions
against acceptance of Jorgenson's findings in
support of the role of relative prices in determining investment behavior. But the paper
contains a more pervasive criticism of econometric work in general. The results show that
it is dangerous to infer that each of a combination of variables entering a regression equation
as one term is significant just because the coefficient of that term is significant. Such
inferences are usually required in two cases.
The first is when the equation to be estimated
is a reduced form equation. The second is when
a researcher calls for the measurement of a
specified theoretical variable by a combination
of observed data.

The Eisner and Nadiri findings of shorter
lags in the investment process is not surprising.1_/ In the determination of the lag
structure of investment determinants, it is useful to think of three types of investment:
(1) plant, (2) plant-related equipment, and
(3) equipment not related to the purchase of
plant. Decisions with respect to the first two
types of investment are made jointly and influence investment behavior with varying lengths
of lags depending on the complexity of the
facility being purchased. Decisions about the
third type of investment, encompassing primarily replacement equipment expenditures and purchases of construction and transportation
equipment, most likely influence expenditures
much more quickly. A comparison of anticipated
and actual investment spending, as reported in
the OBE-SEC investment survey, provides additional evidence of the ability of firms to
adjust investment outlays quickly. Presumably
this is done by altering nonplant-related equipment expenditures.

In the first case, the reduced form equation is derived by making a variety of assumptions along the way such as Jorgenson's
assumption of a production function. Like
others, this assumption should be tested, not
asserted.
Of course, the reduction of an ungainly
model to a form in which it can be neatly estimated may be necessary. And, indeed, some of
the most creative econometricians have displayed intriguing ingenuity in achieving this
end thus testing theories that could not otherwis~ be s~bjected to empirical analysis. But
one must consider how far in this direction empirical research may be safely carried. For
example, should not such seemingly important
variables as output, price and the cost of capital services prove significant determinants of
investment when introduced separately in a multivariate linear relationship with investment?

In separating the relative price and output
effect, Eisner and Nadiri obtained an estimate
of the elasticity of substitution of labor for
capital. Their estimate is about one-sixth,
which is quite low unless these equations depict
short-run rather than long-run behavior. However, the equations purport to describe long-run
behavior. This paradox raises the important
question of whether data are adequate to support
long-run analysis even if the underlying theoretical model is capable of distinguishing the
long- and short-run.
To sum up, this paper successfully challenges some currently popular theories of investment behavior. The further challenge still
remains however--that of determining the role of
relative prices and output. The recent use of
both the investment tax credit and income tax
policy makes research on this topic all the more
important.

The second case in which combined variables
are used is illustrated by the measurement of
a cost-of-funds variable by a (weighted) sum of
the interest rate and the dividends-price ratio.
If movements in the dividends-price ratio are
dominated by changes in the market price of the
securities in question, then this variable could
be considered an expectational variable rather
than a measure of the cost of funds._!/ When
Eisner and Nadiri removed this variable from
Jorgenson's measure of the cost of capital
services, they found an even smaller effect of
relative prices as an investment determinant.

1/ For empirical work suggesting that the priceearnings ratio is primarily an expectational
variable, see Joel Popkin, "A Study of Determinants of Both Plant and Equipment Expenditures,"
Staff Working Paper in Economics and Statistics
No. 13, U.S. Department of Commerce (unpublished).

The foregoing comments relate to the implications of the paper by Eisner and Nadiri for
general empirical analysis. The following comments are made in reference to specific findings of the authors.

1_/ There are some data on the time it takes
from the decision to invest to the investment
expenditure. Such data should be used more
frequently to specify lags rather than estimating
them empirically.
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DEVELOPING INFORMATION SYSTEMS FOR CORPORATE PLANNING
Henry F. Lande, International Business Machines Corporation

Introduction

management teams. If the corporation is
large enough, each team will have its own
Operations Research and Management Science
staff to develop an appropriate ideology of
vested interests.

Most of the discussions on Corporate
Planning deal with the question of what planning should do and how to get organized. In
these discussions various models are offered
for product planning, market research and
forecasting, technology life cycle analysis, investment evaluationfor competitive resource
allocation, etc. These models are usually
quite complex and are, therefore, written for
computer operation, Years ago we called
them "exotic applications" but by now they
have lost their aura of uncommonness. Most
companies have built models; some operationally useful, others merely exploratory or educational. However, we must make a distinction between these model building efforts and
the job of developing information systems for
corporate planning.
Models are examples of
what maybe called the random use of computers
in planning. In contrast to this, a system for
planning must be comprehensive and an integral
part of the actual real, live planning process.

2) The ref ore, let us concede right away
that not all aspects of the decision-making process are quantifiable. However, let us insist
thatthereare some elements of this planningbargaining process that should and could be
quantified, and that we process this data efficiently. If the corporate plan is an agreedupon view of the future- -challenging, ambitious,
but realistic and attainable- -the planning information system has the important and by no
means easy task of making these fine words
meaningful in quantitative terms. For
example, if an objective for a division states
that return on investment is to be improved,
the planning information system must answer
the question from what ratio to what ratio and
how this ratio is defined. For return on investment, as we all know, there are at least
half a dozen definitions on the market.

We all know the point of view as to what
needs to be planned for changes with the level
of management responsibility. The lead time
between action and plan lengthens on the way
up in the management hierarchy. The terms
"strategic," "tactical" and"operational" planning have been introduced to highlight this
issue,

3) A corporate plan- -that is a corporate
view of the future is like an annual report of the
corporation in advance for perhaps the next
five or six years. Its most important attribute is comprehensiveness. To accomplish
this comprehensiveness for any medium sized
corporation in reasonable depth requires a
computerized system. No manual system
would provide management with the response
time needed to evaluate the ramifications of
alternative courses of action. The ability to
evaluate alternatives, however, is essential
to support the bargaining process and give
management the feeling for having done a
reasonable job. Hence, the procedural effort
is defined and consists of three steps:
Specify the planning logic

Only after we appreciate the interrelationship between what we want to plan for and
for whom we want to do it, are we ready to
tackle the question of how to do it- -leading to
a systems development effort,

Purpose and Approach
In this context, let us establish a few
fundamental points of understanding:

Computerize the processing of
planning data

1) In any business large enough to require several levels of management, each with
a fair degree of bargaining power, the major
purpose of a planning information system must
be to facilitate this planning process - -not just
with technical ans we rs, but politically. In the
end, after all the econometric and operationsresearch homework has been done, the final
decision about allocation of resources, goals
or objectives are a matter of agreement after
considerable give and take between the various

Display views of the future for
management to use in setting
measurable objectives.

Generating Planning Data
Let us now look at the specifics of an
information system for corporate planning.
First we need to examine how information
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a
favorable one. Management continually worries
about physical and financial ope rating ratios in
an effort to better its past performance and
enhance its tenure by increasing stockholders
wealth.

for planning might be generated. We might
say there are three stages of sophistication:
1) Information in the state of affairs, so
called actuals. This information is contained
in the muchquoted Data Bank. It consists of
transaction data which have been generated as
a by-product of operations. As invoices are
sent out, as orders are received, as payroll
checks are issued, machinable records of the
respective transactions are produced and
entered into the Data Bank. If appropriately
indexed, this transaction data bank will function as a base for extracting planning data.
However, more often than not, there are flaws:
the data may not be relevant, may be incomplete, hard to get at, etc. Usually there is
quite some work to be done, in retrieval, cleanup, aggregation, statistical inference, etc. to
make transaction data suitable for planning
purposes. This requires imagination, interpretation, judgment, and analytical intelligence.
It is not an automatic and routine job which can
be easily mechanized.

Processing Planning Data
Of course, the information technology
which we employ in generating planning data
operates as a constraint on our ability to do the
job, Three stages of development may be
observed.
1) People plus calculators.
2) People plus the random use of
computers,
3) People plus the coordinated use
of computers.
The last stage depends on the availability of
two ingredients.
a) A computer systems network.
b) A common language.
The remainder of my paper deals with the why
and how of stage 3.

Some of my friends in the information
technology camp disagree with me on this
point and continue to proceed on the as sumption that there is only one Data Bank, for both
transaction and planning data alike. I submit
there are fundamental differences between
transaction and planning data which suggest
separate structures and procedures.

In the maze of potential information
for planning, the number of possible combinations are practically infinite. Therefore,
we must be selective--and the selection of
relevant planning data is a tricky business.
The development of an information system
for corporate planning is in fact nothing
more than the specifying and defining of its
own information content, This involves both
procedural and substantive issues. Here,
Professor McLuhan's slogan, "The medium
is the message, 11 may have relevance.

2) After we have generated a suitable
planning data base, we enter the second stage- we want to project into the future. For this
there are only two methods available:
Trend-extrapolation of time series
( straight edge on graph paper or
multiple regression analysis and
high order mathematical curve
fitting) and
Perpetuation of the relationships of
time series to each other (usually
done as a test of reasonableness).
In either case the implicit assumption is that
the causal system will remain stable or consistent during the projected time periods.

Two questions must be answered in
order to understand the structural characteristics of planning information:
FOR WHOM AND HOW MUCH.

A)

Planning - For Whom

Control systems display aggregated
transaction data to the various levels of
management.
The transaction data is
given, the logic of summarization is tailored to the span of control and attention
to detail of the management level in que s tion.
The flow of data proceeds in only
one direction: from the bottom up.

3) The third stage gets us involved
with simulation, the answering of "what if"
questions. This requires the testing of changes
in the causal system itself, such as a change in
the factors which govern the extrapolation of
time series, or the relationships between them.
It is in this area where management judgment,
motivation, speculation, etc. enter the scene.
No management worth its keep will be satisfied
with the execution of policies based on trend and
ratio analysis. l\1anagement is in business to
reverse an unfavorable trend or improve a

Planning systems display assumptions
about the future which must first of all be
generated, Each level of management has its
own ideas about what this data should look like,
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Since the data is no longer given, the summarization logic of the control system is not relevant.

This amounts to a three dimensional
data bank, in which we must visualize many,
many data cells. It seems that there is some
limit to the size of the data bank or the number
of data cells that can be handled. This is a
limitation not imposed by computers, but by
the ability and willingness of people to feed the
data bank and keep the information up to date.
We mustneverforgetplanningdata is not a byproduct of business transactions but is generated by human intelligence.

PLANNING - - - FOR WHOM?
ESTABLISH
OBJECTIVES
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PLANNING - - - HOW MUCH?
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What is needed is a logic for generating
data both by disaggregating or exploding summary data into their supporting components or
elements of detail and by re-aggregating them
for review of completeness and consistency.
Ideally, a planning system should specify a bill
of particulars for each objective from the corporate level down to the ope rating level. But
this is a practical impossibility. There are an
infinite number of alternative solutions and,
not to forget, there is the human element of
motivation and commitment at each management
level. The flow of data proceeds in two directions: from the top down and from the bottom
up. This is the feedback or talk back aspect
of the planning-bargaining process.

ACTUAL

TRANSACTIONS
BUDGETS= CONTROL DATA
TO IMPLEMENT PLAN

TODAY
-----------TIME------------

There is no general answer to how big
the planning data bank should be. However, it
is important that the designer of an information
system for planning keep his eye on the number
of data cells in it. An early planning data system for the Office Products Division of IBM
built in 1961-1962 contained about 10, 000 data
cells. In the succeeding five years this system's data bank grew to about 40, 000 cells and
currently efforts are under way to scale it
back down to a more compact size. I will dwell
on this point at length in the following parts of
this paper.

Therefore, the only realistic andpractical way of looking at planning information is
bylevel of management responsibility. This
suggests a network in which each sub- system
must be self-containedandusefulintheplanningbargaining process between two, perhaps three,
levels of management.
B)

PLANNING DATA

Returning to the present: whatever the
definition of information in the planning data
system, itmust be carried backintothetransactiondata system for at least a couple of years,
so that the time series of data are internally
consistent in the formal accounting sense, and
can be reconciled for control purposes.

Planning - How Much

The question of how muchinformation
should be covered in each sub-system involves
three dimensions:
1) The number of line items of information, i.e., Business Volume, Gross Income,
Gross Profit, Net Before Tax, Manpower,
Plant and Equipment, etc.
2) The number of subsets, i.e., Divisions, Product Lines, Markets, etc.
3) The number of time periods, e.g.,
2 years past, 1 current year, 5 years out= 8
years.

Planning Data Systems Network
In the proposed network of planning
data systems, each division enjoys complete
independence in developing the input-output
logic of its own sub-system, including appropriate functional modules within, say, a
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product line subset structure. In turn, the
corporate sub-system would not attempt to
tie into the divisional sub-systems, but have
its own input-output logic, including appropriate modules for the representation of
business opportunities within a divisional
subset structure.

systems making managers again out of the
many de-humanized random number generators.

Corporate System
The following pages show some typical
display pages which a planning data system
would prepare for management review and
approval. This is just to give an impression,
a feel for what is meant by planning documents
and input worksheets,

PLANNING MTA SYSTEMS
DIVISION ,.t

DIVISION Y

DIVISION Z

I&E, Manpower, Space, Source and
Application of Funds, Balance Sheet (Figures
4 to 8) are output data, the results of extensive computations as defined in the logic specifications of the system. Figures 9 and 10 are
sample input worksheets specifying some of
the input data options actually used in this
iteration of the system. A study of these input
variables will reveal the conditional logic employed and the ability to respond to questions
of "what if" the variables are changed.

)

The rough outline of planning logic in
this example of a divisional summary module
within a corporate system is as follows:
Business Volume
generates Income.
Income
generates Cost and Expense.
Cost and Expense
generates Manpower.
Manpower
generates Plant and Equipment,
All activities
generate Cash Flow,
Inventories, CashFlow and Depreciation
generate Balance Sheet Data,

The assumptions which are entered
into the planning data system are not the automatic result of some mathematical projection
routines, but the quantified consensus among
management as to the direction they want to
go and the action they want to take. Hence, a
system for Corporate Planning is not some
kind of a huge econometric model but a network of accounting systems for planning data,
The interaction between a divisional planning
data system and the corporate planning data
system is not mechanized because this interaction, which represents a real and important
step in the planning process, involves bargaining. Objectives at the corporate level are
reconciled with objectives at the divisional
level. Managers hammer out a consensus or
agreement between their peers, superiors,
and subordinates as to what they are willing
to live with and act on,

The programmed logic of such a planning module would represent the typical thought
processes in a real live planning-bargaining
environment. There is no valid general solution, but the approach proposed in this paper
has general validity and would readily yield a
specific solution for any given business,
The subset of the corporate system
would be a division, The subset of the divisional system would be a product line, The
input structure of the division would be functionally oriented, Let's take a closer look at
a divisional system.

This is management's job of planning
the business, and l don't believe this is a job
that can or should be mechanized. Some computopians feel that in the long run management
might be replaced by a random number generator in the super-system of the future. But
I'd rather see computerized planning data

Divisional System
The planning documents which repre-
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CORPORATE PLANNING DATA
SUBSET

DIVISION

2

STRATEGIC PLAN APPROVED

VIEW 9001

INCOME AND EXPENSE SUMMARY

FORM 03-1

DESCRIPTION

----------------BUSINESS VOLUME
MARKET ESTIMATE
SALES POTENT! AL
0/0 REPLACEMENT

XYZ POSIT ION
REMOVALS
SHIPMENTS
0/0 XYZ POSITION
XYZ REMOVALS
XYZ SHIPMENTS

1967

I->

'°

0,

1968

1969

1970

1971

1972

1973

1974

----------

----------

----------

----------

----------

----------

----------

----------

1040.0
90.0
5.0

1081.6
93.6
5.0

1124.9
97.3
5.0

1173.6
105.0
5.0

12z2.4
107 • 5
5.0

1211.2
109.9
5.0

1320.0
112. 3
5.0

1372.8
118.8
5.0

230 .o
11.0
21.0
22.1
5.0
23.3

240.0
11.5
21.5
22.2
5.0
23.0

250.0
12.0
22.0
22.2
5.o
22. 6

260.0
12.5
22.5
22.2
5.0
21.4

268.9
13.0
21.9
22.0
5.0
20.4

279. 7
13.4
24.2
22.0
5.0
22.0

290.4
14.0
24.7
22.0
5.0
22.0

302.0
14.5
26.1
22.0
5.0
22.0

M$

GROSS INCOME
PRODUCTS
SERVICE
SUPPLIES
OTHER
TOTAL

.....

y

0/0

45.8
37.2

54.5
44.2

M$

0/0

M$

0/0

M$

0/0

M$

0/0

48.2
41.0

53.3
45.4

48.4
41.4

53.4
45.6

67.5
43.2

60.4
38.6

65.8
44.6

59.0
40.0

1. 1
1. 3
84. 1 100.0

1.3
1.2
90.4 100.0

.9
1.0
90.7 100.0

1. 1
1.0
111.8 100.0

1. 1
1.0
111. 5 100.0

M$

0/0

72.5
46.4

60.4
38.6

1.0
1.2
120. 1 100.0

M$

0/0

74. 1
48.2

60.0
39.0

1.2
1.0
123.5 100.0

M$

0/0

78.4
50. 1

60.4
38.6

1.2
.9
129.8 100.0

GROSS PROFIT
PROOUCTS
SERVICE
SUPPLIES
OTHER
TOTAL

26.4
10.6

57.6
28.5

30.2
11. 1

62.7
27.1

30.3
10.7

62.6
25.8

42.3
11. 1

62.6
25.8

41.2
11.':>

62.6
25.8

45.4
12.0

62.6
25.8

46.4

12 .4

62.6
25.8

49.1
12.9

62.6
25.8

.7
37.7

63.6
44.8

•8
42.l

66.7
46.6

.6
41.6

66.7
45.9

.7
54.1

65.0
48.4

.7
53.4

65.0
4 7 •. 9

.8
58.1

65.o
48.4

.8
59.6

65.0
48.3

.8
62.8

65.0
48.4

EXPENSES
RESEARCH
DEVELOPMENT
FIELD SALES
MKTG.SUPPORT
ADMINISTRATION
OTHER
APPORTIONMENTS
TOTAL

1.0
3.6
10.7
.9
3.1
•7
4.7
24.7

1.2
4.3
12.7
1.1
3.7
.8
5.6
29.4

1.0
3.6
11.6
1. 1
3.4
1.5
5.3
27.5

1. 1
4.0
12.8
1.2
3.8
1.7
5.9
30.4

1.0
3.9
14.4
l. 3
3.5
3.3
5.9
33.3

1. 1
4.3
15.9
1.4
3.9
3.6
6.5
36.7

1. 1
4.5
13.1
1.5
4.5
1.9
1.0
33.5

1.0
4.0
11. 7
1.3
4.0
1.7
6.3
30.0

1. 1
4.5
13.7
l. 4
4.2
1.3
7.1
33.4

1.0
4.0
12.3
1.3
3.8
1.2
6.4
29.9

1.2
4.8
14.4
1.4
4.3
1.8
7.9
35.9

1.0
4.0
12.0
1.2
3.6
l. 5
6.6
29.9

1.2
5.1
14.8
1.4

1.0
4.1
12.0
1. l
3.4
l•l
6.6
29.3

1.3
5.5
15.1
l .4
4.2
1.4
8.8
37.6

1.0
4.2
11.6
1. 1
3.2
1. l
6.8
29.0

NET BEFORE TAX
NET AFTER TAX
EARNINGS/SHARE

13.0 15. 5
8.0
6.8
2.25

14.6 16.2
7.6
8.4
2.53

8.3
9.2
4.0
4.4
1.33

20.6
18. 4
9.9
8.8
3.29

20.0 18.0
9.6
8.6
3.20

22.3 18.6
10.7
8.9
3.57

4.2

1.4
8.2
36.3

23 .4 18. 9
11.2
9.1
3.74

...."'1

Cl

c::

>0
M
.;..

25.2
19.4
12. 1
9.3
4.03

RATES OF CHANGE (0/0)
MARKET EST !MATE
XYZ POSIT ION

GROSS INCOME
GROSS PROFIT
TOTAL EXPENSES
NET BEFORE TAX
NET AFTER TAX
PLANNING DATA SYSTEMS

4.0
4. !:>

4.0
4.3

4.0
4.2

4.3
4.0

4.2
3.4

4.0
4.0

3.8
3.8

4.0
4.0

5.1
7.7
7.4
8.3
12.7

7.5
11.7
11.3
12.3
12.3

.3
-1.2
21. 1
-43.2
-47.5

23.2
30.1
.7
148.0
148.0

-.2
-1.3
-.4
-2.7
-2.1

7.7
8.8
7.4
11.3
11.3

2.8
2.5
1. 1
4.8
4.8

5.0
5.4
3.8
7.8
7.8

-XYZ CONFIDENTIAL-
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PLANNING OAlA SYSltMS

CORPORATE PLANNING DATA
SUBSET

DIVISION

2

STRATEGIC PLAN APPROVED

VIEW 9001

FORM 03-2

SOURCE AND APPLICATION OF FUNDS
DESCRIPTION

-----------------------------------

1967

1968

1969

1970

1971

1972

1973

1974

-------- -------- -------- -------- -------- -------- -------- --------

M$

40.0

40.6

44.2

64.5

96.0

100.1

103. 9

88.5

EARNINGS
OEPRECIATION ETC.
f-UNOS FROM OPERATIONS

M$

6.8
3.4
10. 2

7.6
4.6
12.2

4.0
3.3
7.3

9.9
4.3
14.2

9.6
4.8
14.4

10.7
4.8
15.5

11.2
4.8
16.0

12. 1
4.8
16.9

20.0

30.0

SALE

OF STOCK

M$
M$
M$

LONG TERM DEBT INCURRED

M$

MISCELLANEOUS
TOTAL FUNDS PROVIDED

M$

M$
12.2

27.3

44.2

14.4

15.5

16.0

16.9

50.2

52.8

71.6

108.7

110. 5

115 .5

120. 0

105.4

.4
4.8

•5
3.3
3.8

.6
3.4
4.0

1.0
':,. 7
6.7

1. 9
2.8
4.6

1. 1
4.1
5.2

1.2
3.5
4.7

1. 4
3.9
5.3

M$

4.8
9.6

4.8
8.6

3.0
7.0

5.9
12.7

5.8
10.4

6.4
11 • 6

20.0
6.7
31.5

30.0
7.3
42.6

NET CURRENT ASSETS 12-31

M$

40.6

44.2

64.5

96.0

100 .1

103.9

88.5

62.9

ANALYTICAL RATIOS
PLANT AND EQUIPMENT/TOTAL
EARNINGS PER SHARE
CASH DIVIDEND PAYOUT

0/0

44.1

0/0

49.8
2.25
71.0

2.53
63.2

57.4
1.33
75.3

53.2
3.29
60.0

44.6
3.20
60.0

44.7
3.57
60.0

15.0
3.74
60.0

12.5
4.03
60.0

RATES OF CHANGE
FUNDS FROM OPERATIONS
TOTAL FUNDS PROVIDED
INVESTMENTS
TOTAL FUNDS APPLIED
NET CURRENT ASSETS 12-31

0/0
0/0
0/0
0/0
0/0

1.6

19.5
19.5
-20.3
-10.1
8.9

-39.9
124.2
6.4
-18.1
45.9

93. 2
61.6
66.7
79.9
48.8

1. 8
-67.3
-30.9
-17.7
4.2

7.4
7.4
11. 5
11.4
3.9

3.5
3.5
-8.9
1 71. 1
-14.8

5.5
5.5
12.5
35.3
-29.0

MEN

-94
15
97
25
-8
35

200
28
-63
-206
24
-16

-108

19
28
3
81

-78
3
26
16
3
-30

26
-97
-11
-191

4
19
27
-70
-3
-22

-48
13
17
-61
-7
-87

-16
19
12
-47
-5
-37

MEN
0/0

4337
1.9

4307
-.7

4342

432 5
-.4

4135
-4.4

4112
-.5

4025
-2.1

3989
-.9

TOTAL FUNDS AVAILABLE

~

TERM

i'JET CURRENT ASSETS 1-1
NET

..,
'°

.....

y

10.2

M$

LANO AND BUILDINGS
tUUIPMENT
TOTAL INVESTMENTS

M$
M$
M$

4.4

LONG TERM DEBT REPAID
CASH DIVIDEND
TOTAL FUNDS APPLJED

M$
M$

MANPOWER - CHANGES IN HEADCOUNT
MANUFACTURING
ENGINEERING
MARKETING
SERVICE
ADMINISTRATION
TOTAL NET CHANGE
TOTAL ON BOARD 12-31
INCREASE OVER PRIOR YEAR
PLANNING DATA SYSTEMS

'-rJ
H
Cl

C:

::c

M
u,

$

MEN

14

MEN
MEN
MEN
MEN

17

•8
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CORPORATE PLANNING DATA
SUBSET

STRATEGIC PLAN APPROVED

VIEW 900 l

DIVISION y

2

FORM 03-3

BALANCE SHEET
DESCRIPTION

----------------------------------ASSETS

TERM

1967

1968

1969

1970

1971

1972

1973

1974

-------- -------- -------- -------- -------- -------- -------- -------16.0
6.8
16.3
27.6
2.0
68.8

18.0
7.7
17.5
28.7
2.2
74.2

31.9
13.7
17.6
29.8
3.2
96.2

52.4
22.5
21.6
31.l
4.8
132.4

54.9
23.5
21.6
31.3
5.0
136.4

56.7
24.3
23.2
33.4
5.2
142.8

46.0
19. 7
23.9
34.4
4.4
128 .4

28.2
12.1
2 5. l
36.0
3. l
104. 4

M$
M$
M$

5.0
5.9
5.4
19.4
10.6
1.8

5.0
6.4
5.4
22.7
10.l
1.6

5.0
7.0
5.4
26.l
10.9
l .4

5.0
8.0
5.8
31.8
13.2
1.2

6.0
8.9
7.1
34.6
12.0
1.0

6.0
10.0
7.5
38.7
12.2
.8

6.0
11. 2
7.9
42. 2
11.8
.6

6.0
12.6
8.5
46.l
11.9

M$

86.6

91.3

114.0

152.6

156.5

163.2

148. 7

125.3

LI AB! LITIES AND EQUITY
INCOME TAXES
ACCTS. PAYABLE AND ACCRUALS

M$
M$

1.6
26.6

1.8
28.2

1.1
30.6

2.1
33.7

2.6
33.8

2.9
36.0

3.0
36.8

3.3
38.3

LOANS PAYABLE
CURRENT LlABILITIE.S
DEFERRALS AND RESERVES
LONG TERM DEBT

M$
M$
M$
M$

28.l

30.0

31.7

36.3

36.4

38.9

39.8

41.6

::ii
l:'1

20.0

20.0

40.0

70.0

70.0

70.0

50.0

20.0

"'

M$

48.l

50.0

71.7

106.3

106.4

108.9

89.8

61.6

M$

38.5
3000

41.3
3000

42.3
3000

46.3
3000

50.l
3000

54.4
3000

58.9
3000

63.7
3000

244.5
79.4
32.5
12.84
11.6
1.44

247.7
81. 3
32.8
13. 77
12.4
1. 47

303.7
84. 4
27.8
14.10
4.8
1.10

364.3
86.8
23.8
15.42
8.5
.96

375.2
87.2
23.2
16.70
8.0
.93

367.4
87.5
23.8
18.13
8.6
.97

322.2
86.3
26.8
19.62
10. 3
1.13

251.2
83.4
33.2
21.23
14.4
1.55

l. l
-2.2
18.3
.4
28.4
12.7

7.9
-1.3
-5.0
6.5
7.2
12.3

29.7
1.3
8.1
5.8
2.4
-47.5

37.6
7.2
20.6
14.7
9.3
148.0

3.0
2 l .4
-9.2
•l
8.3
-2.7

4.7
5.5
1.7
6.9
8.5
11.3

-10.1
6.1
-2.9
2.5
8.3
4.8

-18.6
7.4
.9
4.3
8.2
7.8

CASH
MARKETABLE SECURITIES
NOTES AND ACCT S. RECEIVABLE
INVENTORIES
PREPAYMENTS
CURRENT ASSETS
OTHER INVESTMENTS
LAND
BUILDINGS
NET LAND AND BUILDINGS
FACTORY AND OFFICE EQUIPMENT
NET FACTORY AND OFFICE
PATENTS AND GOOD WILL
TOTAL ASSETS

,_,
CIO
'°

.....

TOTAL LlABILlTIES
EQUITY CAPITAL
NUMBER OF SHARES OUTSTANDING
ANALYTICAL RATIOS
CURR. ASSETS/CURR. Ll AB.
CURRENT/TOTAL ASSETS
CURR. LIAB./TOTAL ASSETS
EQU !TY PER SHARE
RETURN ON CAPITAL
CAPITAL TURNOVER RATIO
RATES OF CHANGE
CURRENT ASSETS
NET LAND AND BUILDINGS
NET FACTORY AND OFFICE
CURRENT LIABILITIES
EQUITY CAPITAL
EARNING PER SHARE

M$

M$
M$
M$
M$
M$
M$
M$

M$
M$

K

0/0
0/0
0/0
$

0/0

X
0/0
0/0
0/0
0/0
0/0
0/0

I 111• 1'1111 A I!

...."1C)
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PLANNING DATA SYSTEMS
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CORPORATE PLANNING DATA
SUBSET

2

STRATEGIC PLAN APPROVED

VIEW 9001

DIVISION Y

FORM 03-4

YEAR-END MANPOWER
DESCRIPTION

-----------------------------------

MANUFACTURING
DIRECT
INDIRECT
TOTAL
GROWTH RATE
NEW HIRES
HIRING RATE
COST FACTOR PER MAN
ENGINEERING
PROFESS ION AL
SUPPORT
TOTAL
GROWTH RATE
NEW HIRES
HIRING RATE
COST FACTOR PER MAN

...

'°'°

.....

MARKETING
FIELD
SUPPORT
TOTAL
GROWTH RATE
NEW HIRES
HIRING RATE
COST FACTOR PER MAN
SERVICE
FJELD
SUPPORT
TOTAL
GROWTH RATE
NEW HIRES
HIRING RATE
COST FACTOR PER MAN
ADMINISTRATION
PROFESSIONAL
SUPPORT
TOTAL
GROWTH RATE
NEW HIRES
HIRING RATE
COST FACTOR PER MAN
TOTAL BUSrNESS
ON BOARD
GROWTH RATE
NEW HIRES
HIRING RATE
PLANNING DATA SYSTEMS

TERM
MEN
MEN
MEN

1967

MEN

437
437
874
1.6
126

0/0

14.4

K $

22.2

MEN
MEN
MEN

131

0/0

0/0

MEN
0/0
K $

MEN
MEN
MEN
0/0

MEN
0/0

K

$

MEN
MEN
MEN
0/0

MEN
0/0

K

$

MEN
MEN
MEN
0/0

MEN
0/0

K

$

MEN
0/0

MEN
0/0

1968

1969

1970

1971

1972

1973

1974

-------- -------- -------- -------- -------- -------- -------- -------398
398
796
-8.9
21
2.6
22.6

351
351
702
-11.8
35
5.0
25.8

451
451
902
28.4
245
27.l
28.0

397
397
794
-11 .9
-68
-8.6
31.0

399
399
798
.5
44
5.5
34.0

375
375
749
-6.1
-11
-1.5
37.0

367
367
733
-2.2
20
2.8
40.0

197
9.2
20
10.4
23.4

133
67
200
1.5
7
3.5
23.l

143
72
215
7.5
19
9.0
22.8

162
81
243
13.3
33
13.7
23.0

162
81
242
-.2
4
1.8
23.0

174
87
261
7.7
24
9.1
23.0

183
91
274
4.9
18
6.7
23.0

196
98
293
7.1
25
8.6
23.0

516
29
545
3.6
63
11.5
21.3

542
29
571
4.8
66
11.6
22.2

639
29
668
17.0
137
20.5
23.5

579
26
605
-9.4
-32
-5.3
24.0

604
27
631
4.3
57
9.1
24.0

630
28
658
4.3
60
9.1
24.0

646
29
675
2.6
51
7.5
24.0

658
30
687
1.8
47
6.8
24.0

2628

2644

2628
1.1
265
10.1
10. l

2644
.6
241
9.1
11.3

2600
69
2669
.9
239
8.9
11.5

2369
95
2463
-7.7
-8
-.3
13.0

2275
91
2366
-4.0
92
3.9
14.0

2208
88
2296
-2.9
114
5.0
15.0

2150
86
2236
-2.1
118
5.3
16 .o

2104
84
2188
-2.1
128
5.8
17.0

93

96

88

112

101

98

91

87

93
3.3
4
4.2
33.3

96
3.2
4
4.1
35.4

88
-8.3
-7
-8.l
39.8

112
27.0
25
22.3
40.0

101
-9.7
-10
-9.8
42.0

98
-2.6
-2
-1. 7
44.0

91
-7.l
-6
-6.6
46.0

87
-5.3
-4
-4.5
48.0

4337
1.9
477
11.0

4307
-.7
339
7.9

4342
.8
423
9.7

4325
-.4
262
6.1

4135
-4.4
76
1.8

4112
-.5
240
5.8

4025
-2.1
170
4.2

3989
-.9
216
5.4

66
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CORPORATE PLANNING DATA
SUBSET

FORM 03-5

2

----------------------------------SPACE FORECAST
PLANTS
WAREHOUSES
LABORATORIES
OFFICES
TOTAL
OCCUPANCY FACTORS/MAN
MANUFACTURING
MFG. EXTRA SH I FT RAT ID
MFG. WAREHOUSING
ENGINEERING
OTHER

"'

.....

SPACE, BUILDINGS+ LAND
DESCRIPTION

0
0

STRATEGIC PLAN APPROVED

VIEW 9001

DIVISION y
TERM

KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
SOFT
0/0
0/0

SOFT
SQFT

SPACE AVAILABILITY REVIEW
PLANTS
OWNED
LEASED
VARIANCE
OWNED
WAREHOUSES
LEASED
VARIANCE
LABORATORIES
OWNfO
LEASED
VARIANCE
OWNED
OFFICES
LEASED
VARIANCE
OWNED
TOTAL
LEASED
REQUIRED (GROSS)

KSOFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT
KSQFT

BUILDINGS PLANNED AND REQUIRED
PLANTS
WAREHOUSES
LABORATORIES
OFFICES
TOTAL (GROSS)

KSQFT
KSQFT
KSQFT
KSQFT
KSQFT

NET INVESTMENT IN BUILDINGS
PLANTS
WAREHOUSES
LABORATORIES
OFFICES
TOTAL

M
M
M
M

LAND HOLDINGS
AREA ON HAND YEAREND
PURCHASES
NET INVESTMENT

ACRES
ACRES

PLANNING DATA SYSTEMS

M

$
$
$
$
$

1967

1968

1969

1970

1971

1972

-------- -------- -------- -------- -------- -------159
24
57
327
567

145

164
25
70
318
577

144

58
331
556

128
19
62
343
552

260
30.0
15.0
290
100

260
30.0
15.0
290
100

260
30.0
15.0
290
100

128
32
-1
4
16
4
45

128
32
-15
4
16
2
45

12
33
297
-3
210
345
16

13
33
297
1
210
345
16

22

1973

1974

-------- --------

70
310
546

145
22
76
305
548

136
20
79
300
537

133
20
85
296
535

260
30.0
15.0
290
100

260
30.0
15.0
290
100

260
30.0
15.0
290
100

260
30.0
15.0
290
100

260
30.0
15.0
290
100

128
32
-32
4
16
-1
45

128
32
4
4
16
5
45

128
32
-16
4
16
2
45

128
32
-15
4
16
2
45

128
32
-24
4
16

128
32
-27
4
16

45

45

17
33
297
13
210
345
30

25
33
297
-12
210
345
34

25
33
2 97
-20
210
345
27

31
33
297
-25
210
345
33

34
33
297
-30
210
345
35

40
33
297
-34
210
345
40

3.3
.9
25.5

•3
25.3

.4
30. 7

•1
34.4

40.l

29.7

25.7

31. 1

34.5

40.1

22

"l
.....
Cl
C:

-2.0
.8
12.0

.o

10.8

.3
12.9
•1
13.3

-.o
.o

.o
.6

.9

.o

.o

.4

.o

.o

.4

.9

1. 1

1.2

1.4

.4

.5

.6

1.0

.9

1. 1

1.2

1. 4

1000.9

1000.9

1000.9

1000.9

1500.9
500.0
1.0

1500.9

1500.9

1500.9

.o

11.2
1.3
18.5

•1

.o

.o

M $
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(X)

CORPORATE PLANNING DATA
SUBSET

2

VIEW 9001

STRATEGIC PLAN APPROVED •••••

DIVISION Y

FORM 03-9

***
***

***
***

INPUT WORKSHEET 1 OF 7

SYSTEM
CONTROL
CARD

CODE
999992
COL.1-6

SUBSET
CONTROL
CARD

CODE
0302999
COL.1-7

CODE

VIEW
9001
7-10

IDENTIFICATION
CORPORATE PLANNING DATA
11-34

MLP
9

FIRST YR.
1967
35-38

COPY CONTROL
111110001
11-19

DESCRIPTION

TERM

COL.1-7

DESCRIPTION
STRATEGIC PLAN APPROVED
39-68

PCTL SIC INDEX BASE***
X
0
***
78
79
80
***

DATA
DESCRIPTION
DIVISION Y
21-80

***
***
***

PRIOR

1967

1968

1969

1970

1971

1972

197 3

1974

18-24

25-31

32-38

39-45

46-52

53-59

60-66

67-73

74-80

BUSINESS VOLUME ASSUMPTIONS
0302105 MARKET GROWTH, AMOUNT

M$

F

0302106

0/0

F

0302109 REPLACEMENT AMOUNT

M$

0

0302108

0/0

F

0302033 XYZ POSITION (CUMULATIVE)

M $

F

0302034

OR GROWTH RATE

0/0

F

0302107

OR SHARE OF MARKET

0/0

F

0302035 XYZ REMOVALS

M $

0

0302036

0/0

F

0302002 PRODUCTS, AMOUNT

M $

F

0302112

0/0

F

0302003 SERVICE, AMOUNT

M$

F

0302113

0/0

F

0302004 SUPPLIES, AMOUNT

M$

0

0302114

0/0

0

0302005 OTHER, AMOUNT

M$

F

0302115

0/0

F

OR RATE

FACTOR

FACTOR

1000.0

220.0

1320.0
4.0

4.0

4.0

5.0

5.0

5.o

10 .o

10.0

10.0

5.0

5.0

5.0

5.0

4.0

5.0

5.0

5.o

45.8

48.2

48.4

5.0

4.0
22.0

22.0

22.0

22.0

5.0

5.0

5.0

5.0

5.0

300.0

300.0

300.0

300.0

300.0

16.6

16.6

16.6

1.0

1.0

1.0

GROSS INCOME

NOTE -

OR SHIPMENT FACTOR

OR POSITION FACTOR

OR POSITION FACTOR

OR SHARE OF TOTAL INCOME

43.0

36.0

1.0

37.2

1. 1

41.0

1.2

41.4

.9

INPUT DATA SPECIFIED AS AN AMOUNT AND AS A RATIO ARE COMPLEMENTS UNLESS THE RATIO IS PREFACED BY

PLANNING DATA SYSTEMS

-XYZ CONFIDENTIAL-

16.6

1

DR'

1.0

1.0

CORPORATE PLANNING DATA
SUBSET

DIVISION

2

INPUT WORKSHEET 4 OF 7

FORM 03-9
CODE

DESCRIPTION

COL.1-7

.....

STRATEGIC PLAN APPROVED

VIEW 900 l

y

-------------------------------

TERM

PRIOR

196 7

1968

1969

1970

1971

1972

1973
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FIGURE 12

sent the divisional view of the future might be
quite similar to the input formats of the corporate system, but they need not be identical.
What is relevant to a division need not be accepted as relevent by the corporation. The
corporate system includes planning procedures
for a division which facilitates corporate
management's testing the credibility and
assess the quality of a divisional plan presented for approval. The divisional system
must deal with more detail.
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Figure 11 outlines the scope and data
structure of a divisional system. (9 modules
with 267 input options mainly by function, 56
redundant and transferable items, 211 net input options. ) This would be the fir st of three
dimensions for the planning data bank. Some
readers may consider 211 variables excessive;
others may wonder if this is enoughinformation
for a good job in planning. But let's see what
happens when we add the other two dimensions.
Figure 12 demonstrates how these 211 items
explode into 1104 lines of 8 yearly data, which
means a total of 8832 data cells. (e.g. Manufacturing: structure - 48, with subsets - 296,
i.e., 2368 data cells)
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*) Excluding Transferable line Items

BUSINESS PLANNING SYSTEM
SCOPE & DATA STRUCTURE

Computer Usage and Programming
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Any planning data system requires
specifications for output displays, input data
and logic calculations. In a manual system,
multi-column accounting paper or forms function as input worksheets and output displays,
subsequently to be typed up. The human brain
(plus slide rule or electric calculator) takes
care of the logic.
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The computerized system will use the
same approach. It will produce worksheets for
the planner to use as a source document for
entering data (ready for key punching or terminal operation). It will produce output displays in final form for use with management
(in hard copy ready for reproduction or on the
CRT screen of a terminal). It will execute the
logical calculations between input and output as
specified by the planner. It will do this job
effortlessly over and over. It will not balk or
talk back when management asks that variables
be changed time and again, as is the case in
any typical planning exercise. It will not cut
corners in planning logic calculations, but
maintain internal consistency.
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Of course, not every data cell is
subject to change every time a new view
of the future is processed, but many are
at least subject to review.
It is one of
the objectives of a planning data system
to draw management's attention to the
great variety of factors which need to
be taken into consideration while at the
same time making it easy to do so.
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As I had mentioned earlier, the success
of reaching the stage of coordinated computer
usage in processing planning data depends on
the availability of two ingredients: a computer
network and a common language.
To these we
address ourselves next.

What is this language--or better, this
planning dialect--all about?
Of course, any computer application,
such as a coordinated network of planning date.
systems, before itbecomes a reality, must '::)e
programmed.
Rumor has it that this is the
main problem and often the bottleneck,
We
found the key to successfulprogramming and
acceptance of the data systems concept in a
problem-oriented language for use by the plaru:e:-:
themselves. We have developed such a langua~e
called Planning Systems Generator, and our
main job is to teach it to the many planners ar.c
analysts in Corporate HQ, Divisional HQs, et:.

Computer System (Hardware)
As to the hardware configuration, we
have been using at IBM an internal TeleProcessing network, consisting ofan IBM 70407094 Direct Couple System in Poughkeepsie,
New York, with IBM 1974 terminals in each
divisional headquarter' s location. This satisfies the critical need that all planning procedures
( corporate and divisional) can be centrally
stored for easy access and quick turn-around.
Central storage of data is not as critical a need,
although the facility should be provided for.
Security reasons often speak against placing
planning data into a generally accessible file.
There is a natural reluctance to entrust highly
confidential data about the planned goals of the
business to even a sophisticated, programmed
security checking procedure. To hold on to the
data entry medium ( cards or tape) gives a
stronger sense of safeguard.

This planning dialect ( written in
FORTRAN IV) serves two purposes:
1) It simplifies the actual program='-:
of planning procedures or modules in a Pla='-:
Data Sub-system,
Writing a planning specification in PSC:
means writing an executable computer progra=
including:
report generation with a variety of
typical formats, including charts
access to a number of typical planning
logic functions
simple rules for specifying ones own
planning logic
iterative linking of up to 100 modules
each with up to 100 subsets,

Response time (turn-around) of this
system depends upon how many jobs are waiting
in line, and how much is being printed. Computer time is accounted for in seconds. In 1967
(January to September), the corporate subsystem alone processed about 1600 jobs at an
average of about 90 seconds per job, A complete
IBM Corporate Summary with divisional detail
by major product line takes about ten minutes.

To write in PSG is not much more dif::cult than to set up a columnar accounting for=.
Common data can be transferred between
modules, data entry or change is easy; even
logic modification is no serious problem.

These types of computer network systems are available in second and third gene ration
technology. At IBM we plan to convert next
year to a modified IBM 360/65 + 50 ASP system
with IBM 2780 terminals. It seems that the
housekeeping chores are more timetaking than
the actual computing. It might be that the more
powerful computer should be used to control the
I/O traffic. At any rate, the system must have
ample power and efficient procedure and data
storage facilities,

2) Equally or perhaps even more impo:-tant, it enforces a minimum of discipline on the
user without putting him into a straight jacket.
Since coordination is built into the grammar ::
this planning dialect, the objective of the coo:-dinated use of computers in planning is accor._plished as a by-product of the systems develc:;;ment effort itself.

Programming (Software)

Of course, to accomplish this, responsibility for the planning dialect must be in on:y
one department and the use of the dialect mus:
be backed by management.

During 1967 we also processed about
2400 jobs having to do with language development and testing, the results of which are
available to all DCS users and, especially, to
the developers of planning data systems in each
divisional headquarters,

It is a peculiarity of most planning data
processing that discipline is not acknowledgec.
as a necessary and sufficient need. The asserr_:::-.of information for planning must be planned fo:as meticulously as the assembly line of, say, a
space vehicle. While in the latter case every-

304

body agrees on common discipline for each subassembly or subcontracted part, in the former,
so it seems, every contributor is usually left to
fend for himself.

Points 2 to 5 are a by-product of a computerized system. They save time both as to
duration of a planning exercise and as to manhours required to carry it through.
But Point 6 is another fundamental benefit. Management science has suffered in its
effectiveness by inability to communicate with
management. A planning data system provides
a framework within which management science
thinking can be applied to the maximum extent
feasible. For example, the IBM management
science services department takes an active
part in as sis ting planners to improve their procedural logic as well as the precision of their
input data.

Conclusions
Figure 13 summarizes the major benefits which derive from a network of planning
data systems.
e,

FIGURE 13
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WHY PLANNING DATA SYSTEMS

1.

2.

Combine the asking of questions with the
ability to process the answers

3.

Assure plans to be internally consistent
and supported by auditable source data

4.

Establish mechanism for the evaluation
of alternatives

5.

Provide for efficient means to communicate agreements and targets

6.

Prepare ground for use of advanced
analytical techniques
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Force complete spelling out of planning
logic

In closing, I would like to offer a few
ground rules. There is a lot of talk going on
in this field of management information systems
and model building. The most important ground
rule is to stop talking and start doing. Put your
best talent (planners and programmers) on
language development. This will be a continuing job. Don't waste it on writing random planning applications.
Nevertheless, no computer system will
every cover everything we want for planning the
business. Let's not get enamored of the computer. The objective is usefulness for business
planning as a function of time available, not
some abstract perfection.
Start with the design of displays to management; arrange for
the supporting source data by modular subroutines, but limit the size of each system to
a manageable data bank.

I believe Point 1 to be the most important. It
will probably bring the major pay-off. Anybody
engaged in business planning any place in the
world agrees that the most frustrating aspect
of the job is fuzzy thinking.

If we can get the routine and repetitive
planning data manipulation mechanized, we
will gain time to spend on the real challenge:
thinking and doing something about the future.
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THE STATISTICAL BASIS FOR PLANNING CORPORATE STRATEGY
Paul J. Kelsey, The Pillsbury Company

I

-=
1.
2.
3.
4.
5.

My topic this morning is the use of models
as a statistical basis for planning corporate
strategy.
Before getting into the specific subject of
planning models, I would like to make a few
brief comments on corporate strategy.

Budgeting--in the conventional sense
Capital Budgeting
Product Planning
Divisional Planning
Corporate Planning

and finally what we call
6.

In my view this is a much discussed but
neglected subject.
Two of the needs in this
area are:
first, that of making the strategy
explicit and, secondly, the understanding that
it is the responsibility of top management of
the firm--individual pieces or divisions of the
company.

The Integrated, Computer-Assisted
Economic Model of the Firm

Budgeting
You may feel this is over-simplified, but
for most businesses the first model--the place
where we start--is the conventional budget. This
is in fact a simple model of how we expect to
get and spend money -- let me underscore how.
(Most of us here who have expense budgets know,
I'm sure, that this model is still very much in
use!)

This is where statistical methods and mathematical models provide an important linkage in
the learning process for making the strategy more
explicit and for the understanding of top management as to their responsibility for this function
of corporate strategy.

The time span of the budget model is short-usually one year.
We don't need a computer for
budget analysis although certain computer and
statistical applications are appropriate. Ordinarily, however, the simple budget model does
not tell us why we are spending the dollars nor
what alternatives may be open to us.

It is our view that this is very much a
planned evolutionary process--we do not believe
that the integrated model of the company for
planning corporate strategy is the place to
start.
(That is not to say that corporate
strategy can be ignored until such a model is
available -- whether implicit or explicit, it
exists.
However, the use of statistics and
models in planning can improve the process of
selecting strategies from alternatives and in
making it more explicit.)

Capital Budget
The next step (or more advanced model of a
type) is the capital budget. Because we realize,
in looking at long-term capital commitments, that
we should know more about what output we are
supporting and what future rewards may be for the
expenditure, when compared with other opportunities, we need more information. Therefore, we
have used models in the form of discounted cash
flow interest rates, internal rate of return of
even pay back period.

Let me explain first why we feel this way and
then take you through some of the evolutionary
steps with some examples from our own experience-keeping in mind our ultimate objective.
As we examine it, a formal planning and
control system is in fact a type of model and,
as such, must be logically constructed and thoroughly understood if we are to get full benefit
from it.
Modelling, like a system of planning,
can't be effectively instituted by decree -- it
must result from changing or rearranging existing
practices, and using new techniques which are
built into a formal system.
Education is required for both the technician and the user-including management. This means that the techniques of modelling must be both useful for
analysis at each stage, and at the same time
provide education for progressing further. This
consistent development of technical skills, and
management acceptance, is a prerequisite to the
achievement of our· ultimate objective.

So, we begin to look at the~ of spending
and whether or not one capital expenditure may
offer greater reward in the long-term than another,
Although we still have widely differing
views of the merits of various methods of analysis -- the techniques of capital budgeting have
taken us another step toward understanding by
those in finance, operations research, computer
operations, planning and management, in our evolutionary model building process.
Product Line Plan
Capital budgeting, al though still one of the
important elements of effective long-range planning, has its limitations. Important elements of
the picture are excluded as we look at individual
capital commitments isolated from the rest of the
business.

For the purpose of discussing this evolutionary process, I have selected six specific
steps. While the steps in actual practice overlap, they are defined specifically as these:
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objectives.
It provided a framework for the
analysis of a product line and also got management actively involved in both the construction
and use of computer-assisted models.

Realizing the difficulty of looking at the
future in this limited way, we search for a more
complete system for improving our decision-making.
Our view of the next step, then, is the Product
Line Plan.
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Division Plan
For the multi-product company, the model of
a single product line is still incomplete. Competition for resources among the product lines,
new products and processes, brings the need for
planning to optimize the allocation of these resources.

As an example of an outline of a model in
the product line planning stage, I have chosen
one which may be classified as a simulation
model, using heuristic programming techniques.

From this desire grows the need for Division
Planning Models.

The purpose of the model is to enable us to
analyze the potential of an existing product line
in order to determine what level of resources
should be committed to it. In this model, we took
management's subjective feelings about the future
of the product and translated them into a quantitative projection of what could be reasonably
expected from the business over the planning
horizon.
Let's
model:

a
e,
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At the product line level we see a variety
of important uses of models. And, I would like
to repeat the importance of not only increasing
our understanding for useful analysis--but also
the requirement to educate management in these
techniques and the acceptance and understanding
of models. (As mentioned earlier, we have found
our time-sharing computer to be a most valuable
asset in this regard.)

Now, our modelling process becomes more
complex -- and, if well done, more valuable. The
capabilities of computers and statistical techniques become extremely useful. (This is particularly true of our time-sharing computer
system which allows management to be in direct
contact with the computer to explore alternatives--without having to wait or to call another
meeting to consider results.)
With the need to
look at the real world and with competition for
resources between products, we are required to
understand the future of the total product line-not just an isolated capital expenditure.

look at a diagram

of

Up to this point, management has been working
with models that are relatively easily understood
--perhaps without even recognizing that they are
models. No longer do we have "all the facts" on
which to base a decision. Now, simulation models,
heuristic programming and other more advanced
techniques are used to aid management operating
in an area of increased uncertainty, and unaided
intuition is less valuable. Information becomes
more valuable as the level of uncertainty increases, and the magnitudes of gains and losses
are greater as the planning horizon increases.

this product

( Chart 1)
This model is a two-stage model, either
stage of which may be run independently of the
other.
The first stage--as you see at the top
of the chart--is designed to project the aggregate
market for the product and to segregate this market into its relevant components.

Now, let's look at an example of a model at
this stage.
This next example illustrates the use of a
model employing Bayesian techniques in the solution of a typical divisional problem.
The example concerns a new process that is
being developed.
The successful completion of
this project will result in a superior quality
product that can be produced at less cost than
our current product.
At the present stage of
development, the process has been sufficiently refined that the capability exists to produce another product which is superior to the current
one but not as high a quality as the other new
one.

The second stage (from the center of the
page on down) uses the market projection as input
in computing our share of the market, and we are
then in a position to simulate the business
activity.
The slide shows some of the more important
variables in the model and I won't go into all of
them, but I do want to say a word about two of
these variables.
The advertising and sales promotion variables and the material booking policy variable are
both treated as decision variables. This enables
the user of the model to input his strategy
based on information that the computer prints out
during the simulation. The model then uses this
information in the simulation, and the user can
see the results of his strategy in a matter of
seconds.

To name these products, let's call the
present product Bl, the in-between quality product B2, and the highest quality product B3.

Speaking of the product model in total, the
successful completion of this model met our dual

This is the chart showing the planning network of the various alternative strategies. The

Our problem, then is to select the particular strategy that will optimize divisional performance over some relevant planning horizon.
(Chart 2)
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numbers on the left-hand margin are the six alternative strategies and the planning horizon is
shown at the bottom from time TO to time T5,

In the analysis of strategies, the primary
interest is not in the determination of the profitability of a particular project--which is just
one possible outcome of the strategy.
Rather,
we are concerned with the planning trajectory of
each strategy and the expected value of all of
the possible results of the strategy.

Briefly explaining each of the strategies
on the network they are these:
#1 - Discontinue all efforts on the
new process and remain with Bl,
#2 - Continue to produce Bl until
product B3 is ready for the market.
#3 - Replace our current product with B2
and announce it as a product improvement. As you see on the chart, the
adoption of this strategy would mean
that we could not enter into the
market with B3 prior to time T2 even
if it were available before this
point in time.
#4 - Announce B2 as a significant improvement and then convert to product B3
when it becomes available, but not
prior to T3.
#5 - Bring Product B2 into the market now
with no formal announcement and then
bring B3 into the market as soon as
it is ready with no minimum time
constraint.
#6 - Drop further R & D efforts on B3
and simply produce B2,

With this in mind, let us look at the next
three charts which show the planning trajectories
of strategy #5.
(Chart 4)
This first graph illustrates the profitability associated with each of the possible outcomes.
These profitability factors are
then
weighted according to their respective probability of occurrence in order to arrive at the expected value of this course of action.
At any
point in time, the profitability is represented
by the sum of profits from B2 and B3.
( Chart 5)
This graph represents the projected levels
of investment associated with the alternative
outcomes. It should be noted, as we work in the
realm of strategy configurations and are dealing
with probabilistic events, that capital need no
longer be considered discrete. Therefore, we can
now apply discount factors to the capital associated with B3, even though this expenditure would
be occurring in time TO in the traditional sense.

Given this rather wide choice of strategies,
the next step is to get from management their
estimates of values to be assigned to the critical parameters.
The marketing management
is
called upon to provide estimates of the various
levels of market penetration associated with each
strategy.
The R & D management to supply their
estimates of the probability of product B3 being
ready for the market at each of the critical
points.
With this information and the information provided by the financial or planning staff,
we are now ready to analyze the alternatives.

(Chart 6)
The final graph of this example shows us
the expected value rate of return associated with
this strategy. The actual rate of return depends
on if, and when, product B3 is ready for the market. The 36% figure does not represent the rate
of return associated with the successful introduction of B3.
Rather, it is a measure of the
expected outcome resulting from following this
strategy in the quest for placing product B3 on
the market.

A mathematical model of each of these strategies is constructed and the computer is used in
testing the consequences of the alternatives.
Strategy #5 is used to provide a specific
example of this process.
(Remember that this
strategy is to bring product B2
into the market
now with no formal announcement and then bring
B3 into the market as it is ready with no minimum
time constraints.)

This example, we believe, demonstrates the
value of a system and statistical analysis approach to decision-making. If this same proposal
had been studied within the traditional capital
budgeting methods, management would probably have
had only the cash flow projections
associated
with the successful introduction of product B3
on which to base their decision.
Implicit in
that proposal would have been two errors,

(Chart 3)
This slide illustrates the various possible
outcomes associated with strategy #5 and also
the probability of occurrence associated with any
of these outcomes.

First, that the production of B3 would
lead to an optimization of divisional
performance, and

As the planning network indicates in the
lower right-hand corner, there is a ,95 probability that product B3 will be perfected during
the planning horizon.
If the product is not
feasible at time T4, the attempt would be considered future, all further efforts dropped and
we would simply continue to produce B2.

Secondly, that we were operating under
conditions of certainty.
By default, we would have assumed away the factors that a systems analysis approach will enable us to evaluate. The systems analysis method
leads us to look at our true objective--the optimization of divisional performance, and it then
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This corporate model is a mathematical representation of the input-output relationships of
the five activity categories,
Other factors
enter the formulation as parameters to describe
the company's operating environments and competitive interactions,
Let me describe, a little
more, the nature of these five activities in the
model.

becomes clear that the introduction of product B3
was only one possible solution and not necessarily
the optimal one.
The method allowed us to evaluate various
strategies and to choose that course of action
that was most nearly optimal,
It is at this point in the evolutionary process that management begins to get a true understanding of the valuable role that statistics
and models can play in aiding them in their attempts to cope with uncertainty.

The Capital Costing Sector (shown at the
top of the chart) represents a profile of the
firm in terms of its various businesses, highlighting such important characteristics as:

Speaking of models at the divisional planning level, I would like to make these points --

- Magnitude of and risk inherent in the
future projected earnings and the
firm's available resources, opportunities and threats.
- Future earnings possible from the
capacity of present plants to process
existing and new products.
- The capacity to create greater competitive impact through market development,
advertising and sales promotion.
- The capacity to increase markets through
new product development or by adding
new products through acquisition or
merger.

We think it is useful here to make theselection of model building in ascending order to
complexity so we can further develop our own
capability and to educate management in the use
of these techniques,
Also, management needn't understand the
mathematics, but rather know how these techniques may be used in the decision-making process.
(Perhaps I should confess--if you haven't already
guessed-- that I have a strong feeling on this
point--! don't understand all the mathematics
either!)

This sector, or sub-model, shows the costs
of capital for the firm by assessing the income
expected to flow from all its streams at a discount rate which is appropriate, in view of the
firm's alternative uses for money in the future,
And, of course, that's a pretty big order!'
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The next block in our modelling process is
the corporate planning -- the model of the total
company.
At this level of planning we have competition
for resources among existing divisions as well as
new ventures,
The number of possible alternatives is multiplied and the degree of uncertainty
is even greater, Hence, again, even more value
is attached to worthwhile information.

Now, let's look at the next section which
we call Resource Negotiators,
Here specifications are formulated of the kinds and quantities of resources a division of the company will
need in order to accomplish its objectives. This
must include a forecast of the division's internal strengths and weaknesses and ofthepotential
for improvements,

Corporate planning seeks to provide guides
for forecasting of opportunities and stating
strategy in meeting long-term corporate objectives, Good forecasting requires a basic model
of the mechanism by which the strategies being
considered can produce an expected outcome.
It
also involves carefully designed concepts of
these factors and some yardsticks for determining
the values to befittedinto these concepts. The
basic model, then, for forecasting the future of
the firm as a whole is the Corporate Planning
Model.

This sub-model, then, simulates conditions
encountered as divisions negotiate with the corporation for their share of corporate resources.
This, in turn, provides corporate management
with information on which to base decisions as
to the type of corporate allocation strategy to
be adopted.
It should not be implied that optimum decisions will automatically result from the model
alone.
Management must still face the problem
of choosing, on the one hand,
between negotiating strategies with relative high expected
values but with higher risk, and relatively lower
expected values but with less risk,

The Corporate Planning Model must recognize
interrelationships among five types of activities:
1,
2,
3,
4.
5,

Capital costing
Resoorce negotiation
Corporate resource allocation
Resource-use optimizing
Corporate business simulation

Thus, the simulation may not provide optimum solutions to the corporate resource problems,
but it does provide suitable descriptions of the
alternatives between which management can choose,

Here is the chart of this type of Corporate
Planning Model, showing the diagrams of these
five activities.

Now, we move to the Resource Allocator. Here
we assume that once a corporate decision is made
with respect to the corporate rescources which
will be utilized, each business unit is

(Chart 7)
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allocated its share of those resources. In addition to resource allocation among divisions, this
sub-model deals with allocating corporate resources
among present and forecasted future opportunities.
This sector simulates the effects of adopting
alternative allocation strategies, and its function is to carry out these allocations in a way
that will maximize the discounted value of the
future earnings.

From a food company point of view, the national economic environment contains these six
sub-models:
1.
2.
3.
4.

The fourth section of the model, the Resource
Use Optimizers, is concerned with determining
the most efficient use of resources that have
been allocated for achieving an already specified
objective.

5.
6.

The estimates of distribution of resources
among the company's businesses can be supplied by
the resource allocation sub-model or developed
independently.

A GNP simulator (in the center of
the chart)
A population predictor (at the left)
A business establishment predictor
(plants, outlets, etc.) (at the
right)
A consumer spending simulator
(at the top)
A food industry simulator (at the
bottom)
Corporate monitors (shown in the
circles)

I will comment very briefly on these:
The GNP simulator relates the structure of
the economy and the level of economic activity
to the total of what consumers, business, and
government jointly spend, and the total of what
businesses produce in food products, other goods,
and services.

This means that the major purpose of this
sector is to determine future costs, prices and
profit movements based on future product demand
as forecasted in the resource negotiating submode!.

The population predictor considers such
factors as structural changes in the population
as to age, size of the family units, etc.

The fifth and last sector of the model is
designated as the Business Simulator, which
translates the projections and strategies of the
model in terms of financial statements normally
considered in evaluating strategy recommendations.

The business establishment predictor relates
to the manufacturing and marketing facilities
required over the planning period.

This corporate planning model refers to only
one segment of a complete integrated computerassisted planning system. The model is really a
static one and the basic environment is assumed
to remain unchanged over any given simulation.

The consumer spending simulator considers
how the expected available consumer budget will
be spent according to evolving expenditure patterns.

It is not until the appropriate interfaces
with the Corporate Economic Model are developed
that this planning system becomes dynamic.

The food industry simulator projects how food
and related industries will develop in relation
to industry as a whole--consistent with the economy's growth.

In spite of the fact that the Corporate
Planning Model is not a true dynamic one it still
plays an important role in the evolution of planning. The development of the model provides
management with the formal means for experimenting with ideas that represent resources of
the firm without risking the resources themselves.

Corporate monitors deal with indicators
which do not have direct influence on the company's present business but which want to be
watched to identify changing conditions and possible new opportunities.
Looking at the bottom of this chart, the
food industries simulator, this is an important
sector and I would like to say a few words about
how this interfaces with the Corporate Planning
Model discussed on the previous charts. This is
shown on the next chart.

For a complete planning system, it is our
view that the corporate planning model should be
interfaced with the economic environment of the
industries in which the firm operates.
This
model can take many forms depending on the business of the company and the manner in which the
firm relates to the variables of the economy.

(Chart 9)
The inputs into this food industries simulator are of two types --

Here is a chart of our view of the Economic
Model with Relevant Interfaces.

- Direct inputs from the GNP simulator
relative to the level of total food
expenditures, and
- Indirect inputs from GNP simulator-through the consumer spending simulator-(as indicated in the top of this chart)
related to how consumers will spend.

(Chart 8)
I will not attempt to discuss the various
sub-models here, but comment on the general form
of the model system.
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maybe it's even what someone has called an unsurmountable opportunity. I'll confess we aren't
there yet, but we think it's the right objective,

This food industry simulator then, as shown
by the arrows, produces two important inputs--To the resource negotiator, and
-To the corporate resource allocator

One way which we, in our company, are finding helpful for understanding and communication
of models is the use of a Corporate Chart Room
where information is displayed and the business
is monitored, Also, we are planning to develop
more use of direct access from our computer into
the Chart Room for current and useful information
for top management. At the same time we must
have a data base consistent with the types of
planning information which is required for the
sub-models mentioned earlier. We believe this
will help us not to manage by exception, but by
what we referto as management by perception
the broader perception for selecting those alternatives necessary to achieve our long-term
_objectives.
Planning done well requires a system, comprehensive procedures,
and understanding to
divide work into manageable tasks -- and then
reassemble individual contributions into a cohesive unit. In this task, I want to stress the
role of the planning function.
There are two
key requirements for success.

As shown by the arrows on the left, the
consumer spending simulator, through corporate
monitors, also has inputs on non-food products
and markets into the corporate portion of the
resource negotiator,
In building this type of integrated system,
we have an opportunity to evaluate many aspects
of the company's operations.
We also have the
opportunity to evaluate those economic variables
of the economy that have direct influence on the
business,
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As the model is developed, important questions that would otherwise be avoided must be
answered and we believe management will get new
insights regarding many of the subtle factors
that influences the company's objectives and
strategy, as the questions are answered,
Looking back over these stages, from simple
budgeting to an economic model of the firm, remember that all of these tools involving statistical techniques are useful and we believe that
we develop understanding as we move from one level
to another,

First, the absolute support of top management in this effort. (In our own organization
we are fortunate to have this support.) This
has been said before and it must be understood.
The second point is that the planning and modelling must not remain the province of a staff
group -- be it the Planning Department or stati sti cians in Operations Research,
The planning
group provides the leadership -- so that the
plans and models become the operating division's
or manager's own models, Then our work can be
effective to provide the learning process for a
more effective ~orporate strategy.

Mathematical models are becoming important
tools for corporate strategy. They can be used
effectively to explore many possible alternatives.
A simple financial model of the firm has value
but the more complete the model, particularly as
it relates to the outside environment, the more
its value. J-bwever, in our view, the effective
use of models in the company must evolve -- but
the evolution needs to be a planned one,
Also,
we need to keep in mind our broad objectives and
not get bogged down in the mechanics,

The final measure of the effectiveness of
planning and the use of models in planning is
performance -- and we cannot forget this objective in our desire to espand and explore our
model-building and planning efforts.

I'm sure you feel that the total economic
model concept is very ambitious--! would agree--
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DISCUSSION
Louise Nelson, Davidson College
The papers on planning for corporate
strategy presented by ~einberg, Lande and Kelseyall of whom are on the "firing lines" of corp..
oration activity-have a ring of authenticity
that is rare in meetings of Allied Social Science
organizations. The papers deserve caref'ul
attention. Since I find little in them with
which to disagree and much to commend, nzy- co=enm,
with few exceptions, should be interpreted as
additional emnhasis on some sections of the
papers.

hlman limitations on what can be synthesized and
comnrehended by those who must make the ultimate
decisions.
Weinberg's recognition of the "whims and
desires" of planners, Lande 1 s reference to the
politics of planning, and Kelsey's advocacy of
education for management, do not, in nzy- opinion,
constitute sufficient emphasis unon the necessity
to evaluate alternative strategies in view of the
affinities of the planners themselves to the
alternative strate.<!ies. Nor do I see recognition
of the critical break in the nlanning nrocess.

There has been a bias in cornorate nlanning
in that most of it has dealt, usually implicitly
but sometimes explicitly, with the singlebusiness firm. These papers serve, arnong other
DUrposes, to force recognition that often
cornorate planners must formulate plans for the
conglomerate corporation. They must, in essence,
provide for rational approaches to choosing
among alternatives, but in a situation where
activities can be expanded in a given area almost
independently of the plans for other areas. The
fundamental difficulties they encounter when
they attemnt to provide for rational approaches
to choosing among alternatives in such a situat:1.m
are: mere comprehension of the activities of the
conglorrerate organization; and differences in
goals and values of division managers as well as
similar differences among top-level personnel.

The models, sets of one or ~ore behavioral,
technolop-ical, definitional and institutional
equations, "constitute well-defined statements of
the nroblem ••• render exnlicit the assumntions •••
orie~t ••• research to answer soocific questions. II
(1) Models enable planners to con<":eptualize some
of the problems, a major sten to solution of them,
and certain relationshins may be identified in
them. Further, where intanfdbles cannot be
treated in nrecise terms, careful analysis can at
least highlight the existence of them. The models
serve to organize and relate, and t~ey imnly some
predictions. However, there is the ele"1ent of
chanf,e; indeed, there is what Weinberr, refers to
as the "chanr,ing scale and scope of chanre itselfJ'
and this vastly complicates model-building. Longranp;e planning involves changing organizational
structure, esnecially where diversificAtion is
contemplated. Changing technology is virtually
inevitable. Eodels within the framework of a
given organizational structure and a given technology may be useful for current operational
decisions; but long-ranr:,:e nlanners need :,1ocels
that encomrass the nart rilayed by the firm itself
in penerating changing orp-8.nizational structure
and technological chanpe. }!ore generally, the
nlanners need models that incornorate the
:innovation that is endo,:,;eneous to the firm.

The information systems and models provided
to headauarters must not be so distorted in the
nrocess -Lanae refers to as "use of imagination,
internretation, judpe~ent, and analytical intellir,ence" that essential aspects are ommitted
or obscured. Planning must be based unon
statistical information, and firmly so; but there
is danger that other critical information is
neglected unless cognizance is taken of the influence of differences in goals, value judpements
and underlying assumptions. The variables in
the models, simplifying calcu_1ations incorpa:med
in the models, retrieval and "clean-up" of data
in the infor:nation systems must be carefully
evaluated in order to minimize distortion.

The information systems that sense, transmit,
store and renort information are unquestionably
valuable in terms of their contribution to the
ranid resnonse and control in a current operational sense. But information systems must specify
t½ose things that are imnortant to the user.
Those who make operational decisions relating to
expense budgets or nroduction scheduling need
information that is different from that needed by
those who ~ake decisions about long-range plans.
Thus, the conglomerate cornoration must have
information systems rather than an information
system, and slightly modified versions of
onerational information systems are not adequate.
The designer of the systems must have an intimate
knowledge of the problems of the systems-users if
the systems are to be adequate for the users'
needs. This implies, of course, that the designer
of the systems is faced with the identical
problems of synthesizing and comprehending that
besiege top-level manap:ement. If Lande 1 s
Planning Systems Generator can minimize these
problems it is truly a monumental contribution.

Strategic nla..'l'lning at the headquarters
level probably involves developing ideas for
subordinates to study, at the division level,
but the lack of comprehension of activities of
the conglomerate company and the differences in
goals and values, especially at the division
level, increase the burden on top management.
It is likely that the complex of information
systems and models are conflicting in some
instances. It is also likely that probably conclusions have been delineated during the process
of originating alternatives for top management.

It follows that very strinp:ent demands are
nlaced upon the analytical scope of ultimate
decision-Makers. If the information systems and
models do not omit or obscure essential elements,
there must be a break in the nlanning process in
the conglomerate corporation dictated by the
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Finally, those variables commonly regarded
as external to the large conglomerate corporation
are probably at least jointly internal and external, if indeed they are not internal. Such
factors as trade reF;Ulations, rovernment tax
policies and anti-trust internretations may be
modified as a consequence of industry endeavor,
The cornoration operates within a social, political and economic environrrent, but it also nartial)y
determines the environment within which it
onerates. The usefulness of models and information systems for corporate long-range planning
should be enhanced if this nheno~1enon could be
explicitly reco~ized in them.

imnerative that cornorate nolicy relating to
pronrietary information change such that public
data collection is facilitated? On the basis o:
improved quality and exnanding quantity of
empirical information, could not more intellii:;er.:
public policy be formulated and implemented, wit!:.
the result that the firm operates in a more
favorable environment?
(1) Weinberg, Robert s., An Analyticnl Annroacl:
to Advertising Ex:oenditure Strategy, Associatict
of National Advertisers Inc., New York, 1960,
p.

Is the first

322

115.

lie

s of

if!ent
with

oach
tion

XIV
NEW METHODS OF PRICE MEASUREMENT
Chairman, IRVING B. KRAVIS, University of Pennsylvania
Page
Hedonic Price Indexes Revisited: Some Notes On The State Of The Art ZVI GRILICHES, University of Chicago ................................ 324
Price Research In Government - JOEL POPKIN, Bureau.of Labor Statistics 333
Price Measurements And The Determination Of Monetary Pol icy - ANDREW
F. BRIMMER, Board of Governors of The Federal Reserve System ........ 337
Discussion - ROBERT E. LIPSEY, Queens College and National Bureau of
Economic Research ................................................... 343
Discussion - HARRY G. JOHNSON, University of Chicago and London School
of Economics and Political Science .................................. 345
Discussion - KELVIN LANCASTER, Columbia University .................... 346

323

HEDONIC PRICE INDEXES REVISITED: SOME NOTES ON THE STATE OF THE ART
Zvi Griliches, University of Chicago~,

I

II
The 11 hedonic", or using a less valueloaded word, characteristics approach to the
construction of price indexes is based on the
empirical hypothesis (or research strategy)
which asserts that the multitude of models and
varieties of a particular commodity can be
comprehended in terms of a much smaller number of characteristics or basic attributes of a
commodity such as "size", "power", "trim",
and "accessories", and that viewing the problem this way will reduce greatly the magnitude
of the pure new commodity or " technical change"
problem, since most (though not an) new
'inodels" of commodities may be viewed as a
new combination of "old" characteristics. In
its parametric version, it asserts the existence
of a "reasonably well fitting" relation between
the prices of different models and the level of
their various but not too numerous characteristics. If one views the commodity as an
aggregate of individual components or characteristics, there is no reason to expect that
this relationship between the overall price of
the bundle and the level or quantity of the various characteristics will remain constant. Both
the relative and the absolute prices of the various components may change.
In practice the following questions arise:
1. What are the relevant characteristics?
2. What is the form of the relationship between
prices and characteristics?
3. How does one estimate the "pure" price
change from such data? There isn't much that
one can say in general about the first question,
it is very much an empirical matter, except
to note that most of the studies quoted above do
quite well with some combination of "size" and
"power" variables. I would like to warn, however, against the use of variables which are
not direct characteristics of the commodity (or
a transformation of them) and may be the outcome of the market experiment. I have in mind
here such things as the use by Brown of the
purchasor's income in explaining house prices,
and the use by Dhrymes of total quantities produced to explain relative automobile prices.
The latter variable is an outcome of the encounter of consumers with commodities of different
qualities and price. The "characteristics"
theory would predict that models which have
more "quality" per dollar will sell better, but
this is a characteristic of the market, not of the commodity. 3 I'll admit that
there is an identification problem here, but I
don't believe that it is relevant for the derivation of characteristic prices to be used in the
construction of a "purer" price index.
The Dhrymes paper does remind us,

Eight years have passed since my first
attempt to revive the "hedonic" multiple regression approach to the construction of price
indexes. 1 While one cannot claim that it has
taken the country by storm (it is too imperfect
and difficult a tool for that), there has, in the
meantime, developed a reasonably large literature on the subject and the number of interesting applications is now more than can be
counted on the fingers of one hand. It has
even infiltrated into some of the official government departments responsible for the work
on price statistics. 2
Most of this work has been empirical.
Automobile prices attracted most of the attention with additional work reported by Griliches
(1964), Cagan (1965), Cramer (1966),
Triplett (1966), and Dhrymes (1967). Tractor
prices were analyzed by Fettig (1963), electric apparatus by Dean and DePodwin (1961),
house prices by Bailey, Muth and Nourse
( 1963) and by Brown ( 1964), diesel engines by
Kravis and Lipsey (1967), refrigerators by
Dhrymes ( 196 7), and washing machines and
carpets by Gavett (196 7). There are also
several studies dealing with other topics which
could be interpreted as implying a "hedonic"
price index: Barzel (1964) on steam power
generators, Knight and Barr ( 1966) and Chow
(1967) on computers, and Hanoch (1965) on
people. Unfortunately, the theoretical base of
such studies has not expanded greatly since
the Adelman and Griliches ( 1961) article.
The idea of a commodity as a bundle of characteristics (dimensions, or qualities) has
been developed further by Lancaster ( 1966)
and Muth (1967) but it has not produced any
new implications for the construction of price
indexes. More important has been the development of the concept of various types of technical change (embodied, factor-augmenting,
etc.) in the production function and growth
literature. The implications of this literature
for the construction of price indexes have been
derived and extended in an important paper by
Fisher and Shell (1967). A similar approach
is used by Hall (1968) to derive measures of
quality change from second-hand market data.
In this brief paper I shall first comment
on regression analyses of prices as they are
practiced today, then explore in some detail
the promise and difficulties associated with
the use of second-hand market prices for the
measurement of quality change, make some
comments on difficulties with the concept of
"quality change" itself, and conclude with
some observations on the current state of
practice in the official price indexes.
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also Twjdq/qj = Epj dqj). The pure price
change is then estimated simply as the rate of
change of observed price minus the rate of the
change of "quality" per commodity unit:

howeve!", of a problem overlooked in most of
the previous studies, including my own. A
characteristic and its price are important only
to the extent that they capture some relevant
fraction of the market. Most of the analyses
have used unweighted data on models, specifications, and prices. But at any point of time
some manufacturers may offer models with
characteristics in undesirable combinations and
at "unrealistic" (from the consumer's point of
view) relative prices. Such models will not ::-ell
very well and hence should also not be allowed
to influence our analyses greatly. There is no
good argument except simplicity for the onevote-per-model approach to regression analysis.
It is true that market shares by detailed characteristics are not easy to come by, but some
scattered data are available and more of it
should be used.
The form of the relationship is again an
empirical matter. Most of the investigators
settle after some experimentation for a semilogarithmic relationship between prices and
characteristic unit. Such experimentation,
however, is usually conducted without the help
of a relevant statistical framework. I would
like therefore to draw attention to a recent article by Box and Cox (1964) which does provide
the appropriate methodology for choosing between different equational forms.
There are several ways of constructing a
"pure" price index from such data. The particular way chosen will depend both on the kind of
price index one wants and on the type of data
that one has. The first, and most directly in
the price index spirit approach is to use the
regression equations only to estimate the
''prices" of the relevant characteristics, using
these in turn in the construction of a more detailed quantity of characteristics index and the
associated price of characteristics index. To
evade the usual Laspeyres and Paasche problem
let me proceed for a while via Divisia indexes
(see Jorgenson and Griliches (1967) for an application of such indexes in a different context,
and Richter ( 196 7) for a proof of their optimality). Also, since data on characteristics are
more readily and frequently available, let us
start from a change in the quantity of characteristics index per particular model, defined
as
dQ.
r;
dq.
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The total pure price index for the whole class
of such commodities is d
d,r.
_1r_ = r; v. __1_
1T

l

1T.
l

,

where vi is the value share of the i.!.th model
in the aggregate consumption or sales of this
class (vi = Pi ni , where ni is the number of
units sold or consumed). This approach calls
for relatively recent and often changing 'price"
weights. Since the statistics come to us in
discrete intervals, we are also faced with the
usual Laspeyres-Paasche problem. The ofternr
we can change such weights, the less of a problem it will be. In practice, while one may
want to use the most recent cross- section to
derive the relevant price weights, such estimates may fluctuate too much for comfort as
the result of multi- collinearity and sampling
fluctuations. They should be smoothed in some
way, either by choosing Wi :_!_ [ w .(t) + (t+ 1)] ,
2

l

or by using "adjacent year" regressions in
estimating these weights.
This approach focuses on the estimation of
quality change due to a change in a particular
set of dimensions and characteristics, hoping
that the other "left out" aspects of quality are
either not correlated with the included ones, or
if they are, that this correlation also persists
into the future. It does not pretend to accomplish everything, to adjust for all quality change.
But half-a- loaf should be better than none.
The alternative approach, first used by
Court, is to interpret the coefficient of a time
dummy variable(s) in a combined two(or several)
years cross- section regression of prices on
specifications as a direct estimate of the pure
price change. The justification for this is very
simple and appealing: We allow as best we can
for all of the major differences in specifications
by "holding them constant" through regression
techniques. That part of the average price
change which is not accounted for by any of the
included specifications will be reflected in the
coefficient of the time dummy and represents
our best estimate of the "unexplained by specification change average price change". I used
this approach extensively in the first half of
my own early paper on this subject but I am
much less satisfied with it now. Besides the
fact that it imposes a common set of implicit
specification prices on several periods and is
not well articulated with the rest of the index

where Qi is the quality index for the i-th
model of the product, qj is the level of the j-th
characteristic, and wj is the value share of
that characteristic in the total price of the
(aggregate) commodity, Wj = Pj qj (and hence
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number literature, it is very much subject to
the vagaries of sample selection. Most of the
workers in this area, including myself, tried to
get as large a cross- section in any year as
possible, not worrying too much about the overall comparability of any two cross-sections. As
the result of this, depending on the propensity
for publishing such data and the changing proclivities of manufacturers to proliferate different model variants, actual cross- sections used
vary significantly in sample size from year to
year. This would not matter if all of the observed price variance were just due to the variables considered. Then all points would be on
the line and the different models included or
excluded in a particular year would be just
different versions of the same thing. But in
practice there are "model effects" that persist.
Consider an equation of the form

Triplett for automobiles as unbiased estimates
of the pure-price change. This stricture does
not apply, however, to the specific quality
indexes constructed for a particular fixed sample of cars using the estimated dimensions
weights later in my paper.
The time dummy approach does have the
advantage, if the comparability problem can
be solved, of allowing us to ignore the ever present problem of multi-collinearity among the
various dimensions. Using it, we may not care
that in one year the coefficient of weight is high
and horsepower is low while in another year
these coefficients reverse themselves, as long
as the two coefficients taken together hold the
joint effect of weight and horsepower constant.
But even here, we should use a weighted regression approach, since we are interested in an
estimate of a weighted average of the pure-price
change, rather than just an unweighted average
over all possible models, no matter how peculiar or rare.

log pit = a + E bk xkit + vt + ei
where xkit stands for the quantity of the k-th
dimension in the i-th model in year t , vt is
the common "year" or "pure" price change
effect, and ei is a "model" effect, the effect
of other left-out qualities, assumed to be independent of calendar time and the other x's. If
one uses two adjacent cross-sections and they
do not contain all the same i's in the two years,
even if the b 's remain unchanged the estimate of
the time dummy coefficient will be unbiased
only if E en for the "new" models just equals
E e 0 , the sum of the individual effects of the
"old" models no longer appearing in the new
sample. But this would be true only if the
"included dimensions" exhausted all there was
or were perfectly correlated with the left-out
variables. E.g., consider a new year in which
we suddenly include both the Volkeswagen and
Mercedes-Benz models among our standard
cars. Since these are more expensive per unit
of size than the regular American cars, we
shall suddenly show a rise in price or a decline
in quality. But what has actually happened is a
change in the mix of our sample. That this may
be a serious problem can be seen from the
proliferation of Packard and Studebaker models
just before their disappearance. The problem
could be reduced somewhat if these regressions
were weighted by total sales of the various
models, but in any case one needs here to worry
much more about the comparability of the samples than if one were only interested in the
estimates of some of the slope coefficients (and
not the year constants). Without further analysis of whether changing the size and composition of the various cross- sections makes much
of a difference, one should not interpret the
time dummy estimates presented by myself and

III
The idea that one ought to be able to
measure quality differences with the help of
prices of used items must have been in the air
for quite a while. It is suggested in Burstein 1 s
paper (1961), but Cagan (1965) was the first to
present actual estimates based on such an approach. The basic idea is extremely simple:
We can observe today both 1966 and 1965
Chevvies being sold in the market. The price
of the two differs because (a) the 1965 car is
one year older than the 1966 one and (b) because
the 1966 model may be better (or worse) than
the 1965 one. If we can assume that the rate of
"aging" is independent of calendar time, and if
we could somehow find out what it is, we could
derive the implied premium of 1966 over 1965
cars (provided that this relative premium does
not change with age). Consider the price of
used machines or cars of model (or manufacturer) j (such as Chevrolet) in year t (say 1967)
of vintage (model year) v (e.g., 1965), or
equivalently of age £ = t - v. The basic hypothesis can then be written as follows:
pt . = pt Qt .

VJ

VJ

when Pt is the overall average price per unit
of constant quality machine, and Qtvj are the
units (quantity) of "carness" or "machinery"
still embodied in year t , in machine type j of
vintage v. It is assumed that
Q(t+ 1) vj = d£ j Qtvj
where d is a depreciation factor (one minus
the depreciation rate) which is independent of
calendar time or vintage (this is what Hall calls

326

The major advantage of using second-hand
market prices to measure quality change lies in
freeing us from the necessity of choosing and
specifying a limited list of commodity characteristics and estimating their relative contributions. Such lists are never complete and such
estimates are never perfect. It is bought, however, only at the cost of very specific assumptions about the nature of quality change and a
fundamental identification problem. It cannot
really supplant the hedonic index approach.
The latter is at least needed to arbitrate the
assertion that T v = 1 for a particular pair of
vintages, allowing the identification of the rest
of the parameters. Moreover, by not insisting
that the relative prices (weights) of the various
characteristics remain constant (and independent of other variables) the hedonic index
approach can adapt itself and remain valid for
a much wider range of types of quality changes.

a "stationarity" assumption) but may depend on
age (£) and make (j). Moreover, we assume that
we can write
u .
Q
=TQ
eVJ
t, V, j
V t- 1, V- 1
I.e., the quantity (or quality) of a new model in
year t, relative to the previous vintage (when
new) is composed of an average improvement
factor T over all models, and a factor special
to the particular model and vintage e uvJ , and
this relative superiority is constant and independent of age or calendar time. This is a very
strong assumption about the character of technical or quality change, stating that any new
version of model j can be expressed as so
many units more or less than the old version of
j, this premium once established being fixed
and independent of everything else. This means,
technically, that all quality change is of the factor or product augmenting type. Fisher and
Shell call this the "repackaging" case. To reiterate, it implies that the relative superiority
of one version of a commodity over the other is
independent of market conditions, relative
supplies of the two versions, and age. 4
If we can observe a number of different
vintages being sold at the same time, we can
form price ratios which given our assumptions
will equal
ln ptvj -

IV
This is not the place nor do we have the
time to go into all the intricacies of utility
theory and associated price index problems,
but it is worthwhile to point out that we are living in a complicated world and that it is both
unrealistic and unnecessary to expect that one
number, "the" price index, can summarize
adequately all the changes that occur. Economists will often define a "price-of-living" index
by the question: "How much (more) income is
required (relatively) today to make one just
indifferent between facing yesterday's budget
constraint (with yesterday's money income and
prices) and one defined b~ today's prices and
the income in question?" Implicitly, this
question assumes that any change in consumer
behavior can be factored into a "real income"
effect (the reciprocal of the price index) and a
substitution effect, and that this is all there is
to that. But many other things, all of which
may affect the level of utility achieved with a
given money income, may be changing at the
same time. It is then a question of definition
and research strategy whether we want to lump
them all into one concept of "the" price index.
Schematically and purely definitionally, let
us visualize the following set of equations summarizing the tastes of a consumer and the constraints and opportunities facing him:

ln pt(v- 1) j

= ln Tv + ln d.J. + u . - u
.<
VJ
V- 1,
Given a number of vintages per year, a reasonably large number of models and makes, and
several years worth of observations, there
should be enough degrees of freedom to estimate
most of the parameters of interest. 5
The appropriate approach here is via the
use of dummy variables for age (d's), make,
and vintage. Note, however, that for estimation purposes one must impose some constraints
of the form r: ln T v = r: ln dp_j = constant, and
hence in general one cannot separate the effect
of an average rate of quality improvement
(obsolescence) from the average effect of aging
(depreciation) on the basis of such data. 0 Only
if one assumes that in some period(s) there was
no improvement in quality T vS: 1, which is the
procedure adopted by Cagan, can one get an
unambiguous estimate of d and hence also
estimates of T for other periods. But Cagan 's
numbers are also consistent with lower average
depreciation rates and higher rates of quality
change. The only thing that can be estimated
unambiguously from such data is the change in
the.rate of change of quality improvement, but
that may be interesting enough by itself.

U = U(S)

s

= F(X,Z,t ,E)
s
y = W(t ) = PX
y
< T
z <
t + t
y s
'

z

where U(S) is the utility indicator of a stream
of services S, F(X, Z, ts, E) is the "production
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function" of such services using purchased inputs X, non-market inputs Z, time ts , and
affected by uncontrollable environment factors
E. Money income y is a function of time
spent at work and in turn constrains the total
value of purchased commodities PX, where P
is our "price" index of goods purchased. Finally, we have the constraints on time and nonmarket commodities (the levels of the latter
could in turn be correlated with income, as in
the case of fringe benefits). 8
Unfortunately, the distinction between the
U and S function while illuminating, is not very
operational. Moreover, it can be shown that
an important class of changes in S can be equally well represented by changes in the "quantities" of X. This is true for quality changes of
the commodity augmenting type, the "repackaging" case, where either representation will
describe the facts. If we could get measures
of the changing utility efficiency of some goods,
we would want to do so since it would be an
interesting piece of information of major economic significance. Whether or not we'd want to
incorporate them into our measure of the "price'
index is then a purely definitional rather than
substantive issue. It depends on what the particular "price" index purports to measure.
Most economists would agree that they
would like the "price" index to be a "price-ofliving or of utility" indicator. Many government statistidans in charge of producing actual
price indexes will reply that they cannot achieve
this and that therefore they should not even try,
concentrating instead on some more "objective"
index of "transaction" prices, and/or allowing
only for those "quality" changes which are
based on "production" costs. The fact that
"truth" cannot be achieved doesn't mean that
one shouldn't strive to do so, though I sympathize with the position that it is better to measure something definite well than to do a very
poor job on a more interesting but also more
nebulous concept. Nevertheless, I would deny
the contention that "transaction" units or "production" costs are much more definitive concepts. In general, they too make little sense
without some appeal to utility considerations.
Consider the simple example of a box of
crackers of an unchanged size and price. If
its contents (in terms of ounces of crackers per
box) have declined, the statistician will usually
record (correctly, I believe) a rise in the price
of crackers. But the "transaction" unit is a
"box", it is priced as a "box", and most consumers don't know or notice the exact number
of ounces per box. Nevertheless, the statistician will usually decide that the relevant unit is
an ounce of crackers, not the box, even if crackers are not sold by the ounce. Why? Because

he believes that an ounce of crackers is the more
relevant utility unit, that the consumer is
ultimately interested in crackers and not in the
package they come in. 9 Without an appeal to
utility considerations he wouldn't know what to
do in this and many other cases. Having established this fact it is only fair to let the statistician haggle about its price, since bringing in
utility considerations into the measurement of
commodities will prove to be a much harder
task in some cases (such as medical service)
than in others. This doesn't mean though that
he shouldn't want to do it even if he could.
Nor are "production costs" an adequate
guide to quality changes without a check of their
utility implications. There may be changes that
cost more, such as anti-pollution devices for
automobiles, which are "quality changes" in
some sense, but not the relevant one. From
the point of view of the individual consumer, if
he were not willing to buy these devices on his
own, their introduction by law represents a
form of tax (in kind) rather than a rise in his
utility. This should be recorded as a rise in
price, not a fall. It may lead to externalities,
possibly to an overall improvement of his environment (E), and hence to an indirect rise in
his utility, which then could be perhaps represented by a decline in the "real price II of air,
but that is a different matter. 10
Nor should we ignore "costless" changes if
we can measure them. If the consumer is in
fact buying "horsepower", and if a design cha~e
makes it possible to deliver more horsepower
from the same size and "cost" engine, then
the price of horsepower to the consumer has
fallen and he is better off. 11 There always remains the question, how do we know what the
consumer is buying? What are the relevant
units? "Hedonic" price indexes are one way of
answering this question: The critical property
of such price indexes is that when prices (and
units) are given by such a 11 hedonic index for
the commodities (models) within a group, all
such commodities have marginal rates of transformation vis-a-vis commodities outside the
group that move in proportion to each other.
Insofar as this property is substantiated by empirical evidence, (such) adjustment .•• amounts
to correcting an error of aggregation." 12 In
simpler words this means that we look for such
units that would allow us the most concise and
stable explanation of reality, one that is based
on a smaller number of variables (than the
almost infinite number of various varieties of
commodities) and in terms of which the demand
relations, the relations between prices and
quantities purchased, are more stable, explain
a larger fraction of the observed variance of
prices and quantities and require the introduc-
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t

tion of a smaller number of ad-hoc parameters,
trends or shift variables. At this level of generality, such a statement is neither a fact nor
a theorem, but rather a methodological prejudice, a prejudice about what is likely to be the
most fruitful way of approaching such problems
and organizing our knowledge about consumer
behavior and the economy at large.

Footnotes

*I

have benifited greatly from reading the
various unpublished manuscripts cited below.
This work has been supported by a grant from
the National Science Foundation.
1
Griliches ( 1961). The major earlier references are Court ( 1938) and Stone ( 1956).

V

"It is standard procedure for the BLS to
adjust for quality differences when measuring
price changes for the Consumer Price Index and
the Wholesale Price Index. 1113 This statement
has a somewhat strange but welcome ring to
participants of the old debates on this topic. I
welcome the increased attention given to quality
change by the BLS but I am concerned that by
basing such adjustments largely on data furnished by manufacturers and on "producer
costs" it may wind up overestimating "quality
c h ang e II , accep t'1ng as II,improvements II expenditures which consumers may not interpret as
such. For example, the reported improvement
•
II qua l't
1 y II f or the b asket of cars priced by the
m
CPI was about 0, 8 percent between the 1965 and
1966 models of these cars and 1. 9 percent between 1966 and 1967 models. 14 If this conclusion is correct, then it should be true that 1967
cars will be considered more valuable than 1966
cars at the same relative age by more than the
1966 cars were relative to the 1965 models.
Using Cagan's approach, the basket of cars
described by Stotz (1966), used car prices given
by NADA (for November 1967 and 1966) and
rough relative weights based on model sales for
1966 from Ward 1 s Reports, one must conclude
that there is no evidence in the used car market
that "quality change" occurred at a higher rate
betweErn 196 7 and 1966 than between 1966 and
196 5.
The overall numbers are small, such
calculations are rough and the differences may
not be significant and shouldn 1t be taken too
seriously. Nevertheless, unless the BLS presents a clearer and more detailed description
of how it actually makes these adjustments,
(an appeal to the confidentiality of manufacturers data and the opinions of engineering
experts doesn't really help much here), doubts
about the "quality" of such quality adjustments
and their objectivity will remain. I assume
that the BLS is doing a good job, and I believe
that it will do an even better job in the future,
but I would appreciate much more detailed information on how it is actually done.

2

See the article by Nicholson (1967). This
is also reflected in an unpublished BLS memorandum by Thomas W. Gavett.
3

Since Dhrymes' tests include both the constant terms and the quantity produced variables,
I do not interpret them as proving that the relevant dimension coefficients are different for
different manufacturers or that therefore one
should interpret these results as reflecting only
cost rather than demand conditions, The existence of significant "make" or "model" dummies is not in conflict with the view that these
prices are the result of both demand and supply
conditions. The correct F-test would test only
if the coefficients of the relevant dimensions
such as W, L, and HP are different between
manufacturers. The more complete version of
Dhrymes I paper (1967b) was received after this
was already written. On quick reading it appears that the same criticisms apply to it too.
4

In addition, unless we can assume that the
~epreciation rate is independent of age (dl' = d),
1. e., exponential depreciation at a fixed rate,
we cannot assume that these relationships
(relative model prices) are independent of the
interest rate, This important point is made by
Hall (1968), but I shall not pursue it further
here.
5

One would, however, expect the residuals
from such equations (the u • - u 1 . 's) to be
VJ
V- , J
, l
nega t 1ve y correlated and this should be taken
into account in the estimation procedure.
6

These difficulties of identification are
explored in greater detail in Hall's (1968)
paper.
7

See Fisher and Shell (1967).

8

See Becker ( 1965), Lancaster (1966) and
Muth (1967) for further elaboration of such a
framework,
9

This is not to imply that "packaging" is
irrelevant to the consumer, only that in this
context it is a second order consideration,
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Footnotes (continued)

Burstein, M. L. (1961), "Measurement of
Quality Change in Consumer Durables, "
Manchester School of Econ. and Soc.
Studies, 267-279.

10

Alternatively one could view it as a deterioration in his environment, the same as a
colder winter requiring him to purchase more
fuel to achieve a given level of satisfaction. In
such a case, one may not record a rise in the
"price" of living, even though there has clearly
occurred a rise in the "cost" of living.

Cagan, P. (1965), "Measuring Quality Changes
and the Purchasing Power of Money: An
Exploratory Study of Automobiles,"
National Banking Review, 217-236.

11

Gavett's discussion of this point, (1967),
pp. 18-19, is confusing because he does not
recognize that one could interpret such a change
as a decline in price per-corrected unit, and
hence as a downward shift in the relevant supply function. The increase in total utility he
observes is not the consequence of an increase
in total consumption of the good at an unchanged
price (since this couldn't happen with a fixed
budget constraint) but is rather due to a fall in
the relevant price.

Chow, G. (1967), "Technological Change and
the Demand for Computers, " American
Economic Review, forthcoming.
Court, A. (1938), "Hedonic Price Indexes with
Automotive Examples, 11 in The Dynamics
of Automobile Demand, New York.
Cramer, J. S. (1966), "Een prijsindex van
nieuwe personen-auto's, 1950-1965,"
Statistica Neerlandica, 215-239.

12

see Jorgenson and Griliches (1967),
p. 260.
13

Dean, C.R., and DePodwin, H.J. (1961),
"Product Variation and Price Indexes:
A Case Study of Electrical Apparatus, 11
Proceedings of the American Statistical
Association.

stotz (1966), p. 178.

14

stotz (1966) and Commissioner Ross's
statement of November 23, 1966.

Dhrymes, P. J. (1967a), "On the measurement
of price and quality changes in some consumer capital goods," Am. Econ. Rev.,
Proceedings issue, 501- 518. (1967b):
same title, Discussion Paper No. 67, Univ.
of Penn. , September 196 7.

15

The details of these computations are
given in the Appendix Table.
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APPENDIX
Prices of the CPI Cars in the Used Car Market
Date: November 1967
Model and
Make

w
w
~

November 1966

Ratios

Approximate
Weights

Model Year: 1967

1966

1966

1965

(1) /(2)

(3)/(4)

( 1)

(2)

(3)

(4)

(5)

(6)

2340

1895

2160

1685

1. 2348

1. 2819

. 9-633

• 08

2730

2235

2580

2090

1. 2215

1. 2344

. 9895

. 30

2350

1875

2220

1785

1. 2533

1. 2437

1. 0077

• 12

2540

2060

2420

1930

1.2330

1. 2539

. 9833

• 19

2440

1990

2355

1900

1. 2261

1. 2395

. 9892

• 06

2610

2135

2510

2075

1. 2225

1. 2096

1. 0107

• 10

2155

1670

1965

1595

1. 2904

1. 2320

1. 0474

• 06

1590

1345

1510

1310

1. 1822

1. 152 7

1. 0256

.09

Column No~:
Chevelle Malibu,
2 dr. sport cp.
Chevrolet Impala,
Super Sport, 2 dr., hard top
Ford Mustang,
hard top, 2 dr.
Ford Galaxie 500,
hard top, 2 dr.
Plymouth Fury III,
4 dr. sedan
Pontiac Catalina,
4 dr. sedan
Rambler Rebel-Classic 770,
4 dr. sedan
Volkswagen 113,
2 dr. sedan

(5) /(6)
( 7)

An index of the rate of change of quality change:
E(7)

X

(8) = • 997

Source: Cols. (1) - (4); N.A.D.A., Official Used Car Guide, Central Edition, November 1966
and 1967 issues.
All cars are V-8 models except for Rambler (6 cyl.) and VW (4 cyl. ). Rambler Rebel
in 1967, Classic 1966-65.
Col. (8); Wards Reports, 1967.

(8)

PRICE RESEARCH IN GOVERNMENT
Joel Popkin
Price and Index Number Research Division, Bureau of Labor Statistics
Within the BLS, responsibility for formulating, evaluating and testing new theories and
methods in the area of prices is vested in the
Price and Index Number Research Division in the
Office of Prices and Living Conditions. This Division was established in 1962 at the recommendation of the Price Statistics Review (Stigler)
Connnittee. Presently, the work of the Division
falls into three categories:
(1)

The improvement of existing price
indexes.

(2)

The creation of new official indexes
when there is a need for them.

(3)

The study, primarily through quantitative research, of price behavior
and the development of tools for
forecasting prices and examining
the effects of fiscal and monetary
policy.

(a cure). It does not resolve the
controversy over when a new product
should be introduced into the price
index. Nor does it provide a method
of measuring the cost of a given
level of total utility.

"Multiple regression is no literal
deus ex ma.china. Like all of economic theory and statistical analysis,
it is a tool that can be useful in
helping to answer difficult questions.
The use of multivariate analysis does
not eliminate the need for judgment,
but it does make possible a more
systematic application of judgment
and provides tests to aid in the
evaluation of the judgments made."
In general, the implementation of the
regression technique will require additional
price data for a larger number of items and
their varieties. The additional pricing
required will vary by expenditure class. The
extent of the data needs is currently being
studied. For those groups requiring little or
no additional data, the implementation of
regression techniques may begin in the not-toodistant future.

Three projects, one underway, the others in
the planning stages, reflect the type of work
aimed at improving existing indexes. The first
is research designed to improve the methods
used for adjusting prices for quality change.
The results of a study by Thomas w. Gavett on
the application of regression analysis to
quality adjustment are in preliminary draft.
A final draft should be available sometime next
spring for more widespread circulation. The
Gavett study evaluates the regression approach,
using the types of data available at BLS, and
makes rec0111111endations for handling certain statistical problems and for interpreting results.
An interesting facet of the paper is the use of
a method for dealing with multicollinearity,
suggested by Farrar and Glauber. 1/ Gavett has
summarized his findings as follows:

Sensitive or leading price indexes also
require improvement, if not complete overhaul.
The present index of raw industrial materials
published in the Census Bureau's Business Cycle
Developments is a monthly average of daily spot
market indexes. Thirteen connnodities are
covered and the index is the geometric mean of
their prices. The index performs suitably in
the job for which it is used--a leading indicator of the "reference" cycle for the economy.
However, the price cycle is different, both in
timing and amplitude, and there is a need for
measures designed to illuminate its likely
future course.

"Multivariate analysis by no means
solves all problems of price-quality
measurement. Inadequacies of data and
sample size remain for this or any
other method. It provides no useful
clue to the analysis of the pure price
of human services. It does not answer
those critics who want pricing to
shift from the transaction unit (a
hospital room) to the desired end

The sensitive price index usually declines
about midway through each inflationary spurt
in prices and does not reflect the ensuing
pressures on the level of prices as a whole. It
reflects only a limited view of the demand
picture, largely overlooking investment demand,
and fails considerably as a harbinger of cost
pressures that usually develop as economic
activity expands.

lDonald E. Farrar and Robert R. Glauber,
''Multicollinearity in Regression Analysis: The
Problem Revisited," Review of Economics and
Statistics, February 1967, pp. 92-107.

One measure that reflects all of these
influences is undoubtedly difficult to find.
A set of measures is required. New directions
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need to be taken in determining the set of
prices, and perhaps other variables, that indicates potential pressures. There is good theoretical basis to indicate that such variables as
prices and rentals of secondhand producers'
durable equipment and existing commercial and
industrial structures--i.e., secondhand capital
goods prices--may be useful in this regard. '1:./
Additional information on indicators suitable
for inclusion in such indexes should flow from
the research on price behavior described later
in this paper.

invoices accompanying customs documents at major
ports and from bids offered for products
procured by Government and international agencies.
In addition, the possibilities will be explored
for obtaining supplemental price data from the
Organization for Economic Cooperation and Development (OECD) and bilateral cooperative arrangements with other countries.

u.s.

In obtaining u.s. export prices, a broader
approach to specifications will be tested, one
that would not unduly restrict the amount of data
collected. Respondents will be asked to report
price and detailed specifications for a product
they select that falls within a fairly narrow
group. Kravis and Lipsey have demonstrated
success with this approach in constructing their
indexes. An appraisal of the data obtained in
this manner may have important relevance to any
attempts to get more accurate domestic transactions prices in certain areas. i/ Buyers are
thought to be a better source of transactions
prices than sellers, but buyers do not purchase
the same specification repeatedly and can only
be surveyed by requesting data in the above
manner.

Construction is another area in which research is needed to improve price indexes. Such
research is underway as part of a market behavior study described below. Improvement of
statistics is an unending challenge. There are
certainly many other areas in which needed study
will be undertaken as resources become available.
The second objective of the Division's
research is to create new indexes where there is
a need for them. The development of indexes
measuring international price competitiveness is
an example of research in this area. The body
of economic theory explaining trade flows,
balance-of-payments developments, and equilibrating mechanisms has expanded greatly in
recent years, but research needed to answer
important policy questions that have arisen
over the past ten years has been hampered by the
lack of adequate price data. Unit value indexes,
known to be deficient in many important commodity areas, are the most widely used substitute
for price data needed to estimate export and
import price elasticities. Of course, errors in
a unit value index create offsetting errors in
the quantity index with the result that estimates of elasticities are biased. Domestic
wholesale price data are also poor proxies for
export prices. 11

Another type of research that would fit into
the new-index-development category is that which
could lead to a constant utility cost-of-living
index. While no research is currently underway
relating to its construction, the results of a
consumer-demand study described below will have
implications for such an index.
Research in the third category--price behavior analysis--represents the most recent addition
to the Division's program. Models of price
determination suitable for forecasting and policy
making are largely lacking.~/ The development of
such models represents a major research challenge.
Most applied research usually responds to the
emergence of an economic problem: only when
prices begin to rise are research resources
redirected to the area. Government research is
needed to continually develop, test, update, and
use tools for analyzing the sources of past price
change, the likely course of prices in the future
and the effect of alternative policies on price
behavior. Such an effort should provide an earlyalarm system for impending inflation, indicate
the precise area in which pressures are developing,
and suggest the type of preventive medicine needed.

The BLS price-competitiveness program will
make important use of the pilot work of
Irving Kravis and Robert Lipsey of the National
Bureau of Economic Research.~/ The program
includes the collection of export prices for
major industrial countries, computation of indexes, and analysis of price and trade relationships. Pres.ent plans call for collection of
export prices for commodities selected from SITC
Sections 6, 7, and 8 through a direct survey of
manufacturing and exporting firms. Import prices
will be obtained from a sampling of commercial

The Division's research on price-behavior analysis is proceeding at various levels of aggregation
but with major emphasis on the more aggregative
studies. There are two reasons for this emphasis.
First, macromodels of price determination have not

2The theory will be set forth in a subsequent
paper but for an analysis of the cyclical
aspects of the rental of fixed capital assets,
see Joel Popkin, "The Use of Wealth Data in
Quantitative Economic Analysis," 1964 Proceedings of the American Statistical Association,
pp. 346-51.

5The results of an NBER study on transactions
prices should be helpful in assessing the transactions price problem. See James K. Kindahl,
"The Construction of Industrial Price Indexes,"
American Economic Review, May 1967, pp. 492-500.

3 Irving B. Kravis and Robert E. Lipsey, "A Report on the Study of International Price
Competitiveness," American Economic Review,
May 1967, P• 488.
4 Ibid, PP• 482-91.

6M. Liebenberg, A. A. Hirsch and J. Popkin, 11A
Quarterly Econometric Model of the United States:
A Progress Report," Survey of Current Business,
May 1966, P• 29.
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or later stages of production. The distinction
between the first two categories and the third
is mainly one of research approach.

yielded satisfactory forecasts; such models cannot incorporate the plethora of factors affecting
prices. Second, detailed studies are needed to
understand the structure of the economy so that
the areas where price pressures occur can be
spotted and the impact of such changes on other
sectors of the economy can be assessed. Thus,
such studies would aid in "fine tuning" the
economy.

Underway in the first category is the estimation of an econometric submodel of price
determination for the eleven categories of
personal consumption expenditures for which OBE
publishes quarterly current- and constant-dollar
data. The eleven demand relations in the model
specify quantity demanded for each category as a
function of the prices of all eleven goods and
money income. Distributed lags in prices and
income are specified in order to allow for the
dynamic adjustment of consumer behavior over
time. Structural stability tests are performed
on all relations in order to insure constancy
of the parameters of the relations.

At the macro level, experimentation is
underway with aggregative wage and price equations not much different from those currently
in use, such as the well-known Phillips curve.
At the same time, a method for forecasting
prices analogous to the method used in forecasting gross national product has been the
subject of experimentation. Forecasts are made
of the implicit deflators of the major components
of private GNP which are weighted and summed to
obtain an estimate of the overall private GNP deflator. Another estimate is derived by forecasting changes in compensation per manhour (an
equation is being tested for this purpose), output per manhour, and the wage share of private
GNP. Changes in compensation and output per
manhour determine the change in unit labor costs,
and the change in unit labor costs divided by
the change in the wage share of total output
yields the implicit deflator for private GNP.
These two estimates are compared and inconsistencies eliminated through further analysis and
iteration. The worksheet for this method is
depicted in Table 1, using data for 1966.

The model also requires eleven supply
relations specifying quantity supplied as a
function of prices, the retail wage rate, shortterm interest rate, and the wholesale price.
Additional sets of equations may be used,
depending on the degree of aggregation and the
number of variables one is willing to take as
exogenous. This model simultaneously determines
prices and quantities. The reduced form of the
model will then show the effect on prtces of a
change in such variables as the wage rate, interest rate, wholesale price, and income. The model
can be used by itself or through iterative processes with an aggregative model like that of the OBE.

The remaining and more important part of
research on price behavior falls into three
categories. The first is directed at obtaining
price behavior relationships for consumer prices;
the second, wholesale prices. The third consists
of an in-depth study of particular markets to
obtain information on their structures or the way
in which they relate to other markets at earlier

Specification and estimation of demand
relations in this manner will lay the groundwork
for testing the so-called Slutsky conditions
derived from the theory of the consumer budget.
These conditions include zero-degree homogeniety
for each demand relation, symmetry of the substitution matrix, and the two additivity conditions
that are derived from the balance relation.

Table 1.--GNP and Selected Component Deflators
Price changes-product side

7. b. 4th qtr 1965
to
4th qtr 1966

Price changes-income side

7. b. 4th qtr 1965
to
4th qtr 1966

Personal consumption expenditures
Producers' durable equipment
Private construction
Government purchases of goods

3.2
2.9
3.8
3.6

Compensation per manhour
Output per manhour
Unit labor costs
Employee compensation share
of private output

6.7
0.8
5.7
2.5

Implicit price deflatorprivate output
Implicit price deflatorgeneral government

3.1

Implicit price deflatorprivate output
Implicit price deflatorgeneral government

3.1

Implicit price deflatorGross National Product

3.2

Implicit price deflatorGross National Product

3.2

Note:

3.4

Detail do not add to totals because of rounding.
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3.4

These tests are, in fact, tests concerning the
rationality of consumer behavior, since to the
extent that they are fulfilled one may say that
the consumer has succeeded in maximizing utility
subject to his budget constraint. The establishment of the validity of the Slutsky conditions is
a necessary prerequisite to the development of
any constant utility cost-of-living index, since
any such index has meaning only if these conditions are fulfilled.

the value for the assets scrapped between t-1 and
t. Then,
St
Dt
(5) = dt-1 (Kt-1)+
-d tIt
- - dt-1
2~•
xt
2~
~
and
(6)

In the area of wholesale prices, a study is
underway at the 3-digit industry level. The
analysis rests on "grossed-up" income statements
constructed for as many industries as possible.
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The third category of research consists
of a group of market studies designed either
to indicate the way in which prices in one
market affect those in another or to provide
detailed information on specific markets.
Studies of the first type will be useful in
indicating the prices that should be included
in a sensitive price index. They will be
designed to depict the structure of prices,
and the dynamic adjustment processes of prices
in interrelated markets,

llp=ftw!i+ A!i (w)~ A!i] + Liq(~)+
_

+

The study should provide information useful
in relating price change to cost and profit
change for each industry, In addition, it may
suggest more meaningful avenues of aggregating
over industries to develop the behavioral relationships that are also intended as outputs of
this project.

The discrete change in (3) over time is
(4)

AKt-lAd]
Xt
t-1

x;-

Data for three-digit SIC industries measuring the changes from 1958 to 1963 are being
collected. To construct "grossed-up" income
statements requires use of both the Input-Output
Table and the Census-IRS Link Study for both
years. In addition industry-sector price
indexes are required.

Manipulation of (1) yields
pX = wN + qM + C+ 11 and

K

t-1 (d i)
[ Adt-1 (Kt-1) + A X
tt

This breakdown yields interesting information on
the contribution of current and past investment
to the stream of capital services represented by

pX-wN-qM-C = 11 where
pis the selling price of the firm's
output
X, the quantity of output sold,
w, the wage rate paid,
N, the number of manhours worked
q, the price paid for raw materials,
M, the quantity of raw materials
purchased
C, all other costs,
'i'i, profits.

(2)

(::)

=

I
+ A...!. (dt) + A It Adt]
2~
2Xt

The typical income statement of the firm can
be stated in condensed form as:
(1)

A

X

A;(q) + Liq At+(~)+ (A¥)••
(4) serves to decompose the change in price into
its various parts although no assumption can be
made about causality. However, the variables
on the right-hand side of (4) are among those
considered to influence price.

An example of the second type of study is
one underway on the construction market. Supply
and demand relationships will be developed for
several kinds of building including industrial,
commercial, and public utility. The study will
differ from investment demand studies, not only
by the subaggregates to be considered, but also
because supply considerations will be introduced explicitly. The model will determine
prices and quantities simultaneously.

The analysis based on (4) can be enriched
by further disaggregation, The wage bill
variable wN can be broken down into a number of
components such as production and nonproduction
workers. A variety of taxes can be studied by
substituting relationships for them such as~ 'it'
for income taxes,~ pX for excise taxes and i wN
for wage-related taxes, where "x., ~. and / are
effective tax rates,

To embark on such a study requires better
price and/or cost data than are currently available. Therefore, the first step is to evaluate
existing construction deflators and alternative
estimates designed to remedy the various existing
deficiencies. A second step will be to propose
a program for improvement of these indexes in
the future.

Fixed costs can also be analyzed. For
example, consider depreciation (D), a component
of C, separately. Let d stand for the rate of
depreciation established by IRS, I for investment, K for net depreciable assets, and S for
7Deflation by appropriate price indexes is, of
course, required.
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PRICE MEASUREMENTS AND THE DETERMINATION OF MONETARY POLICY
Andrew F. Brimmer, Member, Board of Governors of the Federal Reserve System
For example, with the development of inflationary pressures in 1965-66 as military
activity in Vietnam accelerated, the
Federal Reserve System recognized--correctly--that these pressures were being generated primarily by over-all conditions of
excess demand. This clearly called for a
policy of general monetary restraint. However, because of the desire for a more
balanced impact of restraint (i.e., moderating a boom in inventory accumulation
and in plant and equipment spending while
avoiding disproportionate effects on
housing), numerous officials in the System
also advocated a program of vigorous fiscal restraint in 1965-66. Moreover, there
was considerable innovation in the use of
policy instruments in an effort to focus
the impact of restraint more sharply on
the principal sectors in which inflationary
pressures centered.

From the perspective of monetary management,
general price indexes, measures of key variables
that influence price changes, and the understanding of price changes are never adequate. In at
least two critical periods in recent years--in
1955-57 and again in 1959-60--the guidance to
monetary policy determination provided by the
then-existent "state of the arts" of price measurement and price analysis appears to have been
less than propitious:
Based on indexes of limited scope, the
analysis and interpretation of price
developments in the mid-1950's led the
Federal Reserve System to believe that
the inflationary pressures they were trying to combat were essentially of the
excess demand variety. The System's
published interpretations of this experience and the monetary policies adopted
were consistent with a "demand-pull" conception of the inflationary process.

Since mid-1967, we have been faced with
renewed inflationary pressures. This time,
however, a substantial share of the pressure on prices can be identified clearly
as of the "cost-push" variety--stemming
from sharply rising unit labor costs from
mid-1966 on. But the widely-held expectations of an acceleration in economic
activity in late 1967 and early 1968 have
also helped to create an environment hospitable to price increases. Under these
circumstances, the type of stabilization
policies required is also clear: the
situation calls for a judicious mix of
fiscal and monetary measures--with fiscal
restraint--particularly a tax increase-carrying a greater share of the burden of
restraint.

However, with the subsequent improvement
of both price measures and analytic technique and their application to historical
data, it now seems evident that the price
developments of the mid-1950's contained
a much stronger element of "cost-push"
inflation than was then recognized. Thus,
the question is posed: Were stabilization
policies in the mid-i950's based on monetary and fiscal--as opposed to specialized--measures designed properly to
achieve an optimum combination of restraint
on prices while permitting the maximum
growth of output and employment?
During the recession of 1957-58, the general level of prices, whether defined in
terms of the consumer price index or the
wholesale price index, rose further-despite the decline in output and employment. This behavior of prices supported
the view of a basic persistence of inflationary expectations. Reflecting this
conclusion, monetary restraint in 1959-60
was both fast and severe--although actual
price advances in these years were relatively moderate.
Again a question is raised: Did technical
deficiencies in the construction of the
key indexes conceal the actual behavior of
prices and thus led to a less than ideal
monetary policy?

The contribution of Federal Reserve economists
to this improved support for monetary policy has
not been limited to more sophisticated use of better measures of prices and related variables developed by others. On the contrary, in an effort to
strengthen the technical underpinnings on which
policy must rest, System personnel have themselves
made significant independent contributions to the
kit of analytical tools employed rather widely-both within and outside the Government--in the
study and interpretation of price developments
within an aggregative framework which allows a
comprehensive assessment of the performance of the
national economy as a whole. These fundamental
research efforts on the part of the Federal Reserve
staff are not only continuing--they are being
intensified.
Since reasonable price stability is one objec~ of monetary policy, what price measure or
measures are most relevant for the determination
of policy: the consumer price index? The wholesale price index? The industrial commodity price
index? The sensitive industrial materials price
index? In January, 1965, the Federal Reserve
Board established a Committee on Prices and Price
Measurement, noting that:

Fortunately, in the last decade, considerable
improvement has been made in the construction of
price and related indexes, although a number of
critical problems remain to be solved. Perhaps of
even more importance, the analysis and interpretation of price changes have been strengthened--not
simply by the availability of more accurate and
comprehensive indexes but also by the development
of a more coherent framework of analysis. In turn,
the ability of the monetary authorities to make
appropriate policy decisions has been greatly enhanced.
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"Undoubtedly, price measures at each of
these levels play a role in the understanding of economic developments and in the
framing of policy. But it is not at all
clear that any of the existing indexes measure the concepts that would be most appropriate for interpreting developments from
the viewpoint of monetary policy and for
policy guidance to the monetary authorities.

example, in late October, 1955, the staff noted
" •.• widespread advances in ind us tria 1 prices ... , 11
the industrial component of the WPI having turned
up sharply beginning in July.) Nevertheless, the
total WPI showed only a modest upturn by the end
of 1955, as the declines in agricultural prices
just about offset advances in prices of industrial
commodities.
These divergent price trends led some members
of the FOMC to wonder--through the first half of
1955--whether the economy had really recovered
fully from the recession which began in mid-1953.
This uncertainty about the vigor and sustainability of economic activity led to some groping
for an agreed course of action, although some
tightening was signalled by a boost in the discount rate at Federal Reserve Banks from 1-1/2 to
1-3/4 per cent in mid-April.
In early August, the FOMC adopted a policy
of " ..• restraining inflationary developments in
the interest of sustainable economic growth .•• ".
According to the policy record for the meeting,
"The Corrnnittee believed that, with increased costs
pushing upward on industrial prices, the general
price level might well move upward with accompanying speculative increases in inventories." A few
days later, the discount rate at Federal Reserve
Banks was increased from 1-3/4 to 2 per cent--and
raised again to 2-1/4 per cent near the end of
August and to 2-1/2 per cent in November.
It should be noted that this shift in monetary policy occurred despite the stability in the
general price level whether measured by either
the WPI or CPI. Undoubtedly, the sharp increases
in industrial prices (reinforced by indications
of "speculative psychology" as evidenced in rapid
increases in corrnnon stock prices and farm land
values) helped persuade the monetary authorities
to shift from a posture of ease to one of restraint.
It should also be remembered that the unemployment rate averaged over 4.5 per cent in the
first half of 1955, compared with 5.5 per cent in
1954 and about 3.0 per cent in 1953. Until May,
1955, industrial production was also below the
1953 peak. Thus, the question must necessarily
be asked: was a policy of general monetary restraint called for and in particular how far
should it have been carried in 1956 and 1957--or
were special measures required to cope with the
sectoral inflation then emerging? In retrospect,
a number of analysts--some in the Federal Reserve
System--have suggested that the latter course
would have been preferable.
In the analysis and reporting of price
changes in the 1955-57 period, the Federal
Reserve staff focused heavily on the behavior of
wholesale prices of industrial corrnnodities. This
emphasis stemmed from a variety of factors--including the recognition of the strategic role of the
industrial sector in the long-term growth and
cyclical behavior of the U.S. economy. Because
of a long history of data collection, there was
also a greater availability of information on
changes in prices, production and labor costs in
the industrial sector than was the case for other
segments of the economy. In the mid-to-late
1950's, the staff analysis of current industrial
price developments was based mainly on the standard BLS price indexes, including the BLS daily

"Even if it were determined that existing
indexes are conceptually relevant, or the
best that can in practice be measured, serious questions have been raised as to their
accuracy. These questions relate to variations of transactions prices around list
prices as well as to the measurement of
quality change and to appropriate weights."
In the closing section of this paper, I
shall corrnnent further on the work of this Price
Committee and on the Federal Reserve Board's
plans to quicken our efforts in this field.
Price Measurements and Monetary Policy: 1955-57
For policy-makers (as well as for others
concerned with the measurement, assessment, and
understanding of price changes) the years 1955-57
were a seminal period. A review of the record of
Federal Reserve staff analyses of the current
economic situation over that period (in addition
to a study of the published record of Board and
Federal Open Market Corrnnittee (FOMC) policy actions and the latter's published minutes) casts
considerable light on the problems relating to
prices which the System had to face.1/
One of the major issues was the question of
the relative importance to be accorded to the
various price indexes. In particular, what was
the "general price level" most relevant for
policy goals? It should be kept in mind that,
in the 1955-57 period, we had available the
Bureau of Labor Statistics' (BLS) wholesale (WPI)
and consumer (CPI) price indexes as then constituted. Updating of weights, expansion of
items covered, extension of efforts to measure
quality change, improvements in other measurement
methods--all of these have been incorporated in
the WPI and CPI since that period. Specifically,
we did not have the now-familiar, quarterly GNP
implicit price indexes. (These were developed in
connection with the 1958 revision of the national
income accounts and first published in the Survey
of Current Business in December of that year.)
In the mid-1950's, the Federal Reserve
System apparently took the CPI to represent the
"general price level," although there is no
record of an explicit decision to adopt the maintenance of stability in this measure as the principal o~jective of monetary policy. A nice prob7
lem at that time was the proper weight to be
attached to agricultural price developments and
their influences on the over-all price indexes.
The sharp downtrend in prices of goods and foodstuffs during 1954 and 1955 played a major role
in keeping the CPI virtually stable until April,
1956. In staff briefings for the FOMC, however,
considerable emphasis (perhaps primary emphasis)
was placed on industrial price developments. (For
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in the volume of credit in the stock market and
in stock prices--by early summer caused a number
of Federal Reserve officials to advocate a shift
to a policy of restraint. On August 4, 1958,
margin requirements were raised from 50 per cent
to 70 per cent.
Ten days later, the discount
rate was raised from 1-3/4 per cent to 2 per cent.
In October, margin requirements were raised again
to 90 per cent, and the discount rate was lifted
to 2-1/2 per cent. Beginning in August, open
market operations were used continuously to reinforce the lessened availability of bank
reserves. In the final meeting of the year, the
FOMC moved explicitly to a policy of restraint
(with only one member voting against such a step
on the grounds that restraint was premature at
this stage of the recovery from the 1957-58 recession). Throughout 1959, monetary restraint was
followed with vigor; the discount rate was raised
three times (in March, May, and September) to a
level of 4 per cent.
When the shift to restraint occurred in
August, 1958, unemployment was 7.4 per cent,
having averaged 5.5 per cent since the prerecession low of 3.7 per cent was attained in
March, 1957. In fact, between March, 1957, and
February, 1960, unemployment averaged around 5.5
per cent, compared with an average of 4.3 per
cent in 1957.
Price advances during the 1959-60 period
were actually relatively moderate. In 1959, the
WPI was essentially unchanged from 1958 (during
which the index rose by 1.4 per cent), and the
1960 index was about the same as that for the
preceding year. In fact, from mid-1958 to mid1959, among industrial commodities, only the
Federal Reserve index for sensitive materials
rose sharply. And this index (consisting of
materials such as textile fibers and fabrics,
hides, rubber, lumber, and nonferrous metals)
subsequently declined equally as sharply during
the 1960-61 recession. In contrast, the index
for nonsensitive materials (accounting for threefourths of the total industrial materials in the
WPI) showed only a slight updrift during 1959-60.
Thus, the behavior of wholesale prices during
the years 1957-60 put into sharp focus an important question for monetary policy. A substantial
proportion of nonsensitive industrial materials
is produced in industries in which prices are set
on an "administered" basis. In these industries,
transactions prices (the prices at which commodities are actually traded) frequently diverge
substantially from the list or posted prices
which are recorded in the WPI. During periods of
declining demand, producers may offer concessions
from list prices without changing the latter.
During periods of expanding demand, the supply of
these nonsensitive materials can usually be increased considerably in the short-run until a
fairly high capacity utilization rate is attained.
Until this point is reached, a rise in demand for
these materials can normally be met without an
accompanying increase in costs--and, therefore,
in list prices and in the WPI. On the other hand,
if costs increase, list prices as well as transactions prices may be revised upward in the face
of weak demand.

index of 13 raw industrial materials. By early
1957, use was being made of the BLS stage-ofprocessing of the WPEI to make a two-way separation of the "ind us trial commodities" total into
industrial materials and industrial products.
The staff was clearly alert to the "forewarning"
potentialities in the behavior of prices of
selected industrial materials which are most
responsive to short-run demands (in part because
production of a number of them cannot be increased much--if at all--in the short-run in
response to rising demands). And the price
analysis performed by the staff and used in FOMC
briefings in the early stages of the 1954-57 expansion focused in considerable detail on the
behavior of such industrial materials.
While the record contains an abundance of
descriptive material on price developments during
these years, no clear-cut framework of analysis-or clearly defined conception of an inflationary
process--emerges from it. Instead, as one examines the record, there unfolds a rich tapestry
describing American economic activity. While
there is much evidence of disaggregation of
global measures--including measures of prices-there is less evidence of attempts to re-assemble
the various elements into an over-all framework
for the guidance of monetary policy. This latter
development apparently did not come about until
the early 1960 1 s.
Price Measurements and Monetary Policy: 1957-59
Again, in 1957-59, the question was raised
as to whether the wholesale industrial price
index provided an accurate tracing of the actual
course of prices. Since the index is so heavily
dependent on list prices, it is likely that it
failed to catch completely (probable) declines in
transactions prices during the 1958-59 recession.
(Conversely, for the same reason, the WPI may
have been slow in rising at the beginning of the
1954-57 expansion period.)
In any case, during the 1957-58 recession,
there was a persistent upward creep in wholesale
prices of industrial commodities until January,
1958. The WPI for industrial commodities finally
declined somewhat during the first half of 1958,
but meanwhile prices of farm products and foods
rose sharply. Thus, over the 1957-58 recession
period, both the WPI and CPI increased moderately
further--while total output and employment declined.
These divergent trends between prices and
real economic activity generated considerable
concern within the Federal Reserve System. As
recessionary trends appeared on the horizon, monetary policy moved in a counter-cyclical direction in November, 1967. From then until the
early summer of 1958, System policy instruments
were used in a complementary manner to achieve
ease in credit markets and to encourage the expansion of bank credit and the money supply.
There were four reductions in Federal Reserve
Bank discount rates (from 3-1/2 to 1-3/4 per cent);
three reductions in reserve requirements (freeing
about $1.5 billion of required reserves), and
continuing open market operations (which supplied
$2 billion of reserves to the commercial banks).
However, the persistent increases in both
the WPI and CPI--combined with the sharp advances
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Thus, on balance, deficiencies in price
indexes may have played a role in the adoption
by the Federal Reserve System of a policy of
monetary restraint earlier (and to pursue it
more vigorously) than the underlying economic
conditions actually required. As mentioned
above, a number of observers (some within the
Federal Reserve System) have suggested that
general instruments of monetary policy may not
be the most efficient way to fight inflationary
pressures as exhibited in the behavior of prices
for commodities producted under conditions where
a considerable degree of market power can be
exercised. Instead, fiscal policy--and perhaps
wage-price guideposts and other specialized
approaches--may be required to supplement monetary policy.

without widespread advances in list prices. The
special BLS stage-of-processing indexes are also
used to separate industrial products into consumer and producer goods. The Federal Reserve
staff depends heavily on this framework to analyze
industrial price developments.]/
The present Bureau of the Census summary
index of total labor cost per unit of output in
manufacturing (covering all employees and supplements as well as wages and salaries) became
available in 1961.~/ The data on supplements to
wages and salaries were added to the calculation
in June, 1963. Scrutiny of labor cost developments (as a price-determining influence) was
conducted in the mid-to-late 1950's primarily in
terms of separate changes in average hourly earnings and in output per manhour for manufacturing
production workers. It will be recalled that the
last half of the 1950's was a period of extraordinary growth in employment of nonproduction
workers. Moreover, hourly labor compensation
data for nonmanufacturing industries were even
more limited then than they are today.
In the mid-1950's, information on manufacturing capacity and its utilization was relatively
sparse. Consequently, Federal Reserve staff
analysis was confined largely to selected major
industrial materials. To overcome this handicap,
the Federal Reserve monthly index of capacity and
rate of utilization for a combined group of major
industrial materials was developed in 1957. The
corresponding Federal Reserve indexes for all
manufacturing industries were developed in 195960. The all-manufacturing indexes were subsequently improved, and a breakdown between
"primary" and "advanced" ind us tries was develeped.
As finally revised and made available for publication, these indexes were described in the Federal
Reserve Bulletin for November, 1966.
The Federal Reserve staff is also making an
effort to explore the implications of list vs.
transactions prices for the behavior of price
indexes. Out of this has already come James
Bennett's study ("Oligopoly Price Measurement:
A Study of Alternative Measures of Price Flexibility in the U.S. Steel Industry," 1965). Staff
members are now participating in an intra-governmental agency project which--among other
things--is trying to isolate differences between
average unit values calculated from Census benchmark data and corresponding components of the WPI.
This latter work may have some bearing on the
issue of list vs. transactions prices, as well as
on other price measurement problems. However,
the main source of enlightenment in the list vs.
transactions argument will undoubtedly be theforthcoming report by the National Bureau of
Economic Research (NEER) based on its two-year
study of this subject.

Progress in the Measurement .£i Prices in the
Last Decade
-Partly
- - -in an effort to cope with questions
posed in the mid-to-late-1950's, a number of
strides have been made in the measurement of
prices in the last decade. More importantly,
these improvements in index construction have
greatly enhanced our understanding of the inflationary process.
For example, with the initial publication
of the quarterly GNP implicit price index (IPI)
in December, 1958, a somewhat different view was
presented of the behavior of the "general price
level" (if, for the moment, we can treat the deflator as an approximation of this concept) in
the mid-1950's. The GNP deflator was rising from
late 1954 on, due mainly to sharp "price" increases in the construction and government sectors.
The implicit deflator for consumption expenditures
was drifting up over that period, despite the
stability in the CPI through early 1956. Some of
the divergence between the IPI and CPI may be
attributed to technical factors--such as the rise
in the IPI of the cost of materials and labor as
a deflator for construction and government services. However, it is important to have a general
price index which will cover construction and
government services as well as the industrial and
private service sectors. Construction in particular is a sector characterized by pronounced
cyclical swings and a strong tendency to generate
large "price" increases. This was as true in
1955-56 as it is today. But the absence of the
IPI in the mid-1950's prevented both analysts
and policy makers from grasping the full impact
on the general price level of price changes in
the construction industry. But even today, it is
still important to work on extending the scope of
the present monthly indexes; this in turn will
result in improvement in the IPI which is derived
originally from available price data.
In 1959, the Federal Reserve developed the
special groupings of BLS monthly wholesale price
indexes. In these indexes, a selected group of
"sensitive" ind us trial materials is separated
from other, so-called "sluggish" materials. Sensitive materials are so classified because they
are particularly demand-responsive and the Federal
Reserve list is considerably broader than the BLS
daily group. Sluggish materials are so classified because expansion in demands for them is
accompanied for a time by rising output and supply

Establishment and Work of the Federal Reserve
Board's Pric~o;;;;;;Tt"t;; - Despite the noticeable strides that have been
made in the last decade, the Federal Reserve Board
concluded in early 1965 that it was desirable to
explore intensively a number of conceptual and
statistical questions of price measurement in
relation to the analytical and policy requirements
of the System. To this end, it appointed the
Committee on Prices mentioned above. Professor
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Irving Kravis, University of Pennsylvania, was
named Chairman--and also appointed a Consultant
to the Board. Other members are: Dorothy Brady,
University of Pennsylvania; Franklin Fisher, MIT;
Zvi Griliches, University of Chicago; Lester
Kellogg, Deere and Company; and Robert Lipsey,
National Bureau of Economic Research. The
Connnittee's assignment was:
To delineate the conceptual issues as to
which price measures are relevant to monetary policy.
To reconnnend whatever changes in data
collection and indexing techniques are
needed to produce more accurate measures
of the price concepts relevant for monetary policy.
To stimulate research in the causes of
price change and in the measurement of
prices.
At its first meeting in April, 1965, the
Connnittee decided to carry out its assignment by
encouraging individual scholars to submitres~arch
proposals dealing with a topic on the Connnittee's
agenda. Contacts were typically made by a member
of the Connnittee. For approved and completed
projects, the Board has offered a payment of
$1,500 to a faculty member and a somewhat lower
figure to graduate students. While the Board
retains publishing rights on the papers, authors
may also submit them for publication elsewhere.
The Connnittee's progress has been less rapid
than had been anticipated. Attempts by Connnittee
members to recruit researchers were frequently
frustrated. Several prospective authors first
suggested that they would undertake projects but
subsequently declined. By September, 1966, the
following papers had been connnissioned:

Two joint papers concerned with the range
of problems in the theory of taste and
quality change, the exploration of the
similarity between production and utility
theory, recent treatments of technical
change, and related matters for their
implications for cost of living and cost
of production indexes.
Dorothy Brady: Deflation of Series Using
Price Indexes.
A paper on methodological studies relating to the use of price indexes for deflation of expenditures and for the deflation
of sector input (double deflation) to
yield physical volume measures of net
output--specifically, the use of historical materials to appraise the impact of
deflation at one level of aggregation of
the value data rather than at another.
Phoebus Dhrymes: Relation of Prices to
Quality Differences.
A study to extend construction of experimental hedonic indexes to new areas,
specifically to the measurement of price
and quality change for capital goods.
Will include a study of alternative functional forms--alternative to the linear
and semi-log forms that have beenemployed-to relate price differences to specified
quality differences, and a study of the
stability of cross-sectionally estimated
parameters for a given functional form and
the implications of instability.
The Committee attempted--without success--to
encourage papers in several other areas:
A psychologist was invited to explore the
application of new quantitative methods
in psychology to the problem of measuring
the changing cost of a constant level of
satisfaction--as opposed to the present
practice in the CPI of measuring the
changing cost of a fixed market basket of
goods and services.

Harry Johnson: The Nature of the Price
Universe to be Stabilized by the Monetary
Authority.
A paper concerned with the nature of the
price universe that the monetary authorities should have in mind when they consider their price stabilization objectives. The analysis was not to be posed
in terms of the relative importance of
the price objective or trade-offs. Instead it should deal with the nature of
the evils that are to be avoided and the
values that are sought through the price
objectives of policy.

Invitations were extended for a study
which would explore problems encountered
in the measurement of the price of labor.
Average hourly earnings (the measures
currently available) are not prices in
the strict sense. Their movements are
affected by changes in the quality composition of labor inputs and by variations
in other non-price factors. Moreover,
measures should be developed to evaluate
the real impact of fringe benefits.

Kenneth Arrow: Index Numbers and the
Measurement of Inflation.
A paper probing the question of whether
the measurement of thevalue of money is
primarily a problem of obtaining a good
"cost of living index" or whether it
extends to a larger collection of prices.
The analysis would also consider some of
the measurement problems relating to
estimation of biases in the existing
consumer price index, the timing of introduction of new products, methods for
measuring the quality of services, taxes,
etc.

Another study in the area of quality
change and hedonic price indexes was
considered. A paper was invited on the
ways in which the theory of separable
utility might contribute to the theory
and practice of index numbers of prices.
The Connnittee decided that despite its strong
interest in the question of list vs. transactions
prices it would not sponsor a study in this area.
Instead, it thought it best to await the completion of the NBER project dealing with the subject.
In addition, it felt that the Federal Reserve

Franklin Fisher and Karl Shell: Problems
in the Theory of Taste and Quality Change.
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Board's work on steel prices would make a contribution. However, the Committee agreed to
discuss its interest in the subject with the NBER
team and perhaps to suggest additional sources of
information.
So far, only the completed paper by Fisher
and Shell and the one by Dhrymes have been submitted. Apparently, the competition of other
activities for the attention of the other authors
has forced them to give a lower priority to the
price measurement assigrnnents than they--and we-had initially hoped.

in the coordination of the project and to ensure
that the commissioning, scheduling, and reviewing
of papers will operate smoothly.
In the meantime, the Board's own continuing
research efforts to support the determination of
monetary policy have been strengthened with
respect to the study of price behavior. A new
Special Studies section (under Frank deLeeuw) has
been established in the Division of Research and
Statistics. The functions of the new section
will include the launching of a new examination
of price, employment, and capacity utilization
relationships--as well as testing and improvement
of the Board's econometric model.

Efforts ~ Strengthen the Work~ Price Measurements
From the Federal Reserve Board's point of
view, however, the price measurement project still
has a high priority. There is still a great need
to broaden the scope and to improve the quality
of measures of price change. We need these better
tools to enhance our understanding of the economic
forces which generate changes in prices, and-above all--they are necessary to permit a better
assessment of the impact on the price level ot
alternative monetary and fiscal policies.
To this end, several steps have been taken
to strengthen our efforts in this field. Within
a few weeks, the Board's Price Committee will
launch a much broader and more systematic canvas
of the academic community to encourage research
workers to participate in the project on price
measurement. In addition to seeking assistance
to carry out the projects mentioned above for
which no commissions have been let, two other
studies will be added--dealing with wage-price
relationships and short-run price forecasting.
The Committee will also ask to be informed of
research projects relating to price measurement
the initiation of which may be facilitated by
financial assistance from the Board.
While the Price Committee will continue to
assist the Board's staff in the conduct of the
project, steps have also been taken to involve
the staff more directly in the work on price
measurement. A member of the Board's staff
(Alexander Yeats) has been named Secretary to the
Committee. He will assist the Committee Chairman

I am grateful for the assistance of several
members of the Board's staff in the preparation
of this paper. I must mention specifically
Lorman C. Trueblood, Alexander Yeats,
Lyn McWhirter and Mary Ann Graves.
1/ These problems have been examined in great
det°iil on the basis of published information.
See: the Joint Economic Committee's voluminous
study, Employment, Growth and Price Levels,
1959-60; the National Bureau of Economic Research,
The Price Statistics of the Federal Goverrnnent,
(George J. Stigler, Chairman), 1961; Commission
on Money and Credit, Money and Credit: Their
Influence on Jobs, Prices, and Growth, 1961; Ibid:
The FederalReserve and t h e T r e ~ Answers to
Questions from the Commission~ Money and Credit,
1963.

2/ See "Wholesale Prices and Price indexes,
1954-56," BLS Bulletin, No. 1214.
3/ See: Murray Altmann, "Price Analysis and
Economic Developments," Staff Economic Studies,
1965. Also "Recent PriceDevelopments," Federal
Reserve Bulletin, November, 1967.
~/ See: Business Cycle Developments, 1st
issue, October, 1961.

342

DISCUSSION
Robert E. Lipsey, Queens College
and National Bureau of Economic Research
Joel Popkin's report on current price
research is encouraging to those of us who believe that experimentation and development work
within the BLS are a vital aspect of a price
measurement program and that comment and criticism from outside can stimulate or supplement
research within the BIS but cannot serve as a
substitute. I particularly welcome the studies
of quality change and of international price
competitiveness and am happy to see that the
BIS research program is in the hands of such a
capable and enterprising staff.

If I had to take a guess, I would be more
optimistic about eventually estimating the
price of a disease cure than about finding a
way to adjust hospital room prices, and I think
the result would be of greater interest.
If it could be assumed that products undergoing changes in characteristics did not differ
in price movement from products with unchanging
characteristics the problem would be simpler.
There would then be some point to a price index
restricted to such products. They would serve
as good proxies for the prices that are harder
to measure. But I strongly suspect that this is
not the case, and that changing characteristics
are associated with technological progress. If
that is true, restriction to products that have
identical specifications from one period to another means measuring prices mainly in the less
progressive areas of the economy and overestimating the rise in prices for the economy as a
whole. That is, there would be bias not only
from imperfect meaGurement for commodities that
are included, but also from nonrandom selection
of commodities.

I wish to comment particularly on one idea
that seems to be implicit in Popkin's paper and
in Gavett•s paper on which he draws, namely
that there is some clear meaning to a price
index drawn up without bringing in utility or
productivity considerations. Such an index
would be based entirely on price changes for
products which have identical characteristics
from one period to the next. The BLS sometimes
appears uneasy about its present departures
from such an ideal and feels that it is being
asked by some of its critics to leave the firm
ground of prices for unambiguously defined
"transactions units" such as a hospital room
(to pick a particularly unfortunate example)
and to shift to vaguely defined "desired ends"
such as the cure of a disease.

The idea of a pure price index, devoid of
utility or productivity implications, dissolves
once you accept the necessity for including
products with changing characteristics. Why
should we wish to distinguish between a gain in
productivity in machine building which produces
two machines, identical to the old one, for the
same price as one old one and a gain which produces one machine, twice as productive as the
old one, for the same price? Our present methods would show that prices had fallen to half
the former level in the first case. Shouldn't
they give the same results in the second case?

I would argue that there is no present
firm ground, as Griliches has commented regarding transactions units, and that too strong an
attachment to some present practices would have
unfavorable consequences not only with respect
to the quality change problem but also in two
other aspects of price measurement: the selection of commodities and the measurement of
transactions prices rather than list prices.

The devotion to pricing a single specification over time may have another undesirable consequence. In many types of capital goods no two
sales involve the identical specification. In
such a case, the price for a particular specification year after year is inevitably a fictitious price. This price is likely to be a very
stable list price which fails to reflect widely
known changes in actual prices. This was the
case with electrical equipment in the late
1950's. A regression analysis relating prices
to specifications is one method--not the only
one--which would enable the price collecting
agency to use actual transactions prices, adjusting each transaction price for the characteristics of the particular purchase. Some such
method would be particularly important in collecting data from buyers because they are rarely
able to report on identical products over time.
Several studies of electrical equipment prices,
not all by regression methods, have shown how
much greater price flexibility there was in
transactions prices than in the official price
indexes.

The hospital room day is an example of the
uselessness of the transactions unit concept.
This cost is not a price for a precisely specified and unchanging product, as are most BLS
prices. It is more akin to a unit value of the
type that BLS specification procedures are designed to eliminate, or the type that causes us
to distrust our present export and import price
series. A day in a hospital room today, or an
hour in a doctor's office today is no more the
same product as a hospital room or doctor's
visit five years ago than an average car today
is identical to the average car five years ago.
The use of a hospital room day or a doctor's visit as the transactions unit ignores
the existing cross-sectional data on differences in hospital-room costs, by characteristic,
that would be utilized in a regression analysis.
It is equivalent to ignoring data showing that
consumers pay more for a larger, or more powerful, or more luxurious car than for one of lower
quality.
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possible to collect prices not only from sellers
but also from buyers, despite the irregularity
and changing characteristics of their purchases,
to take advantage of the fact that buyers are
often less reticent about prices than are
sellers.

To summarize, I would suggest that one of
the goals of price research should be a great
degree of flexibility in price collection
methods. It should be possible to make a random sampling of prices, not discarding the
many important cOlTDllodities with constantly
changing characteristics. It should be
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DISCUSSION
Harry G. Johnson, The University of Chicago and
The London School of Economics and Political Science

Brimmer's paper is concerned with two major
topics: an inquest into the use of price statistics as guides to monetary policy determination
in 1955-57 and 1959-60, and a description of the
research program of the Federal Reserve Board's
Price Committee. The paper raises a number of
interesting issues, of which the most interesting
are -- as usual -- the ones not explicitly stated
in the paper.

serious problem.
Another issue implicitly raised by the paper
is whether it is really possible to use price
statistics to-distinguish conditions of demandpull inflation from conditions of cost-push inflation. There has, of course, been considerable
academic controversy over whether a meaningful
distinction can be drawn between these two types
of inflation. But even if we assume that such a
distinction can be made, at least roughly, for
policy purposes, it seems very implausible that
price statistics by themselves, without analysis
in the context of a formal model of the economy,
will permit a reliable classification of inflationary conditions and hence a selection of appropriate monetary and other policies.
The foregoing comments have been directed at
the concept of the place of price statistics in
policy formation that permeates Brimmer's paper.
While this concept, in my view, places too much
emphasis on the prices as contrasted with the
economic relationships which determine them~ there
can be no disagreement over the desirability of
devoting more resources to the improvement of
price statistics, and specifically to developing
statistics relevant to the policy deliberations
of the Federal Reserve System. There is, as the
papers by Griliches and Popkin have shown, a
great deal of new and more sophisticated economic
theory that can be applied. As one of the resources committed to the project, I should like to
conclude by canmenting on Brimmer's complaint that
it has been difficult to enlist people in this
activity and to get studies completed. This is,
as he points out, a question of personal priorities; and such priorities are conditioned by what
goes on in the policy field.

The central question raised by the paper, in
my view, relates to the conception of the policy
problem implicit in it: should price statistics,
and consequently price measurement, be the focus
of monetary policy-making? The paper assumes
that this is the case. In so doing, it learus on
long tradition in the Federal Reserve System; but
that tradition has an equally long history of
criticism for its naivet: by academic economists.
From the economic point of view, prices are only
one aspect of the workings of the general equilibrium system, and intelligent formulation of
monetary policy requires the assessment of other
information as well as price information, in the
context of a dynamic model of the economy. As
Brimmer clearly shows, the Federal Reserve in the
periods he analyzed lacked any such framework of
analysis -- and it is little consolation to know
that instead "there unfolds a rich tapestry describing American economic acticity." Better
price statistics by themselves cannot substitute
for a model of the economy; and there is an obvious danger that Federal Reserve thinking is
attempting to make improved price statistics do
more analytical work than they can perform. Some
evidence of this is contained in the paper itself,
which both describes and subscribes to the confusion of two quite different functions that
price indices can serve. One is as an indicator
and forecaster of change in the economy, for
which purpose sensitivity is required. The other
is as a measure of success in achieving the policy
objective of price stability; for this purpose
representativeness with respect to the objective,
rather than sensitivity, is required. In the
periods analyzed by Brimmer, the FOMC can fairly
be described as reacting to the indicators as if
they represented the objective.

Events, and especially the implications for
U.S. economic policy of the escalation of the
war in Viet Nam, have made the question of finetuning the approach of monetary policy to the
achievement of the objective of price stability
much more of an academic enterprise than it appeared to be in 1966. This is unfortunate, since
the project is in the nature of an investment in
basic research; it is to be hoped that the decision to beef it up will be successful in recruiting the talent required.

This raises another point: intelligent
policy-making requires not only economic information, but policy objectives and a scale of priorities. Brimmer, in common with other system
spokesmen, prefers to maintain a gentlemanly
silence on the question of priorities ud possible conflicts of objectives. Yet on the data he
presents, the decisions of the policy-makers in
the late fifties can only be understood as the
result of a preoccupation with the problem of inflation to the neglect of other objectives, especially the maintenance of full employment.
This preoccupation, in retrospect, was a case of
the generals attempting to fight the last war -after allowing the postwar inflation by pursuing
monetary policies designed to cure the prewar
depression, the policy-makers turned to stopping
inflation just when depression was becoming a
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DISCUSSION
Kelvin Lancaster, Columbia University
Mr Griliches has given us an excellent
survey of the work to date on the hedonic
price index problem. Since the paper is
complete in itself, I shall devote my
time to outlining an approach to the
problem that is rather different to any
of those so far attempted.

Relevant characteristics.
Many technical characteristics will be
redundant and many irrelevant for the determination of consumer choice. The hedonic index should contain every characteristic that actually determines choice
among automobiles, and no other.

The hedonic problem arises from assuming that consumers derive utility from
the characteristics of a good, rather
than from the good as such, and that the
objective characteristics-good relationship changes over time. Thus the ideal
hedonic price index (which will also be
a constant-utility index, if taken over
all characteristics) will be some price
index of characteristics.

We choose the relevant set by using
the efficiency criterion, mentioned in {~
In brief, we choose the smallest set of
characteristics such that no model, per
dollar spent, dominates any other model
actually sold by having more of all the
relevant characteristics.
Preliminary work suggests that the
market for some 40 or so models can be
"explained" by about 6 characteristics,
after adjusting prices for anticipated
depreciation rates.

Construction of such an index involves
determination of:
(1) the set of relevant characteristics,
(2) the weights to be given,
(3) the prices of the characteristics.
None of these is given directly, and most
work has been devoted to attempts to determine them from market data by regression methods.

Weights
The obvious choice would seem to be to
take the bundle of characteristics embodied in some popular model, or linear combination of popular models. There are no
problems here, other than those shared by
all index numbers.
Prices of characteristics.
The crux of the suggested approach is,
given the relevant characteristics and
the particular bundle of these chosen as
base for the index, to solve the linear
program:
Minimize market cost, given bundle,
then use the dual variables of this program as the shadow prices for constructing the index.
(For the individual, the efficient
choice is really an integer problem. We
can ignore this in the aggregate)

I do not believe we can go far without
some more formal theoretical strufture,
and I believe some of my own work on the
characteristics approach is relevant.
Let us consider the outline for a possible approach to the problem, taking the
most worked case, the automobile, as an
example. We seek to find a price index
for automobile characteristics, using
shadow prices rather than regression
prices. The general procedure would be
as follows.
Relationship between characteristics
and goods.
An automobile has a large number of
measured, or measurable but not yet well
measured, technical characteristics.
These are available, or can be derived,
from specifications and test reports. In
principle, at least, we have available a
large number of coefficients bij• giving
the amount of the i 1 th characteristic
embodied in the j 1 th model.

If there are 6 relevant characteristics and 40 models, only 6 models will
appear in the optimal basis and so directly affect the shadow prices. The
other 34 models have, however, all played their part in determining the relevant set. This approach solves the "Mercedes" problem raised by Griliches, since
the Mercedes will help to determine the
relevant characteristics, but will not
have an undue role in the ultimate price
determination, as in the regression
model.

I would not consider a characteristic
whose technical coefficients could not be
objectively determined, at least in principle, to be suitable for embodiment in
a hedonic index. Thus market data are
not required for determination of these
technical coefficients.

A practical advantage of the above approach is that, once the original spadework of determining the relevant set and
the first shadow prices has been carried
out, the models likely to appear in the
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optimal basis will not change much from
year to year. Thus the index can probablY be computed from the data of only 10
or so models on a continuing basis.

In principle, the technical coeffic•...
ients for an average used car of a given vintage and model can be determined
in the same way as for a new car, and
there is at least some information available. We could then treat used cars
the same way as new, using them to round
out the available characteristics mixes.

Used car markets.
Finally, let me comment on the use of
used car data, as in the work of Cagan,
to which Griliches has drawn attention.

1. See

If we adopt a characteristics approach, it seems immediately obvious
that we cannot consider all the characteristics of a car to be depreciating at
the same rate. Some depreciate little,
1f at all.

(1]

[2]
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11 A New Approach to Consumer Theory~
J.P.E., 74, 132-157, 1966.
"Change and Innovation in the Technology of Consumption", A.E.R.
(Papers and Proceedings), 24-23,
1966.

xv
CONTRIBUTED PAPERS I
Chairman, JULIUS SHISKIN, U. S. Bureau of the Census
Page
Differential Growth Rates Of Metropolitan Areas In The 196O's CLAUDE C. HAREN and ROBERT C. PEAK, U. S. Department of Agriculture. 349
The Distributions of Income and Consumption and Their Effect On
Economic Growth - PAUL JONAS and HYMAN SARDY, University of New
Mexico and Brooklyn College ......................................... 361
Investment, Production, And The Cost Of Funds - ROBERT W. RESEK,
University of Illinois .............................................. 371
Business Forecasting: The Predictive Value Of Statistical Data OTHMAR W. WINKLER, Georgetown University ............................ 381
The Quantification Of Judgment: Some Experimental Results - ROBERT
L. WINKLER, Indiana University ...................................... 386
An International Comparison Of Unit Labor Cost In The Iron And Steel
Industry, 1964: United States, France, Germany, United Kingdom DAVID A. WISE, Bureau of Labor Statistics ........................... 396

348

DIFFERENTIAL GROWTH RATES OF METROPOLITAN AREAS IN THE 1960"S
Claude C. Haren and Robert C. Peak, U. S. Department of Agriculture
The tempo of growth in the metropolitan areas
of the United States has varied widely in recent
years, between and within major geographic regions,
and in relation to size of employment bases, to
the changes taking place in rural and other nonmetropolitan areas -- the rest of the country, and
to past performances of individual area economies.

communities is a key factor in current expansions
in the Detroit and Chicago areas and in the metropolitan areas of southern and central Florida.
In addition to suburbanization, expansions
by traditional processes of industrial decentralizaticn are continuing, notably along the margins of the Midwest Industrial Belt, and throughout much of the nonmetropolitan area of the South.
Also emerging is a modern form of decentralization to locations at highway interchanges and
other strategic points beyond the cities and their
suburbs - advances into exurbia that could form
the nuclei of the satellite centers of tomorrow.

The annual rate at which employment has been
added in the seven major metropolitan complexes
has trailed that in the other metropolitan areas,
and in the nonmetropolitan areas as a whole. In
the Northeast, sluggishness in the economies of
the Greater New York, Boston, and Philadelphia
areas extended to most of the other metropolitan
areas in the region.

SCOPE AND LIMITATIONS

Employment gains in the Chicago and Detroit
areas - at about the same pace as in the overall
economy - were matched by the economies of approximately 60 percent of the metropolitan areas of the
North Central region. The remaining 40 percent
were more or less equally divided between those
adding jobs at either considerably faster or slower
paces.
Gains in the Los Angeles as well as the San
Francisco-Oakland area were below the National
rate of increase. Otherwise, in the remainder of
the West and in the South favorable to highly favorable rates predominated. The chief exceptions
were a relatively small core of individual areas
where economic growth has continued to lag.

Except for our concluding remarks, the mettropolitan areas referred to this afternoon include 190 of the Nation's largest labor market
areas - a group ranging from such major concentrations of economic activity (and population)
as the New York, Chicago, and Los Angeles SMSA's,
to regional centers like Springfield, Vt., and
Casper and Cheyenne, Wyo., with work forces at
about the minimum specification (15,000) for
designation as large.
March 1967 job statistics were carried in
BL~' s May issue of Employment and Earr.ings for
181 of these 190 areas. Data for the other nine
came from corresponding reports of the Employment
Security Commission of North Carolina, and of the
Texas Labor Commission.

Even though employment was already heavily
concentrated in the metropolitan areas, the rate
of gain in the nonmetropolitan areas was sufficiently higher to add to their share of the total.
An important contribution to the gain has been the
effect - direct and indirect - of new industrial
plant locations and expansions, particularly in
areas where economic activity has been limited
and adequate services and facilities lacking.

Wage and salaried employment in government
and in private nonfarm industries - or, as
generally termed, nonagricultural industries in the 190 areas accounted for 45.9 million
employees, or 71 percent of the total by establishmepts as reported by States.
Such bre,akdowns vary only slightly from establishment data published for the United States.
They differ from household statistics entering into
estimates of the labor force chiefly (1) by the
duplicate counting of multiple jobholders, and (2)
by the exclusion of self-employed persons in business and the professions, military personnel, domestic and unpaid family labor, the unemployed, and
the farm work force - an appreciable component only
in some areas, notably in Florida and California.

Although its impact has been obscured by the
tremendous buildup of the work force necessary to
service and govern a burgeoning population, the
introduction of new industrial technologies and
new products has contributed to stimulating and
maintaining the momentum of growth in many areas.
The older industrial districts have benefitted
from far-reaching structural adjustments, and
where the emphasis has shifted to new processes
and products, from a permanent resurgence of manufacturing activity.

Of the 190 areas, 161 coincide with Standard
Metropolitan Statistical Areas as defined by the
Bureau of the Budget, May 1, 1967. Seventeen
others differ.mainly by the inclusion in one or
the other of fringe counties (or towns, in New
England). Two of the areas were recently consolidated into a single, enlarged SMSA. The remaining
10 consist of labor market, trade, service, and
government centers that - though typically occupying key positions in internal State economies do not contain cities meeting the basic qualification (50,000 population) for SMSA designation.

A prime impetus to sustaining existing
tempos - if not nurturing new growth - has come
from the movement of jobs as well as people to
the suburbs, particularly in such second-ranking
concentratio~s ~f activity as those represented by
Washington, Atlanta, Dallas, and Houston areas.
In southern California and around San Francisco
Bay, growth has stemmed from the expansion of
yesterday's satellite centers. The emergence of
such relatively independent and'self-contained
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What was of transcending importance six months
ago - when the search began for data that could be
applied in breaking out detail for the nonmetropolitan areas - was the tremendous stock of information to be tapped, starting from this source.

shifts taking place between 1953 and either 1961
or 1962 with those determined from the decennial
censuses of 1950 and 1960, and (3) the need in
interpreting changes over the ]!ast year to distinguish between temporary setbacks and those re-

ANNUAL RATES OF GAIN IN EMPLOYMENT IN NONFARM INDUSTRIES
190 LARGE LABOR MARKET AREAS
1962-67
U.S. Gain: 3.8 Percent
Percent
6.0 or More

26 or 14%

29 or 15%

5.0-5.9

44 or 23%

4.0-4.9

3.0-3.9

2.0-2.9

Less than 2.0

l/
0

10

30

20

40

50

Number
Adapted from BLS Estimates of Wage and Salaried Employment by Establishments
for March of Respective Years. Area Delineations Are Based on
Designations in May 1967 Issue of Employment and Earnings.
Includes Four Areas Sustaining Losses in 5-Year Period.
Figure 1
Even at that, statistics most readily at hand for
rounding out coverage for earlier years for many
of the 190 areas necessitated reliance on March
instead of annual data, and a start with such years
as 1962, 1959, and 1953.

sulting from plant shutdowns, military base deactivations, and so on.
DIFFERENTIALS IN THE 1962-67 PERIOD
Briefly examining individual charts, the map,
and the tables, figure 1 shows employment gains in
84 or 44 percent of the 190 areas to be clustered
within the 3.0-4.9 percentage range. The remainder
were about equally divided between those recording
rapid to very rapid gains (5.0 percent or higher),
and those in which rates tapered down - with losses
occurring in four areas.

If proven feasible, it was anticipated that
the process would be extended to March 1961, 1960,
and 1947 - an expectation for which the stage could
not be set until recently. For this reason, a few
words of caution are in order concerning (1) the
effect of year-by-year variations in employment
added on annual rates for the 1962-67 period contrasted with one enlarged to commence with March
1961 and possibly carry through to March 1968,
(2) the necessity for avoiding comparisons of the

Turning to figure 2 and table 1 for details,
gains in the seven major metropolitan complexes
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were, at best, only moderately favorable. Gains at
rates less than 3.0 percent in the New York, Boston,
and Philadelphia areas extended through the Pittsburgh and Newark SMSA's to include 28 of 46 areas
in the Northeast. Gains in only seven exceeded the
National average of approximately 4.0 percent.

As in its nonmetropolitan areas, employment
in manufacturing and other basic industries in the
South was not only being added at a comparatively
fast pace, but was exerting a strong catalytic effect on work opportunities elsewhere in most individual area economies.

Applicable to the Cleveland, Milwaukee, Minneapolis-St. Paul, and St. Louis as well as the Chicago and Detroit SMSA's, 31 or three-fifths of the
North Central region's 51 areas gained employment
at rates immediately above or below 4.0 percent.
Led by the Ann Arbor, Lansing. Madison, and Rockford SMSA's, 12 gained at rates of at least 5.0
percent. Eight others - ranging in size from the
Cincinnati to the St. Joseph SMSA - added employment at ratios of less than 3.0 percent.

In the West, the pressure for added services
and facilities remained such as to virtually mask
the overall impact of the tremendous buildup of
manufacturing and other jobs in the Seattle-Everett
and Tacoma SMSA's in the past two years.
GAINS AND LOSSES IN THE 1953-62 PERIOD
Shifting attention to table 3, the severity of
the adjustments required in area economies, starting with the impact of the July 1953-August 1954 recession, can be seen in the 44 areas that - despite
substantial job increases in support industries anc
government - lost employment in the 1953-62 period.

Altogether, 42 or slightly more than threefifths of the 61 areas in the South gained at a
rate of 4.0 percent or better. The rate in the
Baltimore SMSA was below 4.0 percent, but the other
four SMSA's - Washington, Atlanta, Dallas, and
Houston - with employment bases of a half million
or greater, gained at a rate of 5.0 percent or
higher. Also at 4.0 percent or better were rates
in the four SMSA's - New Orleans, Miami, Louisville, and Tampa-St. Petersburg - having employment bases of a quarter to a half million.

Of the 44 areas sustaining losses, 39 were in
the Northeast and North Central regions. In the
South, five areas - all in Appalachia or in the general area - lost employment. Thirty-one or half,
however, gained workers at rates of 2.0 percent or
higher, while seven - the five SMSA's in southern
and central Florida, the Huntsville SMSA, and the
Fayetteville (Ark.) area - added employment at a
pace of 6.0 percent or greater.

Glancing across the map, the Raleigh, Huntsville, and Austin SMSA's were among the nine with
employment bases under a quarter million and annual
gains of 6.0 percent or greater. At the other extreme, the Birmingham and Mobile SMSA's and seven
other areas gained at rates under 3.0 percent.

None of the 32 areas in the West lost employment, and only six gained at rates lower than 2.0
percent. Of those adding jobs at a rate of 2.0 percent or higher, eight - four in California, the two
SMSA's in Arizona, and the two in Nevada - gained
at rates of at least 6.0 percent.

The rate of expansion in the Los Angeles as
well as the San Francisco-Oakland SMSA was under
4.0 percent, and there were 11 additional areas in
the West in which gains approximated this rate.
Otherwise, the tendency, more so than in the other
regions, was for rates to be either very high or
very low if not negative. Fast-growing areas were
six of what we have termed satellite SMSA's in
California, and Phoenix, Reno, and Eugene SMSA's.
Economies were sluggish in the Denver SMSA and five
other areas, all intermontane in location.

Turning to the industry detail summarized in
table 4, what is brought out mainly is (1) theseverity of the impact on total employment of declines
in manufacturing and related jobs in the Northeast
and North Central regions, (2) the more favorable
economic climate prevailing in the South and especially in the West, and (3) evidences of sustained
growth, decline and recovery, or lack of recovery
if not additional declines shown by the breakouts b::
areas classified according to annual rates of gain
in the 1962-67 period.

INDUSTRY SHIFTS IN THE 1962-67 PERIOD
Figure 3 illustrates one of the more outstanding developments of the current period, i.e. the
degree to which rates of gain in manufacturing,
contract construction, and in finance, insurance,
and real estate in the nonmetropolitan areas have
exceeded those in the 190 areas as a group.

THE AUGUST 1966-AUGUST 1967 PERIOD
As borne out by table 5, a key factor in maintaining increases in employment in the 190 areas
at between 1.1 and 1.2 million in the year ending
this past August was the rate of at least 4.0 percent registered by 42 areas. Nevertheless, this
number was only about two-fifths as great as areas
gaining at this rate or better in the 5-year period ending last March.

Table 2 indicates the main factor contributing to the differential, namely the slow pace at
which manufacturing and related jobs were being
added and the dampening effect on employment elsewhere in the private sector in the seven major complexes, and in the Northeast's metropolitan areas.

Further proof of the sensitivity of many areas
- metropolitan or otherwise - to any brief hesitation in the Nation's economic pulse is reflected
in the 32 areas experiencing actual though minor
losses. Compared, moreover, with 20 areas gaining
at rates of 5.0 percent or more, rates in the Huntsville and 11 other previously fast-growing areas,
if not negative, were reduced below 2.0 percent.

In the North Central region, fairly substantial gains in manufacturing employment reflected
both a comeback by the economies of Detroit and a
relatively large number of other areas, and the
further decentralization of industry taking place.
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ANNUAL RATES OF GAIN IN EMPLOYMENT
190 LARGE LABOR MARKET AREAS
1962-67
(Western States)

rf1
lZJ

•
.

...

Figure 2
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Data Adapted from BLS Estimates
for March of Respective Years

Figure 2
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PERCENTAGE
INCREASE
6.0 or Hore
5.0 - 5.9

4.0 - 4.9
3.0 - 3.9
2.0 - 2.9
Less Than 2.0

Table 1.--Annual rates of gain in nonfarm employment, 190 large labor market areas,
by reg:ton and size of employment base, 1962-67 l/
Region and
employment base
(thousands)

Total

L<=SS

2.0 2/
!i2.,_

Percent annual gain:
2.03.04.05.02.9
3.9
4.9
5.9
No.
No.

6.0 or
more
No.

Northeast:
1,000 or more----------·
3
1
2
500-99~ ----------------·
2
2
250-499 ----------------:
7
1
2
2
100-249 ----------------.
15
3
6
5
1
50-99 ------------------:
9
4
1
3
Less than 50 -----------·--~l.:;..0_ _ _ _4'-----~2_ _ _~1=-------~2_ _ _~1=--Total - --

---

-

-.

46

13

15

11

2

3

2

North Central:
1,000 or more----------·
2
1
1
500-99~ ----------------·
4
2
2
250-499 ----------------·
5
1
4
3
100-249 ----------------·
16
3
4
4
2
1
50-99 -------------· ----·
12
2
3
3
3
Less than 50 -----------·--~12~_____2_ _ _ _ _ _ _4-'-----'3'----~3_ _ _ _ __
Total----------------·

51

2

6

14

17

8

4

South:
1,000 or more----------:
2
500-999 ----------------:
5
1
2
250-499 ----------------·
4
3
1
100-249 ----------------·
20
1
2
3
7
5
2
50-99 ------------------·
25
1
4
4
6
4
6
Less than 50 -----------·--~7_ _ _~1'--------...:2=----"1____
2 _ _ _...:l'-_
Total----------------·

West:
1,000 or more----------·
500-999 ----------------·
250-499 ----------------:
100-249 ----------------·
50-99 ------------------·
Less than 50 -----------·
Total----------------·

61

3

6

2

10

17

14

11

2

8
4
11
7

1
2
3

32

5

2

4

2

1

3
4
1

3
2

5

8

4

1
1

---------------------------1

9

United States:
1,000 or more----------·
7
1
2
3
1
500-999 ----------------·
11
2
3
2
2
2
250-499 ----------------·
24
1
4
3
8
3
5
100-249 ----------------:
55
4
11
13
14
8
5
50-99 ------------------.
57
7
7
10
14
9
10
Less than 50 ----------- · _ _;a.3.:;..6_ _ _ ...:l'"'0'------==2_ _ _~8=----""5'-----'-7____4 ~ Total----------------·

190

23

28

40

44

29

26

1/ Adapted from BLS estimates of wage and salaried employment in nonfarm industries for March of respective years. Statistics are adjusted to conform to area
definitions listed in May 1967 issue of Employment and Earnings.
'!:./ Includes four areas sustaining losses in the 5-year period.
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ANNUAL RATES OF EMPLOYMENT GAIN: TOTAL AND IN MAJOR INDUSTRIES
190 LARGE LABOR MARKET AREAS
1962-67
TOTAL
Rate

1962
Distribution

Share of
gain

72%

69%

28%

31%

190 Areas

72%

63%

Other Areas

28%

37%

190 Areas

30%

l/

Other Areas

70%

l/

190 Areas

72%

63%

Other Areas

28%

37%

75%

88%

25%

12%

73%

73%

27%

27%

82%

76%

18%

24%

75%

75%

25%

25%

190 Areas
4.1%

Other Areas

MANUFACTURING

MINING

CONTRACT CONSTRUCTION

TRANSPO: RT AT ION UT Ij,ITIF.S

190 Areas

2.0%

.

Other Areas
TRAm:

190 Areas
Other Areas

~-"

:

3.7%

FINANCE-INSUP.ANCE-RF..AL ESTATE
190 Areas
Other Areas

3.6%

I

5.2%

190 Areas

5.3%

Other Areas

Adapted from BLS Estimates of Wage and Salary Employment by Establishments for March of Respective
Years. Area Delineations Are Based on Designations in May 1967 Issue of Employment and Earnings.
l/ Net Loss in Period.

355

Table 2.--Annual increases in employment in manufacturing, other basic, support, and government sectors,
190 large labor market areas, by region, size of 1967 employment base, and in relation to
rates of gain, 1962-67 l/
--------------~An=nual increases:
Total
Private
Government
Rate
Number
Number
Rate :Manufacturing: Other basic :
SuEEOrt
Number :Rate: Number :Rate: Number :Rate:
Thous.
Pct.
Thous. Pct. Thous. Pct. Thous. Pct. Thous.
Pct.

Description

------------------- :

1,408

3.6

329

2.7

118

2.4

656

4.0

305

5.3

Region:
Northeast-----------------:
North Central-------------:
South---------------------:
West----------------------·

302
414
392
300

2.3
3.9
4.8
4.4

52
139
82
56

1.1
3.5
4.4
3.3

19
36
48
15

1. 3
3.0
3.6
1. 6

157
174
177
148

2.8
4.1
5.0
5.1

74
65
85
81

4.5
4.8
5.6
6.5

Employment base (thous.):
1,000 or more-------------:
500-999 -------------------.
250-499 -------------------:
100-249 -------------------:
50-99 ---------------------:
Less than SO--------------·

374
265
300
283
147
39

2.7
4.1
4.4
3.9
4.2
3.6

76
53
82
78
32
8

1.8
2.8
3.8
3.2
3.3
2.2

21
27
25
29

1. 3
3 .1
2.9
3.3
2.4
3.2

192
129
136
120
62
17

3.2
4.7
4.8
4.3
4.5
4.1

85
56
57
56
42
9

4.8
5.7
5.5
4.8
6.2
4.7

216
213

7.3
5.5
4.4
3.4
2.4
1.4

59
49
101
87
34
-1

7.6
5.3
4.3
2.4
1.2
-o: 1

16
27
34
26
16

4.3
4.6
3.5
L9
2.0
-0.1

97
94
139
183
87
56

7.7
5.7
4.3
4.0
3.0
2 .1

44
43
65
80
44
29

7.7
5.8
5.4
S.2
4.6
3.8

190 areas

Employment gain (pct.):
6.0 or greater
5.0-5.9
4.0-4.9
3.0-3.9
2.0-2.0
Less than 2.0 'Jj

------------.
-------------------.
-------------------.
-------------------:
-------------------.
---------.

339

376
181
83

11

s

-1

l/ Adapted from BLS estimates of wage and salaried employment in nonfarm industries for March
of respective years. Statistics are adjusted to conform to area definitions listed in May 1967
issue of Employment and Earnings.
]j Includes four areas sustaining losses in the 5-year period.
Table 3.--Annual rates of gain in nonfarm employment, 190 large labor market areas,
by regions, 1953-62 l/
Region
Total
No.
Northeast -------:
North Central ---·
South-----------:
West

------------.
Total ---------:

Annual increases:
Less 2.0
0.02.04.0-: 5.0Total
Loss
3.02.9
3.9
4.9
5.9
l. .. ~
No,.
No.
No.
No.
No.
No.
No.

46
51
61
32

44
45
30
6

19
20
5
0

25
25
25
6

190

125

44

81

l/ Same as corresponding footnote to table 2 above.

6.0
more
No.

2
6
5

8
4

2
4

1
5

7
8

26

12

6

6

15

13

rs,

Table 4,--Annual increases in employment in manufacturing, other basic, support, and government sectors,
190 large labor market areas, by region, size of 1967 employment base, and in relation to
1962-67 rates if gain, 1953-62
Annual increases:
Total
Private
Government
Support
Number
Rate
Number : Rate :Manufacturing: Other basic :
Number :Rate: Number :Rate: Number :Rate:

1te

s..

190 areas-------------------.

373

1.0

-97

-0.7

-24

-0.5

339

2.6

155

3.6

Region:
Northeast-----------------.
North Central-------------.
South---------------------.
West----------------------.

26
-2
147
202

0.2

-64

2 .1
4.1

16
47

-16
-15
-5
11

77
68
94
100

1.6
1. 9
3.5
4.9

29
40
41
45

2 .1

-96

-1. 2
-2.0
1.0
3. 7

-1.0

'J:../

77
47
120
77
43

0.6
0.8
2.1
1. 2

-49
-26

-5
-10

1. 9
2.8
3.6
2.9
3.0

33
22
38
34
23

0.8

-1

-0.3
-1.0
0.4
-0.5
-1. 2
-0.9

98
61
76
65
32

9

-17
-6
-2

-1.0
-1. 2
0.1
-0.7
-0.5
-0.6

7

1.1

5

2.9
5.5
4.1
4.9
4.2

98
70
51
165
-33
22

4.7
2.1
0.7
1.7
-0.4
0.4

22
:6
-47
~2
-61
-15

3.8
0.7
-1. 7
-0 .. 1
-1.0
-0.8

4
2
-7
2
-22
-3

1.1
0.3
-0.7
0.1
-2.2
-0.3

47
46
67
116
34
29

5.7
3.8
2.6
3,2
1.4
1. 2

25
16
38
49
16

7.6
2.7
4.5
4,2
2.1

•3

,5

8
6

5

8

7
5
3

Employment base (thous.):
1,000 or more
500-999 ---- ----------- -.
250-499 -------------------.
100-249 -------·-----------.
50-99 ---------------------.
Less than 50 --------------·

-------------1

Employment gains (pct.) :
6.0 or greater
5.0-5.9
4.0-4.9
3,0-3.9
2.0-2,9
Less than 2.0

------------.
-------------------:
-------------------.
-------------------.
-------------------.
-------------.

3

1.4

-1.1

-0.4
1.3

3

-5

-6

_ll

l/ Adapted from BLS estimates of wage and salaried employment in nonfarm industries for March of
respective years. Statist~cs are adjusted to conform to area definitions listed in May 1967 issue of
Employment and Earnings.
y Less than -0.05 percent.
Table 5,--Annual rates of gain in nonfarm employment 190 large labor market areas,
by regions, August 1966-August 1967 l/
Region
Total

Total

Less 2.0
Loss : 0.01. 9
No,
No.

2.02,9
No.

3.03.9
No.

4.04.9
No.

No.

No,

Northeast
North Central---:
South----------:
West

------------.

46
51
61
32

26
26
29
9

7
7
12
6

19
19
17
3

13
8
6
6

0
10
10
5

4
4
7
7

Total---------:

190

90

32

58

33

25

22

-------:

1i

Same as corresponding footnote to table 4 above.
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5.05;9
No.
3
2

6.0
more
~

2

1
4
_3_

12

8

5

4.0
3.6
5.4

2.2

1.6

SUBURBANIZATION OF ECONOMIC ACTIVITIES

industrial decentralization has played an equally
important and necessarily advance role in the growth
up until now of metropolitan areas.

Referring to earlier remarks, space for the
physical growth of the metropolitan areas of the
North Central region, the South, and the West in
the postwar period have come from the suburbanization of economic activities, together with either
expansions of existing satellite centers, or the
emergence of new ones.

In general, figure 4 confirms evidences previously cited of the extent to which industries have
been locating and expanding in rural and other non•
metropolitan areas in the 1960's. Probably twothirds of the counties in which modest to sizeable

ANNUAL RATES OF GAIN IN EMPLOYMENT IN PRIVATE NONFARM INDUSTRIES
BY COUNTIES CLASSIFIED ACCORDING TO LARGEST 1960 POPULATION CENTER
1962-66

Largest 1960r-------,,-------.-------,.---------,---------,---1962
Share of
Rate
Population
Distribution
gain
Center
SMSA's

l/

78%

73%

6%

7%

7%

9%

4%

5%

2,500-4,999

3%

4%

Under 2,500

/..2%

2%

5.1%

25,000-49,999

10,000-24,999

5,0()0-9,999

.........................
.......................
........................
.......................................................................•.......................
.......................
............
..........................................................................................................'.........
.........................

5.3%

5.0%

0

2

4

Percent

Data Represent Social Security Coverage as Listed in County Business
Patterns Reports for Respective Years,
l/ As Designated by the Bureau of the Budget, May 1, 1967.
Figure 4
Though time is running short, what also needs
emphasis are the restraints placed on current growth
in the Northeast by (1) prior preemption of much of
the usable land in the part of Megalopolis within
the region, and (2) limited areas suitable to begin
with for industrial, residential, and related purposes in the Pittsburgh-Upper Ohio Valley area.
INDUSTRIAL DECENTRALIZATION
Starting with the first factories to spring up
in Boston and other centers in early New England,
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gains were recorded were in the North Central re-gion and the South., In the Northeast, expansions
were limited to local pockets of growth, a pattern
also typical in the West's nonmetropolitan areas.
Because problems of acquisition of space are
likely to impose more serious constraints on future growth of metropolitan areas, the process undoubtedly will accelerate rather than dimish or
level off in forthcoming years.
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The Distributions of Income and Consumption and Their Effect on Economic Growth
by
Paul Jonas and Hyman Sardy
University of New Mexico and Brooklyn College

Introduction:
income equality. In the case of income inequality the curve must lie to the right of the 45°
line, but it must touch the 45° line at the two
extremes. The Engel curve is constructed on the
same ax1!S, However, we plot the percentage of income spent on consumption corresponding to each
income class. The curve will be downward sloping
and asymptotic to both ax.eli! indicating that as an
individual's income increases hg spends a smaller
percentage of it on consumption and that an individual with ~ero income spends an infinite proportion of it while an individual with infinite
income must spend a non zero proportion of it on
consumption.

A more equitable distribution of income has
been an often stated objective of the United
States. At the same tille economic growth has
also bein rortra.yed as a major economic goal.
Freelll&ll, and others have questioned whether or
not these t~ goals are lllll.tually exclusive,
Kindleberger has claimed that, in developed
nations, a more equitable distribution of income
will lead to a lower rate of savings and thus to
a lower rate of economic growth.

There is a well known theorem in economics
which states: "If we accept the maximization of
consU11er satisfaction as desireable, and individual utility functions for money were decreasing and identical, then absolute income equality
would be an optimal result in light of this goal~
Friedman and Savage4 have argued that there is
little reason to believe that all individual
utility functions for money are identical. Hence,
the goal of a more equitable distribution of income has not, as ye
been justified on other
than moral grounds.

The question that is being asked is: Does
the Lorenz Curve dete:nnine the Engel Curve (i.e.
given a shift in the ihcome distribution can the
effect on the consumption distribution be predicted?) If the aforementioned relationship is
found to exist, two important policy irr.plications
may be derived. First, that we can control spending by controlling the distribution of income.
Second, that there exists an optimal income dis tribution which will maximize the rate of economic growth.

5,

The thesis that a more equitable distribution of income will lead to a higher rate of
havings is the hypothesis which will be examined
empirically. To verify the thesis we propose to
test for the existence of a relationship between
the distribution of incoae and spending. If consumer spending iacreases as the income distribution becomes more equitable, then the hypothesis
would be rejected, The hypothesis would also be
rejected if more equality in the income distribution has no effect on these rates of savings and,
therefore, growth.

Previous Studies:
Kuznets? has developed the hypothesis that
the personal income of a region is more equally
divided in the more maturely developed region.
Therefore, many economists have come to question
whether the state of economic development is a
reason for income equality differences between
regions and nations. The important work of
Kuznets goes directly to the core of the problem
of the relationship between consumption and income distribution. He points out that consumption is lower in the high income than in the low
income countries. However, he concludes that
"changes in the size distribution of income on
long term trends in the level and structure of
consumption are likely to be more moderate than
those of the changes in technology, organization
and values, 118

The aforementioned objectives imply that
there is a causal relationship between the Lorenz
and Engel Curves. The Lorenz Curve, (which is
nothing more than a cUlllulative frequency distribution), is constructed by dividing income receiving units into classes of ascending income,
(the X axis of a Cartesian plane), and plotting
the percentage of total income received, which
corresponds to each income receiving class, (the
Y axis). A 45° line defines the line of absolute

Aigner and Heins9 tested the Kuznets hypothesis in the United States using census data for
1¥,yrick A. Freeman (5), Pg. 496

6This is known as Engel's Law fl[ter the German

2c. Kindleberger (14),
3o.s. Watson (28), Pg.

Pg. 98
60
4M, Freidman and L.J. Savage (7), Pg. 279
M. Freidman (6)
5B. DeJouvenel (4)
* The authors would like to thank Michael
Sesnowitz for his assistance with this stuey.

economist Ernest Lorenz Engel.

7s. Kuznets (16)
- - - (17)

(15)
Kuznets (16), Pg. 58
9n.J. Aigner and A.J. Heins (1)

8s.
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1960 for all states except Alaska and Hawaii, as
well as a number of qualitative non census variables, Significant variables in determining the
distribution of income were: mean family income,
the percentage of the population which is white
and the percentage of the population employed in
mining and manufacture. The study did not consider the effect of these variables on consumption changes. Aigner and Heins wen, able to say
that economic development brings about equality
in income and may be a harbinger of social justice,

There is reason to believe that explanation
number five may have some valiijty in light of the
studies we have cited, Miller has shown that
the distribution of income in the United States
has changed very little between 1944 and 1961
while a rate of economic growth in excees of three
percent per annum can by observed. A study of
India by Ojha and Bhatt 3 argues that the distribution of income in In<lia is more or less similar
to the patterns in some of the developed countries,

It is interesting to note that in the same
journal issue in which the results of Aigner and
Heins· study were presented, was a stu% on the
same topic by Al-Sa.marrie and Eiller.
This
study concluded that the important determinants
of income inequality among the states in the
Ur..ited States for 1959 were; percentage of nonwhite persons in residence in the state, civilian
employment as a percent of civilian population,
labor earnings in agriculture as a percent of
total labor earnings, and median school years completed by persons 25 and over. These results corroborate Aigner and Heins with the exception of
the school variable, The Aigner and Heins study
included as a variable median school years completed, wnich was significant at the 9(JJ, level,

a function of the difference in the methodologies

The first four explanations may be viewed as
employed in the studies. The effect of time in
this problem has sometimes been considered by the
use of time series analysis as suggested by Kuznets.
However, this type of analysis is open to the criticism that it permits the paradox to become less
clear because of raany unaccountable factors.
Cross sectional or longitudinal studies such as
the ones by Aign~r and Heins and the study of
Al-Sama.rrie and Miller overcome the time problem
and permit one to come directly to grips with the
paradox. It is for this reason that we have chosen to develop our analysis through the use of
cross sectional data,
Procedures of this Investigation:

Important questions can be raised if these
observations are correct. Kuznets 11 has shown
that only the upper income groups save, All the
aforementioned studies claim that as development
takes place the distribution of income tends
toward equality. Clearly we are left with a paradox that can be stated as follows: Since the high
income individuals will have most of the savings
and use it to acquire the income producing assets
when a country is underdeveloped, how then can the
process of development cause a greater proportion
of the income to be allocated to the low income
individuals? Some possible explanations of this
paradox are as follows: 1) The structural shift
from agriculture to industry dilutes the value of
the asset holGings of the high income groups during the process of development; 2) The political
system reallocates the income more ~quitably as
development occurs; 3) There is no relationship
between those who finance development and those
who benefit from development because of technological change; 4) Ch11.11ges in the level of income
have enabled lower income groups to save and acquire some income producing assets which have led
to a more equal distribution of income; 5) The
studies are inaccurate.

The Bureau of Labor Statistics has collected
seven sa;aples in various years in which data on
consumption expenditures is arranged by income
class. However, these samples were not always
taken from the same type of population which means
that our data are not strictly comparable. The
universe from which the sample for 1901 was taken
in principal industrial centers in 33 states and
consisted only of normal families, where nol'll\al
family was defined as follows: 11 A husband at work,
a wife, not more than five children and none over
age 14, no dependent, boarder, lodger, or servants,
and had expenditures for rent, fuel, lighting, food,
clothing and sundries, 111 4 The 1917-19 sample was
taken from cities of all sizes but it was restricted
to white workers, families with at least one child,
In 1934-36 the sample was taken from families of
employed workers in cities of 50,000 and over. For
1944 and 1950, the sample was drawn from all families in cities of 2,500 and over and in 1960 and
1961 it was taken from all consuming units (i.e.
single consumers acting as a consuming unit as well
as faxdlies) in urban areas,
The differences in populations selected and
studied in each survey are the result of the changing purposes of the investigation and of advances
in sampling technology, Since earlier surveys

10A. Al Samarrie and H.P. Miller (3)
11Kuznets (16)

12J.r.P. Miller (21)
13P.D. Ojpa and V.V. Bhatt (23)
There are difficulties with this study; see
comment on it in the American Economic Review
of December 1965,
14Bureau of Labor Statistics (26), Pg. 219-20
(27)

362

First the trapazoidal rule was used such that for
any coordinates XiYi, Xi-1 Yi-1 the coef!icient
became (1)
A%, ( tifL.,. Yc.•I)
Second, our equations for the Lorenz Curve we~
put in g<;>lynomial form (i.e. Y= b0 + b1x+ b2x •••
-.+ bnX) such that the area would be calculated
by direct integration (the area from f from Oto
= / ' {'(K) d1t. .) The coefficient would be
bounded by the values O and 1.

included only workere, the low incomes of the unemployed and the destitute were excluded, thereby
giving these distributions a bias toward income
equality. However, since we are not investigating the movement in the National distribution of
income, but rather how the movement affects
spending; the data are adequate. The Lorenz and
Engel Curves are constructed from the same populations and hence, the difference in samples need
not affect our- results. The study mizy be limited
by the fact that, since these particular populations are so constituted, the different samples
will act in contradictory ways when their relative
income changes.

1-J,

Solotow19 has shown that inter-class changes
in the income distribution would yield the same
concentration coefficients and therefore, the Gini
statistic would ignore these distribution changes.
If it were possible to calculate concentration coefficients for the individual classes this would be
a better procedure, however in this 11>tudy it was
not possible to do so, since the data was not appropriate, and Solotow 1 s criticisms apply, This
is an important limitation of the study results.

The Lorenz Curve was constructed from this
data by dividing the number of families in each
class (fi) by the total number of families (N),
in the sample. This gives us the X axis - the
percentage of families in each class. By dividing the total income in each class by the agreggate income over all classes we got the Y ads.
(Actually the Y axis is the product of average
annual money income and number of families (gi)15
in each class divided by the summation of the
product of average income and the number of families in each class.) Therefore, the X variable
can bJ e nrused by f/N. The Y variable is
figi/" 0 c ~~ figi
Figure 1a represents a
Lorenz Curve ror~this data.

The Engel and Lorenz distributions can be
expressed algebraically by fitting curves to the
data by double precision least square procedures.
The Engel distribution sheuld be exp;essed in
double ~oqarithmic form as Houthake~ O and
Iyengar- 1 'suggest, since the curve will be asymptotic to both axes. Engel distributions can also
be expressed as concentration distributions and
consumption elasticities can be computed directl~2
according to the i.irocedures described by Iyengar.
Figure le illustrates a consumption concentration
curve for 1960. ~oncentration coefficients for
these consumption concentration curves were also
calculated by the aformentioned methods.

1

The X axis for the Engel distribution is
identical to the X variable in the Lorenz Curve.
The Y variable is defined as otal expenditures
for current consumption (01)
divided by avera~e
annual money income for each class ,, (i.e. ci/gi).
Figure 1b represents an Engels curve for the same
data.

15

The Engel distribution h ...s been expressed in
terms of the Lorenz distribution by regressing the
percentage of income consumed, (which is the Y
axis of the Engel curve), as a function of the percentage of income received, (which is the Y axis
of the Lorenz curve). The X axis is transformed
into logarithmic form so that the percentage of
income spent on consumption shows the requisite
asymptotic behavior.
The percentage of income
received, (which is the Ya.xis on the Lorenz curve),
was also regressed with the consumption concentration distribution axis which describes the percentage of income allocated to consumption. The form

The measurement of income inequality was
calculated as the area bounded by the 45° line and
the Lorenz Curve over the area of the triangle
formed by the 45° the X a.xis and a perpendicular
drawn from the highest point on the X axis to the
highest point of the Y axis. In particular, the
measurement of iny~uality, called the concentration coefficient,
was estimated by two methods.
15Income is defined as average annual income after
poll, income and personal property taxes.
16The B.L.S. definition of Consumption is as follows: Food; alcoholic beverages; tobacco; hous~
ing; fuel; light, and refrigeration; household
operation; furnishings and equipment; clothing;
automobile; other transportation; medical care;
personal care; recreation; reading; education;
miscellaneous. See reference (27). This definition of consumption does not confonn to the
definition of many economists such as Friedman
(8) p. 40. The 1901 data reported only class
income; the 41verage was taken by the class mtdpoint method where the open upper end of$1200
and over was assigned the value $1250.

17we are familiar with the fact that our Engel curve
differs slightly from the "classic one 11 developed
by Houtha.ker (10).
18This coefficient is sometimes called the Gini
coefficient. See reference ( 9).
19soloti,w ( 24)
20iiouthaker, H. (11)
21 ryengar, N.S. (12)
22ryengar, N.S. (13)
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used was linear, with the dependent variable
being the Y axis of the consumption concentration
distribution.

the slopes all negative. In all years except
1917-19 the lowest twenty percent of the income
earners spent a greater percentage on consumption
than they ea.med as income. The war year 1944
showed the least proportion of income earned
being applied to consumption. In all cases the
variance accounted for by regression exceeded
eighty-three percent.

Consumption concentration oistributions
were also expressed as functions of the Engels
curve. The log of the percentage of consumption
(Ya.xis of consuniption concentration distribu~ions) was regressed on the percentage of income
consUJ11ed. This approach gives the relationship
between the consumption and distribution of income in two concentration curves which are compatible.

The relationships between the Lorenz and
Consumption Concentration curve are given in
Table two and Figure four. For the year 1960 results in equation form read as follows:
Percentage of Total Consumption=
.0211 + 1.0059 (Percentage of Income Earned)
± .0151

Findings:
Derivation of the Engels distribution was
undertaken in the aforementioned manner. The
income elasticities of consumption were computed
over each class change in each year and Engels
Law, (i.e. that the percentage increase in income
will be greater than the percentage increase in
consumption) is confirmed in all but two of the
sixty cases. The movement from the next highest
to the highest class in the 1934-35 distribution
and the movement from the third lowest to the
neA-t higher, in the 1960 data, did not conform to
Engels Law. In all cases a fourth or fifth degree
logarithimic polynomial with negative coefficients
was significant enough to explain in excess of
ninety five percent of the variation.

The percentage of variation of the Y axis accounted for by X was ninety-nine percent or more,
with the exception of 1944 when it was eightyeight percent. The regression curves approximate
45° lines with the exception of the 1944 results.
The deviation from the exact 45o line suggests
that there was less consumption inequality than
income inequality.
Table three and Figure three show the relationship between the Engels and Consumption Concentration curves. The results for 1960 in e~uation form are:

Application of least squares polynomial to
to fit the Lorenz data resulted in fourth, fifth
and sixth degree polynomials in order to account
for over ninety five percent of the variation.
Least square polynomials of the fourth, fifth and
sixth degree were also necessB.ry to explain over
ninety five percent of the variance in the consumption concentration curves.

Log(Percentage of Total Consumption)=
1.9117 - 2.5210 (Percentage of Income Consumed)
± .2980
All coefficients were significant at the one percent level and the regression accounted for between eighty-one and ninety-four percent of the
variance of the dependent variable. The regression
coefficients indicate that, regardless of the percentage of total consumption of any group, the
class tended to consume nearly the same proportion
of its inccme.

Table 1 and Figure 2 show the regression
results when the Engel Curve is considered a
function of the Lorenz Curve. Table 1 is read in
the following manner (using 1960 as an exaraple):
The percentage of income consumed when the income
class has earned a tenth of a percent of the income is given by the value of the Y intercept (b0 )
which is .?838. The slope of the curve is given
by the regression coefficient b1 and the standard
error of this coefficient is given as the value Sb•
Risa Pearson product moment correlation coefficient and RMSER stands for the root mean square
error of the residuals. The regression line for
1960 in equation form is:

Concentration coefficients for the Lorenz and
Consumption curves, the Marginal Propensity to Save
and the Rate of Economic Growth are presented in
Table four. Income inequality, as defined by the
magnitude of the Gini coefficient, remained fairly
constant from 1944 to 1961. It is surprising to
note that the Gini coefficients are appreciably
higher in the later years when compared with the
earlier years. Before a conclusion that inccme
distribution has become less equitable over the
years can be drawn, it should be remembered that
samples used to derive early Lorenz curves were
more homogeneous than those used to develop the
later curves. The earlier samples were drawn from
workers families only, while later samples included
all consuming units (even the unemployed). The
Lorenz Curves exhibit a probable bias toward e1quality in the early years.

Percentage of Income Consumed=
.7-838 - .3247 Log (Percentag& of Income Earned)

± .0362

All coeff:ic ients were significant at the one per-

cent level with the Y intercepts all positive and
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TABLE 1
RELATIONS!-iIF BETWEEN THE ENGELS AND LORENZ CURVE
(Percentage of Y consumed)= bo + bl Log ( Percentage of Income Earned)
R*

Sb

RMSER

YEAR

bo*

b1*

1901

.8359

-.2676

.0298

.9431

.1095

1917-19

.8679

-.0764

.0144

.9215

.0235

1934-36

.9245

-.0995

.0003

.9733

.0204

1944

.4815

-.6584

.1051

.9212

.2798

1950

.7098

-.7719

.1326

.9104

.3059

1960

.7838

-.3247

.0362

.9536

.0889

1961

.9230

-.1224

.0652

.9262

.1603

-1~

All coefficients are significant at the one percent level
ffi,!SER = Root Mean Square Error of the Residuals

TABLE 2
RELATIONSHIP BETWEEN THE LORENZ AND CONSUMPTION CONCENTRATION CURVE
(Percentage of Total Consumption)= b0 + b1 (Percentage of Income Earned)

R*

ID>IBER

YEAR

bo*

bl*

1901

-.0153

1.0277

.0279

.9963

.0279

1917-19

.0089

.9977

.0071

.9998

.0071

1934-36

.0092

.9975

.0056

.9998

.0056

1944

.2527

.8331

.1161

.9383

.1161

1950

.0259

1.0075

.0176

.9989

.0176

1960

.0211

1.0059

.0151

.9990

.0151

1961

.0227

1.0026

.0146

.9991

,0146

*

Sb

All coefficients significant at the one percent level
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A comparison or the concentration coefficients tor the consumption distribution and the
Gini coefficients show that the consumption inequalit7 is always leas than the income inequalit7.
Thia suggests that low income groups are not doing
aa badl,- in their consumption or goods as their
incomes would suggest.

Over eight7-two percent of the variation in the
consumption concentration curve is accounted for
by the Lorenz curve. The correlations or these
concentration coefficients with the marginal
propensity to save and the rate of economic
growth is not significant.
Conclusions:

Table five is the Pearson product 11.oment
correlation matrix of the measures in Table tour.
As expected, the correlation between the Gini
coefficient derived b7 the trapezoidial rule and
that derived by direct integration was .9824 which
is significant at the one percent level. Both
Gini measures correlate highly and significantly
with the consumption concentration coefficient.

Our most important finding is that there ia
relationship between the Engel and Lorens
curves. The distribution or income is shown to
be a determinant of the proportion ot income that
goes to consUllption. As proportion or income received by soae class of individuals increases the
proportion that is allocated to consumption decreases and personal savings increases.
a
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INCOME.

TABLE 3
RELATIONSHIP BETWEEN 'IHE ENGELS AND CONSUMPTION CONCENTRATION CURVE
Log (Percentage of Total ConsUlllption)

= b0 + b1

YEAR

bo*

b1*

Sb

R*

1901

2.1143

-2.9988

.3634

.9338

.3780

1917-19

9.3551

-10.8557

2.0803

.9192

.2809

1934-36

8.5235

-9.2459

.7864

.9723

.1980

1944

.3484

-1.0297

.0519

.9023

.0988

1950

.5928

- .8470

.0952

.9584

.1863

1960

1.9117

-2.5210

.2980

.9484

.2492

1961

1.0237

-1.6152

.2613

.9093

.3140

*

(Percentage of Income Consumed)

RMSER

All coefficients owe significant at the one percent level

TABLE 4
CONCENTRATION COEFFICIENT 1 MARGINAL PROPENSITY TO SAVE AND RATE OF ECONOMIC GR01,,,'l'H
YEAR

GIN! COEFFICIENTS FOR THE
LORENZ CURVE: DERIVED BY
TRAPEZOIDAL
DIRECT
INTEGRATION
RULE

CONSUMPTION
CONCENTRATION
COEFFICIENT

1901

.1660

.1631

.0649

.0507

1.0

1917-19

.1508

.1449

.0645

.1017

5.9

1934-36

,1892

.1869

.0825

.0363

10.4

1944

.3158

.3567

.1084

.2281

- 1.6

1950

.2902

.2844

.1101

.0249

7.9

1960

.3250

,3199

.1334

.0791

2.0

1961

,3328

.3281

.1.367

.0961

6.6

MEAN
STANDARD
DEVIATION

.252~
.0746

.2549
.0810

.1001
.2786

.06,'.32

.0881

4.6

TABLE 5

RATE OF
ECONOMIC
GROWTH

MARGINAL
PROPENSITY
TO SAVE

3.9

INTERCORRELATION MATRIX OF THE CONCENTRATION COEFFICIENTS, MARGINAL
PROPENSITY TO SAVE AND RATE OF ECONOMIC GROw'l'H

1.

GINI COEFFICIENT BY TRAPEZOIDAL RULE

2.

GINI COEFFICIENT BY DIRECT Il!TEGRATION

3. CONSUMPTION CONCENTRATION COEFFICIENT
4, MARGINAL PROPENSITY TO SAVE
5 • .RATE 01 :&JO)l(J(IC GBOWI.'H

1

2

.'.3

1,0000

.9824

.9646

•.3512 -.2.'.355

1.0000

.9066

.4974 -.3420

1,0000

.18,'.38 -.0697

4

5

1.0000 -.6803
l.0000
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A most surprising fin4ing is that the
:marginal propensity to save in the econo117
showed no relationship to the income or the
consllllption distributions. We might offer as a
possible reason the faet that personal savings
is only a oomponaat of total savings. During
the years 1901, 1917-19, 1944, 1960 and 1961
personal savings accaunted for over 6<JJ; of the
total savings; while in 1934-36 and 1950 it accounted for less than 32%. This can be interpreted to mean that savings by business, government and through foreign trade have tended to
vitiate the effect of personal savings on the
total investment in a given period.
The most disturbing finding was that all
or the variables correlated negatively with the
rate of economic growth. A particularly high
negative correlation between economic growth and
the •arginal propensity to save can be interpreted
to •ean that the aggregate demand for goods tended
to have a greater effect on economic growth than
the quantity or savings. Another possible expla.n<tion is that there were forces, such as government,
which tended to reverse the flow of savings when
it was felt that individual savings were too high.
It should be pointed out that the correlations were run on time series and that the relationships between the cohorts invo:\ved and the
movemeats in the econo117 were probably affected
by IUJV other variables. However-1 if our data
are representative, then our ujor conclusion
u.y be stated as follows: While the distribution
or income determines the proportion of consuaption and, hence, personal savings in a society,
there would appear to be no relationship between
this pheno•enon and eoononc growth. We reject
the hypothesis -tha t •ore equality in the distribution of inco•e would le$-d. to a higher rate of
eoonoa.ic growth.
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INVESTMENT, PROOLCTION, ANO THE COST OF FUNDS
Robert W. Resek*
A great deal of research on investment behavior has been conducted in
recent years. This research has improved both the level of theory known
about investment and the degree of empir
ical knowledge concerning the specific
relevance of the theory. A great deal
remains to be discovered concerning this
subject. This paper primarily seeks to
find better methods for employing statistical data available and in the process develops new estimating models of
investment and new estimates of the
structure underlying investment. In
particular, this effort is concerned
with utilizing data which have not been
extensively analyzed. Within this constraint, a new form of estimating model
is developed from neoclassical production theory. The estimation procedure
emphasizes the acquisition of two types
of information. Specific estimates are
made of the nature of the underlying
production function. These estimates
provide measures of the elasticity of
substitution and the speed of technical
change. In addition, emphasis is placed
on determining the importance of financial variables and the cost of capital.
These results indicate in a preliminary
way not only what variables are important, but also the mechanism through
which they operate.

nearly any recent empirically employed
investment theory may appear within it.
First, a general production function is established:
Q =

where

f'(X,L)

Q = Output,

X = Capital Stock,
and

L = Labor.

One could proceed directly using
this function, but at some point a more
specific relation seems essential in
order to give meaning to the results.
We choose to employ a generalized CES
type production function. Thus:

(1)

Q = [~e-11:t

x-TJ

+ 7e-At

L-f1-1/e.

This function allows more generality than customarily found in such
models by allowing explicit variation
in the coefficients of capital and of
labor and in allowing different exponents for the factors. In fact, it does
not have constant elasticity of substitution unless TJ = ~.

The first major section develops
the theoretical model, which is then
transformed into a form suitable for
estimation. The relation to previous
work and the implications of coefficients are discussed. Brief sections consider statistical and data problems.
Finally, the estimates are presented and
their implications are discussed.

In considering equilibrium quantities of factors, we require factor and
output prices. Since labor and output
are measured as a flow of services and
of goods respectively, the appropriate
prices are the wage rate and price of
output. In contrast, capital is measured as a stock but its services in production are a flow. Thus we require the
price of the flow of services froT capital or the owner cost of capital.
The
owner cost is a function of the price of
capital goods as well as the depreciation rate, the interest rate, and other
financial variables. Under pure competition, the marginal product of capital
must be proportional to the ratio of the
owner cost to the output price. We permit imperfect markets to the extent that
we require only that these ratios be
proportional to each other:

Theoretical Model
The model of investment behavior
follows in its general structure a number of models which have recently appeared in the literature. Nevertheless,
it is novel in providing direct information about the production function and
the nature of technical change. The
model is built from a standard neoclassical framework. Because this framework
is constructed in a broad fashion,

l Jorgenson called the equivalent concept the user cost of capital /11/, but
Tobin gives a convincing argument for
the phrase •owner cost• /187.

*Associate Professor of Economics, University of Illinois, Urbana. This work
was conducted with the support of the
Department of Agricultural Economics,
University of Illinois.
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(2)
where

where q = price of capital goods,
c*

o = depreciation rate, and
r* ~ interest ~oat,

owner cost of capital, and
= price of output.
~

p

This is similar to the form used by
Hickman /7/ and Jorgenson /8/ (ignoring
taxes). Some writ¼ngs in corporate finance and economics argue that the interest rate may be a function of the financial structure of the firm.

The marginal product of capital is:

(3)

oQ,

:a

ox

(ri/e) f3e~t Q(l+e) x-(1+11 )

Hence

From (2) and (3), we find the desired capital

(8)

stock:
(4)

r

p

= aQ (c*/p)

where

and

V

=

(1 + e)/(1 + 11),

V

=

(-1)/(1 + ri),

..

(f3111t/e).v

I

=

J.

2

.£...:..!.
A

The last two terms are financial
variables. Fis the volume of internal
funds, while Dis the amount of debt
held by the firm and A is the total
assets. The last term was originally
suggested by Duesenberry /3, p. 95/ and
employed by Resek /16/. Its numerator
is presumably what the debt would be at
the end of period if all funds went to
retire debt. Thus the ratio indicates
the forecast level of end of period
debt relative to assets.

.

In order to construct a production
function, an adjustment mechanism is
established. We may say investment is a
function of the difference between desired and actual capital:
(5)

= a.Fi + b F + b

R = true interest rate on c:irµcrate bonds,

IWt
e
,

p

a

r*

Hence we have:

g(x* - X)

D • F)
c* = q ( 6 + aR + b:r.F + b 2A •

or a function of the change in desired
capital:

(9)

(6)

Linearizing the model and assuming
that the function h in equation t,)
involves no other variables, we have:

I

=

h(~*) •

The functions
and
may depend on
variables relating to the availability
of funds. Equations (L/ J and (S) or ('f)
and(~) provide our investment mechanism.

(10)

* eKvt].
I = ao + b A [a Qp (2...)V
0

p

Despite the use of linear relation~
this equation is extremely non-linear
and no present estimation technique
would serve us well. Some substantial
simplification must be made to the modeL
We will proceed by approximating the
discrete first difference in the accelerator model by the derivative of desired capital stock.

Development of Estimable Eguall2.!2!
The theoretical model spelled out
here is not in a form suitable for statistical estimation. To accomplish this
we must specify the owner cost of capital, choose the adjustment mechanism we
wish to employ and specify its functional form, and transform the model to
a linear form.

Writing (qJ more explicitly, we
find:

The owner cost of capital may be set
equal to price of capital goods multiplied by the sum of depreciation and
interest. Hence:

2 In particular see Quesenberry /3, p.
87-112/, Gordon /5, p. 217-223/, and
Solomon /17, p. 246-247/. An alternative point of view is in Modigliani and
Miller /15/.
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for X~ . A second alternative would
have employed an accelerator mechanism
but the Taylor expansion would have
been applied directly to the series for
X.,. and the first differences of this
result would have been found. Variations could be applied to any of these
models. The Taylor expansion could
logically have been around other more
likely values such as ,a .. p = 1, v = -1.
a:x•o.
• Finally
a sequential process could be employed,
altering the fixed values used in the
expansion at each step until final specific values are found.

>y

I

For the present we omit

1-

o-F

r

and

from this equation for simpli-

~

city in the presentation.
We can find the change in desired
capital:

V "'

One major alternative estimation
form has been available to all investigators but has not been employed. If
one assumes decreasing returns to scale,
output and the inputs are simultaneously
determined by the owner cost of capital,
the wage rate, and price of output. It
would be inappropriate to include output
as an explanatory variable for it is
simultaneously determined with capital.
Indeed the presumption that output is
fixed and then capital is adjusted to
this level requires some additional
assumptions. One could assume there are
monopolistic elements in the market for
final product along with relatively constant cost of production. Output is
determined to maximize profit and capital is determined to optimally produce
this output. These assumptions may fit
the U.S. economy. Alternatively one may
assume that output adjusts rapidly to
changing prices but capital adjusts
slowly. This too may be realistic. In
either way output as an explanatory variable may be justified.

q/p •

Clearly, nonlinearities are still
present to a very large degree. This
equation can be simplified by use of a
Taylor expansion on a, p, v, a,
and X • The expansion should employ
close approximations to the true values
of the variables to be valid. We assume
here that all of them are zero except
oc
which is 1. In addition we employ
only the initial terms in the series.
Each of these assumptions is probably
far enough from correct to invalidate
any specific coefficients that arise.
Nevertheless, the gualitative impact
indicating the relative importance of
variables is the most relevant issue and
will be unaffected by these assumptions.
The Taylor expansion gives us: 3

(13)

y

=

p(Q'/Q)

+

v(v•/v)

From this discussion, one sees the
necessity for our assumption that marginal cost of capital is proportional
to the price ratio but not necessarily
equal to it. Equality of these is based
on competition, which in turn may be
inconsistent with the use of output as
an explanation variable.

+ (aV/5)R' + KV

Clearly many alternative developments of this model could have been
followed. In particular, the capacity
adjustment model could have been employed. In this case a Taylor expansion
would be applied directly to the series

Several additional steps must be
taken in reaching the appropriate model
for estimation. First F and
(D. F)/A
must be put back in these
equations (from equation B ). Second
the model to this point applies to net
investment, yet the available data refer
to gross investment. We assume the difference between net and gross - that is
depreciation - is proportional to capital stock. Finally, we must develop the

3 The Taylor Expansion in fact employs
the variables a, p 1 v, a, (Va),
and (KV) •
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reaction mechanism and specific functional form of the function n from
equation(~) • We choose a form which
includes the effect of the funds variables, yet retains a linear function to
be estimated.

but not requiring the latter to be equal
to one, the model arises from a standard
CES production function with constant
returns to scale. This additional generality leads to a model similar to
Jorgenson's but with output and prices
appearing separately. Jorgenson's
results have been interesting because of
the clear importance of price changes.
It is not clear that the coefficient of
prices would be significant if it were
estimated separately from output. Thus,
the Cobb-Douglas assumption plays an
important part in his results.

This gives us:

(15)

Eisner /4/ has employed a distributed lag investment function which
depended almost entirely on output variation. This model too can fit in the
structure provided here by setting ~:: 0 •

d ~ + eF + f(D ~ F) + 5X •

=

I

In this form the first term refers
to the change in desired capital, the
next two refer to the speed of reaction,
and the final term is the depreciation.
On expanding X" one finds:

Meyer and Kuh /14/ developed a
model in which cost of funds and the
interest rate play a role. These concepts enter the present structure in two
ways. First, they affect c* the owner
cost of capital, and second they may
operate on the adjustment mechanism and
affect the rate of adjustment. Either
way, they play a clear role.
Implications of Coefficients

where

g

+

(dkV) + eF + f(D ~ F) + 5X

=

dv/5.

Each coefficient has a particular
meaning for the original model. e and
f are estimated directly and are reaction coefficients showing varying effects
of desired change in capital according
to the level of funds. The remaining
coefficient in the reaction function,
d
, is not estimated. Because it is
the proportion of the change in desired
capital that is required, we expect it
to be close to but less than one, i.e.,

Previous Analysis
This framework can be better understood if we show how functions used by
previous investigators fit into it.
Accelerator type models have long been
employed in explaining investment. If
we set -v = o
and employ equation < 1o) ,
the above model is a pure accelerator
model. The same condition with equation
(~) provides a standard capacity adjustment model.

,S-<d<l.

Two of the estimates, P and 'Ii ,
provide direct information about the
production function. Certain simplifying assumptions will aid in interpreting
these. First we will assume c{ is equal
to one so we have direct estimates of
the coefficients desired. Second, we
must assume the Taylor expansion provides correct estimates even when employing only the first term. These
assumptions are obviously incorrect so
our final result will be qualitatively
correct but we will not have an explicit
quantitative interpretation. Finally,
our CES production function was written
in a very general form. No information
about the exponent of L is directly
available from this investment model.

Jorgenson's well-known models of
investment /8, 9/ also fall into our
model. He assumed a Cobb-Douglas production function. Hence TJ = ~ = e = l.
There is no technical
change, so it = "J-.. = o.
If one generalizes this slightly by
saying it == o
and Tl = ~ = e
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l

d

f

Hence we will assume for this discussion
that the exponent of labor, ,
, is
equal to the exponent of capital, ~
•
This equality is required for the elasticity of a substitution to be constant.

that d and v are both non-zero. In
any case coefficients of a, 61 , ba,
and X will provide only qualitative information. X is part of the coefficient of the constant term and should be
positive if technical change makes capital stock more efficient.

r is the coefficient of Q'/G
If f
is one, there are constant returns to scale while P less than one
implies increasing returns to scale and
vice versa.
f
must be positive or
the equation makes no sense.
Y is
the coefficient of v'/v and is the negative of the elasticity of substitution.
In any reasonable model the elasticity
must be positive so~ must be negative.
v =o
implies a Leontief type production function, while " = 1
is the
Cobb-Douglas case and v = 00
is the
linear production function. The observed coefficients will not allow us to
make specific judgements about the production function in this paper, but may
allow some rough estimates of returns to
sea le from the coefficient of Q' IQ
and the elasticity of substitution from
the price ratio variable.

The coefficients a, bl, and b1.
are part of the cost of funds relation.
Since increased interest rates raise
the cost of funds, (a) should be positive. Similarly increased availability
of funds lowers the cost of capital so
bi
should be negative and b:i. positive. Since (dv) must be negative and
S is positive, the coefficients for the
equations estimated should have signs
opposite those for b, and b~ alone.
£ is an estimate of the depreciation
rate and should be between 0 and 1~
per cent.
The table summarizes the results
expected by the theory.
Distribute!Ll::!g_
A major problem in investment analysis is the distributed lag that exists
from a change in an explanatory variable
to a change in investment. This lag has
been handled in many ways by different
authors. Two factors largely affect the
technique applied here. First, this
analysis employs annual data. Typical!~
recent studies have utilized quarterly
data. In these cases the total lag
structure runs a number of periods. Jor
genson and Stephenson /10/ found a lag

The remaining coefficients for the
cost of funds variables all involve the
term (dv). Thus the coefficient of R'
is (clav/€). The value of a can be
estimated from S and these two estimates. Clearly if (dv) is exactly zero,
the other estimates involving (d~J
should also be zero. If(daY/S) is different from zero but the coefficient of
relative prices, (Jv), is not significantly different from zero when tested
alone, the broader view indicates

Expected Results - Investment Equation
Variable

Coefficient

A

priori knowledge

dp

?;

dv

so

R'

dav/o

so

F'

db;f/'6

2:

ifu,y/o
...

s 0

dKV

?;

0

e

?;

0

T

f

so

X

0

(Q::!)'
A

CONSTANT
F

D-F
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0

0
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averaging about 8 quarters in their work
in which the lag structure and coefficients were estimated together. Howeve~
as pointed out by Griliches /6/, the
estimating technique employed leads to
wide variation in possible time lag
structures. Almon /1/ estimated the lag
in quarters between investment appropriations and realizations. She found a
lag averaging about four quarters for
most industries. This distribution was
estimated independently of real variables. De Leeuw /2/ successfully used
an inverted V type lag averaging 4
quarters.

the annual data.
Because of these characteristics,
most empirical researchers have chosen
to study industry data. It seems likely that the industry data have been so
thoroughly analyzed that no more really
useful results can be obtained before
more observations are available.
The few studies of investment by
firms that have been made have tended
to emphasize industries where substantial economic fluctuations appear. For
example Kuh /13/ studied the capital
goods industry. In any industry with a
high degree of cyclical sensitivity,
substantial variation will occur over
time. Thus the statistical results over
time will have more statistical significance from this type of industry than
from one which does not vary greatly.
Although there is much empirical work to
be done for any industry, those with
little cyclical variation have been subject to little analysis and the food
industry is almost untouched. This industry is very stable through cycles so
should provide new information on the
effect of longer run growth factors on
investment.

For the purpose of the present paper, these lags must be transformed into
years. A one year lag is the same as a
lag of about 3 to 6 quarters. De
Leeuw's work found that only 15% of the
total effect was lagged more than 6
quarters and similarly Almon found no
effect greater than 6 quarters for food
and only 4% for manufacturing. Because
of these results which show a small
effect from lags of more than one year,
we lag all independent variables one
year throughout this study.
Observations Employed
Because this is an empirical study,
the nature of data employed plays a key
role. Investment by firms tends to
take place in big lumps in contrast to
most other economic activity. These
lumps are associated with particular
projects. Thus a large firm may have a
very large amount of investment one year
as a particular project reaches completion and virtually none at all the next
year. There is no easy economic explanation for the exact timing of these
expenditures - indeed our theory will
simply say it is unexplainable. As a
result any analysis which considers individual firms will necessarily be faced
with a very large amount of random variation. In contrast, data for an industry is relatively smooth with a much
smaller amount of unexplainable variation since the aggregation process eliminates most random independent variation.
Data for firms has one great advantage
in that cross section and combined time
series cross section analyses may be
employed. The industry data may only be
studied through time series. Finally,
industry data are now widely available
on a quarterly basis while that for
firms is generally only available
annually. In fact quarterly firm data
would have even more fluctuations than

The present paper employs data
which should yield the most new information. Thus we avoid industry data and
industries subject to substantial previous analysis. We shall employ annual
observations of firms in the food industry. This data should provide interesting results for a relatively noncyclical industry.
The data employed for this analysis
came mainly from the Compustat Service
offered by Standard Statistics Company
which is a subsidiary of Standard and
Poors. Data were obtained for 23 firms
in the food industry for a period of
time up to 19 years. Because transformations involving earlier years were
employed in certain cases, the analysis
was limited to the period 1948-1964.
For certain of the firms, data was
available for less than the entire
period. The following items were taken
directly from this source: Sales,
Investment, Gross plant, Assets, Debt,
Depreciation, Net Income, Common Dividends, and Preferred Dividends. Sales
was used to measure output. This is
commonly done in studies of this nature
although it is clear that cyclical fluctuations of sales and inventory cycles
will affect the results inappropriately.
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The funds variable was constructed by
taking net income plus depreciation
minus the two dividend variables.

and reasonable standard errors are difficult to obtain with such a small
sample size.

Capital stock in Compustat is ~etermined by usual accounting methods. It
was clear on observation that neither
the gross capital series nor the net
capital series was appropriately defined
for use in economic analysis. These
series had large fluctuations and in
many cases the fluctuations seemed
totally unrelated to investment series.
For this reason a new capital stock
series was constructed. The first three
years for gross capital were averaged
and this value was assigned to year 2.
A similar procedure was followed at the
end of the period. Following Jorgenson
/8/ we assumed capital either depreciates exponentially or behaves as if it
does. Thus:

Parallel cross sections are a
second possible analytical technique.
These would provide a good deal of informatiQn not obtainable otherwise.
Unfortunately, the small sample size
(22) is again a substantial problem.
Concerning the sample size two points
must be raised. In many analyses
samples no larger than this are employed
with generally good results. This is
not likely to be true in a cross section
which, because of its nature, has a
great deal of unexplainable variation.
Additionally one may suggest that the
sample should have been broadened to
cover more firms. This of course would
be possible, but for an analysis to
provide meaningful results the firms
should have substantially similar characteristics. We felt constrained not to
widen the analysis in this fashion. In
addition parallel cross sections are
undesirable because not all of our independent variables can be employed. The
interest rate and prices vary only over
time, so are constant for any individual
cross section. Since these variables
are key parts of the analysis, this is a
substantial defect. For all of these
reasons we decided not to employ this
method.

The depreciation rate was determined so that the series would pass
through the two points which were predetermined. The resulting series for
each firm were used throughout the
analysis.
The price of capital is the BLS
series for Machinery and Motive Power
without motor vehicles. This series was
constructed from component series using
appropriate weights. The output price
index was constructed from BLS processed
foods indices in a similar fashion. The
interest rate employed was Moody's Industrial Bond Rate.

The logical step to follow next is
to pool all of the data and have a combined time series-cross section analysis
This type of analysis may provide questionable results because time series
coefficients and cross section coefficients are generally different and have
different economic implications. Time
series vary year by year and the coefficients will tend to indicate short
run effects of the variables. On the
other hand, cross sections have as observations different firms which display coefficients which are the result
of very long run effects operating on
the firms. Thus the independent variables have variation from long run
forces in cross sections and short run
forces in time series. The combined
time series-cross section results will
presumably reflect both long run and
short run considerations. Because we
have annual observations, these will
not be entirely inconsistent with each
other.

Estimation Method
The models developed here are all
estimated through regression techniques.
With combined time series cross section
data such as those employed here, there
are a number of p~ssible ways of employing the idea.
First one may consider parallel time series analyses.
This technique would employ 23 separate
regressions, one for each firm under
consideration. This method is not of
great interest for the results will not
yield anything not easily obtainable
from industry series. Furthermore, each
series will have only 16-19 observations
4 For additional discussion of this see

While the combined analysis will

Kuh /12, and 13, p. 158-188/.
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yield interesting and useful results,
additional steps should be taken to handle the problems mentioned above. The
major problem arises because the level
of activity from one firm to another may
vary greatly. In essence, this argument
states that each firm should be allowed
to have its own constant term rather
than requiring a single constant for all
the firms. This argument implies that
interfirm differences cannot be entirely
explained by the variables employed.
Thus there are necessarily characteristics for each firm which we do not measure. Because these constants are
found for each firm, they will tend to
incorporate the very long run fluctuations. This use of multiple constant
terms may be called the use of dummy
variables or a one way analysis of covariance.

above contains a great deal more information than is used by the least
squares process we employ. The procedure considers only a formal specification of the list of variables and not
the additional information we have about
the sign or magnitude of coefficients.
This additional a priori information
includes, for example, the requirement
that the coefficient of depreciation is
small and positive, the coefficient of
output is positive, and the coefficient
of the price ratio is negative. For
each formal specification, we determine
if the coefficients are consistent with
the a priori information and accept
or reject the specification on this
basis. The resulting stepwise procedure is similar to the method many investigators follow. Nevertheless, it
does not lead to estimates which are
mathematically consistent. Its merit is
that it employs the general a priori
information about coefficients in a
relatively sensible way.

This use of dummy variables may be
extended to include the variations over
time as well as that between firms.
Several variables are now included in
the analysis which vary only over time
and not between firms. There are the
price and interest rate variables.
Clearly there may be some variation over
time that occurs generally across all
firms, but which is not explainable by
these variables. This variation would
be found by use of separate constants
for each year as well as for each firm.
The new constants are perfectly colinear
with the pure time variables so these
must be excluded in this analysis. This
technique is a two way analysis of covariance.

In employing the a priori knowledge we consider first the variables
which are specified in a relatively
rigid form by the model. Depreciation
and output are the two best examples of
this. Other variables are expected to
have significant coefficients but for
these variables alternative functional
forms are completely acceptable. One
criterion employed for inclusion of
these variables was the effect on the
coefficients of the important variables.
A variable is highly suspect which appears in a significant way, but only at
the expense of the coefficient of capital or output.

The entire analysis was carried out
both with one way analysis of covariance
and two way analysis of covariance. One
check on the validity of the results
will be the relative stability of the
estimates between the techniques. In
the estimation process for the analysis
of covariance, we estimated the coefficients using the data after subtracting
the appropriate sub mean from each observation. This technique provides
exactly the correct results where there
are no missing years for any firms.
Some observations are missing in our
data but the results should deviate only
slightly from the exact results and in
any case, the technique accomplishes the
desired goal of providing separate intercepts for each year and firm.

The final equations chosen were:
(T - ratios are in parentheses)
2-way Analysis of covariance:
I "' .029 X + 4.00 Q'/Q
( 4 .14 )
(1.19)
19.40 (D-F)/A
(3 .24)

1-way Analysis of covariance:

I : .026 X + 3.17 Q'/Q

(3.53)

(1.05)

21.86 (D-F )/A

(3.59)

Estimates

2 .23 R'

(2.03}

.27 T
(3.23}

The specification of the model
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time trend variable, it took on the incorrect sign. As a result, the interest
rate was employed in the first difference form consistent with our prior
specification.

The estimates of capital and output
are consistent with our theory. The
capital coefficient represents depreciation and should be between O and 10 per
cent. The values of .029 and .026 reported above are similar to those found
in nearly all models considered. The
output coefficient is related to returns
to scale in the model. While the coefficient is not statistically significant
it is of a reasonable magnitude. We restate that no specific interpretation
can be given to it since the model is a
first order approximation from a Taylor
series. As with depreciation, this coefficient was relatively stable throughout the estimation process.

The model includes variables relating to the availability of funds. The
flow of funds and the debt-asset variable appear in the model both as pure
variables and in first differences.
When estimated in the latter form,
neither variable obtained significant
coefficients. As pure variables each of
them had significant coefficients of the
correct sign. When they were employed
together, collinearity had a significant
effect on the coefficients of capital
and output. While both work well when
considered singly, the F variable created a substantial change in previously
found estimates for capital and output
while the debt-asset variable did not.
Therefore we choose to include the debtasset variable in its pure form in the
model. These results imply that the
financial variables do not operate on
the production function through the
owner cost of capital. Instead, these
affect the adjustment mechanism and presumably they will, in the long run, have
no effect. Of course, this conclusion
is very tentative and awaits further empirical effort.

The coefficient of the price variable indicates the degree of substitution possible in the production function.
The coefficient of V'/V must be negative
or zero for the model to have reasonable
economic meaning. Consistently through
the models estimated, we found that this
coefficient was positive or zero. The
positive coefficient is rejected as untenable with the theory. A zero coefficient implies a production function with
zero elasticity of substitution - a
Leontief type function with right angled
isoquants. To further investigate the
proposition that this elasticity is
truly zero or close to it, we combined
price and output and assumed they have
the same coefficient. This would be the
case, for example, if there is a CobbDouglas function with constant returns to
scale. Rather than considering Q and
q/p separately, we employed pQ/q =Wand
used W'/W as the variable in the equation. This variable behaved very much
like Q'/Q, but consistently contributed
less to the overall explanation and had a
lower coefficient. We conclude that the
coefficient of prices is truly close to
zero and the elasticity of substitution
is small or zero.

Finally, the model includes the
effects of time. This variable does not
appear in the original estimating model
(equation 15) where the importance of
technical change is measured through the
constant term. It is clear however,
that the use of the analysis of covariance requires the constant term to absorb the variation caused by differences
between firms. The underlyin~ importance of time can be seen in {11). The
trend variable which appears in our
final model is caused by the Taylor expansion which assumes the time coefficient is zero. If a positive value were
assumed, each indeiendent variable would
be multiplied bye t • The linear time
is simply an approximationto this function. The level of investment increases
about 2% a year because of this trend.
The effect of the production function
depends on the exact value of the elasticity of substitution (which we have
shown to be small). For a value of this
elasticity of .5, capital saving innovations occur at the rate of about 4% a
year. For smaller elasticities, the
rate of innovation is higher. Of course,
we have no estimates of the rate of

The change in the interest rate appears in the model and through all models
estimated had a significant, negative
coefficient. We conclude that the interest rate really affects the owner cost
of capital and additionally that the
elasticity of substitution is not exactly
zero for if it was, this interest variable could not be significant. Because
traditionally models of this type consider the interest rate directly and not
its change, models employing R were also
estimated. The coefficient was significant and with the correct sign; however
it was unstable and in models without a
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labor saving innovation.

ton, 1965.

Summary
The model of investment behavior
presented here emphasizes the effect of
the production function on investment
and the use of investment analysis to
discover information about that production relation. We found for the food
industry that the elasticity of substitution is very low. In addition, capital saving technical change occurs at a
rate of at least 4% a year. The financial variables are an important element
in investment but we found that internal
financial variables do not appear to
affect the cost of capital. They do
play an important role in specific timing of investment.
All of the results are very preliminary and apply to the single industry
studied. Future work should emphasize
first, utilization of similar methods to
find whether other industries show similar results, and second, additional
efforts to determine more about the role
of financial variables including a complete model of the variable lag structure.
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BUSINESS FORECASTING:

THE PREDICTIVE VALUE OF STATISTICAL DATA

Othmar w. Winkler
Georgetown University
School of Business Administration

example, how useful can a census of retail establishments be to a forecaster
who must rely on it as the only available
information years after the census had
been taken? It should be easy to see
that there is a point in time beyond
which any statistical figure has ceased
to be of value in assessing a current
business situation and its future. The
assumption of continuity in patterns and
relationships which underlies every forecasting method must also be understood in
the light of this basic fact.

"Some kind of gift -- in the christian
vocabulary it is called grace -- is
always needed to make projections from
the known to the unkx:iown"
)
1
Morris L. West

1. Introduction
I will not concern myself with
forecasting methods, but with the statistical data-inputs. More precisely,
with their predictive value. When forecasting models are discussed this matter
is commonly referred to as the 'lack of
precision of the data' or apologetically
as 'the influence of a large human factor in forecasting•. 2 >

The forecaster is like an observer
standing on a bridge over a big, flooded
river, looking downstream. From the configuration of objects floating on that
river -- uprooted trees, house-roofs, etc.
-- he tries to anticipate what the next
scene underneath him will look like. He
will rely more heavily on the recent
changes in the picture than on the more
distant scene further downstream in forecasting what surprises the river will
bring next. Similarly a good part of
forecasting consists in understanding the
past, tracing down the historic roots of
the economic forces that are responsible
for the present state of the situation in
order to extend these into the future.
This lies at the heart of the matter~
roughly stated, one cannot forecast into
the future further than one can trace
the development of the present situation
back to its beginnings in the past. The
forecaster must view his timeseries
dynamically and pay more attention to
the newest figures than to the older ones.
In fact he can limit his attention to a
certain time-span that keeps constantly
advancing as time moves on. He should
not conceive of an economic timeseries
as an ordinary climbing vine that continues to grow at the tip of its stem
while being fully alive in all its
parts. Rather he must conceive of it as
one of those rare creepers the older
parts of which die off gradually while it
continues to develop new leaves and roots
at the tip of its stem with which it
clings to and feeds on the new ground.
In short, the forecaster must not burden
his work with data that have become

The term 'predictive value' is
sometimes understood to mean the ability
of one time series to give advance
notice of changes in another series
which lags behind. 3 )I am using this term
in a broader sense, as allowing to
anticipate future business developments
in the data of other as well as the same
timeseries.

2. The Forecaster and the Past
Every statistical figure has a
fixed relationship to a certain point in
the development of a business situation.
As that situation develops the analyst
must keep abreast of the changes with
the help of new data. When a statistical figure is delayed, the situation
described by it will correspond to the
present state of affairs only to the
extent to which that situation has not
changed. Usually something of its
relevance for describing the current
situation got lost. Imagine for example,
how useful the time series of the index
of industrial production would be to a
forecaster who at years' end receives
the August figure as the latest available
datum. How well would he be informed
about the production situation of December? how useful would that time series
be in a forecast for the first semester
of the following year? To use another
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irrelevant for his purposes.

3. Statistical Obsolescence, its causes
and Measurement
Forecasters have long recognized
the need for rapidly available figures
and were willing to trade off loss in
descriptive value against incompleteness. 4 )
So far, however, it has not yet been
fully understood that economic data
expire like medicines, without regard to
original cost. The process of obsolescence, the fading-out of descriptive
value through the loss of timeliness,
continues unrelentingly. After some
time each statistical figure has become
valueless for understanding the present
situation, let alone its future. Such
expired, useless economic data should be
discarded.

strategy that affects the industry for
which the forecast is made. Indications
of change are always indications of statistical obsolescence. Shifts in the
combination of economic forces are
gradually and usually not noticeable in
the data of an economic timeseries. Only
few changes in the environment leave
visible marks in the series. The greater
part of obsolescence works as an unspectacular erosion that will not affect
the figures. As this process of becoming
irrelevant takes place with uneven speed,
constantly changing within the same
series, the forecaster must proceed with
a perceptive mind. Obsolescence is at
work in all statistical data, affects the
relationship between timeseries and
aggravates the problems of 'proxy series'
and of those series that are difficult to
interpret because of methodologic changes
or changed definitions.S)
Despite numerous hints to the great
need for staff and upkeep of the forecasting models in the description of
actual forecasts, I see no reference to
statistical obsolescence. I cannot
believe that forecasters have been unaware of its effects. 6 >But I suspect that
it has not been stated more explicitly
because nobody wished to stick his head
out and oppose the accepted fiction of
contemporary timeseries analysis.

Statistical obsolescence stems from
changes in the underlying cause system
and is due to factors that are internal
and external to the business situation
to be forecast. Internal factors act
whenever the economic units such as
workers, business firms, fixed capital
assets, etc. are being replaced by new,
different ones. This is more evident
in surveys that deal directly with these
such as the economic censuses and inventories. But the replacement of those
economic units operates also in their
activities and is present in data on
production, exports, etc. These internal
factors cause changes by better training
and new abilities of the younger workers,
or greater efficiency of newly estab•
lished business firms. But one does not
have to wait for replacement of units.
There are innumerable changes affecting
even the older units such as retraining
of workers, new concepts of profit, of
depreciation, a new awareness of the
social responsibilities of business,
availability of new synthetic materials,
even changes in product designs and
many other facts, capable of altering
the reaction of the economic units to
business stimuli.

How far back can a timeseries be
used? The forecaster must search for all
events that may have had a disruptive
influence on the continuity of the causal
system which determines the present situation. Then he must appraise their importance, determining how much of the continuity of each figure has been lost, and
find the point beyond which the figures
of the series are irrelevant. He must do
this for every timeseries he uses in the
forecast. If the forecast is continuous
he must continuously reassess and change
all the assigned weights. These must
be assessed by informed judgement, not by
rigid mechanical formulas. Obsolescence
could be measured by the approximate
amount of continuity of the underlying
economic conditions that relate the situation in the earlierto the present period.
A rate of continuity of e.g. 100% would
indicate that between the time period
under investigation and the present no
change in the internal and external factors could be found. Such a weight could
also be expressed by 1, like a probability.

External factors refer to the
broader changes in the general socioeconomic setting such as the switch
from war to peace production, racial
integration, changes in the interest
rate by the FED, in short, any new
government regulation or new business
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When the situation has changed completely,
the continuity is cero and the weight 0
will be assigned to all the data before
that period. The weights of all the other
data of the series will lie between 0
and 100 (or O and 1). Different forecasters may assign different weights to
the data of the same series but that
cannot be helped. The knowledgeable,
perceptive and gifted forecaster -- as
stated in the quote from Morris West -will be more successful than his colleagues. Forecasting indeed is an art,
at least as far as the use of data is
concerned. These weights then are used
like frequencies, e.g. when calculating
regression parameters.

device. Anyway, the figures of economic
times~ries cannot be treated like a set
of simultaneously existing sample units.

4. Obsolescence and Size of the Aggregate
Is a forecast built up from subtime series superior to a direct forecast of the larger aggregate timeseries
which describes a less pinpointed,
broader business picture? Such timeseries show only those major net-changes
that reach beyond the aggregation limits
in regard to subject matter or geographic
territory. Everything else is eliminated
by internal compensation. The result is
a less fluctuating timeseries. Its data
do not so quickly become obsolete because the broad picture it describes is
not affected by the innumerable local
day-to-day changes. Figures of more
narrowly defined series are less stable.
They fluctuate more frequently and
strongly, are sensiti~e to minor changes
in the business scenelO), therefore have
a more rapid rate of obsolescence. As
mentioned earlier, the forecasting span
reaches approximately as far into the
future -- gradually fading out -- as the
rate of fading continuity (obsolescence)
permits to trace the present situation
into the past. Conceptually broader
series have a low rate of obsolescence
permitting long-range forecasts, while
conceptually narrow series with a rapid
rate of obsolescence permit only shortterm forecasts.
If various short-term
forecasts are aggregated into a total
forecast its range is as short as that
of its components, not long like that of
the undivided timeseries. The idea
repeatedly found in the literature that
the added-up forecasts of the parts of
an aggregate give improved long-range
forecasts seems incorrect. 1 1)

Changes in the underlying causal
system have been measured before1) For
purposes of forecasting, however, a
more sensitive, flexible perception of
the changes is required. It seems to me
that all data before 1930, most of the
data before 1945 and in many instances
even the data before the transition to
peace production around 1948 should not be
used for today's forecasts.
I would also like to say a few
words concerning the widely held belief
among forecasters, that "there is strength
in numbers", implying that longer timeseries give better forecasts. True,
according to theory a larger sample allows
safer conclusions. But the data of
economic timeseries are not sample observations drawn at random from an immutable,
timeless population, but a sequence of
complete, statistical still-pictures,
each describing a successive stage in the
development of a business situatioA\
Each figure is itself a population°and
e.g. regression coefficients computed
between timeseries are those between
populations. Our thinking has become
dominated by statistical inference to
such an extent that we seem unable to
conceive of a set of data, including
timeseries data, as anything but random
samples. Unconcern about the true,
descriptive nature of statistical data
in business and economics~nas kept forecasters from working with only the relevant and if necessary, short parts of
timeseries. The "strength-in-numbers
argument" has no strength at all. Something different should be stressed instead, namely that there is weakness in
heterogeneity.
Averages of successive
populations are a poor forecasting

When the relationship between n
different timeseries is computed, such
as inn-dimensional regression analysis,
the rates of obsolescence of these n
timeseries will differ. In that case
the lowest from among then weights for
each time period
or point on the regression surface -- should be used. 12 )
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5. Some Conclusions

probabilities. In fact, the latter can
be understood as a limiting case of a
probability distribution from a timeseries with extreme obsolescence. It
may be one approach to bridge the gap
between these opposing views of probability.

Many forecasting models have not
given convincing results. The reason for
their mediocre performance, I suspect,
was not the economic logic on which they
rest but the indiscriminate input of
data. These models will improve their
performance if their parameters are computed with more regard for statistical
obsolescence, the backward-oriented
counterpart of the foreward-oriented
"predictive value".

Notes
1) Morris L. West, "Testimony of a 20th
Century catholic", America, Dec. 2,
1967 p.679.

When adjusting seasonal fluctuations
by electronic computers the limitations
of its capacity to a certain number of
time periods, e.g. 15 ,Years, was believed to be a drawback1-.3 ) In reality,
however, this limitation may turn out
to be a blessing. A computer capacity
of 15 years probably is more than is
needed for most forecasting purposes
in these rapidly changing times.

2) e.g. James B. Wong, Business Trends
and Forecastin9, an annotated guide
to theoreticat and technical publications and to sources of data, Gale
Research Co. Detroit, Mich, 1966 p.31
and Walter E. Hoadley Jr. "The Importance and problems of Business Forecasting" in: Herbert Prochnow, ed.
Determinin9 the Business Outlook,
Harper Brothers New York 1954 p. 23.

I also expect some gain in computerstorage capacity for the envisioned statistical data banks. Obsolescence rightly
understood, should lead to a continuous
turnover within the storage area of the
bank. As soon as data expire they can
be transferred from the expensive live
storage into dead-data files. This
should lead to a more economical use of
electronic memories. Compromises though,
will have to be made between different
forecasting uses of the same data, with
different expiration ranges.

3) e.g. Milton H. Spencer, Colin G. Clark,
Peter W. Hoguet, Business and Economic
Forecastin9 pp. 202,203.
4) The custom of presenting the newest
figures first, then the older ones in
reversed time sequence, and limited
to a relatively short period makes
sense in the light of the foregoing
observations.
5) Spencer op. cit. p. 91.

Another conclusion is of a rather
academic nature. Relative frequency
distributions are computed from timeseries
and used a~ proxies for the 'real' probability distributions. Statisticians
leaning toward the "objective" interpretation of probabilities will try to include all the data of the timeseries
they can reach.
If these probabilities
are to be useful to the forecaster, however, statistical obsolescence will have
to be taken into consideration. such
probability distributions then should be
based on a revolving set of data. It
must include the newest data and simultaneously eliminate those that have
expired. Their weights must also be
constantly updated.
In a situation of
rapid obsolescence these probabilities
may be based on a fairly short part of
the timeseries. Such a probability distribution approaches one of "subjective"

6) Spencer, op.cit. p. 20,21 and 35
7) See e.g. Gregory C. Chow "Tests of
Equality between Sets of Coefficients
in two Linear Regressions" Econometrica,
Vol. 28,3, July 1960, Also: "Das
Lexis'sche Dispersionsverfahren", in:
Wilhelm Winkler Grundriss --,
der Statistik
I, Wien 1947, Manzsche Verlagsbuchhandlung, p.73-79.
8) If the figures are based on samples,
interval estimates for each time period should be computed and the upper
and lower confidence limits for the
estimated population parameter be
forecast separately.
9) Othmar W. Winkler "The Nature of Statistical Information in Business and
Economics" Proceedin9s of the American
Statistical Association, 1964 Business

384

the distribution of weight-values is
identical, having the same lowest
weight value and even similar nth
roots. In such an exceptional case
the proposed weighting system would
fail to adjust timeseries data for
obsolescence.

10) Othmar W. Winkler "A Critical View
of Time Series Analysis in Business
and Economics" Proceedings£! lli
American Statistical Association,
1966 Business and Economic Statistics
Section, Los Angeles 1966
11) e.g. David C. Melnikoff, "Long Term
Projections and Business Decisions"
Proceedings of the American Statis~ Association, 1957 Business and
Economic Statistics Section p. 337
upper right.

Finally, an estimated rate of
say 10"/4 continuity (or 90"/4 obsolescence) need not mean that 10% of
the statistical units of that time
period are still related to the present situation, but that the information gleaned from the figure of
that time period should be used in
forecasting with only approximately
1/10 of the importance given to the
newest data.

12) As these weights are between O and
100 (or between O and 1) products
between these would give too lLttle
importance to the values of older
periods. A way out may be the nth
root of such a product of weights
in an n-dimensional regression. It
must be kept in mind, however, that
the proposed measure of obsolescence
is only an attempt at quantifying
changes in historic developments.
Algebraic refinements do not improve
that situation.

13) Julius Shiskin, Harry Eisenpress
"Seasonal Adjustments by Ele.ctronic
Computermethods" NBER, Technical
paper No. 12, New York,National
Bureau of Economic Research, 1958
p. 427 Especially his reference to
Method I.
After the presentation of this paper
Dr. Shiskin remarked that the computer
capacity had since been extended to 50
years. This does not change my point,
however.

At least one pair of values in
the set of regression points will
show both rates close to one. It
seems quite unlikely that for a
larger number of regression pairs
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THE QUANTIFICATION OF JUDGMENT:

SOME EXPERIMENTAL RESULTS*

Robert L. Winkler, Indiana University
1.

INTRODUCTION

tions) than a second assesso~ then the first asssessor might reasonab]y be consftered to be a 'bet;ter" assessor than the second assesso~ For discussions of this point see [1] and [8]. Another
use of the bets and scoring rules is to enable
persons to become "better" assessors. If the i:esul ts of bets and the actual scores obtained are
used as feedback, the assessor should be able to
evaluate his past performance and attempt to "improve" in the future.

In the personalistic theory of probability,
probability measures the confidence that a par ticular individual has in the truth of a particular proposition. This can be expressed intuitively in terms of betting odds or translated,if
desired, from odds to probability. The person alistic view differs from other approaches qr mt
attempting to specify a "correct" set of assessments. All self-consistent, or coheren½ assessments are admissible, provided the individual
feels that they correspond with his judgments.

This paper reports some preliminary results
of a study in which probability assessments were
obtained with the aid of actual bets and scoring
rules. In Section 2, the design of the study is
discussed. The results are presented in Section
3, and Section 4 contains a brief summary and
discussion.

The mathematical development of the personalistic theory is presented in [2] and [4]. Itis
shown that personal probabilities assessed:in accordance with certain plausible behavioral pos:ulates of coherence must conform mathematically
to a probability measure. In essence,the postulates cf coherence (-the term "consistency" is often
used in place of "coherence") are such that it is
impossible to set up a series of bets against a
person obeying the postulates in such a manner
that the person is sure to lose regardless ofihe
outcome of the event(s) being wagered upon.

2.

DESIGN OF THE STUDY

The study involved the assessment of probabilities for the outcomes of collegiate and pro-·
fessional football games during the 1966 season.
This seemed to be an ideal area to use in a probability assessment experiment. First of al~ the
schedule cf games lends itser well to such an experiment. Games are played every weekend, leaving five days each week for the presentation of
feedback to the assessors,the accumulation ofinformation regarding the next week's games, and
the assessments for the next week's games. Secondly, the results of a game can be clearly and
unambiguously represented by the final score.
Thirdly,there is an organized betting market for
football,as is evidenced by the public quotation
ofodds and point spreads and the use of such tet,ting devices as parlay cards (see [3]). In this
respect, the decision-theoretic implications of
the task facilg the subjects were quite realistic.
Finally,collegiate and professional football contests generate a great deal of interest and enthusiasm. As a result, it was expected that the
assessment task would be of interest to the
subjects.

The personalistic theory of probability prescribes that a person should use personal prd::ability assessments in decision-making and that
these assessments should correspond with his judgments. Since the judgments exist solely in ire assessor's mind.there is no way to prove whetherar
not this requirement is satisfied.
In a recent
paper [6],the author discusses a number of methods which should oblige an assessor to make bil
assessments correspond with his judgments. These
methods consist of actual bets to be offered to
the assessor and scoring rules, or penalty functions, which involve the computation of a score
based on the assessor's stated probabilities and
on the event which actually occurs. If a few
simple assmuptions are satisfied (the assessor
never violates the postulates cf coherence, he understands the methods used to obtain his probability assessments, his utility function is linear with respect to money in some relevant ran@=,
and he chooses his responses in such a way as to
maximize his expected utility), the methods oblige the assessor to make his assessments correspond with his judgments.

The specifi: games included in the study were
games involving teams from the National Football
League ~FL)and the Big Ten Conference plus Notre
Dame (BT).
These were the games expected to be
of most interest to the subjects.
There were
seven NFL games and from six -to nine BT games per
week.

Although the be~ and scoring rules were developed to "keep the assessor honest" and to encourage careful assessment, they should also be
valuable in other respects.
First, they should
provide a means of evaluating assessors. For example, if one assessor continually obtains higlEr
scores (or performs better in the betting situa-

The subjects in the study were graduate siudentE and faculty members from the School of Business at Indiana University. The students participated for bonus points in the author's statistics course.
All of the students expressed an
interest in football and a willingness to participate in the study. The faculty members participated ma voluntary basis,with the understanding that actual bets would be involved and it
would be possible for them to lose money in the

*The author is grateful to Allan J. Cooke
and Richard B. Heydinger, Jr., for their invaluable programming and administrative assistance.
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(if they do not, the assessor is violating the
postulates of coherence).
If we denote the assessed probabilities for the six intervals byr1 ,
r2, r3, r4, r5, and r6, respectively, then the
quadratic scoring rule used in the study can be
expressed as follows:

study. A few subjects failed to complete the
study due to time pressures and other reasons.
Of the 32 students and 20 faculty members who agreed to participate, 28 students and 17 faculty
members completed the entire study. The results
presented in Section 3 represent only the data
for those subjects completing the study.

Q = 50 (2rj -

For each game, the subjects were asked for
the following assessments, where A is the actual
point spread (a negative point spread favors the
visiting team):
1.

The probability that the home team wruld
win, P(A>O).

2.

The expected point spread, E.

3.

The probability that the home team wru.li
win by more than 10 points, P(A>lO).

4.

The probability that the home team w:iuJd
win by more than 20 points, P(A>20).

5.

The probability that the visiting team
would win by at least 10 points,P(A_:::-10).

E ri
i

+ 1),

where the actual outcome of the game falls:in the
jth interval.
The highest possible score (obtained when r =land the other r. = 0) is 100
and the lowesi possible score (obt~ined when rj=
0 and some other r. = l)is zero. The quadratic
scoring rule oblig~s the assessor t:imake his assessed probabilities correspond with bis judgm emts .
The scoring rule based on the expected poirt
spread is a simple squared-error loss function.
If the assessor's stated expected point spread is
denoted by E and the actual point spread is denoted by A, then the scoring rule is
SE= (E - A)

6.

2

The probability that the visiting team
would win by at least 20 points,PG'\._::-20).

2

A lower SE score is preferred to a higher score
(the opposite is true for the quadratic score).
The SE scoring rule obliges the assessor t:i state
the mean of his distribution of point-spreads.

Ideally, a decision maker planning to bet on a
game would like to know the assessor's entire
probability distribution--that is, the probability of any particular point spread. Because this
would be an extremely difficult task for the assessor,the point spreads were grouped:into intervals (e.g., 1 to 10 points in favor of the home
team). Furthermore, since most betting involves
the point spread rather than the actual score
(e.g., to a bookmaker, a 17-7 game is equivalent
to a 27-17 game),the assessment task did not involve the actual score.

The author served as a "broker" in determ:ining bets between the faculty subjects. The subjects were told that they could bP given any bet
which was favorable to them (i.e., resulted in a
positive expected gain according totheir assessments).
For example, if Subject X assesses E =
+10 and Subject Y assesses E = + 4 for a particular game, a bet could be made at even oddsletween the two subjects such that Subject X would
bet on the home team minus 7 points and Subject
Y would bet on the visiting team plus 1 points
(that is, if A>+ 7, Subject X would win the
bet; if A< + 1 , Subject Y would win the bet;and
if A=+ 1 , the bet would be canceled).
This
bet is favorable to both subjects if P(A>+7) >
P(A<+7) forXandP(A<t-7) > P(A>+7) forY. Th:il
condition is satisfied if the medians of the distributions of' Subjects X and Y are greater than
+7 and less than +7, respectively.
If it
is
assumed that E, the stated mean, is a reasonable
estimate of the median (it should be unless the
distribution is quite asymmetrical),then the bet
is favorable to both X and Y, since E = + 10 for
X and E
+ 4 for Y.

In addition to the above assessments, each
subject was asked fer a self-evaluation of his own
skill at the assessment task.
Two such self ratings were asked for each week,one fer the professional games and one for the collegiate games.
The ratings were made on a scale of 1 to 4, lbeing the highest rating. An example of an assessment sheet for one week's professional games is
presented in Appendix A. The sheets were passed
out early each week and were to be completed and
returned by Friday.
The feedback presented to the subjects each
week included two average scores computed from
scoring rules,one based on the probabilities and
one based on the expected point spreads. In addition, the faculty members received the results
of their bets. The scoring rule based on the assessed probabilities is a form of the quadratic
scoring rule discussed n [6]. The assessed probabilities can be manipulated to determine probabilities for the six point-spread intervals (- 00 ,
-20], [-19,-10], [-9,0], [1,10], [11,20], and
[ 21, +
where a negative number denotes a point
spread in favor of the visiting team.
Furthermore, the intervals form a partition of the sample space,so the probabilities should sum to one

In a similar fashion, bets can be made at
other than even odds.
Suppose Subject X states
that his probability that the home team will win
a specific game:is 0.10 and Subject Y states that
his probability for that event is 0.50.
Then
Subject X could bet on the home team even (i.e.,
with no points) and Subject Y could bet on the
visiting team even if Subject X gives Subject Y
3-to-2 odds ~.g., X bets $0.75 and Y bets $0.5G.
This bet is favorable to both X and Y, for X's
expected gain is ($0.50) (.70) - ($0.75) (.30) =
$0.125 and Y's expected gain is -($0.50) (.50) +

00 ) ,
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($0.75) (.50) = $0.125.

miliar with the assessment task. After the first
week of the study, most of the subjects had very
few inconsistencies, and those which did occur
appeared to be due to carelessness (e.g., confusion of home team and visiting team, reading the
wrong heading for a column,etc.). A few subjects
continued to have difficulty during the first few
weeks but improved thereafter. It appears,then,
that although naive assessors do not always obey
the postulates of coherence, they can generally
be trained to do so, at least for situations in
which the assessment task is not too complex. As
might be expected,those subjects with an aptitude
for quantitative techniques in general and probability and statistics in particular (students
and faculty specializing in quantitative areas)
had fewer difficulties than the other subjects
(a similar result was reported in [5]).

The actual choice of bets by the experinenter
was determined by randomly pairing off the subjects each week and making bets for the assessments farwhich the paired subjects differed most.
A total of $2.00 per week was wagered by each
subject, consisting of four bets of varying odds
and amounts. The determination of bets in this
manner forced the assessors to be careful in assessing their probabilities and expected point
spreads for all of the games, since they did not
know which games their bets would involve.
The assessment problem was explained to the
subjects, and one week's games were used as instruction and practice to enable the subjects to
become familiar with the assessment problem facing them and to resolve any difficulties. The
study was then conducted for 13 weeks, the first
9 weeks including both collegiate and professional games and the last 4 weeks :involving only professional games.

3.

In addition tothe probabilities,the subjec~
also assessed expected point spreads, denoted by
E. Since these are suppose to represent the
means of their probability distributions, it is
interesting to compare them with means calculated
from the assessed probabilities. The calculated
means,denoted by M, are somewhat inaccurate due
to the grouped nature of the probabilities. This
is especially true because of the scoring system
used in football (e.g., point spreads of 3, 6,
and 7 occur more often than point spreads of 2,
4, 5, and 8).
Some subjects used linear combinations of3 and 7 almost exclusively when assesing E, and the method used to calculate M fails
to allow for this. If it were feasible to assess
entire distributions, of course, the means could
be calculated more precisely.
For the entire
sample ( 45 subjects, 153 games), the mean difference between Mand E was -0.3 points.
The mean
absolute difference beween Mand E was 4.4 points.
Since at least part of the difference between M
and E may be due tr:, the inaccuracies noted above,
the results indicate that the stated expected
poht spreads were remarkably consistent with the
means calculated from the probabilities.

RESULTS

The preliminary results of the study are divided into four categories, which overlap somewhat. The first category:involves the psychological aspects of the assessment task. Inconsistencies and "pathological cases" are discussed,and
the assessed probabilities and point spreads are
investigated and compared with the actual
outcomes. The second category concerns scor.bg rules
(hcluding those discussed in Section 2)and their
use h the evaluation and "improvement" of assessors. The third category :involves the evaluation
of the assessors in a decision-making context:
that of placing hypothetical bets atthe "market"
odds (the odds quoted by bookmakers). Finally,
the fourth category compares the performance of
a consensus of assessors with the performance of
the individual assessors.

In order to investigate the possibilityof
such tendencies as systematic biasin the assessments, it is useful to compare the assessments
with the relevant outcomes over the coursed' the
entire season.
Table 1 indicates that the mean
of the actual point spreads, A, was higher than
E and M. It appears that the subjects underestimated the home teams advantage (friendly crowd,
familiar location,no traveling, etc.). Note that
the home advantage is greater in the collegiate
games than in the professional games. By extending this line of analysis, it would be possible
to see if systematic bias was exhibited for specific teams by individual subjects.

The Assessed Probabilities
As expected, there were numerous inconsistencies in the assessments for the first week,
which was a "practice-instruction" week.
These
inconsistencies reflected a lackof understanding
of the assessment task and/or the concept ofsubjective probability. An example of such an inconsistency is as follows.
Suppose an assessor
states that his probability that the home team
will win is 0. 60 and his probability that the home
team will win by more than 10 points is 0. 70 This
implies, of course, that his probability for the
interval [1,10] is -0.10. But negative probabilities are not admissible, so the assessor must
reconsider his assessments and change themto remove this inconsistency. Since the betting situations and scoring rules require the assumption
that the assessor never violates the postulates
of coherence ofthe porsonalistic theory of probability, any inconsistencies were pointed out to
the subjects, who were then asked to remove them.
The frequency of occurrence of inconsistencies
decreased raPidly as the subjects became morefa-

Table 1 alsoincludes the standard deviatins
of A, E, and M, as well as the square root of the
average of the variances calculated from the assessed probabilities (the calculated variances
are affected more by the inaccuracies discussed
above than are the calculated means). All three
of the standard deviations determined from the
assessments are smaller than the standard devia-,
tion of the actual point spread,suggesting that
the subjects' distributions are quite concentrated
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in comparison with the distribution of actual
outcomes. Of course,this is not necessarily bad;
the perfect forecaster would have a standard deviation of zero, with all of his probability concentrated at the point spread which turns out to
be the actual outcome. The results, however,may
indicate underestimation of the chances of an upset or of a very large point spread -- in many
cases, there seemed to be a great temptation to
say that a team's probability of winning was zero,
or perhaps 0.01. It is also interesting to note
that the standard deviation of Mis smaller than
the standard deviation of E,suggesting that when
large (absolute) values of E are assessed, the
corresponding probabilities :imply that IMI < IEI.

may reflect carelessness and/or a lack of interest on the part of a few subjects. In any event,
they were confined to a small proportion of the
subjects and should not adversely affect the results of the study.
Since each assessor made a
total of 918 assessments for 153 games over a period of 13 weeks, it is remarkable and encouraging that so few inconsistencies and other problems were encountered.
The Scoring Rules
Two scoring rules defined in Section 2, the
quadratic rule and the squared-error rule, were
used as feedback in the study. In addition, several other scores were computed to be compared
with Q and SE.
Two scoring rules based on the
assessed probabilities are the spherical andlogarithmic scoring rules:

From a psychological standpoint, it is iniEr>esting to look at the numbers used by the assessors for their probability assessments and expected point spreads.
An investigation of the
assessed probabilities reveals that of the 34,425
two-digit probabilities assessed in the study,
66% ended in zero (i.e., 0.00, 0.10, ... , 1.00),
19% ended in five,and the remaining 15% ended in
some number other than zero or five. Thus, there
was a strong tendency to use "round" figures -either the subjects felt that they couJdnot make
their assessments more precise orthey simply did
not attempt to do so.
The frequencies of the
three classes noted above remained almost constant during the course of the study.
Prior to
the study it has been thought that the subjects
would use fewer "round" numbers as the study
progressed.

s

r

j

/

/fr'2i i

L

These scoring rules, like the quadratic rule, oblige the assessor to make his assessments
correspond with his judgments.
Furthermore,
note that as rj ➔ 0, L ➔ - 00 • Because of this, L
was truncated at ln 0.05 (i.e., if r. < 0.05,
L = ln 0.05) so that average scores coultl be computed.
One other rule, R = r., obliges the assessor to set one ri (the on~ corresponding to
the highest probability) equal to one and the
rest equal to zero.
This rule, then, does not
encourage the assessor to honestly report his
judgments; it encourages him not to do so.

Of the 6,885 stated expected point spreads,
44.8% had absolute values of either 7,10,or 14.
This reflects tte scoring system used in football.
The most commonly used numbers were 10(15.5%),
7Q5.1%), 14(14.2%), 21(5.5%), 12(4.9%), 6(4.8%),
and 3( 4. 6%).
This may partially explain
the
slight difference between the stated expected
point spreads an:l. tte calculated mean point spreads.

The correlations between Q, S, and L areall
very high.
This suggests that the three scores
should result in similar rankings of the assessors, and an investigation of rank correlations
supports this contention.
The relationship observed between Q and Sis a little stronger than
the relationship between either of these two and
L. This is probably because Q and Stake all of
the assessed r., into consideration, whereas L
considers onlylr~, the probability assigned to
the interval whi~h includes the actual score It
is encouraging to note that R is not as highly
correlated with the other three as they are with
each other.

As in every study with so many subjects, thee
were a few "pathological cases:' subjects who pel"sistently followed certain patterns of assessing
despite negative feedback. As noted above,a few
subjects required more instruction and experience
than the others to make assessments without inconsistencies. Other patters were observed. One
subject almost always assessed the probability
that the home team would win to be between 0.40
and 0.60, even when he assessed a high absolute
expected point spread and when most of the other
subjects were using numbers near zero or one for
the same probability. On the other hand, one or
two assessors persisted in assessing the probability that the home team would win to be very
small ( <. 20) er very large ( >. 80), even when their
stated expected point spreads were near zero.
One subject often assessed P(A>O)
0.60 and
P(A>lO) = 0.60, implying that P(l</\.<10) = 0.00,
which hardly seemed reasonable. Furthermore,despite the gene,·al agreement between E and M, the
mean absolute difference IE-Ml was 9.7 points fer
one subject.

The three scoring rules Q, S, and L, thm,
results in similar rankings of the assessors,and
thus should identify comparable sets of "good"
assessors.
In this respect they are consistent
means of evaluation or the assessors. In the next
section, another means of evaluation is discussed: the consideration of hypoth~tical wagers at
market odds.
Another suggested use of the scoring rules
was to lead to "improved" assessments. Since improvements in scores during the course of the
study may be due to a reduction in the difficulty
of the assessment task (as more information is

The "pathological cases" may reflect a lack
of understanding of the assessment task or they
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Table 1
Means and Standard Deviations of Assessed Point
Spreads as Compared with Actual Point Spreadsa

Means (Standard Errors in Parentheses)

Standard Deviations

Variable

A

E

M

IA-El

IA-Ml

fM-EI

A

E

M

BT
Games

4.89
(2.96)

o.n
(1.88)

0. 51
(1.38)

13. 7
(1.33)

14.o
(1.44)

4.4
(0.36)

23,36

14.81

10.87

10.88

NFL
Games

3.03
(1.92)

0.72
(1.39)

o.41
(0.99)

14.1
(1.01)

13.6
(1.01)

4.5
(0.31)

18.30

13.25

9.48

11.38

Calculated
from probs.

aA is the actual point spread, Eis the stated expected point spread, and
Mis the mean point spread calculated from the assessed probabilities.
the sportswriters had better scores than the average subject. Of course, the sportswriters,unlike the subjects, were unaware of the scoring
rules. It may be that they sometimes intentionally deviate from their better judgments in an
attempt-to correctly predict upsets. The subjects
could only take such liberties at the risk of obtaining a poor score (and the bookmakers could
only take such liberties at the risk of losing a
great deal of money).

obtained regarding the performance of the teams\
it is impossible to tell if the assessors became
"better" as they gained experience. It was noted,
however, that many of the subjects responded to
a low scoreqy reevaluating the predictions which
led to the low score and by making the next week's
assessments with more care.
Scoring rules involving the stated expected
point spread were also investigated.
In addition to the squared-error rule,SE, the absoluteerror rule AE
IE-Al, which should oblige the
assessor to report the median rather than the
mean of his distribution, was considered. Since
the calculated mean M differed slightly from the
stated mean E,SE and AE were also used with Min
place of E.
This made little difference; the
rules using E produced better scores, on the average, for the collegiate games, and the ruJes
using M were better for the professional games.

It is also possible to compare the subjects
with some methods which are simple to appl~ For
example,a subject could obtain a certain Q score
of 58.33, an S score of .4082, and an L score of
-1.792, simply by assessing a uniform distribution: r. = 1/6, i = 1, ... ,6. Some subjects in
this study obtained lower average scores than
these, especiallyfor the NFL games;yet they could
have obtained these scores with ro risk of a lower
score.
For the point-spread scoring rules, the
assessor could select a fixed point spread and
use it for every game.
Over a series of games,
the best score possible with this method is attained if the fixed point spread happens-to equal
the mean of the actual point spreads, A. In this
study, A was 4.89 for BT games and 3.03 for NFL
games;the resulting average SE scores are 548 and
335, respectively.
All but one or two subjects
had better scores than these. Other methods similar to these could be applied,and some might be
found to perform admirably. To verify this, however,it would be advisable to try them on a different sample-to avoid the pitfall of discovering
good results by just trying a large number of
methods until good results are obtained.

Since sportswriters'football predictions are
usually expressed in terms of an expected point
spread 0r a predicted score,which:implies a point
spread), it is possible to compare their scores
on a point-spread scoring rule with those of the
subjects. On the average,the sportswriters performed slightly better than the subjects, as Table 2 indicates. The best newspaper predictions
were not those of a sportswriter, but were the
"market" odds obtained from bookmakers.
These
predictions outperformed all of the subjects. '!he
bookmakers, of course, have a great deal at stare
each week, so it is necessary for them to be extremely careful in determining the "opening line;'
which is the set of odds and/or point spreads at
which persons may bet early in the week. If the
bettors place a great deal of money on any sin gle team, the odds and/or point spreads are adjusted to reflect this market action. The point
spreads obtained were published on Thursday, so
they may be slightly different from the "opening
line."
An interesting point is that not all of

One other method warrants mention.

Pankoff

[5], by analogy with the long-standing "clinical
vs. statistical prediction" debate :in the human
counseling professions, suggests a simple method
farcombining subjective judgments (clinical) and
information based on past data (statistical) to
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amount of probability on the appropriate side of
the bookmaker's point spread. This is the justification for the latter two rules.

determine probabilistic predictions. Furthermor~
he agreed to participate in the study and use the
method to develop his assessments.
The method
involves the use of subjective judgments to determine the basic strength ct: a team, making weEKly
revisions. The differences :h basic strength then
determine the predicted point spread (with perhaps some adjustment for the home field advantage~
and the variance is determined from past data involving point spreads. Methods such as this simplify the assessor's task somewhat this could be
valuable if the assessor thinks that the model
used is reasonable and if the scores are as good
as those resulting from purely subjective assessments. Pankoff assumes a normal model, so the r.
can easily be computed given the mean and vari1
ance.
His scores are presented in Table 2, indicating that he did better than the average of
the subjects en the scoring rules involving probabilities and worse on the scoring rules involving point spreads.

The results of the hypothetical bets are aimmarized in Table 3 ( it was assumed that the bookmaker won all ties). On the average,the subjects
lost money to the bookmakers,and the amount lost
increased with rules 2 and 3. Nineteen of the
subjects, however,won money with at least one of
the rules.
More subjects won money with rule 3
than with any other rule. This rule is such that
a subject is likely to either win a large amount
or lose a large amount, because for those games
in which he differs greatly from the bookmaker,
he is wagering a large amount of money.
While most organized betting involves po:int
spreads, bets are often placed on the winner of
the game regardless of point spread. Disregarding predicted and actual tie games,the subjects,
on the average,successfullypredicted 75% (range:
69 to 80) ofttecollegiate winners and 70% (range:
60 to 77) of the professional winners.
These
figures were determined by comparing E and A. If
E and A were of the same sign, the subject correctly predicted the winner (disregarding cases
in which either E = 0 or A= 0).

Evaluation in a Decision-Making Context:
The Organized Betting Market
Personal probability assessments are often
used as inPuts in decision-making problems.
In
order to evaluate the subjects' performance in
this respect, bypothetical bets were placed at the
point spreads offered by the bookmakers. The procedure for placing bets in this organized betting market is as follows: the bookmaker quotes
a point spread, and the bettor can choose to bet
on either side of the point spread. For example,
if the bookmaker favors Green Bay over Chicago by
6 points, the bettor can choose to bet on Green
Bay and give away 6 points (}reen Bay must win by
at least 7 points for him to win his bet) or to
bet on Chicago and take 6 points. If the bettor
feeis, e.g., that Green Bay will win by 10, he
should take the former bet; if he feels, e.g. ,
that Green Bay will win by 1, he should take the
latter bet. The bookmaker hopes to set his point
spread so that an equal amount of money is placed
on the two sides of the point spread ( see [ 5]).
Then he is taking no risk, and his profit will
come fromacommission charged to winning bettors
and/or a policy that the bookmaker wins all ties
(a tie occurs when the actual point spread is identical with the bookmaker's point spread).

1.

Bet $1 per game.

2.

Bet $k per game, where k is the absoJute
difference between the subjects expected point spread and the bookmakers po:int
spread. If the bookmaker's po:int spread
is denoted by B, then k = \E-B\.

The above discussion involves hypotheti.cal
bets, but the faculty subjects participated in
actual bets with each other. For ihe entire season, the amounts won and lost ranged from -$5.25
to +$8.25. Furthermore, the ranking of subjects
by total amount won or lost is surprisingly consistent with the rankings by average scores obtained from the scoring rules.
There was much
interest in the bets, and it is felt that they
fulfilled their intended purpose: to encourage
careful assessments and to increase interest in
the assessment task.
This may explain the difference between the performance of the student
subjects (non-bettors) and the faculty subjects
(bettors) on the hypothetical bets, as indicated
in Table 3 (this contrasts with the lack of such
differences in scores computed from the scoring
rules).
In addition, the bets often led to the
reevaluation by the assessors of the process by
which they made their assessments. For example,
one subject continually received bets in which
he was "giving away" points (e.g., Green Bay minus
15 points).
After losing a series of bets of
this nature, he realized that he had a tendency
to set E too high in comparison with the actual
outcomes, so he adjusted his future predictions
by reducing the point spreads.
As a result, he
was given fewer bets which necessitated giving
away points, and his performance in the bets improved. It should be noted that the game-theoretic aspects of the betting situation, created
because of the subjects' knowledge of the popuhtion of bettors, may have affected the results
slightly.

3.

Bet $k 2 per game, where k is defined as
in (2).

'!he

Three betting "systems" were used iD determine
hypothetical bets:

Consensus Compared wifu -the Individual Assess::irs

This far the discussicn has concerned the i;a-formance of the individual assessors.
In any
situation with a number of assessors making as-

It seems reasonable to assume that the assessor
would feel more confident of winning the bet as
k increases, for this should imply an increased
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Table 2
Average Q, S, L, and SE Scores for the Year
NFL Garnes

BT Garnes
Q
Subjects (45)
Worsta
Best b

61.3
50.4
66.9

s

L

SE

o.48
0.35
0.56

-1.74
-2,58
-1.41

307
384
249

Sportswriters (13)
Worsta
Best b

Q
56,1
42.1
60.7

s

L

SE

o.4o
0.27
o.46

-2.12
-3.47
-1.62

293
380
224
262
322
224

278
348
241

Pankoff

62.2

o.49

-1.57

364

59,5

o.44

-1. 71

334

Consensus-(l)C
Consensus-(2)
Consensus-(3)

64.8
64.8
65,7

0.54
0.53
0,55

-1.44
-1.44
-1.41

267
266
276

59,8
59,8
59,3

o.45
o.44
o.44

-1.66
-1.66
-1.68

245
245
259

1d
2
3
4

65,3
63,9
65.0
64,7

0.54
0.52
0.54
0.53

-1.42
-1.48
-1.42
-1.47

244
276
255
346

58,5
60.1
59,5
59,2

o.42
o.45
o.44
o.44

-1.72
-1.65
-1.68
-1.69

267
243
252
242

Quart.e
Quart.
Quart.
Quart.

65.6
65.4
64.4
64.2

0,55
0,53
0.54
0.53

-1.42
-1.44
-1.40
-1.49

275
284
276
292

58,5
59,3
59,0
58,1

o.42
o.43
o.44
o.41

-1.71
-1.74
-1.68
-1.77

265
255
272
279

Consensus-SR
Consensus-SR
Consensus-SR
Consensus-SR
Consensus-1st
Consensus-2nd
Consensus-3rd
Consensus-4tn

of
of
of
of

aFor each category, this represents the worst yearly average score attained by an assessor.
bFor each category, this represents the best yearly average score attained by an assessor.
cThe three systems of determining weights are discussed in the text.
d"SR of k" represents the consensus of those assigning themselves self-ratings of k,
k = 1, ...

,4.

enill Quart." represents the consensus of those in the ill quartile for the respective
score on the previous week, k = 1, ... ,4.
where w
is the weight assigned to subjects.
The weig~ts for all of the subjects must sum to
one so that the consensus probabilities will sum
to one.

sessments for the same situations, it is also
possible to consider a consensus, which represents a combination of a the individuals' aiBessments. Several means of arriving at a consensus
of subjective probability distributions are discussed in [7]. The techniques used:inthis study
involve taking weighted averages of the subjects'
probabilities.
Denote the assessments of subjects for a particular game by r. , i = 1, .•. ,6.
In this study, s = 1, ..• ,45. Th~fl the probabilities of a consensus, r. , i = 1, ... ,6, can be
determined as follows: ic

Three systems of determ:inir.g weight were used:

45
r.
ic

l:

s=l

ws r4s
k
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1.

Equal weights: w = 1/45, s = 1, .•. ,45.
This gives each stbject's assessments
equal weight in the consensus.

2.

Weights proportional to self-ratings.
Each week, each subject recorded two
self-ratings, one for collegiate games
and one for professional games.
Those
rating
themselves highest were given

Table 3
Results of Hypothetical Betsa

NFL Games

BT Games

%of
Bets Won

%of
Bets Won

Net Gain per Amount Bet
(in Dollars)
System 1

System 2

System 3

Net Gain per Amount Bet
( ·n Dollars
System 1

System 2

System 3

Students (28)
Faculty (17)
All Subjects (45)

43.4
45.0
44.1

-0.132
-0.099
-0.119

-1.146
-0.818
-1.018

-15.165
- 7-550
-12.279

45.2
46.o
45.5

-0.097
-0.079
-0.091

-0.722
-0.722
-0.603

-8.286
-8.286
-5.724

Highest in Each
Category
Lowest in Each
Category

56.9

0.137

1.322

19.661

53.1

0.062

o.633

18.756

35.2

-0.296

-3.093

-55-179

31.3

-0.373

-2.276

-36.391

aThe betting "systems" are explained in the text.
weights proportional to 4, those rating
themselves in the second highest group
were given weights proportional to 3,
and so on .
The weights changed from
week to week and from collegiate to professional games a s the self-ratings
changed.

performance (e.g., using actual scores, not just
dividing the subjects into quartiles; or using
more than just one previous week's results)would
result in an improvement over the equal-weights
consensus.
4.

3. Weights based on previous performance.
For each scoring rule,the subjects were
divided into quartiles on the basis of
-the previous week's average scores. Those
in the top quartile were given weights
proportional to 4,and so on, as in (2).
The weights changed from scoring rulet:J
scoring rule and from week to week.

SUMMARY AND DISCUSSION

The results presented in Section 3 indicate
that the scoring rules and bets appeared to have
successfully fulfilled their intended functions.
The use of the scoring rules and bets seemed to
lead the assessors to make careful assessments.
Although it is impossible to know if the assessors were honestly reporting their best jud@llerts,
their comments indicated that the fear of poor
(in their estimation) bets and poor scores kept
them from taking chances (e.g., predicting upsets
that they really didn't think were too probable).
Furthermore,some of the subjects stated that the
feedback, both from scoring rules and from bets,
was valuable to them in reevaluations of the procedure by which they made their assessments. Most
of the subjects seemed to understand the assess-·
ment situation and had little difficulty in making consistent assessments; a few subjects had
some problems,but the rate oroccurrence of problems diminished during the course of the study.

The second system is based on the subjects' selfratings,and an investigation of the self~ratings
revealed that the possible ratings, from highest
to lowest,were used 120, 400, 367,and 103 times,
respectively.
The subjects rated themselves in
the middle positions more often than in the extreme positions.
The scores obtained by the various consensus
systems are presented in Table 2. In all cases,
the consensus systems performed better than the
average of the individual subjects' scores.
In
other words, the score of the "average subject"
( represented by the consensus ) was better than
the average score of all the subjects. There is
little difference between trethree consensus systems--the inclusion of self-ratings or the previous week's performance has little effect. This
is supported by the scores for the equal-weights
consensus for each of the four self-ratings groups
and for each Cif the four groups based on the previous week's performance (see Table 2).
Perhapsa more elaborate scheme for considering past

As evaluation of the subjects' performance,
both in terms of scoring rules and:in a decisionmaking context, indicated that some simple methods for making assessments outperformed a few of
the subjects. Also,predictions of sportswriters
outperformed many of the subjects. It should be
pointed out, however, that there was a great deal
of variability in the subjects' performance; some
subjects performed well, even in comparison with
the sportswriters. Also, the subjects expressed
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an interest in football; they did not claim tote
expert predictors (Reporting and predicting outcomes of football games, on the other hand, ism
important part of a sportswriter's occupation).
To further compare the better subjects with simple rules and with sportswriters, the football
study has been run en a much smaller scale for 1he
1967 season, using ten of the "better" subjects
from the 1966 study and involving only professional games. The results of the 1967 study and
further analysis of the 1966 study should provide more information concerning the questions of
interest in this paper.
In this sense, the results presented here are preliminary,as noted in
Section 1.
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APPENDIX A - SAMPLE ASSESSMENT FORM
NAME

--------------

NFL DEC. 17-18
Visiting Team

(vr)

Home Team

(HT)

Probability
that HT will
win

Expected Point
Spread

Probability
that HT will
win by more

than 10 pts.
Cleveland

St. Louis

Dallas

New York

Philadelphia

Washington

Pittsburgh

Atlanta

Minnesota

Chicago

Green Bay

Los Angeles

Baltimore

San Francis

Probability
that HT will
win by more
than 20 pts.

Probability
that vr will
win by at
i:east 10 pts.

Probability
that vr will
win by at
least 20 pts.

0

Write one of the numbers 1,2,3, or 4 indicating how relatively confident
you feel about your NFL predictions, using 1 for most confident. More
specifically, imagine that the predictions from all participants are ranked
according to the score obtained through the scoring rule discussed in the
instructions; then your answer should indicate whether you think your
score will fall in the first, second, third, or fourth quartile in this

ranking: ________
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AN INTERNATIONAL COMPARISON OF UNIT LABOR COST IN THE IRON AND STEEL INDUSTRY, 1964:
UNITED STATES, FRANCE, GERMANY, UNITED KINGDOM
David A. Wise, Bureau of Labor Statistics

The Bureau of Labor Statistics has had an
increasing interest in comparative levels of laborcost per unit of output by industry in different
countries as one of the basic factors determining
international trade flows in manufactured products.ll The Bureau has published an article describing the technical problems of defining and
measuring unit labor cost ans has issues several
reports showing the time trend indexes of unit
labor cost in all manufacturing for industrial
countries.:!:./
The subject of this paper is a study, now in
the process of publication as a BLS Bulletin,
which compares the absolute levels of unit labor
cost in the iron and steel industry of the United
States and the three largest steel producing
countries of Western Europe in 1964. Concomitant
to the comparison of labor cost per unit of output,
output per man-hour and hourly labor cost in the
four countries are also compared.
The steel
industry was selected for this first absolute
measurement project because it ranks high among
basic industries in terms of size, public interest,
and availability and comparability of data.
In this presentation, I would like to discuss
the methodology followed in the study and to indicate briefly the conclusions reached.
The most
important aspects of the methodology are the
weighting system employed and the presentation of
results in the form of ranges.
I will limit my
remarks on method primarily to these two topics.
Since the output of the steel industry is
comprised of a large variety of products and labor
input (and thus labor cost) requirements vary
greatly from one product to another, the output
of each product must be weighted in such a way
that more value is given to those products requiring relatively greater labor input and less value
to those requiring less labor input. If this were
not done, the unit labor cost in a country producing only products requiring little labor input
would be understated relative to the unit labor
cost in a country producing only products requiring a high labor input.
Thus, the output figure
used in the calculation of unit labor cost must
be a weighted combination of the outputs of the
products of the industry.
The weights used in this study are based on
the experience of the United States steel industry and reflect relative man-hour requirements per
ton of each product.
That is, if twice as many
man-hours are required to produce a ton of product
A as to produce a ton of product B, the weight
for product A is twice the weight for product B.
The weight for any given product reflects manhour requirements in the final process used to
produce that product, plus all man-hours in prior
processes beginning with the production of coke.
That is, the weights are cumulative rather than
incremental (reflecting man-hour requirements only
in the final process used to produce a given product).
Altogether, weights for 82 product categories and grades of steel were used. The weight
for each product category is expressed relative
to the weight for coke.

These cumulated product weights may be multiplied by 1964 net shipments from the U.S. industry and summed to derive an aggregate weighted
output for the year.
This figure is, of course,
many times greater than the unweighted output
figure.
Since the purpose of this study is to
present unit labor cost comparisons in absolute
terms, it is useful to scale or "deflate" the
weights--while leaving their relative values constant--in such a way that the weighted output in
the base year and country is the same as the unweighted output. The deflated weights, when used
with any output distributed among the various
products of the industry in the same proportion
as in the base country (United States) in the base
year (1964), will yield a "weighted output" equal
to the unweighted output.
If the output of a
country is concentrated in low-weight products,
the weighted output will be less than the unweighted output, and vice versa.
The United States weighted output for the
year 1964 can be thought of as United States output expressed in composite tons, and it follows
from the preceding remarks that this output is
equal to the unweighted output. The weighted output of another country can be thought of as equal
to the unweighted output of that country in tons,
converted to (or measured in) United States base
year composite tons, or simply composite tons. A
"composite ton" in this case, means the equivalent
of one ton of steel end products distributed according to the U.S. output proportions in 1964.
As indicated above, man-hour weights have been
used in this study. For the purpose of unit labor
cost comparisons, however, weights that reflect
the relative labor expenditure required to produce a ton of the various products of the industry
would be preferable. Implicit in the use of these
man-hour weights is the assumption that labor cost
per hour worked to produce one product is the same
as labor cost per hour worked to produce any other
product. In fact, this is not entirely true since
wage rates vary from one task to another.
Average hourly earnings, however, seem to bear no
systematic relationship to stages of the production process.
Examination of available data on
man-hours and wages in various stages of production in the industry indicates that the use of
labor cost rather than man-hour weights would have
no appreciable effect upon the results.
The use of weights based on the production
experience of another country's industry or the
use of some average of weights from several countries could also affect the results. If each of
the steel industries concentrates on the production of products in which it has a comparative
labor requirements advantage, the weighting system
used would tend to disfavor the country from whose
production experience the weights were derived.
If one makes the assumption, however, that
relative man-hour requirements, as opposed to
absolute requirements, are the same in all of the
countries being compared--an assumption which is
probably not too far from reality since the indus-
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Pipe and tubing in the United States is classified
in five categories according to the use for which
it is intended, such as "pressure tubing," or "oil
country goods," "line pipe," etc; for the other
countries, data is normally available only according to method of production--welded or seamless.
To establish a range, two different distributions of a countries output among the U. S. product
categories were developed.
If, for example, the
distribution of a country's pipe and tubing production among the several functional classifications
of pipe and tubing was not known, two different
distributions were used, the first placing as much
of the total output as would appear possible-after examination of available data--in categories
requiring relatively few man-hours, and the second
placing as much of the total as would seem possible in categories with relatively high manhour requirements.
The weighted output in the
first case would be smaller than the weighted output in the second case.
The same procedure was
followed in making two distributions of alloy and
stainless steel and in other cases--both on tre
output and labor expenditure sides of the unit
labor cost equation--where complete information
was not available.
In aggregating i terns, the maximum and minimum,
figures have been combined in such a way as to'
produce the broadest possible resulting range. The
range, however, does not allow for certain differences between the countries, such as in the
degree of vertical integration or in the quality
of steel produced.
These differences, however,
appear to be quite srnal l. The range for each country, of course, reflects the availability and comparability of data from that country.
Finally,I would like to indicate briefly the

tries in all the countries are integrated to
approximately the same extent and generally produce
the same products- -the use of weights from another
country would yield about the same results.
In
this case the weighted output figure for a foreign
country can be said to represent the output in
tons which would have been produced if the foreign
country had produced the U.S. product distribution.
Unit labor cost is of course derived by dividing aggregate labor expenditure, including the cost
of all supplemental payments, for a given country by the weighted output figure for that country. Thus, given the assumption that relative manhour requirements are the same in the countries
being compared, the unit labor cost figure for a
foreign country can be• thought of as the labor
cost in that country to produce a U.S. composite
ton of steel.
(The calculation of unit labor
cost using France as an example will be presented
algebraically in an appendix to the Bulletin.)
The second aspect of the method which I
would like to discuss is the development of minimum and maximum unit labor cost estimates.
Data
limitations have prevented the development of
precise comparisons between countries. Thus, the
results for the countries of Western Europe are
presented as ranges (high and low estimates) in
order to account for possible variations stemming
from gaps in available published data. The United
States results are not presented in the form of a
range since available data are much more complete.
Data for France, Germany, and the United
Kingdom are often not as detailed as data for the
United States.
For example, the output of each
product in the United States is distributed among
three qualities of steel--carbon, alloy, and stainless--whereas a similar breakdown for the other
countries is usually not available. The output of

Hourly Labor Cost, Output per Man-hour and Unit Labor Cost in the Steel Industries
of the United States, France, Germany (Federal Republic), and the United Kingdom,
Wage Earners, and Salaried Employees, U.S. Industry Definition, l/ 1964

Item

United
States

France
Minimum

Germany

Maximum

Minirn11rn

United Kingdom

Maximum

Minimum

Maximum

In absolute terms
Labor cost per hour, total
(in U.S. dollars 2/) ...........
Output per 1,000 man-hours,
all workers (short tons) .... , ..
Unit labor cost (U.S. dollars
per short ton) .................

4.63

1.57

1.60

1.69

1.80

1. 33

1. 37

78.73

37.85

40.39

42.68

49.85

36.33

39.47

58. 77

38.99

42.23

33.99

42.13

33.73

37.67

Indexes (United States = 100)
Labor cost per hour, total
(in U.S. dollars 2/) ........•..
Output per 1,000 man-hours,
all workers (short tons) .......
Unit labor cost (U.S. dollars
per short ton) .................

100.0

33.9

34.6

36.5

38.9

28.7

29.6

100.0

48.1

51. 3

54.2

63.3

46.1

50.1

100.0

b6.3

71.9

57.8

71.7

57.4

b4.l

1/ Excluding wire and wire products in the United Kingdom and wheels and axles in Germany.
2/ Exchange rates: US$1=4.90 new francs, 3.977 deutsche marks, 0.3584 pound.

397

main conclusion reached in the study. The results
are summarized in the above table, which presents
data for wage earners and salaried employees combined, That is, the labor expenditure and hours
worked data used in the calculation of these
figures pertain to both wage earners (or production workers) and salaried employees. The original study also presents data for wage earners and
salaried employees separately and presents unit
labor cost and hourly labor cost broken into two
categories--wages and salaries, and total cost
(including all supplemental labor costs).
The
results show that unit labor cost in the three
European countries in 1964 was approximately twothirds of the cost in the United States, $58.77.
Hourly labor cost in the European countries was

roughly one-third the U.S. level, whereas output
per man-hour was about one-half the U.S. level in
France and the United Kingdom and somewhat higher
in Germany.
Differences between countries in unit labor
cost are affected by several factors which are
subject to change from year to year. Thus, figures
for a single year may not reflect precisely the
situation over an extended period of time. Therefore, a study is now in progress which will compare
trends in unit labor cost in these countries and
in Japan. An attempt is also being made to develope estimates of absolute labor cost per unit of
output in the Japanese steel industry.
It is
hoped that this type of study can be extended'
to other industries as well.

REFERENCES
1/ William C. Shelton and John H. Chandler, "The
Role of Labor Cost in Foreign Trade," Monthly
Labor Review, May 1963, pp. 485-490.
2/ William C. Shelton and John H. Chandler, "International Comparisons of Unit Labor Cost: Concepts and Methods," Monthly Labor Review, May
1963, pp. 538-547; John H. Chandler and Patrick
C. Jackman, "Unit Labor Cost in Nine Countries:

II. Cost Trends in Nine Industrial Nations,"
Monthly Labor Review, September 1965, pp. 10641068; and John H. Chandler and Patrick C.
Jackman, Unit Labor Cost in Manufacturing,
Trends in Nine Countries, 1950-65 2 U.S. Department of Labor, Bureau of Labor Statistics, Bulletin 1518 (1966).
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THE TAXATION OF DECEDENTS' UNREALIZED CAPITAL GAINS
Bernard Okun, Brooklyn College and Makerere University College
Under present law, no capital gains tax is
levied on the unrealized gains of assets which
pass to an heir upon the death of a former owner.
This is inequitable as it penalizes those estates
where the former owner realized capital gains just
prior to his death by comparison to those estates
where the capital gains are realized immediately
after the former owner's death. Also, the mobi 1ity of capital is impaired as a result of a lockin effect, which discourages the owner of assets
with large capital gains from lifetime selling of

such assets because his heirs will be able to
sell without having to pay capital gains tax on
these gains.
This paper estimates that in 1967, $16.5
bill ion of decedents' unrealized capital gains
will, under present law, escape the capital gains
tax. The elimination of this tax privilege could
therefore result in a sizable increase in federal
tax revenue.
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A COMPREHENSIVE SURVEY IN QUANTITATIVE METHODS -- A REACTION BY BUSINESS ECONOMISTS
P. John Lymberopoulos, University of Colorado

Today's student of business administration
is required to possess a fundamental knowledge
of the lexicon of science and to be capable, at
all times and under practically any conditions,
of solving business problems of a complex
nature. At the same time, he is challenged to
prepare himself for continuous self-education
beyond his formal college training. His program of education today is patterned after the
following long-run objectives.

The present study constitutes an attempt to
determine those areas of quantitative methods
which are currently taught in collegiate schools
of business and which are considered to be of
primary importance by business executives
holding responsible corporate positions. In
addition, an effort is made to evaluate the
scope and nature of the quantitative programs
offered.
To collect the necessary data, an extensive
outline covering all basic areas in quantitative
methods and business statistics was directed in
the form of a mail questionnaire to the entire
membership of the National Association of
Business Economists. It is well known that a
large majority of the 1200 members of the NABE
hold graduate degrees in the fields of economics
and business administration and occupy major
corporate positions throughout the country.

1. To equip him with the ability of practical problem solving.

2. To give him the capability to communicate effectively both verbally and in writing.
3. To provide him with a detailed knowledge of the intricate performance of a complex
economic system.

4. To afford him a thorough understanding
of the functional areas of business.

Based on their knowledge of the field and
on the quantitative tools available to them in
reaching business decisions under uncertainty,
the members of the National Association of
Business Economists were requested to evaluate
each segment of the topical outline with regard
to its importance, application, and usefulness
to the business executive. The categories
"extensive," "moderate," and "limited" were
selected to indicate desired levels of comprehension for each topic. For purposes of tabulating and analyzing the results the three
categories were assigned arbitrary weights: a
weight of 7 was assigned to those answers
marked "extensive," 4 to those responses marked
"moderate," and 1 to those responses designating as "limited" the desired level of comprehension for a particular topic. In order to
further facilitate a complete tabulation of the
program the weight of O was given to all nonresponses.

As late as 1959, business educators were
being challenged by what has come to be known
as the "~ordon and Howell" and "Pierson"
reports.
Both studies pointed out the inadequacies of business curricula of the past and
stressed the urgent need for immediate renovation in the methods used to train future
business executives.
As a result, schools and colleges of
business administration accepted the challenge
and many gradually instituted sweeping revisions
of their curricula. Reactions to the recommendations were varied among schools and individual faculty members.
Through a continuous process of selfappraisal and self-evaluation, a new concept
and code in collegiate business education was
developed. One of the most significant and
important areas of training that emerged is
that of quantitative methods. It is toward this
area that the discussion in this paper is directed. It is understood, of course, that the
concept of quantitative methods is not a new
one in business education. For many years
students have been "measuring" business
phenomena with the aid of accounting and statistics. In recent years, however, the methods
of measurement have taken on a significantly
greater degree of sophistication. This has
been made possible by the application of
mathematics to the study of business phenomena.
Whereas the notion of measurement per se is not
new, the emphasis accorded it in the curriculum
is.

In Tabulating the results, a weighed
arithmetic mean was computed for each of the 43
statements that business executives were asked
to evaluate. For each arithmetic mean, the
amount of dispersion was defined in terms of the
standard deviation.
At this point, it might be wise to clarify
a number of terms and units used throughout the
study. Even though the term "quantitative
methods" carries a number of connotations depending on its use, in the present study it
simply denotes any method of measurement or
analytical technique that can be applied to
measure the effect of an economic event in terms
of numerical data. Extensive, the first of
three choices made available to respondents in
order to indicate preferred degrees of comprehension, refers to a thorough understanding of
a given concept. Moderate refers primarily to

RATIONALE OF THE STUDY, METHODOLOGY, DEFINITION
OF TERMS
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basic concepts of statistical description and
inference.

a working knowledge of the subject as a basis
for occasional use and for keeping up-to-date
with new developments, By limited is meant
that a student must at least understand and
appreciate the particular statistical method
and be sufficiently trained in order to possess
communicative abilities with the specialist in
this subject,

In discussing improvements in quantitative
methods from the point of view of teaching, the
role of advanced mathematical training and the
impact of the computer in today's business
decision-making were strongly emphasized, It
was certainly felt by the majority of the
respondents that the inclusion of calculus and
computer programming in the undergraduate curriculum is indeed a very wise choice.

ANALYSIS
In analyzing and evaluating the results of
the study, a clear dichotomy of opinions
emerged between those executives supporting the
classical (traditional) approach to quantitative
methods and those espousing the modern statistical techniques (primarily interential statistics
and management science concepts) were attributed
a considerable degree of importance, at the
same time the traditional tools of statistical
analysis are still believed to be of great
importance by a majority of the business executives who responded.

However, the single most significant factor
that was stressed by the majority of the respondents was the importance of communication
between business economists and top level
management on matters involving the application
of statistical techniques, In most cases, it
was felt that the interpretation of statistical
results in concise and easily understood terms
is absolutely necessary and too frequently
lacking in the business world today. It was
further suggested that students trained in
quantitative methods by collegiate schools of
business should receive additional training in
the oral presentation of significant statistical
conclusions that form the basis for recommendations to top management.

In terms of relative importance concerning
specific subjects, the general area of analysis
of business conditions (including the study of
time series, business forecasting, and index
number analysis) received the highest arithmetic
mean (6.1) and the smallest standard deviation
thus indicating a high degree of homegeneity in
the responses. The area of analysis of relationships including both correlation and regression
analysis also scored very high (arithmetic mean,
5.71) and were followed in importance by the

(1) Gordon, Robert Aaron and Howell, James E.,
Higher Education for Business (New York:
Columbia University Press, 1959) & Pierson,
Frank C. et al., The Education of American
Businessmen (New York: McGraw-Hill Book Co.,
Inc., 1959).
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A COMMON FRAMEWORK FOR THE INDEX-NUMBER VARIETIES
Irving H. Siegel, The W. E. Upjohn Institute for Employment Research*
This paper outlines an approach to
index-number design that permits
methodical development and investigation of all the conventional varieties
[1].
It dwells particularly on aggregative formulas and on the more complex
measures derivable therefrom; but it
may also be adapted easily to include
others, such as geometric means of
relatives.
Furthermore, it takes
account of generalizations of the
Fisher, Stuvel, and Edgeworth indexes
to three or more variables.

as the Edgeworth formula and its
extensions, which do not actually
satisfy the multiplicative identity.
The partition that derives immediately
from a multiplicative identity, corresponding to a Taylor expansion without
a remainder, reflects the advantage of
exact finite-difference expressions for
practical index-number analysis.
All
the feats of formula design performable
with Divisia's differential expression
may also be accomplished more naturally
-- without the crude assumptions that
lengthy time intervals are only instants
and that second-order and higher-order
differences are negligibly small (even
when they obviously are not)[2].

From Specifications to Algebra
The starting point for our approach
is the specification or recognition of
an appropriate definitional or ac•
counting relationship to be satisfied,
The variable of primary interest and
its index (however constructed) are
connected with others via identities
or tautologies.
The purpose or context
of measurement should disclose which
of the many prescribable identities
is especially pertinent.

Supplementary criteria have to be
introduced after an accounting identity
has been chosen.
These criteria are
necessary for completing the determination of the "innards," the guts and the
plumbing, of index numbers.
They may
be stated in the form of "tests" to be
satisfied, of conditions to be met, by
the content and structure of admissible
measures.

The most relevant identity should
be selected or identified early for at
least two reasons.
It gives hints for
the subsequent construction of alternative measures hav±ng certain desirable
properties.
It also helps determine or
improve the operational meaning of
indexes that have to be derived indirectly -- by deflation or by multiplication.

The recognition of accounting
relationships and supplementary criteria
invites a distinction between two kinds
of algebra -- verbal and literal,
The
first kind involves only a cancellation
of words -- of the words associating
dimensions with the index-number symbols in a multiplicative identity.
The second kind extends the cancellation process to the elements within
indexes (i.e.~ to the explicit weights
and variables) and to whole numerators
and denominators of different indexes.
Many measures that seem adequate on
the level of verbal algebra are unacceptable from the standpoint of literal
algebra.

A definitional or accounting identity is a mathematical constraint
rather than a statement of functional
or analytical relationship,
Indeed,
conventional index numbers are
"atomistic," in Frisch' s language.
They
are constructed as though the variables
measured by the different indexes that
are included in one identity are independent, as though the variable and
the weights entering into a single
index are likewise independent.

Adoption of the exacting standards
of literal algebra would restrict
index design to formulas that are
structurally compatible in the context
of a relevant identity.
Thus, even if
indirect modes of derivation (deflation
or multiplication) are used, and even
if only one variable in the identity is
of interest, the measures implied or
designed for all the variables in the
system should at least be conformable.
That is, all the measures should have
a common basic pattern so that the
expression for any variable in the
identity is convertible into the expression for any other variable by a change
of temporal subscripts only.

Two equivalent forms -- multiplicative and additive -- may be given to
an identity, and both are useful in
index design.
The multiplicative
variant is frequently easier to handle.
Additive partitions are often effective
in the investigation of measures, such

* The author's views do not necessarily represent positions of The W. E.
Upjohn Institute for Employment
Research.
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Rearranging terms, we obtain

Some Aggregative Measures

I

We now examine a few definitional identities. To reinforce what we have
already said and to illustrate the
procedure of index design, we select
these six multiplicative identities:

M::~:~~;:

6. Payrolls (w) = Man-hours

~:~

~M)

x Hourly

1

represent sums or aggregates that are
fixed in magnitude no matter how else
they may also be written.

-

1

-

1

0

, or

0

1

l

1

0

1

0

0

O

O

0

according to (6), it would be
Im.s c /%ms c •
Paasche varieties may

hours.
From (J)-(6), we obtain four
different expressions for the same
payroll total: ~w. = '2q.c. =
-

0

1

1

1

0

but, according to (5), the Laspeyres
variant would be !m.e /Im e
and,

~m. = ~q.r. as the expression for man1

QERq e r

Fifth, a variable measured by a
unique expression in one identity may
have multiple plausible measures in
another setting.
Thus, the unique manhours index for (2) is zq.r./ _zq r ;

Second, we take a hint from the
right-hand side as to the "best" way to
express a unique magnitude on the left.
Looking at (1), we decide to write
the value of product for the period
t. as Iv. = Iq.p .•
From (2), we get
1

I

Fourth, we should not expect all
indexes having the same name to yield
the same numbers, even if they are
based on complete data relating to the
same universe.
In (1), for example,
deflation of value by "any old" index
having the label "price" need not
yield the same result that a more
relevant price index would yield.
Even
if the data for price and value apply
to exactly the same universe, deflation
of the unique value index by a Paasche
price measure would yield a Laspeyres
output index, while deflation by a
Laspeyres price measure would yield a
Paasche output index.
Both output
indexes are "correct" -- unless we
introduce supplementary criteria that
oblige a preference for one of them or
for some sort of compromise.
Furthermore, the output indexes of (1), (2),
(J), and (4) belong to different
gestalts; and the four Laspeyres variants, for example, should not be
expected to be numerically equivalent.

First, we observe that the three
variables on the left -- value of product, man-hours, and payrolls -- are
commonly assumed to be unambiguously
and uniquely measurable for any time
period.
That is Iv., !m., and ~w.

1

-

0

The capital letters stand for indexes;
corresponding small letters will be
used in measures referring to single
periods.

1

1

Aggregative measures that are conformable in structure and that satisfy
the identity may immediately be
derived for Q, E, and R.

x Hourly
productivity (s) x
Unit labor cost (c)

1

1

fqieiri
e r :: QER.

(R)
=

1

W:: zq

1. Value of Product (v) 2 Output (Q) x
Price (P)
2. Man-hours (M) _ Output (Q) x Unit
man-hour requirements (R)
J. Payrolls (w) _ Output (Q) x Unit
labor cost (c)
4. Payrolls (w) = Output (Q) x Hourly
earnings (E) x Unit
man-hour requirements

5. Payrolls (w)

=

q. e . r.

1

0

0

0

0

0

also be set down for man-hours in (5)
and (6); and, in the three-variable case
of (6), two other obviously admissible
aggregative measures, with mixed t
and

1

fqieiri ::Zmiei ::lmisici.

0

Third, the uniqueness of the numbers
representing the three variables on the
left leads naturally to aggregative
index systems, which include the Paascrn
and Laspeyres formulas in the simplest
(i.e., the two-variable) case.
Thus,
we may relate the ti payroll aggregate

ti weights, may be written:

I

Sixth, what we have said above
about alternative output measures also
applies to measures for other variables
occurring on the right side of more
than one identity.
Unit man-hour
requirements occur in both (2) and (4);
unit labor cost, in both (J) and (6);
and hourly earnings, in both (4) and
(5). We should not expect the alternative measures to be equal even if they

in case (4), for example
to the corresponding t
(base-perioo) aggregate as
0

follows:

!

q . e . r.
1

1

1

=

mis O ci/Zm 0 s O ci and Z mi sic 0 /1m 0 si c O •

1: Qq O Ee O Rr 0 •
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are constructed according to a single
formula (e.g., the Laspeyres).

(e.g., Laspeyres), we form
W = kQ•kE•kR
and solve fork.
We cannot be sure
that Q", E", and R" are internal
averages of relatives although Q',
E', and R' necessarily are.

Some Compromise Formulas
The multiplicative identity may be
used to develop a host of compromise
measures having aggregative "kernels."
The identity for three or more variab1El3
is especially suited to the derivation
of generalized Fisher and Stuvel formulas and of additional formulas that
satisfy the so-called "factor-reversal"
test -- one of the supplementary
criteria that might be invoked when all
the variables are of equal interest
and measurement bias is to be avoided.

The Stuvel formulas, originally
constructed with somewhat elaborate
scaffolding [4], amount simply to the
P' = P + x and Q' = Q + x satisfying
V = (P + x)(Q + x),
where the two kernels, P and Q, are of
the Laspeyres type.
This version
shows that any formula other than the
Laspeyres may be used for the kernels.
Furthermore, for three variables, we
may write:

Using aggregative indexes with ti
or t

0

subscripts, we find that six

W = ( Q + y) (E + y) (R + y),

different products of Q, E, and R
yield I q. e. r. /tq e r , the unique index
J.J.J.

where the kernels again are all of a
kind but not necessarily Laspeyres
measures.
External averages may be
yielded, unfortunately, by the
addition of the adjustment term, y, to
each of the three basic measures.

000

for W.
How ought these equations be
combined? If we wish to treat the
three variables impartially, we take
the sixth root of all the Q's, the
sixth root of all the E's, and the
sixth root of all the R's.
Each of
the three resulting measures (Q', E',
and R') contains two aggregative
kernels of the Paasche variety, two of
the Laspeyres variety, and two others
with mixed ti and t
weights.
The

Having considered a constant
multiplier and a constant additive
term for adjusting the kernels, we
may also wish to explore the case of
a constant exponent.
Taking the
Laspeyres or any other kernel for Q,
E, and R, we derive the exponent, z,
from
W = Qz• Ez• Rz,

0

three measures are interconvertible by
analogous interchanges of subscripts.
They are true generalizations of
Fisher's indexes for two variables,
meeting the same formal tests [3].

since z is the only unknown.
Again,
externality is not certain to be
avoided:
Q' 11 = Qz need not be an
internal mean of the q./q, and the

The procedure just described is, of
course, also adequate for the derivation of Fisher's indexes for two
variables.
If we start with V = P•Q
(or any other two-variable system), we
have only two equations containing
aggregative measures with ti or t

J.

l

piqi

iPoqo

_lpoqo

£piqo

rpiqi

= iPiqi

I. p q.

IPoqo

lPoqi

fpoqo

and R'

1 '

From multiplicative index identities such as W = QER and from aggregates such as %:.w.J . = 'I.q.e.r.
and
J.J.J.

subscripts:

= ~Pi qo

1

Additive Identities

0

2Pi qi

0

same hazard exists for E''

tw 0

and

= ~q e r , we may obtain additive
-

0

0

0

equivalents.
These new expressions
correspond to exact Taylor expansions,
which include both finite differences
and partial derivatives.
Since the
underlying multiplicative identities
are in the nature of definitions, displacements in the variables may be as
large as we please and cover any interval of time.
Our approach, in short,
has all the flexibility promised by
Divisia's or any other differential
method but does no violence either to
mathematics or to common sense.

~

Taking square roots of the two P's and
the two Q's, we obtain Fisher's measures, which have the product V (the
2
square root of V ).
Another set of Fisher generalizations is obtainable, but these results
are not so satisfactory as the Q', E',
and R' derived above.
Setting Q" = kQ,
E" = kE, and R" = kR, where Q, E, R
are aggregative measures of one variety

It should also be of interest that
the additive identities are derivable
without actual resort to calculus.
In
W
QER, for example, we may substitute

=
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1)
1)

Q = (Q R
(R -

-

1, E = (E - 1) + 1, and
1 and then expand to

+
+

three-variable Fisher extension is the
sixth root of the product of four
aggregative formulas; two of these
formulas, the Laspeyres and Paasche
varieties, appear twice (i.e., they
are squared).
The numerator of the
Edgeworth analogue is the sum of the
numerators of the same four aggregative measures, and the Laspeyres and
Paasche variants have double weight.
This Edgeworth extension to three
variables, like the preferred Fisher
generalization, is sure to be an
internal mean of relatives.

obtain:
W -

1 = (Q - 1)
+ (Q -

+
From

wi

~~ -

=

+ (E - 1)
1 )(E - 1)
1 ~ (R - 1)

1

+ (R -

1)

+ (Q -

l)(R -1)

+

(E - l)(R - 1).

qieiri, we get the followills

after substituting qi= q

0

+ (qi - q 0

),

etc.:

Iw.l.. - Iw = !q 0 e 0
0 -

(r.

l..

- r

0

)
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THE SIZE DISTRIBUTION OF INCOME AND EXPENDITURE IN RURAL SOUTH VIETNAM
Robert H. Stroup, University of Kentucky
and
Richard G. Marcis, Bowling Green University

Introduction

68 districts in 32 of the 39 provinces of South
Vietnam . .!/

The relationship between the stage of economic development and the degree of equality or
inequality in the distribution of income has received increased attention in recent years. Much
of this attention stems from the Kuznets hypothesis
that income tends to be more equally distributed in
the more developed countries. It is the purpose of
this paper to present household income and expenditure distributions for rural South Vietnam and to
determine whether these distributions are consistent with the Kuznets hypothesis. Part I reviews
briefly the Rural Income and Expenditure Sample
Survey of Vietnam on which this study is based
noting particularly the major non-sampling error
affecting the quality of its data. Part II presents
and comments on patterns of household average
income between and within the major regions of
Vietnam. Part III is devoted to an analysis of the
size distributions of income and expenditure and
Part IV interprets the findings of Part III in terms
of the hypothesis of Kuznets and the contributions of
others. The conclusions which are suggested by the
present study are presented in Part V.

I.

All rural areas of the country were covered
except Pleiku, Kontum, Phu Bon, Darlac, Quang
Due, Tuyen Due, and Lam Dong provinces, which
make up the region known as the Central Highlands.
The Central Highlands Region was excluded because
(a) it is not economically important, (b) the region
is inhabited by Montagnards who speak little Vietnamese, and (c) the region is isolated, infested with
Viet Cong, and travel is tedious at best and extremely dangerous.
The RIES sample was stratified by the three
principal regions of South Vietnam: South Vietnam
West (SVNW), which is the area commonly referred to as the Mekong Delta; South Vietnam East
(SVNE), which includes the Saigon River Delta and
the plains north and west of Saigon; and South
Vietnam Central (SVNC), usually called Central
Vietnam, which is made up of the nine provinces of
the coastal lowlands stretching from Binh Thuan
Province to the 17th parallel. The three regions
serve as a major basis of classification of tables
presented in this paper. Their locations are identified in Figure 1.

The Data
Security conditions in South Vietnam in 1964
thwarted the attempt to take a random sample of all
rural hamlets within the three regions. While there
were differences in security conditions from hamlet
to hamlet within the regions, only approximately
one-half of the rural hamlets were secure for purposes of the RIES.~/ Hence the RIES is a random
sample of secure hamlets rather than all hamlets
and whether the data do or do not extend to hamlets
under tight Viet Cong control is an open question.
It is idle to speculate on the answer although it
should be pointed out that the sample hamlets are
widely dispersed throughout the regions studied.
For example, they range in distance from . 9 to
55. 8 miles from the nearest provincial town and
average 16.1 miles.

The principal source of data upon which the
analysis of this study rests is the Rural Income and
Expenditure Sample Survey of Vietnam of 1964
(RIES) sponsored by the United States Agency for
International Development [ 12 ]. Since so much
reliance is placed upon the RIES and since it has
not been distributed widely a brief description of
this survey is appropriate here. The RIES had the
immediate purpose of establishing income and expenditure patterns in the rural areas of South Vietnam. The survey placed particular emphasis upon
the determination of (a) income from farm enterprise by type of farm product produced, (b) income
from non-farm sources, (c) production expense, (d)
savings, (e) investment, (f) assets, and (g) liabilities. Additionally, an attempt was made to
assess peasant economic aspirations by including in
the RIES questions asking survey respondents how
they would use additional income.

The reader is cautioned that the figures from
the RIES used in this paper are subject to more
limitations than those of similar surveys undertaken
in developed countries. Sampling errors are, of
course, inherent in any survey which does not cover
the entire population and they are present in the
RIES. The magnitude of the sampling error as it
relates to the data used herein is shown in Table 1.

Altogether the RIES obtained data by the interview method from 2,910 households drawn as random samples of 30 households in each of 97 of a
total of 9, 325 rural hamlets distributed throughout

406

h

e-

However, there are several types of non-sample
error which plague both sample and census surveys
and some of them were particularly prominent in the
RIES. Some of these non-sample errors which may
affect materially the quality of the RIES data are
reviewed in the paragraphs that follow.

The nature of the information that respondents
were asked to supply was a potential source of
further non-sample error. Some examples will
illustrate their general nature and importance.
Most of the information requested in the RIES
covered a period of time which varied from one
month in the case of certain food consumption items
to one year for other consumption items and all
income items. Only a few instances occurred in
which the respondent kept records such that precise answers could be given. Therefore, the
figures given are approximations, being good or not
so good depending on the memory of the respondent.
Generally, the estimates are believed to be good,
particularly for those households with low incomes.
Recall of particular income and expenditure items
is easier when respondents are forced of necessity
to keep close watch over what is spent. However,
a significant part of the income of the rural households was "in kind, 11 i.e. , home produced products
consumed on the farm. The evidence from cross
checks does not suggest that there was understatement of the value of rice consumed but the value of
fruits and vegetables grown in kitchen gardens and
the value of fish caught in canals and fields may
have been underestimated. The latter two categories of items are rarely sold in the market and
respondents had to approximate their value.

One possible source of non-sample error was
in the frame from which the sample was drawn. It
was assumed that the frame used included all of the
rural hamlets in the 32 survey provinces. However,
due to the turmoil in the countryside, there were
frequent changes in the names and locations of hamlets. The status of security in much of the countryside precluded doing the work necessary to construct
an accurate frame but such indications as there were
from pilot survey checks suggested that the frame
was accurate within 5 percent and that most inaccuracy was due to inclusion of names of hamlets that
had been moved and merged with others for strategic
reasons. Errors of inclusion are less serious than
errors of exclusion because the hamlets included in
the list but nonexistent are treated as blanks in the
list and blanks do not affect the probabilities of
selection of the remaining hamlets. However,
omissions cannot be considered as blanks and to the
extent that existing hamlets are omitted a selectivity
bias is imparted to the sample.
The limited experience of the Vietnamese
school teacher interviewers, the length and complexity of the interview schedule, and the nature of
some of the information requested undoubtedly gave
rise to non-sample error in the RIES. The interviewers made simple mistakes such as errors of
recording responses in the wrong place on the interview schedule. While many of the mistakes were
found and corrected by the supervisors it is only
realistic to assume that many of them were not. In
addition to the blemishes on the survey data caused
by mistakes not detected, there is some evidence of
nonuniformity of interpretation of some of the questions by the interviewers. Such interviewer influ ences on the survey results are not peculiar to the
RIES but it is frankly admitted that experienced
interviewers could have improved the quality of the
RIES statistics.

II. Average Household Income
Average household and average per capita
incomes for the sample households are summarized
by region in Table 1. These summary figures are
derived from income estimates for each individual
household and they include both cash and imputed
income. Additionally, they include net change in
assets and are net of farm and business production
expense.
The income figures show what would be expected a priori; i.e., the rural South Vietnamese
are poor. In U. S. dollars at the accommodation
rate of exchange which prevailed in the survey year
of 73 to 1 household and per capita incomes for all
regions are $291 and $54 respectively. As Table 1
shows, the highest average income is that of South
Vietnam East, the region surrounding Saigon,
while the lowest is that of South Vietnam Central
which is made up of the coastal lowland provinces.
However, when the overall and regional averages
are interpreted in the setting of rural South Vietnam,
the hamelt people are not so poor as they seem.
South Vietnam is a food surplus producing country
and food prices at the hamlet level are low. For
example, a typical hamlet rice price is 3. 5VN$ per
kilogram and a pineapple in the Delta Region costs
only 1VN$. It is estimated from RIES figures that
an average daily per capita food expenditure of 6VN$
per day, a figure clearly within the means of most

The RIES interview took about three to four
hours to complete since the schedule was quite long.
While the respondents did not object to answering
questions the interviewers sometimes found it difficult to keep strictly to the order of the questions.
Further, some of the questions, particularly those
referring to expenditure of additional income,
seemed outside the realm of respondent experience
and at times the interviewer had difficulty explaining
what was being asked. Undoubtedly, the explanations
varied among interviewers or were interpreted differently by respondents. Either way, response was
probably affected to some unmeasurable degree.
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these latter two regions appear inconsistent with
average income.

rural households, would provide an adequate basic
diet. There is no evidence that malnutrition is
widespread and certainly observation suggests that
the rural South Vietnamese are reasonably well fed.

Because of the possibility that RIES respondents may have reported less income than they
actually received and that the degree of such
under-reporting may have varied among the regions,
Lozenz curve percentages and Gini concentration
ratios were computed on the RIES household expenditure data which include both cash and imputed
items. These computations were based on the
assumption that the RIES expenditure figures might
in fact be closer to actual household incomes than
the reported income figures themselves. They
were based also on the assumption that insofar as
expenditures are based on well established habits
and patterns they reflect more accurately the
permanent economic status of the household. Hence
expenditures may be a better measure of the "true
income" of a household than reported income--even
if reported correctly--for reported income is likely
to include transitory and unexpected income [ 2, p.
58].

III. Size Distribution of Income
The regional averages presented in Table 1
are important dimensions of income in the three
regions but they give no clues concerning the way
households are distributed by income size within the
regions. Table 2 presents frequency distributions
of the sample households by income class and region.
The household incomes show a rather wide range but
at the same time incomes in all regions appear to be
concentrated within the class intervals 10, 000VN$ to
30, 0O0VN$. The highest class average in the table
is over twenty times the lowest while almost twothirds (64 percent) of incomes in the West region
and over half (59 percent) of incomes in the East and
Central regions fall in the two class intervals
10, 000VN$ to 30, 000VN$. The homogeneity of
rural hamlet income suggested by these distributions
and percentages is difficult to miss.
Another and more useful method of analyzing
the regional household income distributions is to
measure the inequality in each by use of Lorenz
curves. Table 3 presents the Lorenz curve for each
region and for all regions in tabular form showing
the percentage share of income received by each
decile group of households. As a further measure
of inequality it shows Gini concentration indices by
region and overall. Y Table 3 shows that for rural
South Vietnam overall the top decile accounts for
just over 27 percent, while the bottom decile accounts for less than 3 percent of household income.
Regional comparisons of the shares of income received by the respective deciles of income receivers reveal the distribution of income to be most
unequal in the East region where the bottom 10 percent of households receive about 2 percent of income
and the top 10 percent receive over 30 percent of
income.

Regional and overall percentage distributions
of household expenditures and corresponding Gini
concentration ratios are shown in Table 4. This
table reveals general inter-regional and intraregional patterns of inequality in the distributions
of expenditures similar to those for income. However, the Gini concentration ratios show greater
concentration of expenditures than of incomes
except in the Central region. South Vietnam East,
which shows the most unequal distribution of income shows also the most unequal distribution of
expenditures but the Gini ratio for the latter is
considerably higher for the former--. 420 as compared with . 382. On the other hand the relationship
between the West and Central region is reversed.
Based on expenditures the West region Gini ratio
indicates a higher degree of income concentration
or inequality than does that of Central Vietnam.
Further, it should be noted that the concentration
ratio for Central Vietnam is the same for expenditures as for income.

The same pattern of skewness or inequality in
the regional distributions of income can be seen in
the Gini concentration ratios also shown in Table 3.
The region with the highest concentration ratio and
hence the most unequal distribution of income is
that of the East region which is the region with
highest average income. The West region has the
lowest concentration ratio and therefore the most
unequal distribution of income, although there is no
conclusive difference between the ratios for the
West and Central regions. However, the average
income of the West region is considerably higher
than that of Central Vietnam and, as discussed
presently, the income concentration ratios for

In general, the larger concentration ratios
for expenditures are suggestive of some underreporting of income or more accurate reporting of
expenditures. Household cash expenditures may
have been under-reported in the RIES for at least
two reasons. (1) An association was probably made
by some respondents between the RIES and government attempts to raise the level or the rate of taxation despite all efforts on the part of the survey
staff to dispel such notions. (2) The survey likely
was identified with government attempts to raise
rural levels of living. Both of these associations
provide motives for farmers to make themselves
out to be poorer than they really are.
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The Central region appears to be an exception
no doubt explained by the fact that it is the poorest
region with less income to report and hence less to
under-report. Moreover, to the extent that the
amount of income unreported is positively correlated with income, which is entirely logical, the
closest correspondence between income and expenditure should appear in Central Vietnam where
nearly all respondent households were found to
spend to the amount of income received.

•vhich are experiencing differential growth rates
and thus different levels of development internally.
The regional differences shown in Tables 2, 3, and
4 appear to reflect different stages of development
within Vietnam and hence support Kuznets argument when it is viewed in terms of the long term
trend of economic development within a country and
not merely as an explanation of differences between
the distributionof income of a mature and a less
developed economy . .!/

The changed relationship between the two sets
of ratios for the West and Central regions also may
be attributable to the fact that the sample covered
only rural hamlet households and large landholders,
those with high incomes, do not live in the rural
hamlets. The absence of data for large landholders
would have a significant effect on the range of income
only in the West region since most of the large landholdings are found in this rice surplus delta region.
Furthermore, the influence would be greater on income than on expenditure since the larger landholders likely would not spend all of their incomes.
To the degree that this explanation is valid, the
ratio for expenditures is more reliable than the ratio
for incomes in the West region.

That the distribution of income should change
during the process of economic development is not
obvious and some explanation seems required.
Specifically are there basic factors which lead to
greater inequality in the early stages of development? Further, does economic development require a more equal distribution or is the inequality
a consequence which sound development policy can
influence? Kravis [ 3], Oshima [ 11], Kuznets [ 4,
5], and to some extent Ojha and Bhatt [10] have
given explanation for such changes in the income
distribution as economic development progresses,
but the development of a unified theory has been
handicapped by lack of empirical data to test existing hypotheses and develop others. However,
emphasis on the predominance of the agricultural
sector as a major influence on the pattern of income
distribution of a country or region is common in all
the explanations. Those countries or regions in a
subsistence stage of development, in which agriculture and agriculturally-based activities dominate,
can be expected to have the most equal distribution
because the pervasiveness of agriculture has a
leveling influence on income. As the region begins
a transition to the earliest industrial stage, the
dominance of the agricultural sector on incomes
declines and opens the way for greater income inequality.

IV. The Distribution of Income and the Stage of
Economic Development
If a logical conclusion about the relationships
between regional income concentration and per capita
income can be drawn from Tables 2, 3, and 4, it is
that the higher the level of regional income, and
hence by implication the more economically developed the region, the more unequal the distribution of income. SVNE, which has by far the highest
per capita income likewise has the most unequal
distribution of income. SVNC, the poorest region,
has the most equal distribution if expenditures are
used to measure inequality as suggested by the
preceding discussion. Hence the RIES data seem to
contradict the popular interpretation of the hypothesis of Kuznets [ 4, 5] that economic development
inexorably produces a more equal distribution of
income. However, the contradiction between the
RIES data and the Kuznets hypothesis is more
apparent than real because Kuznets hypothesis must
be considered from a long runeconomic development
perspective._ In the long run as a country or region
progresses from a subsistence economy to a mature
industrial state, the distribution of income depends
on the exact stage of the region's development.
Over the long run process of development the distribution becomes more concentrated in the early
stages of growth, becomes stabilized for a time,
and finally moves toward greater equality in the
later stages of economic maturity [4, p. 18 ]. This
pattern may appear not only between countries in
different stages of development, but within countries

The reasoning behind the preceding argument
is that in those countries or regions which are
predominantly agricultural at the subsistence level,
land holdings tend to be small and hence specialization is difficult to achieve. Farming is a family
affair and all households are expected to contribute
to the planting and harvest of the crops. For the
population as a whole there is little differentiation
between the types of work performed by individuals
since there is a distinct lack of alternative employment opportunity. As Oshima 11, p. 441 has
emphasized, in such an environment even those
occupations classified as "non-agricultural" are
directly or indirectly dependent on agriculture.
Consequently, non-farm wages and salaries are
closely related to and determined by the wage
structure of the agricultural sector.
The process of economic growth inevitably
involves industrial growth even though agriculture
is developed simultaneously, and hence there is a
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decline in the dependence on farming as a source of
income. Associated with the earliest stages of industrial development is a shortage of semi-skilled
and skilled labor and competition for these scarce
resources increases wage differentials. As Kuznets
notes [ 4, p. 16] the structure of occupations, and
consequently incomes, under these circumstances
''would run the gamut from low-income positions of
the recent entrants to the economic peaks of the
established top-income groups." It is hence the
opportunity for alternative sources of employment,
primarily non-agricultural, that the developing
economy offers and the greater dispersion in wage
rates resulting from expanded competition for human
and property resources, t.hat tends to produce
greater inequality in the distribution of household
income. Despite the fact that the RIES is a sample
of rural households, its data clearly show the influence of availability of alternatives to farming on
regional household income patterns. The East
region, the region of highest per capita income and
the most unequal income distribution, accounts for
only 15 percent of the sample households but accounts
for over 20 percent of workers employed by others.
In contrast, the Central region accounts for 38 percent of households, but only 32 percent of those
employed by others.

Saigon, which is located in this region. Saigon is
the only sizable urban area in South Vietnam and
the focal point of trade and commercial and industrial activity. The residents of hamlets in this
region and near Saigon have more opportunities to
supplement income by working off the farm and
those who do so gain the advantage of the relatively
high Saigon wage rates.

V.

Summary and Conclusions

The RIES data presented and analyzed in this
paper show that there are regional differences in
the distribution of income in South Vietnam. The
region of highest average household income has the
most unequal income distribution whereas the lowest
income region appears to have the most equal distribution of income. Hence the South Vietnam data
tend to support the Kuznets hypothesis that in the
early stages of economic development within a
country income tends to become more unequally
distributed as income rises. They also appear to
be consistent with empirical findings in other
underdeveloped countries--notably those for India
[9 ].
Factors which appear to be the most important
determinants of income distribution among the three
regions of South Vietnam are (a) the extent of dependence on farm enterprise as a source of income,
(b) the opportunity to supplement farm income,
(c) differences in wage rates--primarily non-farm
wage rates, and (d) proximity to or isolation from
Saigon, the focal point of Vietnam trade and com mercial activity. Declining dependence on agriculture, expanded opportunity to supplement farm
income, and rising non-farm wage rates associated
with higher education and skill requirements all
are associated with economic development. Geographically, the city of Saigon is the center of economic development in Vietnam. Hence tre region
showing the most unequal distribution of income is
South Vietnam East, the region surrounding Saigon
The most equal distribution of income is found in
the poorest, most isolated, and least developed
region--South Vietnam Central.

Table 5, which presents summary percentages
of household income by principal source of income
for South Vietnam by region, confirms the fact that
there is less dependence on agriculture in the highest
income region as would be expected on the basis of
the discussion of the preceding paragraphs. It shows
that households in the East region obtain almost one
quarter of total income from ''business sources" and
another quarter from "other wages and salaries."
The corresponding percentages are much smaller
for the Central region where business income accounts for just 10 percent and other wages and
salaries about 16 percent of household income. The
percentages for the West region fall in between those
of the others as they should.
Not only does it appear that there are more
alternatives to farm work and a lesser dependence
upon agriculture as a source of income, but also
wage rates appear high in the East as compared with
the other regions as shown in Table 6. The highest
wage rates are found in the East and the lowest in
the Central region. In the former region, nearly 19
percent of male wage earners receive more than
67. 50VN$ per day, whereas in the West and Central
regions the percentages are 7 and 2. Table 6 reveals also that the range of wage rates is largest
in the East region.
The higher level of wages and the greater
range of wages in the East as compared with the
other regions reflect clearly the influence of
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FOOTNOTES

REFERENCES

1/ A hamlet is a separate administrative
entity within a Vietnamese village. The typical
rural village is made up of from three to five hamlets which are well defined geographically, but
single hamlet villages are not unusual. The number
of households per hamlet in the RIES varied widely
from as few as 40 to over 600.
A hamlet was defined as rural if it was estimated that 75 percent or more of the income of the
hamlet was attributable to agriculture.

2/ A hamlet was classified as secure if, on
the baiis of a preliminary survey, it was found that
the survey field supervisors could travel to and from
the hamlet and work in the hamlet with reasonable
safety during daylight hours. The field supervisors
were Vietnamese Provincial Statistical Agents of the
Agricultural Economics and Statistics Service,
Government of Vietnam. All had received extensive
interviewer training in Taiwan as well as specific
training for the RIES. Additionally, each had at
least five years of experience taking crop and livestock surveys in Vietnam. They were thus civil
servants rather than political people and were subject to very little Viet Cong harrassment. Security
conditions were worst in the Delta Region, particularly in Kien Hoa Province, where historically
the National Front for Liberation of South Vietnam
began its operations. Security conditions generally
were good in Central Vietnam.

y

□

The Gini index of concentration is perhaps
the most common measure of income inequality.
This index is derived from the Lorenz curve and is
defined as the area between the Lorenz curve and
the diagonal expressed as a percentage of the total
area under the diagonal. Consequently, the concentration ratio varies from zero to one with a value
of zero signifying perfect equality of income. For a
geometric illustration and an efficient method of
calculation see Horst Mendershausen. [6, Appendix
C, pp. 160-67 ]. See also Morgan [ 7].

i/

When viewed in this framework the results
for India presented by Ojha and Bhatt [9] also can
be viewed as substantiating the Kuznets hypothesis
as other writers indicate [8] and as Ojha and Bhatt
themselves indicate in the reply [10, p. 1187].
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TABLE 1
TOTAL, AVERAGE, AND PER CAPITA INCOME OF
RURAL SOUTH VIETNAM BY REGIONS*
(Value in VN$)

Region

Household
Average Income **

Total Income

Per Capita
Average Income

South Vietnam West

$1,044,685

$24,295

$4,262

South Vietnam East

417,570

27,838

5,458

South Vietnam Central

599,703

15,377

3,075

2,061,929

21,257

3,936

All Regions

*Regional income figures are derived from individual estimates for each household. The household
averages are then combined into hamlet averages and the regional estimate is a weighted average of hamlet
averages. The hamlet weights are the number of households in each hamlet.
**The standard errors of the means are:
SVNWest
SVN East
SVN Central
All Regions

$

451
1,218
346
527

TABLE 2
FREQUENCY DISTRIBUTION OF HOUSEHOLD INCOME
BY INCOME CLASS AND REGION

Re ion
Income Class

Under 5,000 VN$

SVNWest
No.
%

SVN East
No.
%

SVN Central
No.
%

All Regions
No.
%

20

1. 6

16

3.6

91

7.8

127

4.4

5,000 to 9,999

134

10.4

66

14.7

295

25.2

495

17.0

10,000 to 19, 999

498

38.6

148

32. 9

531

45.4

1,177

40.0

20,000 to 29, 999

328

25.4

115

25.6

153

13.1

596

20.5

30,000 to 39, 999

169

13.1

47

10.4

65

5.6

281

9.7

40,000 to 49, 999

64

5.0

26

5.8

12

1.0

102

3.5

50,000 and over

77

6.0

32

7.1

23

2.0

132

4.5

1,290

100.0

450

100.0

1,170

100.0

2,910

100.0

All Households
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TABLE 3
NET INCOME OF RURAL HOUSEHOLDS
BY DECILE GROUPS BY REGION

Households

SVNWest

Percent of Net Income
SVN East
SYN Central

All SVN

Bottom Tenth

2.53

2.05

2.43

2.35

Ninth Tenth

4.44

3.52

4.42

4.04

Eighth Tenth

5. 57

4.99

5. 52

5.23

Seventh Tenth

6.63

6.22

6.61

6.38

Sixth Tenth

7.73

7.25

7.78

7.49

Fifth Tenth

8.97

8.68

9.11

8.68

Fourth Tenth

10.55

10.13

10.35

10.29

Third Tenth

12.38

11. 76

12.04

12.44

Second Tenth

15.44

14.99

15. 28

15. 67

Top Tenth

25.16

30.36

26.54

27.39

.333

. 382

. 339

.356

Gini Concentration
Ratio

TABLE 4
EXPENDITURES OF RURAL HOUSEHOLDS
BY DECILE GROUPS BY REGION

Households

SYN West

Percent of Expenditures
SYN East
SYN Central

All SYN

Bottom Tenth

2.83

1.27

2.61

2.27

Ninth Tenth

4.35

2. 59

4. 32

3.89

Eighth Tenth

5.47

4.10

5.48

5.03

Seventh Tenth

6.42

5.91

6.54

6.16

Sixth Tenth

7.48

7. 37

7. 69

7. 32

Fifth Tenth

8.77

8.86

9.03

8.54

Fourth Tenth

10.14

10.31

10.34

10.16

Third Tenth

12.09

12.42

12.06

12.12

Second Tenth

15. 35

15.46

14.99

15.67

Top Tenth

27.09

31. 68

26.93

28. 83

• 341

.420

.339

. 370

Gini Concentration
Ratio
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TABLE 5
HOUSEHOLD INCOME BY PRINCIPAL SOURCE AND BY REGION

Source

Percentage of Income
SVN East
SVN Central

SVNWest

Farm

All Regions

47.2

31. 3

50.3

45.1

20. 7
8.1
6.3
6.3
16.9
13.3
3.6

-1..,_§_
2.2
3.9
1.5
12.6
10.8
1.8

22.7
13. 9
3.3
16.7
11. 7
5.0

18. 8
6.2
8.2
4.4
16. 0
12.4
3.7

1. 7
_J!__,_1

0.0
11.1

1. 6
10.9

1. 4
10.3

41. 6

58.6

39.6

44.3

Other Wages and Salaries
Business Income
Rental Income
Cottage Industries
Surplus Goods Received
Money from Relatives
Commercial Fishing

17.6
15.3
.9
1. 9
.2
4.6
.9

28.4
23.6
.1
.3
.5
4.2
1.4

15.8
9.1
.9
2.5
.7
6.9
3.7

19.2
15.0

Savings J21Us Net Change In Debt

11.2

10.1

10.1

10.7

100.0

100.0

100.0

100.0

Rice
Sold
Consumed
Stored
Other Products
Sold
Consumed
Sale of Livestock and
Poultry
Farm Wages
Non-Farm

Total

5.5

.7
1.8

.4
5.2
1. 9

TABLE 6
PERCENTAGE DISTRIBUTION OF DAILY WAGE RA TES REPORTED
BY EMPLOYED WORKERS, BY REGION

SVNWest
Male
Female

SVN East
Male
Female

Under 7.5

0.5

0.3

0.5

7. 5 under 1 7. 5

2.9

6.8

17. 5 under 27. 5

4.9

27. 5 under 37. 5

SVN Central
Male
Female

All Regions
Male
Female

2.6

1. 6

1.3

0.9

1.0

3.9

10. 5

6.0

27.3

4.2

16.5

22.0

1. 9

27.0

23.1

59.5

11. 6

39.5

12.5

38.9

11. 6

43. 5

39.2

11.0

22.7

26.8

37.5 under 47.5

25.5

19.6

32.5

9.9

15.6

0.6

22.4

9.9

47.5 under 57.5

34.1

9.2

20.4

4.0

10.5

0.3

23. 6

4.6

57. 5 under 67. 5

12.7

2.9

10.2

1.3

2.0

0.0

8.3

1.4

67. 5 under 77. 5

2.9

0.1

5.3

0.6

0.4

0.0

2.2

0.1

77.5 under 87.5

1.3

0.0

5.8

0.0

0.4

0.0

1.4

0.0

87. 5 under 97. 5

0.0

o.o

1. 5

0.0

0.1

0.0

0.3

o.o

97.5 under 107.5

2.1

0.1

3.9

0.6

1.0

0.0

1. 9

0.1

107. 5 and over

0.6

0.0

2.4

0.0

0.0

0.0

0.6

0.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

Wage Rate

Total
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OBTAINING IMPROVED ESTIMATES THROUGH THE USE OF THE CUMULATIVE RELATIVE FREQUENCY
OVER CONVENTIONAL MACRO-ESTIMATING TECHNIQUES,
Russell W. Fenske - The University of Wisconsin-Milwaukee
1.

Sample Information and Estimates

A randomly selected sample of items gathered
to provide the basic data for estimating a
parameter of a universe often contains more
information than is utilized in conventional
estimating techniques. These techniques may be
referred to as "macro-estimating techniques"
since they, in some fashion, lump the data
together and mechanically determine a single
estimate. Classical estimating methods accomplish this with a sum, product, or other type of
mathematical aggregation. Once this aggregating
step has been performed much of the information
in the sample is lost. It is the purpose of
this paper to offer practical business and
economic statisticians a method of extracting
more of this basic information contained in the
sample data.
II.

limits might
parameter.

be

any better

than

the

sample

Higher moments such as 113 indicating skewness attempt to extract further information
from the sample but the decision maker is still
left with the original sample parameter, such
as the arithmetic mean, as being his
best
estimate of the population variable under investigation. All that he knows from a
calculated
"momemt" such as 113 is that the distribution
of values in the population may be skewed but
his best estimate is still the mean.
B.

Shewhart Control Charts

The field of quality control which matured
rapidly during the second World War was not
able to develop satisfactorily utilizing the
methodology of the classical estimating procedures. By the time a random sample of sufficient
size to determine an estimate with relatively
small confidence limits could have
been
obtained, an industrial process might have
deviated significantly from its designed performance with extremely hazardous and/or expensive
results.

Review of Estimating Techniques from
Sample Information

Statisticians are tending to utilize a much
broader range of probability and estimating
concepts than has been true historically.
Prior to World War II estimates of probabilities and quantitative variables were assumed
to be "legitimate" only if they were determined by classical mathematical methods from
mndom smplal. Judgement samples were described
and infrequently utilized but were not considered to be in the same class with samples
selected through random processes.
Human
experience or judgement in most cases was
rejected outrightly as inherently biased.
In the last decade the concept of subjective
estimates has been found to be an
extremely
helpful tool in the estimating proces,. No longer
are subjective probabilities and estimates
ridiculed because they do meet the classical
definitions. More and more, statistical methods
are being developed to meet real needs in the
business and economic communities which cannot
be satisfied by the straight jacketed classical
techniques.

The answer was the invention of the Shewhart
control chart which utilizes small samples (4
items is not unusual) and plots the values of
the parameter in
question for
successive
samples.
These samples are plotted on this
chart from the left to the right and may have
time as the horizontal variable although this
is not necessary. For example, a single sample
of 40 units provides one estimate of a variable
under consideration while 10 successive samples
of 4 items would provide ten estimates (admittedly less reliable when considered individually) which could indicate information concerning tendencies for a deviation away from
the designed performance.
This information
would be buried in t~e single estimate of
a sample of 40 items.

A.

C.

Classical Estimating Techniques

The classical method of estimating
has
involved calculations of a sample parameter by
some method of aggregation (or elimination in
the case of selection of maxima or minima) and
utilizing this single value to estimate the
desired value for the populatbon. This technique
was amplified by adding confident limits based,on
estimates of the population dispersion (usually
estimated from sample dispersion parameters or
sample proportions). This refinement still left
the decision maker with basically a
single
value estimate and no reason to believe that
any other value in the range of the confidence

Bayesian Estimating Techniques

The most recent significant development in
techniques of estimation of course has been the
Bayesian approach to statistical inference;
This development has contributed two major
concepts that are part of the historical trend
being traced and hopefully later extrapolated,
The first, as mentioned
earlier, is the
recognition of the value
of "subjective"
estimates in either the absence of classically
collected and analyzed sample information or in
the presence of such information which is of
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doubtful reliability. For many years decision
makers have had to rely on such inrormation for
practical reasons and have often in a sense
felt "guilty" about using such "impure" information or conversely have utilized unreliable
classical estimates because they were the only
"respectable" ones available.
In the last ten
years, subjective
estimates have
achieve~
respectability except in the eyes of a few
mathematicians and statisticians.

explain his concept of probability but did not
make use of such a chart as an estimating device.
B.

Applications to Work Sampling.

About a year and one half ago, the author
was involved in a scheduling consulting assignment which required a work sampling study. When
a progress report, describing the technique of
work sampling and the results of the study had
to be made, it appeared that the. use of the
cumulative relative frequency
chart
would
provide a simple and easily
understandable
mechanism to both explain the technique and
illustrate the results.2

The second development
in
the Bayesian
"revolution", that is of significance to this
paper, is the concept of continuously modifying
"prior" estimates with subseqaent sample information to obtain better "posterior" estimates.
Classically, new sample information was tested
to determine if there was
a
significant
difference between the new information and that
already available. If the difference was not
significant, the original information was still
utilized and if it was significant a new
estimate (including new confidence
limits)
would be determined from the new information
alone. The concept of continuously
modifying
earlier estimates with new information was a
significant development which will be utilized
later.
III. Background of the Relative Frequency
Concept.

In the course of preparing the charts some
interesting phenomena appeared
which upon
further investigation were revealed to be caused
by significant independent variables which had
been previously overlooked. A "macro" estimating technique such as the use of conventional
mean proportions would have yielded aggregate
figures and the effects of the
independent
variables would have been buried in
these
results. The subsequent decision, to utilize
different estimates when varying combinations
of the newly discovered variables were present,
would never have been made with a consequent
decrease in the reliability and hence usefulness of the estimates.

A.

IV.

Work of von Mises.

Richard von Mises the mathematician
in
Probability Statistics and Truth, 1.
discussed
two basic concepts of probability.
The first
is the traditional combinatorial
counting
approach based on the work of the Bernoullis
where the probability of an event is the ratio
of the number of ways in which the event may
occur to the number of possible outcomes.
The
second is the cumulative relative frequency.
Von Mises describes the probability of
an
attribute (or event) as - the limit, that the
relative frequency of occurrences of the event
approaches as the number of trials or observations increases towards infinity.

Estimating With the Use of the Cumulative
Relative Frequency.
A. The Quantity of Information Available
in Sample Data

A simple example will indicate the shortcomings of conventional estimating techniques
and the need for techniques which make use of
more of the information available in the basic
data. Conventional techniques implicitly assume
that each item in a sample carries all of the
information that is pertinent to the question
under consideration and that an aggregation of
these pieces of information without regard to
the order in which they occur will yield the
best estimate.
The following hypothetical coin tossing
results indicate some of the problems:

Figure #1 shows an idealized coin tossing
alternate
experiment where approximately
heads and tails appear. In this simple case,
a combinatorial approach would be much less
complicated and time consuming:

p (Heads)
p (Heads)

P(Heads)..#of ways a coin can be tossed heads=l/2
# of ways a coin can be tossed

p (Heads)

In order to utilize the cumulative relative
frequency concept of probability
it is not
necessary to keep track of the results and plot
the cumulative outcomes. The simple mean proportion can be determined after any elapsed
number of trials. This is exactly what is done
in classical estimating procedures.

p (Heads)

111
02
113

14

=

=
=

15
30
15
30
15
30
15
30

Heads
Tosses
Heads
Tosses
Heads
Tosses
Heads
Tosses

.5
.5
.5

-

.5

In all cases the best estimate of the
probability of heads is .5. The data in each
case is shown below. Although they were not
the results of a random sampling procedure they
demonstrate types of conditions that can occur.

Von Mises utilized the concept of the cumulative relative flequency as shown in figure /fl to
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Case
Case
Case
Case

Ill
1/2

113
114
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HTTHHTTHHTTHHTTHHTTHHTTHHTTHHT

occurred after the 22nd trial, the figures on
the chart will approach the 0% heads figure
asymptotically as more and more tails are
accumulated. Under such circumstances it may
be wise to examine the data after the breakpoint (trial /122) separately.
This is also
true in Figure 113. Similarly the trend in the
proportions in Figure 114 is understated (much
as is done in exponential smoothing) since the
proportion of heads has almost reached zero by
the 30th trials.

In case Ill examination of the data will
indicate that the proportion of heads was--.667
through the 22nd toss and then abruptly changed
to zero although the sample proportion would
indicate a value of .5 for the population
estimate. In case /12 the probability of heads
appears to have shifted from 1,0 to zero after
the fifteenth toss but the estimate is still ,5.
In case /13 the proportion of heads appears to
be decreasing at a fairly rapid rate but the
sample proportion is also .5. In case 114 the
proportion of heads appears to be stable at .5
in agreement with the sample estimate.

After examining the four charts,
the
prudent man would utilize the .5 estimate only
in Case /14 (Figure 115) to estimate the population proportion. In the other three cases he
should take a closer look at the data, discarding part of it, adding to it, or weighting the
figures as necessary (for instance using increasing weights in Figure /14 much as is done
in exponential smoothing).

In all four cases the aggregation, involved
in summing the sample information, buried these
characteristics in the single sample proportion
of .5.
Dispersion calculations would not help
in this case since the usual method of calculating Op is
op

=

.I P(l-P)
V N

=J

The construction of charts such as these
carry the Bayesian estimating procedure to its
logical extreme. Instead of having a paramenter
such as the mean or sample proportion as a
"prior" estimate and modifying it with information from a second group of items or samples
to produce a "posterior" estimate, each cumulative relative frequency figure is a "prior"
estimate to be modified by the value of the
next sample items selected to obtain a new
"posterior" estimate. In this way all of the
information including both sample value and
order is preserved without aggregation
until
the pertinent posterior estimate is made.

(.5)(.5) for all four cases.
30

The order of occurrence of the values
in
these samples is quite significant in the first
three cases.
In fact it is just as important
as the values (which m~y be coded as Heads= 1,
Tails=- O) of the items themselves.
Each
sample item has two important "bits" of information, in these cases, the value (or attribute)
of the item and the order in which it occurred
in the sample.
B.

C. Estimating Stable Parameters

The Cumulative Relative Frequency Chart

Figure /16 illustrates the results of an
actual coin tossing experiment where the proportions of heads and tails were
presumably
stable. While it can be seen that the cumulative relative frequency is oscillating about
the 0.5 value with smaller and smaller deviations, the figures are within ± 2% only eight
times out of thirty. It would seem much more
appropriate after trial /120 to estimate the
proportion of heads as ,46 - ,47 from the chart
rather than as .40 ± 3 ,I (.40)(.60) or .07-.73
'I
20
with 99.73% confidence. Similarly after 30
trials the chart would indicate .5 rather than
.533 ± 3~ (.533)(.467) or .26 - .80. To the
30
businessman or economist these confidence limits
are almost useless while the charts are extremely helpful.

Figures /12 - 115 plot the cumulative relative
frequency for the four cases. The characteristics of the data become immediately apparent.
Case 113 shows the expected downward trend in
Figure 114, and Case /12 in Figure 113 the abrupt
change from 100% heads to a new
proportion
which is not indicated on the chart since it
is being approached asymptotically.
Case Ill
in Fig. /12 indicates the expected fluctuations
about the .667 value until the twenty second
trial and then a deviation toward a new value.
Case 114 in Figure 115 indicates the expected
fluctuations around the stable .5 proportion.
Although it would have been possible
to
deduce these characteristics from the date in
such simple cases, random fluctuations in
larger samples would make such detection quite
difficult and time consuming while the use of
the cumulative relative frequency chart would
point out these effects quite rapidly much as
a scatter diagram does in regression analysis.
However, one caution is necessary in interpretation of the charts.
Since we are dealing
with averages, persistent deviations in the
figures on a chart such as 112,113, or 114 understate the effects actually occurring.
For
instance in Figure /12 although no
heads

From this example it can be seen that the
cumulative relative frequency chart is not just
another way of detecting time series variations
but is an approach to obtaining better estimates
for samples selected at a point in time as well
as those selected in some time -or other ordered
sequence.
V. Typical Business Example
The type of chart discussed
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above

is

not

limited in application to the case of sampling
attributes and estimating the proportion of the
population having the particular
attribute
under consideration.
Quantitative variables
can be treated with equal facility except that
the figures are not proportions or percentages
but sequential means calculated from cumulative
totals.

Figure #1
Proportion of Heads

Figure #7 illustrates data collected by a
manufacturer on the annual value of a product
purchased by a randomly selected sample of 41
housewives.
The mean annual purchase of all
40 housewives was $55.63 but examination of
the chart would indicate that a better estimate of the mean purchase would be $56.5-57.0.
The Jcr
confidence limits calculated from
the sample standard deviation of $2.01 were:
_s_
$2.0l
a
= {'+0$ .32

}, 0 . - - - - - - - - - - - - - - - - - - - - - ,

-f"""N-T.

X

$55.63

+

3

($.32}

o----------,,.------------~
Number of Observations

$.96 = $54.67 - $56.59
$55.63 +
These limits are almost entirely below the
range $56.5 - 57.0 estimated from the chart
and apparently unrealistic.

Figure #2
Case #1
/,o Proportion of Heads

It may be possible to improve the usefulness of confidence limits by using judgment
(based on the chart values) in establishing
eheir midpoint. For instance by excluding the
last item in this sample the mean is $56.25
and the confidence interval about that figure
would be approximately $55.25 - $57.25. More
reasonable figures for the businessman to
utilize in his decision making.
VI.

Conclusions

I

The cumulative relative frequency chart is
a tool that can aid the businessman and economist in interpreting the information obtained
from samples. Furthermore, the cumulative
relative frequencies can often be utilized to
obtain better estimates of population
parameters than can be obtained from the
conventional "macro" estimating techniques.
Heterogeneity in sample data, trend, and nonrepresentative parameters can be detected as
well as the presence of independent variables
which may be related to the variable under
consideration.

o._____ _-+---------li---=l
____

von Mises, Richard, Probability Statistics
and Truth, Macmillan & Co., 1939, New York

2.

Fenske, Russell W. , "Extracting More
Information from a Work Sampling Study,"
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Figure #5
Case #4
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SELECTIVE PARTITIONING APPROACH TO ANALYSIS OF TIME SERIES
G. G. Hingorani and L. F. Marczynski
Northern Natural Gas Company
Omaha, Nebraska

I. INTRODUCTION

In figure 2, we have an example of a non-stationary random time series. The time series represents the average daily temperature in Minneapolis from January l, 19 66 to December 31, 19 66.
The mean, the standard deviation and the autocorrelation function vary with time t

As a result of widespread availability of digital
computers, many scientists and engineers are
turning to the area of Time Series Analysis.
The utility of Time Series Analysis techniques
and computer programs is enhanced by the fact
that techniques and computer programs developed for analysis and prediction of time series
generated in one scientific discipline can be
readily adapted in other scientific fields.

III. THE MODEL FOR PARTITIONING
(a) Single Non-Stationary Time Series
Non-stationary data represent any class of data
whose statistical properties change with time.
Consequently the vast majority of physical data
actually falls in this area. Data is arbitrarily
assumed to be stationary for reasons of approximation and simplicity. Also if the data is slowly
changing with time, we consider it to be stationary.

A time series can be any collection of data
where each point is associated with a moment
in time, i.e. a time series can be defined as
a set of ordered pairs (t. ,y.) for i = 0,1,2,
1
1
... ,n.
II.

RANDOM PROCESSES

A totally adequate methodology does not exist as
yet for the analysis of all types of non-stationary
data. This is partly due to the fact that a nonstationary conclusion is generally a negative
statement specifying the lack of stationary properties, rather than defining the precise nature of
the non-stationarity.

The time series generated by a random phenomenon has the property that each observation is
unique. A given observation will represent
only one of many possible values that might be
generated at the particular point in time. Because of this property, a random process cannot
be described by an explicit mathematical relationship, but must be looked at in terms of its
statistical properties.

There are various types of non-stationary data.
Three basic and important types which can represent certain physically occurring non-stationary data are (1) a time-varying mean value
(2) a time-varying standard deviation (3) a combination of the above. For joint statistical
properties between values of a single non-stationary process at different times, the process
can be described further in terms of its nonstationary auto-correlation function.

The random processes can be classified as
stationary and non-stationary processes. If
the underlying mechanism that generates a
random process does not change with time, any
measured average property of the random process is independent of the time and the random
process is called stationary. For instance,
ocean wave height in a given sea state, a
telegraphic signal of a certain language are
examples of stationary random processes.

The time series which consists of the daily
demand for gas in Minneapolis for the period
February 1,1965 to February 28,1967 represents
the third type of non-stationary data .(See figure 3)

If the generating mechanism does change, thf
random process is called non-stationary, in
which case the generating mechanism may
change in a predetermined fashion or at random.

We can divide this time series into 25 partitions
where each partition contains data for one month.
For each partition, we can compute the statistical properties of the data such as mean value
and standard deviation. The statistical properties for each partition are shown in figure 4.
The solid line represents the mean value for
each month from February 1965 to February 1967.
The dotted lines represent the deviation of the
data about the mean value for each month in the
time series. The time series is non-stationary;

In figure 1, we have an example of a stationary
random time series. The time series represents
the annual mean air temperature in London from
1763 to 1900. The statistical properties such
as mean and standard deviation do not vary
significantly with time. The auto-correlation
function is independent of time t and only
a function of the time lag T.
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(1) Non-overlapping Partitions
it has a time varying mean value and time
varying standard deviation.

We can divide these time series into 25 partitions where each partition consists of data
for one month. The analysis of data for each
partition can be performed using regression and
correlation techniques. The gas load data is
considered as the dependent variable and the
independent variables are temperature and wind
velocity.

The selective partitioning approach groups the
given non-stationary time series into a sequence of stationary time series. In order to
predict the time series the finite state machine
is set up which consists of linear predictor
operators for each partition of the time series
and the director which tells the machine when
to change from one state to the next state.
That is, at each state a linear filter is given
but these filters change in time and space according to the action of the finite state machine.

Using all 758 observations, correlation coefficients for each of the following variables
x. for j = 1, 2, 3, .•• , 11 with the dependent
v~riable were computed.
x

The basic idea of this approach is to construct
a class of generalized linear predictors which
fit a set of data for different intervals of time.
If we are interested in predicting a particular
interval of time in the future, we choose the
predictor which will operate best on that data.
The approach is based on the assumption that
not all past data are significant to the prediction of data.

1

x

2

x

3

= temperature
= wind

= cross-product (x x )
1 2

The statistical properties given in figure 4 of
25 partitions can be used as a criteria for
grouping the partitions together to reduce the
number of partitions to 4. The predictor operator for each of the four partitions is computed.

x = ln x

Thus the problem of designing near optimum
non-linear filters for the given non-stationary
time series has been reduced to two separate
sub-problems, namely the design of linear
filters for each partition and the design of
finite state machine to control these linear
filters.

x

(b)

velocity

6

1

x7

= ln

x

8

= l/x 1

9

= l/x 2

x2

xlo=~
xll

=.rx;.

From these variables the following set of independent variables were selected for the stepwise multiple regression analysis:

Multiple Non-Stationary Time Series

In the analysis of multiple time series, we
must consider the dependence between two or
more time series. The events which occur in
one time series can be correlated to events or
changes in another time series. These events
which are correlated from time series to time
series often change in character with time.

x
x
x

Let us again consider the time series representing the daily demand for gas in Minneapolis •
(See Figure 3) This time series is related to
the time series representing average daily
temperature and average wind velocity. Figures
5 and 6 represent the temperature and wind
velocity time series respectively. Each of the
three time series (gas load, temperature and
wind velocity) consist of 758 observations.

1
2
3

= temperature

= wind

velocity

= cross-product (x ,x )
1 2

The stepwise multiple regression technique is
used to determine the significant variables which
affect the dependent variable in each partition.
The stepwise procedure starts by computing the
correlation matrix for all independent variables.
The variable with the highest correlation with
the dependent variable is selected first to enter
the regression, Using partial correlation coefficients, the procedure selects the next variable
to enter the regression and so on.
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At each step in the regression, the contribution
made by each variable entered, irrespective of
its actual point of entry is evaluated. The
reasoning being that a variable which was significant at an early stage may be insignificant
at a later stage because of the relationships
between it and the other variables entered in the
regression. The evaluation of each variable is
performed using the partial F criterion.
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The analysis of the time series using the selective partitioning approach enables one to
reduce the problem of designing near optimum
non-linear filters to two separate sub-problems.
The first sub-problem is the design of linear
filters on a local level, the key word in this
problem is "linear" . The second sub-problem
is the design of finite state machines to control
these linear filters on a global level. The key
word in this sub-problem is ''finite''.
The results have been encouraging and indicates further research in this area to be worthwhile.
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Stepwise Multiple Regression Analysis
x
x
x
y
Partition

1
2
3

= Temperature
= Wind Velocity
= Cross Product

(xl x2)

= Gas Load

Month

1

Feb 65

2

Mar 65

3

Apr 65

4

May 65

5

June 65

6

July 65

7

Aug 65

8

Sept 65

9

Oct 65

10

Nov 65

11

Dec 65

12

Jan 66

13

Feb 66

14

Mar 66

15

Apr 66

16

May 66

17

June 66

18

July 66

19

Aug 66

20

Sept 66

21

Oct 66

22

Nov 66

23

Dec 66

24

Jan 67

25

Feb 67

Model
y = f(x )
1
y = f(x ,x )
1 2
y = f(x ,x )
1 2
y = f(x ,x )
1 2
y = f(x )
1
y = f(x ,x )
2 3
y = f(x ,x )
1 2
y = f(x ,x )
1 3
y = f(x ,x )
1 3
y = f(x ,x )
1 3
y = f(x )
1
y = f(x )
1
y = f(x )
1
y = f(x ,x )
1 2
y = f(x ,x ,x )
1 2 3
y = f(x ,x )
1 3
y = f(x )
1
y = f(x ,x )
2 3
y = f(x )
1
y = f(x )
1
y = f(x }
1
y = f(x )
1
y = f(x ,x )
1 2
y = f(x ,x )
1 2
y = f(x )
1
Figure 7
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State
sl
s2
s2
s2
sl
s3
s2
s4
s4
s4
sl
sl
sl
s2
s5
s4
sl
s3
sl
sl
sl
sl
s2
s2
sl

Stepwise Multiple Regression Analysis
x
x
x
y

*

1
2
3

= Temperature
= Wind

Velocity

= Cross-product
= Gas

(x

1

x )
2

Load

Partition *

Month

1

Feb 65

y

2

Mar 65

y

3

Apr 65

y

4

May 65

5

June 65

6

July 65

7

Aug 65

8

Sept 65

9

Oct 65

10

Nov 65

11

Dec 65

12

Jan 66

13

Feb 66

14

Mar 66

15

Apr 66

16

May 66

17

June 66

18

July 66
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MARKOV PROCESSES AND THE DECLINING BREWING POPULATION
Ann and Ira Horwitz,

Indiana University
pia, Pearl);IV, the major Northeastern producers
(Schaefer, Ballantine, Liebmann, Ruppert); v, the
major Mideastern brewers (Schmidt, Stroh, National, Duquesne); VI, all others.
Let Pij represent the probability that a
group i purchaser in year twill purchase a group
j brand in ;rear t+l. We asstm1e Pij to be fixed
over the 1944-1964 period. This assumption would
seem to be quite restrictive, since the Pij could
be functions of such variables as relative price
and advertising expenditures. Additionally, the
Pij estimates will be influenced by the mergers
talcing place in the industry during this period.
Group II firms, for example, have been particularly active in merging Group VI firms, accounting for one-fourth of the mergers in brewing
since 1948. Nonetheless, the most crucial qualification imposed on the results by these mergers,
is that the Pij should not be strictly- interpreted as solely reflecting brand shifting.
The
effects of nonbeer drinkers becoming beer drinkers and vice versa are not considered.)
The transition probability matrix P " [Pi,i]
is estimated from 1944-1964 barrel sales data
based on a technique suggested by Theil and Rey
f 3] • If Pt is a column vector of market shares
Li ;rear t, then, P'Pt • Pt+l where the 1 prime 1
indicates transpose. The procedure is to minimize the quadratic form (pt+1-P'Pt) 1 I(pt+1•P'pt)
where I is the identity matrix, subject to the
constraints! Pij • 1, Pij ,:: O. Initially, least
squares is u~ed to estimate P, a column at a tima.
That is, we estimate the equation '.:initpij-rnj(t+lJ
using roit, the market share of groflp i in ;rear t,
as a proxy variable for the probability that a
consumer purchases from a group i firm in year t.
With !mit•l, we may write the former equation as

INTRODUCTION
Although u. S. beer consumption has increased by about nineteen percent over the past
two decades, over half' this increase has occurred
within the last four ;rears. The comparative fixity of total demand for beer and its industr;r
price inelasticity, rising costs of operations,
and a relatively large number of economically inefficient breweries have combined to accentuate
effects of the intense competitive pressures felt
throughout the industry-. One of the most striking results of all of this, has been the demise
of two-thirds of the 374 brewers operating at the
end of World War II. The majority of firms disappearing from the industry, some seventy-five
percent, were firms producing less than 100 1 000
barrels a year. The latter figure is significant,
for it has been estimated that 100,000 barrels
represents the minimum efficient firm size in
brewing.l In addition to what might be called
"technological attrition," however, and in addition to the normal viscissitudes of competitive
business life, the decline in the number of brewers has been contributed to, both directly and
indirectly-, by the nearly- seventy mergers taking
place between 1948 and 1964.2
The purpose of the present paper is to derive several transition probability matrices to
analyze the shifts in market shares within the
industry. l3ecause of their form, the analysis of
these matrices provides an interesting insight
into the extent to which the trend toward fewer
brewers will continue. Moreover, the analysis
encourages some interesting suggestions with respect to the nature of the surviving firms. Different estimates of the transition probability
matrices are calculated using the Theil-Rey algo~
rithm (3] with alternative "states of nature."
It is shown that while there are minor discrepancies in the results using different "states," the
major inferences are essentially unaltered.
Finally, we comment on the effects of the trend toward fewer brewers on industry- competition by
drawing an analogy between competition and entropy.

i

Pjj+ ~(Pij-Pjj)mit • mj(t+i>· The least squares
estimii:.es will be denoted Pij• The unconstrained
estimate of Pis given by P •[i5~jJ• In the TheilRey approach, when individual constraints are violated, that is, Pij > l or <o, the constraints
are successively applied in binding from to assure the nonnegativity of all the Pij• The estimated Pis the constrained minimum error variance
estimator.
Table la presents estimates of P and P for
the 6 x 6 transition probability matrix. The matrices are also estimated with groups IV, V and VI
combined into group VII. These are the 4 x 4 matrices of Table lb denoted~ and F. The entries
in the row labeled R2 below the matrices indicate the coefficient of determination associated
with the estimates in that column. The matrix Pc
of Table le contains the estimates of the Pij
with groups IV, V, and VI combined into group VII
on the basis of the initial estimate of Pin Table la. For example, to obtain p 2 ( 7 ) we simply
add P24 + P25 + p 26 from P in la. To obtain
P(7)2, _however, we add Br4P42 + °ffl51>52 + ffl6P62,
where m1 is the average market share of group i

THE TRANSITION PROBABILITY MATRICES
Let us assume that purchases in the brewing
industry follow a first order Markov process in
which there are six possible "states," corresponding to six groups of breweries. The breweries are divided into these six groups because of
the large number of firms in the industry- and the
limited amount of yearly data. In the estimatioa
technique emplo;red, the degrees of freedom are
quickly- exhausted, thereby requiring the employment of comparatively few "states." The groups
are as follows: I, the major premium brewers
(Anheuser-Busch, Miller, Pabst, Schlitz); II, the
major popular price brewers (Drewrys, Carling,
Falstaff, Hamms); III, the major West Coast and
Southwestem independents (Coors, Jackson, Olym-
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Table la
The 6 x 6 Markov Matrices

I
I

II

p-

III
IV

V
VI

V
VI

IV

V

.o6oo

.1448
.6718
-.0290
-.1017
-.0011

.2779
-.0108
-.3065
.3785
.3203
.0439

-.0825
-.2323
.4406
.3033
.9386
-.0233

-.1325
-.247h
-.8328
.6398
1.0207

.9548

• 9873

.9938

.8001

.9248

.9902

I

IV

III

-.1556
• 7051
.3186
.5186
.1888
-.0453

R2
I
II
p ,.. III

II

.5898
.5257
.1229
.6615
-.9839
.0049

II

III

IV

V

.3ril
VI

... 8242
.0339
.2630
.2033
0
.0066

.0107
.8819
0
.0439
.;i.931
0

.0281
.0842
.7353
0
0
0

.1244
0
0
.6600
.0368
.0365

.0127
0
.0017
.0928
.7701
0

0
0
0
0
0
.9569

.9480

.9807

.9881

.7726

.9013

.9874

R2

Table lb
The 4 x 4 Markov Matrices

II

III

.0337
r01
.U.56

.0249

.0823
1.0256
-.2688
-.0024

.0471
.0678
•7720
-.0053

-.1271
.0512
.9828

.%82

.9791

.9930

.9899

III

VII

I

~-

I
II
III
VII

R2

I

~=

I
II
III

VII
R2

II

V'II

.020~

r3

.0395
-~468

.o::3h

.0660
.9101
0
.0030

.0417
.0504
.7532
0

.J]

.9411

.9775

.9689

.9846

Table le
The Combined 4 x h N'lrkov Matrix

I
I
II

Pc• III
IV+V+V:I

R2

II

rtI

.2630
.0455

.0261

.0281
.,0842
~7353
0

.9267

.9518

.9881

[8242
.0339

.0107
.8819
0

.13,

IV+V+VI

.0017
.9284
.9693

wt'• 37. 9 and O'ffll'•37. 4.

The high standard deviations, as well as the difference in the implications of pl!' and P would indicate that precise
predictions would be unjustified. Nevertheless,
it is most interesting that both estimation procedures would lead one to infer the continuing demise of the nother" firms and that both require
the O entries in the last column -- thetransient
state. Alternative groupings would undoubtedly
lead to different results, but the major suggestion is clear: the small brewer will continue to
disappear from the industry. This is consistent
with historical fact and the considered judgment
of industry sources. The sole issue would appear
to be the precise number of firms to survive. pl!'
suggests 12 survivors while P suggests 20. A specific estimate of survivors is, of course, unwarranted and could not be justified.
Still, it is
clear, on the one hand,that firms will continue
to disappear from the industry. Indeed, of the
firms specifically considered here, Liebmann and
Ruppert from group IV merged in 1966. On the other hand, however, the number and strength of the
survivors will be by no means small, and the implications for competition in the industry are by
no means disastrous.
The similarity between Pc and pit should also
be pointed out. The greatest differences appear
in the last column, reflecting the combination of
groups IV, V, and VI into VII. The implications
of these two matrices would, however,differ since
Pc does not have any transient states because of
the combining process.
Considerable year-to-year group firm loyalty
is indicated by the fairly sizable diagonal elements of P and F. It is also interesting to note
that both P and pit imply that when group III buyers switch firms between two years, they will tend
to switch to a premium, group I, firm.
Moreover,
in the case of P, P43-P53-P24-P2C:-014-0> and P35=
.0017; comparably in Pll-, P32-P 3t7 )70.These entries are most reassuring, since in the past the affected brands have in the main not been in direct
competition, although their marketing areas have
been widening. This is further illuminated by considering the µ. ,qi. and µ.* ,aµ.* matrices of Tables 2a
and 2b, respectively. These give the mean first passage times and their standard deviations, respec-,
tively, based upon C and~. That is, in Table 2 a the
element µ. 23 •16.6 indicates that,given a consumer
who is a group II beer drinker, it will be an a-wrage of 16.6 years before he switches to group III
beer. Again, the high standard of deviation of
19.7 indicates the uncertainty surrounding thees•
timate. Note, however, that the shortest switching times tend fo involve switching to a group I
beer. The comparatively low estimates of ~31 •3~9
and qi.
•3.6 are particularly noteworthy.
The
diagonH elements tend to be low reflectin~ the
firm loyalty, although the relatively high values
for µ.3 3 and µ.55 are somewhat surprising. The re:;iul ts for µ.* sl:mn: in Table 2J are quittP comparable,
It is also a well"'Known property or an ergodic regular submatr_ix such as C that cm->W as .m»
u • Here, W is a matrix all of whose rows are
comprised of fixed point vectors, w •(w1,w2,w3,w4,
w5), where wC • w. The elements of w represent
equilibrium probabilities, or the market
share
that will eventually accrue to the 1th group. For
P, the associated vector is w=(.4030,.2~60,.1178,.

during the period.
In order to obtain the 6 x 6 trarmticn probbability matrix P, a total of fifteen constraints
on the p. . had to be imposed in binding form. 4
Neverthe!~ss, the reduction in the R2 •s is slight.
The greatest single reduction, both
absolutely
and relatively, is for group IV. Here,the decline
is from .8001 to .7726. Similarly, to obtain the
4 x 4 transition matrix, a total of 5 constraints
had to be made binding; but, again, the reduction
in R2 values is negligible. The greatest single
reduction, both absolutely and relativel~ is for
group III.
Here, the decline is from • 9930 to
.9689. Moreover, with the exception of the
fourth column of P, that is the regression equation to estimate group IV 1 s market share, all the
associated R2 1 s exceed .9; and, the majority are
considerably higher.
The high R2 values would
tend to indicate that, perhaps, the apparently
restrictive assumption that purchases follow a
first-order Markov process, is not quite as restrictive or erroneous as it initially appears to
be.
The high correlations are particularly interesting in view of the rather
pronounced
changes that had to be made in many of the probability estimates to assure nonnegativity,and in
view of the relatively small standard errors associated with most of the original least squares
estimates. In Table la for example, P~6• -.8328.
But setting P46 and all other entries in the column with the exception of P66 equal to O barely
reduces the R2 from .9902 to .9874. It is also
of interest that although P12= -.1556 and P32=
.3186, it is necessary to set P32• 0 to obtain
the optimal solution. When this is done, it is
not necessary to impose the constraint on P12 in
binding form. Still further, we note that when
the estimates of Pare combined into
P
and
these values are used in a series of equa%ions to
estimate market shares, although in each instance,,
where comparable, the R2 •s from P exceed those
from p!I', as they must, those of P0 are less than
those of F.
The exception is
for group III
where because of the three O entries, the original constrained estimators from P apply.
The
minimum error variance property of pl!' necessarily
assures that the total sum of the squared error
terms will be less than for P0 •
Of greatest interest, however, is the fact
that both P and pll' are of canonical form. That is
p

-r J - .. ·b d

In the case of P, for example, C is a closed
5 x 5 matrix, 0 is a 5 x 1 zero vector, R is a
l x 5 transient probability vector, and Q is a
l x 1 transient probability matrix. A matrix of
this form suggests that once states i•l, ••• ,5 are
entered, state 6 is never again entered since all
Pi,6-0 (ial, ••• ,5). Still further, it is
well
known that N•(I-Q)-1 •23.2 is the expected number
of years before the average purchaser of a group
VI product will be absorbed in one of the closed
sets of c. The variance is given by q;2-N(2Nn-I)
-NsQ~ Heres Nn is a diagonal matrix with the diagonal elements of N, and NsQ is a matrix with
the elements of N squared. In this case q;2 •
514.8. Thus, the standard deviation is aN• 22.7.
In the case of pl!', the respective estimates are
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Table 2a

II

Ill

IV

l,>.l

24.8
4.2
28.5
19.8
7.5

28.3
16.6
8.5
28.3
22.8

11.1
22.3
14.9
6.4
23.1

I

II

III

IV

I

I

n

µ" ITI
IV
V

I
II
<1µ'"

iII

IV
V

f:l

3.9
8.5

[5,0
8.7

3.5
9.4
9.6

20.9
11.5
21.2
20.0
11.5

23.8
19.7
17.5
23.1
21.l

12.8
15.5
13.3
11.7
16.8

Table 2b
II

III

4.1

17.7
2.8
21.8

20.5
6.4

I

II

III

17.8
7.9
18.1

21.01
20.5
14.!.!_1

I
ft;~- ..

I
II
III

I
O'µ;i~=

II

III

~13.4
2.1

1-4.5
11.1
2.6

436

22,0]

V

37,]

48.7
41.3
31.8
11.6
V

37,]
38.7
37.9
37.1
26.9

I

i.

tion, the greater is the uncertainty as to which
firm a consumer will patronize; and, the greater
the uncertainty of a system, the greater is its
entropy.
Moreover, any tendency to equalize
market shares with a given number of firms will,
presumably, result in a more competitive industry:,
and will necessarie result in higher entropy;ani
increasing the num r of firms in the industry
will, presumably, increase the industry's competr
itive potential, and necessarily increase the potential entropy. Thus, H serves as a measure of
the actual degree of competition in an industry,
while R serves as a measure of the actual competition relative to the maximum possibie;°"given the
industry 1 s composilon. In addition, the antilog
of H indicates the number of firms holding equal
market shares required to comprise an industry
having the same entropy as the industry under consideration.
In the specific case of brewing, entropy has
from
undergone a consistent and steady decline,
7.31 to S.20, between 1944and 1964. Such a change
is eg1]ivalent to a reduction from 159 to 37 firms
in an industry in which sales are equally distributed among all firms. For any single year the drop
in entropy is rarely pronounced, but rather represents an additional chipping away of the total.
During this period, the actual number of firms in
the industry fell from 374 to 129. This chipping
away in the entropy or degree of
competition
should not, however, be viewed as evidence that
the brewing industry is no longer competitive.
There are two reasons for this. First, entropy of
5.20 equivalent to 37 equal size firms certainly
indicates thatthe industry is maintaining a high
level of competition, although net as high a level
as has been traditional. Second, the relative entropy has also undergone a steady and consistent
decline, but R has only fallen to .74 in 1964
from its high of .86 in 1944. Thus, while competition among the surviving firms in the industry has
shown some tendency to decrease, this tendency has
not been particularly pronounced. Since the number of firms in the industry imposes an upper
bound of log 2n on H (in a monopoly situation H,0 ) ,
the results for Hand R suggest that the decrease
in H, or the diminution in the degree of competition in brewing, is primarily due to the decline
in the brewing population rather than to any inherent lessening of competition among the sizable
number of surviving brewers. As noted earlier and
discussed in detail elsewhere, the disappearance
of brewers has in the main resulted from the economic inefficiency of the smaller brewers, and to
a lesser extent from the series of mergers
that
have occurred among brewers P-,2]. As the previous Markov analysis indicates, we can anticipate
a continuing decline in the number of firms in
the industry. In all likelihood, the consequence
of this will be a continuing decline in H.
The
Markov analysis indicated, however, that the survivors will have fairly substantial market shares.
We would also anticipate, therefore, that R will
not decline appreciably if at all, and that competition among the survivors will remain keen.

.1568,.0864). For~, the associated vector is
w = (.4870,.)577,.1553). To place these figures
in perspective, for groups I - V the 1966 market
shares were 34.9, 20.1, 9.2, 11.7, and 7.5.
With the finer breakdown of P the implication is that the major national brewers will ultimately claim about 40.3 percent, the four major
regionals 23.6 percent, and the growing Western
The
brewers about 11.8 percent of the market.
major Northeastern and Mideastern brewers are expected to claim about 15.7 and 8.6 percent of the
market, respectively. Comparing ~ with w,
we
note that when the Northeastern and Mideastern
brewers are lumped with the remaining firms, in
the process becoming "transient" brewers, their
24.3 percent of the market is divided among the
remaining three groups so as to give approximately ½ to the group II brewers, 1/3 to the group
I brewers, and 1/6 to the group III brewers. This
encourages the suggestion that the group IV and V
firms represent powerful competitive force~ whose
thrust is most strongly felt by the group II and
group I firms. Even though they are not the major market share holders, then, their presence in
the market is most vital in restricting the shares
of the two major market share holding groups.
In sum, then, despite the need to aggregate
data and group firms arbitrarily, and despite the
restrictive implications of the Markov assumpt:ion,
when the aggregation is a considered one with a
strong institutional foundation and the estimates
indeed fit the data exceedingly well, the major
implications of the analysis of the transition
probability matrices, broadly construed, would appear to be consistent and P.uggestivo.
Indeed,
given the presence of considerable multicollinearity in the unconstrained least squares estimation, and given the additional quadratic programming manipulations required to assure nonnegativity of the probabilities, the comparative insensitivity of the parameter estimates to the alternative groupings is quite notable.
Furthermore,
although one would normally presume that firms
can affect the transition probabilities in ~
~iven year through price, advertizing, or merger
policies, the high R2 1 s encourage the belief that,
over an extended period of time the Markov assumption is, for the brewing industry, a most tolerable assumption.
ENTROPY AND THE DECLINING BREWING POPULATIONS
With market share again serving as a surrogate for probability of purchase, the analogy between entropy and the extent of competition immediately suggests itself.
In
the
physical
sciences, the disorder or uncertainty in a system
is measured by its entropy,H, H•-Lpilog2Pi• Her~
Pi is the probability of the 1th outcome obtaining, or in the present context, the market share
of the ith !irm. Where there are n possible outcomes, or n firms from which the consumer can
purchase, His maximized when the Pi are equal,
that is, when Pis 1/n. Then, H • log2n.
Relative entropy is defined as the ratio of the actual entropy of a system to the maximum entropy that
could obtain given the number of elements in the
system, or Ra -(XPJ,.log2Pil/log2n•
The entropy-competitiveness analogy suggests
itself, for the greater is the degree of competi-

CONCLUSIONS
The Theil-Rey algorithm and the theor,: oi';<rfinite Markov chains can provide an excellent vehicle for the analysis of industrial structures. The
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heroic nature of the Markov proceee assumption
and the need to define the "states of nature" involved, would indicate that particular caution
is necessary when employing this vehicle. The results presented here make it clear, however, that
i f the assumption is heroic it is not necessarily
unjustified, and i f the definition problem is
difficult,it is not necessarily either insoluble
nor crucial for the major inferences. The results
also make it clear that the decline in the brewing population is not simply a phenomenon of the
past and present, but a portent of the future as
well. If this does not bode well for the smaller
brewers, however, it by no means presages
dire
consequences for competition in the brewing
industry.

on nonbeer drinkers who either see the light or
come of age could, however, be considerable. In
view of the present results, if anything, the inferences drawn below would almost surely be reinforced by the behavior of these groups.
4As a result, this analysis would not have been
feasible without the invaluable programming asand
sistance of Messrs. James C. Hershauer
William A. Ruch.
Their efforts are gratefully acknowledged.
5This is discussed in detail in fl].
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Footnotes
lfor a comprehensive discussion of these
issues
see r 21.
2For a detailed discussion see r11.
3More precisely, it is implicitly assumed
that
these effects mirror those of the consuming population. The influence of price and advertising
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ECONOMIC AND DEMOGRAPHIC DETERMINANTS OF THE DEMAND
FOR DAIRY PRODUCTS -- AN ECONOMETRIC STUDY
Teh-wei Hu, 1 The Pennsylvania State University
present study is the ratio of young people under
14 to total population. This variable was decided upon after a review of studies on differences in milk consumption by age (3).
It has also been argued that the nonfarm
population usually consumes fewer dairy products
per capita than the farm population because of
the difference ofi price, social, and cultural
factors in the respective areas [2). Accordingly, the postwar trend of farm populations
moving to nonfarm areas may be considered to
affect dairy products consumption. The ratio of
nonfarm to farm population is used as a variable
in the present study. Changes of tastes and
habits may also affect the demand for dairy
products. Although these changes might be
allowed for statistically by introduction of a
linear trend, the linear time trend variable is
not included in this analysis because of the
smooth trend of the included demographic variables.
Finally, the demand for aggregate dairy
products can be stated as a function of price of
dairy products, personal disposable income, and
the price of margarine, all deflated by the Consumer Price Index, together with two demographic
factors which may affect the consumption pattern
of dairy products. These variables are the
ratio of young people under 14 to total population and the ratio of nonfarm to farm population.
This study attempts to test the following
hypotheses:
1) Consumer demand for dairy products is
inelastic with respect to an average of dairy
prices, since dairy products are necessities,
and the substitutes for dairy products are somewhat limited.
2) Per capita disposable income will positively affect dairy products consumption, but
the income response should be inelastic.
3) Margarine is a substitute for dairy
products.
4) The ratio of young people under 14 to
total population has a positive correlation with
dairy products consumption.
5) The ratio of nonfarm to farm population
ha.s a negative correlation with dairy products
consumption.
The demand function can be formulated as
follows:
(l) Qt• 0 o + al pt+ a2 yt + G3 pmt + ~4 Nt

Income and prices are regarded as the major
forces that affect the demand for dairy products (13, pp. 58-64). However, it has been
argued that the changes in age distribution in
the population, the distribution of population
by farm and non-farm residence, and family size
are also important factors that affect the consumption of dairy products (5, pp. 135-152 and
2, pp. 85-86), There have been a number of statistical studies of the demand for dairy products [e.g. 1, 3, 12 and 13). Among them,
Rojko's study (13) is recognized as the most
comprehensive. His model considers economic
factors alone in the demand for dairy products.
Rojko estimated the price and income elasticities of the demand for aggregate dairy product
are -0.45 and -0,06, respectively. The purpose
of this study is to quantify economic and demographic factors that have affected consumer demand for dairy products during the postwar
period in the United States, based on both timeseries (1947-64) and cross-section (1955) data.
In this study, dairy product, is treated as an
aggregate commodity which is defined as total
milk equivalent (fat solid basis) of all dairy
products (i.e. fluid milk, butter, etc.).
TIME-SERIES ANALYSIS
Static Analysis
The static theory of consumer demand assumes that the demand for dairy products is a
function of price of dairy products, personal
disposable income, prices of the substitutes,
and tastes. Among prices of the substitutes of
milk, there are prices of coffee, tea, soda pop,
and margarine. In reality, however, coffee,
tea, and soda pop are not regarded by most consumers as true substitutes for milk, because of
the status of milk as foods essential to basic
health. The findings of a study on milk consumption in Michigan State University Consumer
Panel support this viewpoint (12, pp. 2-4, 910). Since margarine has become an important
substitute for milk fat during the postwar
period, its price alone will be included as an
explanatory variable in the present study.
In addition to price and income factors,
the increase in the proportion of young people
in the population should tend to augment the
total demand for dairy products, because young
people as a group have the largest intake of
dairy products. The variable used in the
1

This paper is based on a chapter of the
author's Ph.D. thesis submitted to the Department of Economics, University of Wisconsin. The
author would like to acknowledge his indebtedness to the late Professor Harlow W. Halvorson
of the University of Wisconsin. The author is
also grateful to Professors Arnold Zellner of
the University of Chicago, Arthurs. Goldberger
of the University of Wisconsin, and George Brandow, Ernst Stromsdorfer, and M, L. Lee of The
Pennsylvania State University for their help.

Qt:

per capita civilian consumption of
dairy products, in pounds of milk
equivalent, in year t (18).

Pt:

retail price index of dairy products,
in year t (1947-49 • 100) (20).
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l
'I

per capita disposable income in year t,

Yt:

each explanatory variable is statistically significant at the 5 percent level except the income variable Yt. The computed D-W statistic

1947-49 purchasing power, in dollars
[20).
pmt:

indicates that no positive auto-correlation of
distunbances is present.
The computed price elasticity of dairy
products is.-0.4601, income elasticity is
(0.0539)
0.0812, and the cross elasticity with respect to
(0.1092)
the price of margarine is 0.1035. The value in
(0.0203)
the parentheses is the standard error of the
elasticity. All of the price, income, and cross
elasticities are computed at their respective
sample means.
From these results, it can be inferred that
the demand for dairy products during the postwar
period is inelastic with respect to its price
and that the influence of the current income
factor is weak and not satisfically significant.
In Rojko's aggregate study, his price elasticity
is -0.45, which is almost identical to the
estimation of -0.46 as computed in this study.
The estimated income elasticity, 0.08, from this
study seems to be more plausible than Rojko's
nonsignificant negative income elasticity,
-0.06. Since this result of positive income
elasticity will be supported with a crosssection analysis, it is felt that the income
elasticity of dairy products is positive even
though it is small. There is a fairly weak but
statistically significant substitution effect
between margarine and aggregate dairy products.
One reason the estimated substitution effect
appears to be weak is that over the study time
period, butter comprises, on the average, only
25 percent of total aggregate dairy product consumption.
The statistical significance of the population composition variables implies that the variation of dairy products consumption can be explained, in part, by the variation of the ratio
of young people under 14 to total population and
the movement of farm people to urban areas. The
coefficients indicate that an increase of one
percent in the ratio of young people under 14 to
total population will tend to increase per
capita dairy consumption by 0.4 of one percent,
holding the effects of other variables in this
model constant. On the other hand, an increase
of one percent in the ratio of nonfarm population
to farm population will tend to decrease per
capita dairy consumption by 0.1 of one percent.

retail price of margarine in year t,
1947-49 purchasing power, in cents
per pound [20).
ratio of population under 14 to total

Nt:

population in year t [16).
ratio of nonfarm population to farm

Ft:

population in year t (17).
Ult:

random disturbance in year t.

The demand function, considered in the
study, are based on market data--national averages. In order to simplify the aggregation
problem, it is assumed that the market is homogeneous, in the sense that all consumers have
some preferences. For this assumption, the
coefficients of price and income variables in
market demand function are simple averages of
the individual coefficients of prices and income.
Estimation is based on data for the postwar
period 1947-64. All variables are on an annual
basis. Using the classical least-squares estimation technique, the estimated results for 19471964 are as follows:
(2) Q • 677.1364 - 2.9293 pt+ 0.0394 yt
t
(0.3464)
(0.0527)
+ 2.6262 Pt+ 1087.8312 Nt
(0.5153) m
(350.3753)
- 11.4180 Ft
(1. 7325)
2
R = 0.9915

S = 4.2773

D-W = 2.7073
2
where R denotes the coefficient of determination, S denotes the standard error of estimate,
and D-W denotes the Durbin-Watson statistic
for testing the serial correlation of random
disturbance. The value in the parentheses
under each regression coefficient is the standard error of the coefficient. The statistical
results indicate that 99 percent of the variation of per capita consumption of dairy products during the postwar period can be explained
by the variation of these five explanatory variables. According to the two-tail t test,2

Dynamic Analysis
The demand relationships so far considered
are static, in that the amount demanded in any
time period depends on the incomes and the
prices of that period alone. It is generally
aecegntmed that the past behavior patterns of
consumers may affect current consumption. In
the case of food consumption, knowledge about
the nutritive value of some foods tends to make

2
Throughout the study, it will be understood that the t test implies a two-tail t
test.
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their consumption in household diets relatively
stable. Patterns of food consumption are subject to habit formation which suggests that
these patterns do not adjust immediately to
changes in income and that current consumption
is positively influenced by past consumption
patterns. Thus, it can be said metaphorically
that the consumer has built up a "psychological stock" of consumption habits. This is
particularly likely to hold true if the food is
identified as a chief source of some critical
nutritive, such as calcium in milk.
One cODDDon approach used to test the habitpersistence hypothesis is to adopt the geometric
distributed-lag model as formulated by Koyck
[7]. Following his derived function, it can be
specified that current dairy products consumption is a function of its lagged year consumption. However, there are statistical problems
in estimating the parameters in the function.
The regressor (current consumption) is not independent of its disturbances. In addition, the
disturbance has an automatic serial correlation.
Therefore, the classical least-squares estimators of the function are not consistent. Klein
[6] suggests that one method to obtain consistent estimates of the parameters is to write
down the function directly with the assumption
it has a random disturbance with zero expectation and constant variance. Following Klein's
suggestion, the dynamic formulation of demand
function can be written as

D-W • 2.6311
For the short-run, the price elasticity of
demand for dairy products is given by

B1 =pt
- -0 .4555 . the
Qt
A

t

p
given by 6 mt. 0.0708 •
3
Q
(0.0310)
A

t

(5)

(7)

Qt• 595.5913 - 2.9017 pt+ 0.0076 Y
(0.3359)
(0.0564) t
Pt+ 1049.7352 N

(340.3217) t

- 8.5343 Ft+ 0.1898 Qt-l
(2.7529)
(0.1437)
R2 • 0.9928

~

1-66
Qt
Given a longer time for consumers to adjust to
their consumption pattern in response to the
changes in prices and income, long-run elasticities should be higher than short-run elasticities. The computed results are consistent with
economic theory. Coefficient 8 is 0.1898 and
6
has a positive sign, which implies that the more
a consumer has consumed dairy products in the
past, the more he will consume currently. The
computed "coefficient of adjustment" (1-8 ) is
6
0.8102, which implies that the consumption adjustment is relatively fast. These results tend
to confirm the argument that habitual consumption patterns affect current consumption.
As for the error term, in most cases, the
addition of the lagged endogenous variable to
the regression will reduce the serial correlation to the residuals and hence increase the
Durbin-Watson statistic. However, the DurbinWatson statistic is asymptotically biased toward
2 (the value which it should be if no serial
correlation is present.) This bias is due to

random disturbance in year t.

(0.7942) m

pt

1-66
Qt
and the long-run cross elasticity, 0.0864, is
(0.0362)
given by

per capita civilian consumption of

+ 1~8150

~

1-66
Qt
the long-run income elasticity, 0.0194, is given
(0.1358)
by

It is expected that 6 should be positive: the
6
more a consumer has consumed dairy products in
the past, the more he will consume currently
(tastes, prices, and income being given). The
expression (1-6 ) is defined as the "coefficient
6
of adjustment" (10, pp. 18-20]. Ordinarily, the
coefficient of adjustment is greater than zero
and less than one.
The estimated results for 1947-64 are as
follows:

(4)

In the long-run,

given sufficient time to adjust, for every set
of prices and incomes, one and only one equilibrium quantity will be demanded. This implies
that in the long-run Qt• Qt-l" Thus, equation
(4) can be rearranged. All the coefficients on
the right side of the ~quation will be divided
by (1-0.1898). In other words, the long-run
price elasticity of demand, -0.5641, is given
(0.0616)
by

dairy products, in pounds of milk
equivalent, in year t-1.

u2t:

y

by 62 ....!. • 0.0157, and the cross-elasticity is
Q (0.1162)

where
Qt_ 1 :

income elasticity is given

(0.0527)

S • 4.1391
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the addition of the lagged endogenous variable
to the regression equation. Therefore, it is
doubtful that the statistic should be used to
test for serial correlation in the residuals

parameters. With these assumptions, it is
possible to make inference about the parameters
of the aggregate demand function.
The estimation is based on grouped data for
10 income classes with 3 residential classifications--urban, rural nonfarm, and rural farm.
Thus, there are 30 observations in the sample.
The estimation result is as follows:

[11].

CROSS-SECTION ANALYSIS
In order to compare the results of crosssection analysis with the results of time-series
analysis, in particular, the income elasticity,
and the significance of farm-nonfarm population
composition on dairy products consumption, the
following hypotheses are tested:
1) Income elasticity is positive but less
than one, since dairy products are necessities
in the diet.
2) Household size is positively correlated
with the amount of dairy products consumption.
3) Bakery products are complementary to
dairy products consumption. The more bakery
goods consumed, the larger will be dairy consumption.
4) The amount of dairy products consumed
differs between farm and nonfarm families. A
farm family tends to consume more dairy products
than a nonfarm family.
Following the general functional form of
demand analysis, but with the special assumption
that prices are the same for all consumers, the
cross-section demand functional form for dairy
products used in subsequent analysis is formulated as follows:
(8) Qc • 8 + 8 Ye+ 6 He+ 8 Be+ 8 De
0
1
2
3
4 1

(9)

2
R • 0,9655

total weekly dairy products consumed,
fluid milk equivalent, all sources,
per household, in quarts3 [19].

He:

S •

1.2034

Each coefficient is significant at the 5
percent level except that of bakery products.
The computed income elasticity evaluated at the
sample means is 0,0871, which is close to the
(0.0167)
static time-series estimate of 0,0812. The value
(0.1092)
in the parentheses is the standard error of
elasticity.
Bo~h household size and amount of bakery
goods consumed have positive coefficients. These
findings support the hypotheses presented in this
study. The dummy variable set is significant at
the 5 percent level and supports the time-series
findings in equation (2) that farm people consume
more dairy products than nonfarm people; thus, a
relative increase of the nonfarm pppulation tends
to reduce the total consumption of dairy products.
Perhaps it could be argued that these two
sets of results are not strictly comparable,
since in the time-series analysis, per capita
terms are used, and in the cross-section analysis,
per household terms are used. All the variables
can be transformed into per capita by using the
household size variable as a deflator. The results using this transformation are as follows:

+ 85 De2 + Uc1

Ye:

QC• 1,5669 + 0,0203 Ye+ 3,9813 He
(0.0061)
(0.4342)
C
C
C
+ 0,3303 B - 1.1822 Dl + 3.2398 D2
(0.3079)
(0.5519)
(0.6199)

money income after tax (1954) per
household, in hundred dollars [19].

(10) Qc'. 3.2524 + 0,0304 ye'+ 0,3991 Be'
{0.0068)
(0.1705)

effective household size (21 meals at
home• one person) [19].

C

C

- 0.4352 D + 0.9517 D
1
2
(0.1441)
(0.1496)
2

total weekly bakery products consumed,
all sources, per household, in pounds
[19].

R

where

1 if urban household; 0 otherwise.

QC

y c' :

random disturbance.

S •

0.3196

,

1 if rural farm household; 0 otherwise.

• 0,8193

per capita total weekly dairy products consumed, fluid milk equivalent,
all sources, in quarts.
per capita money income after tax
(1954), in hundred dollars.
per capita total weekly bakery products consumed, in pounds.

It is assumed that all consumers in the
sample are "homogeneous," in that their utility
functions are identical. Thus, given similar
utility maximizing procedures and identical
prices facing all consumers, their demand functions will be of the same form and have the same

All coefficients are statistically significant at the 5 percent level, and the estimated
income elasticity is 0.0895, which is still close
(0.0209)
to the results of equation (9) with incmme elasticity 0.0871. Thus, the use of either the per
(0.0167)

3The superscript c denotes the sample observation, where c • 1, 2, ••• , N.
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household or per capita consumption vaEiable
results in similar estimates. Both support the
hypotheses posited at the beginning of this section.

for dairy products. The long-run income elasticity estimated from cross-section data is
0.0895, while the long-run income elasticity
estimated from time-series dynamic analysis is
only 0.0194. This substantial difference may be
due to: 1) the continual introduction of new or
improved dairy products into the market, such as
instant nonfat dry milk and 2 percent milk, and
2) the possible difference in consumption
brought about by a long-run shift in demand because of changes in income. For example, if
families in one of the higher income classes of
the cross-section data suffer a general decrease
in their income, they might adopt a demand pattern different from that of families in the
lower income classes. In other words, in the
analysis of cross-section data, different consumers are assumed homogeneous, whereas in the
analysis of time-series data, the different
periods of time are assumed homogeneous, Therefore, based on the previous two reasons, it can
be argued that there is no reason to guarantee
that the two types of long-run income elasticities should be equal.
It has been suggested by Herman Wold (21],
Richard Stone (14], and James Tobin (15] that,
in general, there are two advantages to incorporating the economic information from crosssection data into time-series analysis. The
first advantage in adopting this method is to
make full use of information from both timeseries and cross-section data to estimate the
parameters of a demand function. Income elasticity can be estimated from cross-section data
associated with income, family size, and residence, while prices are held constant. Given the
estimated income elasticity, time-series market
data can be used to estimate the demand parameters associated with prices. The second advantage in using this method is that the problem of
multicollinearity among the explanatory variables
can be remedied. One common phenomenon in timeseries study, especially in demand analysis,

COMPARISON AND RECONCILIATION OF TIME-SERIES
AND CROSS-SECTION ANALYSES
In cross-section analysis, estimation is
based on budget data. For the large majority of
consumers, the income level is fairly stable.
Hence, for a group of families covered by the
family budget data, the changes in income that
occur in the course of time are, on the whole,
small and infrequent, as compared with the existing income differences between the families in
the group. The basic assumption in crosssection analysis is that a relatively poor
family would consume as much in dairy products
as a relatively rich family, if its income were
to become as large as that of the relatively
rich family. There may be a time lag in the
adoption of new consumption habits as income
rises. Thus, it is only in the long-run that
the upward income change of a relatively poor
family might be expected to result in a consumption pattern similar to that of the relatively
rich family. Accordingly, the results of timeseries analysis may be designated as short-run
and the results of cross-section analysis as
long-run.
The income elasticity estimated from static
time-series analysis is 0,0812, and the income
elasticity estimated from cross-section analysis
is 0.0895. The former may be distinguished as a
short-run and the latter as a long-run elasticity.
Table 1 summarizes the estimated price, income,
and cross elasticities of demand for dairy products obtained from time-series and cross-section
analyses.
Although a long-run income elasticity has
been estimated from cross-section data, a longrun elasticity from time-series data has also
been estimated in the dynamic study of demand

TABLE 1. Summary of Price, Income, and Cross Elasticities of Demand for
Dairy Products Obtained from Time-Series and Cross-Section Analyses

Time-Series Analysis

Elasticities

Static
Equation (2)

Cross-Section Analysis

Dynamic
Equation (4)

Price

-0.4601
(0.0539)

Short- LongRun
Run
-0.4555 -0,5641
(0.0527) (0,0616)

Income

0.0812
(0.1092)

0.0194
0.0157
(0.1162) (0.1358)

0.1035
(0.0203)

0.0708
0.0874
(0.0310) (0.0362)

Households
Equation (9)

0,0871
(0.0167)

across elasticity with respect to the price of margarine.
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Individual
Equation (10)

0.0895
(0.0209)

is multicollinearity between income and other
explanatory variables such as prices and demographic variables. Usually prices and income are
highly intercorrelated, since both variables reflect the business cycle. Table 2 shows the
correlation for the time-series data for equation (2) and illustrates this problem. The correlation between income and the price index of
dairy products is 0.82; between income and the
price of margarine, -0.87; and between income
and each of the demographic variables, 0.96.
The relatively high intercorrelation of explanatory variables tends to increase the sampling
errors in the individual coefficients of the
demand function.
In this study, even though the crosssection estimate of income elasticity is close
to the static time-series estimate, the latter
is not statistically significant, while the
former is statistically significant at the 5 percent level. The difference in statistical significance may be due to the difference in sample
observations of income in the two sets of data.
In the time-series data, average income variation
from year to year is relatively small, yet the
cross-section budget data give a wide range of
income variation over households. Because of
the presence of multicollinearity and the small
variation of the income variable in the timeseries study, the standard error of the income
coefficient is increased, thus underestimating
the importance of income in determining dairy
consumption. It appears desirable to attempt to
combine the time-series and cross-section data.
The statistical justification for the technique of the "extraneous unbiased estimates-restricted least-square method" is shown by
Stone and Durbin (14, 4]. They concluded that as
long as the variance of the extraneous estimator
is small relative to that of its unrestricted
least-squares estimators, the efficiency of the
variance of restricted estimators will be improved.

TABLE 2.

pt
yt

a 2 of equation (1), in the time-series will be
4
0.0434.
Subject to this restriction, the equation is estimated as follows:
(11) Q~ = 676.6307 - 2.9196 P + 2.6153 P
(0.3070) t (0.4723) mt

+ 1069.2731 N - 11.5226 Ft
(237.6425) t

(0.9872)

2
R = 0.9933

S = 4.0957

D-W • 2.6239
where Q~ • Qt - a 2Yt. The estimated price
elasticity is -0.4589 and the cross elasticity
(0.0283)
with respect to price of margarine is 0.1030.
(0.0186)
4

Income elasticity at the mean value is
defined as

Since E is known from cross-section results and
y_

Yt and

Qt

are known from time-series data,

then the restricted coefficients in the timeseries should be

Correlation Matrix for the Time-Series Data of Equation (2)

Qt
Qt

In this study the estimated income elasticity from cross-section is 0.0895. With this
figure as an unbiased estimator of the income
elasticity at the sample means in the timeseries study, the unbiased income coefficient,

1.0000

p

t

p
mt

yt

Nt

Ft

-0.9177

0.9134

0.8411

-0.9004

-0.9566

1.0000

0.8185

-0.7125

0.8544

0.8258

1.0000

-0.8696

0.9600

0.9641

1.0000

-0.9252

-0.8269

1.0000

0.9122

pmt
Nt

1.0000

Ft
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TilLE 3.

Comparison of the Effteiency of Estimation in Equations (2) and (11)

Equation (2)

Equation (11)

Variables
t-ratio

t-ratio

-8.4544

-9.5083

Price of Margarine (Pmt)

5.0962

5.5363

Ratio of Population Under
14 to Total Population (Nt)

3.1047

4.4994

Ratio of Nonfarm Population
to Farm Population (Ft)

-6.5905

-11.6715

Price Index of Dairy
Products (Pt)

Compared with the results from equation (2) the
differences in the values of the coefficients
are trivial, but the standard error of the coefficients in equation (11) are smaller than the
standard errors of equation (2). The comparison
is shown in Table 3. The improvement of the
efficiency of estimation in equation (11) is due
to the relatively smaller standard error of the
income coefficient in cross-section equation
(10), 0.0068 (t-ratio = 4.4706), compared to the
standard error of the income coefficient in
time-series equation (2), 0,0527 (t-ratio •
0.7476).
Some researchers have questioned the propriety of combining different structural (shortrun and long-run) coefficients in the effort to
overcome multicollinearity [8, 9]. In this
study, both time-series and cross-section analysis have shown consistent income elasticities.
This consistency between the income elasticities
estimated from the two types of data suggests
that the extraneous information approach is
legitimate in this analysis. This approach increases the efficiency of the estimation in the
time-series analysis.

less dairy products than farm families. The
cross-section results are consistent with the
findings of time-series analysis.
Dynamic analysis has been adopted to test
the habit-persistence hypothesis of the consumption of dairy products. The results support the
habit-persistence hypothesis that the more one
has consumed dairy products in the past, the
more he will consume currently,
It has been assumed that the estimated income elasticity obtained from cross-section
analysis is an unbiased estimate. The extraneous information estimation technique is used
to estimate the price elasticity of demand for
aggregate dairy product from time-series data.
The extraneous information estimation technique
not only has served the purpose of reducing
multicollinearity but also has reconciled the
income elasticities of time-series and crosssection estimation.
This model has not considered certain problems that may well require further research.
(1) Dairy product is an aggregate commodity.
It is composed of fluid milk, butter, cheese,
etc. Each of these products has its own nature,
yet each is drawing substantially upon the same
supply of milk. It would be more interesting to
apply simultaneous equation formulation to
analyze the demand for individual dairy products
and to reflect the interrelationships among
these products.
(2) It would be more desirable to consider
two periods of cross-section analysis (instead
of one), in order to compare the structure of
demand for dairy products between the two
periods. The U,S,D,A. has undertaken a 1965
food consumption of households survey which is
to be published by early 1968. To compare 1955
results with those obtained from these new 1965
data should be much more interesting and meaningful than relying on the only currently available cross-section data (1955).

CONCLUDING REMARKS
This study has aimed to quantify economic
and demographic factors that have affected consumer demand for dairy products during the postwar period (1947-64). Both time-series and
cross-section analyses have been used in the
study. In the time-series, the statistical results indicate that the price and income responses of demand for dairy products are inelastic. The proportion of young people under
14 has a statistical significant positive effect
on consumption of dairy products. Urbanization
is a significant factor in accounting for
changes in the consumption of dairy products
through time. Urban families tend to consume
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ON THE APPROPRIATENESS OF THE CORRELATION COEFFICIENT WITH A 0,1 DEPENDENT VARIABLE*
John Neter and E. Scott Maynes, University of Minnesota
where oXY is the covariance between X and Y, and
OX and oy are the respective standard deviations.
The square, p 2 , is called the coefficient of
determination.

Introduction
In a variety of correlation situations, one
encounters a dependent variable which can only
take on the values O or 1. For instance, the
independent variable may be the reported subjective probability that a person will purchase
an automobile during the next year and the dependent variable is purchase or no purchase
during the year. In another instance, the independent variable may be a score for a person's
general intelligence and the dependent variable
is correct answer or incorrect answer to a test
item. The product-moment correlation coefficient
is often utilized in cases when the dependent
variable is of the 0,1 type; psychologist then
call it the point biserial correlation coefficient. The point biserial correlation coefficient is used as a measure of the degree of
relationship between the two variables or as an
indicator of the predictive ability of the
independent variable.
1.

If the random variable Y takes on the values
1 and O only, with respective probabilities P and
1-P • Q, we can express p 2 as follows:
( 2)

P2 .. PQ6~

ox

where:

We can express o~ as follows:
2
o 2 = Po 2
+ Qo X.O
+ PQ 6 2
X
X.l

(3)

where o~.l and oi.o are the conditional variances
of X, given Y • 1 and-Y = 0 respectively. If
these two variances are equal, say o~.l • oi.o •

A number of papers have been written in
recent years dealing with the distribution of
the product moment correlation coefficient when
the dependent variable is of the 0,1 type
[1,4,5,7,8,9). These papers have not, however,
considered the meaning or usefulness of the
correlation coefficient when the dependent variable is a 0,1 variable, perhaps because the
problems of interpretation are obvious and old
ones, nor did they point out why the correlation
ratio may be a preferred measure in this situation.

oi.Y' we obtain:

PQ

62

--::2-

oX.¥

(4)

p2-:------

l + PQ ~
0

x.Y

If a sample of n observations (Xi, Yi) is
selected, the sample correlation coefficient r
is obtained as follows:

The case of a 0,1 dependent variable is
becoming more frequently encountered in economics, and we were initially inclined to the
position that the interpretation of the correlation coefficient in applied papers dealing with
this situation would take account of the limitations of this measure. A review of the 1955-66
issues of the Journal of the American Statistical
Association and the Review of Economics and
Statistics revealed 9 papers where the 0,1
dependent variable was used. None of these,
however, took account of the special limitations
due to the 0,1 dependent variable. 1 The possibility of erroneous conclusions being drawn from the
correlation coefficient led to this paper. The
discussion will be focused solely on the meaning
of the correlation coefficient, and we shall not
deal with the important problem of estimating
the regression relation when there is a 0,1
dependent variable.

(5)

where sXY is the sample covariance, and sX and sy
are the sample standard deviations. For the case
where Y = 0 or 1, we obtain:
t'pq(Xl - XO)

(6)

r =

where p and q are the usual estimators of P and
Q, and X and 0 are the means of the X observations wien Y = 1 and Y = 0 respectively.

x

The correlation ratio of X on Y is defined
as follows:
VadEJXIY)}
n2
(7)

XY

ox

and the correlation ratio of Yon Xis defined as
follows:

2.

Correlation Coefficient and Correlation Ratio
Suppose the random variables X and Y have
the bivariate distribution f(x,y). Then the
correlation coefficient pis defined as follows:

(8)

= Var{E~YIX)}

Oy

where "Var" stands for variance.
(1)

It is well known that the following relationship holds for p 2 and n2 [3,p. 297):

*We are indebted to Byron W. Brown, Jr., Professor of Biometry, University of Minnesota, for
most helpful comments and suggestions.

(9)

The sample correlation ratio of Yon Xis:
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-

(10)

l:ni (Yi-Y)

YX

- 2
l:E(Yij-Y)

e

correlation coefficient p measures only the degree of linear relationship, it should not be
used for comparing the ability of two independent variables to predict the same dependent
variable, since improvements in predictive
ability will tend to go in the direction of nonlinear regressions.

- 2

2

where the index i relates to the distinct
observed values of X, and the index j relates to
the different sample observations having the
same observed X value. Ordinarily, Xis a
discrete variable when the correlation ratio is
used, or else it is treated as a discrete variable. The sample correlation ratio of X on Y is
defined correspondingly.

We have so far considered why p 2 may be
a poor measure for determining which of several
independent variables is the best predictor of a
0, 1 dependent variable. Even in a non-comparative case, p 2 may be a misleading measure of
the degree of relationship. Formulas (2) and (3)
show that p 2 can never equal 1 (except in the
trivial case oi.l = a~.O = O), even though
perfect predictions can be made of Y from X.
Indeed, p 2 can be significantly below 1 when in
fact perfect predictions can be made. Consider
the following assumed bivariate distribution:

If Y is a O, 1 variable, we have:
(11)

l:ni(pi-p)
npq

2

where pi is the sample proportion of l's observed
when X is at its ith observed value.

JI

Corresponding to the relation between the
parameters, the following relation holds for the
estimators:

0

(12)
The correlation coefficient p and its
square, p 2 , measure the degree of linear
relation between the variables X and Y, while
the correlation ratio measures the degree of the
total relation, without restraining the
functional form of the relation.

1

0
0

2
3

1
1

Prob.

-.1-

.4

.4
.1

Here, Y can be predicted from X with certainty.
Yet p 2 = .75. The reason why p 2 doesn't equal 1
for this case of perfect prediction is, of course,
the nonlinear regression,
Nonlinearity of the regression curve may
be expected for a variety of reasons. The basic
model which has been studied for the correlation
coefficient in the O, 1 dependent variable case
involves a nonlinear regression of Yon X. This
model assumes that the marginal distribution of
Y is a Bernoulli one, and that the conditional
distributions of X, given Y, are normal. Warner
[10] has shown that the regression function of Y
on X for this model, with the added condition the
two conditional variances of X are equal, is as
follows:

3.

Problems With p When Y Is a 0 1 1 Variable
In the usual linear regression case, improvements in the ability of an independent
variable to predict the dependent variable are
brought about by reducing the conditional variability oY.X" Thus, variables x1 or x2 might be
used to predict sales. If oY.X is smaller than
2
oY.X, in each case linear regression and homosced¼sticity being applicable, then Pyx will be
2
larger than pYXi
This would correctly indicate

(13)

that x is a better predictor than x , or that
1
2
the degree of relationship between Y and x is
2
greater than between Y and x . In the limit,
1
one can conceive of oY.X approaching zero, and
this case corresponds to perfect correlation, or
p2 =

y

E(YIX)

1

This regression function, for the case P = 1/2,
is shown in Figure 2. It is an S-shaped curve,
and indeed is a logistic curve.

1.

The relation of this model to discriminant
analysis is a close one, as Warner has noted
[10, p. 1059]. Figure 3 shows the distributions
of X when Y = 0 and when Y = 1. The less the
overlap, i.e., the further apart are the
distributions, the better one can identify, on
the basis of the X observation, whether the sample element belongs to the population for which
Y = 0 or the one for which Y = 1.

When the dependent variable is a O, 1
variable, however, the only way in which the
conditional variances o 2 X can be reduced is by
changing the shape of the regression curve, since
all conditional variances are a function o! the
respective conditional means in this case.
Figure 1 illustrates this point. Figure la shows
a linear regression when x is used to predict Y.
1
Figure lb shows a curvilinear regression when x2
is used to predict the same Y. x2 is a better
predictor of Yin the sense that oY.X is smaller
2
for each possible value of X than oY.Xi

There may also be empirical reasons why
the regression curve is nonlinear. For instance,
when "subjective probabilities" are obtained with
an 11-point scale for purposes of predicting
whether or not a person will purchase a car, it
is likely that an interval scale will not be
obtained (particularly near the ends, as Stevens
[6] has observed) so that the regression curve
would be expected to be nonlinear.

Thus, it is of the essence to be able to
recognize improvements in predictive ability
which go in the direction of nonlinear regressions whe~ the dependent variable is a 0, 1
variable.
Figure le shows the situation required so that perfect predictions of the
dependent variable can be made. Since the

We have pointed out a variety of reasons

448

why nonlinearity may be expected when the
dependent variable is of the O, 1 type. Consequently, the product moment correlation coefficient p may be a misleading indicator of the
degree of relationship if in fact the relation is
nonlinear.

Suppose now that a survey is conducted in
advance, in which each person is to indicate on a
k-point scale the likelihood he will buy a car.
Suppose that ~y = A autos were purchased, and
i

that the purchase rate in the jth scale class was
Bj. We assume now that the population is so

nix•

The correlation ratio
on the other hand,
may be a much more informative indicator of the
degree of relationship. Since
is simply 1
minus the ratio of the average conditional
variance of Y to the marginal variance of Y, it
is not bound to any particular functional relation, and hence may be said to measure the
degree of total relation (in contrast to p 2 which
measures the degree of linear relation).
will equal 1 for the earlier bivariate distribution for which perfect predictions of Y can be
made. Also, if measurement technique B leads
to a more S-shaped regression curve than measurement technique A, indicating greater predictive
power, the correlation ratio will reflect this.
The correlation coefficient p may not indicate
this, however. Thus we might have:

large that all actual purchase rates Bj can be
treated as if they contain no random error.
Hence, one might treat all persons in the jth
scale class as having probability B of making a
purchase, and calculate the variancJ of the total
purchases (still assuming independence) as:

nix

nix

Measurement Technique
A
B

p2

nix

.20
.15

.25
.35

Suppose that a second measurement procedure
was used simultaneously and independently, and
that for it the purchase rate in the jth scale
class was CA. Since the same persons are involved, we !\ave:
k

EN B =

j=l j

j

k

EM C

j=l j

j

=

A

where Mj is the number of persons in the jth
scale
class according to the second measurement procedure. If one treats all persons in the
jth scale class as having probability Cj of
making a purchase, one would calculate the
variance of total purchases with the second
measurement procedure as follows:

nix

(17)

Var2[EYi] = EMj cj (1-Cj)

Clearly, Var 1 and Var 2 will generally not be
equal to the true variance. It might well be, for
instance, that measurement procedure 1 includes,
say, 2,000 persons in the jth scale class, 1,000
of which have Pi= .4, and 1,000 have Pi= .5.

4.

Some Special Aspects of Purchase Predictions
We consider now the comparative usefulness
of p 2 and
in the special case where responses
to questions on buying intentions are used for
predicting purchase behavior. 4

Yet in the variance computation above, each of the
2,000 persons would be assigned the probability
Bj = .45. The effect of this mixing of persons

nix

with different probabilities into the same scaleclass is to make the calculated variance larger
than it should be. Hence, we may say that the
smaller the calculated variance for any measurement procedure, the closer it is to the true
variance. To put this another way, the measurement procedure with the smaller calculated variance does the better job of sorting persons by
probability of purchase for purposes of predicting
total purchases.

Suppose a population consists of N persons,
and that the ith person will purchase, say, a
car with probability Pi. Let Yi be the variable
for the ith person, inaicating whether he
purchases a car (Yi= 1) or does not (Yi= O).
We assume no changes take place just before and
during the period, so that infomation about Pi
can be obtained prior to the beginning of the
period.
N

The correlation ratio n~X is a function of the
calculated variance. For measurement procedure 1,
we have:

The actual purchases for the period, E Yi,
i

is then a random variable whose expected value is:

(18)
Assuming that the purchase actions are independent, we have:
Var

EN B.(1-Bj)
j=l j J

scale class.

Before concluding this section, we should
add that neither p 2 nor
will indicate for
any given situation whether useful predictions
of Y can be made from X. The usefulness of X
for predicting Y depends on the requirements for
precision, which vary from case to case, and on
the type of prediction to be made. We shall
elaborate on these limitations below.

(15)

Var 1 [EYi] =

where Nj is the number of persons in the jth

Here, the use of p 2 would lead to the
conclusion that measurement technique A has the
higher linear
relation to the dependent variable, whereas the use of the correlation ratio
would show the opposite for the degree of total
relation.

N

k

(16)

n2
1

=

1-

and for measurement procedure 2 we have:

N

Var

[E Yi]= E Pi(l-Pi)
(19)

i
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2

Since the correlation ratio varies inversely with
the calculated variance, we may say that the
measurement procedure with the larger correlation
ratio
is the more effective one in sorting
out persons according to their probability of
purchase for purposes of predicting total
purchases.

six-month period. Responses to questions
concerning subjective probabilities were obtained
on an 11-point saale, but results were published
only for a 5-class scale. Consequently, the
analysis to be presented should be considered
only illustrative since the grouping of the
probability classes does not permit the full
effect of curvilinear regression relations to be
evaluated.

nix

We have therefore another reason for considering the correlation ratio, rather than the
correlation coefficient, when we are concerned
with predicting total consumer purchases. The
model which we used to arrive at this conclusion,
to be sure, is a highly simplified one. Nevertheless, it contains the essence of the subjective probability approach, namely that a person
makes the purchase decision as if he were using
a probability mechanism and that questioning will
elicit some information about the probability of
purchase. It should be noted, incidentally, that
the responses given by persons can be any number
on a scale or indeed a verbal category, and need
not be in the form of probabilities, since the
model converts the responses into probabilities
of purchase.

The degreesof relationship between each of
the three subjective probability scales and
actual purchase behavior, as measured by r 2 and
e 2 , are as follows:
Subjective Probability
6-months
12-months
24-months

e

2

.15
.18
.18

Again we shall ignore sampling errors for
purposes of our illustration. Analysis of the
simple coefficient of determination would
suggest that the 6-month probability scale is not
as highly related to purchase behavior as the
other two subjective probability scales. The
correlation ratio, on the other hand, indicates
that the degree of total relationship for the
6-month probabilities is not very much less than
for the other two probabilities.
2
It is sometimes thought that r is inherently small for a 0,1 dependent variable, so that a
low r2 of, say, .17 should be considered to show
a "high" degree of relationship. To illustrate
that this need not be so, we calculated what r2
would have been if in fact perfect predictions
could be made from the 12-month subjective
probabilities. We assumed that all non-purchasers
gave small subjective probabilities as responses
and all purchasers high scale values, subject to
the restriction that the number of households in
each subjective probability class is the same as
in the Juster study and that the total number of
purchases is unchanged. The coefficient of
determination for this situation would have been
.80. It is not 1, because of the S-shape of the
regression curve, but nevertheless it is far
above the observed .17.

5.

Two Illustrative Studies With 0,1 Dependent
Variable
A graduate student at Minnesota classified
1,223 households according to whether or not they
were in financial trouble because of consumer
instalment debt. Two explanatory variables
employed were (1) a measure of the value of auto
consumption relative to income for each household,
and (2) a measure of the value of non-auto
durable goods consumption relative to incomi•
The simple coefficients of determination (r)
were:
Autos
.013
Other durable goods
.004
For purposes of our discussion, we shall
ignore any sampling errors in these results.
One would then conclude that little relationship
existed between either of the independent variables and whether or not the household is in
financial trouble, and that autos show a slightly
stronger relationship to financial trouble than
non-auto durable goods.

0

2

limit!~~:n!r!~g~h~sc:;r:1:~~:!d::~~! : 2~f ;~:
correlation ratio for the 12-month subjective
probabilities was .18, which would generally be
considered as not too high. This does not mean,
however, that useful predictions of the dependent
variable cannot be made. Suppose that we wish to
predict total purchases for the 395 households,
that the observed purchase rates are the true
probabilities, and that the model described
earlier (which assumes independent purchase
actions) is appropriate. The calculated standard
deviation of total purchases (which may be an
overstatement of the true standard deviation)
would then be 6.8 cars, or 10% of the
expected total purchases of 67 cars. For some
purposes, a prediction of total purchases with a
relative standard error of 10% may be useful.
Of course, if the population were much larger,
the relative standard error would decline
appreciably. For instance, if the population
consisted of 3,950,000 persons distributed
identically as before, the calculated relative

When the correlation ratio (e) was calculated for each of the two cases, the results
were:
Autos
.08
Other durable goods
.10
The correlation ratio shows a greater degree of
relationship between each of the independent
variables and the dependent variable, and in
fact indicates that non-auto durable goods have
a somewhat stronger degree of total relation than
autos. In this case, the relationships were far
from linear, and the simple coefficient of
determination would have been a misleading
measure of the degree of total relationship.
(2]
the
the
the
was
not

2

r
.11
.17
.17

Our second illustration is a study by Juster
in which 395 households were asked to give
"subjective probability" of buying a car in
next 6 months, in the next 12 months, and in
next 24 months. Subsequently, information
obtained for each household as to whether or
a car was purchased within the ensuing
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standard error of total purchases would be only
0.10%.

for this probability scale.
It should be noted also that the aggregate
purchase rate in the Juster study was .17. Hence,
if the rule discussed earlier is applied assuming
each person has a probability of purchase of .17,
the prediction of no purchase should be made for
any one individual. This rule, which does not
utilize purchase probabilities by subjective
probability class, would have a mean error
probability of .17. Consequently, none of the
three subjective probability scales leads to any
substantial reduction in the mean error probability relative to that for the rule based on no
information about subjective probabilities.

It may be noted that if the subjective
probability data were not utilized, and it were
assumed that each person will purchase an auto
with the average aggregate probability of .17,
then the calculated relative standard error of
total purchases (which may be an overstatement)
for the population of 3,950,000 persons would be
0.11%, only slightly larger than the calculated
relative standard error utilizing the 12-month
probability scale. In this case, then, the
subjective probability scale would supply relatively little more precision for predicting total
purchases than information on the average
probability of purchase.

In conclusion, we wish to stress that the
specific results obtained in this section are
intended only as illustrations of the properties
of the correlation coefficient and of the
correlation ratio, and may not have any substantive merits because of the presence of sampling
errors which was ignored in the discussion and
because of the availability of only the 5-class
su~jective probability scale. The illustrations
served to emphasize the following points:

2

Another limitation of e for purposes of
predicting total purchases is that it does not
indicate how well such predictions can be made if
in fact the purchase probabilities for the
subjective probability classes change over time,
for instance, with the stages of the business
2
cycle. To put this another way, e is based on
a given time period, yet the regression model
will be used for future time periods for which
2
the parameters may differ. Thus, e may not be a
relevant indicator if the model of total purchases for which it provides information is not a
realistic one.

1. With a 0,1 dependent variable, the
correlation ratio may be a better measure of the
degree of relationshin tl\8n the coefficient of
determination because stronger relationships
are likely to go in a curvilinear direction.

If the purpose of using the subjective
probability independent variable is to predict
the purchase outcome for a given individual, the
correlation ratio has still other limitations.
Since the dependent variable takes on the values
0 and 1 only, the prediction for any individual
would normally be either O or 1, and not some
interval as would often be reasonable for a continuous dependent variable. Suppose one uses
the rule of predicting O if Pi< .5 for the
individual, and predicting 1 if Pi > • 5. (If
Pi= .5, one may toss a fair coin,) This rule
has certain desirable properties. Now the
probability of making an error for the ith
individual with this rule is min(Pi, 1-Pi), and
hence the average error probability for an
individual selected at random is

2. If total purchases are to be predicted
and the model described earlier is appropriate,
the correlation ratio indicates directly which
of several independent variables sorts the persons
out best into homogeneous probability classes.
3. The purpose for using the relation between the independent and dependent variable
must govern the appropriate measure to be used
for deciding which of several independent
variables is best. Then one can determine
whether the correlation coefficient or correlation
ratio is appropriate for this purpose.
~

1

In a number of the papers, the multiple correlation coefficient based on linear regression
was actually used. In this paper, to simplify
the discussion we consider only the meaning of
the correlation coefficient when there is one
independent variable. However, the problems
raised apply equally when there is more than one
independent variable.

N

Emin(Pi, 1-Pi)/N, This quantity does not, however, have a monotonic relation to the correlation
ratio. Hence, if interest is in predicting the
purchase behavior of an individual and if the
rule described above is employed, the correlation
ratio may provide misleading information about
the expected error probability.

2

The average error probability for each of
the three subjective probability scales in the
Juster study, assuming no random errors in the
data, is as follows:
6-month probabilities
12-month probabilities
24-month probabilities

consequently, heteroscedasticity of conditional
variances is encountered, which raises special
problems for estimating the regression relation.

3
we rule out the possibility that the marginal
distribution of Xis concentrated at exactly
two points, in which case perfect predictions
are possible with a linear regression of Yon X.

.16
,17
.17

4
A summary discussion of the buying intentions
approach to forecasting may be found in the paper
by E. s. Maynes in these Proceedings.

Thus the six-month subjective probability scale
leads to the smallest mean error probability for
predicting the purchase behavior of an individual,
whereas the correlation ratio and the correlation
coefficient showed the smallest degree of relation
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BANK DEBITS IN CANADA
Herbert M. Axford, University of Lethbridge
I

INTRODUCTION

sector of the economy. This regulation does not
seem to be very consistent because provincial
government cheques are in the debits but Federal
government cheques are not in the debits. It
would seem that because of the growing significance of the public sector in the Canadian economy, that the debits should show all government
cheques. The debits in the private sector could
be kept separate from the debits arising through
the public sector where the public sector might
include all levels of government--Federal, Provincial, and Municipal.

The Dominion Bureau of Statistics has two
publications, Cheques Cashed in Clearing~~ (catalogue no. 61-001), a monthly publication, and Cheques Cashed in Clearing Centres
(catalogue no. 61-201), an annual publication.
The purpose of the following report is to examine these publications with a view to determining who the users are, what are the uses
made of the publications and to suggest possible changes in the publications. The following uses of the publication are discussed: as
a business indicator, as measures of growth and
size in regional analysis, in the equation of
exchange and in macro economics.

Debits at present include the following:
All Credit Union and Trust Company cheques that
go through the Chartered Banks. They include
debit memos as well as cheques. They include
withdrawals of cash. They include verbal orders
where executed to withdraw funds for various purposes. They also inc!ude bank service charges.

Cheques cashed which are essentially bank
debits have a long history in economics analysis. Their appeal is based on long historical
data, prompt availability and detailed geographical coverage. A turnover ratio of debits
to deposit has an important role in monetary
analysis.

Debit memos exclude the following: All Federal Government cheques. They exclude Credit
Union Cheques and Trust Company cheques, deposited at the Credit Union or Trust Company. They
exclude debits of cash made at the Credit Union
or Trust Company. They exclude all centralized
clearings of Credit Union or Trust Companies.
They exclude all individual savings, all deposits and withdrawals made for the same place in
various Government Savings Offices,

This report is not an exhaustive study of
bank debits but rather some particular comments directed to the specific Bureau publications. The Bureau's position is largely that
of interpreter and publicist for data which
are obtained directly from the Canadian Bankers
Association. The Bureau presents the information tabulated back to 1924, tabulated by cities and by economic areas, graphed in time
series and in bar charts and for the turnover
ratio correlates bank debits with deposit figures from the Canada Gazette.

Bank debits include all payments made from
Current Accounts, Personal Chequing Accounts and
Savings Accounts maintained in the Chartered
Banks by individuals, corporations and governments. ''Payment orders" drawn by their customers on near-banks are also included except
where these are negotiated either by the nearbank on which drawn or by another near-bank when
both near-banks belong to a central organization
maintaining its own clearing system.

In the discussion that follows the term
debits 11 is used as a short reference for "debits to individual accounts" or for "cheques
cashed against individual accounts at the
clearing house centres in Canada 11 • Debits to
individual accounts was started May 1, 1961
replacing the aggrefate of cheques cleared
through 51 centres.
11

The following are also automatically excluded from the debit figures as they are not
drawn on deposit accounts: (i) Cheques, drafts
and warrants drawn on the Receiver General or
other Government of Canada departments including the Bank of Canada as fiscal agent. (ii)
Bank Drafts, Bank Money Orders and Travellers
Cheques (the payment for the purchase of such
items by means of an instrument debited to a
customer's deposit account is included in the
debit figures). (iii) Cheques drawn by the banks
on themselves.

Debits to individual accounts have nothing to do with cheques going through the Clearing House. Debits are all debits from whatever sources, and whether cleared internally
or externally, and whether in fact, they are
cleared at all, that is, some debits may originate right within the bank itself, such as
debit memos. Clearing Centre only defines an
area in which cheques pass free of exchange
charges. The term Clearing Centre thus only
provides the means of identifying banks and
branches with specific geographical areas.

An effort might be made to ascertain on a
sampling basis the important types of debits
that are made to individual accounts. The volume in units of payment instruments listed in
the Submissions to the Royal Commission on Banking and Finance shows the following in millions
of units: cheques, 693; postal money order, 50;
acceptance of payments of accounts, 19; coupons,

All Federal Government cheques are excluded from bank debits. It may have been argued
that government transactions should be excluded
if debits were to reflect only the business
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The words "Clearing Centres" are probably
misleading, and should be dis-continued. The
reason would seem to be that it is no longer
true that the statistics refer simply to cheques
that are going through Clearing Centres. Clearing Centres are used to facilitate the exchange
of the cheques drawn on one bank, and paid by
another; therefore, technically, the Clearing
Centre really only clears these types of transactions. The term ON-US is used to describe
cheques drawn on a bank, and cleared through
branches of that same bank. It would seem that
these ON-US Cheques would not be cleared through
clearing centres in the usual understood meaning of the word Clearing Centre.

18; and orders drawn on near-banks, 14. What
might be of interest would be dollar values for
these units. 2
II

CONFUSION OF DEBITS WITH CLEARINGS

Wider use of the series, Cheques Cashed in
Clearing Centres may be inhibited because of
the words 11Clearing Centres". This term, Clearing Centres, tends to give the series a vague
and esoteric impression. Even in the financial
community, the boundaries of a Clearing Centre
may be quite indefinite. Avoidance of the word
Clearing and Clearing Centres might be facilitated if the geographical coverage of the data
were spelled out in detail, possibly not only
in the annual but in the monthly publications.

III

The Canadian Bankers Association advised
that there are 400 other clearing areas in the
country in addition to the 51 clearing areas
that are presently being used. There might be
some advantages in integrating where possible
the clearing areas and other areas that are
being used in Regional Analysis. The matching
of some areas between employment data and financial data is merely one example of the sort
of close definition of areas that might add to
the usefulness and wider understanding of the
debits statistics.

USERS OF DEBIT STATISTICS

The distribution of the publication
Cheques Cashed in Clearing Centres" 11 61-001 11
may be indicated by the names on the print-out
of paid and free subscribers to the list. The
160 names on this print-out may be classified
somewhat as follows:
(1) Advertising and
market Research - 6; (2) Chambers of Commerce
and Board of Trade - 12; (3) Company Economists
and Company Libraries - 15; (4) Colleges and
Schools, including College Libraries - 14; (5)
Credit Managers - 4; (6)Fin. Cos,, Banks,· Ins.Cos.
Investment Companies,
and Trust Companies, including copies to Libraries of such companies 22; (7) Government Departments and Members, and
Industrial Development Boards - 23; (8) Libraries - Foreign - 9; (9) Libraries - Canadian,
Public ~nd Parochial - 17; (10) Miscellaneous 13; (11) Newspapers and Periodicals, including
Financial Editors, and Libraries of these Companies - 18; (12) Trade Associations - 2; (13)
Trade Commissions - 4; (14) Unions - l; Total 160 copies.
11

A broader coverage of areas to provide integration with other Bureau
Statistics and
linkage wherever possible with statistics from
outside the Bureau does not mean that the old
Historical type series need be discontinued.
For example, the old series based on 35 clearing centres can be maintained for historical
comparability. However, in the interests of
wider current use and in the interests of better integration with other statistical series
the number of clearing areas might be expanded
not just at random but along lines indicated in
other statistical series that may be available
on a sub-provincial basis and at monthly intervals.

The distribution authority shows a total
distribution of 490, of which 160 are accounted
for in the foregoing print-out, 50 copies are
sent to full depository Libraries, 70 copies
are sent to subscribers both free and paid on
the full publication service, 150 copies are
used by the Bureau, and 60 copies are used in
counter sales.

"The Cheques Cashed in Clearing Centres"
would not seem to be an appropriate title for
the publication which actually consists of
11 The Statistics of Debits to Individual Accounts". The name of the publication might be
changed to ''Banks Debi ts in Canada 11 • This
change in terminology means that the word cheques is replaced by the word debits. Cheques
might be more readily understood by the average
person than the term debits. However, the statistics definitely include things other than
cheques, such as debit memos, loan deductions
of one sort or another, interest payments, and
may also include payment orders used by NearBanks which are not actually cheques in the
usual legal understanding of completely negotiable instruments.

A few comments may be made on the printout list of 160 copies. The two largest users
of the series are (1) government departments,
and Industrial Development Agencies (2) Financial Companies, including their Libraries.
Other important users are: newspapers and periodicals, Company Economists, Libraries (Public,
Parochial and College), Chambers of Commerce
and Boards of Trade.
Unions, Trade Associations, Credit Managers, and Advertising and Market Research Organizations do not seem to make very much use
of the publication. Trade Commissions here
refer only to Trade Commissions in Canada of
Foreign Countries, and do not refer to Canadian
Commissions abroad.

Some attempt might be made to try and sample to determine the important types of debits
that are made to individual accounts. What is
the proportion of cheques payment orders, debit
memos, etci
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accounts increase as Canadians prepare for the
vacation period.3

The general hypothesis might be made on the
basis of subscriptions only, that there does appear to be some continuing interest in the series. The question of how the users actually
make use of the publication is not raised at
this time. A surmise might be made that some of
these users are using the series for specific
regional or city analysis which might be true of
Chambers of Commerce, and similar industries,
and possibly also in Industrial Development
Agencies, and some government departments.

11 In Seasonally Adjusted Economic Indicators"
- 1947 to 1955 which was a reprint of part one of
reference Table 77, DBS (page 15) it is said that
there is usually a possibility that the twelve
month moving average will not trace effectively
either the precise time of the real business
cycle, nor its exact amplitude from peak to
trough•····••••••·• In other words, the moving
average tends to be too smooth. Another point to
observe is that the twelve month moving average
can only come within six months of the current
periods, and the current six months are estimated
using considerable personal judgment. Thus, the
critical months which are the recent months,
unfortunately, become the most subjective.

The foregoing observations are based merely
on the print-out that constitutes the monthly
mailing list for the publication of "Cheques
Cashed in Clearing Centres". If it was deemed
desirable to follow through on the mailing list
to try and ascertain whether use is made of the
series in Macro Economics, it might be possible
to phone or write the six Financial Research
Departments that are on the publication.

The lastest seasonal index shows that June
is the highest month at 111 percent, followed by
November and December at 105 and 104 percent
respectively. The lowest months are January and
July at 95 percent, with August and September
also low at 96 percent. There is a sixteen percent difference betwe~n the June high of 11 percent, and the January, July lows of 95 percent.

The present reports on debits merely answer
one question: Where are the debits made? Assume here for a moment, that the great bulk of
debits are cheques; It then can be said that the
present debit statistics do not answer many questions. Who drew the cheques? What were the
cheques in payment of? How large were the cheques in amount?

i!

There appears to be a changing seasonal in
June since it has risen rather steadily from 96
percent in 1924 to 111 percent in 1962. Conversely, October has declined from 118 in 1924 to
98 percent in 1962, while, November and December
have declined from 119 in 1924 to 105 and 104 in
1962.

It need not be suggested here that The Canadian Bankers' Association get the whole $ 491 billion explained in these other ways. However,
with modern sampling methods, it may be suggested
that The Canadian Bankers' Association could make
some worthwhile progress with the cheques cashed
by doing some scientific sampling to provide
answers to some of these basic questions just
proposed.
IV

V TRENDS IN DEBITS
Comparisons by month of the seasonally adjusted debit figures must take into consideration the substantial trends in the data. Two
trends are observed in the monthly data. The
first trend is from December 1960 to December
1963. The second trend is from December 1963
to December 1966.

SEASONAL ADJUSTMENT OF DEBITS

The monthly publication and the annual publication of 11Cheques Cashed in Clearing Centres"
do not show any seasonally adjusted data. However, the Canadian Statistical Review on a monthly basis, shows graphically and provides columnar figures for cheques cashed on a seasonally
adjusted basis in the "Selected Economic Indicators."

1960 - 1963 trend is as follows: Debits in
$ billions = 24 + .24 x (No. of Months after
Dec. 1960).
1963 - 1966 trend is as follows: Debits in
$ billions = 33 + .39 x (No. of Months after
Dec. 1963).

The publication "Historical Monthly Statistics" shows cheques cashed both not adjusted,
and seasonally adjusted from 1962 back to 1924;
and also shows for the same period the seasonal
indexes. The annual supplement of the C.S.R.
brings the monthly figures both not adjusted and
adjusted from 1962 to December ~965. Since the
current monthly publication of C.S.R. picks up
the adjusted data, there is available, seasonally adjusted data by months, to within three
months of the current month.

These trends lines are taken from an arithmetic scale, and so it could be said that debits
were increasing in the 1960-1963 period by $240
million per month, while in the 1963-1966 period
debits were increasing by $390 million. Thus,
the trend increased substantially in the last
three years over the earlier three years.
It is also noticeable that the fluctuations
of cheques cashed about the trend were more extreme or more pronounced in the period 1963-1966,
compared with period 1960-1963. Not only did the
trend of debits rise, but the fluctuation about
the trend increased also. One consequence of
this changed situation is that the Chartered
Banks would have greater difficulty in determin-

The Canadian Bankers' Association said that
the dollar amount of cheques drawn reaches a
decided peak in November, the most obvious reason being the annual sale of Canada Savings Bonds.
Second, only to the November peak season are the
months of May and June when debits to savings
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i

ing the volume of work on cheques. Another
consequence is that interpretation of the significance of the monthly changes in the period
1963-1966 would be more difficult than in the
period 1960-1963. Variation even on a monthly
basis, that is, from month to month, seems at
times to amount to $2 and $3 billion which
certainly represents very substantial random
movements.

in financial importance of the city? and do
they measure the relative financial importance
of different cities at the same time?
It is said that the statistics do not measure the relative importance of different cities
in the same period. The argument here is that
the series reflect speculative activities, and
therefore, these tend to distort comparisons.
This criticism is based directly on the notion
that the series should be used as a gross measure of turnover of commodities and services.
Pushed, this recommendation would lead to the
suggestion that all speculative transactions
be removed in order to make the statistics reflect the real transactions. There are considerable difficulties in making any such adjustments to the data, and therefore, there
might be difficulty in using the data as indicators of real activities. However, the series
does reflect the relative total financial activity in cities at any given point of time. In
this way of thinking the statistics then represent the turnover of deposits held in these
cities or the velocity of circulation of money,
and not any real activity.

The rate of growth in bank debits from December 31, 1960 to December 31, 1963 was about
12% per annum compared to a rate of growth in
gross national expenditures in the same period
of about 10%
The trend in bank debits reflects not only
the growth of the economy but also the wider
use of cheques for convenience and because
receipts are increasingly required for tax and
other purposes. Wider use of credit cards also
means more monthly cheques to settle outstanding balances, Two other reasons are noted by
Garvy. The upward trend for bank debits may
also reflect the increased proportion of the
national output which is sold rather than
consumed by the producers themselves or exchanged for other goods and services without
the use of money. The increased importance of
firms of national scope in production and distribution has caused the aggregate amount of
check payments per physical unit of final goods
and services supplied to ultimate consummers to
increase. 4
VI

The relative importance question must be
considered in view of the facts in Canada. In
1965, Toronto accounted for 38 percent of the
debits, and Montreal another 28 percent, thus
two-thirds of debits were made in just two
cities. Strangely, Montreal's percentages has
remained generally very steady from 1924, at about
the 28 percent 1 evel, but Toronto before World
War Two, was a lower percentage, 28 to 24 percent, but in the Post-War Period has been about
38 percent.

DEBITS AS A BUSINESS INDICATOR

The series "Cheques Cashed in Clearing Centres", on a seasonally adjusted basis, is presented in the "Selected Economic Indicators"
of the Canadian Statistical Review. Is this
series a useful indicator? Some say that the
series reflects business conditions, and is to
some extent a measure of the volume of trade.
The chart in the December 1966 issue of the
C.S.R. for the period 1961-1966, does not show
any cyclical fluctuation in the period. There
is a straight line trend from 1961-1964 with a
trend that increased slope from 1964 to 1966.
There is no indication of any turning point in
the years 1965 and 1966. Other DBS series in
the Selected Economic Indicator seem to suggest
that the period 1965-1966, marks to some extent
a turning point, yet the Cheques Cashed in
Clearing Centres gives almost no indication
even on a seasonally adjusted basis of any of
these developments.

VIII

DEBITS IN REGIONAL ANALYSIS

DEBITS AS MEASURERS OF GROWTH AND SIZE

One of the advantages of the series Cheques
Cashed in Clearing Centres is that it is available monthly and for about 51 cities in Canada.
There are two aspects of the series to be noted
here:
(1) the series is timely; (2) the series
is available for sub-provincial areas. For
purposes of the immediate following discussion
the term region will be used to imply some subprovincial area, The cheques cashed series
actually pertains to areas that are associated
with clearing house centres. In general these
areas can defined fairly closely in terms of
the cities, villages and sub-metropolitan areas
that constitute the larger clearing centres.
For purposes of regional analysis the exact
areas constituting the clearing house areas
might be defined in the monthly and in the annual publications.

The Bureau presentation of the statistics
appears to make the following two uses of the
statistics:- (1) it shows the growth over time,
by using the index numbers to show the growth
from 1924 to the latest year. (2) Then, again,
the series is used to show the relative importance of individual cities:-(i.e. Clearing
Houses Centres). Thus, two questions are presented: do the statistics measure the growth

In trying to assess the usefulness or potential usefulness of the data available a brief
look at the series with monthly data which are
published by the Bureau monthly for sub-provincial areas by urban areas (where urban is used
to classify any data that pertains to cities)
and by other areas (areas that are not cities,
counties, census divisions, but are still smaller than a province) reveals that the Bureau has
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relatively few publications that meet this
double qualification of a monthly publication
and smaller than province breakdown. From a
draft of a Catalogue of Intercensal SubProvincial Data Published by the Dominion Bureau of Statistics prepared by the Regional
Statistics and Analysis Staff only a few publications are shown as available monthly on an
urban or "other" basis. The following publications meeting the dual requirement would appear
to be of limited general, economic significance:
Fluid Milk Sales, Prices of Fishery Products,
Stocks of Poultry Meat, Apples in Storage and
Exports and Imports of Gas. Highway traffic at
Canadian border points shows the movement of
vehicles entering and returning to Canada for
a fairly large number of border cities and
towns. The series would seem to be important
only in establishing where cars are entering
and leaving Canada. A similar sort of statistic is presented in the Shipping Statistics.
This series provides tonnage of cargo loaded
and unloaded at selected ports by commodities.
These tonnage figures would seem to be of
fairly general interest but are still only
related to ports and then only show certain
freight statistics that would have to be related also to internal movements of freight on
the railways or on trucks.

centres of 5,000 population and over. Approximately 480 cities are covered in the starts and
completions, Tie-ins would seem to be possible
among the starts and completions and cheques
cashed series. However, starts and completions
are limited to new residential construction
activity and so are not as good an aggregate
type of series as the other two on employment
and clearings.
Building permits are given in number of permits and also by value of constructions. The
series endeavours to cover all municipalities
issuing permits.
In so far as the Catalogue of Intercensal
sub-Provincial Data is concerned, the foregoing
publications would represent six publications
that are issued monthly and an urban or other
basis. Two other statistical series might be
thought of in this context, but they both do not
provide breakdown by cities. Retail trade is
shown by some twenty kinds of business but does
not breakdown these sales by cities. Department
store sales and stocks. provide a breakdown by
about 30 departments, but again do not provide
a breakdown by cities.
One outside source is referred to briefly
to indicate the business use of statistics in
regional analysis. The Annual Survey of Markets
of the Financial Post, provides a lot of statistics on a city basis. However, it is to be remembered that this publication comes out once a
year, and that the data contained therein, is
largely restricted to annual data. In addition
to some vital and social statistics, the data
is provided for (1) Cheques cashed, (2) Building
Permits, (3) Homes built, and (4) Employment.
Thus, this outside use of statistics picks up
for annual publication the four series that are
produced monthly, and at a city level by the
Dominion Bureau of Statistics.

There remain only 4 series which are
available monthly and for sub-provincial areas:
Consumer price indexes, employment and average
weekly wages, starts and completions and building permits. Among prices and price indexes
only the consumer price indexes series is available for regional cities. The regional cities
are St, Johns, Newfoundland, Halifax, Saint
John, N.B., Montreal, Ottawa, Toronto, Winnipeg,
Saskatoon-Regina, Edmonton-Calgary, and Vancouver.
Employment and average weekly wages and
salaries are available by urban areas. Employment is given on an index basis as well as in
terms of .numbers of employees. The series
covers 56 urban areas, In contrast--the cheques clearing series covers 51 clearing centre
areas which are, of course, closely related to
urban areas,

IX

DEBITS IN THE EQUATION OF EXCHANGE

The debits series has, over the years, always
had a high fascination for monetary theorists.
It is because of these interests that the Bureau
includes a table in the monthly publication on
Cheques Cashed in Clearing Centres which shows
the following amounts for September 1966: (1)
Cheques cashed $43.4 billion; (2) Deposits $5.8
billion; and (3) Turnover 89,

The employment data show also the breakdown of employment by broad industrial Classifications for the smaller cities and towns to
the 3 digit S,I.C. classifications for the
larger cities, As comparative monthly data on
an urban basis the employment series seems to
provide a good comparative listing of cities.
There might be some advantages, where possible,
in having cheques cleared data and employment
data for a common list of cities. This might
mean expanding both series to include cities
that have not been covered but might be covered
for comparative purposes,

The $ 43. 4 billion cheques cashed is just in
the month of September, therefore, this converted
to a twelve month basis is $520,8 billion, The
$520,8 billion is a large part of the M1V 1 of
the expanded equation of exchange, MV +M'V' =
PT. Deposits are $5.8 billion and they are presumed to represent a large part of M1 , By dividing $520.8 billion by $5.8 billion theorists
might feel that a large part of M1V 1 is being
divided by a large part of M1 so that the quotient is some approximation of V 1 , Thus, V 1 or
turnover, or velocity of circulation is $520,8
billion divided by $5.8 billion which is 89,

The last two series are concerned with
building permits, starts and completions, The
starts and completions are provided for all
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and non-corporate non-financial business would
yield four analytically meaningful categories •••
••• Rates of turnover for each of these depositor
categories would be of great analytical interest?

Further breakdowns of the turnover ratios
might be useful, For example, turnover ratios
might be possible by sectors of the economy.
These ratios could help to provide more information on the use of money. Such information
can be helpful in the determination of effective monetary and credit policy,5

A logical extension of Magnetic Ink Character Recognition coding is to use the computer
to post customer accounts. This routine, termed
demand deposit accounting, provides the facility
for overnight posting of all transactions,7
Would it be possible with demand deposit accounting that the banks could provide codings for
financial analysis first by sectors, then by
sub sectors of the national accounts, and even
by industrial classifications?

Use appears to be made of the bank debits
for the turnover ratios. The turnover ratio
of current accounts is used separately from
the turnover ratio of savings accounts.
X

DEBITS IN MACRO ECONOMICS

One breakdown of the debits series could
be to show the sectors in which debits occur.
Some indication of the sectors is given in the
distribution of cheques cashed by type of account, The Canadian Bankers Association advises that the personal chequing account and
the savings accounts are almost entirely in the
personal sector. The current accounts in the
distribution by type of account are almost
entirely in the business sector, For example,
grant totals for Canada for October, 1966 were
as follows:
Personal Sector: Personal Chequing accounts $314 million, Savings accounts - $1,882 million,
Total Personal Sector - $2,196 million,
Business Sector: Current accounts - $43,189
million.

A suggestion has been brought forth that
the debit figure should be cleared of financial
transactions to arrive at some estimate of real
transactions. If the G.N.P. is some measure of
the type of transaction that is considered real,
then the two possible suggestions are:
(1)
That it would be easier to remove the real
transactions and leave the financial transaction
since the real may be numerically much smaller
or (2) That the G.N.E. is a measure in its
own right of the real transaction and therefore,
bank debits should not be refined or altered
merely to form a second estimate for something
for which there is already a good estimate.
Rather the facts might suggest that the bank
debits should be used as a measure of all financial transactions and some attempt should be
made in the formulation of the series to classify
the debits on some meaningful basis; that is,
bank debits should be made available if possible
to some extent on an object of expenditure basis.

The two remaining sectors in the national
accounts are governments, and non-residents.
It should be possible to get the bank debits
for the government sector probably most easy
for the Federal Government and less easily for
provincial or municipal governments.

It seems a bit unfortunate that the term
'Fluff 11 has been employed by some writers to
suggest that the transactions of a financial and
speculative nature are inconsequential, and unimportant in the debit series, and thereby these
writers tend to imply that removing these small
inperfections in the series would be desirable.
Just to consider two available series, the cheques cashed in 1965 represented $492 billion
while the gross national product was $52 billion.
Thus the 1'Fluff 11 amounted to $ 440 billion, and
this so called important or significant or real
element was only $52 billion, The answer seems
to suggest itself, that the Financial and Speculative transactions are far from being 1'Fluff 11
in our economy. A considerable problems exists
in trying to determine what the Financial and
Speculative Transactions are,
1

The non-residents' sector may be difficult
to identify. The banking industry appears to
provide a mulitplicity of reports and a request
to identify non-resident debits would simply
be another report. There are a number of problems in dealing with this area. Companies
may have deposits in foreign currencies, for
example, in United States funds. There is some
question as to how such American dollar deposits for example would appear or even if they
would appear in Canadian debits, There is also
the question of swapped deposits, How are
debits to swapped deposits handled in the debits
series? The non-residents' sector may be concerned with both capital movements and movements on current accounts.
The situation is not entirely clear as to
how imports even for goods and services affect
bank debits, In trying to reconcile bank
debits and gross national expenditures the
value of imports was in the adjustment added
back in total. There may be some question as
to whether the whole total should have been
added back since some portion of the value of
imports may not be reflected in bank debits.

In 1963 there was a large difference between Bank Debits at $372 billion, and Gross
National Expenditures at $ 43 billion, About
$329 billion of Bank Debit transactions appear
to have taken place outside the framework of
the Gross National Expenditures, in 1963. The
figures for 1965 are even larger--about $438
billion. The 1963 figures are being used here
because certain comparisons can be made that are
not available in more recent years.

Garvy states that totals for personal
accounts, farm operation accounts, and corporate
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On the Explicit Incorporation of Risk in Discounting
Income Streams: A Summary Presentation
Haskel Beni' s h ayt North.western university
.
. *

I.

Introduction
per period, then the present value of
such a stream, designated by W
where
the first subscript refers to ~e beginning of the returns stream, the second
to its end, is:

The research embodied in this presentation was conducted in an effort to
improve on currently available project
valuation methods employed in capital
budgeting problems in both the private
and the public sectors. The essence of
the present value-discrete time variety
of the currently accepted valuation
method is (1) the discounting of a sequence of equal deterministic quantities
of projected net returns for a deterministically fixed number of future periods
(2) and the indirect treatment of risk
via an upward adjustment in the riskless
discount rate. This paper develops a
new method of discounting consisting of
three interconnected elements: (1) The
discounting, with a randomly determined
"riskless" interest rate, of randomly
variable quantities of net future returns which are projected for a sequence
of periods with a random beginning and a
random end, to obtain a statistical distribution of present values.
(2)
The
requirement for the practical application of the new method that the risks of
the project and the uncertainty attached
to the estimation of the riskless interest rate must be evaluated directly
through estimation or 'guestimation' of
the distribution of net returns, the distribution of the start of the sequence
of returns, the distribution of the end
of the sequence of returns and the distribution of the riskless interest rate.
(3) Relating the utility of the decision
maker and the sum total of all project
characteristics as represented in the
expectation and variance of the distribution of the present value.

{1.01)
WMN

=

X/(l+r)M + X/(l+r)M+l

+
Note that in expression (1.01) above,
the representation of the conventional approach, X, N and Mare deterministic and
thus allow for no intrinsic variability or
risk and account for no uncertainty or
error. As a matter of practice, all of
the risks of the project are arbitrarily
"piled up" into the discount rater.
Chosen by intuition and "feel," is an
"appropriate" or "required" discount rate
r which compensates for the risk of the
project such that the higher are the risks
of the project, the higher is the "required" rater used in the discounting formulas. Such an ad hoc method leaves important questions unanswered and difficult
problems not explicitly stated. It does
not specify the objective risks and uncertainties which must be taken into account and the fashion in which they should
be treated to yield the "required" discount rate. Furthermore, it does not take
into account and altogether ignores the
substantial error inextricably involved in
the estimation of X, N, Mand r. Dissatisfaction with the ad hoc spirit of the
customary method has prompted the development of the approach delineated in this
paper.

The deterministic approach commonly
employed can be described effectively
w~th the_help of symbols. If the quantity proJected for each future period is
X, the projected returns begin M periods
hence, continue consecutivelv until N
periods hence and the disco~t rate is r

The presentation proceeds in the
following steps. First the expectation
and variance of the distribution of the
present value of a random sequence of returns starting randomly and ending ran-

*I

am indebted to professors R. Strotz and R. Eisner of Northwestern University and
to professor A. Harberger from the University of Chicago for their comments on earlier
drafts of this presentation.
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domly is derived for the case of a deterministic riskless discount rate. Then,
the expectation and variance of the distribution of present values of the same
sequence of returns is derived for the
case where the riskless interest itself
is also assumed to be an independent random variable. Finally, the relationship
between the utility function and the distribution of present values is indicated
briefly and some additional comments are
made.
II.

ation period and the third to returns.
In terms of the preceding notation
the present value WMNX of a project can
be written as:
(1.02)
N

L.

Xi [1/(l+r}i].

i=M
WMNX is the sum of the appropriately
discounted draws from X where the number
of draws is itself a random variable determined by Mand N. Viewing the present
value as such a multi-facet sum is the
essence of the approach of this work.

Random Start, End and
Returns: Deterministic
Interest Rate

Lett be a point in time at which
the project is evaluated and let t+i represent i periods after t.

Note that i can range from 1 to NJ
and that to ever¥ Xi term there corresponds a [1/(l+r)i] term. For the sake of
convenience in future discussion let Ri
represent l/(l+r) 1 , i.e.,

Let X be a random independent variable representing net projected returns
per period, for periods t+i at which the
project is expected to produce net returns. Let its expectation and variance
be E(X), V(X), respectively.

(1.03)

R.

1

Let N be a random independent variable representing the number of periods
after t a t which net projected returns
come to an end (after which there are no
more returns). Let E(N), V(N), be its
expectation and variance.

=

1/(l+r)i.

Let Rii represent R1 + R2 + ••• + Ri,
i.e., the sum of Ri where i ranges from 1
(first subscript of Itii) to i (second subscript of Rii).
Specifically:

Let a particular possible value of
N be Nj where j ranges from 1 to J and
let the probability of Nj be Pj• Also,
let Na be the smallest possible value of
N, and Nu be the largest possible value
of N such that NJ=Nu, N1 =N4 • Values of
N are limited to non-negative integers.

(1.04)

Let M be a random independent variable with expectation E(M), variance
V(M), representing the number of periods
from t a t which net projected returns begin. Let a particular possible value of
M be Mh where h ranges from 1 to H, and
let the p~obability of Mh be Gh• Also,
let Ma and Mu be the smallest and largest values of M such that M1=Ma, MJFMu•
Values ofM are non-negative integers.
It is assU1,,t:?d that Mtt<N1 or alternatively stated that Mu<Na.

~

J

.

For our purposes we define here two
new variables. RiN is defined as a random variable whose values have the same
probability as N, i.e., P(RiN) = P(N) or
more specifically, P(RiN-)= Pj. Its
J

I

expectation and variance are E(R1N),
V(RiN,), respectively.

N, Mand X are assumed mutually and
serially independent and are viewed as
exogenous data.

Similarly, Ri(M-l) is defined as a
random variable whose values have the
same probabi}ity as M, i.e., P(Ri(M-1~ =
P(M), or P(R1(Mh-1) = ~- Its expecta-

The interest rate, r, refers to a
deterministic discount rate unadjusted
for the risk of the project, applicable
to riskless streams and known without
error. The present value of a project
starting at Mand terminating at N with
X net returns per period, is designated
as WMNX, where the first subscript refers
to starting period, the second to termin-

tion and variance are E(Ri(M-1)),
V(R~(M-l)), respectively.
Also, and in a similar way, let

=

i
L,

i=l
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where the index i ranges from l to NJ and
the counter i functions as usual. Specifically, this can be written out as follows:

(1.07)

(1.05)
R"
11

=

R2
l

R"
12

=

R2 + R2
l
2

=

2
[E(X)] V(RiN)

+

V (X) E (RiN)

+

[E(X)]2V(Ri(M-l))

V(WMNX)

V(X) E (Ri (M-l))

Here again two new variables are defined. R!N is defined as a random variable whose values have the same probabilities as N, i.e., P(RiNj)=Pj and whose

=

2
[E(X) ] [V(RiN)

+

V(Ri(M-1))]

+

V(X) [E (R N)

1

E(Rl(M-1))]

1

expectation is E(R N).

III.

Ri(M-1) is defined as a random variable whose values have the same probabilities as M, i.e., P(Ri(Mh-l))=Gh and
whose expectation is E(Ri(M-l)).

Random Interest Rate

Hitherto, it has been assumed that a
riskless interest is used in the present
value computation, an interest most closely akin to that on government securities
and one which is known without error. It
is possible and highly likely, however,
that such an interest rate may be known
with some degree of uncertainty and vagueness in which case it could be conceived
as a random variable. In this section
the results of the preceding sections are
extended to incorporate this possibility
for which purpose the added notation of
the following paragraphs becomes useful.

Finally, let w1 NX be a distribution
of the present values of a sequence of X
starting one period hence and ending N
periods hence; and let W1(M-l)X be a distribution of the present value of a sequence of X draws starting one period
hence and ending M-1 periods hence.
The expectation and variance of:

In the context of this section, let
r be a discrete random variable representing discrete interest values rk with
probabilities Q of rk, Q(rk)=Qk where k
ranges from l to K.
(For example, K=3;
k=l, r1=.03; k=2, r2=.04; k=3, r3=.05.
Probabilities: P(.03)=O1=1/2, P(.04)=Q 2 =
1/4, P(.05)=Q3=1/4.)

N
~

i=M
where N, Mand X are random independent
variables and r is fixed, have been derived by analytical methods to yield:
(1.06)
E (WMNX )

=

Let E(RiN) and E[RiiM-l)] for a given interest, rk, be [E(R1 N)J
and
,
rk
[E(Rl(M-l))]rk respectively. We define

E (X) E (RiN)
E (X) E (Ri (M-l))

two new variables.

E (X) [E (RiN)

The one is [E(RiN>Jrk

with corresponding probabilities Q~ and
with expectatio~ and variance E[JE(RiN>JJ
and V ~E (RlN) Jr
The other is

J .

E(Ri(M-1))]

[E(R~(M-l))]rk with corresponding probabilities Qk and with expectation and variance E[ (E (Ri (M-l) ))r] and v[ (E (Ri (M-l) ))r].
Let V(RiN) and V(Ri(M-l)) for a given
rk
be [V(RiN)]rk and [V(Ri(M-l))Jrk respectively. We define again two variables.
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One is:

(1.08)

E (W~r)

=

E [[E (X} E (RiN)
E (X} E (Ri (M-l)) JJ

with respective probabilities Qk and
expectation

=

E (X) E [[E (RiN) Jrj

E [[v(RiN> Jrl
E(X}E[CE(Ri(M-l)>JJ

The other is:

[E (X} J2v (cE (X) E {RiN)
with respective probabilities~ and
expectation

E{X)E(Ri(M-1)) Jr]

E [[v(Ri(M-1)) Jr]

Let [E(RiN>Jrk and [E[Rl(M-l)J] rk
represent E(R N) and E(Rl(M-l))for given
rk. Again, two new variables are defined. One, [E(R N)Jrk with probabili-

1

1

1

ties Qk and expectation E[(E[R NJ)r],

J2 ~ [[V (RiN)

+

[E (X}

+

E [[V(Ri (M-1)) Jr]

+

vex{ E[[E(R N> Jr]

+

E [[Rl (M-1) Jr

JJ

J

1

J)

the other [E(Rl(M-l))Jrk' with probabilIV.

i t i e s ~ and expectation E[(E(Rl(M-l)))r].

1. The preceding sections provide an
analytical method for obtaining the distribution of present values from knowled<J:!
of the distributions of M, N, X and r.
Given the present value distribution of
a project and a quadratic utility function of the decision maker which is applicable to such a present value distribution, it is possib1a, in principle, to
determine the level of utility associated
with various available projects and select a utility maximizing combination of
projects.
2. A number of obvious limitations
of the approach embodied in this presentation are mentioned below.
(a)
The third and fourth moments of
the present value distribution
are not considered within the
framework of this paper. These
higher moments may affect utility. The true utility functions may be cubic or fourth
power functions.
(b)
Growth and decline in the discount rate, r, and in thesequence of returns, X, are not
possible within the framework
of the approach presented here.
3. The first limitation is common
to most of the work in this field. It
is hoped that our method will be extended
in the future to take account of the decision makers reaction to skewness and
kurtosis. The second limitation has been
removed in extensions of our approach.
Within the extended framework, growth and
decline in rand X are possible.

Also let [E(X)E(R~N) E(X}E(Ri(M-l))Jr, i.e, [E(WMNX)Jr repk
k
resent E(WMNX) for a given rt· Thus
[E(X)E(RiN) - E(X}E(Ri(M-l))Jrk is defined as a random variable with respective probabilities~ and expectation
and variance
E [[E {X) E {RiN)
E {X) E (Ri (M-l)) JJ
V CcE (X} E (RiN)

Concluding ~omments

and

-

E (X) E (Ri (M-ltJJ
The interest rate is assumed randomly selected between projects and fixed,
once drawn, for one project over time.
One: a particular Mand N are drawn, the
project is determined. The r is the
same for the N-(M-1) periods of the project but different for different projects.
Given the above notation, which is
unavoidably cumbersome, the expectation
and variance of the present value when
r is also assumed an independent random
variable are:
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THE EP'F'ECT OF FEDERAL OPEN MARKET OPERATIONS ON VARIATIONS IN MEMBER BANK RESERVES
Vittorio Bonomo, University of California, Santa Barbara
Charles Schotta, Jr., Virginia Polytechnic Institute

7

rJ

r

in

operations, which can change reserve and free
reserve levels, 5
In our study, we are interested in separating the changes in Rand FR which are produced
by G from those changes produced by the other
factors influencing reserve levels, For this
purpose, we construct two series of the same
length as G, R, and FR, namely

?ederal Reserve open market operations are
usually characterized as having a dual nature,
with defensive operations being those transactions which are designed to offset random or
regular disturbances in member bank reserves and
dynamic operations being those which seek to
change member bank reserves to permit monetary
expansion or contraction.
If any specific action or open market transaction were to be examined, more often than not,
according to Roosa, that action would be directed
toward offsetting or cushioning the effect of
factors affecting reserves. 1 The admitted dominance of the defensive aspect of open market
operations has been criticized by Brunner and
Meltzer in their 1964 study for the House Banking
and Currency Committee. 2 There they argue that
the primary purpose of Federal Reserve policy
should be to control movements in the stock of
money. They write that defensive operations

(1) 6Rt* = 6Rt - AGt
which we call week-to-week changes in member bank
reserve levels net of federal open market operations, and

which we call week-to-week changes in free reserve levels net of open market operations.
We assume in this analysis that the factors
which determine the level of R* and FR* are functionally independent of G. 6

• • • , the dey-to-dey operations
that often dominate System Policy,
introduce a large amount of variation in the monetary base. As a
result, such operations add to the
variation of the money stock, weaken
or reduce the 'degree of control'
over the money supply, and introduce substantial changes in the
monthly rate of change in the
money stock. 3

II

In order to measure the effect of open
market operations on variations in reserves, we
simply calculated the standard deviation of the
four series, AR, AFR, AR*, and AFR*, and then
compared the size of the standard deviations between AR and AR* and between AFR and AFR*.
Table I summarizes the results of that comparison
for sixteen individual years from 1951-1966. We
also make the same calculations and comparisons
for levels of the series, i.e., for R, FR, R*,
and FR*. Those results are presented in Table

Brunner and Meltzer present little or no
evidence in support of their hypothesis that
open market operations, which are primarily
defensive in nature, increase the variation in
the monetary base. In fact, they simply observe
that a time series of the month-to-month changes
in the monetary base is highly variable and
oscillates about zero. The mere observation
that the monetary base is extremely variable is
insufficient evidence in support of the hypothesis. What is necessary, for a proper test or
the hypothesis, is a measure of the effect of
open market operations on the variations in the
monetary base or reserve levels. In this paper,
we attempt such a test.

II. 7

It is quite clear, from an examination of
Tables I and II, that the effect of open market
operations since 1956 has been to consistently
reduce the amount of variation in member bank
reserves and free reserves. Also, the percentage
reduction in variability of the series has tended
to increase over time.
Prior to 1956, the effect of open market
operations is mixed. In general, the effect in
the early years was to increase the variation in
the two series, although the increase in variability dampens as we move through the early years.
Another interesting finding is that, for
both changes and levels, percentage reductions in
the standard deviation of free reserves are substantially larger than the percentage reduction
in the standard deviation of reserves.
A striking illustration of the impact of
open market operations on variations in reserve
levels is shown in Table II. For each of the
four years from 1962 through 1965, the percentage
reduction in the standard deviation of free reserve levels was 90% or higher.

I

The data we use in our analysis consist of
weekly observations of the Federal Reserve System's holdings of U.S. Government securities,
member bank reserves, and member bank free reserves. The period covered is from the week
ending April 4, 1951 through the end of 1966.
These data are from various issues of the
FEDERAL RESERVE BULLETIN and are weekly averages
of daily data. They are not seasonally adjusted.
Changes in the Fed's holdings of U.S.
Government securities, which we call 6G, are
assumed to occur only as a result of open market
operations. 4 Changes in reserves and in Free
reserves, 6R and 6FR, are assumed to be the result of all factors, including open market

III

We were also interested in determining
whether the dampening effect of open market
operations on variations in reserves and free
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TABLE I
Effect of OMO on Standard Deviations of Week-to-Week Changes
in Reserves (6R) and in Free Reserves (6FR). Annually, 1951-1966.

Year

Column

(1)

Standard Deviation
($ Millions)

Effect of OMO on
Standard Deviation of:

6R*

6R

6FR*

HR

( 2)

( 3)

(4)

( 5)

6R

(6)
($ Mill.)

6FR
( 8)

( 7)

%

($Mill.)

(9)

%

1951

270.7

292.9

25.0

9.2

46.1

18.7

222.3

295.7
266.0

246.8

1952

296.6

326.0

43.8

200.4

226.0

281.3

300.0

25.6

19.7
12.6

29.3

1953

18.7

9.9
6.6

1954

294.3

313.4

247.9

245.3

19.2

6.5

-2.6

-LO

1955
1956

244.3

228.6

177.4

-34.6

-14.2

278.8

229.0

-41.0

-16.9

-51.1
-49,8

-22.3

242.4

209.7
201.4

1957

207.0

204.8

307,0

233,9

-2.2

-1.1

-73.1

-23.8

1958

211.4

192.4

213.2

111.1

-19.1

-9.0

-102.1

-47,9

1959

214.4

192.7

221.7

173.4

-21.7

-10.1

-48.3

-21.8

1960

349, 7

257,5

276.5

165,7

-92.2

-26.4

-110.8

-40.1

1961

359.9
406.1

214.1

326,7

140.3

-145.8

-40,5

-186.5

-57,1

1962

218.4

333,1

83,9

-187.7

-46.2

-249,2

-74.8

1963

404.5

242.1

357,9

65,3

-162.4

-40.1

-292.6

-81.8

1964

436.6

236.o

442.9

85.4

-200.5

-45.9

1965

388.9

258.9

344.9

82.8

-130.0

-33.4

-357.5
-262.2

-80.7

1966

356.2

231.7

346,9

111.5

-179,l

-35.8

-235,4

-67.9

-17,9

-76,0

presented at the Toronto Meetings of the Econometric Society (August, 1967) we applied spectral
anal!_sis to the same time series used in this paper. To summarize our results of that analysis,
we have found through calculations of the power
spectrum for the series that the effect of Federal Reserve Open Market Operations since the accord has been to practically eliminate the very
strong monthly element cycling in member bank
reserves and to appreciably dampen the equally
strong monthly cycle in free reserves.

reserves exhibited any cyclical pattern. We calculated the standard deviations for selected subperiods over the period 1951-1966 as follows: (i)
for four expansion phases and three contraction
phases of the NBER reference cycles, and (ii) for
half cycles, calculated at the calendar midpoints
between trough and peak, to yield periods around
the peaks and around the troughs. Table III summarizes the statistics obtained for these subperiods.
Our analyses of these sub-periods leads us to
the conclusion that open market operations appear
to be more successful in dampening fluctuations
in reserve levels during expansion than during
contraction phases of the business cycle. We
discerned no significant differential impact over
cycle peaks and troughs.

V

In conclusion, if one interprets the role of
defensive open market operations as seeking to
reduce short-term fluctuations in bank reserves,
then we think our analysis indicates that the Fed
has had considerable success in effectuating this
goal during the post-Accord period.

IV
The evidence presented in this paper shows
very clearly, we think, that open market operations no only do not increase the variation in
reserves and, hence, in the monetary base as
Brunner and Meltzer have suggested, but that, in
fact, such operations substantially reduce the
variability of reserves. In an earlier paper,

1.
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Robert V. Roosa, FEDERAL RESERVE OPERATIONS
IN THE MONEY AND GOVERNMENT SECURITIES MARKETS (New York: Federal Reserve Bank of New
York, 1956), pp. 104-105.

TABLE II
Effect of OMO on Standard Deviations of Reserve (R)
and 1'ree Reserve (FR) levels. Annual averages of weekly data, 1951-1966.

Year

Standard Deviation
( $ Millions)
R*

Column

(1)
1951
1952
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966

(2)
326.4
317-9
978.7
294.9
243.2
244.7
267.3
1066.6
496.3
608.5
490.8
729.5
960.5
906.7
1007.4
499.9

R
(3)

FR*

FR

(4)

( 5)

417.9
452.6

394.8
1044.9

473-9
517.5
231.0
264.4
258.8
364.1
204.1
401.4
418.5

367.6
429.3
441.8

295.6
370.7
484.6
429.7
320.8

Effect of OMO on
Standard Deviation of:

288.7
582.8
504.1
218.0
263.4

366.5
448.o

309.3
257.0
272.1
226.8
411.3
118.4

948.6
698.8
495.6
817.3
744.9
1176.9
1238.3
1303.2
571.9

R
(6)

FR

%

91.6
134. 7
-504.8
222.5

28.0
42.4

-12.2
19.8
-8.5
-702.6
-292.2
-207.1
-72.3

( 8)

(7)

($ Mill)

($ Mill)

-106.2
-462.1
136.5

-51.6
75.4

-211.3
-178.3

-5.0
8.1

-57.3
-191.0
-676.6

-3.2
-65.9
-58.9
-34.o
-14.7

74.5
109.8
64.9

-433-9
-589.7
-422.1

-59-5
-61.4
-46.6

92.4
124.4

-577.8
-179.l

-57.4
-35.8

-471.9
-84.3
-698.8
-670.4
-1067.0
-1173.4
-1210.8
-447.5

(9)

%
-26.9
-44.2
37.1
-49.2
-40.4
-15.6
-42.6
-71.3
-67.5
-17.0
-85.5
-90.0
-90.7
-94.8
-92.9
-78.2

TABLE III
Effect of OMO on Standard Deviations of Reserves and
!!.-

Free Reserves (levels and changes).

Sub-period

Selected Sub-periods.

Aver e Effect of OMO on
R*

llR*

FR*

llFR*

(percentage points)

2.

3.
4.

Expansions

-46.8

-63.8

-18.9

-40.1

Contractions

-19.3

-25.3

- 8.4

-19.1

Cycle Peaks

-44.8

-56.4

-14.3

-34.5

Cycle Troughs

-39-5

-60.1

-21.5

-40.4

Karl Brunner and Allan H. Meltzer, AN ALTERNATIVE APPROACH TO THE MONETARY MECHANISM,
Subcommittee on Domestic Finance, Committee
on Banking and Currency, House of Representatives, 88th Congress, 2d Session (Washington: U.S. Government Printing Office, 1964).
Ibid, p. 79.
It is possible for the Federal Reserve Sys-

tem's portfolio of U.S. Government Securities to change as a result of events other
than an Open Market sale or purchase. For
example, if the Fed holds some shortmaturity bills and allows them to run to
cash; then, the portfolio falls and treasury
accounts fall by the same amount. Such
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5,

6.

events are quite rare, however, and an examination of changes in the System Open Market
Account have convinced us that open market
operations represent by far the largest
source of change in this portfolio.
The balance sheet or condition statement of
the Federal Reserve System contains a listing of the factors affecting member bank
reserve levels. On the Asset side: Government Securities (G), Discounts and Advances,
Float, and Net other assets less other liabilities. An increase in Asset items
increases member bank reserves. On the Liability side: Currency outside Member Banks,
Member Bank Vault Cash, Member Bank Reserve
Deposits, and Treasury Deposits with F.R.
Banks. An increase in Currency in the hands
of the public and in Treasury deposits would
reduce member bank reserves.
We could see no~ priori connection between
any of the factors changing the level of
reserves and free reserves and open market
operations except for possibly currency. In
an earlier paper "The Relation Between Federal Open Market Operations and Variations

7,
ti.
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in the Money Multiplier: A Cross-Spectral
Analysis, 11 presented at the Western Economic
Association Meetings, August 25, 1967,
Boulder, Colorado, we reported on our investigation of the role of currency as a dependent variable of current and past values of
G. Although we have found that we cannot
reject the hypothesis that there is a relationship, it is extremely small. Hence, we
could not see any necessity for a further
adjustment of R* and FR* to reflect a further influence of G through currency.
Following the procedure of equations (1) and
(2), we define R* = R - G and FR*= FR - G.
"A Spectral Analysis of Post-Accord Federal
Open Market Operations, 11 presented at the
Econometric Society, Summer Meetings,
Toronto, August 29, 1967.

FACTORS INFLUENCING INSTALMENT LOAN REPAYMENT TARDINESS AT COMMERCIAL BANKS
William J. Brown, Northern Illinois University

Introduction

to be used by banking regulatory agencies.

When an individual obtains an instalment
loan from a commercial bank for personal
expenditures, he promises to repay principal
and interest in a series of monthly instalments.
Borrowers are expected to pay each month's
instalment promptly (usually within the first
ten days of the month), but not all do. In
some cases, tardy repayments occur because the
financial institution fails to send the monthly
bill through a mishap in computer programming
or other inadvertance; or the borrower may lose
the bill and forget about it once it has been
received; or the bill may arrive while the
borrower is on vacation or en route to a new
residence; or because of many other random
factors.

If competition is a factor in tardy instalment loan repayments, the delinquency rate as a
measure of credit quality within a financial
institution is open to some doubt unless it is
used with considerable care. In particular,
comparisons of repayment delinquencies between
communities or areas are likely to be invalid
unless both areas involve approximately equal
competition, incomes, unemployment and other
factors.
This study is the first, to the knowledge
of the author, that has traced competitive
influences in the personal rather than the
business loan field in a nationwide investigation. It is also the first to suggest that
long accepted measures of the quality of a
bank's assets is influenced by the degree of
local competition.

If failures to repay each instalment
promptly were due solely to random influences
of neglect or accidental loss, we would expect
that the delinquency rate -- the number of past
due accounts divided by the total number of
accounts outstanding -- for states in any given
month would be randomly distributed among them.
Annual averages of delinquency rates, which
would eliminate seasonal influences, would tend
toward equality for all states.

Scope and Data
The focus of this study is not on attributes of individual borrowers as~ey are
related to collection experience with individual
loans. Instead, it is on the average collection
experience for a group of loans at various banks
within a state, given various levels and mixes
of economic variables. This view is akin in
degree of aggregation to the view a state
regulatory board might take of instalment loan
collection problems.

In fact, however, neither annual averages
of state delinquency rates nor averages for
longer periods tend toward equality. Some
states have relatively high delinquency rates,
others relatively low rates. At present, there
are no answers to why these relative rates of
repayment tardiness differ. The purpose of
this paper is to explore reasons for differing
levels of slow repayment among the states in
1965. The specific delinquency rate examined
is for unsecured personal loans, often known
as "signature loans." For this popular type
of loan, the lender looks to the earning
capacity of the borrower, his behavior in
meeting past obligations, and his position
in the community for repayment of such loans
rather than relying upon the security of
collateral.

The availability of data is partly
responsible for the design of the study.
Instalment loan delinquency rate data by states
were available for the first time in 1965 from
the American Bankers Association. In addition,
a special tabulation was obtained from the
National Consumer Finance Association giving the
dollar volume of consumer finance company (small
loah company) instalment lending in a number of
states. This series was added to readily available data on credit union lending to create a
ratio of lending by the two nonbank financial
institutions to the comparable volume of bank
instalment lending by state. This ratio was
used as a proxy for the intensity of nonbank
instalment lending competition. A number of

Difficulties with repayments of instalment
loans can be interesting for several reasons.
They herald difficulty in the assets of
deposit-type financial institutions, they are a
measure of credit quality, and they reflect the
performance of banks within various types of
regulatory structure (unit banking, limited
area branching and statewide branching).

other more familiar statistics from government
~ources were also used, such as population,
insured unemployment, per capita incomes as a
percent of the national average, and the percent of the population living in urban places.
An estimate of liquid asset holdings per
capita was constructed by summing commercial
bank savings deposits, mutual savings bank
regular deposits, savings and loan association
shares and credit union deposits and then
dividing the total by the population.
Obviously, this figure is inaccurate to the
extent that personal deposit holdings cross
state lines, and out of state holdings may be
substantial in some areas, expecially for

Summary of Conclusions
In subsequent pages it will be suggested
that competition from banks and from other
financial institutions, inter alia, influences
the level of instalment loan repayment delinquency rates. Two new measures of competition
are developed, both statistically simple enough
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savings and loan association shares. Holdings
of U.S. Government or municipal securities are
not included. A ratio of population per
banking office was constructed as a measure of
interbank competition, using the Federal
Reserve definition of banking offices, not the
Federal Deposit Insurance Corporation figures.
The F.D.I.C. figures include nondeposit trust
companies which do not do an instalment
lending business, and although these are not
particularly numerous in all states, they
could significantly affect the total in some.

high delinquency rates and low delinquency
rates. Like all multivariate procedures, it is
designed to distill from a fairly large number
of observations a few statistics which, like a
caricature, capture the essence of the larger
picture.
Since the question asked in the discriminant analysis is oriented differently than in
the regression analysis, we would expect the
two procedures to serve more as complements
than as substitutes. In particular, the
regression analysis uses all the observations,
high and low, to create a predictor variable or
set of predictor variables in a linear
combination. The discriminant analysis begins
with a completely arbitrary separation by the
investigator into two groups. In addition, the
regression analysis is designed around a system
which assumes that independent variables are not
correlated and that they are distributed
normally about their means, each with an equal
standard deviation. Discriminant analysis does
not rely on these restrictive prior assumptions
and it can be of help in disentangling intercorrelated variables.

At one time or another in the analysis
all of the following independent variables
were investigated:
1. Instalment loans as a percent of
total loans
2. Population per banking office
(thousands)
3. Population per banking office (dummy
variable, above and below mean)
4. Insured unemployment rate
5. Total unemployment rate
6. Liquid assets per capita
7. Nonbank competition (ratio of
consumer finance company and credit union
lending/commercial bank instalment
lending)
8. Percent of population nonwhite
9. Percent nonwhite (dummy variable,
above mean and below)
10. Per capita income relative (state's
income as a percent of national average)
11. Single payment loans as a percent of
personal loans at commercial banks.
12. Percent urban population
13. Percent of employed persons in white
collar occupations

Empirical
The multiple regression analysis suggested
that interbank competition (population per
banking office), nonbank competition and the
percent of workers in white collar occupations
were the significant variables explaining
variations in instalment loan delinquency rates.
Relative per capita income also appears in the
table below, but the t value for the coefficient
is too low for it to be included among the
signif-icant variables.
Since unsecured personal loans depend on
the borrower's character and his capacity to
repay rather than the value of his collateral,
it is not surprising that the proportion of
white collar employees is of some importance in
explaining slow repayments on this type of loan.
White collar employees are typically salaried
rather than hourly employees, and this in itself
is likely to make them better risks for unsecured
loans. In addition to higher and steadier
incomes than for blue collar workers, however,
is the fact that white collar workers are likely
to find themselves in a social environment where
the embarrassment of failing to pay obligations
considerably outweighs minor financial discomforts taken deliberately in order to assure
timely debt payments. A white collar worker,
whether he be a minor clerk, a junior executive
or a vice president would probably be quite
embarrassed at having his salary garnished
(in states where that is legal) and he might
even lose his job as a result of such action.
Blue collar workers, on the contrary, are less
likely to feel embarrassed about financial
difficulties, and wage garnishments for such
workers are known to be quite common. Thus, it
is probably a social factor reflected in an
economic statistic that really explains how the

Analytical Frame
Two statistical approaches were employed
to determine which factors have a significant
i~fluence upon the rate of repayment tardiness.
First, a conventional multiple regression
approach was used with delinquency rates as the
dependent variable; and a number of statistics
were tried as the independent variables. In
some of the estimating equations used at early
stages of the investigation, dummy variables
were used among the independent variables and
the estimating equations on these occasions were
forced through the origin (zero constant term)
to avoid the problem of singularity in the matrix of squares and cross products. This
complication, however, did not arise in the
regression equations finally used, and a
constant term was computed. [ 1]
In addition to the conventional multiple
regression approach, a discriminant analysis
was performed. This approach asks, in
simplified terminology, which linear combination
of variables in the vector space best separates

1

References will be found at the end.
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proportion of white collar workers could
influence the timeliness of instalment loan
repayments.

liquid assets per capita appear to have been of
some importance in differentiating between high
and low delinquency rates. Since both of the
two newly introduced factors are readily
understandable influences on repayment difficulties, there is no reason to reject them without
good cause. Repayment difficulties normally do
not arise in the case of an instalment loan
unless there is some unforseen event in the life
of the borrower that interferes with repayment,
such as unemployment or illness. The effect
unemployment has on repayment difficulties is
obvious, and liquid assets could help tide a
troubled borrower over a difficult financial
period.

The two competitive factors would enter
the picture in a different way. Presumably
commercial banks try to maintain a balanced
portfolio of commercial, real estate and
personal loans. Where competition is slight,
banks can obtain their desired volume of
personal loans by skimming off the choice risks
and by neglecting the remainder. Where
competition is stiffer, however, they must
accept poorer risks in order to obtain the
quantity of consumer loans they desire to
diversify the bank's portfolio. This poorer
quality of risk is evidenced by a higher average
delinquency rate, other things equal.

The nonbank competition statistic was not
introduced into the discriminant analysis, but
the interbank competition measure was revealed
as a factor of some importance in discriminating
between high and low delinquency rates. The
contribution of interbank competition, however,
appears less important relative to the proportion
of white collar workers than it did in the
regression analysis.

The discriminant analysis supported the
findings of the regression analysis with respect
to the proportion of white collar workers and
the population per banking office, and it added
two factors which contributed to the discrimination between high and low delinquency rates.
The insured unemployment rate and the volume of

TABLE I
Multiple Regression Analysis
Instalment Loan Delinquency Rates
The computed personal instalment loan delinquency rate
.1153 - .09 (population per banking office)+ .18 (nonbank competition)
(2.35)
(2.01)
- .01 (relative per capita income) - .07 (percent white collar workers)
(1.53)
(2.18)
R2 = .67
Numbers in parentheses are t values.

t.05

1.73

TABLE II
Discriminant Analysis-Instalment Loan
Delinquency Rates
z = 8.86
6.36
1.29
1.12
F
F
F

(percent of employed in white collar occupations)
(insured unemployment rate)
(liquid assets per capita)
(population per banking office)

(4.40) = 6.73
.05 (4.40)
2.61
.01 (4.40) = 3.83
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Conclusions

explained is sufficient for some preliminary
inference, such as this, but it is not good
enough to base policy conclusions on without
much more research.

A substantial number of investigations have
been made within individual financial organizations to determine which factors influence the
risk associated with making instalment loans.[2]
These have long pointed to such things as
unemployment and low relative incomes as sources
of trouble. This study would have been somewhat
suspect if it had not turned up evidence of
similar influences at work in the broader
geographical area investigated. However, the
familiar influences on loan repayment difficulties were confirmed, and in addition, the
competitive influences were delineated by the
same methods.

In addition, the discriminant analysis
has picked up variables not included in the
regression analysis, and it has attributed
different levels of overall importance to
some variables included under both analyses.
2 A difference of 1,000 persons per banking
office, all other factors the same, would
produce a 6.2 percent difference in the
calculated personal loan delinquency rate.
A good deal of further work is indicated
before we accept the results of either
analytical scheme.

It is possible to inquire whether or not
the nature of the banking structure influences
the competitive situation from the data used
here. The cases of Illinois and Florida, both
unit banking states, are frequently brought
forward as illustrations of lack of competition
in unit banking states. It is true that those
states had about 11,000 persons per banking
office in 1965, but all unit bank states
together had an average of 6,481 persons per
office. Limited area branching states had a
higher ratio, 6,684, and statewide branching
states had 5,985 persons per office. 2 Thus,
it would appear to be the attitude of chartering officials within each state toward new
entry rather than the attitude engendered by
a particular type of banking structure that is
most important for determining the degree of
competition that will exist.

As a result, this study of factors
influencing instalment loan repayment difficulties might be regarded as a prelude to a more
detailed study of the subject. Obviously,
better statistical material would be required
to produce better results, and the potential
cost of gathering such material is a major
roadblock to further progress. Furthermore,
some of the required data are not now collected
on a routine basis, so that any future study
will have to establish a data collection
process, and then wait for it to yield useable
material.
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Limitations
The data for studying problems in the
social sciences are usually inadequate, and
this study is no exception. Naturally, it
would be highly desirable to perform this study
on a metropolitan area basis rather than at the
state level of aggregation. Such an approach
would provide wider fluctuations of all the
relevant variables, yield more observations,
and would approximate the relevant market area
for personal loans. Even with the degree of
aggregation used here we could use considerably better numbers relating to delinquency
rates, liquid assets and nonbank competition.
Hopefully, better numbers and less aggregation
would provide a closer fit in the regression
equation. Two-thirds of the variation
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THE ALLOCATION OF FEDERAL EXPENDITURES AMONG STATES
Maw Lin Lee, The Pennsylvania State University
This study explores factors associated with
the allocation of federal expenditures by states
and examines the implications of these expenditures on the state by state distribution of incomes. The allocation of federal expenditures
is functionally oriented toward the objectives
for which various government programs are set
up. The geographical distribution of federal
expenditures, therefore, was historically considered to be a problem incidental to government
activity. Because of this, relatively little
attention was given to the question of why some
states receive more federal aliocation than
others.I In addition, the implications of this
pattern of allocation among the several states
have not been intensively investigated.
Federal programs vary immensely in nature.
The allocation of federal expenditures to provide these programs is therefore governed by
principles specific to individual programs. In
spite of the diversity of federal activity, none
of the programs are explicitly directed at the
reduction of the inequality of incomes among
states. But, in fulfilling the functions for
which federal programs are provided, these expenditures undoubtedly have effects on income
distribution.
This paper consisted of three sections. In
section I, previous studies in state by state
distribution of federal expenditures are briefly
described. Section II is devoted to the developing and testing of hypotheses which related to
factors associated with the distribution of
federal expenditures by states. In ~ection III,
the implications of federal expenditures on the
state by state distribution of income are
examined.
I.

benefit measure than that which is obtained
through an incidence measure. The dispersion of
per capita expenditures among states ranged from
a low of $403 to a high of $573 under the benefit measure in contrast with the respective
limiting values of $204 and $780 with the incidence measure. Mushkin also found that,
although per capita incidence tends to be higher
in the wealthier states than in the poorer
states, federal programs are relatively more
important in the income flow of poorer states.
Furthermore, poorer states receive the largest
dollar excess of federal expenditures or benefits over revenues paid.
In contrast with Mushkin's study, Howard
Schaller analyzed the effect of federal grantsin-aid on the disparity in state per capita
income, using 1929, 1939, and 1949 data~3).
His finding was that a tendency existed for
grant-in-aid programs to reduce the disparity.
He also noted that this importance appears to be
slight because the amount involved in these
programs constituted only a small fraction of
gross national product.
In his 1962 paper, I. M. Labovitz reported
his estimate of the incidence of taxation by
state of origin and the allocation of expenditures by state of recipient or activity(!). His
study is based on the average of 1958, 1959, and
1960 expenditures and revenues.
As compared with the studies described
above, it is not the objective of the present
study to estimate the allocation of federal
expenditures and sources of revenues by states.
Instead, this study makes use of a set of
estimated data to (1) test hypotheses about the
factors associated with the distribution of
federal expenditures by states, and (2) evaluate
the income distribution effects of these expenditures.

REVIEW OF PREVIOUS STUDIES

The distribution of federal expenditures by
states has been a topic for several studies. In
her pioneer work, Illustrative Estimates of
Federal Expenditures and Revenues by States,
Selma Mushkin applies the concepts of benefits
and incidence to estimate the distribution of
federal expenditures among regions and states
(2). With the cash budget of 1952, she found
that the spread of per capita federal expenditures among states is narrower by use of a

II.

FACTORS AFFECTING THE ALLOCATION OF
FEDERAL EXPENDITURES AMONG STATES

In attempting to find a general principle
which governs the allocation of federal expenditures among states, objectives and functions of
various federal programs are examined. The objectives and functions of federal programs are
many. But these can be generalized as (1) to
provide a remedy for problems arising from
social and economic development; (2) to foster or
encourage the expansion of certain basic social
services or maintain a certain minimum of these
services; and (3) to procure goods and services
for government.
By the implications of the objectives and
functions of federal expenditures generalized
above, the extent to which a state will receive
federal expenditures depends on the nature and
magnitude of its social and economic problems;
the need of a state to expand the basic social
services and its ability to finance this expansion; and the ability and efficiency of a

*The author wishes to express his gratitude
to Professor M. L. Weidenbaum of Washington
University for sharing his knowledge of government finances and for valuable comments on this
paper. Professors Ernst Stromsdorfer and Tehwei Hu of Pennsylvania State University also
provided helpful comments on a draft of this
paper. Thanks are due to Mr. Norbert Budde for
assistance. The project was supported by NASA
through its grant NsG-342 to Washingten University.
1 For a recent study, see (5).
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state's economy to supply the kind of goods and
services demanded by federal government.
The nature and magnitude of a state's economic and social problems are characterized by
the nature and extent of its industrialization
and urbanization. For a state in an early stage
of industrialization and urbanization, social
overhead facilities have to be developed to make
conditions conducive to economic development. In
a state where industries have long matured and
populations are concentrated in urban areas,
problems posed by mature industrialized and
urbanized society are in urgent need of remedy.
The demand for funds to deal with social and
economic problems therefore exists in both industralizing and urbanizing as well as industrialized and urbanized states. However, the nature
of social and economic problems faced by states
with different extents of industrialization and
urbanization is different. In addition, there
also exist differences in the financial ability
of states to provide or maintain the necessary
social services. It is therefore reasonable to
expect that the nature and magnitude of the demand for federal resources differ from one
state to another.
With respect to the ability and efficiency
of a state's economy to supply the kind of goods
and services demanded by the federal government,
it will be pointed out that a major portion of
federal expenditures is for defense and NASA procurement which have a very high technological
content. On the assumption that efficiency is
the most relevant consideration, industrialized
and urbanized states may be expected to receive
a large part of federal expenditures for these
purposes.
In formulating an economic model for statistical analysis, the allocation of federal expenditures is assumed to be a function of the level
of income, the extent of industrialization, and
the extent of urbanization. Recent changes in
the extent of industrialization and urbanization
are differentiated from early industrialization
and urbanization to distinguish the nature and
magnitude of social and economic problems. The
following equation is statistically estimated:

+

u

Change in urban population as a percentage of total population between
1940 and 1960.
Data: The data used in this study are from
a tabulation on "Distribution of Allocated
Federal Expenditures Within the States," supplied
by the Subcommittee on Intergovernmental Relations
of the U.S. Senate Committee on Government Operations. The data covered 1957, 1960, and 1963.
These data were published while the present study
was underway (4).
The estimated allocation of federal expenditures covers seven major categories as well as
total Federal expenditures. These are: (1)
military reserves and civil works, (2) defense
research and development, (3) defense and NASA
procurement, (4) transfer payments, (5) civil and
military salaries, (6) aid to individuals, and
(7) aid to states and localities.
The statistical estimates2 of Equation (1)
for the total allocation and major types of
federal expenditures are presented in Table 1.
The proportion of variance explained in these
equations ranges from .486 for "aid to states and
localities" to .129 for "defense, research and
development." The wide variation in the R2 1 s
indicated that the explanatory variables selected
to represent the hypotheses postulated in this
study are more appropriate in explaining the distribution of certain types of expenditures than
of others.
A. Total Allocation.-Table 1 indicates that
the allocation of federal expenditures as a whole
is positively correlated with disposable income,
but negatively correlated with the degree of industrialization and urbanization as well as the
recent changes in the extent of industrialization
and urbanization. These results suggest that
states with high per capita disposable income receive more federal expenditures than states with
low per capita income. The per capita federal
expenditures allocated to industrialized and
urbanized states, however, are relatively smaller
than those which are allocated to less industrialized and urbanized states.
Total allocation of federal expenditures is
an aggregrative measure which comprises many
types of federal programs. Since each of these
programs is governed by principles specific to
its objective, it is not surprising that the
equations explaining the allocation of specific
types of federal expenditures differ widely in
terms of the sign, magnitude, and significance of
estimated coefficients.

(1)

where
Y:

per capita federal expenditures by
states in dollars.

2
The results shown in this study are estimated from the combined observed data for 1957,
1960, and 1963. This pooling of observations
yields a weighted average of the relationship for
the three individual years considered. The decision to combine the observations was made: (1)
with a view to reduce influences of factors peculiar to any individual year; and (2) because a
preliminary investigation reveals that the relationship estimated for individual years exhibits
only small differences.

per capita disposal income in hundreds
of dollars.
Manufacturing employment as a percentage of total employment in 1940.
Change in manufacturing employment as
a percentage of total employment between 1940 and 1960.
Urban population as a percentage of
total population in 1940.
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TABLE 1
REGRESSION OF GEOGRAPHIC ALLOCATION OF FEDERAL EXPENDITURES ON SELECTED ECONOMIC CHARACTERISTICS OF STATES

Constant

X1

X2

tiX2

X3

tiX 3

R2

Se

Allocation of Total Expenditures

75.98

29.52
(3.40)

-7.60
(1.95)

-5.14
(4.61)

-1.46
(1.34)

-1.70
(2.18)

.387

172.05

Military Reserves Civil Works

41.69

.19
(.20)

-.41
(.10)

-.74
(. 23)

-.32
(.07)

-.54

.329

8. 70

.24
(1.32)

-.66
(.64)

.51
(1.52)

1.42
(.44)

.129

56.70

(.72)

-160.78

9. 72
(1.34)

.84
(. 66)

.67
(1.55)

.26
(. 45)

2.12
(. 74)

.417

57.85

65.53

2.54
(.59)

.11
(.29)

-.50
(.68)

-.13
(.20)

-.93
(. 32)

.301

25.46

106.64

12.26
(3.19)

-6.11
(1.56)

-3.33
(3.67)

-1.08
(1.07)

-2.50
(1. 74)

.211

137.06

Aid to Individuals

40.65

-1.56
(1. 65)

-. 75
(.08)

-.99
(.19)

-.05
(.06)

-.44
(.09)

.456

7.10

Aid to States and Localities

55.01

3.67
(.52)

-.98
(.25)

-1.92
(.60)

-1.15
(.18)

-.36
(.28)

.486

22.50

Defense Research and Development

Defense and NASA Procurement

-43.99

""

(.11)

.18

'I
u,

Transfer Payments

Civilian Military Salaries

B. Military Reserve and Civil Works.-In
contrast to the high positive correlation between
total allocation of federal expenditures and
disposable income, federal expenditures on military reserves and civil works are not correlated
with disposable income. However, the extent of
industrialization and urbanization have a very
high negative effect on this category of federal expenditures. A major portion of this
category of allocation represents civil works
expenditures for conservation and construction
projects of the U.S. Army Corps of Engineers.
Because of the nature of the functions of the
Army Corps of Engineers, most of the conservation and construction works is confined to
relatively undeveloped areas of the country. It
is therefore reasonable to expect that the industrialized and urbanized states receive
smaller amounts of these expenditures than
states which are not so industrialized and
urbanized.
C. Defense Research and Development.-This
category of expenditures is highly technologically oriented. Thus, contract awards for these
services are very selective. In the equation
explaining the allocation of defense research
and development expenditures, the coefficients
for income and industrialization are not statistically significant. The estimated results indicate, however, that the more urbanized a
state is, the larger the amount of defense
research and development it receives.
D. Defense and NASA Procurement.-Defense
and NASA procurement differ from defense research
and development because the former represents a
demand for products and the latter is a demand
for services.3 The impact of these expenditures
is therefore different. That is, we may expect
the prime contractors for defense and NASA procurement to be more dependent on other suppliers
than those for defense research and development.
The incidence of defense research and development expenditures therefore is more likely to
remain within the original recipient states
than that of defense and NASA procurements.
In the equation explaining the allocation
of defense and NASA procurement expenditures,
the coefficients of income, industrialization,
and urbanization are all positive. Some of
these statistics are not significant. But the
fact that these coefficients are distinctively
different from the negative coefficients for the
corresponding variables in other equations implies that the nature of defense and NASA procurement is quite different from that of other
types of expenditures. The positive sign of the
statistics indicates that high income, industrialized and urbanized states receive a larger
amount of defense and NASA procurement than
states which have relatively lower levels of
income, industrialization and urbanization: a
result consistent with the argument that

industrialized and urbanized states have the
capacity to supply the kinds of products required by defense and NASA procurement.
E. Transfer Payments.-Federal transfer payments include the payments of benefits for Old
Age Survivors and Disability Insurance, railroad
retirement and unemployment benefits, payments to
non-profit organizations, veterans' pensions and
compensation, military retirement benefits,
federal unemployment insurance payments
(exclusive of benefits paid under state and local
programs for the unemployed), and other aid to
individuals and others (such as fellowships and
research grants). Because of the particular
nature of these programs, Federal transfer payments affect selected groups of the population.
In the statistical results, the state by
state distribution of transfer payments is positively correlated with the level of disposable
income but negatively related to recent change in
the extent of urbanization. This negative coefficient for recent change in the extent of
urbanization is evidence that characteristics of
population in newly urbanized areas are different from the characteristics of the beneficiaries of federal transfer payments described
above.
F. Civilian and Military Salaries.Civilian and military wages and salaries considered here are the earned personal incomes of
the employees of the Federal government. Here
wage and salary expenditures are distributed
according to the location of federal civilian
employees and of defense establishments. The
estimated results of this study indicate that
not only the salary structure of federal employees is different from the income structure
of the general population, but the geographical
distribution of federal civilian and military
employment is also not proportionate to the
location of economic activity and population.
G. Aid to Individuals.-This category of
expenditure constitutes direct federal aid payments to individuals and others under such programs as the Department of Agriculture conservation and subsidy activities, Department of
Commerce grants to maritime schools for cadets'
subsistence, army and air civil national guard
and civil defense, the Department of Health,
Eduction and Welfare, etc. The statistical results in Table 1 indicate that the allocatiQn of
federal aid to individuals and others is inversely related to income, industrialization, and
urbanization. It is interesting to note that the
coefficients for recent changes in the extent of
industrialization and urbanization have a higher
level of statistical significance than the corresponding coefficients for early industrialization and urbanization. Again the difference in
economic and demographic characteristics of
newly industrialized and urbanized states from
that of mature industrialized and urbanized
states may explain these results.
H. Aid to States and Localities.-The principal part of federal aid to states and localities takes the form of grants-in-aid which are

3
An exception to this statement should be
noted. That is, a substantial part of NASA expenditures goes for research and development.
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provided for the purpose of fostering or maintaining certain social overhead services. This
category of expenditures is often dependent on
a state's financial ability to match these
grants, which in turn is a function of economic
and demographic characteristics of the state.
This consideration is consistent with the statistical results indicating that federal aid to
states and localities is positively correlated
with income and negatively related to industrialization and urbanization.
III.

functionally related to the structure of family
and personal income. However, empirical knowledge about these relationships is not available.
This analysis is therefore conducted on the
assumption that federal expenditures and taxation affect residents of a state uniformly.
Third, the incidence of the state-by-state
allocation of federal expenditures does not fall
entirely in a state where expenditures are
initially made. Some of the expenditures find
their way out of the state.
If the total allocation for a given state i
is Yi, and the amount of outflow (or leakage)

IMPLICATIONS OF FEDERAL EXPENDITURES
ON STATE BY STATE INCOME DISTRIBUTION

from state i to state j is kijyi' where kij is a

The empirical results examined in the previous section show that there is a positive correlation between disposable income and all types
of federal expenditures with the exception of
"aid to individuals." Superficially, this result appears to indicate that high income states
receive more federal expenditures than low income states and that federal allocation has
aggravating effects on the inequality of income
among states. But this assertion must be qualified.
In order to be able to draw any inference
about the distribution effect of federal allocation, a number of factors has to be brought into
consideration. First, an analysis of the impact
of federal allocation on income distribution requires explicit account of the contribution of
each state to federal revenue collections to
arrive at an estimation of net effects of
federal tax collection and expenditure. Since
no data on the incidence of federal taxation by
states are available, this study makes use of
federal revenue collections in each state as a
first approximation to its tax contribution.4
The data used in this study are obtained from
the Annual Report of the Director of the Internal
Revenue Service for 1957, 1960, and 1963.
Second, an evaluation of the implications
of federal expenditures and taxation on the distribution of income by states requires an account of how such expenditures and taxation are

positive constant representing the proportion of
federal allocation to state i which leaks to
state j, then the total leakage of state is is

so

+

therefore

E kijyl (for i
j). State i, howj=l
ever, also receives expenditures that flow out
of another state j, in the amount of kjiYj. The

total amount of inflow which state i receives

so

from all others is

+

E kjiyj (for i
j).
j==l
The net incidence of federal allocation for
state i is therefore

so
Yi -

_r

so
kijyi +

E kjiYJ.
J=l
j=l
It should be noted that kij is a function

not only of the type or nature of federal allocation but also of the characteristics of economic
and social as well as other considerations relating states i and j. No data, however, are
available to estimate kij" This study therefore
is undertaken on the assumptions that

so

so

kijyi + _E kjiyj = O.
j=l
J=l
Assuming that federal expenditures and tax
collections are respectively related to income
as
E

(2)

4

It would be of interest to indicate
briefly the relationship between federal expenditures and revenues. A scatter diagram relating these two variables does not indicate any
systematic pattern of relationship in an
ordinary sense. But a closer examination reveals that among the states that have per capita
revenues of less than $350, the per capita expenditures exceeded that of revenues. On the
other hand, among the states with per capita
revenues of $520 or more, expenditures were
less than revenues in all cases. Several states
with tax contributions of between $350 and $520
have expenditures in excess of revenues, but most
of the other states in this category pay more
taxes than the amount of expenditures they
receive.

(3)

where Y is federal per capita allocation, x

is
1
per capita disposable income, and Z is per capita
federal tax collections. It is assumed that
federal expenditures represent an addition to,
while tax collections represent deletion from,
the income of a state. The net effect of the
federal allocation of expenditures is therefore
5

This assumption is probably quite realistic
for such federal expenditures as aid to individuals and transfer payments, but unrealistic for
defense and NASA procurement.
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for each type of federal expenditures are therefore investigated individually. A study of this
nature, however, requires data on the amount of
each state's contribution to specific type of
federal programs. Since no such data are available, an estimate of this amount is made under
the following assumption: the amount which a
state contributes to a particular program is
proportional to the allocation of the total
federal expenditures for the program. In the
years, 1957, 1960, and 1963, the total federal
expenditures were allocated for various programs
in the proportion shown in Table 2.
Table 2 shows that of each dollar of tax
contribution made by a given state in 1957, 2.02
cents went to military reserve and civil works
5.12 cents went to defense research and develo;ment, 30.83 cents went to defense and NASA procurement, 22.15 cents went as transfer payments,
etc. The amount a state contributes to each
type of program is given by the product of the
proportion shown in Table 2 and the amount of
taxes which the state pays during the particular
year.
The linear regressions relating various
types of expenditures and disposable income are
shown in the second column of Table 2. The results indicate that only two types of expenditures--military reserves and civil works and aid
to individuals--are negatively related t~ income.
This result may be interpreted as an evidence
that these two types of federal allocation have
equalizing effects on income distribution regardless of the effect of taxation. The positive coefficients in the equations relating defense
research and development, and defense and NASA
procurement, transfer payments, and civilian and
military salaries to disposable income indicate
that high income states receive a larger amount
of these allocations.
The relation of net federal allocations

y - z = (Ao - Co)+ (Al - Cl) xl

+

(4)

(U - V)

Estimates of Equations (2), (3) and (4) for
total federal expenditure allocation and tax
collection are as follows:

Y=

-31.32 + 22.394X
(3.270>1
Se= 188.93

z"

-433.50 + 39.968Xl
(3.814)
Se= 220.35

Y~ • 402.18 - 17.574X
(6.001>1
S = 346.68

2
R = .241

2
R

.426

.055

e

The above results indicate that both
federal expenditure allocation and tax collection are positively correlated with per capita
income. However, the magnitude of positive
coefficients in the regression of tax collection
on disposable income is greater than that in the
regression of allocation on income. The relation of the difference between allocation and
tax collection (Y-Z) to income is therefore
negative. This negative relationship implies
that federal expenditures and tax collection as
a whole have a net equalizing effect on the distribution of incomes among states.
The total allocation by states, considered
above, represents an aggregation of federal expenditures which are highly diversified in
nature. Because of the difference in nature and
objectives, certain types of federal allocation
may be expected to have greater equalizing
effects on income distribution than the others.
The implications on the distribution of income

TABLE 2
DISTRIBUTION OF FEDERAL EXPENDITURES BY PROGRAMS
Types of Programs
Military Reserve and Civil Works
Defense Research and Development
Defense & NASA Procurement
Transfer Payments
Civil and Military Salaries
Aid to Individuals
Aid to States and Localities
Total

1957

1960

1963

.0202
.0512
.3083
.2215
.3120
.0204
.0666

.0206
.0680
.2799
.2506
.2744
.0156
.0909

.0194
.0599
.3011
.2612
.2539
.0166
.0880

1.0000

1.0000

1.0000
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TABLE 3
REGRESSION OF FEDERAL ALLOCATION ON DISPOSABLE INCOME

Type of
Allocation

(I)

Military Reserve and
Civil Works
Defense Research
and Development
Defense and NASA
Procurement

....

Transfer Payments

:«i
Civilian
Military
Salaries
Aid to
Individuals
Aid to States
and
Localities

Allocation
20. 77 - .411 x
(.178) 1

(II)
2
R z.035

Estimated Tax
Contribution (III)

Allocation-Tax Contribution

-8.45 + .788 x
(.077) 1

29.22 - 1.199 x
(.203) 1

2
R •.191

R2•.002

-42.51 +- 3.009 x
(1.007) 1

R2•.057

-27.40 + 2.466 x 1
(.232)

-99.28 + 9.730 X1
(1.017)

R2•.382

-126.00 + 11.690 x 1
(1.149)

26. 72 - 1.960 X1
(1. 703)

R2•.009

37.40 + 2.952 x1
(.460)

R2•.218

-llS.03 + 10.259 X1
(.935)

152.43 - 7.308 X1
(1.071)

R2•.239

-.10 + 7.075 x
(2.570) 1

R2•.049

-106.13 + 10.424 x 1
(1.101)

106.03 - 3.350 Xl
(3.086)

R2•.008

17.44 - .320 x 1
( .162)

R2=.026

-6.46 + .659 X1
(.076)

23.90 - .980 X1
( .192)

R2•.149

28.72 + .838 x
1
(.532)

R2=.017

-40.50 + 3.528 x 1
(. 319)

69.21 - 2.690 x1
(.693)

R2•.092

-15.11 + .544 X1
(1.039)

(IV)

..,_.
I

1--h .._.., fb
Ul
I

(after deducting the effect of tax contributions)
to disposable income is shown in the right hand
column of Table 3. The regression coefficients
in these equations have a negative sign in all
but one case. The negative coefficients, however, are statistically significant only in the
regression of military reserves and civil works,
transfer payments, aid to individuals, and aid
to states and localities. Federal programs provided in these categories are either welfare or
service oriented and the evidence that these expenditures have a net equalizing effect on income distribution seems quite logical. The coefficients in the regressions of defense
research and development, defense and NASA procurement, and civilian and military salaries on
disposable income are not significantly different from zero. Defense research and development,
and defense and NASA procurement are efficiency
oriented, but the statistical results indicate
that income distribution effects of these programs are neutral. The evidence that federal
defense research and development, and defense
and NASA procurement do not have aggravating
effects on income distribution is contrary to
the expectation of the man on the street. It
should be noted, however, that although high income states receive a larger amount of federal
defense research and development as well as
defense and NASA procurement, these states also
contribute larger amounts toward federal tax
revenue collection. The net effect is therefore
neutral.
IV.

of general hypotheses. It is apparent from the
analysis in Section II that a specific model,
based on particular hypotheses about the principle governing the distribution of each type of
federal expenditures, has to be developed. This
is a task currently being undertaken.
The evidence on the implications of federal
programs for state by state income distribution
should be considered as preliminary. More
definite conclusions cannot be obtained until
more comprehensive and refined data become available.
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PATTERNS OF REGIONAL ADJUSTMENTS OF MEMBER BANK RESBRVSS TO FEDERAL OPEN MARKET OPERATIONS&

A CROSS-

SPECTRAL ANALYSIS*
Vittorio A. Bonomo
University of California, Santa Barbara

and

Charles Schotta, Jr.
Virginia Polytechnic Institute
utilized techniques (or were concerned with hypotheses not directed toward testing the differential lag) which appear to us to be unsuited for
the production of valid statistical inferences
concerning either the existence or non-existence
of such lags

'nlis paper presents some preliminary results
of a study of the patterns of adjustment of member bank reserves among Federal Reserve Districts
and among member bank reserve requirement class
in response to Federal Open Market Operations.
nie ~eriod of time covered by the study is from
the Accord through late 1967

Our techniques and data represent a considerable improvement over previous studies in terms
of the degree of precision which can be ascribed
to the lags we isolate.

0

In general it is assumed by many monetary
economists that changes in the Federal Reserve
System's holdings of u. s. Government Securities
(which we define as an open market operation)
alter the total reserve position of member banks
across the country, among different size banks by
assets, and among banks by reserve requirement
class with very little differential adjustment
lag. Among the reasons usually advanced for this
are the wide dispersion of ultimate purchasers or
sellers of bonds and the existence of the Federal
Funds market.

I.

A Quick Discussion of Spectral Analysis 2

nie following non-technical discussion of the
statistical technique we used is intended only to
acquaint those unfamiliar with the method With
what we have done.
Spectral analysis treats a time series as a
signal produced by a stochastic process. Analogous to our usual conception of an electronic signal (such as a radio wave), this signal is considered to contain elements with different frequency of oscillation. Just as in the case of a
radio wave, not all frequencies need contain a
meaningful signal (information). 'lbe object of
this statistical analysis is to take a sample of
finite length from the time series, examine it,
classify its characteristics, and make inferences
about the form of the process which generated it.
Presumably we cannot directly observe the process.

Although the relationship between open market
operations and the pattern of adjustment of free
reserve positions of banks is considered to be
similar to the relationship between OMO and the
pattern of adjustment of total reserve positions,
there appears to be less reason to eXl)ect only a
small differential lag among banks since the free
reserve position offers more scope for bank action than exists in the case of total reserves.
Previous studies have found some evidence that
banks by Federal Reserve District and by asset
size class respond with a different time lag to a
Federal Open Market Operation! The findings of
both the Scott and the Bach-Huizenga studies suggest that, for example, a Class III bank (country
bank) in the 11th Federal Reserve District with
assets of 50 million dollars might be eXl)ected to
show an increase in total reserves in response to
an OMO directed toward monetary ease with a time
lag greater than a New York City money market
bank. The inference is that the duration of the
lag has significant policy implications.

Once a sample data set from one time series has
been analyzed, it is possible to relate the characteristics of this sample to those of a sample
thought to have been drawn from another time ser~
ies produced by a different process. In this way
inferences concerning the relationship between the
two processes can be drawn. 'Ibis technique is
called cross-spectral analysis.
In our discussion below we outline, through
presentation of the computing formulae, the process of spectral estimation and calculation of the
summary statistics from which the inferences concerning the relationship between two time aeries
are drawn. We do not attempt to discuss any of
the statistical theory underlying the technique
nor do we discuss any of the properties of the
set of summary statistics from which the inferences on which our subsequent analysis is based are
drawn. We do refer the interested reader to some
standard statistical sources where more precise
information concerning spectral analysis can be
found.
The first step in securing an estimate of the
power spectrum (the record of the contribution of
each frequency element into which the time series
is to be divided to the total variance of the
series) is to decide how many frequencies into
which the series ia to be divided. Once this is
done, the autocovariance of the time series for
each of the frequencies is estimated according to
the following where xt (t • 1, z, •••• n) are the
data points from the time series sample X and ■ is

'lbe hypothesis we test in this study is that
there will exist a significantly-different time
lag in the apparent response of banks• total and
free reserve positions to a Federal Open Market
Operation; moreover, that the time lag will vary
according to the region (by which we mean at the
present time a Federal Reserve District), the
bank's reserve requirement class, and the bank's
total asset size. We do not consider in this
paper, however interesting such speculations may
be, the various hypotheses Which might account for
such differential response lags.
'nle method we use for the determination of the
existence of differential adjustment lags of member bank reserve positions in response to OMO is
the technique of time series analysis commonly
called spectral analysis. 'nle time series we use
are bi-monthly observations on the variables
from the Accord through late Fall, 1967.
The previous studies of the differential response of banks by sets to OMO referenced above
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measuring the height of an ocean wave or an instrument measuring the level of seismic noise considerations of this type are not necessary since the
digital interval, hence the pieces of data, are
under the control of the researcher, However, in
the case of economic time series which are digitized representations of a continuous time series
where the digital interval was selected without
regard to the minimization of spurious frequencies
the considerations above severely limit the potential application of spectral methods, Indeed,
there are few economic time series corresponding
to major variables in leading macroeconomic models
which are of the requisite length, As one example,
there are only some 80 post-War quarterly estimates
of GNP,

the number of frequency elements into Which the
time series sample, X, is to be divided1
n

5:.

t • 1

for 1 = 1, 2, •••• m + 1.
A requirement exists for the validity of the
inferences drawn from the estimate of the power
spectrum that

This property, covariance stationarity, is a
necessary condition for valid application of the
method, The introduction of this point allows
us to briefly comment on a major limitation on
the application of spectral methods to economic
time series, ~~st economic time series appear
to be non-stationary either because of a strong
trend in mean (which appears as a very low frequency element of dominant power when a power
spectrum is estimated) or a trend in variance
(which appears as a changing spectrum through
time).3 Although there are, in principle, some
methods of treating the sample of the time series
which allow estimation of a power spectrum not
subject to these difficulties, very little experience has yet been gathered in their application
to economic time series.4

Once we have the estimate of the power spectrum
for the time series which we are interested in
relating to another time series, we can proceed to
develop the summary statistics from which we can
draw inferences concerning the nature of the relationship between the processes which generate
the respective time series, In spectral analysis
one is only interested in those frequency components which contain a major portion. of the total
energy in the time series, since, from a statistical (and information theory) standpoint, the
"message" is contained there with other frequency
components containing only "noise•, We could ascertain the "important" frequencies by directly
inspecting the estimates of the spectral power
function, frequency by frequency, to pick out the
components of most interest to us, In our work
we have found it more convenient to convert the
power spectrum into a set of percentages of the
total energy of the series which is contained in
each frequency component by estimating
.,..
m + 1
(6)
A(i) • f(i)/ j ~ 't(j)
for i • 1,z, ••••
m + l

Once the autocovariance function has been
estimated for them+ 1 lags, it is converted to
the estimate of the power spectrum by first calculating a weighted autocovariance function,$
1 • 1,z, .•• ,m + 1

where
i-.,< 1,<

(4a) W(i)
(hb) W(i) •

i

The Parzen weights used in the estimation of the
power spectrum assures us that f(i) ~o.

m

2(1 - !))

2 ~i,$m+l

m

Once we have the power spectra estimates for the
series which we are interested in relating to each
other, and once we have isolated the frequency
components of each series which appear to contain
the major share of the "information", we can estimate the cross-spectral statistics for each frequency, giving most of our attention in the subsequent analysis to these statistics at the frequencies containing the most information,

then transforming the weighted autocovariance
function into the estimate of the power spectrum
according to
<5> 1'<1> =

~ ~c• (j)
j • 1

cos

(j -

1

>< 1

- 1

>:rr:

m

for i • 1, Z, .. , , m + 1, where~• 1 for j • 1;
j = m + 1 and A= 2 for j .. 2, '• , •• , m,
Writers on the application of spectral analysis such as Granger suggest that m be selected so
that n/m 3, Generally it is recognized that it
is necessary to have something over 50 frequency
components in order to provide a sufficient approximation of a continuous power spectrum so
that significant peaks may be isolated, These
identify the frequency elements which contain
the message which the time series signal contains, Usually it is suggested that one not
attempt to estimate the power spectrum of a time
series unless the record length includes at least
several hundred pieces of data, Even with this
filtering to remove elements which may not be
desired is precluded,

The summary statistics in which we are most
interested in our study are those of coherence
and 2!ulll. Below we present the computing formulae which lead to the estimates of these statistics. In addition we discuss a statistic which is
derived from the phase statistic, It is this statistic, (1), an estimate of the real-time lag of
one series behind the equivalent point in another,
from which we derive our inferences concerning the
differential time lag in response of member bank
reserves to OMO,
When we have the power spectra for two series,
X and Y, the cross-covariance functions for the
series are estimated by
(?a) Cxy(i) •

In the case of a continuous time series sample
such as is obtained from either an instrument

and

482

~ fn:i::\tyt-i-1
- ~/t_ xYf..Y~l
Lt • 1
\t • 1 tJ\,i • l ~

is found to be significant,
In our study we concentrate our attention on
the 1' (1) statistic between a measure of Federal
Open Market Operations and changes in member bank
total and free reserves by Federal Reserve District
and by bank reserve requirement class, We test
the hypothesis that 7(1) Will not differ among
the different pairings. The difference between
'1"(1) for the cross-spectrum between Federal
Reserve Open Market Operations and total reserves
for New York City money market banks and 1"'(1)
for all other reserve series when crossed with
the measure of OMO is the differential time lag,

where x, y (t • 1, 2, •••• n) are data points
from X !nd
and 1 • 1, 2, ••• , m + l where again
m lags are to be estimated. The estimates of the
cross-covariance function are transformed into the
weighted cross-covariance functions in the same
manner as before and using the same weights as in
(ha) and (hb) to yield c• (1) and c• (1) where 1 •
1,2,.,.,m + 1. These weahted crosl!covariance
functions are then transformed into the crossspectral estimates of the co-spectrum and the
quadrature spectrum, the real and imaginary parts
of the cross-spectrum respectively.

i

(8) c(i) •

~ !2 [c•
j •

<9>

l

(j)

+

xy

m+ l
q.(l) •

£ !2 [c• <J > -

j •

1

xy

c•

yx

II,

Our interest lies in analyzing the post-Accord
period, Hence our data set consists of bi-monthly estimates (based on averages of daily figures)
of the Federal Reserve System's holdings of u. s.
Government Securities, member bank reserve levels
by Federal Reserve District and by bank reserve
requirement class within each Federal Reserve
District, and member bank free reserve levels by
Federal Reserve District and by bank reserve requirement class within each District,? We converted these bi-monthly levels to bi-monthly
changes by first-differencing the data. 8

(jijcos <J-l)(i-l)'ff'
m

c• (j>]s1n (j-l)U-l)lf
yx

m

where i • 1,2, ••• ,m + 1,
From the estimates for c(i) and q(i) and the
estimates for f (1) and 1' (1) one can calculate
X

y

the cross spectral statistic of coherence

We assume that the bi-monthly changes in the
Federal Reserve System's holdings of u. s. Government Securities occur only as a result of an Open
~~rket Operation,9 We assume that reserves and
free reserves change in response to Open Narket
Operations and all other factors which change
reserve levels, both total and free,10

for i • 1,2,, •• ,
m + 1,
The analogue of this statistic in usual linear
regression is the coefficient of determination.
The value ~f the coherence statistic lies in the
range o C 1. 'Iwo series which are unrelated
are said to be incoherent while a coherence of 1.0
between two series implies that at the particular
frequency or frequencies the two series are not
different,

Since our set of bi-monthly changes in the
time series begin with the period ended April 15,
1951 and end with period closing November 11, 1967
we worked with h13 observations. We used 100 lags
in our spectral and cross-spectral estimates, thus
produced 101 frequencies, enough to give us n/m •
h,13, We were, therefore, able to estimate a
rather detailed power spectrum with a reasonably
narrow confidence band,

The phase relationship is the angular measure
of the shift on the time axis of the series Y
(referred to as the crossed series) relative to
series X (referred to here as the base series)
which maximizes coherence at that frequency. The
statistic is calculated by
i •

1,z, ••• ,

m

III,

1>

(1)/21fv(j)

The Estimates

We calculated the power spectral estimates for
all the bi-monthly series, We had 85 series, and
then estimated the Sh cross-spectra, We report
the
(i) estimates for the Sh cross-spectra in
Table I (the relation between G and R) and in Table
II (the relation between G and F) for all bank
classes. In all series except the reserve series
for Class III banks, the dominant frequency occurred at the monthly cycle.

+ 1.

The value of this statistic is returned in radians,
It is possible to convert phase into a measure of
the difference in timing between the two series at
the particular frequency component which is in
terms of the time units used in the digital representation of the time SQries. This statistic,
'T (1), is calculated as 6
(12) f(i) •

The Data We Used

Although not reported in this preliminary study
we have estimates of the cross-spectra for all
series for
1. the four post-Accord NBER cycles,
2, the set of data points lying within the
expansion half-cycles
3, the set of data points lying within the
contraction half-cycles
h. the set of data points lying within the
half-cycles surrounding the peaks
5. the set of data points lying within fye
h-,lf-cycles Surrounding the troughs,

1 • 1,2, ... ,m + 1,
j • 0,1,,,,,m,

where v(j) is the measure of frequency in cycles
per unit-time, As a matter of interpretation, when
(1) is negative, the phase shift of the crossed
series relative to the base series has been negative, so that the base series, X, leads the crossseries, Y,
In general one is interested only in the crossspectral statistics for tho• frequencies where, for
each time series, the dominant energy lies. In
addition to this, one is interested in statistics
such as 1(1) only for frequencies where coherence

Our results from these estimates, which we are
still analyzing, should allow us to enumerate the
differential lags at different business cycle stages.
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IV.

The Results

When the power spectrum of total reserves for
Class III banks is compared with the preceding
power spectra, a striking difference is noted.
The power spectrum for Class III member banks
total reserves has no significant peaks. It is
a nearly straight horizontal line when graphed.
Thus there appear to be no significant cyclical
elements in post-Accord bi-monthly changes in the
total reserves of Class III banks suggesting that
the mechanism which generates this series, i.e.,
the behavior functions of this class of banks, is
markedly different from those of Class II or Class
I banks. The diagram of the power spectrum for
total reserves of Class III banks is like that for
a random series.

We first wish to call attention to some of the
differences among the power spectra of the series
we estimated and to offer, where appropriate, our
interpretation of the meaning of these differences.
The series for G has a broad peak around the
monthly cycle frequency. This peak is not sharp,
but encompasses an area of perhaps 10 frequency
components before a relatively sharp cutoff is
noted on the graph of the power spectrum. Approximately 50 percent of the total energy of this
series lies Within this wide band. We believe
this suggests a regular pattern of considerable
power which dominants bi-monthly changes in the
Fed's Govt. portfolio. 1 2

When the series for free reserves were estimated, the quarterly cycle Which had appeared in the
power spectrum for total reserves of Class I banks
had disappeared. The energy in the monthly cycle
frequency had increased to over 40 percent of the
total while the width of the bank narrowed.

The reserve series for all banks by reserve
requirement classification yielded considerably
different power spectra among the three classes
and among these classes by District. For Class I
banks, aside from a quarterly frequency band containing something less than 20 percent of the total
energy, the same relatively wideband peak at the
monthly frequency which was observed in G dominated the power spectrum. Over 30 percent of the
total energy in the power spectrum for total reserves of Class I banks lay in this band.

The free reserve power spectrum estimates for
Class II bank differed again rather sharply from
those for total reserves for this class of bank.
The monthly cycle frequency contained only 28 percent of the total energy, but the remaining energy
was rather equally spread out among the remaining
frequencies.

Class II banks yielded a power spectrum for total
reserves in which slightly less than 14 percent of
the energy lay in the quarterly frequency component
while over 33 percent of the energy lay in the
monthly frequency band. The monthly frequency
band Within Which this energy lay was much narrower than in the case of the G series or R for
Class I banks. We are inclinded to attribute the
differential peak and the sharper cutoff to a
greater sensitivity of the total reserves of Class
II banks to fluctuations in currency demands of
the public,13

The power spec,rum estimate for free reserves
of Class III banks was devoid of any significant
peaks, being nearly flat when plotted. This series
as well as the total reserve series for this class
of bank is a random series. There appears to be
no reason to think that Class III banks have substantially different processes generating the two
time series.
Table I contains the estimates ofj(i) between G
and R for all bank classes by District.

TABLE I
Estimated Time Lag between Federal Open Market
Operations and Changes in Member Bank Total Reserves
Qut1:ict

Lag in olis

Class I

::run

Class II

Boston
New York

!

0

6

3

0

Ph 1l adelphia

l +

Cleveland

0**

Richmond

7-8

Atlanta

4-5

Chicago

3

1 -

St Louis

Class III

6

2-3
0**
1 +
2
o**
l

.Minneapolis

l 3-4

Kansas City

3-h

Dallas

5-6

2-3

l

3-4

San Francisco
**coherence not sufficiently high for interpretation.
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l 0

ing aoout the whole pattern of times is the shortness of the lag differential. We interprete our
findings as suggesting that the lag in adjustment
of member bank reserves to Federal Reserve Open
Market Operations is, on the average, quite short
and not greatly different from District to District
and bank class to bank class. We do not mean to
imply from this that the reaction of each bank to
the expanded capacity to engage in loan activity
is not substantially different.

The general pattern of adjustment times is what
one would expect a priori from a knowledge of the
institutional arrangements of the money market.
There are a few district• where the apparent time
lag of adjustment of member bank total reserves to
OMO is greater for Class II banks than for Class
III beks, however, in all cases the adjustment
time for Class III and Class II banks is greater
than for New York Class I banks. What is strik-

TABLE II
Estimated Time Lag Between Federal Open Market
Operations and Changes in Member Bank Free Reserves
yg in

D;l.1t1:;l.s;t
Class I

Class II

Boston
New York

121:ur {12
Class III

0
0

0

12-3

0

Philadelphia

1-2

l 1-2

Richmond

6

7

Atlanta

0

1 2-3

Cleveland

Chicago

1

1 -

St Louis
Dallas

1 2-3

Kansas City

3-4

San Francisco

6-7

V.

l 3-4

1 -

Minneapolis

1 1 3-4

Interpretation of Results
opportunities are altered among all member banks
within very much the same time dimension. Arguments for lags in the effect of monetary policy
on spending behavior must look to the stages beyond the effect of OMO on reserves for confirmation of their hypothesis,

Examination of the pattern of estimated lags
between OMO and the statistically-associated
change in member bank total reserves by Federal
Reserve District suggests that the differential
lag in the impact of monetary policy is quite
short. 'The findings of our study with respect
to total reserves suggests that arguments to the
effect that monetary policy is !!2!, a general instrument of monetary policy cannot rely on a lag
in reserve adjustment which differs markedly from
bank to bank and Reserve District to District. 1-t

Notes
•
We are indebted to Leon Borgman for considerably aiding our understanding of time series analysis. The Federal Reserve Board of Governors has
generously made available to us a printout of its
past press releases J.l without which we could not
have conducted the study reported herein. The
University of California, Santa Barbara financed
the computer expense involved in the estimation of
the power spectra and the cross-spectra.
1. Ira o. Scott, Jr,, "The Regionel Impact of .Monetary Policy," Quarterly Journal of Economics, 69
(May, 1955), 269-84. G. L. Bach and C. J, Huizenga,
"The Differential Effects of Tight b<Joney,'* .4!!!.!!.tl=.
can Es;onomis; Review• 51 (March, 1961), 5?.-58. D.
c. Carson, '''The Differential Effects of Tight .Moneys A Comment," Ameris;an Economis; Reyiew, 51 (December, 1961), 1039-42. D. c. Carson, The Effes;t of
Tight Money on Small Business Finans;;l.ng, Washington, D.C.s Small Business Administration, June,
1963.
2. This summary presentation of spectral analysis
computation formulae is based on discussions inc.
w. J, Granger and M. Hatanalta, jpee$ral Analysis of

However, in the case of free reserve adjustments in response to an OMO the pattern of differential lags among Districts and among bank
classes is considerably clearer and much more in
accordance With what might be expected. In general, Class III banks show adjustment lag times
which are greater, although not by great amounts,
than the adjustment times of Class II banks, District by District. However, the difference between the no lag situation of Class I New York
City banka and Class III Richmond banks is only
a matter of a week, hardly an enormous lag.
In
fact, the usual lag behind New York is only 2-3
days,
We interprete the findings of our study to indicate that the differential lag in adjustment of
banks by District and reserve requirement classes
in response to Federal Open Market Operations is
quite small. Hence one must conclude that loan
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Economic Time Series. Princetons Princeton University Press. 196k. N. s. Bendat and A.G. Piersol. Measurement and Analysis of Random Data. New
Yorks John Wiley & Sons. Inc., 1966. We have been
considerably aided by L. E. Borgman, Statistical
Time Series1 A Set of Lecture Notes Prepared for a
Course in Time Series Analysis for Engineers.
Berkeley& College of Engineering, University of
California, Berkeley. 1966. Further references to
the literature of the statistical theory of time
series analysis may be found in any of the above.
There have been a number of applications of
spectral analysis to economic time series, However, hecause of data problems or incorrect application of the method, substantive results are slim,
One interesting forthcoming study by T. F, Cargill
involves the application of cross-spectral analysis
to the thorny problem of the empirical existence
and magnitude of the wage-price lag. Using much
the same approach as in our present study this Ph.
o. thesis at the University of California, Davis
should provide some hard evidence on this much
debated question,
'lbe present authors have used spectral techniques to study the effect of Federal Open ~~rket
Operations on variations in member bank reserves
and free reserves in "A Spectral Analysis of PostAccord Federal Open narket Operations," a paper
read at the Toronto meetings of the Econometric
Society, August, 1967.
3. Examio ation of the autocovariance functions
for our series convinces us that, although (2)
holds only as an approximation for our data, our
series do not have discernable time trends when
plotted.
~. F~r a summary of these techniques and an application to a physical science, see L, Brown, Methods
for the Analysis of Non-stationary Time Series With
Applications to Oceanography. Berkeley& Hydraulic
Engineering Laboratory, College of Engineering,
University of California. Berkeley, May. 1967.
5. The programs which produced the estimates of
the power spectrum and the cross-spectral statistics were adapted from the programs SPECP and
CROSSP in B. F, Karreman, Computer Programs for
Spectral Analysis, Research Memorandum No. 59 1
Princeton, Econometric Research Program, 196k,
At present our programs are in FORTRAN r.v in a
form suitable for use on the IID,; 360/ 50 or the IBM
70kk. The set of weights used are thos proposed
by E. Parzen, "Mathematical Considerations in the
Estimation of Power Spectra," Technometrics, 3
(1961), 167-90. Aside from the first-difference
transformation no filtering of the data was undertaken, No prewhitening was used,
6, For a discussion of this statistic and its derivation, see Borgman, 2.P,, ill,, 7-9 through 7-20,
For a discussion of confidence intervals for the
estimates of ~(1). see Granger and Hatanaka, SO,
7. The data were kindly supplied to us by the
Federal Reserve System Board of Governors in the
form of a printout of their past press releases
J,l, A portion of this data was originally collected as two-week averages of daily figures, Then
the subsequent portion of the record was collected
as bi-monthly averages of daily figures. we are
indebted to Mr. Daniel Brill for graciously pointing this out to us, The practical effect of this
once-and-for-all change in the digital interval on
our estimates is small, What we have is a record
with a portion digitized with interval lk while the

rest is digitized With a variable interval ranging
from 14 days to 15 1/2 days. This shift occurs at
one point in time and should not yield any spurious frequencies, Of some greater concern for us
in our estimates is the defect (though held in
common with all monthly, bi-monthly. or quarterly
economic time series) of a regular recurrence of
a change in the digital interval from 14 days to
15 days to 15 l/2 days as the length of the month
changes. Spectral theory assumes an equi-distant
digital time series. Although such a defect could
yield a small energy peak in the power spectrum, it
should not be of any significant effect on our
particular estimates,
It might be noted here in passing that spectral
theory is developed in terms of a continuous time
series sample even though it is only with analog
devices that such data can be used for estimation.
In the physical sciences considerable interest
exists in the choice of a digital interval. To the
extent economists are aware of the problem we are
less fortunate (or perhaps more fortunate, "where
ignorance is bliss, .. ,") since data collection
agencies digitize our data for us without bothering
with statistical considerations,
8, Any transformation of the data alters the resulting estimate of the power spectrum. In defense
of our procedure, we argue that we are not interested in the raw series on levels of the variables,
but are testing hypotheses concerning relationships between changes in the variables over time.
9. It is possible for the Fed's holdings of u. s.
Government securities to change as a result of
events other than an open market sale or purchase,
For example, if the Fed holds some short maturity
bills and allows them to run to cash, the portfolio falls;and the Treasury accounts fall by the
same amount, Such events are quite rare and an
examination of some changes in the System Open Market account convinces us that Open Market Operations
account for most of the change in this portfolio,
10, The factors other than OMO become interesting
to us only to the extent that they differ substantially among Federal Reserve Districts and among
different reserve requirement classes of banks. For
example, an autonomous change in the public's
desire for currency and coin is a potentially powerful factor influncing member bank reserves, ro the
extent that Class I, Class II, and Class III banks
have customers with radically different currency
demand functions, particularly with respect to
timing, then the differential impact in time of oi~
may be due only to the characteristics of the banks'
customers and not to differential loan demand and
loan extension policy. In fact, we do find radical
differences in the power spectrum of member bank
reserves and free reserves among different Districts
even for the same reserve requirement classes; hence
we cannot rule out an explanatory hypothesis of the
above sort out of hand.
11, It is frequently argued that tight money affects smaller banks more significantly than does
11 easy 11 money.
If this is so we should be able to
detect, as an example, a difference between the
lag patterns of Class II and Class III banks when
the stages of the business cycle are estimated.
12, In our earlier study of the relationship between Federal OMO and variations in member bank
reserves, we found that changing the digital interval from bi-monthly to weekly sprea~ much further
the peak centered on the monthly frequency, In
fact, when the series for G is estimated in its
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times in the impact of an Open Market Operation.
We hypothesize that different customer sets with
different activity patterns account for the different cyclical peaks in the two series.
l~. In fact, we would argue that there is no significant lag in the transmission of OK> to changes
in bank reserves or free reserves.

weekly form, the series appears to have no significant energy peak.
13. As we suggested earlier, differential timing
in the currency demand functions or currency withdrawl patterns of customers of different bank reserve requirement classes or different Federal Reserve Districts could account for different lag
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