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CUT NUMBERS OF 3-MANIFOLDS
ADAM S. SIKORA
Abstract. We investigate the relations between the cut number, c(M),
and the first Betti number, b1(M), of 3-manifolds M. We prove that
the cut number of a “generic” 3-manifold M is at most 2. This is a
rather unexpected result since specific examples of 3-manifolds with
large b1(M) and c(M) ≤ 2 are hard to construct. We also prove that for
any complex semisimple Lie algebra g there exists a 3-manifold M with
b1(M) = dim g and c(M) ≤ rank g. Such manifolds can be explicitly
constructed.
1. Introduction
Let M be a closed, smooth manifold. The cut number of M, c(M), is the
largest number of disjoint two-sided hypersurfaces F1, ...,Fc, which do not
separate M, ie. surfaces such that M \ (F1 ∪ ... ∪ Fc) is connected.
By [St, Prop. 4.2] (see also our Proposition 3), c(M) is the corank of
π1(M). The corank of a group Γ is the largest number n for which the free
group on n generators, Fn, is an epimorphic image of π1(M).
Although the corank of a group is not a very tangible quantity, it can
be calculated (at least theoretically) for any finitely presented group. This
calculation reduces to finding the ranks of solutions of certain systems of
equations on free groups. The algorithm for finding such ranks was given in
[Ra, §9].
Since c(M) is bounded from above by the first Betti number ofM, b1(M),
it is natural to ask whether there exists an analogous lower bound on c(M).
In particular, T. Kerler and J. H. Przytycki asked whether
(1)
1
3
b1(M) ≤ c(M)
for any closed, oriented 3-manifold M. This question was motivated by the
following two inequalities:
1
3
b1(M) ≤ Op(M)/Op(S
2 × S1),
and
c(M) ≤ Op(M)/Op(S
2 × S1), for p = 5,
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proved by Cochran and Melvin, [CM, Thm 4.3], and Gilmer and Kerler
respectively. Here Op(M) denotes the quantum order of M, that is the
largest k such that τp(M)/(ξp − 1)
k ∈ Z[ξp], where ξp = e
2pii/p and τp(M) is
the SO(3)-quantum invariant of 3-manifolds. (We assume that τp(S
3) = 1).
Note that (1) holds for (a) Seifert 3-manifolds, (b) 3-manifolds with abelian
fundamental groups, (c) 3-manifolds M with b1(M) ≤ 3. Furthermore, for
closed surfaces F , 1
2
b1(F) = c(F).
We are going to prove the following two results contradicting (1):
Theorem 1. For any semisimple Lie algebra g over C there exists a closed,
oriented 3-manifold M with b1(M) = dim g and c(M) ≤ rank g.
The proof and information on how to construct such 3-manifolds can be
found in Section 3.
The dimensions of simple Lie algebras of rank r are as follows:
dimslr+1 = r(r+2), dim so2r+1 = dimsp2r = r(2r+1), dim so2r = r(2r−1),
dimG2 = 14, dimF4 = 52, dimE6 = 78, dimE7 = 133, dimE8 = 248.
Therefore, Theorem 1 provides many counterexamples for (1). In particular,
it implies the existence of 3-manifolds with b1(M) = 8, 10, 14 and c(M) ≤ 2.
Let ΩQ(n) be the space of all skew-symmetric 3-forms on Q
n, ΩQ(n) =
(
∧3
Qn)∗. For a given closed, oriented 3-manifold M, a choice of a basis
of H1(M,Q) provides an isomorphism H1(M,Q) = Qn for n = b1(M)
and makes it possible to consider the cup product 3-form on H1(M,Q),
ΨM(x, y, z) = (x ∪ y ∪ z)[M ], as an element of ΩQ(n).
The cup 3-form, ΨM , determines the rational cohomology ring ofM. Since
by a theorem of Sullivan, [Su] (compare also [T2]), every 3-form corresponds
to the cup product form for some closed oriented 3-manifold, ΩQ(n) can be
considered as a space classifying the rational cohomology rings of 3-manifolds
M with a specified basis of H1(M,Q).
Theorem 2. (1) The set of forms ΨM ∈ ΩQ(n) corresponding to 3-manifolds
M with c(M) ≤ 2 contains an open, dense subset (in the Zariski and Eu-
clidean topologies) of ΩQ(n).
(2) In particular, for any n there exists a 3-manifold M with b1(M) = n
and c(M) ≤ 2.
(3) For any n ≥ 9 there exist infinitely many 3-manifolds M with b1(M) = n,
c(M) ≤ 2, and with pairwise non-isomorphic rational cohomology rings. 1
Part (1) of the above result implies that the cut number of a “generic” 3-
manifold is at most 2. This is a rather surprising result, since it is not easy to
construct specific examples of 3-manifolds with large b1(M) and c(M) ≤ 2.
In an independent work on Kerler’s and Przytycki’s question, S. Harvey
found an explicit family of 3-manifoldsMn with b1(Mn) = n and c(Mn) = 1,
1The assumption n ≥ 9 is related to the fact that for any n ≤ 8 the cohomology rings,
H∗(M,C), of 3-manifolds M with b1(M) = n belong to a finite number of isomorphism
classes only.
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[Har]2. For the purpose of her construction, one takes a link Ln ⊂ S
3 of n
components, obtained from the unlink by linking every pair of components
in the Whitehead link manner. Harvey’s manifold Mn is the result of the
0-surgery on Ln.
In yet another independent work inspired by the same problem, C. Leininger
and A. Reid showed that there exist examples of a hyperbolic 3-manifolds
with c(M) = 1 and b1(M) = 5, [LR].
Acknowledgments: We would like to thank S. Boyer, T. Kerler, T.
Goodwillie, J. Millson, J. H. Przytycki, J. Roberts, A. Razborov, G. Schwartz,
J. Stallings, and V. Turaev for their helpful comments.
2. Cut number and its siblings
We will denote the corank of Γ by d(Γ).
Proposition 3. (cmp. [St, Prop. 4.2]) For a closed, smooth manifold M,
c(M) = d(π1(M)).
Proof. Any epimorphism π1(M)։ Fc induces a map f :M ։
∨c
1 S
1 which
can be assumed smooth outside the preimage of the base point. If y1, ..., yc
are regular values of f lying in different circles, then f−1(y1), ..., f
−1(yc) are
disjoint, two-sided surfaces in M. Since these surfaces represent c linearly
independent elements of H2(M,Z/2), for each i one can choose a connected
component Fi ⊂ f
−1(yi) such that F1, ...,Fc are linearly independent in
H2(M,Z/2) as well. The following lemma shows that c(M) ≥ d(π1(M)).
Lemma 4. F1, ...,Fc do not separate M.
Proof. Let loops γ1, ..., γc represent elements ofH1(M,Z/2) dual to F1, ...,Fc,
γi ·Fj = δij mod 2. Assume that γi intersects Fj in at least two points p1, p2.
Let C1, C2 be arcs connecting p1 and p2, such that C1 and C2 lie on different
sides of Fj and do not intersect other surfaces. By cutting γi at p1 and p2
and inserting the arcs C1 and C2 into γi we obtain a new curve with two less
intersections with Fj and the number of intersections with Fj′ unchanged
for j′ 6= j. By applying this operation as many times as necessary, we get
closed curves γ′1, ..., γ
′
c such that γ
′
i intersects Fi only once and it does not
intersect Fj for j 6= i. Consider a path γ in M joining two arbitrary points
x and y in M \ (F1, ...,Fc). By by deforming γ appropriately and pasting
γ · Fi copies of γ
′
i into γ we obtain a new path connecting x and y which
does not intersect F1, ...,Fc. 
We continue proving Proposition 3. Let F1, ...,Fc be disjoint, two-sided
surfaces which do not separateM and letN1, .., Nc be disjoint neighborhoods
of F1, ...,Fc provided with parameterizations Ni
pii×λi−→ [−1, 1]×Fi. Consider
the map f : M →
∨c
1 S
1 composed of the constant mapM\(N1∪...∪Nc)→ ∗
and the maps Ni
pii→ [−1, 1]→ S1, where S1, obtained by identifying the end
2Both S. Harvey and I announced our results in September 2001.
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points of [−1, 1], is the i-th circle in
∨c
1 S
1. Since f induces an epimorphism
f∗ : π1(M)։ Fc, d(π1(M)) ≥ c(M). 
The cut number can be also defined for simplicial complexes:
Definition 5. For any simplicial complex X define c(X) to be the largest
number n such that there exists a subdivision X ′ of X and 1-cocycles α1, ..., αn ∈
C1(X ′) such that αi ∪ αj = 0 in C2(X ′) for all i 6= j, and such that
[α1], ..., [αn] ∈ H1(X,Z) are linearly independent.
Above, we assume that X ′ is an ordered simplicial complex and the cup
product on C1(X ′) is given by the Alexander-Whitney diagonal approxima-
tion,
(α ∪ β) < x0, x1, x2 >= −α(< x0, x1 >)β(< x1, x2 >),
compare [Bre, VI§4].
The following generalizes Proposition 4.4 in [Dw].
Proposition 6. c(X) = d(π1(X)) for any simplicial complex X.
Proof. If d(π1(X)) = n then there exists a simplicial subdivision X
′ of X
and a triangulation of
∨n
1 S
1, such that there exists a simplicial map f : X →∨n
1 S
1 inducing an epimorphism π1(X) → π1(
∨n
1 S
1). Let βi ∈ C
1(
∨n
1 S
1)
be a cocycle assigning 1 to a certain 1-simplex lying in the ith circle and 0
to all other simplices of
∨n
1 S
1. Then αi = f
∗(βi) ∈ C
1(X ′), for i = 1, ..., n,
satisfy the conditions of the definition of c(X) and, hence, c(X) ≥ d(π1(X)).
Conversely, let α1, ..., αn ∈ C
1(X ′) satisfy the conditions of the definition
of c(X). Consider the map f : (X ′)1 →
∨n
1 S
1 which maps all vertices of X ′
to the base point of
∨n
1 S
1 and any 1-simplex v to a curve f(v) in
∨n
1 S
1
going α1(v) times around the first circle, α2(v) times around the second,
and so on (in that order).
Since αi ∪ αj = 0 in C
2(X ′) for i 6= j for any 2-simplex < x0, x1, x2 >
in X ′ one of the following 3 conditions holds: either αi(< x0, x1 >) = αi(<
x1, x2 >) = 0 for all i different than a certain k, or αi(< x0, x1 >) = 0 for
all i or αi(< x1, x2 >) = 0 for all i. In each of these cases f extends onto <
x0, x1, x2 > . Hence, f extends onto the 2-skeleton, (X
′)2, and consequently
it extends to a map f : X ′ →
∨n
1 S
1. Since [α1], ..., [αn] ∈ H
1(X,Z) are
linearly independent, the image of the map f∗ : H1(X,Z) → H1(
∨n
1 S
1) is
isomorphic with Zn. Therefore the image of f∗ : π1(X) → π1(
∨n
1 S
1) is the
free group of rank n. Hence d(π1(X)) ≥ c(X). 
We will say that a set of vectors v1, ..., vn ∈ H
1(X,Z) is primitive if the
map (v1, ..., vn) : H1(X,Z) → Z
n is an epimorphism. Primitive vectors are
linearly independent. For any topological space X, let ck(X) for k = 1, 2, ...,
be the cardinality of the largest set of primitive vectors v1, ..., vn ∈ H
1(X,Z)
such that the all Massey products < vi1 , ..., vil > for l ≤ k are uniquely
defined and equal to 0. The definition of the Massey product can be found
for example in [Fe]. In particular, c2(X) is the cardinality of the largest
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primitive set of vectors v1, ..., vn ∈ H
1(X,Z) such that vi∪ vj = 0 for all i, j.
We will call c2(X) the algebraic cut number of X.
If α1, ..., αn ∈ C
1(X) are as in Definition 5 then all Massey products
< [αi1 ], ..., [αik ] > are 0. For that reason we introduce the notation c∞(X) =
c(X). We will see in Corollary 11 that c∞(X) ≤ ck(X) for any k and there-
fore
(2) c∞(X) ≤ ... ≤ ck(X) ≤ ... ≤ c2(X) ≤ c1(X) = b1(X).
Notice that the numbers ck(X) depend on the homotopy type of X only.
3
Furthermore, the next proposition shows that these numbers can be derived
from π1(X). Let K(Γ, 1) denote the Eilenberg-MacLane space for Γ and let
ck(Γ) = ck(K(Γ, 1)).
Proposition 7. If X is a CW-complex then ck(X) = ck(π1(X)) for all k.
4
Proof. By Proposition 6, for k =∞ we have c∞(X) = d(π1(X)) = c∞(K(π1(X), 1)).
Hence, we may assume that k < ∞. The space K(π1(X), 1) can be con-
structed from X by attaching n-cells, n ≥ 3. Therefore the natural map
ψ : X → K(π1(X), 1) yields a one-to-one correspondence between the i-
cells of X and the i-cells of K(π1(X), 1) for i = 0, 1, 2 and it induces
an isomorphism H1(K(π1(X), 1),Z) → H
1(X,Z) and a monomorphism
H2(K(π1(X), 1),Z) → H
2(X,Z). Now the statement follows directly from
the definition of the Massey product (defined for cell cohomology). 
Proposition 8. If G1 is an epimorphic image of G0 then ck(G1) ≤ ck(G0)
for each k.
Proof. For k = ∞ the statement follows from Proposition 6 and therefore
assume that k <∞. Since G1 is an epimorphic image of G0, the Eilenberg-
MacLane spaces for G0 and G1 may be constructed in such a way that there
exists a cellular map f : K(G0, 1) → K(G1, 1) which is a bijection between
the 1-cells. (Consequently, f∗ : G0 = π1(K(G0, 1)) → π1(K(G1, 1)) = G1
is an epimorphism). Let ck(G1) = n and let {v1, ..., vn} be a primitive set
of elements of H1(G1,Z) such that all Massey products < vi1 , ..., vik > are
0. Then {f∗(v1), ..., f
∗(vn)} is a primitive set of elements of H
1(G0,Z) and
we claim that all Massey products < f∗(vi1), ..., f
∗(vik) > are 0. Indeed,
since f is a bijection between C1(K(G0, 1)) and C1(K(G1, 1)) any defining
set for the Massey product < f∗(vi1), ..., f
∗(vik) > is of the form (f
∗(aij))i,j
where (aij)i,j is a defining set for {v1, ..., vn}. Hence < f
∗(vi1), ..., f
∗(vik) >=
f∗(< vi1 , ..., vik >) = 0. 
By Proposition 6, c∞(Γ) = d(Γ). Therefore, it is natural to ask whether
there exists a similar interpretation of the numbers ck(Γ) for k < ∞. One
may consider a sequence of numbers dk(Γ) defined as follows: If Fn,k denotes
3One uses here [Fe, Lemma 6.2.5].
4Because of the assumption of Definition 5, for k =∞ we assume that X is a simplicial
complex.
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the kth group in the lower central series of Fn, Fn,0 = Fn, Fn,k+1 = [Fn,k, Fn],
then dk(Γ) is the largest n for which there exists an epimorphism from Γ onto
Fn/Fn,k. Let d∞(Γ) = d(Γ). The following sequence of inequalities parallels
(2):
d∞(Γ) ≤ ... ≤ dk(Γ) ≤ ... ≤ d1(Γ).
Conjecture 1. ck(Γ) = dk(Γ) for any k.
5
Indeed, ck(Γ) = dk(Γ) for k = 1 and k =∞. Later on, we will prove it for
k = 2 as well. Furthermore, we have the following inequality:
Proposition 9. dk(Γ) ≤ ck(Γ) for any k.
Proof. Since for k =∞ this follows from Proposition 6, assume that k <∞.
If dk(Γ) = n then Fn,k is an epimorphic image of Γ and by Proposition 8,
ck(Γ) ≥ ck(Fn,k). Now the statement follows from the lemma below. 
Lemma 10. ck(Fn/Fn,k) = n.
Proof. SinceH1(Fn/Fn,k,Z) = Z
n, it is enough to prove that for all v1, ..., vk ∈
H1(Fn/Fn,k), < v1, ..., vk >= 0. Let U(n) ⊂ GL(Z, n) be the group of upper
triangular n× n matrices all of whose diagonal entries are 1. By [Dw, Thm
2.4], it is sufficient to prove that for any v1, ..., vk : Fn/Fn,k → Z there exists
a homomorphism f : Fn/Fn,k → U(k + 1) whose (i, i + 1) component is
vi, for i = 1, ..., k. Since Fn is a free group, there exists a homomorphism
f¯ : Fn → U(k + 1) with the above property. Since the kth commutator of
U(k + 1) is the trivial group, f¯ factors through Fn,k yielding the required
homomorphism. 
Since c∞(X) = d∞(π1(X)) ≤ dk(π1(X)) ≤ ck(π1(X)) we get
Corollary 11. For any simplicial complex X and any k, c∞(X) ≤ ck(X).
6
Now we are going to prove Conjecture 1 for k = 2. First, we recall a few
results from homological algebra.
Given a group G and an abelian group A, the extensions E of G by A,
given by the following short exact sequence
0→ A→ E
pi
→ G→ 0,
5One needs to show that if ck(Γ) = n then there exists an epimorphism Γ→ Fn/Fn,k.
Here is one possible approach suggested to us: The Magnus expansion of the free group Fn
provides an embedding of Fn into the ring of formal power series in n non-commuting vari-
ables, [MKS]. By taking a quotient of this ring by the ideal generated by all monomials
of degree k, this map factors to an embedding of Fn/Fn,k into the ring of polynomi-
als
∑k
r=0
∑
i1,...,ir
ai1...irxi1 ...xir , where ai1...ir ∈ Z and x1, ..., xn, are non-commuting
variables. Therefore, any epimorphism Γ → Fn/Fn,k is determined by the functions
ai1...ir : Γ → Z. Those functions are related to the Massey products for Γ. In the case of
complements of links in homology spheres, this connection is mentioned in [T1].
6This statement does not follow directly from the definition of ck(X) since the coho-
mology classes in Definition 5 are not assumed to be primitive.
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(up to an isomorphism) are in one-to-one correspondence with elements of
H2(G,A), where the action of G on A comes from the action of E by con-
jugation on A. We denote the element of H2(G,A) corresponding to such
extension by ξ. We say that the sequence splits if there exists a homomor-
phism τ : G→ E such that πτ = idG. This happens if and only if ξ = 0.
Lemma 12. (1) A group homomorphism f : Γ → G lifts to a homomor-
phism f¯ : Γ→ E if and only if f∗(ξ) = 0 in H2(Γ, A).
(2) If f∗(ξ) = 0 and f is an epimorphism then also f¯ is an epimorphism.
Proof. (1) Let E′ be the pullback of E by f,
E′ = {(e, γ) ∈ E × Γ : π(e) = f(γ)}.
The following diagram
(3)
0 → A → E′ → Γ → 0
‖ ↓ ↓ f
0 → A → E
pi
→ Γ → 0
is exact and f lifts to f¯ : Γ → E if and only if the top row in (3) splits.
By Exercise 6.6.4 in [We] this happens if and only if f∗(ξ) = 0. We get the
second part of the statement of Lemma 12 by chasing the arrows of diagram
(3). 
Lemma 13. Let g1, ..., gn be the free generators of Fn and let e1, ..., en be the
canonical basis of Zn. There exists an isomorphism κ :
∧2
Zn → Fn,1/Fn,2
such that
(4) κ(ei ∧ ej) = [gi, gj ].
Proof. Since Fn,1/Fn,2 is abelian and
∧2
Zn is a free abelian group with basis
ei ∧ ej , i < j, there is unique homomorphism κ :
∧2
Zn → Fn,1/Fn,2 defined
by (4) for i < j. Now note that (4) holds for all i, j and that κ is an epimor-
phism. Since, by Corollary 5.12(iv) and Theorem 5.11 in [MKS] Fn,1/Fn,2
is a free abelian group of the same rank as
∧2
Zn, κ is an isomorphism. 
Theorem 14. d2(Γ) = c2(Γ) for any group Γ.
Proof. If c2(Γ) = n then there exists an epimorphism f = (f1, ..., fn) :
Γ→ Zn such that fi ∪ fj = 0 in H
2(Γ,Z) for any i, j. Consider the central
extension
0→
∧2
Zn = Fn,1/Fn,2 → Fn/Fn,2
pi
→ Fn/Fn,1 = Z
n → 0.
We will show that f lifts to an epimorphism f¯ : Γ → Fn/Fn,2 such that
f = πf¯ .
Since Fn,1/Fn,2 lies in the center of Fn/Fn,2, the above extension corre-
sponds to ξ ∈ H2(Zn,
∧2
Zn), where the action of Zn on
∧2
Zn is trivial.
Consider the function σ : Zn → Fn/Fn,2, σ(
∑n
i=1 anen) =
∏n
i=1 g
ai
i . The co-
homology class ξ is represented by the cocycle ξ(v1, v2) = σ(v1)σ(v2)σ(v1v2)
−1,
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compare [We, §6.6]. We have ξ(ei, ej) = 1 for i ≤ j and ξ(ei, ej) = [gi, gj ] for
i > j. Hence, using the identities of [MKS, Thm 5.3] and the isomorphism
κ :
∧2
Zn → Fn,1/Fn,2, we see that ξ corresponds to the cocycle
ξ(
∑
aiei,
∑
biei) =
∑
i>j
aibjei ∧ ej
in H2(Zn,
∧2
Zn). Hence, for γ1, γ2 ∈ Γ,
f∗(ξ)(γ1, γ2) =
∑
i>j
fi(γ1)fj(γ2)ei ∧ ej = −
∑
i>j
(fi ∪ fj)(γ1, γ2)ei ∧ ej ,
compare [Bro, V§3]. Since fi∪fj = 0 inH
2(Γ,Z), also ξ = 0 inH2(Γ,
∧2
Zn).
Now, by Lemma 12, f extends to an epimorphism f¯ : Γ→ Fn/Fn,2. 
3. Cut numbers and Lie algebras
In this section we prove Theorem 1. The background information about
semisimple Lie algebras can be found in [Hu, Sa]. For any Lie algebra g let
Ψg(x, y, z) = κ(x, [y, z]), for x, y, z ∈ g, where κ is the Killing form on g.
The form Ψg is skew-symmetric.
For any closed, oriented 3-manifold M, let ΨM :
∧3H1(M,Q) → Q,
ΨM(x, y, z) = (x∪y∪z)[M ].Whenever convenient, we will assume that ΨM
is a 3-form defined on H1(M,R).
Proposition 15. Let M be a 3-manifold and let g be a semisimple Lie
algebra of compact type over R. If there are isomorphisms of vector spaces
H1(M,R) ≃ Rn ≃ g such that ΨM = Ψg :
∧3
Rn → R then b1(M) = dim g
and c2(M) ≤ rank g.
Proof. The equality b1(M) = dim g is obvious. If c2(M) = k then there
exist linearly independent vectors v1, ..., vk ∈ H
1(M,R) such that
ΨM(vi, vj ,H
1(M,R)) = 0, for any i, j. Hence, under the identification
H1(M,R) ≃ g, the vectors v1, ..., vk span a k-dimensional abelian subalgebra
of g. Since g is of compact type, any two maximal abelian Lie subalgebras
of g are conjugate and their dimensions are equal to rank g. Therefore k ≤
rank g. 
Now we are ready to prove Theorem 1: For any complex semisimple Lie
algebra g consider its Chevalley’s basis Xα,Hα, where α
′s are positive roots
of g. The Lie algebra g0 spanned by iHα,Xα −X−α, i(Xα +X−α) is a real
compact form of g, compare [Sa, Ch. I§10]. Furthermore, since in Cheval-
ley’s basis g has integral structural constants, Ψg0 is also defined over Z.
Hence Ψg0 :
∧3
Qn → Q. By Sullivan’s theorem ([Su]) there exists a 3-
manifold M with H1(M,Q) ≃ Qn and ΨM = Ψg0 :
∧3
Qn → Q.
For any g, a manifold M as above can be explicitly constructed using the
method of Sullivan, [Su].
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4. Intermezzo: classification of skew-symmetric forms
Let K be a field of characteristic χ(K) 6= 2. For any Ψ :
∧s
Kn → Km
we call the k-nullity of Ψ, nullk(Ψ), the maximum of dimensions of vector
subspaces W ⊂ Kn such that
Ψ(W, ...,W︸ ︷︷ ︸
k
,Kn, ...,Kn︸ ︷︷ ︸
s−k
) = 0.
n−null1(Ψ) is called the rank of Ψ and it is equal to the minimum of dimen-
sions of spaces V such that Ψ factors through
∧s V. We will call null2(Ψ)
the nullity of Ψ.
The natural GLn(K)-action on K
n yields a GLn(K)-action on forms∧s
Kn → Km, gf(x1, ..., xn) = f(g
−1x1, ..., g
−1xn) for g ∈ GLn(K), x1, ..., xn ∈
K. We say that Ψ,Ψ′ :
∧s
Kn → Km are isomorphic if they belong to the
same orbit of the GLn(K)-action.
The argument used in the previous section implies the following
Fact 16. For any Ψ :
∧3
Qn → Q with nullity c there exists a 3-manifold
M with b1(M) = n and with c2(M) ≤ c.
Therefore, one is interested in constructing 3-forms of small nullity. This
simple looking problem is not easy to approach by any straightforward
method. A part of the problem is that 3-forms do not admit classifica-
tion similar to that for 2-forms: each skew-symmetric 2-form is uniquely
determined (up to isomorphism) by its rank. More precisely, for any Φ :∧2
Kn → K of rank r there exists a basis e1, ..., en of K
n such that Φ in the
dual basis is given by
Φ = e1 ∧ er+1 + ...+ er ∧ e2r.
In contrast to 2-forms, 3-forms are not classified by their ranks. The
classification of 3-forms of rank at most 8 over algebraically closed fields can
be found in [Gu, §35]. There are no 3-forms of rank 1, 2, 4. There is only one
3-form (up to an isomorphism) of rank 3, e1 ∧ e2 ∧ e3, and only one 3-form
of rank 5, e1 ∧ e2 ∧ e3+ e1 ∧ e2 ∧ e4. There are two types of forms of rank 6 :
e1 ∧ e2 ∧ e3 + e4 ∧ e5 ∧ e6 and e1 ∧ e2 ∧ e3 + e3 ∧ e4 ∧ e5 + e2 ∧ e5 ∧ e6.
The classification of 3-forms of rank 7, 8 is more complicated. The classi-
fication of 3-forms of rank 9 (over C only) was carried out in [VE]. The
classification of 3-forms of rank larger than 9 is not known.
Proposition 17. For any infinite field K there are infinitely many non-
isomorphic forms Ψ :
∧3
Kn → K for n ≥ 9.
Proof. Assume that n ≥ 9 and that up to an isomorphism Ψ1, ...,Ψk are
the only skew-symmetric 3-forms on Kn. Let X be the algebraic closure of⋃
iGLn(øK)Ψi in (
∧3 øK)∗.We have dimGLn(øK) = n2 < (n3) = dim (∧3 øK)∗
and, therefore, dimX < dim (
∧3 øK)∗. By Lemma 18(2) (applied to U =
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(
∧3 øK)∗ \X) there exists Ψ ∈ (∧3K)∗ such that Ψ 6∈ X. This contradicts
the initial assumption. 
Lemma 18. Let K be an infinite field. (1) For any non-zero f ∈ øK[x1, ..., xn]
there exist infinitely many points (a1, ..., an) ∈ K
n such that f(a1, ..., an) 6= 0.
(2) If U is a (Zariski) open subset of øKn, then there are infinitely many
points in U defined over K (ie. with all their coordinates in K).
Proof. We prove (1) by induction. Assume that the statement holds for n−1.
Any non-zero f ∈ øK[x1, ..., xn] is either constant (and then the statement
of lemma holds) or it has a positive degree with respect to at least one
variable, say x1. Therefore f =
∑
xi1fi, where fi ∈ øK[x2, ..., xn] and fk 6= 0
for at least one k > 0. By our assumption there exist a2, ..., an ∈ K such
that f(a2, ..., an) 6= 0 and hence, f(·, a2, ..., an) is a non-zero polynomial in
øK[x1]. Since f(·, a2, ..., an) has only finitely many zeros, f(a1, a2, ..., an) 6= 0
for infinitely many a1 ∈ K.
(2) Let f ∈ øK[x1, ..., xn] be one of the defining polynomials of X =
øKn \U, ie. let the zero set of f contain X. By (1) there are infinitely many
points (a1, ..., an) ∈ K
n such that f(a1, ..., an) 6= 0. Each of these points lies
in U. 
The difficulties in understanding 3-forms explain the reason for using
semisimple Lie algebras to construct 3-forms of small nullity in the previous
section.
5. Nullity of skew-symmetric forms
Since skew-symmetric forms cannot be classified directly, in this section
we study their properties in more subtle ways. Our goal is proving that if K
is an algebraically closed field then (a) for any n there exists Ψ :
∧3
Kn → K
with null(Ψ) ≤ 2 and (b) for any k the set of forms Ψ :
∧3
Kn → K with
null(Ψ) ≥ k forms a closed algebraic subset of the space of all 3-forms. In
the next section we will use these two results to prove Theorem 2.
Since our methods of proof are not specifically limited to 3-forms, we
formulate our results more broadly in terms of arbitrary skew-symmetric
forms, hoping that one day they will find new applications, unrelated to cut
numbers of 3-manifolds.
We start with the following result due to T. Goodwillie.
Theorem 19. Let K be algebraically closed. (1) If m ≤ 2n − 4 then the
nullity of any form Φ :
∧2
Kn → Km is at least 2. (2) If m > 2n − 4 then
there exists Φ :
∧2
Kn → Km with null(Φ) = 1.
Proof. Consider the Grassmannian of 2-planes in Kn, G2(K
n), embedded
into P(
∧2
Kn) by the map V 2 → V 2 ∧ V 2. Observe that null(Φ) ≥ 2 if
and only if P(KerΦ)∩G2(K
n) 6= ∅ in P(
∧2
Kn). A projective subvariety of
dimension s of P(KN ) intersects every projective subspace of codimension
at most s in P(KN), but it does not intersect some projective subspaces of
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codimension s+1; compare [Ha, Thm I.7.2]. Since dimG2(K
n) = 2n−4 and
codimP (KerΦ) = m, null(Φ) ≥ 2 for all Φ :
∧2
Kn → Km withm ≤ 2n−4.
If m ≥ 2n − 4 then there exists a plane W ⊂
∧2
Kn of codimension m
such that P(W ) ∩ G2(K
n) = ∅. For any such W, the 2-form Φ :
∧2
Kn →∧2
Kn/W = Km has nullity 1. 
By considering a 3-form Ψ :
∧3
Kn → K as a 2-form,
∧2
Kn → (Kn)∗ we
get the following corollary:
Corollary 20. For n ≥ 4 the nullity of every Ψ :
∧3
Kn → K is at least 2.
Theorem 19 does not hold over fields which are not algebraically closed.
Nevertheless, it is very possible that the above corollary holds over any field
K of characteristic χ(K) 6= 2.
Conjecture: For any field K of characteristic χ(K) 6= 2 and for n ≥ 4, the
nullity of every Ψ :
∧3
Kn → K is at least 2.
Proposition 21. The conjecture holds for even n.7
Proof. For any v ∈ Kn there is an n×nmatrix A(v) such that Ψ(v,w1, w2) =
wT1 · A · w2 for any w1, w2 ∈ K
n. Since A · v = 0, rank A ≤ n − 1. Since
χ(K) 6= 2 and A is skew-symmetric, the null space of A, {w : Aw = 0}, has
an even dimension and, hence, there is w linearly independent from v such
that Ψ(v,w,Kn) = 0. 
Theorem 22. Let K be an algebraically closed field. For any s, k, r, n,m,
the set of forms Ψ :
∧s
Kn → Km with nullk(Ψ) ≥ r is a closed algebraic
subset of (
∧s
Kn)∗ ⊗Km defined by homogeneous polynomials.8
Fix s, k, r, n,m. For each r-dimensional subspace V ⊂ Kn consider
ı(V ) =
∧k
V ∧
∧s−k
Kn = Span {v1 ∧ ... ∧ vk ∧ w1 ∧ ... ∧ ws−k} ⊂
∧s
Kn,
where v1, ..., vk ∈ V, w1, ..., ws−k ∈ K
n.
Lemma 23. For any V as above, dim ı(V ) = d, where
d =
∑
k≤i≤r
(
i− 1
k − 1
)(
n− i
s− k
)
.
Proof. If e1, ..., en is a basis of K
n such that V = Span{e1, ..., er} then ı(V )
has a basis composed of elements ei1 ∧ ... ∧ eik ∧ ... ∧ eis , where 1 ≤ i1 <
... < ik < ... < is ≤ n and ik ≤ r. The number of basis elements of ı(V ) with
ik = i is
( i−1
k−1
)(n−i
s−k
)
. 
Let
Xk,r,s,n = {ı(V ) : V ∈ Gr(K
n)} ⊂ Gd(
∧s
Kn).
7We can also prove the conjecture for n = 5.
8Recall that nullk(Ψ) was defined in Section 4.
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We have
(5) nullk(Ψ) ≥ r if and only if Gd(KerΨ)∩Xk,r,s,n 6= ∅ in Gd(
∧s
Kn).
Proof of Theorem 22: The proof relies on elimination theory for projec-
tive spaces, see [CLO, Ch. 8§5]. (Compare also [vW, §80, p.8]).
Let {e1, ..., eN } be a basis of
∧s
Kn, N =
(
n
s
)
. Using this basis we identify∧s
Kn with KN . The Grassmannian Gd(K
N ) embeds into a projective space
by P : Gd(K
N ) →֒ P(
∧d
KN ), P (W ) =
∧dW. Each P (W ) can be written as∑
1≤i1<...<id≤N
Pi1...id(W )ei1 ∧ ... ∧ eid ,
where the numbers Pi1...id(W ), called the Plu¨cker coordinates of W, are
defined up to common scalar multiplication.
Let Ψ : KN → Km be given by as Ψ(x) =
∑N
i=1Ψie
i(x), where {e1, ..., eN}
is the basis of (KN )∗ dual to {e1, ..., eN} and Ψi = (Ψij)1≤j≤m ∈ K
m.
Let Mkl(K) denote the set of k × l matrices with entries in K.
Lemma 24. There exist polynomial functions F1, ..., Ff :
∧d
KN×MN,m(K)→
K such that for any Ψ =
∑N
i=1Ψie
i, the vector
∑
1≤i1<...<id≤N
Pi1...idei1 ∧
... ∧ eid ∈
∧d
KN belongs to
∧dKerΨ if and only if
Fi((Pi1...id)1≤i1<...<id≤N ,Ψ1, ...,ΨN ) = 0 for 1 ≤ i ≤ f .
Furthermore, the polynomial functions F1, ..., Ff are homogeneous with re-
spect to the coordinates of
∧d
KN .
Proof. Denote dimKerΨ = N −m by t. Since the statement is obvious for
t < d, assume that t ≥ d. The vectors v1 =
∑N
j=1 a1jej , ..., vt =
∑N
j=1 atjej
belong to KerΨ if and only if
(6)
N∑
j=1
aijΨj = 0 in K
m for every 1 ≤ i ≤ t.
Note that
vi1 ∧ ... ∧ vid =
∑
1≤j1<...<jd≤N
det

ai1,j1 ... aid,j1... ... ...
ai1,jd ... aid,jd

 ej1 ∧ ... ∧ ejd .
Therefore, w ∈
∧d
KN belongs to
∧dKerΨ if and only if there exist (aij) ∈
Mt,N satisfying (6) and there exist bi1...id ∈ K for all 1 ≤ i1 < ... < id ≤ t
such that
(7) w =
∑
1≤j1<...<jd≤N
1≤i1<...<id≤t
bii...iddet

ai1,j1 ... aid,j1... ... ...
ai1,jd ... aid,jd

 ej1 ∧ ... ∧ ejd .
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Since (6), (7) are homogeneous equations with respect to (aij) and
(bi1...id)1≤i1<...<id≤t, by [CLO, Ch. 8§5 Thm 8] there exist polynomial func-
tions H1, ...Hh on
∧d
KN ×MN,m(K) such that for any Ψ1, ...,ΨN ∈ K
m the
equations
Hi(·,Ψ1, ...,ΨN ) = 0 for 1 ≤ i ≤ h
describe the set
∧dKerΨ. For each i let Hij be the sum of monomials
of Hi of total degree j with respect to the coordinates of
∧d
KN , Hi =∑
jHij. Since α ∈
∧dKerΨ if and only if cα ∈ ∧dKerΨ, for any c ∈ K∗,
Hij(α,Ψ1, ...,ΨN ) = 0 for any Ψ1, ...,ΨN ∈ K
m and α ∈
∧dKerΨ, for Ψ =∑
Ψie
i. Hence the polynomials Hij satisfy the conditions of the lemma. 
We continue the proof of Theorem 22. As before, let
∧s
Kn = KN and con-
sider the embedding P : Gd(K
N ) →֒ P(
∧d
KN ). Let G1, ..., Gg :
∧d
KN → K
be homogeneous polynomials describing P (Xk,r,s,n) ⊂ P(
∧d
KN ). By (5)
nullk(Ψ) ≥ r if and only if the polynomials Gi(·) and Fi(·,Ψ1, ...,ΨN ) (de-
fined in Lemma 24) have a common solution in
∧d
KN different from 0. By
[CLO, Ch. 8§5 Thm 8], the set of (Ψ1, ...,ΨN ) for which such a solution
exists is an algebraic set in MN,m(K). An argument analogous to that given
at the end of proof of previous lemma shows that this set can be described
by homogeneous polynomials. This completes the proof of Theorem 22.
Corollary 25. If K is an algebraically closed field then for any s, k, r, n,m,
there is an algorithm (using Gro¨bner bases) for calculating nullk(Ψ) for
Ψ :
∧s
Kn → Km.
Any Ψ :
∧s
Kn → Km yields øΨ :
∧s øKn → øKm with nullk(øΨ) ≥
nullk(Ψ) for any k.
For any field K the process of eliminating variables of polynomials over K
produces polynomials over the same field K. Therefore, the proof of Theorem
22 implies a more general statement:
Corollary 26. For an arbitrary field K and for any s, k, r, n,m, the set of
forms Ψ :
∧s
Kn → Km with nullk(Ψ) ≥ r is a closed algebraic subset of
(
∧s
Kn)∗ ⊗Km defined by homogeneous polynomials with coefficients in K.
Theorem 27. For any algebraically closed field K and for any n there exists
Ψ :
∧3
Kn → K with null2(Ψ) ≤ 2.
Proof. Since for n ≤ 3 the statement is obvious, assume that n ≥ 4. If there
exists a hyperplane W ⊂
∧3
Kn such that Gd(W ) ∩Xk,r,s,n = ∅ for k = 2,
r = s = 3, then by (5), the projection map Ψ :
∧3
Kn →
∧3
Kn/W = K
will be a skew-symmetric 3-form on Kn with null2(Ψ) ≤ 2. We are going to
prove that such W exists.
Let W0 be any hyperplane in
∧3
Kn. Since the Grassmannian of d dimen-
sional planes in KN has dimension dN − d2 and dimX ≤ dimG3(K
n), we
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have
dimGd(W0) + dimX ≤ d(
(
n
3
)
− 1)− d2 + 3n− 9
and
dimGd(
∧3
Kn) = d
(
n
3
)
− d2.
By Lemma 23, d = 3n− 8 and, therefore,
dimGd(W0) + dimX < dimGd(
∧3
Kn).
SinceGd(
∧3
Kn) is a homogeneousGL(
∧3
Kn)-space, there exists g ∈ GL(
∧3
Kn)
such thatX and gGd(W0) are transversal ie., X∩gGd(W0) = ∅, compare [Ha,
Thm III.10.8]. (Note that since Gd(W0) is smooth, Hartshorne’s assump-
tion that K has characteristic 0 is not necessary here). Since gGd(W0) =
Gd(gW0), the hyperplane W = gW0 satisfies the required condition. 
Note that we proved more:
Corollary 28. If K is algebraically closed and s, k, r, n,m are such that
r · n − r2 < d · m, where d is as in Lemma 23, then there exists a form
Ψ :
∧s
Kn → Km with nullk(Ψ) < r.
6. Proof of Theorem 2
(1) By Corollary 26, X = {Ψ : null2(øΨ) > 2} is a closed algebraic subset
of (
∧3
Qn)∗. By Theorem 27, U = (
∧3
Qn)∗ \X is a nonempty, and hence
dense, open subset of (
∧3
Qn)∗. Since c(M) ≤ null2(ΨM ) ≤ null2(øΨM ),
the set of forms ΨM for 3-manifolds M with c(M) ≤ 2 contains U.
(2) follows from (1).
The proof (3) is analogous to the proof of Proposition 17: Fix n ≥ 9 and
assume that the 3-manifolds M with b1(M) = n and c(M) ≤ 2 repre-
sent only finitely many different rational cohomology rings corresponding to
Ψ1, ...,Ψk :
∧3
Qn → Q. Let Y = ø∪iGLn(C)Ψi ⊂ (
∧3
Cn)∗. Since the set X
(defined above) and the set Y are closed and strictly contained in (
∧3
Cn)∗,
by Lemma 18(2) there exists Ψ :
∧3
Qn → Q such that Ψ 6∈ X ∪ Y. A
contradiction.
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