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Abstract
We study the stability problem for a non-relativistic quantum system in dimension three com-
posed by N ≥ 2 identical fermions, with unit mass, interacting with a different particle, with
mass m, via a zero-range interaction of strength α ∈ R. We construct the corresponding renor-
malised quadratic (or energy) form Fα and the so-called Skornyakov-Ter-Martirosyan symmetric
extension Hα, which is the natural candidate as Hamiltonian of the system. We find a value of
the mass m∗(N) such that for m > m∗(N) the form Fα is closed and bounded from below. As
a consequence, Fα defines a unique self-adjoint and bounded from below extension of Hα and
therefore the system is stable. On the other hand, we also show that the form Fα is unbounded
from below for m < m∗(2). In analogy with the well-known bosonic case, this suggests that the
system is unstable for m < m∗(2) and the so-called Thomas effect occurs.
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1 Introduction
The dynamics of a quantum system composed by N particles in Rd, d = 1, 2, 3, interacting via a
zero-range, two-body interaction is described by the formal Hamiltonian
H = −
N∑
i=1
1
2mi
∆xi +
N∑
i,j=1
i<j
µij δ(xi − xj), (1.1)
where xi ∈ Rd, i = 1, . . . , N , is the coordinate of the i-th particle, mi is the corresponding mass, ∆xi
is the Laplacian relative to xi, and µij ∈ R is the strength of the interaction between particles i and
j. To simplify the notation we set ~ = 1. Formal Hamiltonians of the type (1.1) are widely used in
physical applications. In particular they are relevant in the study of ultra-cold quantum gases, both
in the bosonic and in the fermionic case, in the so-called unitary limit, i.e., for infinite two-body
scattering length (see [BH],[CW1],[CW2],[CMP] and references therein).
The first step towards a rigorous approach to the analysis of the model is to give the mathematical
definition of such a Hamiltonian as a self-adjoint operator on the appropriate L2-space. One first
notices that the interaction term in (1.1) is effective only on the hyperplanes ∪i<j{xi = xj}. This
suggests to consider the operator H˙0 defined as the free Hamiltonian restricted to a domain of smooth
functions vanishing in the neighbourhood of each hyperplane {xi = xj}. It is easily seen that H˙0
is symmetric but not self-adjoint and a trivial self-adjoint extension is the free Hamiltonian on its
natural domain. Then, by definition, any non trivial self-adjoint extension of the operator H˙0 is a
Hamiltonian for a system of N quantum particles in Rd with a two-body, zero-range interaction.
The second and more relevant problem is the concrete construction of such self-adjoint exten-
sions. It turns out that each extension is characterized by a specific generalized boundary condition
satisfied by the wave function at the hyperplanes. The two most frequently used techniques for
the construction are Krein’s theory of self-adjoint extensions and the approximation by regularized
Hamiltonians, in the sense of the limit of the resolvent or of the quadratic form. The difficulty of
the analysis depends on the dimension d. For d = 1 the problem is greatly simplified by the fact
that the interaction term is a small perturbation of the free Hamiltonian in the sense of quadratic
forms. For d = 2 a natural class of Hamiltonians with local zero-range interactions was constructed
in [DFT] exploiting renormalised quadratic forms and it was also shown that such Hamiltonians are
all bounded from below. For d = 3 the problem is more delicate. In order to illustrate the main point,
let us consider the special case n = 2 where, in the center of mass reference frame, one is reduced
to study a one-body problem in the relative coordinate x with a fixed δ-interaction placed at the
origin. In this case the problem is completely understood (see, e.g., [AGH-KH]) and the entire class
of Hamiltonians can be explicitly constructed. It turns out that the domain of each Hamiltonian
consists of functions ψ ∈ L2(R3) ∩H2(R3 \ {0}) which exhibit the following singular behaviour for
|x| → 0
ψ(x) =
q
|x| + r + o(1) , with r = α q , (1.2)
where q ∈ C and α ∈ R is a parameter proportional to the inverse of the scattering length. We un-
derline that the relation r = αq in (1.2) should be understood as the generalized boundary condition
satisfied at the origin by all the elements of the domain. In the general case N > 2 the characteri-
zation of all possible self-adjoint extensions of H˙0 is more involved. However, a class of extensions
based on the analogy with the case N = 2 can be explicitly constructed. More precisely, one con-
siders the so-called Skornyakov-Ter-Martirosyan (STM) extension of H˙0 which, roughly speaking, is
a symmetric operator acting on functions ψ ∈ L2(R3N ) ∩ H2(R3N \ ∪i<j{xi = xj}) satisfying the
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following condition for |xi − xj| → 0:
ψ(x1, . . . ,xn) =
qij
|xi − xj | + rij + o(1) , with rij = αijqij , (1.3)
where qij is a suitable function defined on the hyperplane {xi = xj} and {αij} is a collection
of real parameters labelling the extension. Noticeably, the boundary condition (1.3) defining the
STM extension of H˙0 is a natural generalization to the case N > 2 of the condition (1.2) that
characterizes the two-body case. Unfortunately, unlike (1.2), (1.3) does not necessarily define a self-
adjoint operator. Indeed, for a system of three identical bosons it was shown in [FM] that the STM
extension is not self-adjoint and all its self-adjoint extensions are unbounded from below owing to
the presence of an infinite sequence of energy levels Ek going to −∞ for k → ∞. In [MM] this
result was generalized to the case of three distinguishable particles with different masses. This kind
of instability is known in the literature as the Thomas effect. It should be stressed that the Thomas
effect is strongly related to the well-known Efimov effect (see, e.g., [BH], [ADFGL], [AH-KW]) even
if, to our knowledge, a rigorous mathematical investigation of this connection is still lacking. We also
mention that if, instead of (1.3), one introduces a “non-local” boundary condition on the hyperplanes
then it is possible to construct a positive Hamiltonian and to study its stability properties for N
large (see, e.g., [FS]). In this paper we do not consider this kind of Hamiltonians.
It is reasonable to expect that the Thomas effect does not occur if the Hilbert space of states
is suitably restricted, e.g., introducing symmetry constraints on the wave function. A remarkably
important constraint is antisymmetry. In fact, a wave function that is antisymmetric under exchange
of coordinates of two particles necessarily vanishes at the coincidence points of such two particles,
thus making their mutual zero-range interaction ineffective. Analogously, in a mixture of fermions
of different species subject to pairwise zero-range interaction, fermions of the same species cannot
“feel” mutual zero-range interaction and therefore the interaction term in the Hamiltonian is less
singular.
In this paper we consider the simplified model consisting of N identical fermions, with unit mass,
and a different particle with mass m, interacting with the fermions through a zero-range potential.
For such a model only partial results are available and it is remarkable that they strongly depend on
the parameters N and m.
Concerning the physical literature, we mention that for N = 2 it is known (see, e.g., [BH]
and references therein) that for m < 0.0735 = (13.607)−1 the Thomas effect is present while for
m > 0.0735 the STM extensions are expected to be bounded from below. More recently (see [CMP]),
it was shown by means of analytical and numerical arguments that in the case N = 3 the Thomas
effect occurs form < 0.0747 = (13.384)−1 . This, in particular, indicates that for 0.0735 < m < 0.0747
there is a sequence of genuine four-body bound states with energy going to −∞.
From the rigorous point of view, the case N = 2 was investigated first in [M1] and [MS], where
it was proved that the STM extension is self-adjoint if m = 1. In [S], the existence of a critical
mass m∗(2) ≃ 0.0735 was shown such that for m < m∗(2) any STM extension – more precisely
its restriction to the subspace of angular momentum l = 1 – is not self-adjoint and its self-adjoint
extensions are unbounded from below. Therefore, the system is unstable and the Thomas effect
occurs. This result was extended in [FT], where it was shown that the quadratic form associated
with the STM extension, restricted to the subspace of angular momentum l, is unbounded from
below if an explicit condition on m and l is satisfied. Finally, in the case N ≤ 4 and m sufficiently
large it was shown in [M3] that the STM extension is self-adjoint.
In the present work we study the problem for generic N and m and following the line of [DFT]
we construct a renormalised quadratic form Fα, α ∈ R, which is naturally associated with the STM
symmetric extension Hα. Here α is the value that all the parameters αij labelling the STM extension
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must be equal to as a consequence of the fermionic symmetry. Note that in the bosonic case the
quadratic form would differ in a sign in front the non-diagonal term (see the remark after (2.15)).
The first question we address is a non-trivial sufficient condition for the stability of the model.
As a first main result (Theorem 2.2) we prove that for any N there is a value of the mass m∗(N) > 0
such that Fα is closed and bounded from below if m > m∗(N). This implies that Fα is the quadratic
form of a unique self-adjoint extension of the STM operator Hα, and this extension is bounded from
below. It therefore describes a stable system, where the Thomas effect does not occur.
Such a critical mass was first conjectured in [M2] and is precisely the unique root of an explicit
equation (see (2.16) and (2.18) in Section 2). It turns out that m∗(N) is increasing with N and
that the condition m > m∗(N) guarantees the stability also in the limit of infinitely many fermions,
provided that the mass of the extra particle scales as m ∝ N .
The second question we address is a sufficient condition for the instability of the model. This can
be seen by plugging suitable trial functions into Fα. An attempt in this direction is in [DFT, Section
7], but with trial functions that do not satisfy the fermionic symmetry: thus, the result stated there
on the unboundedness from below of the quadratic form for m = 1 and N sufficiently large cannot
be considered valid. Our second main result (Theorem 2.3) fills in this gap and we prove that for
any N ≥ 2 the quadratic form Fα is unbounded from below for m < m∗(2). In analogy with the
bosonic case, we expect that in such a case Hα is not self-adjoint and all its self-adjoint extensions
are unbounded from below.
Let us make a few remarks on the above-mentioned results. First, we emphasize that in the case
N = 2 we fully characterize stability: the model is stable for m > m∗(2) and unstable m < m∗(2).
Whereas the latter was already found in [S] by means of the theory of self-adjoint extensions, the
former is proved here for the first time.
Second, if N > 2 we expect the condition m > m∗(N) to be far from optimal for stability. This is
due to the crucial role played by the restriction to antisymmetric wave functions (see the discussion
in Section 4) so that the system might be stable also if our condition is violated.
Third, the fact that the (N+1)-particle system is unstable at least when m is below the same
threshold m∗(2) for the instability of the (2+1)-particle system has a rather natural interpretation:
the instability of a subsystem made of two fermions plus the different particle is responsible for the
instability of the whole system.
We want to mention that in the final stage of the preparation of this work we became aware of a
recent paper [M4] where the case of two fermions plus a different particle is studied using the theory
of self-adjoint extensions. We believe that a comparison with our methods and results would be of
great interest for the further developments of the subject.
The paper is organized as follows. In Section 2 we introduce the renormalised quadratic form Fα
and the STM extension Hα and we formulate our main results. In Section 3 we give the proof of
Theorem 2.2. In Section 4 we give the proof of Theorem 2.3. In the Appendix we briefly outline the
formal renormalisation procedure to derive Fα.
For the convenience of the reader, we collect here some useful notation that will be used through-
out the paper. We use the notation L2f (R
d) (resp. H1f (R
d), H
−1/2
f (R
d), etc.) for the space containing
totally antisymmetric functions belonging to L2(Rd) (resp. H1(Rd), H−1/2(Rd), etc.). We often use
the short-hand notation ‖ · ‖L2 , ‖ · ‖L2f , etc. for the associated norms ‖ · ‖L2(Rd), ‖ · ‖L2f (Rd), etc.
For a vector x ∈ R3 we set x = |x|. Moreover we define K := (k2, . . . ,kN−1) and, for i = 1, . . . , N ,
K˘i := (k1, . . . ,ki−1,ki+1, . . . ,kN ) .
For any f ∈ L2(Rd) the Fourier transform is defined by fˆ(k) = (2π)−d/2 ∫
Rd
dx e−ik·xf(x) .
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The functions Gλ, Gλ, Lλ, with λ > 0, and D(K) are defined in (2.7), (2.9), (2.8) and (3.5) respec-
tively.
2 Main results
In this section we introduce the quadratic form Fα, the STM extension Hα and we formulate our
main results.
2.1 The quadratic form Fα
For a three dimensional quantum system composed by N identical fermions, with mass one, plus
a different particles, with mass m, with a two-body zero-range interaction the formal many-body
Hamiltonian is
H˜ := − 1
2m
∆x0 −
1
2
N∑
i=1
∆xi + µ
N∑
i=1
δ(x0 − xi) , (2.1)
where xi ∈ R3, i = 0, . . . , N , and µ ∈ R. Introducing the centre of mass and relative coordinates X :=
1
m+N
(
mx0 +
N∑
i=1
xi
)
,
yi := x0 − xi, for i = 1, . . . N ,
(2.2)
one obtains
H˜ = Hcm +
m+1
2m H (2.3)
here Hcm := −[2(m+N)]−1∆X and
H := −
N∑
i=1
∆yi −
2
m+ 1
∑
i<j
∇yi · ∇yj + µ
N∑
i=1
δ(yi) , (2.4)
∇yi denoting the gradient with respect to yi. We also introduce the free Hamiltonian
D(H0) := H
2
f (R
3N ), H0 := −
N∑
i=1
∆yi −
2
m+ 1
∑
i<j
∇yi · ∇yj , (2.5)
and its restriction to functions vanishing in a neighbourhood of the hyperplanes {yi = 0}
D(H˙0) :=
{
ψ ∈ H2f (R3N )
∣∣∣∣∫
R3
dki ψˆ(k1, . . . ,kN ) = 0 , i = 1, . . . , N
}
, H˙0 := H0
∣∣
D(H˙0)
. (2.6)
In order to give a rigorous meaning to the formal expression (2.4) as a self-adjoint operator in
L2f (R
3N ), one can use Krein’s theory to construct self-adjoint extensions of the operator (2.6) (see
[M3]). Here, instead, we follow a different approach and we investigate the quadratic form associated
with the expectation value 〈ψ|H |ψ〉. However, because of the singularity of the “potential” δ(yi)
the quadratic form has to be defined via a renormalisation procedure in the Fourier space. The idea
of the construction is given in the Appendix (see also [DFT],[FT]) and here we only give the final
result.
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Let us denote for any λ > 0
Gλ(k1, . . . ,kN ) :=
[ N∑
i=1
k2i +
2
m+ 1
∑
i<j
ki · kj + λ
]−1
, (2.7)
Lλ(k1, . . . ,kN−1) := 2π2
(
m(m+ 2)
(m+ 1)2
N−1∑
i=1
k2i +
2m
(m+ 1)2
∑
i<j
ki · kj + λ
)1/2
, (2.8)
and, for any “charge” ξ ∈ H−1/2f (R3N−3), let us denote the “potential” produced by ξ in the Fourier
space by (
Ĝλξ
)
(k1, . . . ,kN ) :=
N∑
i=1
(−1)i+1Gλ(k1, . . . ,kN ) ξˆ(K˘i) , (2.9)
where K˘i := (k1, . . . ,ki−1,ki+1, . . . ,kN ). Then the quadratic form Fα in the Hilbert space L2f (R3N )
is defined as follows
D(Fα) :=
{
ψ ∈ L2f (R3N )
∣∣∣ ∃ξ ∈ D(Φλα) s.t. φλ := ψ − Gλξ ∈ H1f (R3N )} , (2.10)
Fα[ψ] := F0[φλ] + λ‖φλ‖2L2(R3N ) − λ ‖ψ‖2L2(R3N ) +NΦλα [ξ] , (2.11)
where λ > 0, F0[φ] := 〈φ|H0 |φ〉 and Φλα is the following form on the charge ξ
D(Φλα) := H
1/2
f (R
3N−3) , (2.12)
Φλα[ξ] := Φ
diag
α,λ [ξ] + Φ
off
λ [ξ] , (2.13)
Φdiagα,λ [ξ] :=
∫
R3N−3
dk1 · · · dkN−1
∣∣ξˆ(k1, . . . ,kN−1)∣∣2 [α+ Lλ(k1, . . . ,kN−1)] , (2.14)
Φoffλ [ξ] := (N − 1)
∫
R3N
dsdtdk2 · · · dkN−1 ξˆ∗(s,k2, . . . ,kN−1)ξˆ(t,k2, . . . ,kN−1)·
Gλ(s, t,k2, . . . ,kN−1). (2.15)
We notice that for ξ ∈ D(Φλα) we have Gλξ ∈ L2f (R3N ) and Gλξ /∈ H1f (R3N ). Therefore the decompo-
sition in (2.10) is meaningful. Moreover, as we shall see in Section 3, the form Φλα is well-defined on
D(Φλα).
It is worth mentioning that the fermionic constraint implies not only that the wave function is
totally antisymmetric but also that the form on the charges (2.13) differs from the bosonic case by a
sign in front of the off-diagonal part (2.15). This fact results in a weaker effective interaction among
the fermions and the stability problem is qualitatively different.
In order to formulate our main results on the form Fα we first introduce our definition of stability
parameter. Let us consider the following function
Λ(m,N) := 2π−1(N − 1)(m + 1)2
[
1√
m(m+ 2)
− arcsin
(
1
m+ 1
)]
. (2.16)
It is easy to check that, for N fixed, the function Λ(m,N) is decreasing in m and
lim
m→0
Λ(m,N) =∞, lim
m→∞Λ(m,N) = 0 . (2.17)
Then we have
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Definition 2.1 (Stability parameter m∗(N)).
For N fixed, we define m∗(N) as the unique solution to the equation
Λ(m,N) = 1 . (2.18)
If we define θ := arctan
√
1 + 2m , where θ ∈ (π4 , π2 ), a direct computation shows that equation (2.18)
can be equivalently written as
cot 2θ + 2θ − π
2
(
1− 1
N − 1 cos
2 2θ
)
= 0 . (2.19)
We remark that (2.19) reduces for N = 2 to the equation found for the critical mass in [PC, p.
12871, note 10]. We also notice that m∗(N) is positive and increasing with N . In particular, the
condition Λ(m,N) < 1 is equivalent to m > m∗(N). This condition is crucial to guarantee closure
and boundedness from below of the form Fα.
Theorem 2.2 (Stability for m > m∗(N)).
Let N ≥ 2 and m > m∗(N). Then the quadratic form Fα is closed and bounded from below. In
particular, it is positive for α ≥ 0 and
Fα[ψ] ≥ − α
2
4π4
(
1−Λ(m,N)) ‖ψ‖2L2 , ψ ∈ D(Fα) , (2.20)
for α < 0.
The proof will be given in Section 3.
Concerning the instability problem, our result is the following.
Theorem 2.3 (Instability for m < m∗(2)).
Let N ≥ 2 and m < m∗(2). Then the quadratic form Fα is unbounded from below for any α ∈ R.
This theorem generalizes the result obtained for N = 2 in [FT] and it is proved in Section 4. In the
case N = 2, Theorems 2.2 and 2.3 show that the system is stable for m > m∗(2) and unstable for
m < m∗(2), therefore our analysis is complete. When N > 2 the problem remains open: no rigorous
result is available for m∗(2) < m < m∗(N).
2.2 The STM extension Hα
Here we recall the standard definition of the STM extension Hα and its connection with the quadratic
form Fα. Moreover, as a direct consequence of Theorem 2.2, we prove our main result on Hα.
As we mentioned in the introduction, Hα is a distinguished symmetric extension of the operator
(2.6). For the details of the construction we refer to [M3] and here we only give the definition
D(Hα) :=
{
ψ ∈ L2f (R3N )
∣∣∣∣ ∃ ξ ∈ H3/2f (R3N−3) s.t. φλ := ψ − Gλξ ∈ H2f (R3N ),∫
R3
dki φˆλ(k1, . . . ,kN ) = (Aλα,iξˆ)(K˘i), i = 1, . . . , N
}
, (2.21)
(Hα + λ)ψ = (H0 + λ)φλ , (2.22)
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where λ > 0 and
(Aλα,iξˆ)(K˘i) := (−1)i+1
[
α+ Lλ(K˘i)
]
ξˆ(K˘i)−
N∑
j=1,j 6=i
(−1)j+1
∫
R3
dki Gλ(k1, . . . ,kN ) ξˆ(K˘j) . (2.23)
The last equality in (2.21) should be understood as the boundary condition satisfied by any ψ ∈
D(Hα). In fact, by a straightforward computation, one verifies that such equality implies the follow-
ing asymptotic condition for R→∞∫
ki<R
dki ψˆ(k1, . . . ,kN ) = 4πR (−1)i+1ξˆ(K˘i) + α (−1)i+1ξˆ(K˘i) + o(1) (2.24)
and this is exactly the standard boundary condition, formulated in the Fourier space, characterizing
the STM extension (see [M3]).
The next step is to establish the connection with the form Fα. For any ψ ∈ D(Hα) one has
〈ψ|Hα + λ |ψ〉 = 〈ψ|H0 + λ |φλ〉 = 〈φλ|H0 + λ |φλ〉+ 〈Gλξ|H0 + λ |φλ〉
= 〈φλ|H0 + λ |φλ〉+
N∑
i=1
(−1)i+1
∫
R3N−3
dK˘i ξˆ
∗(K˘i)
∫
R3
dki φˆλ(k1, . . . ,kN )
= 〈φλ|H0 + λ |φλ〉+
N∑
i=1
(−1)i+1
∫
R3N−3
dK˘i ξˆ
∗(K˘i)(Aλα,iξˆ)(K˘i) . (2.25)
Exploiting (2.23) and the antisymmetry of ξˆ we have
N∑
i=1
(−1)i+1
∫
R3N−3
dK˘i ξˆ
∗(K˘i)(Aλα,iξˆ)(K˘i)
=
N∑
i=1
∫
R3N−3
dK˘i |ξˆ(K˘i)|2
[
α+Lλ(K˘i)
]− N∑
i,j=1,i 6=j
(−1)i+j
∫
R3N
dk1 · · · dkN ξˆ∗(K˘i)ξˆ(K˘j)Gλ(k1, . . . ,kN )
= NΦdiagα,λ [ξ] +N(N − 1)Φoffλ [ξ] . (2.26)
Therefore we conclude
〈ψ|Hα |ψ〉 = Fα [ψ] , ψ ∈ D(Hα) . (2.27)
From the above relation and Theorems 2.2, 2.3, we obtain the following result.
Theorem 2.4 (Self-adjointness and boundedness from below).
One has the following two possible alternatives:
(i) If N ≥ 2 and m > m∗(N), then Fα defines a unique self-adjoint and bounded from below
extension Hˆα of the operator Hα. In particular, Hˆα is positive for α ≥ 0 and
inf σ(Hˆα) ≥ − α
2
4π4
(
1− Λ(m,N)) , for α < 0. (2.28)
(ii) If N ≥ 2 and m < m∗(2), then, for any α ∈ R, no self-adjoint extension Hˆα of Hα such that
D(Hˆα) ⊂ D(Fα) can be both self-adjoint and bounded from below.
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Proof. The assertion (i) immediately follows from Theorem 2.2 and the variational characterization
of the infimum of the spectrum of a self-adjoint operator.
The converse (ii) can be obtained by exploiting the Birman-Krein-Vishik theory of positive self-
adjoint extensions (see, e.g., [ASi], [P1],[P2]). We omit the details and refer to [FT, Proposition 4.1]
where an analogous results was proven.
We remark that, in the case N ≥ 2 and m < m∗(2), an analogy with the bosonic case suggests that
any self-adjoint extension of Hα is unbounded from below and the Thomas effect occurs, although
such a complete characterization is beyond our purposes. The most natural tool to approach the
analysis of this case is indeed the theory of self-adjoint extensions (see, e.g., [S],[M4]).
We conclude this section with a brief comment relative to the special case N = 2, m > m∗(2). In
particular we want to give the explicit characterization of our Hamiltonian Hˆα in order to make more
transparent a possible comparison of our result with the result in [M4].
In Section 3 we shall prove the estimate (3.52), which in particular implies that the form Φλα, defined
on H1/2(R3), is closed and positive for λ sufficiently large. Therefore it defines a positive, self-adjoint
operator Γλα, D(Γ
λ
α) in L
2(R3) explicitly given by
D(Γλα) =
{
ξ ∈ H1/2(R3)
∣∣∣ Γλαξˆ ∈ L2(R3)} ,(
Γλαξˆ
)
(q)= [α+ Lλ(q)]ξˆ(q) +
∫
R3
dpGλ(p,q)ξˆ(p). (2.29)
Exploiting this fact and following the same line of [DFT, Section5], we obtain
D(Hˆα) =
{
ψ ∈ L2f (R6)
∣∣∣∣ ∃ ξ ∈ D(Γλα) s.t. φλ := ψ − Gλξ ∈ H2f (R6),∫
R3
dp φˆλ(p,q) = (Γ
λ
αξˆ)(q)
}
, (2.30)
(Hˆα + λ)ψ = (H0 + λ)φλ. (2.31)
We notice that the above operator differs from the operator (2.21), (2.22) only in a larger class of
admissible charges ξ, i.e., the domain D(Γλα) strictly contains H
3/2(R3). We also underline that
the boundary condition satisfied on the hyperplanes by an element of (2.30) is the standard STM
boundary condition.
3 Closure and boundedness from below of Fα
The proof of Theorem 2.2 is based on a careful estimate from below and from above of the form Φλα
on the charge ξ. If N > 2 (with an obvious modification in the case N = 2) we rewrite both the
diagonal and the off-diagonal terms of Φλα, defined in (2.14), (2.15), in a more manageable form (see
[M3]), by introducing the change of coordinates
s −→ σ := s+ 1
m+ 2
N−1∑
i=2
ki, t −→ τ := t+ 1
m+ 2
N−1∑
i=2
ki.
Then
Φdiagα,λ [ξ] = α ‖ξ‖2L2(R3N−3) + 2π2
∫
R3N−3
dσdK
∣∣ξ˜(σ,K)∣∣2√m(m+2)
(m+1)2
σ2 +D(K) + λ , (3.1)
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Φoffλ [ξ] = (N − 1)
∫
R3N
dσdτdK ξ˜∗(σ,K) ξ˜(τ ,K)
(
σ2 + τ2 + 2m+1σ · τ +D(K) + λ
)−1
, (3.2)
where
K := k2, . . . ,kN−1 , (3.3)
ξ˜ (σ,K) := ξˆ
(
σ − 1
m+ 2
N−1∑
i=2
ki,k2, . . . ,kN−1
)
, (3.4)
D(K) :=
m
(m+ 1)(m+ 2)
(
(m+ 3)
N−1∑
i=2
k2i + 2
∑
i<j
ki · kj
)
. (3.5)
Notice that D(K) satisfies the bound (see (3.49) in the following)
m
m+ 1
N−1∑
i=2
k2i ≤ D(K) ≤
m(m+N + 1)
(m+ 1)(m+ 2)
N−1∑
i=2
k2i . (3.6)
Last, setting
σ :=
√
D(K) + λ p, τ :=
√
D(K) + λ q , (3.7)
and
QK(p) := (D(K) + λ)
3/4 ξ˜
(√
D(K) + λ p,K
)
, (3.8)
we obtain
Φλ0 [ξ] = Φ
λ
α[ξ]− α‖ξ‖2L2(R3N−3) =
∫
R3N−6
dK
√
D(K)+λ F1[QK] , (3.9)
where for any ζ ≥ 0 we introduced the quadratic form in L2(R3)
D(Fζ) :=D(F1)=
{
f ∈L2(R3)
∣∣∣∣∫
R3
dp
√
p2+1 |f(p)|2 <∞
}
, Fζ [f ] := F
diag
ζ [f ] + F
off
ζ [f ] , (3.10)
and
F diagζ [f ] = 2π
2
∫
R3
dp
√
m(m+2)
(m+1)2
p2 + ζ |f(p)|2 , (3.11)
F offζ [f ] = (N − 1)
∫
R6
dpdq
f∗(p)f(q)
p2 + q2 + 2m+1p · q+ ζ
. (3.12)
Using the representation (3.9), (3.10), (3.11), (3.12) we obtain the following estimate for Φλ0 , which
is the crucial ingredient for the proof of Theorem 2.2.
Proposition 3.1 (Upper and lower bounds for Φλ0).
For any ξ ∈ D(Φλα) we have(
1− Λ(m,N)
)
Φdiag0,λ [ξ] ≤ Φλ0 [ξ] ≤
(
1 + Γ(m,N)
)
Φdiag0,λ [ξ] , (3.13)
where
Γ(m,N) :=
(N−1)(m+1)2√
m(m+2)
arcsin
(
1
m+1
)
. (3.14)
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The proof is based on a careful analysis of the form Fζ , ζ ∈ [0, 1], reduced to each subspace with
fixed angular momentum l and it is postponed to the end of this section. First we introduce some
useful notation and we prove some preliminary lemmas.
For any f ∈ L2(R3) we consider the expansion
f(p) =
∞∑
l=0
l∑
m=−l
flm(p)Y
m
l (θp, φp) , (3.15)
where p = (p, θp, φp) in spherical coordinates and Y
m
l denotes the spherical harmonics of order l,m.
We notice that f ∈ D(F1) is equivalent to
∞∑
l=0
l∑
m=−l
∫ ∞
0
dp p2
√
p2 + 1 |flm(p)|2 <∞ . (3.16)
Moreover, we denote by Pl the Legendre polynomial of order l = 0, 1, . . . explicitly given by
Pl(y) =
1
2ll!
dl
dyl
(y2 − 1)l , y ∈ [−1, 1] . (3.17)
In the first lemma we decompose Fζ in each subspace of fixed angular momentum l.
Lemma 3.2 (Decomposition of Fζ).
For f ∈ D(F1) we have
Fζ [f ] =
∞∑
l=0
l∑
m=−l
Gζ,l [flm] =:
∞∑
l=0
l∑
m=−l
(
Gdiagζ [flm] +G
off
ζ,l [flm]
)
, (3.18)
where for g ∈ L2((0,∞), p2
√
p2 + 1 dp)
Gdiagζ [g] := 2π
2
∫ ∞
0
dp p2
√
m(m+ 2)
(m+ 1)2
p2 + ζ |g(p)|2 , (3.19)
Goffζ,l [g] := 2π(N − 1)
∫ ∞
0
dp
∫ ∞
0
dq p2g∗(p) q2g(q)
∫ 1
−1
dy
Pl(y)
p2 + q2 + 2m+1pqy + ζ
. (3.20)
Proof. For a given f ∈ D(F1) we consider the expansion (3.15). From (3.11) we see that F diagζ [f ] =∑∞
l=0
∑l
m=−lG
diag
ζ [flm]. Concerning the off-diagonal term (3.12), we denote by θpq the angle between
the vectors p and q and we consider the following expansion in Legendre polynomials:
1
p2 + q2 + 2m+1pq cos θpq + ζ
=
∞∑
l=0
2l + 1
2
∫ 1
−1
dy
Pl(y)
p2 + q2 + 2m+1pqy + ζ
Pl(cos θpq)
=
∞∑
l=0
2π
∫ 1
−1
dy
Pl(y)
p2 + q2 + 2m+1pqy + ζ
l∑
m=−l
Y m∗l (θp, φp)Y
m
l (θq, φq) . (3.21)
In the last line we used the addition formula for spherical harmonics (see, e.g., [GR, Eq. (8.814)]).
From (3.21) we obtain F offζ [f ] =
∑∞
l=0
∑l
m=−lG
off
ζ,l[flm].
In the next lemma we give a new representation of Goffζ,l which is particularly useful to control
Goffζ,l in terms of G
off
0,l for any ζ > 0.
11
Lemma 3.3 (Estimates for Goffζ,l).
The form Goffζ,l can be written as
Goffζ,l [g] =
∞∑
k=0
Bl,k
∫ ∞
0
dν νke−ζν
∣∣∣∣∫ ∞
0
dp g(p) p2+ke−νp
2
∣∣∣∣2 , (3.22)
where
Bl,k =

2π(N−1)
2ll! k!
(
−2
m+1
)k ∫ 1
−1
dy (1− y2)l d
l
dyl
yk if l ≤ k ,
0 otherwise .
(3.23)
Moreover for any ζ > 0 we have
0 ≤ Goffζ,l [g] ≤ Goff0,l [g] for l even , (3.24)
Goff0,l [g] ≤ Goffζ,l [g] ≤ 0 for l odd . (3.25)
Proof. Using the expansion
1
p2 + q2 + 2m+1pqy + ζ
=
1
p2 + q2 + ζ
∞∑
k=0
( −2
m+1
pqy
p2 + q2 + ζ
)k
(3.26)
and formula (3.17), we obtain
Goffζ,l [g] =
2π(N − 1)
2ll!
∞∑
k=0
( −2
m+ 1
)k∫ ∞
0
dp
∫ ∞
0
dq
p2+kg∗(p)q2+kg(q)
(p2 + q2 + ζ)k+1
∫ 1
−1
dy yk
dl
dyl
(y2 − 1)l . (3.27)
Integrating by parts l times we find
Goffζ,l [g] =
∞∑
k=0
Bl,k k!
∫ ∞
0
dp
∫ ∞
0
dq
p2+kg∗(p)q2+kg(q)
(p2 + q2 + ζ)k+1
. (3.28)
Finally we use the identity
k!
(p2 + q2 + ζ)k+1
=
∫ ∞
0
dν νk e−(p
2+q2+ζ)ν (3.29)
in (3.28) and we obtain (3.22). Let us fix l even. Then the integral in (3.23) is different from zero
only if k is even and this implies that Goffζ,l is positive and the estimate (3.24) holds. Analogously,
when l is odd the integral in (3.23) is different from zero only if k is odd and therefore Goffζ,l is negative
and (3.25) holds.
Now we study the form G0,l = G
diag
0 +G
off
0,l and we show that it can be diagonalized for each l.
Lemma 3.4 (Diagonalization of G0,l).
For any g ∈ L2((0,∞), p2
√
p2 + 1 dp) we have
Gdiag0 [g] = 2π
2
√
m(m+ 2)
m+ 1
∫
R
dk
∣∣g♯(k)∣∣2 , (3.30)
Goff0,l [g] =
∫
R
dk Sl(k)
∣∣g♯(k)∣∣2 , (3.31)
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where
g♯(k) :=
1√
2π
∫
R
dx e−ikx e2x g(ex) (3.32)
and
Sl(k) = 2π
2(N − 1)
∫ 1
−1
dy Pl(y)
sinh
(
k arccos ym+1
)
sin
(
arccos ym+1
)
sinh(πk)
. (3.33)
Proof. The proof of (3.30) is straightforward. To prove (3.31) we first introduce the new integration
variables p = ex1 and q = ex2 , so that the form reads
Goff0,l [g] = 2π(N − 1)
∫
R
dx1dx2 e
3x1g∗(ex1)e3x2g(ex2)
∫ 1
−1
dy
Pl(y)
e2x1 + e2x2 + 2ym+1e
x1+x2
= π(N − 1)
∫
R
dx1dx2 e
2x1g∗(ex1)e2x2g(ex2)
∫ 1
−1
dy
Pl(y)
cosh(x1 − x2) + ym+1
.
(3.34)
The kernel in (3.34) is a convolution kernel and therefore it can be diagonalized by means of the
Fourier transform. Using the explicit Fourier transform of the kernel (see, e.g., [E]) we finally arrive
at (3.31).
Owing to the previous lemma, the problem of finding bounds for the form Goff0,l is reduced to
finding bounds for the function Sl(k). Taking into account the identity arccos z =
π
2 − arcsin z and
the parity of Pl, we represent Sl(k) as
Sl(k) =

−π2(N − 1)
∫ 1
−1
dy Pl(y)
sinh
(
k arcsin ym+1
)
cos
(
arcsin ym+1
)
sinh
(
π
2k
) for l odd,
π2(N − 1)
∫ 1
−1
dy Pl(y)
cosh
(
k arcsin ym+1
)
cos
(
arcsin ym+1
)
cosh
(
π
2k
) for l even .
(3.35)
It is evident from this representation that Sl(k) is for any l ≥ 0 an even C∞-function of k with
limk→∞ Sl(k) = 0. Before discussing upper and lower bound of Sl(k), we shall prove the following
elementary lemma.
Lemma 3.5 (Taylor expansions of S˜ok and S˜
e
k).
For any fixed k ≥ 0 the following functions
S˜ok(y) =
sinh
(
k arcsin ym+1
)
cos
(
arcsin ym+1
) , S˜ek(y) = cosh
(
k arcsin ym+1
)
cos
(
arcsin ym+1
) (3.36)
have a Taylor expansion in the variable y ∈ [−1, 1] with positive coefficients.
Proof. Let P be the set of functions whose Taylor expansion has positive coefficients. First note that
arcsin y, sinh y and cosh y belong to P. The derivative is a linear automorphism of P and therefore
d
dy
arcsin y =
1√
1− y2
=
1
cos arcsin y
∈ P .
Moreover, P is invariant under dilations, multiplications and compositions of functions in P. Thus,
S˜ok and S˜
e
k belong to P.
13
In the next lemma we compute lower and upper bounds for Sl(k).
Lemma 3.6 (Bounds for Sl(k)).
For any k ∈ R we have
0 ≤ Sl(k) ≤ 2π2(N−1)(m+1) arcsin
(
1
m+1
)
for l even (3.37)
−4π(N−1)(m+1)
[
1−
√
m(m+2) arcsin
(
1
m+1
)]
≤ Sl(k) ≤ 0 for l odd . (3.38)
Proof. Let us prove (3.38) first. The upper bound follows from (3.25) and (3.31). As for the lower
bound, by means of (3.36) we write
Sl(k) = −π
2(N − 1)
sinh
(
π
2k
) ∫ +1
−1
dy Pl(y) S˜
o
k(y) . (3.39)
The first step is to prove that Sl(k) is an increasing function of l for any fixed k. From (3.39), using
(3.17) and integrating by parts, we obtain
Sl+2(k) = −π
2(N − 1)
sinh
(
π
2k
) 1
2l+2(l + 2)!
∫ +1
−1
dy
dl+2
dyl+2
(y2 − 1)l+2S˜ok(y)
=
π2(N − 1)
sinh
(
π
2k
) 1
2l+2(l + 2)!
∫ +1
−1
dy
d2
dy2
(y2 − 1)l+2 d
lS˜ok
dyl
(y)
=
π2(N − 1)
sinh
(
π
2k
) 1
2l+2(l + 2)!
∫ +1
−1
dy
[
(l + 2)(l + 1)(y2 − 1)l4y2 + 2(l + 2)(y2 − 1)l+1
] dlS˜ok
dyl
(y)
=
π2(N−1)
sinh
(
π
2k
) 1
2ll!
∫ +1
−1
dy (y2 − 1)l d
lS˜k
dyl
(y) +
π2(N−1)
sinh
(
π
2k
) 1+ 2(l+1)
2l+1(l+1)!
∫ +1
−1
dy (y2 − 1)l+1 d
lS˜ok
dyl
(y)
= Sl(k) +
π2(N−1)
sinh
(
π
2k
) 1+ 2(l+1)
2l+1(l+1)!
∫ +1
−1
dy (y2 − 1)l+1 d
lS˜ok
dyl
(y) . (3.40)
By Lemma 3.5, and taking into account that l+ 1 is even, we deduce that the last integral in (3.40)
is positive and therefore we conclude Sl+2(k) ≥ Sl(k). This means that it is sufficient to find the
minimum of S1(k). From (3.35) we have
S1(k) = −2π2(N − 1)
∫ 1
0
dy
y
cos
(
arcsin ym+1
) sinh
(
k arcsin ym+1
)
sinh
(
π
2k
) . (3.41)
We know that S1(0) < 0 and limk→∞ S1(k) = 0. Moreover, the derivative of S1(k) does not vanish
for k > 0, which follows from the fact that the derivative of the function
sinh ak
sinh bk
, 0 < a < b,
does not vanish for k > 0. Therefore, S1(k) is monotone increasing when k > 0 and attains its
14
minimum at k = 0. Thus,
Sl(k) ≥ S1(k) ≥ S1(0) = −4π(N − 1)
∫ 1
0
dy y
arcsin ym+1
cos
(
arcsin ym+1
)
= −4π(N − 1)(m+ 1)2
∫ arcsin 1
m+1
0
dz z sin z
= −4π(N − 1)(m+ 1)
[
1−
√
m(m+ 2) arcsin
(
1
m+ 1
)]
(3.42)
and (3.38) is proved. The proof of (3.37) is completely analogous. In this case the lower bound
follows from (3.24) and (3.31). Using the representation
Sl(k) =
π2(N − 1)
sinh
(
π
2k
) ∫ 1
−1
dy Pl(y) S˜
e
k(y) (3.43)
obtained from (3.36), one sees that Sl+2(k) 6 Sl(k) and therefore it is enough to consider S0(k).
Since
S0(0) = π
2(N−1)
∫ 1
−1
dy
1
cos
(
arcsin ym+1
) = 2π2(N−1)(m+1) arcsin( 1
m+1
)
> 0 , (3.44)
limk→∞ S0(k) = 0, and the derivative of S0(k) does not vanish for k > 0, we deduce that S0(0) is
the maximum of S0(k).
Using the results of the previous lemmas we can finally prove Proposition 3.1.
Proof of Proposition 3.1. We prove first the estimate from below in (3.13). From Lemmas 3.2, 3.3,
3.4, 3.6 we have
F off1 [f ] =
∑
l,m
l even
Goff1,l [flm] +
∑
l,m
l odd
Goff1,l [flm] ≥
∑
l,m
l odd
Goff0,l [flm] =
∑
l,m
l odd
∫
R
dk Sl(k)
∣∣f ♯lm(k)∣∣2
≥ −4π(N−1)(m+1)
[
1−
√
m(m+ 2) arcsin
(
1
m+ 1
)] ∑
l,m
∫
R
dk
∣∣f ♯lm(k)∣∣2
= −Λ(m,N) 2π
2
√
m(m+ 2)
m+ 1
∑
l,m
∫
R
dk
∣∣f ♯lm(k)∣∣2
(3.45)
where Λ(m,N) is defined in (2.16). Then, by (3.30),
F off1 [f ] ≥ −Λ(m,N)
∑
l,m
Gdiag0 [flm] ≥ −Λ(m,N)
∑
l,m
Gdiag1 [flm] = −Λ(m,N)F diag1 [f ] . (3.46)
From the representation (3.9) and from (3.46) we have
Φλ0 [ξ] ≥
(
1− Λ(m,N)) ∫
R3N−6
dK
√
D(K) + λF diag1 [QK] =
(
1− Λ(m,N))Φdiag0,λ [ξ] (3.47)
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and the lower bound is proved. An analogous proof yields the upper bound in (3.13). We have
F off1 [f ] ≤ 2π2(N−1)(m+1) arcsin
(
1
m+1
)∑
l,m
∫
dk |f ♯lm(k)|2
=
(N−1)(m+1)2√
m(m+2)
arcsin
(
1
m+1
)∑
l,m
Gdiag0 [flm]
≤ (N−1)(m+1)
2√
m(m+2)
arcsin
(
1
m+1
)∑
l,m
Gdiag1 [flm]
=
(N−1)(m+1)2√
m(m+2)
arcsin
(
1
m+1
)
F diag1 [f ]
(3.48)
which, together with (3.9), yields the upper bound for Φλ0 .
Let us briefly comment on the result of Proposition 3.1. By means of the elementary estimate
− 1
2
N−1∑
i=1
k2i ≤
∑
i<j
ki · kj ≤ N − 2
2
N−1∑
i=1
k2i , (3.49)
we find
Φλα[ξ] = α‖ξ‖2L2 +Φλ0 [ξ] ≤ α‖ξ‖L2 +
(
1 + Γ(m,N)
)
Φdiag0,λ [ξ]
≤
∫
R3N−3
dk1 · · · dkN−1
∣∣ξˆ(k1, . . . ,kN−1)∣∣2[α+2π2(1+Γ(m,N))(m(m+N)
(m+ 1)2
N−1∑
i=1
k2i + λ
)1/2]
(3.50)
and
Φλα[ξ] ≥
∫
R3N−3
dk1 · · · dkN−1
∣∣ξˆ(k1, . . . ,kN−1)∣∣2[α+2π2(1−Λ(m,N))( m
m+1
N−1∑
i=1
k2i +λ
)1/2]
. (3.51)
From (3.50), (3.51), choosing λ sufficiently large if α < 0, we conclude
c
(
1− Λ(m,N)
)
‖ξ‖
H
1/2
f
≤ Φλα[ξ] ≤ C ‖ξ‖H1/2f , (3.52)
where c, C are two positive constants. Estimate (3.52) implies that Φλα[ξ] is finite for any ξ ∈ D(Φλα)
and therefore our definition of the quadratic forms (2.11) and (2.13) is well-posed. On the other hand,
if in addition we assume Λ(m,N) < 1, from (3.52) we conclude that Φλα defines a norm equivalent
to the H1/2-norm. This is the crucial ingredient for the proof of Theorem 2.2.
Proof of Theorem 2.2. From (2.11) and (3.51) we have
Fα[ψ] ≥ −λ‖ψ‖2L2f +NΦ
λ
α[ξ] ≥ −λ‖ψ‖2L2f
+N
∫
R3N−3
dk1 · · · dkN−1
∣∣ξˆ(k1, . . . ,kN−1)∣∣2[α+ 2π2(1− Λ(m,N))( m
m+1
N−1∑
i=1
k2i + λ
)1/2]
(3.53)
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for any ψ ∈ D(Fα) and λ > 0. Therefore, if α ≥ 0 the form Fα is positive and if α < 0 the lower
bound (2.20) holds. Let us now prove that Fα is closed. We choose
λ >
0 if α ≥ 0,α2
4π4
(
1−Λ(m,N)
) if α < 0 , (3.54)
and consider the form Fλα [ψ] := Fα[ψ]+λ‖ψ‖2L2f defined on D(Fα). Let {ψn} be a sequence in D(Fα)
such that
lim
n→∞ ‖ψn − ψ‖L2f = 0 , limn,m→∞F
λ
α [ψn − ψm] = 0 , (3.55)
where ψ ∈ L2f (R3N ). From the definition of D(Fα) and Fλα (see (2.11), (2.10)) we have ψn = φλn+Gλξn,
with φλn ∈ H1f (R3N ), ξn ∈ H1/2f (R3N−3), and
Fλα [ψn − ψm] = F0[φλn − φλm] +NΦλα[ξn − ξm] . (3.56)
This, together with (3.52), implies that {φλn} is a Cauchy sequence in H1f (R3N ) and {ξn} is a Cauchy
sequence in H
1/2
f (R
3N−3). Let us denote by φλ and ξ the corresponding limits. From the explicit
expression of the potential (2.9) we notice that
‖Gλξ‖L2f ≤ c ‖ξ‖L2f , (3.57)
where c > 0. Hence,
lim
n→∞ ‖ψn − (φ
λ + Gλξ)‖L2f = limn→∞ ‖(φ
λ
n − φλ) + Gλ(ξn − ξ)‖L2f = 0 . (3.58)
Since the limit of the ψn’s is unique, ψ = φ
λ+Gλξ. Therefore ψ ∈ D(Fα) and limn→∞Fλα [ψ−ψn] = 0.
This shows that the form Fλα is closed and a fortiori Fα is.
4 Unboundedness from Below of Fα
This section is devoted to the proof of Theorem 2.3. As we shall see, what makes an instability
condition hard to prove is the restriction to antisymmetric wave functions.
In fact, the proof relies on the explicit evaluation of the charge form Φλα on a trial function, i.e.,
a convenient sequence of charges with energy going to −∞. Identifying one such sequence is easy
when N = 2 because Φλα is in practice the same as the reduced form F1 – see (4.3) below – and the
analysis performed in Section 3 suggests that a convenient Qn(p) has to be chosen in the subspace
with angular momentum ℓ = 1 and such that in the position representation it becomes peaked at
the origin as n→∞ (i.e., two identical fermions coming arbitrarily close).
When N > 2, on the other hand, a natural trial function satisfying the antisymmetry constraint
would be the Slater determinant of N one-particle charges, one of which is Qn itself. A convenient
choice is driven by the physical idea of a N -body configuration that contains precisely the (2+1)-
body structure minimizing the energy with N = 2, whereas all remaining particles are placed far
away in space so that there is no or negligible interference with the two-body state. This results in
a N -particle Slater determinant between Qn and N − 1 copy of a different component (see (4.19)
below). The fermionic character of the trial function is thus fulfilled by construction and optimising
the choice of the second component produces only higher order symmetry correlations.
Throughout this section we assume that λ is a positive number such that C1 ≤ λ−1 ≤ C2 for two
finite constants C1, C2 <∞, which in particular will allow us to incorporate error factors proportional
to λ−1 into a constant C.
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Proof of Theorem 2.3. In order to prove instability of the form Fα, it is enough to produce a sequence
of normalised charges ξn ∈ H1/2f (R3(N−1)) such that
lim
n→∞Φ
λ
α[ξn] = −∞, (4.1)
since the sequence of states Gλξn then satisfies
Fα[Gλξn] = −λ ‖Gλξn‖2L2(R3N ) +NΦλα[ξn] −−−−→n→∞ −∞. (4.2)
Case N = 2. The result was already proved in [FT], but we repeat here the argument for we use a
slightly different trial function that turns out to be useful in the general case N > 2. Owing to (3.9),
Φλα[ξ]− α‖ξ‖2L2(R3) =
√
λF1 [Q] (4.3)
where Q(p) = λ3/4ξ(
√
λp) (recall (3.8)). Then we only need to produce Qn ∈ L2(R3) such that
limn→∞ F1[Qn] = −∞. Note that no constraint is imposed on the symmetry properties of Qn. In
fact, according to the discussion of Section 3 (see (3.30), (3.31) and (3.42)), we can take each Qn in
the subspace with angular momentum l = 1 and such that the support of its ♯−transform defined in
(3.32) gets concentrated at the origin. Explicitly, we choose
Qn,γ(k) := n
−3/2Qγ(n−1k)Y 01 (ϑk), (4.4)
Qγ(p) := π
−1/4cγγ1/2p−1 exp
{
− 18γ2
}
exp
{
−12γ2 (log p)2
}
Θ(p− 1), (4.5)
where γ ∈ (0, 1) is a variational parameter, Θ is the Heaviside function, i.e., Θ(p) = 1 if p ≥ 0 and 0
otherwise, and cγ is a normalisation constant. By direct computation,
‖Qn,γ‖2L2 =
∫ ∞
1
dp p2 |Qγ(p)|2 = c
2
γ√
π
∫ ∞
0
dt exp
{
−t2 + tγ − 14γ2
}
= 12c
2
γ
(
1 + erf
{
1
2γ
})
. (4.6)
Imposing Qn,γ to be normalised yields
1 ≤ c2γ = 2
[
1 + erf
{
1
2γ
}]−1
≤ 1 + Cγ exp
{
− 1
4γ2
}
. (4.7)
(see, e.g., [AS, Eq. (7.1.13)]). It is also useful to compute the following integral for a ≥ −1:∫ ∞
0
dp p2+a |Qγ(p)|2 = 1√πγc2γ exp
{
− 1
4γ2
}∫ ∞
0
dt exp
{−γ2t2 + (1 + a)t}
= 12c
2
γ
(
1 + erf
{
1+a
2γ
})
exp
{
1
4γ2
(2a+ a2)
}
≤ (1 +Cγ) exp
{
1
4γ2
(2a+ a2)
}
, (4.8)
where we used
1
2c
2
γ
(
1 + erf
{
1+a
2γ
})
=
1 + erf
{
1+a
2γ
}
1 + erf
{
1
2γ
} ≤ 1 + 2√
π
∫ 1+a
2γ
1
2γ
dt e−t
2 ≤ 1 + Cγ−1 exp
{
− 14γ2
}
≤ 1 +O(γ).
Using the decomposition (3.18), as well as the scaling law of Qn,γ with n, we have
F1[Qn,γ ] = G
diag
1
[
n−3/2Qγ(n−1p)
]
+Goff1,1
[
n−3/2Qγ(n−1p)
]
= n
[
Gdiag
n−2
[Qγ ] +G
off
n−2,1 [Qγ ]
]
. (4.9)
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We estimate the diagonal term in (4.9) as
Gdiag
n−2
[Qγ ] ≤ 2π2
√
m(m+ 2)
m+ 1
(
1 +O(n−1)) ∥∥Q♯γ∥∥2L2
≤ 2π2
√
m(m+ 2)
m+ 1
exp
{
3
4γ2
}[
1 +O(n−1) +O(γ)] , (4.10)
where we used∥∥Q♯γ∥∥2L2 = ∫
R
dk e4k
∣∣Qˆγ(ek)∣∣2 = ∫ ∞
0
dp p3 |Qγ(p)|2 ≤ (1 +Cγ) exp
{
3
4γ2
}
. (4.11)
As for the off-diagonal term in (4.9),
Goffn−2,1 [Qγ ] = G
off
0,1 [Qγ ] +R, (4.12)
where
|R| ≤ C
∫
R3
ds
∫
R3
dt
∣∣∣∣ (s2 + t2 + 2m+1s · t+ n−2)−1 − (s2 + t2 + 2m+1s · t)−1 ∣∣∣∣ |Qγ(s)| |Qγ(t)|
≤ Cn−2
∫
R3
ds
∫
R3
dt
|Qγ(s)| |Qγ(t)|
(s2 + t2)2
≤ Cn−2
∫
R3
ds |Qγ(s)|2
∫ ∞
1
dt t−2 ≤ O(n−2). (4.13)
Moreover,
Goff0,1 [Qγ ] =
∫
R
dk S1(k)
∣∣Q♯γ(k)∣∣2
≤ S1(0)
∥∥Q♯γ∥∥2L2 + ∫
R
dk (S1(k)− S1(0))
∣∣Q♯γ(k)∣∣2
≤ S1(0) exp
{
3
4γ2
}
(1 +O(γ)) + C
∫
R
dk
√
|k|
∣∣Q♯γ(k)∣∣2
= −2π2
√
m(m+ 2)
m+ 1
Λ(m, 2) exp
{
3
4γ2
}
(1 +O(γ)) + C
∫
R
dk
√
|k|
∣∣Q♯γ(k)∣∣2
(4.14)
where we used (3.42) and the elementary estimate S1(k) − S1(0) ≤ C
√|k|. To estimate the last
integral in (4.14) we observe that
Q♯γ(k) = π
−1/4cγγ1/2 exp
{
− 18γ2
} 1√
2π
∫ ∞
0
dx exp
{
−ikx− γ22 x2 + x
}
= π−1/4cγγ−1/2 exp
{
− 1
8γ2
}(
exp
{
− k2
2γ2
− i k
γ2
+ 1
2γ2
}
− 1
2
√
πz
(1 + r(z))
)
,
(4.15)
where
z =
1− ik√
2 γ
, |r(z)| ≤ γ
2
√
1 + k2
. (4.16)
Therefore,∫
R
dk
√
|k||Q♯γ(k)|2 ≤
2 c2γ√
πγ
exp
{
3
4γ2
}∫
R
dk
√
|k| exp
{
− k2
γ2
}
+
4 c2γ γ
π3/2
exp
{
− 1
4γ2
}∫
R
dk
√|k|
1 + k2
≤ C√γ exp
{
3
4γ2
}(
1 +
√
γ exp
{
− 1γ2
})
.
(4.17)
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Using (4.10), (4.12), (4.13), (4.14), (4.17) in (4.9) we finally obtain
F1[Qn,γ ] ≤ 2π2
√
m(m+ 2)
m+ 1
n exp
{
3
4γ2
} [
1− Λ(m, 2) +O(√γ) +O(n−1)] −−−−→
n→∞ −∞, (4.18)
if Λ(m, 2) > 1 and γ is taken small enough (independent of n).
Case N > 2. As mentioned at the beginning of this section, this case is more complicated, for the
trial sequence ξn must be antisymmetric under the exchange of any variable, i.e., ξn ∈ L2f (R3N−3),
and at the same time we want ξˆn(k1, . . . ,kN−1) to behave like Qn,γ(k1) once the other degrees of
freedom are traced out. Looking for ξn matching these two requirements is an example of the well-
known representability problem (see, e.g., [LS]), i.e., the search for sufficient conditions to impose on
a one-particle density matrix so that it can be obtained as the reduced density matrix of a fermionic
many-body state. We remark that the solution is known only in some special cases and is non-trivial.
Our choice here is a trial state that is as close as possible to an uncorrelated state, which is given by
an antisymmetric wave function containing Qn,γ . Explicitly,
ξˆn(k1, . . . ,kN−1) :=
1√
(N − 1)!
∣∣∣∣∣∣∣∣∣
Qn,γ(k1) Ξβ,2(k1) · · · Ξβ,N−1(k1)
Qn,γ(k2) Ξβ,2(k2) · · · Ξβ,N−1(k2)
...
...
...
Qn,γ(kN−1) Ξβ,2(kN−1) · · · Ξβ,N−1(kN−1)
∣∣∣∣∣∣∣∣∣ , (4.19)
where Qn,γ is defined in (4.4), 0 < β ≪ 1 is another variational parameter,
Ξβ,l(k) := (4π)
−1/2β−3/2 Ξ(β−1k) exp {ilϕk} , (4.20)
l ∈ N, Ξ ∈ C∞0 (R+) is real-valued, with support in (0, 1), and such that∫ 1
0
dk k2 Ξ2(k) = 1. (4.21)
Note that, since the two functions Qn,γ and Ξβ,l, l > 0, are orthonormal by construction, the
function (4.19) belongs to L2f (R
3(N−1)) and is normalised. Moreover, the supports of Qγ and Ξ do
not intersect, which implies that the supports of Qn,γ and Ξβ,l are disjoint as well, provided β ≤ n,
which follows from the assumptions on β.
We can now evaluate Φdiagα,λ [ξn]. We start by estimating the diagonal part. Using the exchange
symmetry and the definition of Lλ in (2.8)),
Φdiagα,λ [ξn] = α+
1
(N − 2)!
∫
R3(N−1)
dk1dK Lλ(k1, . . . ,kN−1) |Qn,γ(k1)|2 ·
∑
σ,τ∈PN−1
N−1∏
l,j=2
sgn(σ)sgn(τ)Ξ∗β,l(kσ(l))Ξβ,j(kτ(j)), (4.22)
where PN−1 is the group of permutations of N −2 elements 2, . . . , N −1 and sgn(σ) denotes the sign
of any σ ∈ PN . All the other terms vanish because of the integral of the product Qn,γ(ki)Ξβ(ki),
which is pointwise zero thanks to the disjoint supports of the functions. Extracting the main factor√
m(m+2)
(m+1)2 k
2
1 + λ ,
and bounding the rest by means of the inequality
√
a+ b ≤
√
|a|+
√
|b|, for a+ b ≥ 0 , (4.23)
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we obtain
Lλ(k1, . . . ,kN−1) ≤ 2π2
√
m(m+2)
(m+1)2
k21 + λ
{
1 +
(
m(m+2)
(m+1)2
k21 + λ
)−1/2
×
×
[
m(m+2)
(m+1)2
N−1∑
i=2
k2i +
2m
(m+1)2
∣∣∣∣∑
j>1
k1 · kj +
∑
1<i<j
ki · kj
∣∣∣∣]1/2}
≤ 2π2
√
m(m+2)
(m+1)2
k21 + λ
{
1 + CN
N−1∑
i=2
(
ki +
√
k1ki
)}
.
(4.24)
The diagonal term can be estimated as
Φdiagα,λ [ξn]− α ≤ 2π2
∫
R3(N−1)
dk1 · · · dkN−1
√
m(m+2)
(m+1)2
k21 + λ |Qn,γ(k1)|2
N−1∏
l=2
|Ξβ,0(kl)|2
+CN
∫
R3(N−1)
dk1 · · · dkN−1
∣∣∣∣Lλ(k1,K)− 2π2√m(m+2)(m+1)2 k21 + λ∣∣∣∣ |Qn,γ(k1)|2 N−1∏
l=2
|Ξβ,0(kl)|2 , (4.25)
thanks to the orthogonality of functions Ξβ,l and Ξβ,l′ for l 6= l′. Thus, by (4.24), Φdiagα,λ [ξn] − α is
bounded from above by
2π2
∫
R3
dk1
√
m(m+2)
(m+1)2 k
2
1 + λ |Qn,γ(k1)|2
∫
R3(N−2)
dK
[
1 + CN
(
k2 +
√
k1k2
)]N−1∏
l=2
|Ξβ,0(kl)|2
≤ 2π2n
∫
R3
dk1
√
m(m+2)
(m+1)2
k21 +
λ
n2
|Qγ(k1)|2
∫ 1
0
dk2 k
2
2
[
1 + CN
(
βk2 +
√
nβk1k2
)]
|Ξ(k2)|2
≤ 2π2n
√
m(m+2)
m+1
(
1 +O(n−1)) ∫ ∞
1
dk1 k
3
1
[
1 + CN
(
β +
√
nβk1
)]
|Qγ(k1)|2
≤ 2π2n
√
m(m+2)
m+1 exp
{
3
4γ2
}[
1 + CN
(√
nβ exp
{
9
16γ2
}
+ γ + β + n−1
)]
(4.26)
where we used (4.8). We now compute the off-diagonal term (recall (2.15)). Owing to the exchange
symmetry, the pre-factor N − 1 cancels with the normalisation factor of ξn and
Φoffλ [ξn] =
∫
R3N
dsdtdKGλ(s, t,K)
{
Q∗n,γ(s)Qn,γ(t)×
× 1
(N − 2)!
∑
σ,τ∈PN−1
N−1∏
l,j=2
sgn(σ)sgn(τ)Ξ∗β,l(kσ(l))Ξβ,j(kτ(j))
}
+R (4.27)
where R contains some remainder terms. We estimate the leading term (first term on the r.h.s. of
(4.27)) from above by
n
∫
R6
dsdtGλ/n2(s, t)Qγ(s)Qγ(t)Y
0
1 (ϑs)Y
0
1 (ϑt)
+ CN
∫
R3N
dsdtdKGλ(s, t,K)Gλ(s, t)
[
k22 + (s+ t)k2
] |Qn,γ(s)| |Qn,γ(t)|N−1∏
l=2
|Ξβ,0(kl)|2 , (4.28)
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where in the first term we replaced Gλ(s, t,k2, . . . ,kN−1) with Gλ(s, t,0, . . . ,0) =: Gλ(s, t) and we
exploited the orthogonality of functions Ξβ,l and Ξβ,l′ for l 6= l′. The first term in the expression
above was bounded in (4.14). Using
Gλ(s, t,k2, . . . ,kN−1) ≤
[
m
m+ 1
(
s2 + t2
)
+ λ
]−1
(4.29)
and the elementary inequality x+ y ≤ √x2 + 1
√
y2 + 1, x, y ≥ 0, the second term in (4.28) can be
estimated as
CN
∫
R3N
dsdtdK
k22 + (s+ t)k2[
s2 + t2 + λm+1m
]2 |Qn,γ(s)| |Qn,γ(t)|N−1∏
l=2
|Ξβ,0(kl)|2
≤ CN n−1
∫
R6
dsdt
β2 + nβ(s+ t)[
s2 + t2 + λm+1m n
−2]2 |Qγ(s)| |Qγ(t)|
≤ CNn−1(β2 + nβ)
[
sup
t
∫
R3
ds
1[
s2 + t2 + λm+1m n
−2]2
] ∫
R3
dp (p2 + 1)|Qγ(p)|2
≤ CN (β2 + nβ)(1 + γ) exp
{
2
γ2
}
.
(4.30)
The rest R in (4.27) contains several terms but it is not difficult to see that most of them vanish
because of the disjoint supports of Qn,γ and Ξβ. What remains is
[(N − 3)!]−1
∫
R3N
dsdtdk2 · · · dkN−1 Gλ(s, t,k2, . . . ,kN−1) Ξ∗β,1(s)Ξβ,1(t) |Qn,γ(k2)|2×
×
∑
σ,τ∈PN−2
N−1∏
l,j=3
sgn(σ)sgn(τ)Ξ∗β,l(kσ(l))Ξβ,j(kτ(j))
≤ CN
∫
R6
dsdt |Ξβ,1(s)| |Ξβ,1(t)| ≤ CNβ3,
(4.31)
where we exploited the exchange symmetry again, as well as the properties of Ξ (in particular
supp(Ξ) ⊂ (0, 1)) and (4.29). It is understood that the sum over permutations as well as the
following factor in (4.31) is not present when N = 3. Putting together (4.27), (4.28), (4.30) and
(4.31), we obtain
Φoffλ [ξn] ≤ nGoffλ/n2,1 [Qγ ] + CN
(
β2 + nβ
)
exp
{
2
γ2
}
, (4.32)
and finally
Φλα[ξn] ≤ 2π2n
√
m(m+ 2)
m+ 1
exp
{
3
4γ2
}{
1− Λ(m, 2)
+ CN
[
αn−1 +
√
γ +
√
nβ exp
{
9
16γ2
}
+ (n−1β2 + β) exp
{
5
4γ2
}]}
. (4.33)
By assumption, 1−Λ(m, 2) < 0 and we choose β ≪ n−1 as, say, β = n−2. Thus, we can always find
some small γ = O(1) > 0, such that
Φλα[ξn] −−−−→n→∞ −∞ (4.34)
which concludes the proof.
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Appendix
Here we describe the formal procedure for the construction of the quadratic form Fα. We start from
the Hamiltonian (2.4) written in the Fourier space
(Ĥψ)(k1, . . . ,kN ) =
( N∑
i=1
k2i +
2
m+1
∑
i<j
ki · kj
)
ψˆ(k1, . . . ,kN )
+
µ
(2π)3
∫
R3
ds ψˆ(k1, . . . ,ki−1, s,ki+1, . . . ,kN ) (A.1)
and we consider the corresponding quadratic form, regularized by means of an ultra-violet cut-off
FRα [ψ] :=
∫
R3N
dk1 · · · dkN
{ N∑
i=1
k2i +
2
(m+ 1)
∑
i<j
ki · kj
} ∣∣∣ψˆ(k1, . . . ,kN )∣∣∣2
+
µ(α,R)
(2π)3
N∑
i=1
∫
R3N
dk1 · · · dkN χR(ki)ψˆ∗(k1, . . . ,kN )×
×
∫
R3
ds χR(s)ψˆ(k1, . . . ,ki−1, s,ki+1, . . . ,kN ) . (A.2)
Here ψ ∈ H1(R3N ), χR(s) is the characteristic function of the three-dimensional ball s ≤ R, and α
is a parameter that has the role of a renormalised coupling constant. Note also that we introduced
in µ a dependence on R: the choice of such an explicit dependence will be the main content of the
renormalisation procedure.
We now define the “surface charges” ξRi ∈ L2(R3N−3) associated with ψ ∈ H1(R3N ) as
ξˆRi (k1, . . . ,kN−1) :=
µ(α,R)
(2π)3
∫
R3
ds χR(s)ψˆ(k1, . . . ,ki−1, s,ki, . . . ,kN−1), (A.3)
and the corresponding “volume charges” ρˆRi (k1, . . . ,kN ) := χR(ki) ξˆ
R
i (K˘i). Further, we introduce
the “potential”
ĜλρR(k1, . . . ,kN ) :=
N∑
i=1
Gλ(k1, . . . ,kN ) χR(ki) ξˆ
R
i (K˘i), (A.4)
where Gλ is defined in (2.7) for any λ > 0. Setting
φˆRλ := ψˆ − ĜλρR, (A.5)
we have
FRα [ψ] = F0
[
φRλ
]
+ λ
∥∥φRλ ∥∥2L2(R3N ) − λ ‖ψ‖2L2(R3N ) +ΦR,λα [ξR] , (A.6)
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with F0[φ] := 〈φ|H0 |φ〉, and
ΦR,λα [ξ] := −
N∑
i=1
∫
R3N
dk1 · · · dkN χR(ki) ξˆ∗i (K˘i)
[
ψˆ(k1, . . . ,kN ) +Gλ(k1, . . . ,kN ) ξˆi(K˘i)
]
−
∑
i<j
∫
R3N
dk1 · · · dkN χR(ki) ξˆ∗i (K˘i)Gλ(k1, . . . ,kN ) χR(kj) ξˆj(K˘j) . (A.7)
In the limit R → ∞ we assume that ρRi , ξRi → ξi. Moreover, we extract from the diagonal part of
(A.7) only the terms not vanishing in that limit
N∑
i=1
∫
R3N−3
dK˘i
∣∣∣ξˆi(K˘i)∣∣∣2 [− (2π)3
µ(α,R)
−
∫
R3
dki χR(ki)Gλ(k1, . . . ,kN )
]
=
N∑
i=1
∫
R3N
dK˘i
∣∣∣ξˆi(K˘i)∣∣∣2 [− (2π)3
µ(α,R)
− 4πR
+ 2π2
[
m(m+ 2)
(m+ 1)2
∑
j 6=i
k2j +
2m
(m+ 1)2
∑
i 6=j
ki · kj + λ
]1/2
+ o(1)
]
.
In order to remove the cut-off one is thus forced to set µ → 0 as R → ∞ and, although several
choices are allowed, we set
µ(α,R) := − (2π)
3
4πR + α
, (A.8)
this way canceling the singular term proportional to −4πR contained in the expression above.
We can now remove the cut-off taking the limit R→∞ and so recovering the expression (2.11).
Note that we exploit at this stage the fermionic symmetry, which in particular implies that all charges
can be expressed in terms of a single function ξ, i.e.,
ξi(x1, . . . ,xN−1) = (−1)i+1ξ(x1, . . . ,xN−1), (A.9)
and ξ itself is totally antisymmetric under exchange of coordinates. This in turns implies that the
sign in front of the off-diagonal term is the opposite than in the bosonic case, implying a completely
different behavior of the ground state.
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