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We present an experimental study that shows a relationship
between the dynamics of the environment and the adap-
tation of strategy parameters. Experiments conducted on
two adaptive evolutionary strategies SA-ES and CMA-ES
on the dynamic sphere function, show that the nature of the
movements of the function’s optimum are reflected in the
evolution of the mutation steps. Three types of movements
are presented: constant, linear and quadratic velocity, in
all, the evolution of mutation steps during adaptation re-
flect distinctly the nature of the movements. Furthermore
with CMA-ES, the direction of movement of the optimum
can be extracted.
Categories and Subject Descriptors





Evolutionary computation, Self-adaptation, Dynamic envi-
ronments
1. INTRODUCTION
Self-adaptation has become a very important property
in evolutionary computation (EC). The idea of self-tuning
strategy parameters by the algorithm during the search has
proved very powerful and very successful on a wide range
of problems [6, 5, 3]. A substantial body of work regard-
ing self-adaptation in evolutionary computation exists, for a
comprehensive overview see [12].
Although adaptation can take place at any stage of the
evolution [12], the best-known examples are self-adaptation
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of the mutation steps. Self-adaptive mutations were origi-
nally introduced in evolutionary strategies by H.P. Schwe-
fel [14], however extensions to other areas of evolutionary
computation as evolutionary programming [9] and genetic
algorithms [4] exist. In this study, we address the case of
evolutionary strategies trough the examination of two self-
adaptive algorithms.
In dynamic optimization problems self-adaptation plays
an important role mainly because it controls the exploration
and exploitation phases. In such problems, the goal is not
only to find the optimum, but also track it over time [7].
Therefore, the algorithm must adjust its exploration capac-
ity when it looses the optimum once this one moves; self-
adaptation is one way of doing it. There exist many studies
on self-adaption in dynamical environments see for exam-
ple [7, 8, 1], however to our knowledge, there are no results
that link the self-adaptation process and the dynamics of
the fitness landscape.
The aim of this article is to present experimental results
on the relationship between the evolution of the mutation
steps and the dynamics of the search problem. Section 2
presents briefly the algorithms used in this article, whereas
section 3 presents the experiments conducted and comments
the results. Finally section 4 presents the discussion and
conclusions.
2. SELF-ADAPTIVE MUTATIONS
The idea underlying self-adaptive mutations, is to evolve
the parameters of the mutation operator to adjust the be-
havior of the algorithm to the environment. In most cases,
these parameters represent the parameters of the normal
distribution used to sample offspring. Different methods
of adaptation exist depending on the type of the normal
distribution. The simplest case is when this distribution
is chosen isotropic (hyper-sphere), here only one step size
is adapted. This model can be extended to non-isotropic
distributions (ellipsoid), where each coordinate posses its
own step size. Finally a further generalization can be made,
where the mutation normal distribution has a full covariance
matrix. In this article we will only address the case of the
last two types of adaptation through two implementation
the (µ + λ)SA-ES [14] and the (µ/µ, λ)CMA-ES [11].
2.1 SA-ES
In this algorithm, to each coordinate corresponds a mu-
tation step, which is usually encoded within the genotype
of the individual. Steps are adapted independently in each
dimension of the search space and mutation takes place in
two steps. At first the parameter vector −→σ = (σ1, . . . , σn)
is mutated using a log-normal rule:
σ̃i = σi exp
(
τN (0, 1) + τ ′Ni (0, 1)
)
∀i ∈ {0, · · · , n} (1)
here, Ni are n independent realizations of a normal random
variable, whereas N is a single realization common to all σi.
τ and τ ′ are fixed parameters representing learning rates. In
the second step, the individual −→x = (x1, . . . , xn) is mutated
by adding it to a normal vector whose components have
(σ̃1, . . . , σ̃n) as variances.
x̃i = xi + Ni
(
0, σ̃i
2) ∀i ∈ {0, · · · , n} (2)
2.2 CMA-ES
The CMA-ES algorithm introduced by N. Hansen [10, 11]
is to this day one of the best performing algorithms based on
covariance matrix adaptation. The main advantage of this
algorithm compared to SA-ES is its invariance against rota-
tions. The axes of the normal distribution are independent
from the coordinate system which allows invariance against
rotations of the search space.
The mathematical details of the algorithm were intention-
ally left out for the purpose of this article, the reader is
encouraged to consult the referenced work for full details.
In CMA-ES, offspring at generation (g) are sampled from









in which 〈x〉(g)µ is a weighted average of the µ best individuals
at generation (g), C is a positive definite matrix representing
the covariance matrix, and σ is the mutation step size, note
that in this case there is only one step size.
Adaptation in CMA-ES takes place in two steps: the
adaptation of the covariance matrix C and the adaptation of
the mutation step σ. These steps need not occur at the same
time, in fact, they usually occur at different time scales.
The step size is adapted using cumulative step size adap-
tation (CSA) [13] which in a nutshell adapts it using infor-
mation on the evolution path (a sequence of mutation steps).
If consecutive mutation steps have correlated directions then
fewer larger steps could have been applied to cover the same
distance. Conversely, uncorrelated mutation steps are the
result of large steps that make the algorithm oscillate back
and forth. In a similar fashion, the covariance matrix is
adapted using the evolution path and the successive differ-
ences between the mean population vectors at generations g
and g + 1.
Unlike SA-ES whose distribution ellipsoid is dependent of
the coordinate system, CMA-ES allows the realization of any
normal distribution. The ellipsoid has its own orthogonal
basis described by the eigenvectors of the covariance matrix.
3. EXPERIMENTAL STUDY
3.1 Description of the scenario
We are interested in studying the evolution of the muta-
tion steps over time, for that we have conducted experiments
using the above described algorithms on a dynamic sphere
function:
F (X) = min
n∑
i=1
(xi − x̂i)2 (4)
were X̂ = (x̂1, . . . , x̂n) represents the moving optimum over
time. Table 1 shows the different parameters used in the ex-
periments in which “period” represents the number of gen-
erations between the movements of the optimum. In the
case of CMA-ES, we kept the default parameters suggested
by N. Hansen [11]. The results illustrate the evolution of
the mutation steps over time and the error to the optimum,
in the case of the CMA-ES we also present the direction
of the search i.e. the direction of the eigenvectors of the
covariance matrix. Due to the stochastic nature of the al-
gorithms, each experiment was conducted 1000 times and
the figures represent the averaged results with their respec-
tive standard deviations. The algorithms were left evolving
throughout the changes with no explicit actions taken when
changes occur.




Dimension n 2 2
Population size µ 5 3
Offspring λ 10 6
Initial step size 5.0 0.5
τ and τ ′ 0.3 and 0.4 n.a.
Period (gen) 50 50
In this study, we were interested in three types of move-
ments of the optimum: movements with constant velocity,
movements with linearly increasing velocity and movements
with quadratically increasing velocity.
3.2 Results and discussion
Experiments with SA-ES
Figures 1 trough 7 represent the evolution of the mutation
steps and the error of the best individual over time in the
case of SA-ES. In all experiments the optimum moves ev-
ery 50 generations. Figure 1 represents the fluctuations of
σ0 when the optimum moved with a constant velocity in
one dimension (severity of 1.0). This is the effect of self
adaptation, the mutation step increases to favor exploration
when the algorithm is no longer at the optimum, and then
gradually decreases when it starts converging toward the op-
timum. Figure 2 shows the error to the optimum for that
case. The interesting part about this experiment, is that the
maximum value σ0 takes remains constant throughout the
movements of the optimum.
In the case where the optimum moves with linearly in-
creasing velocity, the mutation steps behave differently, fig-
ure 3 shows the fluctuations of σ0. In this experiment the
optimum moves with linearly increasing severity i.e. the dis-
tance traveled increases linearly. Here the results show that
at each movement of the optimum the mutation steps fol-
low a similar behavior and attain a maximum value that
increases linearly over time. This values reflects the search
distance or the width of the normal distribution for the mu-
tation needed to find the optimum. Figure 4 shows the error






























Figure 1: Evolution of the mutation step (both in
log and regular scale) in the case of SA-ES when
the optimum moves with constant velocity in the
dimension x0
In the third experiment conducted on the SA-ES, the opti-
mum moved with a quadratically increasing velocity in other
words the distance (severity) traveled by the optimum in-
creased quadratically. Here again the mutation steps behave
in a similar fashion with the movements of the optimum, and
attain a maximal value that increase quadratically overtime.
Figure 5 shows the evolution of σ0 and figure 6 shows the














Figure 2: Evolution of the error in the case of SA-
ES when the optimum moves with constant velocity
in the dimension x0
Figure 7 show a case where the optimum moves with con-
stant speed (severity 1.0) in the first dimension and then
shifts direction at generation 250 to move in both dimensions
at once with a 60 degrees heading. In the first phase of this
experiment, only σ0 adapts to the changing environment, σ1
keeps low values during this phase (no exploration needed
in this dimension). However when the optimum changes di-
rection, σ1 starts evolving and attain higher values than σ0
due to the fact that with a 60 degrees the optimum moves
more in the second dimension than in the first one. How-
ever since the axes of the mutation distribution are linked to
the coordinates system, the heading of the optimum cannot
be known directly. In the next set of experiments with the
































Figure 3: Evolution of the mutation step (both in
log and regular scale) in the case of SA-ES when the
optimum moves with linearly increasing velocity in
the dimension x0
Experiments with CMA-ES
In this part, we present the experiments conducted using
the CMA-ES algorithm. In addition to the mutation steps,
we show the direction of the dominant eigenvector. The
dominant eigenvector is the largest vector in the eigenvec-
tor basis of the covariance matrix. These experiments show
that not only the mutation step reflect the amplitude of the

















Figure 4: Evolution of the error in the case of SA-ES
when the optimum moves with linearly increasing
velocity in the dimension x0
In the first experiment of this series, the optimum moves
with constant velocity with severity one in the first dimen-
sion. Figure 8 illustrates the direction of the eigenvector
when the optimum moves in the first dimension. It shows
that the angle of the eigenvector maintains a constant di-
rection at angle zero throughout the experiment; this corre-
sponds to the direction in which the optimum moves. How-
ever from figure 8, we can’t describe the nature of move-
ment, we will have to inspect the evolution of the mutation
step (figure 9) which behave in a similar fashion as in the
































Figure 5: Evolution of the mutation step (both in
log and regular scale) in the case of SA-ES when the
optimum moves with quadratically increasing veloc-
ity in the dimension x0
In the second experiment, the optimum changes direction
during the evolution. In the first phase, the optimum moves
on the first dimension as in the experiment above. Afterward
it shifts direction by 45 degrees during the second phase. In
phase three it moves back in the direction of the first dimen-
sion then sifts again in phase four to -45 degrees. Through-
out all phases, the optimum maintains a constant velocity.
The evolution of the direction the eigenvector takes is shown
on figure 10, in which we can clearly distinguish the different














Figure 6: Evolution of the error in the case of SA-
ES when the optimum moves with quadratically in-
creasing velocity in the dimension x0
Figures 12 and 13 illustrate the case where the optimum
moves with linearly increasing velocity in both dimensions
at once (45 degrees heading). They correspond respectively
to the direction of the eigenvector and the evolution of the
mutation step. In this case we also note that the mutation
step increases linearly over time. Similarly, figures 14 and 15
show the same entities in the case were the optimum moves
with quadratically increasing velocity. In this experiment
the optimum moved in the first dimension.
3.3 Discussion
The aim of mutation adaptation in evolutionary comput-
ing is to control the step size in order to adapt the algorithm
to the fitness landscape. This adaptation process is generally
expressed in the evolution of the step sizes; this evolution is
characterized by two phases: exploration and exploitation.
The exploration phase represents the period during which
the algorithm is searching for better performance, most mu-
tations during this period are unsuccessful and the step sizes
increase. When the algorithm starts to gain performance, it
enters the exploitation phase, mutations become more suc-
cessful and the step size reduces as the algorithm approaches
the optimum. Mutation steps increase during exploration



































Figure 7: Evolution of the mutation steps in the case
of SA-ES when the optimum moves with constant
velocity with a change of direction at generation 250
In dynamical environments the algorithm is constantly
switching between exploration and exploitation, and step
sizes oscillate between high and low values. Once an opti-
mum is lost, the adaptation process increases mutation steps
to raise exploration until it finds it again.
In the case where the optimum moves with constant veloc-
ity, the step sizes attain a constant hight value after the ex-
ploration phase and then drop during the exploitation phase.
Furthermore, in the case where the optimum moves with lin-
early increasing velocity, the maximum values attained by
the mutation steps are not constant but increase linearly
over time, which is in concordance with the movements of
the optimum. Finally, when the velocity of the optimum in-
creases quadratically, the maximum values attained by the
mutation steps increase quadratically also. These results
show that there exist a correspondence between the nature
of the dynamics in the environment and the evolution of the



















Figure 8: Direction of the dominant eigenvector in
the covariance matrix over time when the optimum
moves in the dimension x0 with constant speed.
It is conceivable to exploit the information given by the
step size evolution, in order to for example detect the dy-
namic of the environment and further adapt the algorithms
to the different movements. Even though our experiments
were conducted on a simple unimodal function, we believe
that in multi-modal environments the evolution steps should
behave similarly. In that case we expect to track the evolu-































Figure 9: Mutation steps (both in log and regular
scale) over time when the optimum moves in the di-
mension x0 with constant speed in the case of CMA-
ES.
We have also noticed in our experiments that using high
severity for the optimum’s movements, as in our case, the
algorithm needs several generations to adapt its parameters.
Experiments not presented here with 10 generations between
changes in the environment, showed that the algorithm was
not able to adapt its mutation steps before the change oc-
curred. However that was not the case when the severity was
low, with a small number of generations the algorithm could
adapt its steps. This observation implies that, in order to
extract useful results on the dynamics of the environment,
we have to give the algorithm enough time to adapt. How-
ever most of the times we don’t have such a possibility, since














Figure 10: Direction of the dominant eigenvector in
the covariance matrix over time when the optimum
changes direction.
Finally, our study lacks the investigation concerning the
link between the values of the mutations steps and the veloc-
ity values of the movements. We believe, that the amplitude
of the step sizes could indicate the distance traveled by the
optimum. In figure 7 where both mutation steps are shown,
we notice that since the movement in the second dimension
is greater than the movement in the first one, the steps have
different amplitudes. It would be interesting to make a link
















Figure 11: Evolution of the error when the optimum
changes directions in the case of CMA-ES.
In experiments where the optimum shifts direction, we
show how the different steps evolve. In the case of CMA-
ES, the direction of the optimum’s movements is learned
be the covariance matrix and characterized by the principal
axis of the mutation ellipsoid. This is due to the invariance
of CMA-ES against rotations. This is not the case with
SA-ES, since it is dependent of the coordinate system. The
results show that if the optimum moves further in one di-
mension than in the others, the step size on that dimension
attain higher values during adaptation. We believe though
not shown here, that the heading can by inferred from the
difference in proportions of the mutation steps. For exam-
ple if the σ0 is twice the value of σ1, we could say that the
optimum moves roughly at a 25 degrees heading.
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Figure 12: Direction of the dominant eigenvector in
the covariance matrix over time when the optimum
moves with linearly increasing velocity in both di-
mensions.
Theoretical results [2] showed that the convergence of the
step sizes is linear in log scale, this property is demonstrated
here, the step size in all experiments converge lineally. Al-
though the theoretical results apply to the (1, λ) strategy,
it is interesting to notice that they are verified in the case

































Figure 13: Evolution of the step size (both in log
and regular scale) over time in CMA-ES when the
optimum moves with linearly increasing velocity in
both dimensions.
4. CONCLUSIONS
In this article we showed through experimentation that
there exists a relationship between the movements of the
dynamic sphere model and the evolution of the self-adapted
mutation steps. Experiments on both SA-ES and CMA-ES
algorithms show that the nature of the movement of the
optimum is reflected in the evolution of the mutation steps.
In the case of CMA-ES we have shown that not only the
nature of the movements is reflected in the mutation step,
the direction of movement of the optimum is learned by the
covariance matrix. The dominant eigenvector has the same



















Figure 14: Direction of the dominant eigenvector in
the covariance matrix over time when the optimum
moves with quadratically increasing velocity.
This, as stated in the introduction, is only a preliminary
study, further experiments should be conducted on different
fitness models and higher dimensions than presented here.
It is also important to experiment on the multi-modal case,
where several moving optima need to be detected. Finally, it
is interesting to see such relationships between the dynam-
ics of the search space and the evolution of the mutation
parameters; however what would be more interesting and
by the same means challenging, is to use the information
learned from the adaptation in a meaningful manner, say
for example privilege certain directions of the search space,
or tune the internal parameters to the specific dynamics of
the problem.
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