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Abstract
Let S˜p(q,R) be the universal covering of the symplectic group. In this paper,
we study the unitarity problem for the representation induced from a one dimen-
sional character (ǫ, v) of G˜L(q − p) tensoring with a unitary representation σ0 of
a smaller S˜p(p,R). We establish the unitarity when the real character v is in a
certain interval depending on ǫ and σ0 satisfies a certain growth condition. We
then apply our result inductively to construct complementary series for degenerate
principal series with multiple G˜L-factors. In particular, in class ǫ, there are 2q prin-
cipal complementary series of size at least (0, cǫ)
q with cǫ = min(|1−2ǫ|, 1−|1−2ǫ|).
Various complementary series of the linear group Sp(q,R) have been constructed
and studied by Kostant ( [18]), Knapp-Stein ( [16]), Speh-Vogan ( [26]). Their com-
plementary series are close to the tempered dual, while our complementary series
are often “far away ”from the tempered dual. More recently, Barbasch obtain all
spherical unitary representations of Sp(q,R) ( [2]). Our approach is quite different
and works well for the universal covering group. Essentially, we realize the under-
lying Ind functor as a Howe type duality with respect to a degenerate principal
series representation I(ǫ, v) of S˜p(p + q,R) ( [12]). Then we construct an induced
intertwining operator for the induced representation under consideration from the
intertwining operator on I(ǫ, v). The positivity of the induced intertwining opera-
tor is established by a standard deformation argument based on the positivity of
the intertwining operator on I(ǫ, v).
∗This research is supported in part by an NSF grant and LSU.
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1 Introduction
For any semisimple Lie group G, let Π(G) be the admissible dual, Πu(G) be the
unitary dual and Π2(G) be the tempered dual. Let Sp be the real symplectic group.
Let S˜p be the universal covering of Sp. For any subgroup H of Sp, let H˜ be the
preimage under the universal covering. Let C be the preimage of the identity. Then
C ∼= Z. We parametrize the unitary dual of Z by ǫ ∈ [0, 1). Then Π∗(S˜p) is a union
of Π∗(S˜p)ǫ on which C acts by ǫ. For instance, Π∗(S˜p)0 = Π∗(Sp) and Π∗(S˜p) 1
2
is
the genuine dual of the metaplectic groups. If C acts on a representation by ǫ, we
say that this representation is of class ǫ.
Let P be a parabolic subgroup of Sp(n,R). Let MAN be the Langlands decompo-
sition of P . Let σ ∈ Πu(M˜). Let v ∈ a∗C. Let IndS˜p(n,R)P˜ σ ⊗ Cv be the normalized
induced representation. When v ∈ ia∗, IndS˜p(n,R)
P˜
σ ⊗ Cv is always unitary. This
induction process is called unitary parabolic induction. The main theme of this
paper is to discuss the unitarity of Ind
S˜p(n,R)
P˜
σ ⊗ Cv for v real. Such a series of
unitary representations is often called complementary series. I should point out
that the nonunitary Ind
S˜p(n,R)
P˜
σ ⊗ Cv may contain unitarizable subquotients. We
are not concerned with the unitarizable subquotients in this paper.
Complementary series for SL(2,R) were first constructed by V. Bargmann and
Gelfand-Naimark. For the universal covering of SL(2,R), a series of length |1− 2ǫ|
was found in each Πu(S˜L(2,R))ǫ by Puka´nszky ( [24]). These complementary series
are nondegenerate deformations of the unitary principal series. However, there are
also complementary series that are not nondegenerate deformation of the unitary
principal series, as pointed out by G. Zuckerman. In [6], M. Duflo found two
unitarizable regions in the principal series of the complex G2. One cannot deform
the Hilbert structure to go from one region to the other without degeneracy. The
same phenomena occurs for real G2 ( [28]). It is not clear whether this phenomena
occurs for classical groups. At least, for general linear groups, all complementary
series are deformations of unitarily induced representations, according to Vogan’s
classification of unitary dual ( [27]).
Systematical studies of complementary series for semisimple Lie groups came about
in a series paper by Kostant ( [18]), Knapp-Stein ( [15], [16]) and Speh-Vogan
( [26]). They all obtained powerful results about the complementary series, mainly
near the tempered dual. The other extreme is the degenerate complementary se-
ries, which was under intensive investigation by many authors. See [19], [13],
[3], [23], [5], [20], [21], [11] and references therein. Perhaps, one of the most
well-known examples is Stein’s complementary series, which are induced from a one
dimensional real character of two copies of GL(n). For S˜p, Sahi gives a complete
classification of complementary series induced from a one dimensional character
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of the Siegel parabolic subgroup, which in a way, resembles Stein representations
( [25]).
In this paper, we study the following induced representation
Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
σ ⊗ µǫ ⊗ νt,
where σ ∈ Πu(S˜p(p,R)), µǫ is a character on the component group of G˜L(q − p)
that is compatible with σ, and ν is the |det | on G˜L(q− p). µǫ being compatible
with σ means that µǫ|C = σ|C as scalars. Before we state our main result, we
fix some notations. Let a be the constant vector (a, a, . . . , a) of a suitable size. For
two n-dimensional real vectors λ and µ, we say that λ ≺ µ if ∑li=1 λi < ∑li=1 µi
for every l ∈ [1, n]. We say that λ  µ if ∑li=1 λi ≤∑li=1 µi for every l ∈ [1, n].
Theorem 1.1. Let ǫ ∈ [0, 1) and Let σ ∈ Πu(S˜p(p,R)). Suppose that σ is compat-
ible with µǫ and every leading exponent v of σ satisfies
ℜ(v)− p+ q+ 1
2
+ (2p, 2p − 2, . . . 2) ≺ 0.
Suppose that |t| < 12 − |12 − |2ǫ− 1|| if q − p is odd or |t| < |12 − |2ǫ− 1|| if q − p is
even. Then Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
σ ⊗ µǫ ⊗ νt is unitarizable.
I shall point out that our condition on t is only a sufficient condition. The
complementary series can be longer than the one given in our theorem.
If σ is tempered, its leading exponents always satisfy the inequalities specified
in our theorem. Now one can apply our theorem inductively to obtain comple-
mentary series induced from 1 dimensional characters of the G˜L-factors. I shall
mention one special case with only GL(1)-factors. The general statement is given
in Theorem 7.2.
Theorem 1.2. Let σ be a tempered representation of S˜p(n − r,R). Suppose that
the characters µǫi of G˜L(1) are compatible with σ. Then
Ind
S˜p(n,R)
S˜p(n−r,R)G˜L(1)rN
σ ⊗ (⊗ri=1µiǫi ⊗ νiti)
is unitarizable for all ti ∈ (−cǫi , cǫi) with cǫi = min(|1− 2ǫi|, 1− |1− 2ǫi|).
The representations in this example are all close to the tempered dual and the
results for finite coverings are known ( [16], [26]). If we only look at the meta-
plectic group, there are 2r genuine complementary series of size (0, 12 )
r. These
complementary series seem to be all there are for this particular induction. For the
linear group Sp(n,R), our result says nothing about the complementary series. It
remains an interesting problem to investigate why this happens.
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The following is what is covered in this paper. Let p < q and p + q = n. In
Section 2, we discuss the degenerate principal series I(ǫ, t) of S˜p(n,R) and its re-
striction to S˜p(p,R)S˜p(q,R) ( [10]). In particular, we review some results from
[10] regarding the mixed model on which the action of S˜p(p,R)S˜p(q,R) is explicit
(See Theorem 2.2). In Section 3, we discuss the parabolic induction for S˜p(q,R),
whose center is infinite. We then decompose the unitary degenerate principal series
I(ǫ, it) into a direct integral based on the action of S˜p(p,R)S˜p(q,R) (See Theorem
3.1). This gives an L2 Howe Type duality, which can be identified with a unitary
parabolic induction. In Section 4, we construct the invariant tensor functor
σ ∈ Πu(S˜p(p,R))→ I∞(ǫ, t)⊗S˜p(p,R) V (σ)
under a growth condition on σ (see Definition 4.1). We prove that
I∞(ǫ, t)U˜(q) ⊗S˜p(p,R) V (σ) ∼= [Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt)]U˜(q)
(see Theorem 4.1). In Section 5, we define an induced intertwining operator
A(ǫ, t, σ) : I∞(ǫ, t)U˜ (q) ⊗S˜p(p,R) V (σ)→ I∞(ǫ,−t)U˜ (q) ⊗S˜p(p,R) V (σ)
from A(ǫ, t) : I∞(ǫ, t)U˜(q) → I∞(ǫ,−t)U˜ (q). We show that A(ǫ, t, σ) inherits the
positivity of A(ǫ, t). Hence, Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π⊗µǫ⊗ νt is unitarizable if I(ǫ, t) is
unitarizable (See Theorem 5.2). In Section 6, we define a more general version of
A(ǫ, t, σ) for all t sufficiently negative and sharpen our results from Section 5 (See
Theorem 6.3). How A(ǫ, t, σ) fits into the general theory of intertwining operator
remains to be an interesting problem. In Section 7, we construct some induced
complementary series inductively. See Theorem 7.2.
This paper is based on a talk given at Yale. I would like to thank Prof. Roger
Howe and Prof. Gregg Zuckerman for their interests.
2 Degenerate Complementary Series
Let Cn be the n-dimensional complex Hilbert space with an orthonormal basis
{e1, e2, . . . , en}.
Let Ω( , ) = ℑ( , ). Regarding Cn as a real vector space, let Sp(n,R) be the sym-
plectic group that preserves Ω. Let U(n) be the unitary group that preserves ( , ).
Clearly U(n) is a maximal compact subgroup of Sp(n,R).
Let P be the Siegel parabolic subgroup that preserves the real linear span of
{ie1, ie2, . . . , ien},
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and let N be its nilradical. Choose the Levi factor to be the subgroup of P that
preserves the real linear span of {ei | i ∈ [1, n]}. Clearly, L ∼= GL(n,R) and
L ∩ U(n) ∼= O(n).
On the covering group, we have L˜ ∩ U˜(n) = O˜(n). Recall that
U˜(n) = {(x, g) | g ∈ U(n), exp 2πix = det g, x ∈ R}.
Therefore
O˜(n) = {(x, g) | g ∈ O(n), exp 2πix = det g, x ∈ R}.
Notice that for g ∈ O(n), det g = ±1. So x ∈ 12Z. Identify the identity component
of O˜(n) with SO(n). We have the following exact sequence
1→ SO(n)→ O˜(n)→ 1
2
Z→ 1.
Consequently, we have
1→ GL0(n,R)→ L˜→ 1
2
Z→ 1.
In fact,
L˜ = {(x, g) | g ∈ L, exp 2πix = det g|det g| , x ∈ R}.
The one dimensional unitary characters of 12Z are parametrized by the one di-
mensional torus T . Identify T with [0, 1). Let µǫ be the character of 12Z
corresponding to ǫ ∈ [0, 1). Now each character µǫ yields a character of L˜, which
in turn, yields a character of P˜ . For simplicity, we retain µǫ to denote the character
on L˜ and P˜ . Let ν be the det-character on L˜, i.e.,
ν(x, g) = |det g| (x, g) ∈ L˜. (1)
Let I(ǫ, t) = Ind
S˜p(n,R)
P˜
µǫ⊗νt be the normalized induced representation of S˜p(n,R)
with ǫ ∈ [0, 1) and t ∈ C ( [25]). I(ǫ, t) is called a degenerate principal series
representation. Clearly, I(ǫ, t) is unitary when t ∈ iR.
Theorem 2.1 (Thm A, [25]). Suppose that t is real. For n even, I(ǫ, t) is irre-
ducible and unitarizable if and only if 0 < |t| < |12 −|2ǫ− 1||. For n odd and n > 1,
I(ǫ, t) is irreducible and unitarizable if and only if 0 < |t| < 12 − |12 − |2ǫ− 1||.
See also [19], [5], [23], [20] and the references therein.
Definition 2.1. Let n = p + q. Let Cp be the complex linear space spanned by
{e1, e2, . . . , ep} and Cq be the complex linear space spanned by {ep+1, ep+2, . . . , en}.
Let Ωp = −Ω|Cp and Ωq = Ω|Cq . Write
Ω = −Ωp +Ωq.
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Let Sp(p,R) be the symplectic group preserving −Ωp and fixing Cq; Sp(q,R) be
the symplectic group preserving Ωq and fixing C
p. We say that (Sp(p,R), Sp(q,R))
is diagonally embedded in Sp(n,R). Let U(p) = U(n) ∩ Sp(p,R) and U(q) =
U(n) ∩ Sp(q,R).
Although the symplectic group preserving Ωp also preserves−Ωp, the parametriza-
tion of Sp(−Ωp) will be according to the bases {e1, e2, . . . ep, ie1, ie2, . . . iep}, not
the standard basis {ie1, ie2, . . . , iep, e1, e2, . . . , ep}. The reader should note that this
difference of parametrization will incur an involution on the representation level if
we stick with the standard basis (see [9]).
Suppose from now on that p < q and p + q = n. Some of the statements
do make sense for p = q. Consider the action of S˜p(p,R)S˜p(q,R) on I(ǫ, t). Recall
that I∞(ǫ, t) consists of smooth sections of the homogeneous line bundle Lǫ,t
S˜p(n,R)×P˜ Cµǫ⊗νt+ρ → X,
where ρ = n+12 . Identify X with the variety of Lagrangian Grassmanian. Choose
a base point
x0 = spanR{i ej + ep+j, ej + i ep+j , iek | j ∈ [1, p]; k ∈ [2p + 1, n]}.
Let Pq−p(q) be the maximal parabolic subgroup of Sp(q,R) that preserves
W = spanR{iek | k ∈ [2p+ 1, n]}.
Let W⊥ = spanR{ej , iej , iek | j ∈ [p + 1, 2p], k ∈ [2p + 1, k]}. Let Qq−p(q) be
the subgroup of Pq−p(q) that fixes every vector in W
⊥/W . Let Nq−p(q) be the
nilradical of Pq−p(q). Then the stabilizer
Sp(q,R)x0 = Qq−p(q).
In addition, identifying the basis iej with ej+p and ej with iej+p for every j ∈ [1, p],
we obtain a symplectic isomorphism from (Cp,−Ωp) onto a linear subspace of
(Cq,Ωq). This isomorphism induces a group isomorphism:
g ∈ Sp(p,R)→ g˙ ∈ Sp(q,R).
Let ∆(Sp(p,R)) = {(g, g˙) | g ∈ Sp(p,R)} ⊂ Sp(p,R)Sp(q,R). Then the isotropy
group
(Sp(p,R)Sp(q,R))x0 = ∆(Sp(p,R))Qq−p(q).
See [9] [10].
Take the Siegel parabolic subgroup P to be the stabilizer of x0. Then
P ∩ Sp(p,R)Sp(q,R) = ∆(Sp(p,R))Qq−p(q).
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We make two observations regarding the covering. First of all, since ∆(Sp(p,R))
preserves any top degree exterior products in the Lagrangian x0, we have
ν(∆(Sp(p,R))) = 1.
Hence ˜∆(Sp(p,R)) splits into a direct product C× ˜∆(Sp(p,R))0 where ˜∆(Sp(p,R))0
is the identity component of ˜∆(Sp(p,R)), which can be identified with ∆(Sp(p,R)).
Secondly, the group Qq−p(q) has a Levi decomposition GL(q − p)Nq−p(q). It has
two connected components contained in the two connected components of P respec-
tively. It follows that ν(h) coincides with |det(h)| for any h ∈ G˜L(q−p) ⊂ Q˜q−p(p).
Now we can restrict the line bundle Lǫ,t onto S˜p(q,R). We obtain
Mǫ,t : S˜p(q,R)×G˜L(q−p)Nq−p(q) Cµǫ⊗νt+ρ → Sp(q,R)/Qq−p(q). (2)
Notice that Sp(q,R)/Qq−p(q) has a principal bundle structure
Sp(p,R)→ Sp(q,R)/Qq−p(q)→ Sp(q,R)/Pq−p(q) ∼= U(q)/U(p)O(q − p).
We parametrize Sp(q,R)/Qq−p(q) by
[g1 ∈ Sp(p,R), k2 ∈ U(q)] ∈ (Sp(p,R), U(q)/O(q − p))/U(p),
and equip it with the invariant measure dg1d[k2]. The parametrization is given by
[g1, k2]→ k2g1Qq−p(q)
since Sp(p,R) ∩ U(q) = U(p).
Theorem 2.2 (Page 11-12 [10]). Let t ∈ R, p < q and p+ q = n.
1. The restriction map f → f |
S˜p(q,R)
induces an isometry between I(ǫ, it) and
L2(Mǫ,it, d[g1]d[k2]). Let S˜p(q,R) act on L2(Mǫ,it, d[g1]d[k2]) from the left
and let S˜p(p,R) act on L2(Mǫ,it, d[g1]d[k2]) from the right. Then the restric-
tion map intertwines the actions of S˜p(p,R)S˜p(q,R). So as S˜p(p,R)S˜p(q,R)
representations, I(ǫ, it) ∼= L2(Mǫ,it, d[g1]d[k2]).
2. Let S˜p(q,R) act on the space of smooth sections C∞(Mǫ,t, d[g1]d[k2]) from
the left and let S˜p(p,R) act on C∞(Mǫ,t, d[g1]d[k2]) from the right. Then for
every f ∈ I∞(ǫ, t), f |
S˜p(q,R)
is smooth and |f(g1k2)| is bounded by a multiple
of
det(g1g
t
1 + I)
−
n+1+t
4 .
The restriction map f → f |
S˜p(q,R)
intertwines I∞(ǫ, t) with C∞(Mǫ,t, d[g1]d[k2]).
The restriction map in (2) is not onto. Its image is the space of smooth functions
satisfies the decaying condition specified in (2) and a certain analytic condition at
∞. We call the model on Mǫ,t mixed model.
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3 Parabolic Induction for S˜p and a Howe Type
Duality
Let P be a parabolic subgroup of Sp(n,R). Then the Levi subgroup L is of the
form
GL(r1)×GL(r2)× . . .×GL(rs)× Sp(r0,R)
with
∑s
i=1 ri = n− r0 and ri ≥ 1. The covering L˜ is of the form
G˜L(r1)×C G˜L(r2)×C . . .×C G˜L(rs)×C S˜p(r0,R);
P˜ ∼= L˜N.
Here H1 ×C H2 is defined to be the quotient group
H1 ×H2/{(c, c−1) | c ∈ C}
whenever the subgroup C is in the center of both H1 and H2.
Now an irreducible admissible representation of L˜ is of the following form:
σ1 ⊗C σ2 . . .⊗C σs ⊗C σ0,
where σi|C and σ0|C are all scalar multiplications and the underlying one dimen-
sional characters are all the same. In this situation, we say that {σi, σ0} are com-
patible. For simplicity, we will write
σ1 ⊗ σ2 . . .⊗ σs ⊗ σ0,
for σ1 ⊗C σ2 . . .⊗C σs ⊗C σ0, and we will always assume that {σi, σ0} are com-
patible.
Now let {σi, σ0} be compatible Hilbert representations. We can define parabolic
induction
I(σi, σ0) = Ind
S˜p(n,R)
P˜
[⊗iσi]⊗ σ0.
The smooth vectors I∞(σi, σ0) consists of smooth sections of
S˜p(n,R)×P˜ [⊗iσi]⊗ σ0 → S˜p(n,R)/P˜ .
Let us analyze the one dimensional characters of G˜L(ri). Notice that C ⊆ G˜L(ri).
If one identifies C with Z, then the component group of G˜L(ri) can be identified
with 12Z. Now parametrize the unitary dual of G˜L(ri)/G˜L(ri)0 by a real number
ǫ ∈ [0, 1). As in the Siegel parabolic case, let µǫ be the character of 12Z correspond-
ing to ǫ ∈ [0, 1). Two one dimensional character µǫ1 and µǫ2 are compatible if and
only if 2ǫ1 − 2ǫ2 is an integer. For any σ0 of S˜p(r0,R), there are only two ǫi such
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that µǫi is compatible with σ0.
We shall now define a universal µ for G˜L that are compatible with any G˜L(r) →֒
G˜L(s)(r ≤ t). Now each character ∏i µiǫi yields a character of L˜, which in turn,
yields a character of P˜ . For simplicity, we retain
∏
i µi
ǫi to denote the character
on L˜ and P˜ . Let ν be the universal |det |-character for G˜L. For ti ∈ C, we can
define a character
∏
i ν
ti
i for L˜ and P˜ .
We may now decompose I(ǫ, it) as a direct integral of irreducible unitary rep-
resentations of S˜p(p,R)S˜p(q,R):
Theorem 3.1. Suppose that p+ q = n and q > p. Then
I(ǫ, it)|
S˜p(p,R)S˜p(q,R)
∼=
∫
σ tempered
[Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
σ∗ ⊗ µǫ ⊗ νit]⊗ σdσ.
Here σ∗|C = µǫ|C as scalars and dσ is a certain measure on Π2(S˜p(p,R)).
This Theorem can be easily derived from Theorem 2.2 and Equ. 2.
Now the restriction I(ǫ, it)
S˜p(p,R)S˜p(q,R)
sets up an L2-version Howe type duality:
σ ∈ Π2(S˜p(p,R))→ IndS˜p(q,R)
S˜p(p,R)G˜L(q−p)N
σ∗ ⊗ µǫ ⊗ νit ∈ Πu(S˜p(q,R)).
Two problems arise. The first is to extend this correspondence to representations
beyond tempered ones. One could, for instance, define a correspondence alge-
braically, like in [12]. In our situation, this will be tautological. The second is
a Plancherel formula for the degenerate complementary series I(ǫ, t). One would
expect a correspondence of the following form:
σ ∈ Π2(S˜p(p,R))→ IndS˜p(q,R)
S˜p(p,R)G˜L(q−p)N
σ∗ ⊗ µǫ ⊗ νt ∈ Πu(S˜p(q,R)).
However, to prove a statement like this would take us on a completely different
route. To stick with our main goal, that is, to prove the unitarity of the right hand
side for certain σ and t, we will study the following invariant tensor functor
σ → I∞(ǫ, t)⊗
S˜p(p,R)
V (σ)
which we will define in the next section. This scheme of construction is motivated
by [22], [7], [8].
4 Invariant Tensor Product and Parabolic In-
duction
Given an irreducible admissible representation π of S˜p(p,R), let V (π) be the space
of U˜(p)-finite vectors. V (π) is a direct sum of irreducible U˜(p)-modules with finite
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multiplicities. It is often called the Harish-Chandra module of π. Let I∞(ǫ, t) be
the smooth vectors in the mixed model of I(ǫ, t).
Definition 4.1. Let f ∈ I∞(ǫ, t). Let π ∈ Πu(S˜p(p,R)) be compatible with µǫ.
Let v, u ∈ V (π). Suppose that∫
S˜p(p,R)/C
|det(g1gt1 + I)−
n+1+t
4 (π(g)v, u)|d[g] <∞.
Then we define f ⊗
S˜p(p,R)
v to be a Hom C(π
∗,C)-valued function on S˜p(q,R) as
follows:
((f ⊗
S˜p(p,R)
v)(g), u) =
∫
S˜p(p,R)/C
f(gh)(π(h)v, u)d[h].
Here π∗ is the contragredient representation in the category of Harish-Chandra
modules and ( , ) is the pairing between π and π∗. Since π is unitary, ( , ) can be
identified with the inner product on V (π). Let I∞(ǫ, t) ⊗
S˜p(p,R)
V (π) be the space
spanned by f ⊗
S˜p(p,R)
v.
Let me make one remark here. If h ∈ C, we see that
f(gh)(π(h)v, u) = µǫ(h−1)f(g)µǫ(h)(v, u) = f(g)(v, u).
Hence the integral
∫
S˜p(p,R)/C
f(gh)(π(h)v, u)d[h] is well-defined.
Let me give a necessary condition and a sufficient condition for the well-definedness
of I∞(ǫ, t)⊗
S˜p(p,R)
V (π). See Ch. 8.12 and 8.13 [14].
Lemma 4.1. Let π ∈ Πu(S˜p(p,R)). Suppose that every leading exponent v of π
satisfies
ℜ(v)− n+ 1+ t
2
+ 2ρ(p) ≺ 0.
Then I∞(ǫ, t)⊗
S˜p(p,R)
V (π) is well-defined. Conversely, if I∞(ǫ, t)⊗
S˜p(p,R)
V (π) is
well-defined, then we have
ℜ(v)− n+ 1+ t
2
+ 2ρ(p)  0.
Here ρ(p) = (p, p− 1, . . . , 1).
If π is tempered, then the leading exponents of π are all bounded by −ρ(p). In
addition, if I(ǫ, t) is unitarizable, then
−n+ 1± t
2
 −2p+ 2± t
2
≺ −ρ(p).
So for tempered π and unitarizable I(ǫ, t), I∞(ǫ, t) ⊗
S˜p(p,R)
V (π) is always well-
defined.
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From now on, we will assume that I∞(ǫ, t) ⊗
S˜p(p,R)
V (π) is well-defined.
f ⊗
S˜p(p,R)
v is a function
g ∈ S˜p(q,R)→
∫
S˜p(p,R)/C
f(gh)π(h)vd[h]
with value in Hom C(π
∗,C). In view of Equ. 2, we have the following lemma.
Lemma 4.2. Let f ∈ I∞(ǫ, t) and v ∈ V (π). Then
f ⊗
S˜p(p,R)
v ∈ IndS˜p(q,R)
S˜p(p,R)G˜L(q−p)N
Hom C(π
∗,C)⊗ µǫ ⊗ νt.
In this lemma, Ind means the space of sections because Hom C(π
∗,C) does not
have a Hilbert space structure.
Lemma 4.3. Suppose that f ∈ I∞(ǫ, t)U˜ (q), that is, f is smooth and U˜(q)-finite.
Suppose that I∞(ǫ, t)⊗
S˜p(p,R)
V (π) is well-defined. Then f ⊗
S˜p(R)
v is U˜(q)-finite.
So f ⊗
S˜p(R)
v is in the Harish-Chandra module
V (Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt).
Proof: It is easy to see that the map f ⊗ v → f ⊗
S˜p(p,R)
v preserves the action
of U˜(q). If f is U˜(q)-finite, then f ⊗ v is U˜(q)-finite. Therefore f ⊗
S˜p(p,R)
v is also
U˜(q)-finite. The U˜(q)-finite vectors in
Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
Hom C(π
∗,C)⊗ µǫ ⊗ νt
must be contained in the Harish-Chandra module
V (Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt).
Our Lemma is proved. ✷
Theorem 4.1. The invariant tensor product I∞(ǫ, t)
U˜ (q)
⊗
S˜p(p,R)
V (π) can be
identified with
V = V (Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt).
Proof: Recall that I∞(ǫ, t) contains the compactly supportedC∞c (Mǫ,t, d[g1]d[k2]).
In view of Equ. 2, it is straight forward to show that
C∞c (Mǫ,t, d[g1]d[k2])⊗S˜p(p,R) V (π)
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is dense and smooth in the Hilbert space Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt. Fix a
U˜(q)-type σ. By orthogonality,
C∞c (Mǫ,t, d[g1]d[k2])σ ⊗S˜p(p,R) V (π)
must be dense in
(Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt)σ,
which is finite dimensional. Hence
C∞c (Mǫ,t, d[g1]d[k2])σ ⊗S˜p(p,R) V (π) = Vσ.
It follows that
I∞(ǫ, t)U˜(q) ⊗S˜p(p,R) V (π) ⊇ C∞c (Mǫ,t, d[g1]d[k2])U˜(q) ⊗S˜p(p,R) V (π) = V.
By the previous lemma, I∞(ǫ, t)
U˜ (q)
⊗
S˜p(p,R)
V (π) = V. ✷
I shall now make a final remark. Fix an irreducible U˜(q) representation σ. Suppose
that f ∈ I∞(ǫ, t)σ . Then f ⊗S˜p(p,R) v can be constructed as follows. Let φ be an
arbitrary function in the σ-isotypic subspace
(Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt)σ.
Then the value of φ on U˜(q) must be in a finite dimensional subspace in V (π). Let
{ui} be an orthonormal basis of this finite dimensional subspace. Then one can
define
(f ⊗
S˜p(p,R)
v)(k) =
∑
i
((f ⊗
S˜p(p,R)
v)(k), ui)ui (k ∈ U˜(q)).
5 Induced Intertwining Operator and Posi-
tivity
Let t ∈ R. Recall that there is an intertwining operator
A(ǫ, t) : I∞(ǫ, t)→ I∞(ǫ,−t),
with poles on reducible t (see [29], [25], [5]). If I(ǫ, t) is irreducible, A(ǫ, t)
one-to-one and onto. For complementary series C(ǫ, t), A(ǫ, t) is positive definite,
one-to-one and onto. Let ( , ) be the natural sesquilinear pairing between I(ǫ, t)
and I(ǫ,−t). The inner product of C(ǫ, t) is given by the completion of
(f1, f2)ǫ,t = (f1, A(ǫ, t)f2).
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Now A(ǫ, t) intertwines the actions of S˜p(p,R) and S˜p(q,R). We can extend it
trivially and obtain
A(ǫ, t) : I∞(ǫ, t)⊗ V (π)→ I∞(ǫ,−t)⊗ V (π).
Let π ∈ Πu(S˜p(p,R)). Suppose that π and µǫ are compatible and I∞(ǫ,±t)⊗S˜p(p,R)
V (π) are well-defined. We can now construct an induced intertwining operator
A(ǫ, t, π) : V (Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt)→ V (IndS˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ ν−t)
via the following commutative diagram
I∞(ǫ, t)U˜ (q) ⊗ V (π)
A(ǫ,t)−−−−→ I∞(ǫ,−t)U˜ (q) ⊗ V (π)y⊗S˜p(p,R) y⊗S˜p(p,R)
V (Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt) A(ǫ,t,π)−−−−−→ V (IndS˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ ν−t)
(3)
We call A(ǫ, t, π) the induced intertwining operator. Presumably, A(ǫ, t, π) is con-
tained in one of the intertwining operators constructed by Knapp-Stein and Vogan-
Wallach ( [17], [29]).
Theorem 5.1. Let π ∈ Πu(S˜p(p,R)). Suppose that π and µǫ are compatible.
Suppose that I∞(ǫ,±t)⊗
S˜p(p,R)
V (π) is well-defined. Then the induced intertwining
operator A(ǫ, t, π) is well-defined. A(ǫ, t, π) intertwines the actions of sp(q,R) and
U˜(q).
Proof: To show that A(ǫ, t, σ) is well-defined, it suffices to show that
∑
i fi⊗S˜p(p,R)
vi = 0 implies
∑
iA(ǫ, t)fi ⊗S˜p(p,R) vi = 0. Fix a σ ∈ Πu(U˜ (q)). Let f1, f2 be in
I∞(ǫ, t)σ, using the mixed model. Let v1, v2 ∈ V (σ). Let {ui} be an orthonormal
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basis as in the final remark of Section 4. Then the natural sesqulinear pairing
(f1 ⊗S˜p(p,R) v1, (A(ǫ, t)f2)⊗S˜p(p,R) v2)
=
∫
U˜(q)/U˜ (p)O˜(q−p)
∑
ui
∫
S˜p(p,R)/C
f1(kh1)(π(h1)v1, ui)d[h1]
∫
S˜p(p,R)/C
A(ǫ, t)f2(kh2)(π(h2)v2, ui)
d[h2]d[k] [Absolutely convergent]
=
∫
U˜(q)/U˜ (p)O˜(q−p)
∫
S˜p(p,R)/C
∫
S˜p(p,R)/C
f1(kh1)(π(h1)v1, π(h2)v2)A(ǫ, t)f2(kh2)d[h1]d[h2]d[k]
=
∫
U˜(q)/U˜ (p)O˜(q−p)
∫
S˜p(p,R)/C
∫
S˜p(p,R)/C
f1(kh2h)(π(h)v1, v2)A(ǫ, t)f2(kh2)d[h]d[h2]d[k]
[h = h−12 h1]
=
∫
S˜p(p,R)/C
∫
U˜(q)/U˜ (p)O˜(q−p)
∫
S˜p(p,R)/C
f1(kh2h)A(ǫ, t)f2(kh2)d[h2]d[k](π(h)v1, v2)d[h]
[by Fubini′s Theorem]
=
∫
S˜p(p,R)/C
(I(ǫ, t)(h)f1, A(ǫ, t)f2)(π(h)v1, v2)d[h]
=
∫
S˜p(p,R)/C
(I(ǫ, t)(h)A(ǫ, t)f1, f2)(π(h)v1, v2)d[h]
=((A(ǫ, t)f1)⊗S˜p(p,R) v1, f2 ⊗S˜p(p,R) v2))
(4)
Therefore
∑
i fi⊗S˜p(p,R) vi = 0 implies
∑
iA(ǫ, t)fi⊗S˜p(p,R) vi = 0. The converse is
also true since A(ǫ, t) is a surjection onto I∞(ǫ,−t)U˜(q). A(ǫ, t, π) is well-defined.
Notice that the Diagram ( 3) commutes and the actions of sp(q,R) and U˜(q) are
preserved in this diagram. Therefore A(ǫ, t, π) intertwines the actions of sp(q,R)
and U˜(q). ✷
Obviously, A(ǫ, t, π) is onto. It must also be one-to-one by Diagram ( 3).
Lemma 5.1. Let π ∈ Πu(S˜p(p,R)). Suppose that C(ǫ, t0) is in the complementary
series and I∞(ǫ,±t0) ⊗S˜p(p,R) V (π) is well-defined. Then I∞(ǫ,±t) ⊗S˜p(p,R) V (π)
is well-defined for all real −|t0| ≤ t ≤ |t0|.
1. the induced intertwining operator A(ǫ, t, π) is continuous in the interval t ∈
[−|t0|, |t0|] (for each U˜(q)-type);
2. A(ǫ, t, π) is one-to-one and onto for any t ∈ [−|t0|, |t0|];
3. A(ǫ, 0, π) is the identity.
The assumption that C(ǫ, t) is in the complementary series is not absolutely
necessary. Our assertions remain true except at those t where I(ǫ, t) is reducible.
So A(ǫ, t, π) may be discontinuous and not one-to-one at reducible t.
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Theorem 5.2. Fix ǫ ∈ [0, 1). Let π ∈ Πu(S˜p(p,R)) be compatible with µǫ. Suppose
that |t0| < 12−|12−|2ǫ−1|| if q−p odd and |t0| < |12−|2ǫ−1|| if q−p even. Suppose
I∞(ǫ,±t0) ⊗S˜p(p,R) V (π) is well-defined. Then A(ǫ, t, π) is positive definite for all
|t| ≤ |t0|. Hence IndS˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt is unitarizable for all |t| ≤ |t0|.
Proof: The positivity of A(ǫ, t, π) can be established by a deformation argu-
ment. Notice that I(ǫ, t) remains irreducible for all |t| ≤ |t0|.
First A(ǫ, t, π) is well-defined for all |t| ≤ |t0|. It is continuous with respect to
t and it is always one-to-one and onto. Second, since A(ǫ, t, π) intertwines the
U˜(q) actions, A(ǫ, t, π) restricted onto an U˜(q)-type is onto and one-to-one, there-
fore nondegenerate. Thirdly the signature of A(ǫ, t, π) restricted to each U˜(q)-type
(finite dimensional) must remain the same for t ∈ [−|t0|, |t0|]. Finally A(ǫ, 0, π)
restricted to each U˜(q)-type is the identity.
So A(ǫ, t, π) restricted onto each U˜(q)-type is positive definite. Hence it is positive
definite on the Harish-Chandra module level. Therefore, the form (∗ , ∗)t defined
as (∗ , A(ǫ, t, π)∗) is a positive definite invariant form on
V (Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt)
Therefore Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt is unitarizable. ✷
6 A General Construction of A(ǫ, t, π)
It turns out that one can construct A(ǫ, t, π) in a much more general context.
In particular, one can construct A(ǫ, t, π) for all unitary π when t is sufficiently
negative. The idea is as follows. Fix ǫ ∈ [0, 1) and t < 0. Let π ∈ Πu(S˜p(p,R))
be compatible. Consider the intertwining operator
A(ǫ, t) : C∞c (Mǫ,t, d[g1]d[k2])U˜(q) ⊆ I∞(ǫ, t)U˜ (q) → I∞(ǫ,−t)U˜(q).
The invariant tensor product C∞c (Mǫ,t, d[g1]d[k2]) ⊗S˜p(p,R) V (π) is always well-
defined (see Definition 4.1). In particular
C∞c (Mǫ,t, d[g1]d[k2])U˜(q) ⊗S˜p(p,R) V (π) = V (Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt).
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Now suppose that I∞(ǫ,−t)U˜(q) ⊗S˜p(p,R) V (π) is well-defined. Then we can define
the induced intertwining operator A(ǫ, t, π) by the following diagram:
C∞c (Mǫ,t, d[g1]d[k2])U˜(q) ⊗ V (π)
A(ǫ,t)−−−−→ I∞(ǫ,−t)U˜ (q) ⊗ V (π)y⊗S˜p(p,R) y⊗S˜p(p,R)
V (Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt) A(ǫ,t,π)−−−−−→ V (IndS˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ ν−t)
(5)
Strictly speaking, we should have chosen a different notation for A(ǫ, t, π). As we
shall show in Theorem 6.2, A(ǫ, t, π) we construct in this section will coincide with
A(ǫ, t, π) we constructed in the last section if I∞(ǫ, t)U˜ (q)⊗S˜p(p,R) V (π) is also well-
defined. This allows us to view A(ǫ, t, π) here as a generalization of the construction
from the last section.
Theorem 6.1. Let π ∈ Πu(S˜p(p,R)) and t ≤ 0. Suppose that π and µǫ are
compatible. Suppose that I∞(ǫ,−t)⊗
S˜p(p,R)
V (π) is well-defined. Then A(ǫ, t, π) is
well-defined. In addition, A(ǫ, t, π) intertwines the action of sp(q,R) and U˜(q).
Proof: Fix a σ ∈ Πu(U˜(q)). Let f1, f2 be in C∞c (Mǫ,t, d[g1]d[k2])σ , using the
mixed model. Let v1, v2 ∈ V (σ). Let {ui} be an orthonormal basis as in the final
remark of Section 4. Then the natural pairing
(f1 ⊗S˜p(p,R) v1, (A(ǫ, t)f2)⊗S˜p(p,R) v2) = ((A(ǫ, t)f1)⊗S˜p(p,R) v1, f2 ⊗S˜p(p,R) v2).
Therefore
∑
i fi ⊗S˜p(p,R) vi = 0 implies
∑
iA(ǫ, t)fi ⊗S˜p(p,R) vi = 0. The Diagram
( 5) commutes. A(ǫ, t, π) is well-defined. ✷
Notice from Definition 4.1, if t is sufficiently negative, I∞(ǫ,−t) ⊗
S˜p(p,R)
V (π)
is always well-defined. So A(ǫ, t, π) is well-defined for t sufficiently negative with
possible poles at reducible points. For t close to zero, A(ǫ, t, π) can perhaps be
constructed by analytic continuation. It is an interesting problem to identify this
intertwining operator in the standard construction ( [14]).
In the general context, A(ǫ, t, π) may have a kernel. However, if I(ǫ, t) is irre-
ducible, A(ǫ, t, π) will be surjective. Therefore A(ǫ, t, π) must be one-to-one and
nondegenerate.
Theorem 6.2. Let π ∈ Πu(S˜p(p,R)) and t0 ≤ 0. Suppose that I∞(ǫ,−t0)⊗S˜p(p,R)
V (π) is well-defined. Then
1. I∞(ǫ,−t)⊗
S˜p(p,R)
V (π) is well-defined for all real t ≤ t0.
2. the induced intertwining operator A(ǫ, t, π) is continuous on the interval (−∞, t0)
except at those t for which I(ǫ, t) is reducible;
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3. A(ǫ, t, π) is onto and one-to-one for t ∈ (−∞, t0) except at those t for which
I(ǫ, t) is reducible.
The reader shall compare this Lemma with Lemma 5.1.
Proof: The first assertion follows from Definition 4.1. The second assertion follows
from the computation in Theorems 5.1 and 6.1. We shall now prove the third
assertion. Fix a σ ∈ Πu(U˜ (q)). Notice than
A(ǫ, t)C∞c (Mǫ,t, d[g1]d[k2])σ ⊆ I∞(ǫ,−t)σ .
Hence
A(ǫ, t)C∞c (Mǫ,t, d[g1]d[k2])σ ⊗S˜p(p,R) V (π)
⊆I∞(ǫ,−t)σ ⊗S˜p(p,R) V (π)
=[Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ ν−t]σ
=C∞c (Mǫ,−t, d[g1]d[k2])σ ⊗S˜p(p,R) V (π).
(6)
It suffices to prove that
A(ǫ, t)C∞c (Mǫ,t, d[g1]d[k2])σ ⊗S˜p(p,R) V (π) = C∞c (Mǫ,−t, d[g1]d[k2])σ ⊗S˜p(p,R) V (π).
We will show that every element on the right hand side can be approximated by
elements on the left hand side. Since both sides are finite dimensional, they must
be equal.
Now let f ∈ C∞c (Mǫ,−t, d[g1]d[k2])σ ⊂ I∞(ǫ,−t)σ . Then A(ǫ, t)−1f ∈ I∞(ǫ, t)σ .
One can choose a sequence φi in C
∞
c (Mǫ,t, d[g1]d[k2])σ such that φi → A(ǫ, t)−1f
under the Frechet topology in I∞(ǫ, t). Then
A(ǫ, t)φi → f
under the Frechet topology in I∞(ǫ,−t) (see [29]). In particular, A(ǫ, t)φi converges
to f uniformly in the compact picture. In the mixed model
‖(A(ǫ, t)φi − f)(k2g1)(det g1gt1 + 1)
n+1+t
4 ‖sup → 0.
Now it is easy to see that A(ǫ, t)φi ⊗S˜p(p,R) v → f ⊗S˜p(p,R) v uniformly on U˜(q).
Hence A(ǫ, t)φi ⊗S˜p(p,R) v → f ⊗S˜p(p,R) v in the Hilbert space
Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ ν−t.
✷
Observe that
A(ǫ, t)C∞c (Mǫ,t, d[g1]d[k2]) ⊆ I∞(ǫ,−t), C∞c (Mǫ,t, d[g1]d[k2]) ⊆ I∞(ǫ, t).
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When I∞(ǫ, t)U˜ (q) ⊗S˜p(p,R) V (π) is also well-defined, the A(ǫ, t, π) here coincides
with the A(ǫ, t, π) constructed in the last section. So there is no ambiguity.
Theorem 6.3. Let ǫ ∈ [0, 1). Let π ∈ Πu(S˜p(p,R)) be compatible with µǫ. Suppose
that 0 ≥ t > t0 where t0 = −12 + |12 −|2ǫ−1|| if q−p is odd and t0 = −|12 −|2ǫ−1||
if q − p is even. Suppose I∞(ǫ, 0) ⊗
S˜p(p,R)
V (π) is well-defined. Then A(ǫ, t, π) is
positive definite. Hence Ind
S˜p(q,R)
S˜p(p,R)G˜L(q−p)N
π ⊗ µǫ ⊗ νt is unitarizable.
Proof: Under our assumption, I(ǫ, t) is irreducible and unitarizable. By Theo-
rem 6.2, I∞(ǫ, 0)⊗
S˜p(p,R)
V (π) is well-defined implies that I∞(ǫ,−t)⊗
S˜p(p,R)
V (π)
is well-defined. This theorem can be proved essentially the same way as Theorem
5.2. ✷
I shall make a final remark. The assumptions in this theorem are considerably
weaker than the assumptions in Theorem 5.2. Over the boundary point t0 for
which I(ǫ, t0) is reducible, if one can choose a continuous A(ǫ, t) such that A(ǫ, t0, π)
is surjective, our unitarity theorem can be carried over to the next interval (t1, t0).
Here I(ǫ, t) must remain irreducible on (t1, t0).
7 Induced Complementary Series
Now we can apply Theorem 6.3 to build induced complementary series. Let us
first give some results concerning complementary principal series.
Theorem 7.1. Let σ = {σi}ni=1 be a compatible set of characters of the component
group of G˜L(1), namely exp 4π
√−1σim = exp 4π
√−1σjm (m ∈ Z ∼= C). Put
t1 = |2σ1 − 1| and ti = 12 − |12 − |2σi − 1|| for i > 1. Then
I(σ, v) = Ind
S˜p(n,R)
G˜L(1)nN
⊗ (µσi ⊗ νvi)
is unitarizable if vi ∈ (−ti, ti) for every i.
Proof: We prove this by induction on n. First of all, if n = 1, Ind
S˜p(1,R)
G˜L(1)
µσ1⊗νv1
is unitary if and only if v1 ∈ [−t1, t1], by a result due to Puka´nszky ( [24]). Now
suppose our theorem is true for n − 1. Let π = IndS˜p(n−1,R)
G˜L(1)n−1N
⊗i (µσi ⊗ νvi) with
vi ∈ (−ti, ti). Then leading exponents λ of π must be of the form w(v)− ρ(n− 1),
with w a Weyl group element and ρ(n − 1) half sum of positive roots. Hence
ℜ(λ) ≺ −(n−2, n−3, . . . , 1, 0). Now consider I(σn, t; 2n−1) of S˜p(2n−1,R) with
t ≤ 0. By Sahi’s Theorem, I(σn, t; 2n− 1) is unitarizable if t ∈ (−tn, tn). Clearly,
ℜ(λ)− 2n− 1+ 1
2
+ 2ρ(n− 1) ≺ 0
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Hence I(ǫn, 0; 2n − 1)⊗S˜p(n−1,R) π is well-defined. By Theorem 6.3,
Ind
S˜p(n,R)
G˜L(1)nN
⊗ni=1 (µσi ⊗ νvi) = IndS˜p(n,R)G˜L(1)S˜p(n−1,R)Nµ
σn ⊗ νvn ⊗ π
is unitarizable if vn ∈ (−tn, tn). ✷
For σi = 0,
1
2 , the representation I(σ, v) becomes a representation of the linear
group. In this case, our theorem says nothing about the complementary series
while there are plenty of complementary series at least when all σi = 0 ( [18]).
For σi =
1
4 ,
3
4 , our theorem says that I(σ, v) is unitarizable if v ∈ (−12 , 12)n. These
are the genuine principal complementary series of Mp(n,R). In particular, com-
plementary series of size (−12 , 12)n exist in every genuine principal series. Some of
these complementary series were discussed in [1] and [2].
Now let us deal with degenerate principal series. The theorem we are about to
state is not the most general one. Our goal here is to show how one can build
complementary series inductively.
Theorem 7.2. Let L =
∏l
i=1GL(ri)Sp(r0,R) with
r1 ≤ r2 ≤ . . . ≤ rl,
l∑
i=0
ri = n.
Let σ0 be a tempered irreducible representation of S˜p(r0,R). Let the character µ
ǫi
of G˜L(ri) be compatible with σ0. Let
I(ǫ, v, σ0) = Ind
S˜p(n,R)
S˜p(r0,R)Πli=1G˜L(ri)N
σ0 ⊗ (⊗li=1µiǫi ⊗ νivi).
Let ti =
1
2 − |12 − |2ǫi − 1|| if ri is odd, ti = |12 − |2ǫi − 1|| if ri is even. Then
I(ǫ, v, σ0) is unitarizable if |vi| < ti all every i ∈ [1, l].
Proof: We proceed by induction on i. When i = 1, by Lemma 4.1, I(ǫ1, v1; 2r0+
r1) ⊗S˜p(n0,R) V (σ0) is well-defined for |v1| ≤ t1. By Theorem 5.2, I(ǫ1, v1, σ0) is
unitarizable. In addition, leading exponents of I(ǫ1, v1, σ0) are bounded by
(
r1 − 1
2
+ |v1|, r1 − 1
2
− |v1|, r1 − 3
2
+ |v1|, r1 − 3
2
− |v1| . . . , 0, . . . , 0) − ρ(r0 + r1)
 (−r0 − r1
2
,−r0 − r1
2
+ 1, . . . , 0)
Here the last sequence has increment 1. It can be easily checked that
(−r0 − r1
2
,−r0 − r1 − 2
2
, . . . , 0)− 2r0 + 2r1 + r2 + 1
2
≺ −2ρ(r0 + r1)
since r2 ≥ r1. So
I(ǫ2, 0; 2r0 + 2r1 + r2)⊗S˜p(r0+r1,R) V (I(ǫ1, v1, σ0))
is well-defined. By Theorem 6.3, I(ǫ1, ǫ2, v1, v2, σ0) is unitary. Our theorem follows
by continuing this process. ✷
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