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Abstract
We present a unified analytical framework within which power control, rate allocation, routing, and
congestion control for wireless networks can be optimized in a coherent and integrated manner. We
consider a multi-commodity flow model with an interference-limited physical-layer scheme in which
power control and routing variables are chosen to minimize the sum of convex link costs reflecting,
for instance, queuing delay. Distributed network algorithms where joint power control and routing are
performed on a node-by-node basis are presented. We show that with appropriately chosen parameters,
these algorithms iteratively converge to the global optimum from any initial point with finite cost. Next,
we study refinements of the algorithms for more accurate link capacity models, and extend the results
to wireless networks where the physical-layer achievable rate region is given by an arbitrary convex
set, and the link costs are strictly quasiconvex. Finally, we demonstrate that congestion control can be
seamlessly incorporated into our framework, so that algorithms developed for power control and routing
can naturally be extended to optimize user input rates.
I. INTRODUCTION
In wireless networks, link capacities are variable quantities determined by transmission powers,
channel fading levels, user mobility, as well as the underlying coding and modulation schemes.
In view of this, the traditional problems of routing and congestion control must now be jointly
optimized with power control and rate allocation at the physical layer. Moreover, the inherent
decentralized nature of wireless networks mandates that distributed network algorithms requiring
limited communication overhead be developed to implement this joint optimization. In this paper,
we present a unified analytical framework within which power control, rate allocation, routing,
1This research is supported in part by Army Research Office (ARO) Young Investigator Program (YIP) grant DAAD19-03-
1-0229 and by National Science Foundation (NSF) grant CCR-0313183.
2and congestion control for wireless networks can be optimized in a coherent and integrated
manner. We then develop a set of distributed network algorithms which iteratively converge to a
jointly optimal operating point. These algorithms operate on the basis of marginal-cost message
exchanges, and are adaptive to changes in network topology and traffic patterns. The algorithms
are shown to have superior performance relative to existing wireless network protocols.
The development of network optimization began with the study of traffic routing in wireline
networks. Elegant frameworks for optimal routing within a multi-commodity flow setting are
given in [1], [2]. A distributed routing algorithm based on gradient projection is developed [2],
where all nodes iteratively adjust their traffic allocation for each type of traversing flow. This
algorithm is generalized in [3], where estimates of second derivatives of the cost function are
utilized to improve the convergence rate.
With the advent of variable-rate communications, congestion control in wireline networks
has become an important topic of investigation. In [4]–[7], congestion control is optimized
by maximizing the utilities of contending sessions with elastic rate demands subject to link
capacity constraints. Distributed algorithms where sources adjust input rates based on price
signal feedback from links are shown to converge to the optimal operating point. These results
have been extended in [8]–[10], where combined congestion control and routing (both single-
path and multi-path) algorithms are developed. The above-mentioned papers generally consider
source routing, where it is assumed that all available paths to the destinations are known a priori
at the source node, which makes the routing decisions.
Wireless networks differ fundamentally from wireline networks in that link capacities are
variable quantities that can be controlled by adjusting transmission powers. The power control
problem has been most extensively studied for CDMA wireless networks. Previous work at the
physical layer [11]–[16] has generally focused on developing distributed algorithms to achieve the
optimal trade-off between transmission power levels and Signal-to-Interference-plus-Noise-Ratios
(SINR). More recently, cross-layer optimization for wireless networks has been investigated
in [15], [17], [18]. In particular, the work in [19] develop distributed algorithms to accomplish
joint optimization of the physical and transport layers within a CDMA context.
In this work, we present a unified framework in which the power control, rate allocation,
routing, and congestion control functionalities at the physical, Medium Access Control (MAC),
network, and transport layers of the wireless network can be jointly optimized. We focus on
quasi-static network scenarios where user traffic statistics and channel conditions vary slowly.
We adopt a multi-commodity flow model and pose a general problem in which capacity allocation
and routing are jointly optimized to minimize the sum of convex link costs reflecting, for instance,
queuing delay in the network. To be specific, we focus initially on an interference-limited wireless
networks where the link capacity is a concave function of the link SINR. For these networks,
3power control and routing variables are chosen to minimize the total network cost. In view of
frequent changes in wireless network topology and node activity, it may not be practical nor
even desirable for sources to obtain full knowledge of all available paths. We therefore focus
on distributed schemes where joint power control and routing is performed on a node-by-node
basis. Each node decides on its total transmission power as well as the power allocation and
traffic allocation on its outgoing links based on a limited number of control messages from other
nodes in the network.
We first establish a set of necessary and sufficient conditions for the joint optimality of a
power control and routing configuration. We then develop a class of node-based scaled gradient
projection algorithms employing first derivative marginal costs which can iteratively converge to
the optimal operating point, without knowledge of global network topology or traffic patterns.
For rapid and guaranteed convergence, we develop a new set of upper bounds on the matrices
of second derivatives to scale the direction of descent. We explicitly demonstrate how the
algorithms’ parameters can be determined by individual nodes using limited communication
overhead. The iterative algorithms are rigorously shown to rapidly converge to the optimal
operating point from any initial configuration with finite cost.
After developing power control and routing algorithms for specific interference-limited sys-
tems, we consider wireless networks with more general coding/modulation schemes where the
physical-layer achievable rate region is given by an arbitrary convex set. The necessary and
sufficient conditions for the joint optimality of a capacity allocation and routing configuration are
characterized within this general context. Under the relaxed requirement that link cost functions
are only strictly quasiconvex, we show that any operating point satisfying the above conditions
is Pareto optimal.
Next, we show that congestion control for users with elastic rate demands can be seamlessly
incorporated into our analytical framework. We consider maximizing the aggregate session utility
minus the total network cost. It is shown that with the introduction of virtual overflow links,
the problem of jointly optimizing power control, routing, and congestion control can be made
equivalent to a problem involving only power control and routing in a virtual wireless network.
In this way, the distributed algorithms previously developed for power control and routing can
be naturally extended to this more general setting.
Finally, we present results from numerical experiments. The results confirm the superior perfor-
mance of the proposed network control algorithms relative to that of existing wireless network
protocols such as the Ad hoc On Demand Distance Vector (AODV) routing algorithm [20].
Our algorithms are shown to converge rapidly to the optimal operating point. Moreover, the
algorithms can adaptively chase the shifting optimal operating point in the presence of slow
changes in the network topology and traffic conditions. Finally, the algorithms exhibit reasonably
4good convergence even with delayed and noisy control messages.
The paper is organized as follows. The basic system model and the jointly optimal capacity
allocation and routing problem formulation are described in Section II. In Section III, we
specify the jointly optimal power control and routing problem in node-based form for an
interference-limited wireless network. In Section IV, the necessary and sufficient conditions
for optimality are presented and proved. In Section V, we present a class of scaled gradient
projection algorithms and characterize the appropriate algorithm parameters for convergence to
the optimum. In Section VI, we develop network control schemes for more refined link capacity
models and derive optimality results for general convex capacity regions and quasi-convex cost
functions. Section VII extends the algorithms to incorporate congestion control mechanisms.
Finally, results of relevant numerical experiments are shown in Section VIII.
II. NETWORK MODEL AND PROBLEM FORMULATION
A. Network Model, Capacity Region, and Flow Model
Let the multi-hop wireless network be modelled by a directed and (strongly) connected graph
G = (N , E), where N and E are the node and link sets, respectively. A node i ∈ N represents a
wireless transceiver containing a transmitter with individual power constraint P¯i and a receiver
with additive white Gaussian noise (AWGN) of power Ni. A link (i, j) ∈ E corresponds to a
unidirectional link, which models a radio channel from node i to j.2 For (i, j) ∈ E , let Cij
denote its capacity (in bits/sec). In a wireless network, the value of Cij is variable (we address
this issue in depth below).
A link capacity vector C , (Cij)(i,j)∈E is feasible if it lies in a given achievable rate region
C ⊂ R|E|+ , which is determined, for example, by the network coding/decoding scheme and the
nodes’ transmission powers. In the following, we will first consider the specific rate region
induced by a CDMA-based network model and then study the more general case of arbitrary
convex rate regions in Section VI-B.
Consider a collection W of communication sessions, each identified by its source-destination
node pair. We adopt a flow model [21] to analyze the transmission of the sessions’ data inside the
network. The flow model is reasonable for networks where the traffic statistics change slowly
over time.3 As we show, the flow model is particularly amenable to cost minimization and
distributed computation.
2We think of E as being predetermined by the communication system setup. For instance, in a CDMA system, (i, j) ∈ E if
node j knows the spreading code used by i.
3Such is the case when each session consists of a large number of independent data streams modelled by stochastic arrival
processes, and no individual process contributes significantly to the aggregate session rate [21].
5For any session w ∈ W , let O(w) and D(w) denote the origin and destination nodes, respec-
tively. Denote session w’s flow rate on link (i, j) by fij(w). For now, assume the total incoming
rate of session w is a positive constant rw.4 Thus, we have the following flow conservation
relations. For all w ∈ W ,
fij(w) ≥ 0, ∀(i, j) ∈ E ,∑
j∈O(i)
fij(w) = rw , ti(w), i = O(w),
fij(w) = 0, i = D(w) and ∀j ∈ O(i),∑
j∈O(i)
fij(w) =
∑
j∈I(i)
fji(w) , ti(w), ∀i 6= O(w), D(w),
(1)
where O(i) , {j : (i, j) ∈ E} and I(i) , {j : (j, i) ∈ E}. Here, ti(w) denotes the total incoming
rate of session w’s traffic at node i. Finally, the total flow rate on a link is the sum of flow rates
of all the sessions using that link:
Fij =
∑
w∈W
fij(w), ∀(i, j) ∈ E . (2)
B. Impact of Traffic Flow and Link Capacities on Network Cost
We assume the network cost is the sum of costs on all the links.5 The cost on link (i, j) is
given by a function Dij(Cij, Fij) of the capacity Cij and the total flow rate Fij . We assume that
Dij(Cij, Fij) is increasing and convex in Fij for each Cij , and decreasing and convex in Cij for
each Fij . The link cost function Dij(Cij, Fij) can represent, for instance, the expected delay in
the queue served by link (i, j) with arrival rate Fij and service rate Cij .6 While the monotonicity
of Dij is easy to see, the convexity of Dij in Fij and Cij follows from the fact that the expected
queuing delay increases with the variance of the arrival and/or service times.7
For analytical purposes, Dij(Cij, Fij) is further assumed to be twice continuously differentiable
in the region X = {(Cij , Fij) : 0 ≤ Fij < Cij}. Moreover, to implicitly impose the link capacity
4Later in Section VII, we will consider elastic sessions with variable incoming rate.
5If costs also exist at nodes, they can be absorbed into the costs of the nodes’ adjacent links.
6Note that when Cij is fixed, Dij(Cij , ·) reduces to the flow-dependent delay function considered in past literature on optimal
routing in wireline networks [2], [3], [22].
7This phenomenon is captured by the heavy traffic mean formula for a GI/GI/1 queue with random service time X and arrival
time A. The expected waiting time is given by
E[W ] ∼
ρ2c2x + ρc
2
a − ρ(1− ρ)
2λ(1− ρ)
.
Here, λ denotes the average arrival rate, ρ = λE[X], c2x = var[X]/E[X]2 and c2a = var[A]/E[A]2.
6i
k
j
l
1
(1)
i
r t 
(1) (2)ij ij ijF f f  (1) (2)jl jl jlF f f 
(1) (2)il il ilF f f 
(1)
ik ik
F f 
(1) (2)kl kl klF f f 
(2)
k
t
(2)it
( , )
ij ij ij
D C F ( , )jl jl jlD C F
( , )
il il il
D C F
( , )ik ik ikD C F ( , )kl kl klD C F
Fig. 1. Session 1 originates from node i and ends at node l. Session 2, originating elsewhere in the network and destined also
for node l, enters this part of the network at nodes i and k. Node i routes session 1 to j, k, and l, and routes session 2 to
j and l. Node k forwards session 2 directly to l. These individual flows make up the total flows on the links. Link costs are
determined by the flow rates and capacities.
constraint, we assume Dij(Cij, Fij) → ∞ as Fij → C−ij and Dij(Cij, Fij) = ∞ for Fij ≥ Cij .
To summarize, for all (i, j) ∈ E , the cost function Dij : R+ × R+ 7→ R+ satisfies
∂Dij
∂Cij
< 0,
∂Dij
∂Fij
> 0,
∂2Dij
∂C2ij
≥ 0,
∂2Dij
∂F 2ij
≥ 0, if (Cij , Fij) ∈ X , (3)
and Dij(Cij , Fij) =∞ otherwise. As an example,8
Dij(Cij, Fij) =
Fij
Cij − Fij
, for 0 ≤ Fij < Cij (4)
gives the expected number of packets waiting for or under transmission at link (i, j) under an
M/M/1 queuing model. Summing over all links, the network cost
∑
(i,j)Dij(Cij , Fij) gives the
average number of packets in the network.9 As another example, Dij = 1/(Cij − Fij) gives the
average waiting time of a packet in an M/M/1 queuing model. The network model and cost
functions are illustrated in Figure 1.
8To be precise, an infinitesimal term ε needs to be added to the numerator, i.e., Dij = (Fij + ε)/(Cij − Fij), to make
∂Dij/∂Cij < 0 for Fij = 0.
9By the Kleinrock independence approximation and Jackson’s Theorem, the M/M/1 queue is a good approximation for the
behavior of individual links when the system involves Poisson stream arrivals at the entry points, a densely connected network,
and moderate-to-heavy traffic load [21], [23].
7C. Basic Optimization Problem: Capacity Allocation and Routing
We now formulate the main Jointly Optimal Capacity allocation and Routing (JOCR) problem,
which involves adjusting {fij(w)} and {Cij} jointly to minimize total network cost as follows:
minimize
∑
(i,j)∈E
Dij(Cij, Fij) (5)
subject to flow conservation constraints in (1)− (2),
C ∈ C. (6)
The central concern of this paper is the development of distributed algorithms to solve the JOCR
problem in useful network contexts.
III. OPTIMAL DISTRIBUTED ROUTING AND POWER CONTROL
A. Node-Based Routing
To solve the JOCR problem, we first investigate distributed routing schemes for adapting
link flow rates. In previous literature, there have been extensive discussion of multi-path source
routing methods in wireline networks [9], [10], [24]. In these methods, source nodes are assumed
to have comprehensive information about all available paths through the network to their destina-
tions. In contrast to wireline networks, however, wireless networks are characterized by frequent
node activity and network topology changes. In these circumstances, it may not be practical nor
even desirable to implement source routing, which requires source nodes to constantly obtain
current path information. We therefore focus on distributed schemes where routing is performed
on a node-by-node basis [2]. In essence, these schemes distribute routing decisions to all nodes
in the network, rather than concentrating them at source nodes only. As we show, neither source
nodes nor intermediate nodes are required to know the topology of the entire network. Nodes
interact only with their immediate neighbors.
To make distributed adjustment possible, we adopt the routing variables introduced by Gallager
[2]. They are defined for all i ∈ N and w ∈ W in terms of link flow fractions as
Routing variables: φij(w) ,
fij(w)
ti(w)
, j ∈ O(i). (7)
The flow conservation constraints (1) are translated into the space of routing variables as
φij(w) ≥ 0, ∀j ∈ O(i),∑
j∈O(i)
φij(w) = 1, if i 6= D(w),
φij(w) = 0, ∀j ∈ O(i) if i = D(w).
(8)
For node i such that ti(w) = 0, the specific values of φij(w)’s are immaterial to the actual flow
rates. They can be assigned arbitrary values satisfying (8).
8The routing variables (φij(w))w∈W ,(i,j)∈E determine the routing pattern and flow distribution
of the sessions. They can be implemented at each node i using either a deterministic scheme
(node i routes φij(w) of its incoming session-w traffic to neighbor j) or a random scheme (node
i forwards session w traffic to j with probability φij(w)).
B. Power Control and Link Capacity
After examining the routing issue, we now address the question of capacity allocation. In a
wireless communication network, given fixed channel conditions, the achievable rate region C is
determined by the coding/decoding scheme and transmission powers, among other factors. To
be specific, we focus initially on a wireless network with an interference-limited physical-layer
scheme.
Assume the link capacity Cij is a function C(SINRij) of the signal-to-interference-plus-noise
ratio (SINR) at the receiver of link (i, j), given by
SINRij =
GijPij
Gij
∑
n 6=j Pin +
∑
m6=iGmj
∑
n Pmn +Nj
,
where Pmn is the transmission power on link (m,n), Gmj denotes the (constant) path gain from
node m to j, Nj is the noise power at node j’s receiver. We further assume C(·) is strictly
increasing, concave, and twice continuously differentiable. For example, in a spread-spectrum
CDMA network using (optimal) single-user decoding, the SINR per symbol is K ·SINRij where
K denotes the processing gain [25]. Since K typically is very large, the information-theoretic
link capacity Rs
2
log(1 +K · SINRij) (in bits/sec) is well approximated as
Cij ≈
Rs
2
log(K · SINRij), (9)
where Rs is the (fixed) symbol rate of the CDMA sequence. As another example, if messages
are modulated on CDMA symbols using M-QAM, and the error probability is required to be
less than or equal to P¯e, then the maximum data rate under the same high-SINR assumption is
given by [26]
Cij = Rs log
(
K · SINRij
2
[
Q−1(P¯e)
]2
)
, (10)
where Q(·) is the complementary distribution function of a normal random variable.
Assume that every node is subject to an individual power constraint
Pi ,
∑
j∈O(i)
Pij ≤ P¯i. (11)
Denote the set of feasible power vectors P , (Pij)(i,j)∈E by Π.
9We now note that the objective function in (5), ∑(i,j)Dij(Cij(P ), Fij), is convex in the
flow variables (Fij). It is convex in P if every Cij is concave in P . Unfortunately, given that
Cij = C(SINRij) is strictly increasing, ∇2Cij(P ) cannot be negative definite. However, it is
observed in [?] that if
C ′′(x) · x+ C ′(x) ≤ 0, ∀x ≥ 0, (12)
then with a change of variables Smn = lnPmn [19], Cij is concave in S , (Smn)(m,n)∈E . From
this, it can be verified that the objective function in (5) is convex in S. In the following, we
assume C(·) satisfies (12). Note that this is true for the capacity functions of the CDMA and
M-QAM examples above. For brevity, we will sometimes denote SINRij by xij . We will also
make use of the log-power variables S (i.e., power measured in dB), which belong to the feasible
set ΠS = {S ∈ R|E| :
∑
j∈O(i) e
Sij ≤ P¯i, ∀i ∈ N}.
As in the case of the routing variables φij(w), it is convenient to express the transmission
power Pij on link (i, j) in terms of the power control and power allocation variables as follows:
Power allocation variables: ηij ,
Pij
Pi
, (i, j) ∈ E , (13)
Power control variables: γi ,
lnPi
ln P¯i
, i ∈ N . (14)
With appropriate scaling, we can always let all P¯i > 1 so that the constraints for ηij and γi
can be written as follows:
ηij ≥ 0, ∀(i, j) ∈ E ,
∑
j∈O(i)
ηij = 1, γi ≤ 1, ∀i ∈ N . (15)
C. Distributed Optimization Problem: Power Control and Routing
With definitions (7), (13), and (14), the JOCR problem in (5) can be expressed in node-based
form. We call this the Jointly Optimal Power Control and Routing (JOPR) problem:
minimize
∑
(i,j)∈E
Dij(Cij, Fij) (16)
subject to (8), (15), (17)
where link flow rates and capacities are determined by10
Fij =
∑
w∈W
ti(w) · φij(w), ∀(i, j) ∈ E , (18)
10Notice that in general, Cij should be upper bounded by the RHS of (20). However, since cost function Dij(·, Fij) is
decreasing in Cij , any solution of problem (5) must allocate a vector of link capacities lying on the boundary of C. Therefore,
without loss of optimality, we assume equality in (20).
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ti(w) =


rw, i = O(w)∑
j∈I(i)
tj(w) · φji(w), ∀i 6= O(w)
, (19)
Cij = C

 Gij(P¯i)γiηij
Gij(P¯i)γi
∑
k 6=j
ηik +
∑
m6=i
Gmj(P¯m)
γm +Nj

 , ∀(i, j) ∈ E . (20)
IV. CONDITIONS FOR OPTIMALITY
To specify the optimality conditions for the JOPR problem in (16), it is necessary to compute
the cost gradients with respect to the routing variables, the power allocation variables, and the
power control variables, respectively. For the routing variables, the gradients are given in [2] as
∂D
∂φij(w)
= ti(w) · δφij(w), ∀j ∈ O(i), (21)
where the marginal routing cost is
δφij(w) ,
∂Dij
∂Fij
+
∂D
∂rj(w)
. (22)
Here, ∂D
∂rj(w)
stands for the marginal cost due to a unit increment of session w’s input traffic at
j. It is computed recursively by [2]
∂D
∂rj(w)
= 0, if j = D(w), (23)
∂D
∂ri(w)
=
∑
j∈O(i)
φij(w)
[
∂Dij
∂Fij
+
∂D
∂rj(w)
]
=
∑
j∈O(i)
φij(w) · δφij(w), ∀i 6= D(w). (24)
We now compute the gradients with respect to the power allocation and power control vari-
ables:
∂D
∂ηij
= Pi

−∑
(m,n)
∂Dmn
∂Cmn
C ′mnGmnGinPmn
IN2mn
+ δηij

 , (25)
where C ′mn is short-hand notation for dC(xmn)/dxmn. Here, the marginal power allocation cost
is
δηij ,
∂Dij
∂Cij
C ′ijGij
INij
(1 + SINRij). (26)
Finally, the derivatives with respect to the power control variables are given by
∂D
∂γi
= S¯i · δγi, (27)
11
where the marginal power control cost is
δγi , Pi

−∑
(m,n)
∂Dmn
∂Cmn
C ′mnGmnGinPmn
IN2mn
+
∑
j∈O(i)
δηij · ηij

 . (28)
The term INij appearing in (25), (26) and (28) is short-hand notation for the overall interference-
plus-noise power at the receiver of link (i, j):
INij = Gij
∑
k 6=j
Pik +
∑
m6=i
Gmj
∑
k∈O(m)
Pmk +Nj .
We will present the methods for providing nodes with the above marginal costs δφij(w), δηij
and δγi, along with the description of distributed routing and power adjustment algorithms, in
Section V.
Given the marginal costs δφij(w), δηij , and δγi, each node can check whether optimality
is achieved by verifying the conditions stated in the following theorem, which generalizes
Theorem 2 of Gallager [2] to the wireless setting.
Theorem 1: Assume the link cost functions Dij(Cij , Fij) satisfy the conditions in (3). For a
feasible set of routing and transmission power allocations {φij(w)}w∈W ,(i,j)∈E , {ηij}(i,j)∈E and
{γi}i∈N to be the solution of the JOPR problem in (16), the following conditions are necessary.
For all w ∈ W and i 6= D(w) with ti(w) > 0, there exists a constant λi(w) such that
δφij(w) = λi(w), if φij(w) > 0, (29)
δφij(w) ≥ λi(w), if φij(w) = 0. (30)
For all i ∈ N , all ηij > 0, and there exists a constant νi such that
δηij = νi, ∀j ∈ O(i), (31)
δγi
Pi
= 0, if γi < 1, (32)
δγi
Pi
≤ 0, if γi = 1. (33)
If the link cost functions Dij(Cij, Fij) are also jointly convex in (Cij, Fij), then these conditions
are sufficient for optimality if (29)-(30) hold at every i 6= D(w) for all w ∈ W , whether ti(w) > 0
or not.
Note that because Dij(Cij , Fij) is defined to be infinite when Cij = 0 (cf. Section II-B), we
must have ηij > 0 for all (i, j) ∈ E at the optimum. Furthermore, note that the sufficiency part
of Theorem 1 requires the cost function Dij(Cij, Fij) to be jointly convex in (Cij, Fij). This
is true for the cost function Dij = 1/(Cij − Fij) for 0 ≤ Fij < Cij , but not true for the cost
12
function Dij = Fij/(Cij −Fij). To deal with the latter case, we will establish the conditions for
a Pareto optimal operating point for strictly quasiconvex cost functions in Section VI-C.
Before presenting the proof of Theorem 1, we point out a useful identity.
Lemma 1: With node-based marginal routing costs defined as in (23) and (24), we have∑
(i,j)∈E
∂Dij
∂Fij
(Cij , Fij) · Fij =
∑
w∈W
∂D
∂rO(w)(w)
· rw. (34)
The proof of the lemma requires only algebraic manipulations. It can be found in Appendix A.
Proof of Theorem 1: To prove the necessity of (29)-(30), suppose it is violated for some
w at some node i 6= D(w) such that ti(w) > 0. By (21), there exists link (i, j) such that
fij(w) = ti(w)φij(w) > 0 and
∂D
∂φij(w)
> min
l∈O(i)
∂D
∂φil(w)
.
Then by shifting a tiny portion of flow of session w from link (i, j) to a link having minimal
marginal cost, i.e. any link (i, k) such that k = argminl∈O(i) ∂D∂φil(w) , the total cost is decreased.
Thus {φij(w)} cannot be optimal. The necessity of conditions (31)-(33) can be verified in the
same way by making use of (25) and (27).
To show the sufficiency statement, assume {φ∗ij(w)}w∈W ,(i,j)∈E , {η∗ij}(i,j)∈E and {γ∗i }i∈N is a
set of valid routing and power variables that satisfy (29)-(33). Let {φ1ij(w)}w∈W ,(i,j)∈E , {η1ij}(i,j)∈E
and {γ1i }i∈N be any other set of feasible routing and power variables. Denote the resulting link
flow rates, link capacities and log-powers under these two schemes by {F ∗ij}, {C∗ij}, {S∗ij} and
{F 1ij}, {C
1
ij}, {S
1
ij}, respectively. Using the convexity of cost functions and summing over all
(i, j) ∈ E , we have∑
(i,j)∈E
Dij(C
1
ij, F
1
ij)−Dij(C
∗
ij, F
∗
ij)
≥
∑
(i,j)∈E
∂Dij
∂Fij
(C∗ij, F
∗
ij) · (F
1
ij − F
∗
ij) +
∑
(i,j)∈E
∂Dij
∂Cij
(C∗ij, F
∗
ij) · (C
1
ij − C
∗
ij). (35)
We show that the two summations on the RHS of (35) are both non-negative, thus establishing
the superiority of {φ∗ij(w)}, {η∗ij} and {γ∗i }. We analyze the first summation as follows:∑
(i,j)∈E
∂Dij
∂Fij
(C∗ij , F
∗
ij) · (F
1
ij − F
∗
ij)
(a)
=
∑
(i,j)∈E
∂Dij
∂Fij
(C∗ij , F
∗
ij) · F
1
ij −
∑
w∈W
∂D∗
∂rO(w)(w)
· rw
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(b)
=
∑
w∈W

 ∑
(i,j)∈E
∂Dij
∂Fij
(C∗ij, F
∗
ij) · t
1
i (w)φ
1
ij(w)

− ∑
w∈W
i=O(w)
∂D∗
∂ri(w)
· t1i (w)
−
∑
w∈W


∑
j 6=O(w),D(w)
∂D∗
∂rj(w)

t1j (w)− ∑
i 6=D(w)
t1i (w)φ
1
ij(w)




(c)
=
∑
w∈W


∑
i 6=D(w)
t1i (w)

 ∑
j∈O(i)
φ1ij(w)
[
∂Dij
∂Fij
(C∗ij, F
∗
ij) +
∂D∗
∂rj(w)
]
−
∂D∗
∂ri(w)




(d)
=
∑
w∈W


∑
i 6=D(w)
t1i (w)

 ∑
j∈O(i)
φ1ij(w)δφ
∗
ij(w)− min
j∈O(i)
δφ∗ij(w)




(e)
≥ 0
The first equation results from Lemma 1. To obtain (b), we first use the definition of F 1ij in (18)
and the fact that t1i (w) = rw, ∀w ∈ W and i = O(w). We then append the zero terms (cf. (19))
∑
j 6=O(w),D(w)
∂D∗
∂rj(w)

t1j(w)− ∑
i 6=D(w)
t1i (w)φ
1
ij(w)

,
for all w ∈ W . By rearranging terms on the RHS of (b), we get equation (c). The optimality
conditions (29)-(30) are translated into equation (d), which immediately results in inequality (e).
Next, we examine the second summation in (35). Recalling the concavity of Cij in terms of
(Smn) and noticing that ∂Dij∂Cij < 0, we can bound the second summation by∑
(i,j)∈E
∂Dij
∂Cij
(C∗ij, F
∗
ij) · (C
1
ij − C
∗
ij) ≥
∑
(i,j)∈E
∂D∗ij
∂Cij
∑
(m,n)∈E
∂C∗ij
∂Smn
(S1mn − S
∗
mn), (36)
where ∂Dij
∂Cij
(C∗ij , F
∗
ij) is abbreviated as
∂D∗ij
∂Cij
and ∂Cij
∂Smn
(S∗) is abbreviated as ∂C
∗
ij
∂Smn
. Differentiating
Cmn(S) with respect to each of its variables, we have
∂Cmn
∂Sij
=


C ′mn · xmn, if (i, j) = (m,n),
−C ′mn · xmn
GinPij
INmn
, otherwise,
(37)
where xmn denotes SINRmn. We further transform and bound the RHS of (36) as∑
(i,j)∈E
∂Dij
∂C∗ij
∑
(m,n)∈E
∂Cij
∂S∗mn
· (S1mn − S
∗
mn)
(a)
=
∑
(i,j)∈E

− ∑
(m,n)∈E
∂Dmn
∂C∗mn
(C∗mn)
′x∗mn
Gin
IN∗mn
+ ν∗i

P ∗ij ln P 1ijP ∗ij
(b)
=
∑
(i,j)∈E
δγ∗i
P ∗i
· P ∗ij ln
P 1ij
P ∗ij
14
(c)
≥
∑
(i,j)∈E
δγ∗i
P ∗i
· P ∗ij
(
P 1ij
P ∗ij
− 1
)
(d)
=
∑
i∈N
δγ∗i
P ∗i
· (P 1i − P
∗
i )
(e)
≥ 0.
Here, equality (a) follows from the definition of {δηij} and the optimality condition (31). Using
the definition of {δγi}, we obtain equality (b). By the conditions (32)-(33), δγ∗i /P ∗i ≤ 0. This,
together with the fact that ln x ≤ x−1, ∀x ≥ 0, yields inequality (c). Summing over all j ∈ O(i)
for each i ∈ N , we obtain (d). The last inequality (e) is implied by conditions (32)-(33) as well.
We have shown that
∑
(i,j)∈E Dij(C
1
ij , F
1
ij)−Dij(C
∗
ij , F
∗
ij) ≥ 0 for any {φ1ij(w)}, {η1ij} and
{γ1i }. Therefore, {φ∗ij(w)}, {η∗ij} and {γ∗i } must be an optimal solution. ✷
V. NODE-BASED NETWORK ALGORITHMS
After obtaining the optimality conditions, we come to the question of how individual nodes
can adjust their local optimization variables to achieve a globally optimal configuration. In this
section, we design a set of algorithms that update the nodes’ routing variables, power allocation
variables, and power control variables in a distributed manner, so as to asymptotically converge
to the optimum.
Since the JOPR problem in (16) involves the minimization of a convex objective over convex
regions, the class of gradient projection algorithms is appropriate for providing a distributed
solution. An iteration of the gradient projection method involves making a small update in a
direction (typically opposite of the direction of the gradient) which reduces the network cost.
Whenever an update leads to a point outside the feasible set, the point is projected back into
the feasible set [27]. The gradient projection approach was adopted by Gallager for distributed
optimal routing in wireline networks [2]. The algorithm in [2], although guaranteed to converge,
has a slow rate of convergence due in part to very small stepsizes. To improve the convergence
rate of the gradient projection algorithms, it is generally necessary to scale the descent direction
using, for instance, second derivatives of the objective function. In the latter case, the scaled
gradient projection algorithm becomes a version of the projected Newton algorithm, which is
known to enjoy super-linear convergence rates when the initial point is close to the optimum [27].
In the current network setting, however, the inherent large dimensionality and the need for
distributed computation preclude exact calculation of the Hessian required for the Newton
algorithm. Motivated by these considerations, Bertsekas et al. [3] developed distributed optimal
routing schemes for wireline networks where diagonal approximations to the Hessian are used to
scale the descent direction. Although the algorithm in [3] represents a significant step forward,
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it suffers from two major problems. First, the algorithm in [3] is not guaranteed to converge if
the initial point is too far from the optimum. Second, substantial communication overhead is
still required to compute the scaling matrices in a distributed fashion [3].
In this section, we develop a set of scaled gradient projection algorithms which update
the nodes’ routing, power allocation, and power control variables in a distributed manner for
a wireless network. Network protocols which allow for the information exchange necessary
to implement these algorithms are specified. We develop a new technique for selecting the
scaling matrices for the routing, power allocation, and power control algorithms based on
upper bounds on the corresponding Hessian matrices. We show that the resulting algorithms
are guaranteed to converge rapidly to the optimum point from any initial condition with finite
cost. Moreover, we show that convergence can take place with limited control overhead and
distributed implementation. In particular, the routing algorithm exhibits faster convergence than
its counterpart in [2] and requires less communication overhead than its counterpart in [3].
A. Routing Algorithm (RT)
We will develop a suite of algorithms that iteratively adjust a node’s routing, power allocation,
and power control variables, respectively. First, we present the routing algorithm.
The routing algorithm allows each node to update its routing variables for all traversing
sessions. We design an algorithm in the general scaled gradient projection form studied in [3],
which contains the algorithm of Gallager [2] as a special case. The scaling matrices in our
routing algorithm, however, are different from those in [3]. We develop a new technique of upper
bounding the relevant Hessians which leads to larger stepsizes, and therefore faster convergence,
than those proposed in [2]. Moreover, in contrast to [3], our technique guarantees convergence
from any initial condition with finite cost, and requires less computation and communication
overhead to implement.
1) Routing Algorithms of Gallager, Bertsekas, and Gafni [2], [3]: In order to establish the
setting, we first review the (wireline) routing algorithms of Gallager, Bertsekas, and Gafni [2],
[3]. Consider node i 6= D(w). At the kth iteration, the routing algorithm RT updates the current
routing configuration φki (w) , (φkij(w))j∈O(i) by
φk+1i (w) = RT (φ
k
i (w)), (38)
where the update is determined by the following scaled gradient projection:
φk+1i (w) =
[
φki (w)− (M
k
i (w))
−1 · δφki (w)
]+
Mki (w)
. (39)
Here, δφki (w) , (δφkij(w)j∈O(i). The matrix Mki (w), which scales the descent direction for good
convergence properties, is symmetric and positive definite. We will discuss how to choose Mki (w)
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in a moment. The operator [·]+
Mki (w)
denotes projection on the feasible set relative to the norm
induced by matrix Mki (w). This is given by
[φ˜i(w)]
+
Mk
i
(w)
= argmin
φi(w)∈F
k
i (w)
〈φi(w)− φ˜i(w),M
k
i (w)(φi(w)− φ˜i(w))〉,
where 〈·〉 denotes the standard Euclidean inner product, and the minimization is taken over
simplex
Fki (w) =

φi(w) : φi(w) ≥ 0, φij(w) = 0, ∀j ∈ Bki (w) and
∑
j∈O(i)
φij(w) = 1

 .
Here, Bki (w) represents the set of blocked nodes of i relative to session w. This device was
invented in [2], [3] for preventing loops in the routing pattern of any session. It contains the
neighbors of i to which i cannot route session-w traffic . We will discuss Bki (w) in more details
later. With straightforward manipulation, one can show [3] that the projection φk+1i (w) is a
solution to
minimize δφki (w)′ ·
(
φi(w)− φ
k
i (w)
)
+
(
φi(w)− φ
k
i (w)
)′
·
Mki (w)
2
·
(
φi(w)− φ
k
i (w)
)
subject to φi(w) ∈ Fki (w).
(40)
In the following, we use (40) to represent the scaled projection algorithm and refer to it
specifically as the general routing algorithm, or GRT.
The routing algorithm requires the following two supplementary mechanisms which coordinate
the necessary message exchange and the suppression of loopy routes in the network [2], [3].
Message Exchange Protocol: In order for node i to evaluate the terms δφij(w) in (22), it
needs to collect local measures ∂Dij/∂Fij as well as reports of marginal costs ∂D/∂rj(w)
from its neighbors j to which it forwards session-w traffic. Moreover, node i is responsible
for calculating its own marginal cost ∂D
∂ri(w)
according to (24), and then providing ∂D
∂ri(w)
to its
neighbors from which it receives traffic of w. In [2], the rules for propagating the marginal
routing cost information are specified.
Loop-Free Routing and Blocked Node Sets: The existence of loops in a routing pattern
gives rise to redundant circulation of data flows, hence wasting network resources. The device
of blocked node sets Bi(w) was invented in [2], [3] to suppress the formation of loops in
each iteration of the distributed routing algorithm. Intuitively, the blocking mechanism works
as follows. A node does not forward flow to a neighbor with higher marginal cost or to a
neighbor that routes positive flow to some other node with higher marginal cost. Such a scheme
guarantees that each session’s traffic flows through nodes in decreasing order of marginal costs,
thus precluding the existence of loops. For more details, please refer to [2], [3].
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Scaling Matrices and Stepsizes: Generally speaking, there is a tradeoff between the complex-
ity of algorithm iterations and the speed of convergence to the optimal point. A simple structure
for the scaling matrix can greatly reduce the complexity of each iteration. In particular, if
Mki (w) =
tki (w)
αki (w)
· diag{1, · · · , 1, 0, 1, · · · , 1}, (41)
where the only zero entry on the diagonal is at the jth place such that j ∈ argminl δφkil(w),
then (40) becomes equivalent to the routing algorithm by Gallager [2]. That is
φk+1i (w) = φ
k
i (w) + ∆φi(w), (42)
where the increment ∆φi(w) = (∆φij(w))j∈O(i) is given by
∆φij(w) = 0, ∀j ∈ Bki (w),
aij , δφ
k
ij(w)− min
l∈O(i)\Bki (w)
δφkil(w), ∀j ∈ O(i)\B
k
i (w),
∆φij(w) = −min
{
φkij(w),
αki (w)aij
tki (w)
}
, ∀j : aij > 0,
∆φij(w) = −
∑
l 6=j
∆φil(w), for one j : aij = 0.
(43)
We will refer to (42)-(43) as the basic routing algorithm or BRT. The BRT simplifies the quadratic
optimization in (40) to a scalar form and reduces the scaling matrix selection to a choice of
the stepsize αki (w). The simplicity of a BRT iteration, however, comes at the expense of the
convergence rate. In particular, excessively small stepsizes can lead to slow convergence. This
is the case for the routing algorithm of Gallager [2], for which the stepsizes are proportional to
|N |−6).
In order to improve the convergence rate, the scaling matrix Mki (w) needs to approximate the
Hessian more closely. This is the approach adopted in [3], where second-derivative algorithms
are developed. The scaling matrix is obtained by dropping all off-diagonal terms of the Hessian
matrix, and approximating the diagonal terms via a second-derivative information exchange
process [3]. Here, each iteration entails a more complex quadratic program. The Hessian ap-
proximation scheme in [3] is quite involved. Moreover, the algorithm works well only near the
optimum. When starting from a point far from the optimum, convergence cannot be guaranteed.
This is due to the fact that the scaling matrices generally are not upper bounds on the Hessians,
and the Hessians being estimated are evaluated at the current routing configuration rather than
at intermediate points between the current and next routing configurations.
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2) A New Scaled Gradient Projection Routing Algorithm: In this section, we present a scaled
gradient projection routing algorithm for wireless networks based on a new scaling matrix
selection scheme. In this new scheme, the scaling matrix is chosen to be an upper bound on
the Hessian matrix evaluated at any intermediate point between the current and next routing
configuration. The new scheme has several advantages over the approach of [2] and [3]. First, our
technique can generate stepsizes for the BRT algorithm of [2] which are larger than those in [2],
leading to an improved convergence rate. Second, in contrast to the approximation scheme used
in [3], our method requires less control overhead for distributed computation. More importantly,
since our scheme finds an upper bound on the Hessian matrices evaluated at any intermediate
configuration, it guarantees convergence of the GRT from any initial point. Finally, whereas the
algorithms in [2] and [3] assume that all nodes in the network iterate at the same time, our
algorithms allows nodes to update one at a time. This latter mode of operation may be more
appropriate in wireless networks without a central controller, where individual nodes can update
their routing variables only in an autonomous and asynchronous manner.
To describe our new algorithm, letAN ki (w) , O(i)\Bki (w) and let hki (w) denote the maximum
number of hops on a path from i to D(w). Given that the initial network cost is upper bounded
by D0 <∞, node i finds the quantities
Akij(D
0) , max
Fij :Dij(Ckij ,Fij)≤D
0
∂2Dij
∂F 2ij
,
Ak(D0) , max
(m,n)∈E
Akmn(D
0).
A diagonal upper bound on the Hessian matrix with respect to the routing variables can be found
as in the following crucial lemma. Its proof is contained in Appendix B.
Lemma 2: If the initial network cost is less than or equal to D0 <∞, then at every iteration k
of the general routing algorithm of (40) and for all λ ∈ [0, 1], Hk,λ
φi(w)
, ∇2D(φi(w))|λφki (w)+(1−λ)φk+1i (w)
is upper bounded by the diagonal matrix
M¯ki (w) = t
k
i (w)
2
diag
{(
Akij(D
0) + |AN ki (w)|h
k
j (w)A
k(D0)
)
j∈ANki (w)
}
in the sense that for all vi ∈ Vki (w) =
{
vi :
∑
j∈ANki (w)
vij = 0
}
, v′i ·H
k,λ
φi(w)
·vi ≤ v′i ·M¯
k
i (w)·vi.
Proof: See Appendix B.
Note that the evaluation of M¯ki (w) requires a simple protocol in which at each iteration k,
each node j provides its immediate upstream neighbors with hkj (w), which is derived from those
counts reported by j’s next-hop neighbors. The computation can be carried out in a simple
distributed Bellman-Ford form:
hkj (w) = max
l∈O(j)
hkl (w) + 1,
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where hkD(w)(w) ≡ 0.
We will show that if we choose 2tki (w)Mki (w) to closely upper bound H
k,λ
φi(w)
via Lemma 2,
the resulting routing algorithms will have fast and guaranteed convergence to the optimal con-
figuration. For the BRT (42)-(43), this amounts to choosing the stepsize αki (w) as
αki (w) = 2
[
|AN ki (w)| max
j∈ANki (w)
{
Akij(D0) + |AN
k
i (w)|h
k
j (w)A
k(D0)
}]−1
. (44)
For the GRT, this amounts to choosing the scaling matrix Mki (w) as
Mki (w) =
M¯ki (w)
2tki (w)
=
tki (w)
2
diag
{(
Akij(D
0) + |AN ki (w)|h
k
j (w)A
k(D0)
)
j∈AN ki (w)
}
. (45)
As we will show later in Theorem 2, with αki (w) and Mki (w) specified above, each iteration
of BRT or GRT strictly reduces the network cost unless conditions (29)-(30) are satisfied by
δφki (w).
B. Power Allocation Algorithm (PA)
Let PA(ηi) denote the algorithm applied by node i to vary its transmission power allocation
variables. At the kth iteration, PA updates the current local power allocation ηki = (ηkij)j∈O(i)
by ηk+1i = PA(ηki ) where ηk+1i is the solution to
minimize δηki
′
· (ηi − η
k
i ) +
1
2
(ηi − η
k
i )
′ ·Qki · (ηi − η
k
i )
subject to ηi ≥ 0,
∑
j∈O(i)
ηij = 1.
(46)
We refer to (46) as the general power allocation algorithm or GPA. Here, δηki , (δηkij)j∈O(i),
and Qki is the scaling matrix, which we will specify in a moment.
1) Local Message Exchange: Note that marginal power allocation costs δηij involve only
locally obtainable measures (cf. (26)). Thus, the power allocation algorithm needs only a simple
local message exchange before an iteration of PA.
In particular, let each neighbor j of node i measure the value of SINRij and feed it back to
i. Then i can readily compute all δηij’s according to
δηij =
∂Dij
∂Cij
C ′ijSINRij
Pij
(1 + SINRij),
which follows from a modification of (26).
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2) Scaling Matrix: As in the BRT of Gallager, we can adopt a simple structure for Qki to
facilitate iterations at each node. Specifically, let Qki = Q/βki where βki is a positive scalar
and Q = P ki diag{1, · · · , 1, 0, 1, · · · , 1} with the only zero entry at the jth place such that
j ∈ argminl δηkil. Thus, the GPA (46) is reduced to the following basic power allocation algorithm
(BPA):
ηk+1i = η
k
i +∆ηi, (47)
where the increment ∆ηi = (∆ηij)j∈O(i) is computed as
bij , δη
k
ij − min
l∈O(i)
δηkil,
∆ηij = −min{ηkij, β
k
i bij/Pi}, ∀j : bij > 0,
∆ηij = −
∑
l:bil>0
∆ηil, for one j : bij = 0.
(48)
We now specify the appropriate stepsize βki for BPA and appropriate scaling matrix Qki for
the GPA. Assume that the sum of the local link costs at node i before the kth iteration is∑
j∈O(i)D
k
ij = D
k
i . Since the powers used by the other nodes do not change over the iteration,
Cij depends only on ηij as
Cij = C(xij) = C
(
GijPiηij
GijPi(1− ηij) +
∑
m6=iGmjPm +Nj
)
, Cij(ηij).
It can be shown that there exists a lower bound η
ij
on the updated value of ηij such that
C ij = Cij(ηij) and Dij(C ij , F
k
ij) = D
k
i . Accordingly, the possible range of xij is
xminij ,
GijPiηij
GijPi(1− ηij) +
∑
m6=iGmjPm +Nj
≤ xij ≤
GijPi∑
m6=iGmjPm +Nj
, xmaxij .
Define an auxiliary term βij as
βij =
1
η2
ij
[
Bij(D
k
i ) max
xmin
ij
≤x≤xmax
ij
{C′(x)2x2(1 + x)2}+
∂Dij
∂Cij
∣∣∣∣
Dij(Cij,Fkij)=D
k
i
· min
xmin
ij
≤x≤xmax
ij
{C′′(x)x2(1 + x)2}
]
(49)
where Bij(Dki ) = maxDij(Cij ,F kij)≤Dki
∂2Dij
∂C2ij
. We have the following important lemma, whose proof
is deferred to Appendix C.
Lemma 3: Denote the local cost at node i at the beginning of iteration k of the power
allocation algorithm by Dki ,
∑
j∈O(i)D
k
ij , then for all λ ∈ [0, 1], the Hessian matrix Hk,ληi ,
∇2D(ηi)|ληk
i
+(1−λ)ηk+1
i
is upper bounded by the diagonal matrix
Q¯ki = diag{(βij)j∈O(i)}
with βij given by (49), in the sense that for all vi ∈ Vηi ,
{
yi :
∑
j∈O(i) yij = 0
}
, v′i ·H
k,λ
ηi
·vi ≤
v′i · Q¯
k
i · vi.
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Using Lemma 3, we can choose the stepsize βki in the BPA algorithm to be
βki = 2(P
k
i )
2
[
|O(i)| max
j∈O(i)
βij
]−1
, (50)
and the scaling matrix Qki for the GPA algorithm to be
Qki =
Q¯ki
2P ki
=
1
2P ki
diag
{
(βij)j∈O(i)
}
. (51)
It can be shown using the arguments of Theorem 2 below that the BPA and GPA algorithms
with the βki and Qki specified above strictly reduce the network cost at every iteration unless
(31) is satisfied by δηki .
C. Power Control Algorithm (PC)
At the kth iteration of the power control algorithm PC, the power control variables γk =
(γki )i∈N are updated by
γk+1 = PC(γk), (52)
where γk+1 is the solution to
minimize δγk ′ · (γ − γk) + 1
2
(γ − γk)′ · V k · (γ − γk)
subject to γ ≤ 1.
(53)
Here matrix V k is symmetric, positive definite on R|N |. Note that in general (53) represents a
coordinated network-wide algorithm. It can be decomposed into distributed computations if and
only if V k is diagonal. In this case, denote V k = diag{(vi)i∈N}, (53) is then transformed to |N |
parallel local sub-programs, each having the form
γk+1i = PC(γ
k
i ) = min
{
1, γki −
δγki
vi
}
. (54)
1) Power Control Message Exchange: Unlike the power allocation algorithm, δγi depends on
external information from nodes m 6= i (cf. (28)). Thus, its calculation must be preceded by a
message exchange phase. Before introducing the message exchange protocol, we re-order the
summations on the RHS of (28) as
δγi
Pi
=
∑
n∈N

Gin ∑
m∈I(n)
−
∂Dmn
∂Cmn
C ′mnSINRmn
INmn

+ ∑
n∈O(i)
δηin · ηin. (55)
With reference to the expression above, we propose the following protocol for computing the
values of δγi for all i ∈ N .
Power Control Message Exchange Protocol: Let each node n assemble the measures
−
∂Dmn
∂Cmn
C ′mnSINRmn
INmn
= −
∂Dmn
∂Cmn
C ′mnSINR
2
mn
GmnPmn
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Fig. 2. Power Control Message Generation
on all its incoming links (m,n), and sum them up to form the
Power Control Message: MSG(n) =
∑
m∈I(n)
−
∂Dmn
∂Cmn
C ′mnSINR
2
mn
GmnPmn
. (56)
It then broadcasts MSG(n) to the whole network via a flooding protocol. This control message
generating process is illustrated by Figure 2. Upon obtaining MSG(n), node i processes it
according to the following rule. If n is a next-hop neighbor of i, node i multiplies MSG(n)
with path gain Gin and adds the product to the value of local measure δηin ·ηin; otherwise, node
i multiplies MSG(n) with Gin. Finally, node i adds up all the processed messages, and this sum
multiplied by Pi equals δγi. Note that this protocol requires only one message from each node
in the network. Moreover in practice, a node i can effectively ignore the messages generated by
distant nodes. To see this, note that messages from distant nodes contribute very little to δγi due
to the negligible multiplicative factor Gin on MSG(n) when i and n are far apart (cf. (55)).
This observation is borne out by the results of numerical simulations presented in Section VIII,
where it is shown that the power control algorithm converges reasonably well even when every
node exchanges power control messages only with its close neighbors.
2) Alternative Implementation: Note that it is not mandatory to have all the nodes i ∈ N
perform an update at each instance of the PC(·) algorithm. One may consider the case where only
a subset of nodes N k iterate PC(·), i.e. γk+1i = PC(γki ) for all i ∈ N k, and γk+1i = γki for all
i /∈ N k. As long as no node is left out of the updating set N k indefinitely when the conditions
(32)-(33) are not satisfied by γi, the convergence result proved in the following subsection
applies. However, in order to minimize control messaging overhead, it may be preferable to
have each round of global power control message (MSG(n)) exchange induce one iteration of
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power control algorithm at every node (as opposed to iterations at only a subset of nodes). Our
subsequent analysis of algorithm convergence and scaling matrix selection will be based on this
latter mode of implementation.
3) Scaling Matrix: As for previous algorithms, we select the scaling matrix V k to be a
diagonal upper bound on the Hessian matrix. Specifically, given that the initial network cost is
less than or equal to D0, the following terms can be evaluated:
B¯(D0) = max
(m,n)∈E
max
Dmn≤D0
∂2Dmn
∂C2mn
,
B(D0) = min
(m,n)∈E
min
Dmn≤D0
∂Dmn
∂Cmn
.
Moreover, due to the individual power constraints (11), there exists a finite upper bound x¯ on the
achievable SINR on all links. Define κ , max0≤x≤x¯C ′(x)2 · x2, and ϕ , min0≤x≤x¯ C ′′(x) · x2.
Lemma 4: Assume the initial network cost is less than or equal to D0 <∞. At each iteration
of the power control algorithm (53), Hk,λγ , ∇2D(γ)|λγk+(1−λ)γk+1 is upper bounded by the
diagonal matrix
V¯ = |N ||E|
[
B¯(D0)κ+B(D0)ϕ
]
diag
{(
S¯2i
)
i∈N
}
for all λ ∈ [0, 1], in the sense that for all v ∈ R|N |,
v′ ·Hk,λγ · v ≤ v
′ · V¯ · v.
The proof of the lemma is contained in Appendix D. Using Lemma 4 and the arguments of
Theorem 2 below, we can show that with the scaling matrices chosen as
V =
1
2
|N ||E|
[
B¯(D0)κ+B(D0)ϕ
]
diag{(S¯i)i∈N}, (57)
the power control algorithm strictly reduces the network cost at every iteration unless (32)-(33)
are satisfied by δγk.
Notice that V is independent of the iteration index k, and can be determined at the first
iteration. Also notice that applying the scaling matrix V in (57) is equivalent to letting each
node set
vi =
S¯i
2
|N ||E|
[
B¯(D0)κ+B(D0)ϕ
]
in the node-based iteration (54).
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D. Convergence of Algorithms
We now prove the central convergence result for the class of scaled gradient projection
algorithms discussed above.
Theorem 2: Assume an initial loop-free routing configuration (φ0i (w)) and initial valid trans-
mission power configuration (η0i ) and γ0 such that the initial network cost is upper bounded
by D0 < ∞. Then the sequences generated by the BRT, BPA algorithms with stepsizes given
by (44) and (50) or by the GRT, GPA and PC algorithms with scaling matrices given by (45),
(51) and (57) converge, i.e., {φki (w)} → {φ∗i (w)}, {ηki } → {η∗i }, and γk → γ∗ as k → ∞.
Furthermore, the limits {φ∗i (w)}, {η∗i } and γ∗ satisfy the optimality conditions (29)-(33).
Proof: We first show that with the stepsizes and scaling matrices specified earlier, every
iteration of each algorithm strictly reduces the network cost unless the corresponding equilibrium
conditions in (29)-(33) of the adjusted variables are satisfied. We present a detailed proof for
the stepsizes and scaling matrices in the basic and general routing algorithms RT (φki (w)). The
analysis for the other algorithms is almost verbatim. For notational convenience, the session
index w is suppressed.
Consider the kth iteration of RT (·). If tki = 0, the algorithm has no effect on the network
cost whatever the update is. We thus focus on the case of tki > 0. Since Mki is positive definite,
the objective function of (40) is convex in φi. Moreover, since the feasible set Fki is convex,
the solution φk+1i satisfies [27][
δφki +M
k
i (φ
k+1
i − φ
k
i )
]′
· (φk+1i − φi) ≤ 0, ∀φi ∈ F
k
i . (58)
Setting φi = φki , we obtain
δφki
′
· (φk+1i − φ
k
i ) ≤ −(φ
k+1
i − φ
k
i )
′ ·Mki · (φ
k+1
i − φ
k
i ). (59)
By Taylor’s Expansion, the network cost difference after the current iteration is
D(φk+1i )−D(φ
k
i ) = (t
k
i · δφ
k
i )
′ · (φk+1i − φ
k
i ) +
1
2
(φk+1i − φ
k
i )
′ ·Hk,λφi · (φ
k+1
i − φ
k
i )
≤ (φk+1i − φ
k
i )
′ ·
(
−tkiM
k
i +
Hk,λφi
2
)
· (φk+1i − φ
k
i ),
(60)
where Hk,λφi is the Hessian matrix of D with respect to components of φi, evaluated at λφ
k
i +
(1 − λ)φk+1i for some λ ∈ [0, 1]. By Lemma 2, both the Mki given by (41) with αki given
by (44) and the Mki given by (45) upper bound Hk,λφi /(2tki ) in the sense that −tkiMki +H
k,λ
φi
/2 is
negative definite. Thus, with one iteration D(φk+1i )−D(φki ) ≤ 0, where the inequality is strict
unless φk+1i = φki , which happens only when conditions (29)-(30) hold at φki . In conclusion, an
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iteration of BRT with αki in (44) or an iteration of GRT with Mki in (45) strictly reduces the
network cost until the equilibrium conditions for φi are satisfied.
Similarly, by Lemmas 3 and 4, we can show that network cost is strictly reduced by the
iterations of the BPA, GPA and PC algorithms with stepsizes or scaling matrices given by (50),
(51) and (57), unless (31)-(33) are satisfied by the current ηki and γk.
To summarize, with the specific choices of stepsizes and scaling matrices derived earlier, any
iteration of any of the algorithms BRT, GRT, BPA, GPA and PC strictly reduces the total network
cost with all other variables fixed, unless the equilibrium conditions for the adjusted optimization
variables ((29)-(30) for φi(w), (31) for ηi, (32)-(33) for γi) are satisfied. Recall that the feasible
sets of φi(w), ηi and γ are given by (8) and (15). The sequences {φki (w)}∞k=0 and {ηki }∞k=0
clearly take values in compact sets. Although γk is explicitly only upper bounded by 1, the fact
that the network cost is always upper bounded by D0 implies an implicit lower bound on γ.11
Thus, for any finite initial network cost D0, {γk}∞k=0 also takes values in a compact set. It follows
that {φki (w)}∞k=0, {ηki }∞k=0, and {γk}∞k=0 must each have a convergent subsequence. Since the
sequence of network costs generated by iterations of all the algorithms is non-increasing and
bounded below, it must have a limit D∗. Therefore, the network cost at the limit points φ∗i (w),
η∗i and γ∗ of the convergent subsequences must coincide with D∗. Because D∗ cannot be further
(strictly) reduced by the algorithm iterations, φ∗i (w), η∗i and γ∗ must satisfy conditions (29)-(33).
✷
From the proof we can see that the global convergence does not require any particular order
in running the three algorithms at different nodes. For convergence to the joint optimum, every
node i only needs to iterate its own algorithms until its routing, power allocation, and power
control variables satisfy (29)-(33).12
It is important to note that the structure of the routing, power allocation, and power control
algorithms make them particularly desirable for distributed implementation without knowledge
of global network topology or traffic patterns. The algorithms are fundamentally driven by
the relevant marginal cost messages. These marginal cost messages contain all the information
regarding the whole network which is relevant to each iteration of any algorithm at any given
node. Thus, it is not necessary for the network to perform localization or traffic matrix estimation
in order carry out optimal routing. The fact that the algorithms are marginal-cost driven also
means that they can easily adapt to relatively slow changes in the network topology or traffic
11For each component γi of γ , a lower bound can be derived as γ
i
= maxj∈O(i) γ
ij
where Dij(C((Gij(P¯i)γij )/Nj), 0) =
D0. That is, γ
ij
is the power control level that yields a cost of D0 on link (i, j) assuming the total power of i is allocated
exclusively to (i, j) and all other links are non-interfering.
12In practice, nodes may keep updating their optimization variables with the corresponding algorithms until further reduction
in network cost by any one of the algorithms is negligible.
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patterns. For if channel gains and/or traffic input rates change, then the relevant marginal costs
change accordingly, and the node iterations naturally adapt to the new network conditions by
responding to the new marginal costs. The adaptability of the algorithms to changing network
conditions is confirmed in numerical experiments presented in Section VIII-B.
VI. REFINEMENTS AND GENERALIZATIONS
In this section, we introduce a number of refinements and generalizations to improve the
applicability and utility of our analytical framework and proposed algorithms. Specifically, we
consider three main issues. First, we present a refinement of the power allocation algorithm
for CDMA networks with single-user decoding by relaxing the high-SINR assumption in (9).
This assumption has thus far limited the range of feasible controls for the power allocation
and power control algorithms. To address this problem, we introduce a heuristic two-stage
network optimization scheme which significantly enlarges the range of control possibilities.
Next, we generalize the SINR-dependent network model to analyze wireless networks operating
with general physical-layer coding schemes. Instead of assuming concave capacity functions
dependent on the links’ SINR, we assume link capacities are given by a general convex achievable
rate region. We then characterize the optimality conditions for the JOCR problem given a general
convex rate region. Finally, we relax the requirement that the link cost functions are jointly
convex in the link capacities and link flow rates. This joint convexity assumption was needed to
prove that the necessary conditions for global optimality are also sufficient. We show that if cost
functions satisfy the less stringent requirement of strict quasiconvexity, then solutions satisfying
the necessary conditions for optimality still have the desirable property of being Pareto optimal
when the underlying capacity region is strictly convex.
A. Refined Power Allocation and Two-Stage Network Optimization
Our formulation of the joint power control and routing problem in (16)-(20) rests on the crucial
condition (12) on the capacity function. Such an assumption implies that limx→0+ C ′′(x) = −∞
since by monotonicity limx→0+ C ′(x) > 0. However, this yields the rather disturbing result
that limx→0+ C ′(x) = ∞ and limx→0+ C(x) = −∞. The approximate information-theoretic
capacity (9) and the M-QAM capacity (10) with error probability constraint satisfy (12), but are
both based on the high-SINR approximation. Indeed, since CDMA networks typically do have
high per symbol SINR due to the large processing gain K, C = log(K · SINR) have been
extensively used as a reasonable approximate capacity function for CDMA networks in previous
literature [18], [19]. Outside of the high-SINR regime, however, C = log(K · SINR) becomes
too inaccurate to be applicable because, for instance, it gives C < 0 when SINR < 1/K and
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C = −∞ when SINR = 0. Thus, adopting C = log(K · SINR) as the capacity function
significantly restricts the optimization of transmission powers and traffic flows.13
Ideally, instead of log(K ·SINR), we would use the precise capacity function C = log(1+K ·
SINR). Note that the latter function does not satisfy (12), and does not lead to a convex JOPR
problem in the original framework of Section III. However, we show that if the total powers
of individual nodes {Pi} (or equivalently {γi}) are held fixed, the precise capacity function
does give rise to a convex optimization problem in typical CDMA networks. In other words,
the JOPR problem involving only routing and power allocation is convex in the optimization
variables {φij(w)} and {ηij} when the link capacities are given by C = log(1+K ·SINR). We
call this revised problem the Jointly Optimal Power Allocation and Routing (JOPAR) problem.
1) Concavity of the Precise Capacity Function: Since the change of link capacity functions
does not alter the convexity of the objective function with respect to the flow variables, we need
only verify that the objective function is jointly convex in the power allocation variables {ηij}.
This is equivalent to showing that each link capacity function
Cij = log

1 + KGijPiηij
GijPi(1− ηij) +
∑
m6=i
GmjPm +Nj

 . (61)
is concave in ηij .
Lemma 5: Link capacity Cij given by (61) is concave in ηij if the following interference-
limited condition holds:
KGijPij ≤ (K − 2) INij . (62)
Note that the condition (62) is almost always satisfied in CDMA systems, where interference
level INij is usually higher than that of the received signal power GijPij by several orders of
magnitude [26].
Proof of Lemma 5: Differentiating the RHS of (61) twice with respect to ηij
d2Cij
dη2ij
= P 2i
{
−
[
(K − 1)Gij
INij +KGijPij
]2
+
[
Gij
INij
]2}
.
Using (62), we have
d2Cij
dη2ij
≤ P 2i
{
−
[
(K − 1)Gij
INij + (K − 2) INij
]2
+
[
Gij
INij
]2}
= 0,
13Note that if the network running the RT, PA, and PC algorithms described above starts with a control configuration with finite
cost, then the capacity of each link (i, j) (under the high-SINR assumption) must be positive, implying that SINRij > 1/K.
Since the algorithms reduce the total network cost with each iteration, the condition SINRij > 1/K continues to hold with
each iteration. Moreover, since the high-SINR assumption underestimates the actual link capacity, the power control and routing
configurations resulting from RT, PA, and PC are always feasible.
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which implies that Cij is concave in ηij . ✷
2) Power Allocation and Routing for JOPAR Problem: The JOPAR problem holds {γi} fixed,
so its solution is obtained only through varying {φij(w)} (routing) and {ηij} (power allocation).
In particular, the routing scheme is unchanged from that for the original problem (16). On the
other hand, the marginal power allocation cost needs to be revised according to (61) as
δηij =
∂Dij
∂Cij
(
(K − 1)Gij
KGijPiηij + INij
+
Gij
INij
)
, j ∈ O(i). (63)
With {δφij(w)} and {δηij} given by (22) and (63), the optimality conditions for the JOPAR
problem are stated as in Theorem 1 with (32) and (33) removed.
We now specify the power allocation algorithm (PA) for the JOPAR problem. It retains the
same scaled gradient projection form as in (46) but with the scaling matrix Qki given differently
as follows.
Lemma 6: If the current local cost is
∑
j∈O(i)D
k
ij = D
k
i , then at the current iteration of the
PA algorithm in (46) (with revised (δηij) given by (63)) and for all λ ∈ [0, 1], the Hessian
matrix Hk,ληi = ∇
2D(ηi)|ηi=ληki+(1−λ)η
k+1
i
is upper bounded by the diagonal matrix
Q¯ki = diag
{([
B¯kij(D
k
i )K
2 −Bkij(D
k
i ) (K − 1)
2] (NRij)2)j∈O(i)
}
,
where
B¯kij(D
k
i ) ≡ max
Cij :Dij(Cij ,F kij)≤D
k
i
∂2Dij
∂C2ij
, (64)
Bkij(D
k
i ) ≡ min
Cij :Dij(Cij ,F kij)≤D
k
i
∂Dij
∂Cij
, (65)
and
NRij ≡
GijPi∑
m6=iGmjPm +Nj
. (66)
The proof of the lemma is in Appendix E. Accordingly, the stepsize for the BPA algorithm (47)
can be chosen as
βki = 2P
2
i
[
|O(i)| max
j∈O(i)
[
B¯kij(D
k
i )K
2 − Bkij(D
k
i ) (K − 1)
2] (NRij)2
]−1
. (67)
One can also apply the GPA algorithm (46) for the JOPAR problem. In this case, the scaling
matrix is given by
Qki =
Q¯ki
2Pi
.
Such a choice of βki and Qki guarantees that any iteration of the BPA and GPA algorithms
strictly reduces the network cost unless condition (31) is satisfied. As a result, the refined power
allocation algorithm and the routing algorithm can converge to an optimal solution of the JOPAR
problem from any initial configuration of {φij(w)} and {ηij}.
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3) Heuristic Two-Stage Network Optimization: The refined power allocation technique based
on the precise capacity formula allows us to adjust link powers over their full range from zero
to the total power of their respective transmitters.14 This fine-tuning capability, however, comes
at the expense of fixing the total power of nodes. Should the node powers (Pi) be variable, the
capacity function log(1 +K · SINR(P )) would no longer be concave in link power variables.
Although the power control algorithm in Section V is built on the high-SINR approximation,
in practice it can be applied in conjunction with the routing algorithm and the refined power
allocation algorithm developed above.
To carry out the overall task of routing and power adjustment, we let the nodes iterate between
a routing/power allocation stage and a power control stage. In the routing/power allocation
stage, nodes adjust their routing variables φij(w) and power allocation variables ηij as in the
JOPAR problem discussed above according to the refined PA algorithm while holding the total
transmission power Pi fixed, evaluating link capacities by the precise log(1 + K · SINR(P ))
formula. As pointed above, this routing/power allocation stage can asymptotically achieve the
optimal set of (ηij) and (φij(w)) for the given total powers (Pi).
To further (strictly) reduce the total cost, one can switch to the power control stage, where total
power Pi’s are adjusted by the power control algorithm (54) while holding the routing variables
φij(w) and power allocation variables ηij fixed. By using the approximate log(K · SINR(P ))
formula in the power control stage, the total cost is convex in the power control variables (γi).
Power control algorithms thus can converge to the optimal total powers under the fixed routing
(φij(w)) and power allocation (ηij).
Heuristically, one can then iterate between the routing/power allocation and power control
stages to arrive at a network configuration that is approximately optimal.
B. General Capacity Regions
Up to this point, we have assumed that link capacities are functionally determined by the
links’ SINR. Under individual power constraints (11) and assumption (12), the achievable link
capacities were shown to constitute a convex set. In order to place our analysis and algorithms in
a broader setting where more general coding/modulation schemes are applied, we now consider
the general JOCR problem (5) where the achievable rate region C is any convex set in the positive
orthant R|E|+ . The convexity assumption is reasonable since any convex combination of a pair of
feasible link capacity vectors can at least be achieved by time-sharing or frequency-sharing.
The following theorem characterizes the optimality conditions for the JOCR problem with a
general convex capacity region.
14More precisely, in order to keep the link cost finite, the refined power allocation algorithm only allows one to reduce link
powers arbitrarily close to zero.
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Theorem 3: Assume that the cost functions Dij(Cij , Fij) satisfy (3) and assume that C is
convex. Then, for a feasible set of routing and capacity allocations (φij(w))w∈W ,(i,j)∈E and
(Cij)(i,j)∈E to be a solution of JOCR (5), the following conditions are necessary. For all i ∈ N
and w ∈ W such that ti(w) > 0, there exists a constant λi(w) for which
δφij(w) = λi(w), if φij(w) > 0,
δφij(w) ≥ λi(w), if φij(w) = 0.
(68)
For all feasible (∆Cij)(i,j)∈E at (Cij)(i,j)∈E ,∑
(i,j)∈E
∂Dij
∂Cij
(Cik, Fik) ·∆Cij ≥ 0, (69)
where an incremental direction (∆Cij)(i,j)∈E at (Cij)(i,j)∈E is said to be feasible if there exists
δ¯ > 0 such that (Cij + δ ·∆Cij)(i,j)∈E ∈ C for any δ ∈ (0, δ¯).
If Dij(Cij, Fij) is jointly convex in (Cij, Fij), the above conditions are also sufficient when
(68) holds for all i ∈ N and w ∈ W whether ti(w) > 0 or not. Furthermore, the optimal
(C∗ij)(i,j)∈E is unique if C is strictly convex. If, in addition, Dij(Cij, Fij) is strictly convex in Fij ,
then the optimal link flows (F ∗ij)(i,j)∈E are unique as well.
Proof: The necessity and sufficiency statements can be proved by following the same argument
used for proving Theorem 1. Thus, we do not repeat it here. We show only the uniqueness of
the optimal (Cij) and (Fij) under the respective assumptions.
Suppose on the contrary, there are two distinct optimal solutions {(C0ij), (F 0ij)} and {(C1ij), (F 1ij)}
such that (C0ij) 6= (C1ij) and their common minimal cost is D∗. Consider the total cost resulting
from {(Cλij), (F λij)}, where Cλij = λC0ij + (1− λ)C1ij , F λij = λF 0ij + (1− λ)F 1ij for all (i, j) ∈ E
and for some λ ∈ (0, 1).
By the joint convexity of Dij(·, ·), we have for all (i, j) ∈ E ,
Dij(C
λ
ij, F
λ
ij) ≤ λDij(C
0
ij, F
0
ij) + (1− λ)Dij(C
1
ij, F
1
ij).
If C is strictly convex and {C0ij} 6= {C1ij}, there must exist {C¯λij} ∈ C such that
C¯λij ≥ C
λ
ij, ∀(i, j) ∈ E
with at least one inequality being strict. Without loss of generality assume C¯λmn > Cλmn. Using
the fact that ∂Dij
∂Cij
< 0 for all (i, j), we have Dij(C¯λij, F λij) ≤ Dij(Cλij , F λij) and in particular
Dmn(C¯
λ
mn, F
λ
mn) < Dmn(C
λ
mn, F
λ
mn). Therefore, summing over all links,∑
(i,j)∈E
Dij(C¯
λ
ij, F
λ
ij) <
∑
(i,j)∈E
Dij(C
λ
ij , F
λ
ij) ≤
∑
(i,j)∈E
λDij(C
0
ij, F
0
ij) + (1− λ)Dij(C
1
ij , F
1
ij) = D
∗.
Since {(C¯λij), (F λij)} is feasible, the above inequality contradicts the optimality of D∗. When
Dij(Cij, ·) is strictly convex in Fij , a similar contradiction arises if the optimal (Fij)’s are not
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unique. Thus the proof is complete. ✷
C. Quasiconvex Cost Functions and Pareto Optimality
After considering general convex capacity regions, we turn our attention to the network cost
measures. The sufficiency of conditions (68)-(69) for global optimality depends on link cost
functions Dij(Cij, Fij) being jointly convex in (Cij, Fij). Without the joint convexity assumption,
inequality (35) is no longer valid, and the sufficiency parts of Theorem 1 and Theorem 3 do not
hold. On the other hand, our initial assumptions in (3) regarding the cost functions do not imply
Dij(Cij, Fij) is jointly convex. In particular, the often-used cost function FijCij−Fij is not jointly
convex. We show in the following, however, that if the cost functions satisfy the less stringent
requirement of strict quasiconvexity, then solutions satisfying (68)-(69) are in fact Pareto optimal.
In the subsequent analysis, we assume that for all (i, j) ∈ E , Dij(Cij, Fij) is twice continuously
differentiable on X = {(Cij, Fij) : 0 ≤ Fij < Cij}, and satisfies (3). Furthermore, we assume
that Dij(Cij, Fij) is strictly quasiconvex, i.e. if
Dij(C
1
ij , F
1
ij) ≤ Dij(C
2
ij , F
2
ij), (70)
then
Dij(λC
1
ij + (1− λ)C
2
ij, λF
1
ij + (1− λ)F
2
ij) ≤ Dij(C
2
ij, F
2
ij), ∀λ ∈ (0, 1), (71)
with strict inequality in (70) implying strict inequality in (71). It is easily verified that the cost
functions Fij/(Cij − Fij) and 1/(Cij − Fij) are both strictly quasiconvex.
We consider the general JOCR problem (5) where C ∈ R|E|+ is strictly convex. Due to
assumption (3), for a fixed capacity allocation (Cij)(i,j)∈E , (5) is a convex optimization problem
with respect to (Fij(w))(i,j)∈E . Hence, any feasible flow distribution (F ∗ij)(i,j)∈E satisfying (68)
also satisfies ∑
(i,j)∈E
Dij
(
Cij, F
∗
ij
)
= min
(Fij) feasible
∑
(i,j)∈E
Dij (Cij, Fij). (72)
On the other hand, given any feasible routing configuration, if condition (69) holds at capacity
allocation (C∗ij)(i,j)∈E , then it follows that∑
(i,j)∈E
Dij
(
C∗ij , Fij
)
= min
(Cij)∈C
∑
(i,j)∈E
Dij (Cij, Fij). (73)
Under the capacity model in Section III-B, the algorithms proposed in Section V have been
shown to drive any initial routing and capacity configuration to a limiting
{
(C∗ij)(i,j)∈E , (F
∗
ij)(i,j)∈E
}
such that the condition (68) is satisfied at (F ∗ij) given (C∗ij), and (C∗ij) satisfies (69) given (F ∗ij).
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Under the more general convex-capacity-region model, suppose we have algorithms that also can
drive the flow and capacity configuration to a limit
{
(C∗ij), (F
∗
ij)
}
such that the conditions (68)-
(69) hold simultaneously. We are then interested in the question: to what extent can optimality
be inferred from such a limit point? Although global optimality cannot be ascertained, we have
the following Pareto optimal property.
Theorem 4: Assume that the capacity region C is strictly convex and the link cost function
is strictly quasiconvex. If a pair of feasible capacity and flow rate allocations
{
(C∗ij), (F
∗
ij)
}
satisfies conditions (68) and (69) simultaneously, then the vector of link costs D (C∗,F ∗) ,(
Dij
(
C∗ij , F
∗
ij
))
(i,j)∈E
is Pareto optimal, i.e. there does not exist another pair of feasible alloca-
tions {(C#ij ), (F
#
ij )} such that
Dij(C
#
ij , F
#
ij ) ≤ Dij
(
C∗ij, F
∗
ij
)
, ∀(i, j) ∈ E ,
with at least one inequality being strict.
Assuming the cost function Dij = Fij/(Cij − Fij), Theorem 4 can be taken to mean that at
the (Pareto) optimal point, the average number of packets cannot be strictly reduced on one link
without it being increased on another.
Proof of Theorem 4: Suppose on the contrary D (C#,F#) Pareto dominates D (C∗,F ∗).
Without loss of generality, assume
Dmn
(
C#mn, F
#
mn
)
< Dmn (C
∗
mn, F
∗
mn) .
Because both C# and C∗ belong to C, and C is strictly convex, Cλ = λC∗ + (1 − λ)C#
is achievable for all λ ∈ [0, 1]. Moreover, it can be deduced that C# 6= C∗, since other-
wise we must have F# 6= F ∗, and Pareto domination would imply
∑
(i,j)∈E Dij
(
C∗ij , F
#
ij
)
<∑
(i,j)∈E Dij
(
C∗ij, F
∗
ij
)
, hence contradicting identity (72). Therefore, we conclude that Cλ is in
the interior of C for any λ ∈ (0, 1). Using the same reasoning, we can assert that F# 6= F ∗,
and that F λ = λF ∗ + (1 − λ)F# is feasible for any λ ∈ [0, 1] simply by the linearity of the
flow conservation constraint.
As a consequence of Dij being strictly quasiconvex,D
(
Cλ,F λ
)
Pareto dominatesD (C∗,F ∗)
as well for any λ ∈ (0, 1), since Dmn
(
Cλmn, F
λ
mn
)
< Dmn (C
∗
mn, F
∗
mn) and Dij
(
Cλij, F
λ
ij
)
≤
Dij
(
C∗ij, F
∗
ij
)
, for (i, j) 6= (m,n). Summing up all the terms on LHS and RHS, we have∑
(i,j)∈E
Dij
(
Cλij , F
λ
ij
)
<
∑
(i,j)∈E
Dij
(
C∗ij , F
∗
ij
)
, ∀λ ∈ (0, 1). (74)
By optimality condition (69) and the fact that Cλ is in the interior of C for any λ ∈ (0, 1),
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we have ∑
(i,j)∈E
∂Dij
∂Cij
(
C∗ij , F
∗
ij
)
·
(
C#ij − C
∗
ij
)
=
1
1− λ
∑
(i,j)∈E
∂Dij
∂Cij
(
C∗ij , F
∗
ij
)
·
(
Cλij − C
∗
ij
)
>
1
1− λ
∑
(i,j)∈E
∂Dij
∂Cij
(
C∗ij , F
∗
ij
)
·
(
C¯λij − C
∗
ij
)
≥ 0, ∀λ ∈ (0, 1),
(75)
where (C¯λij)(i,j)∈E is some capacity vector that strictly dominates (Cλij)(i,j)∈E .
Since Dij is twice continuously differentiable, there exists ε > 0 such that for all λ ∈ [1−ε, 1),∑
(i,j)∈E
∂Dij
∂Cij
(
C∗ij , F
λ
ij
)
·
(
Cλij − C
∗
ij
)
≥ 0,
which, combined with the convexity of Dij
(
·, F λij
)
, implies∑
(i,j)∈E
Dij
(
C∗ij, F
λ
ij
)
≤
∑
(i,j)∈E
Dij
(
Cλij , F
λ
ij
)
<
∑
(i,j)∈E
Dij
(
C∗ij , F
∗
ij
)
,
where the second inequality comes from (74). But this conclusion clearly contradicts (72). Thus,
the claim is proved. ✷
VII. CONGESTION CONTROL
Thus far, we have focused on developing optimal power control and routing algorithms for
given fixed user traffic demands. There are many situations, however, where the resulting network
delay cost is excessive for given user demands even with optimal power control and routing.
In these cases, congestion control must be used to limit traffic input into the network. In this
section, we extend our analytical framework to consider congestion control for sessions with
elastic traffic demands. We show that congestion control can be seamlessly incorporated into
our framework, in the sense that the problem of jointly optimal power control, routing, and
congestion control can always be converted into a problem involving only power control and
routing.
A. User Utility, Network Cost, and Congestion Pricing
For a given session w, let the utility level associated with an admitted rate of rw be Uw(rw).
We consider maximizing the aggregate session utility minus the total network cost [4], i.e.
maximize
∑
w∈W
Uw(rw)−
∑
(i,j)∈E
Dij(Cij , Fij). (76)
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Fig. 3. Virtual Network with Overflow Link
We make the reasonable assumption that each session w has a maximum desired service rate
r¯w. The session utility Uw(·) is defined over the interval [0, r¯w], where it is assumed to be twice
continuously differentiable, strictly increasing, and concave. Taking the approach of [21], we
define the overflow rate Fwb , r¯w − rw ≥ 0 for a given admitted rate rw ≤ r¯w. Thus, at each
source node i = O(w), we have ∑
j∈O(i)
fij(w) + Fwb = r¯w. (77)
Let Bw(Fwb) ≡ Uw(r¯w)−Uw(rw) denote the utility loss for session w resulting from having a
rate of Fwb rejected from the network. Equivalently, if we imagine that the blocked flow Fwb is
routed on a virtual overflow link directly from the source to the destination [21], then Bw(Fwb) can
simply be interpreted as the cost incurred on that virtual link when its flow rate is Fwb. Moreover,
as defined, Bw(Fwb) is strictly increasing, twice continuously differentiable, and convex in Fwb
on [0, r¯w]. Thus, the dependence of Bw(Fwb) on Fwb is the same as the dependence of the cost
functions Dij(Cij, Fij) of real links (i, j) on the flow Fij . Unlike Dij(Cij, Fij), however, Bw has
no explicit dependence on a capacity parameter.15 A virtual network including an overflow link
is illustrated in Figure 3, where the overflow link wb is marked by a dashed arrow.
Accordingly, the objective in (76) can now be written as∑
w∈W
Uw(rw)−
∑
(i,j)∈E
Dij(Cij, Fij) =
∑
w∈W
Uw(r¯w)−
∑
w∈W
Bw(Fwb)−
∑
(i,j)∈E
Dij(Cij, Fij). (78)
Since
∑
w∈W Uw(r¯w) is a constant, (76) is equivalent to
minimize
∑
(i,j)∈E
Dij(Cij, Fij) +
∑
w∈W
Bw(Fwb). (79)
15If we assume that Uw(0) = −∞, so that there is an infinite penalty for admitting zero session w traffic, then Bw(r¯w) =∞,
and r¯w could be taken as the (fixed) “capacity” of the overflow link.
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Note that (79) has the same form as (5), except for the lack of dependence of Bw(Fwb) on a
capacity parameter. Thus, the problem of jointly optimal power control, routing, and congestion
control in a wireless network is equivalent to a problem involving only power control and routing
in a virtual wireless network with the addition of the virtual overflow links.
B. Optimal Distributed Power Control, Routing, and Congestion Control
We now turn to developing distributed network algorithms to solve the jointly optimal power
control, routing, and congestion control problem in (76). We show that the network algorithms
developed in Section V can readily be adapted to deal with the new challenge of congestion
control. Thus, seemingly disparate network functionalities at the physical, medium access, net-
work, and transport layers of the traditional OSI hierarchy are naturally combined into a common
framework.
To specify the distributed algorithms, we continue to use the routing, power allocation, and
power control variables, except for a modification of the definition of the routing variables φi(w)
at i = O(w), w ∈ W . Define
ti(w) , r¯w,
φij(w) ,
fij(w)
ti(w)
, ∀j ∈ O(i),
φwb ,
Fwb
ti(w)
.
(80)
The new routing variables are subject to the simplex constraint
φij(w) ≥ 0, φwb ≥ 0,
∑
j∈O(i)
φij(w) + φwb = 1.
We now state the Jointly Optimal Power Control, Routing, and Congestion Control (JOPRC)
problem:
minimize
∑
(i,j)∈E
Dij(Cij, Fij) +
∑
w∈W
Bw(Fwb)
subject to φij(w) ≥ 0, φwb ≥ 0, ∀w ∈ W and (i, j) ∈ E∑
j∈O(i)
φij(w) = 1 ∀w ∈ W and i 6= O(w), D(w)
∑
j∈O(i)
φij(w) + φwb = 1, ∀w ∈ W and i = O(w)
ηij ≥ 0, ∀(i, j) ∈ E∑
j∈O(i)
ηij = 1, ∀i ∈ N
γi ≤ 1, ∀i ∈ N
(81)
36
where link flow rates and capacities are determined by the optimization variables as
Fij =
∑
w∈W
ti(w) · φij(w), ∀(i, j) ∈ E
Fwb = tO(w)(w) · φwb, ∀w ∈ W
ti(w) =


r¯w, if i = O(w)∑
j∈I(i)
tj(w) · φji(w), if i 6= O(w)
Cij = C

 Gij(P¯i)γiηij
Gij(P¯i)γi
∑
k 6=j
ηik +
∑
m6=i
Gmj(P¯m)
γm +Nj

 , ∀(i, j) ∈ E .
(82)
The optimality conditions for (81) are the same as in Theorem 1, except that the optimal
routing condition for all source nodes are modified. For all w ∈ W and i = O(w), these
conditions are
δφij(w) = λi(w), if φij(w) > 0
δφij(w) ≥ λi(w), if φij(w) = 0
δφwb = λi(w), if φwb > 0
δφwb ≥ λi(w), if φwb = 0
(83)
for some constant λi(w), where the marginal cost δφwb of the overflow link is defined as
δφwb = B
′
w(Fwb), ∀w ∈ W. (84)
The proof of the above result is almost a repetition of the argument for Theorem 1, and is
skipped here. This optimality condition can be interpreted as follows: the flow of a session is
routed only onto minimum-marginal-cost path(s) and the marginal cost of rejecting traffic is
equal to the marginal cost of the path(s) with positive flow.
The distributed algorithms for achieving the optimum are the same as in Section V, except for
changes at the source nodes. To mark the difference, we recast the modified routing algorithm
as a joint congestion control/routing (CR) algorithm at the source nodes. At every iteration, it
has the same scaled gradient projection form:
φk+1i (w) = CR(φ
k
i (w)) =
[
φki (w)− (M
k
i (w))
−1 · δφki (w)
]+
Mki (w)
.
Notice that the definitions for φi(w) and δφi(w) now become φi(w) , (φwb, (φij(w))j∈O(i))
and δφi(w) , (δφwb, (δφij(w))j∈O(i)). Accordingly, the scaling matrix Mki (w) is expanded by
one in dimension.
Observe that with the introduction of the virtual overflow link, we naturally find an initial
loop-free routing configuration for the CR algorithm: φwb = 1 for all w ∈ W . That is, the traffic
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is fully blocked. This configuration can be set up independently by the source nodes, and is
preferable to other loop-free startup configurations, since it does not cause any potential transient
overload on any link inside the network. Due to the fact that the RT algorithm outputs a loop-
free configuration if the input routing graph is loop-free [2], we can assert that at all iterations,
the CR algorithm yields loop-free updates. Next, we note that CR(·) is fully supported by the
marginal-cost-message exchange protocol introduced after the algorithms in Section V-A, since
the only extra measure is δφwb, which is obtainable locally at the source node.
VIII. NUMERICAL EXPERIMENTS
In this section, we present the results of numerical experiments which point to the superior
performance of the node-based routing, power allocation, and power control algorithms presented
in Sections V. First, we compare our routing algorithm with the Ad hoc On Demand Distance
Vector (AODV) algorithm [20] both in static networks and in networks with changing topology
and session demands. Next, we assess the performance of the power control (PC) algorithm
when the power control messages are propagated only locally. Finally, we test the robustness
of our algorithms to noise and delay in the marginal cost message exchange process. For all
experiments, we adopt Dij = FijCij−Fij as the link cost function.
A. Comparison of AODV and BRT in Static Networks
We first compare the average network cost16 trajectories generated by the AODV algorithm and
the Basic Routing (BRT) Algorithm (42)-(43) under a static network setting. We also compare
the cost trajectories of AODV and BRT when they are iterated jointly with the Basic Power
Allocation (BPA) and Power Control (PC) algorithms. The trajectories in Figure 4 are obtained
from averaging 20 independent simulations of the AODV, BRT, BPA and PC algorithms on the
same network with the same session demands. For each simulation, the network topology and
the session demands are randomly generated as follows.
For a fixed number of nodes N = 25, let the N nodes be uniformly distributed in a disc of unit
radius. There exists a link between nodes i and j if their distance d(i, j) is less than 0.5. The path
gain is modelled as Gij = d(i, j)−4. We use capacity function Cij = log(K ·SINRij), where K
represents the processing gain. In our experiment, K is taken to be 105. All nodes are subject to
a common power constraint Pi ≤ P¯ = 100 and AWGN of power Ni = 0.1. Each node generates
traffic input to the network with probability 1/2, and independently picks its destination from the
other N−1 nodes at random. In the experiments, we assume all active sessions are inelastic, each
with incoming rate determined independently according to the uniform distribution on [0, 10].
16Recall that the network cost is the sum of costs on all links.
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Fig. 4. Average cost trajectories generated by AODV and BRT with and without BPA and PC.
When the AODV and BRT algorithms are iterated without the BPA and PC algorithms, we let
every node transmit at the maximal power P¯ and evenly allocate the total power to its outgoing
links. As we can see from Figure 4, since AODV always seeks out the minimum-hop paths for the
sessions without consideration for the network cost, convergence to its intended optimal routing
takes only a few iterations,17 while the BRT algorithm converges only asymptotically. However
in terms of network cost, BRT achieves the fundamental optimum and it always outperforms
AODV. The performance gap between the AODV and BRT algorithms is significantly reduced
by the introduction of the BPA and PC algorithms. In fact, the performance gains attributed to
the BPA and PC algorithms are so significant that using AODV along with BPA and PC yields
a total cost very close the optimal cost achievable by the combination of BRT, BPA and PC.
B. Comparison of AODV and BRT with Changing Topology and Session Demands
We next compare the performance of the AODV and the Basic Routing Algorithm in a quasi-
static network environment where network conditions vary slowly relative to the time scale of
algorithm iterations. In particular, we study the effects of time-varying topology and time-varying
session demands.
For each independent simulation, the network is initialized in the same way as the previous
experiment. After initialization, the network topology changes after every 10 algorithm iterations.
At every changing instant, each node independently moves to a new position selected according
17In all our simulations, one iteration involves every node updating its routing, power allocation, and power control variables
once using the corresponding algorithms.
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to a uniform distribution within a 0.1×0.1-square centered at the original location of that node.
We assume that the connectivity of the network remains unchanged,18 so that the movement
of nodes only causes variation in the channel gains {Gij}. Figure 5 shows the average cost
trajectories generated by AODV and BRT with and without the power algorithms, under the
same topology changes. It can be seen from the figure that, relative to AODV, BRT adapts very
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Fig. 5. Average cost trajectories generated by AODV and BRT with and without BPA, PC under changing topology.
well to the time-varying topology. It is able to consistently reduce the network cost after every
topology change. In the long run, BRT closes in on a routing that is almost optimal for all minor
topology changes produced by our movement model. In contrast, AODV is not perceptive to the
changes since it uses only hop counts as the routing metric. As a result, the routing established
by AODV is never re-adjusted for the new topologies, and it yields higher cost than the routing
generated by BRT. However, the performance of AODV with BPA and PC is virtually as good
as BRT with BPA and PC. Since the power algorithms are highly adaptive to topology changes,
they almost completely make up the inability of AODV to adapt to topology changes.
Figure 6 compares the performance of AODV and BRT under time-varying traffic demands.
After the sessions are randomly initialized (in the same way as above), we let the session rates
fluctuate independently after every 10 iterations. At each instant of change, the new rate of a
session w is determined by r˜w = αwrw where the random factor αw is uniformly distributed
from 0 to 2, and rw is the original rate of w. Again, BRT exhibits superior adaptability compared
to AODV. BRT tends to establish a routing almost optimal for all traffic demands generated by
18This is reasonable because nodes are assumed to randomly move within their local area.
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Fig. 6. Average cost trajectories generated by AODV and BRT with and without BPA, PC under changing traffic demands.
the above random rate fluctuation model. On the other hand, the advantage of BRT over AODV
becomes less evident when they are implemented together with the BPA and PC algorithms.
C. Power Control with Local Message Exchange
One major practical concern for the implementation of the Power Control (PC) algorithm (53)
is that for every iteration it requires each node to receive and process one message from every
other node in the network (cf. Sec. V-C.1). As a result, the PC algorithm, when exactly imple-
mented, incurs communication overhead that scales linearly with N . On the other hand, extensive
simulations indicate that the PC algorithm functions reasonably well even with message exchange
restricted to nearby nodes. One can understand this phenomenon intuitively by inspecting the
formula for the marginal power control cost δγi (55). Note that the power control message from
node n is multiplied by Gin on the RHS (55). Thus, for n far from i, the contribution of MSG(n)
to δγi is negligible due to the small factor Gin.
In the present experiment, The network and sessions are generated randomly in the same
way as before. The routing is fixed according to a minimum-hop criterion, and all nodes
uniformly allocate power on its outgoing links. We implement different approximate versions of
the PC algorithm where the power control messages are propagated only locally. Each version
of PC calculates the marginal power control costs δγi approximately by using power control
messages from a certain number of neighbors of i. To be specific, the exact formula (55) is now
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approximated by
δγi
Pi
≈
∑
j∈N (i)
GijMSG(j) +
∑
n∈O(i)
δηin · ηin,
where N (i) is the subset of nodes that are closest to i. The size of N (i) varies from 1 to 8 for
different versions of PC simulated in this experiment. The network and sessions are generated
randomly in the same as before. Figure 7 shows the cost trajectories obtained from averaging a
number of independent simulations. For example, the dotted line represents the cost trajectory
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Fig. 7. Average cost trajectories generated by PC with different message exchange scopes.
generated by the PC algorithm that approximates the marginal cost δγi using MSG(j) only
from the node nearest to i. Results from Figure 7 indicate that as long as the computation of
δγi incorporates messages from at least two nearest neighbors, the performance of PC is almost
indistinguishable from that of PC with complete message exchange.
D. Algorithms with Delayed and Noisy Messages
Finally, we simulate the joint application of the routing, power allocation, and power control
algorithms in the presence of delay and noise in the exchange of marginal cost messages.
We model the delay resulting from infrequent updates by the nodes. Specifically, we let each
node i update routing message ∂D
∂ri(w)
using (24) only when it iterates RT (φi(w)), and we
let node i update power control message MSG(i) using (56) only when it iterates PC(γi).
As a consequence, the marginal costs δφij(w) and γi have to be computed based on outdated
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information from other nodes, as that information was last updated when the other nodes last
iterated.
In addition to delay, we assume messages are subject to noise such that the message received is
a random factor times the true value.19 Each message transmission is subject to an independent
random factor drawn from a uniform distribution on [1 − NoiseScale, 1 + NoiseScale] where
the parameter NoiseScale is taken to be 0.9 in the simulations shown in Figure 8. Compared to
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Fig. 8. Average cost trajectories generated by BRT, BPA and PC with delayed and noisy vs. perfect messages.
using constantly updated and noiseless messages, the algorithms with delayed and noisy message
exchange converge to a limit only slightly worse than the true optimum.
In conclusion, the simulation results confirm that the BRT, BPA and PC algorithms have fast
and guaranteed convergence. Moreover, they exhibit satisfactory convergence behavior under
changing network topology and traffic demands, as well as in the presence of delay and noise
in the marginal cost exchange process. In particular, the PC algorithm performs reasonably well
when power control messages are propagated only locally. All these results attest to the practical
applicability of our algorithms to real wireless networks.
Finally, we note that the power allocation and power control accounted for most of the cost
reduction when the performance of RT with BPA and PC was compared to that of AODV with
BPA and PC. This points to the importance of jointly optimizing power control and routing,
19The multiplicative noise is attributed to, for instance, errors in estimating the state of the fading channel over which marginal
cost messages are sent.
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and suggests that implementing the power allocation and power control algorithms jointly with
existing routing algorithms can result in large performance gains.
IX. CONCLUSION
We have presented a general flow-based analytical framework in which power control, rate
allocation, routing, and congestion control can be jointly optimized to balance aggregate user
utility and total network cost in wireless networks. A complete set of distributed node-based
scaled gradient projection algorithms are developed for interference-limited networks where
routing, power allocation, and power control variables are iteratively adjusted at individual nodes.
We have explicitly characterized the appropriate scaling matrices under which the distributed
algorithms converge to the global optimum from any initial point with finite cost. It is shown
that the computation of these scaling matrices require only a limited number of control message
exchanges in the network. Moreover, convergence does not depend on any particular ordering
and synchronization in implementing the algorithms at different nodes.
To enlarge the space of feasible controls, we relaxed the high-SINR assumption for SINR-
dependent link models by using the precise capacity function for the problem of jointly opti-
mizing routing and power allocation. We further extended the analytical framework to consider
wireless networks with general convex capacity region and strictly quasiconvex link costs. It
is proved that in this general setting, an operating point satisfying equilibrium conditions is
Pareto optimal. Next, we showed that congestion control can be seamlessly incorporated into
our framework, in the sense that the problem of jointly optimal power control, routing, and
congestion control can be made equivalent to a problem involving power control and routing
in a virtual wireless network with the addition of virtual overflow links. Finally, results from
numerical experiments indicate that the distributed network algorithms have superior performance
relative to existing schemes, that the algorithms have good adaptability to time-varying network
conditions, and that they are robust to delay and noise in the control message exchange process.
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APPENDIX
A. Proof of Lemma 1
Multiplying both sides of (24) for i = O(w) by rw and summing over all w ∈ W , we have∑
w∈W
∂D
∂rO(w)(w)
· rw =
∑
w∈W
∑
k∈O(O(w))
rwφO(w)k(w)
[
∂DO(w)k
∂FO(w)k
(CO(w)k, FO(w)k) +
∂D
∂rk(w)
]
=
∑
w∈W
∑
k∈O(O(w))
fO(w)k(w)
∂DO(w)k
∂FO(w)k
(CO(w)k, FO(w)k)
+
∑
w∈W
∑
k∈O(O(w))
∑
j∈O(k)
fO(w)k(w)φkj(w)
[
∂Dkj
∂Fkj
(Ckj, Fkj) +
∂D
∂rj(w)
]
.
Expand the term ∂D
∂rj(w)
repeatedly until j = D(w), where ∂D
∂rj(w)
= 0. Then, use the flow
conservation relation tk(w) =
∑
i∈I(k) fik(w) for k 6= O(w) to successively factor out terms
tk(w)φkj(w) = fkj(w). Finally, noticing that the outermost summation yields
Fik =
∑
w∈W
fik(w),
we obtain the equality of the LHS and RHS of (34). ✷
B. Proof of Lemma 2
For simplicity, we suppress session index w and iteration index k. For i 6= D(w), the entries
of Hλφi corresponding to subspace
{
vi :
∑
j∈AN i
vij = 0
}
are as follows. For k, j ∈ AN i,
[
Hλφi
]
kk
=
∂2D
∂φ2ik
= t2i
[
∂2Dik
∂F 2ik
+
∂2D
∂r2k
]
,
[
Hλφi
]
kj
=
∂2D
∂φik∂φij
= t2i
∂2D
∂rk∂rj
, k 6= j.
(85)
Note that the terms ∂2Dik
∂F 2
ik
are locally measurable. Thus, in the following, we deal only with the
terms ∂
2D
∂r2
k
and ∂2D
∂rk∂rj
for k, j ∈ AN i. In [3], the authors provide the following useful expression:
∂2D
∂rk∂rj
=
∑
(m,n)∈E
qmn(k)qmn(j)
∂2Dmn
∂F 2mn
, (86)
where qmn(k) denotes the fraction of a unit flow originating at node k that goes through link
(m,n). By the Cauchy-Schwarz Inequality,
∂2D
∂rk∂rj
≤
√
∂2D
∂r2k
∂2D
∂r2j
. (87)
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Multiplying Hλφi on the left and right with non-zero vector vi, we have
v′i ·H
λ
φi
· vi = t
2
i

 ∑
j∈AN i
(
∂2Dij
∂F 2ij
+
∂2D
∂r2j
)
v2ij +
∑
j,k∈AN i
and j 6=k
∂2D
∂rj∂rk
vijvik


≤ t2i

 ∑
j∈AN i
(
∂2Dij
∂F 2ij
+
∂2D
∂r2j
)
v2ij +
∑
j,k∈AN i
and j 6=k
√
∂2D
∂r2j
∂2D
∂r2k
|vij ||vik|


= t2i

 ∑
j∈AN i
∂2Dij
∂F 2ij
v2ij +

 ∑
j∈AN (i)
√
∂2D
∂r2j
|vij|


2

≤ t2i
[ ∑
j∈AN i
(
∂2Dij
∂F 2ij
+ |AN i|
∂2D
∂r2j
)
v2ij
]
= t2i · v
′
i · H˜φi · vi,
(88)
where the last inequality follows from applying the Cauchy-Schwarz Inequality to the inner
product of vector (
√
∂2D
∂r2j
|vij|)j∈AN i with the all-one vector of the same dimension. Thus, the
Hessian matrix is upper bounded by the positive definite matrix t2i · H˜φi , where
H˜φi = diag
{
∂2Dij
∂F 2ij
+ |AN i|
∂2D
∂r2j
}
j∈AN i
.
Note that |AN i| is the non-blocked out-degree of node i at the current iteration. Also, note that
∂2Dij
∂F 2ij
and ∂2D
∂r2j
are evaluated at λφki + (1− λ)φk+1i , φ
k,λ
i for some λ ∈ [0, 1].
There are various ways of producing approximate upper bounds on the diagonal terms in H˜φi .
Bertsekas et al. [3] propose a message propagation scheme in the network where the propagated
messages are upper bounds of ∂2D
∂r2j
calculated by the corresponding nodes using the bounds
provided by their downstream nodes. Such information exchange can be implemented in the
same manner as that used for propagating the first derivative cost information ∂D
∂rj(w)
.
To limit communication and computational complexity in wireless networks, we present
another scheme which requires less overhead but nevertheless yields reasonable bounds. Let
A , max(m,n)∈E
∂2Dmn
∂F 2mn
∣∣∣
Fmn=Fmn(φ
k,λ
i )
. We have
∂2D
∂r2j
=
∑
(m,n)
qmn(j)
2 ∂
2Dmn
∂F 2mn
∣∣∣∣
Fmn=Fmn(φ
k,λ
i )
≤ A
∑
(m,n)
qmn(j)
2 ≤ A
∑
(m,n)
qmn(j) ≤ A · hj.
To prove the last inequality, we focus on paths connecting j and D(w) induced by any loop-free
routing pattern. Denote the collection of such paths by Pj and let δp be the increase of path flow
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on p ∈ Pj as the result of a unit increment of input at node j. Thus, we have
∑
p∈Pj
δp = 1 and
qmn(j) =
∑
p∈Pj :(m,n)∈p
δp.
Summing over all (m,n), we obtain∑
(m,n)
qmn(j) =
∑
(m,n)
∑
p∈Pj :(m,n)∈p
δp =
∑
p∈Pj
∑
(m,n)∈p
δp =
∑
p∈Pj
hj(p) · δp ≤ hj ,
where hj(p) is the number of hops on path p and hj = maxp∈Pj hj(p).
Now since the initial network cost is no greater than D0 and the cost is strictly reduced with ev-
ery iteration of RT (·) until conditions (29)-(30) are satisfied, for two consecutive steps k and k+
1, on any link (m,n), Dmn(Cmn, Fmn)|Fmn=Fmn(φki ) ≤ D
0 and Dmn(Cmn, Fmn)|Fmn=Fmn(φk+1i ) ≤
D0. By convexity of the cost function, Dmn(Cmn, Fmn)|Fmn=Fmn(φk,λi ) ≤ D
0
, for all λ ∈ [0, 1].
Therefore by the definitions of A(D0) and A, we have A ≤ A(D0). Also ∂
2Dij
∂F 2ij
∣∣∣
Fij=Fij(φ
k,λ
i
)
≤
Aij(D
0) for the same reason. Putting all these results together, we can further upper bound
t2i · H˜φi by
ti
2diag
{(
Aij(D
0) + |AN i|hjA(D0)
)
j∈AN i
}
.
Thus, the proof is complete. ✷
C. Proof of Lemma 3
Constrained in Vηi , the transmission powers, hence the capacities, of node i’s outgoing links
are subject to change. We can therefore focus on Cij for j ∈ O(i) and take it as a function of
ηij :
Cij = C(SINRij) = C
(
GijPiηij
GijPi(1− ηij) +
∑
m6=iGmjPm +Nj
)
, Cij(ηij).
It can be seen that the Hessian matrix Hk,ληi is diagonal. Omitting the superscript (k, λ), we can
write the diagonal terms as
[
Hηi
]
jj
=
∂2Dij
∂C2ij
[
C′(xij)
GijPi
INij
(1 + xij)
]2
+
∂Dij
∂Cij
[
C′′(xij)
(
GijPi
INij
(1 + xij)
)2
+ C′(xij)
G2ijP
2
i
IN2ij
(2 + 2xij)
]
=
(
Pi
Pij
)2{
∂2Dij
∂C2ij
C′(xij)
2x2ij(1 + xij)
2 +
∂Dij
∂Cij
[
C′′(xij)x
2
ij(1 + xij)
2 + 2C′(xij)x
2
ij(1 + xij)
]}
.
Because ηij must be lower bounded by ηij > 0 for which Dij(Cij(ηij), F
k
ij) = D
k
i , we have
ηk,λij > ηij and x
k,λ
ij is bounded as
xminij =
GijPiηij
GijPi(1− ηij) +
∑
m6=iGmjPm +Nj
≤ xk,λij ≤
GijPi∑
m6=iGmjPm +Nj
= xmaxij ,
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Thus, by dropping the negative term 2∂Dij
∂Cij
C ′(xij)x
2
ij(1 + xij) and recalling the definition of βij
in (49), the diagonal term can be bounded as
[
Hηi
]
jj
≤
(
1
η
k,λ
ij
)2 [
∂2Dij
∂C2ij
max
xmin
ij
≤x≤xmax
ij
{C′(x)2x2(1 + x)2}+
∂Dij
∂Cij
min
xmin
ij
≤x≤xmax
ij
{C′′(x)x2(1 + x)2}
]
< βij .
Therefore, the lemma follows. ✷
D. Proof of Lemma 4
For brevity, we suppress the superscript (k, λ) wherever it arises. The Hessian matrix under
consideration has diagonal terms
[Hγ ]ii =
∂2D
∂γ2i
= S¯2i


∑
m 6=i
∑
j∈O(m)
∂2Dmj
∂C2mj
(C′mj)
2x2mj
(
GijPi
INmj
)2
+
∂Dmj
∂Cmj
(C′′mjx
2
mj + 2C
′
mjxmj)
(
GijPi
INmj
)2
−
∂Dmj
∂Cmj
C′mjxmj
GijPi
INmj
+
∑
j∈O(i)
∂2Dij
∂C2ij
C′2ijx
2
ij
(
1−
Gij(1− ηij)Pi
INij
)2
+
∂Dij
∂Cij
[
(C′′ijx
2
ij + C
′
ijxij)
(
1−
Gij(1− ηij)Pi
INij
)2
+ C′ijxij
(
Gij(1− ηij)Pi
INij
)2
−C′ijxij
Gij(1− ηij)Pi
INij
]}
< S¯2i


∑
m 6=i
∑
j∈O(m)
∂2Dmj
∂C2mj
(C′mj)
2x2mj
(
GijPi
INmj
)2
+
∂Dmj
∂Cmj
(C′′mjx
2
mj + 2C
′
mjxmj)
(
GijPi
INmj
)2
+
∑
j∈O(i)
∂2Dij
∂C2ij
C′2ijx
2
ij
(
1−
Gij(1− ηij)Pi
INij
)2
+
∂Dij
∂Cij
[
(C′′ijx
2
ij + C
′
ijxij)
(
1−
Gij(1− ηij)Pi
INij
)2
+ C′ijxij
(
Gij(1− ηij)Pi
INij
)2]
−
∑
(m,j)∈E
∂Dmj
∂Cmj
C′mjxmj

 .
The off-diagonal terms of the Hessian are
[Hγ ]il =
∂2D
∂γi∂γl
= S¯iS¯l


∑
j∈O(i)
∂2Dij
∂C2ij
(C′ij)
2x2ij
(
1−
Gij(1− ηij)Pi
INij
)
−GljPl
INij
+
∂Dij
∂Cij
[
(C′′ijx
2
ij + C
′
ijxij)
(
1−
Gij(1− ηij)Pi
INij
)
−GljPl
INij
+ (C′ijxij)
GijGlj(1− ηij)PiPl
IN2ij
]
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+
∑
j∈O(l)
∂2Dlj
∂C2lj
(C′lj)
2x2lj
(
1−
Glj(1− ηlj)Pl
INlj
)
−GijPi
INlj
+
∂Dlj
∂Clj
[
(C′′ljx
2
lj + C
′
ljxlj)
(
1−
Glj(1− ηlj)Pl
INlj
)
−GijPi
INlj
+ (C′ljxlj)
GljGij(1 − ηlj)PlPi
IN2lj
]
+
∑
m 6=i,l
∑
j∈O(m)
∂2Dmj
∂C2mj
(C′mj)
2x2mj
GijPiGljPl
IN2mj
+
∂Dmj
∂Cmj
(C′′mjx
2
mj + 2C
′
mjxmj)
GijPiGljPl
IN2mj

 .
Construct the following vectors for each i ∈ N .
Ui ,


[Ui](m,j) =
√
∂2Dmj
∂C2mj
C ′mjxmj
GijPi
INmj
S¯ivi, ∀m 6= i and j ∈ O(m)
[Ui](i,j) = −
√
∂2Dij
∂C2ij
C ′ijxij
(
1−
Gij(1− ηij)Pi
INij
)
S¯ivi, ∀j ∈ O(i)
and
Ti ,


[Ti](m,j) =
√
−
∂Dmj
∂Cmj
C ′mjxmj
GijPi
INmj
S¯ivi, ∀m 6= i and j ∈ O(m)
[Ti](i,j) =
√
−
∂Dij
∂Cij
C ′ijxij
Gij(1− ηij)Pi
INij
S¯ivi, ∀j ∈ O(i)
.
Wi ,


[Wi](m,j) =
√
∂Dmj
∂Cmj
(C ′′mjx
2
mj + C
′
mjxmj)
GijPi
INmj
S¯ivi, ∀m 6= i and j ∈ O(m)
[Wi](i,j) = −
√
∂Dij
∂Cij
(C ′′ijx
2
ij + C
′
ijxij)
(
1−
Gij(1− ηij)Pi
INij
)
S¯ivi, ∀j ∈ O(i)
.
Thus, for any nonzero vector v ∈ R|N | we have
v′ ·Hγ · v
<
∑
i,l∈N
U ′i · Ul +
∑
i,l∈N
W ′i ·Wl −
∑
i,l∈N
T ′i · Tl +
∑
i∈N
∑
(m,j)∈E
−
∂Dmj
∂Cmj
C ′mjxmjS¯
2
i v
2
i
≤
∑
i,l∈N
‖Ui‖ · ‖Ul‖+
∑
i,l∈N
‖Wi‖ · ‖Wl‖+
∑
i∈N
∑
(m,j)∈E
−
∂Dmj
∂Cmj
C ′mjxmj S¯
2
i v
2
i
≤
1
2
∑
i,l∈N
(
‖Ui‖
2 + ‖Ul‖
2 + ‖Wi‖
2 + ‖Wl‖
2
)
+
∑
i∈N
∑
(m,j)∈E
−
∂Dmj
∂Cmj
C ′mjxmj S¯
2
i v
2
i
= |N |
∑
i∈N
(
‖Ui‖
2 + ‖Wi‖
2
)
+
∑
i∈N
∑
(m,j)∈E
−
∂Dmj
∂Cmj
C ′mjxmj S¯
2
i v
2
i
=
∑
i∈N
v2i S¯
2
i

|N |

 ∑
j∈O(i)
(
∂2Dij
∂C2ij
(C ′ij)
2x2ij +
∂Dij
∂Cij
(C ′′ijx
2
ij + C
′
ijxij)
)(
1−
Gij(1− ηij)Pi
INij
)2
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+
∑
m6=i
∑
j∈Om
(
∂2Dmj
∂C2mj
(C ′mj)
2x2mj +
∂Dmj
∂Cmj
(C ′′mjx
2
mj + C
′
mjxmj)
)(
GijPi
INmj
)2]
+
∑
(m,j)∈E
−
∂Dmj
∂Cmj
C ′mjxmj

 .
To get a simpler upper bound, notice that
(
1− Gij(1−ηij )Pi
INij
)2
≤ 1,
(
GijPi
INmj
)2
< 1, and by
assumption ∂Dmj
∂Cmj
< 0, C ′′mjx
2
mj + C
′
mjxmj ≤ 0, the whole summation in the curly bracket can
be bounded by
|N |

 ∑
(m,j)∈E
∂2Dmj
∂C2mj
(C ′mj)
2x2mj +
∂Dmj
∂Cmj
C ′′mjx
2
mj

 .
Due to the peak power constraint, there exists a global upper bound on the achievable SINR
on all links, that is x¯ ≥ max(m,j)∈E xmj . Recall the definitions for κ, ϕ, B¯(D0), and B(D0):
κ = max0≤x≤x¯(C
′(x))2 · x2, ϕ = min0≤x≤x¯C
′′(x) · x2,
B¯(D0) = max
(m,j)∈E
max
Dmj≤D0
∂2Dmj
∂C2mj
,
and
B(D0) = min
(m,j)∈E
min
Dmj≤D0
∂Dmj
∂Cmj
.
We obtain
v′ ·Hγ · v <
∑
i∈N
v2i S¯
2
i |N ||E|
[
B¯(D0)κ+B(D0)ϕ
]
,
i.e., Hγ is upper bounded by |N ||E|
[
B¯(D0)κ+B(D0)ϕ
]
diag{
(
S¯2i
)
i∈N
}. ✷
E. Proof of Lemma 6
For convenience, we suppress the index k and parameter λ. Using the precise capacity formula
(61), we derive the entries the Hessian matrix as[
Hηi
]
jj
=
∂2Dij
∂C2ij
(
GijPi(K − 1)
KGijPij + INij
+
GijPi
INij
)2
+
∂Dij
∂Cij
(
−G2ijP
2
i (K − 1)
2
(KGijPij + INij)2
+
G2ijP
2
i
IN2ij
)
<
∂2Dij
∂C2ij
[
KGijPi∑
m6=iGmjPm +Nj
]2
−
∂Dij
∂Cij
(
(K − 1)GijPi∑
m6=iGmjPm +Nj
)2
,
[
Hηi
]
lj
= 0, ∀l 6= j.
Plugging the expressions (64)-(66), we further bound the diagonal terms of Hηi as[
Hηi
]
jj
<
[
B¯ij(D
k
i )K
2 −Bij(D
k
i ) (K − 1)
2]NR2ij .
Thus, the proof is complete. ✷
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