A t-wise balanced design is said to be resolvable if its block set can be partitioned into parts (called resolution classes) such that each part is itself a partition of the point set.
The remainder of this paper is organized as follows. Section 2 shows that there is a URS(3, {4, 6}, v) if and only if v ≡ 0 (mod 4). Section 3 uses the known URS(3, {4, 6}, v) to show that there exists a resolvable maximal packing quadruple system and a resolvable minimal covering quadruple system of order v for v ≡ 0 (mod 24). The URS(3, {4, 6}, v) is also used to construct an augmented resolvable SQS(v) for v ≡ 26, 58, 74 (mod 96) in Section 4 and a (1, 2)-resolvable SQS(v) for v ≡ 74 (mod 96) in Section 5. The existence problem for such two types of SQS was posed in [13] . It seems that no infinite classes of these designs have been given before.
URS(3, {4, 6}, 4n)s
Let v be a non-negative integer, let t be a positive integer and K be a set of some positive integers. A group divisible t-design (or t-GDD) of order v and block sizes from K denoted by GDD(t, K , v) is a triple (X, G, B) such that (1) X is a set of cardinality v (called points), (2) G = {G 1 , G 2 , . . .} is a set of non-empty subsets of X (called groups) such that (X, G) is a 1-design, (3) B is a family of subsets of X (called blocks) each of cardinality from K such that each block intersects any given group in at most one point, (4) each t-set of points from t distinct groups is contained in exactly one block.
The type of the t-GDD is defined as the multiset {|G| : G ∈ G}.
A GDD(t, k, mk) of type m k is called a transversal design and denoted by TD(t, k, m). The following well-known results are due to Brouwer which are quoted in a paper of Hanani [9] . A GDD(t, K , v) is said to be (1, λ)-resolvable if its block set can be partitioned into parts (called λ-resolution classes) such that each point of the design occurs in precisely λ blocks in each part. We will denote a (1, λ)-resolvable GDD(t, K , v) by (1, λ)-RGDD(t, K , v) and simply refer to a (1, 1)-RGDD(t, K , v) as an RGDD(t, K , v). A (1, λ)-RGDD(t, K , v) is said to be uniform if all blocks in each λ-resolution class have the same size. We simply refer it to (1, λ)-URGDD(t, K , v) or URGDD(t, K , v) if λ = 1. It is easy to see that the groups of a (1, λ)-URGDD have the same size.
For a fixed point of a TD(3, q + 1, q), all blocks containing it with it deleted form the block set of an RTD(2, q, q).
Clearly, Deleting all points of a group gives q pairwise disjoint RTD(2, q, q), which form an RTD (3, q, q) . So, we have the following.
Lemma 2.2. (1)
There exists an RTD (3, q, q) (3, k, n) , where k = max{3, min q α i i }.
Lemma 2.3 ([14]).
There exists an RGDD (3, 4, 4g ) of type g 4 for any positive integer g.
Lemma 2.4.
There exists a URGDD(3, {4, 6}, 12) of type 2 6 .
Proof. It will be constructed on Z 6 × Z 2 with groups {x} × Z 2 , x ∈ Z 6 . Let F = {F 1 , F 2 , . . . , F 5 } be a one-factorization of the complete graph on Z 6 . For 1 ≤ i ≤ 5 and 1 ≤ j ≤ 2, let P(i, j) consist of the blocks {a 0 , b 0 , c 1 , d 1 }, where x i denotes (x, i) and {a, b} is the mth edge of F i , {c, d} is the (m + j)th edge of F i , and m ∈ {1, 2, 3}. It is easy to see that each P(i, j) is a partition of Z 6 × Z 2 and all P(i, j)s, together with the resolution class {Z 6 × {i} : i ∈ Z 2 }, form a URGDD(3, {4, 6}, 12) of type 2 6 .
Lemma 2.5. There exists an RTD (3, 6, 5) and an RGDD (3, 4, 36 ) of type 6 6 .
Proof. For the RTD (3, 6, 5) , let the point set be Z 5 × Z 6 and the groups be Z 5 × {i}, i ∈ Z 6 . Developing the following base blocks by (mod 5, −) gives the required blocks: Each base block gives a resolution class by developing it (mod 5, −). All resolution classes form an RTD (3, 6, 5) .
To construct an RGDD (3, 4, 
The blocks of a GDD (3, 4, 8) of type 2 4 on X with group set G are listed in order as follows: A m :
} be a one-factorization of the complete graph on Z 2n and F = {F 1 , F 2 , . . . , F 2u−1 } be a one-factorization of the complete graph on Z u × Z 2 such that 
) with uniform resolution classes Proof. The result is true for n = 1 by the proof of Lemma 2.9. For n ≥ 5, write n = q
s , where q i ≥ 5 is a prime and α i is a positive integer for 1 ≤ i ≤ s, q 1 < q 2 < · · · < q s . It can be developed in two ways:
In the former case, we write m = q Lemma 2.5 and a URGDD(3, {4, 6}, 12) of type 2 6 in Lemma 2.4, we obtain a URGDD(3, {4, 6}, 60) of type 10 6 . We now can apply Lemma 2.6 with the resulting design and an RTD (3, 6 , m) to obtain a URGDD(3, {4, 6}, 12n) of type (2n) 6 . In the later case, similar to the proof of the former case, we can obtain an RTD (3, 6, n) . Applying Lemma 2.6 with the resulting design and a URGDD(3, {4, 6}, 12) of type 2 6 , we also can obtain a URGDD(3, {4, 6}, 12n) of type (2n) 6 . The result then follows from Lemma 2.7 with the resulting URGDD and an RSQS(4n) which comes from Theorem 1.1.
Lemma 2.11.
There exists a URS(3, {4, 6}, 12n) for n ≡ 3 (mod 6).
Proof. We write n = q 
can be developed in four ways:
4. others.
In the first case, we write m = q we can obtain an RTD (3, 6, m) . Applying Lemma 2.6 with an RGDD(3, 4, 36) of type 6 6 in Lemma 2.5, we obtain a URGDD(3, {4, 6}, 12n) of type (2n) 6 .
In the second case, we write m = 3
s , then n = 5m. Similar to the proof of Lemma 2.10, we can obtain an RTD(3, 6, m) and then a URGDD(3, {4, 6}, 12n) of type (2n) 6 .
In the third case, we write m = q
s , then n = 15m. Similar to the proof of Lemma 2.10, we can obtain an RTD (3, 6, m) . Applying Lemma 2.6 with the resulting design we obtain a URGDD(3, {4, 6}, 12n) of type (2n) 6 . Here we need an RGDD(3, 4, 180) of type 30 6 as input design, which comes from Lemma 2.6 with an RGDD(3, 6, 30) of type 5 6 and an RGDD(3, 4, 36) of type 6 6 in Lemma 2.5.
In the fourth case, similar to the proof of Lemma 2.10, we obtain an RTD(3, 6, n) and then a URGDD(3, {4, 6}, 12n) of type (2n)
Since n ≡ 3 (mod 6), 4n ≡ 12 (mod 24) can be divided into two cases:
For the case (a), a URS(3, {4, 6}, 4n) exists from Lemma 2.10. For the case (b), the URS(3, {4, 6}, 4n) also exists by applying this lemma with a smaller value n/3 by induction. The result then follows from Lemma 2.7 with the resulting URGDD(3, {4, 6}, 12n) of type (2n) 6 and the resulting URS(3, {4, 6}, 4n).
Lemma 2.12.
There exists a URS(3, {4, 6}, 12n) for n ≡ 0 (mod 6). 
Resolvable MPQS(v)s and resolvable MCQS(v)s
, where X is a v-set of points and B is a collection of k-subsets of X (blocks), such that every t-subset of X occurs in at most (at least) one block in B.
packing (covering) is usually called a maximal packing (minimal covering) quadruple system and denoted by MPQS(v) (MCQS(v)).
A (t, k, v) packing (covering) is resolvable if the block set B can be partitioned into resolution classes, each being a partition of the point set X . A resolvable (t, k, v) packing (covering) is optimal if it contains the maximum number (minimum number) of resolution classes in any resolvable (t, k, v) packing (covering).
If there is a resolvable (3, 
Lemma 3.1. There exists a resolvable MPQS(12) .
Proof. Let F = {F 1 , F 2 , . . . , F 5 } be a one-factorization of the complete graph on Z 6 where F 1 = {{0, 1}, {2, 3}, {4, 5}}. We shall construct the design on X = Z 6 × Z 2 .
The first three resolution classes:
} is a resolution class on X and by adding 2 or 4 to the first component we get another two resolution classes.
The remaining fourteen resolution classes:
Then it is easy to see that all resolution classes form a resolvable MPQS(12) .
Lemma 3.2. There exists a resolvable MCQS(12) .
Proof. Let F = {F 1 , F 2 , . . . , F 5 } be a one-factorization of the complete graph on Z 6 where
The first six resolution classes: two of which are listed below.
We then get another four resolution classes by adding 2 or 4 to the first component.
Another twelve resolution classes: let
The last resolution class:
Then we obtain a resolvable MCQS (12) .
To state the main construction for resolvable MPQS(v) and resolvable MCQS(v) we need the concept of G-design. A G-design of order v is a triple (X, G, B) where X is a v-set of points, G is a partition of X into subsets (called groups), and B is a family of subsets of
A G-design is said to be resolvable if its block set can be partitioned into parts (called resolution classes) such that each part is itself a partition of the point set. We will denote a resolvable G(m, g, k, t) by RG(m, g, k, t).
Since Proof. Let (X, G, B) be the given RGDD(3, 4, 4nu) with a resolution
. . , F 2u−1 } be a one-factorization of the complete graph on Z 2u where
Theorem 3.4. There exist a resolvable MPQS(v) and a resolvable MCQS
Proof. Write v = 24n. Applying Lemma 2.6 with a URS(3, {4, 6}, 4n) in Theorem 2.13 we obtain an RGDD (3, 4, 
ARSQS(v)s
Augmented resolvable Steiner quadruple systems were introduced by Booth [4] and Greenwell and Lindner [6] , who also
showed that an RSQS(2v) could be constructed from an augmented resolvable Steiner quadruple system of order v. In order to study the existence of an ARSQS, we introduce a resolvable augmented candelabra quadruple systems, which is similar to resolvable CQS [14] .
Candelabra quadruple systems are useful in the construction of SQS(v)s, see for example [13] . A candelabra quadruple system of order v with a candelabra of type (g
, where X is a set of v = s + 1≤i≤k a k g k points, S is a subset of X of size s, and G = {G 1 , G 2 , . . .} is a partition of X \ S of type Let (X , S, G, B) be a CQS(g n : s) and E the set of all pairs {x, y} from different groups. If B ∪ E can be partitioned into (ng(g + 2s + 3) + n(n − 1)g 2 )/6 parts with the following two properties:
(1) for each group G ∈ G, there are exactly g(g + 2s + 3)/6 parts, each being a partition of X \ (G ∪ S) (called a partial resolution class); 
. We shall resolve this design.
The first (s − 1)(s + 4)/6 resolution classes are
. Clearly, these resolution classes are pairwise disjoint. Further, the number of these resolution classes is (s − 1)(s + 4)/6 + ng(g + 2s + 3)/6 + n(n − 1)g 2 /6, which is the required number of resolution classes in an ARSQS(ng +s). So, such an SQS is also augmented resolvable. Further, Proof. Let (X ∪ {∞}, B) be the given URS(3, K , u + 1) with a resolution P 1 |P 2 | · · · |P r . We shall construct the desired design
Denote its block set by C i B and resolution classes by 
) is the block set of the required design. We need to give its required resolution classes.
Then we obtain an ARCQS(g u : s).
In order to give another construction for ARSQSs, we introduce a (1, λ)-resolvable candelabra quadruple system, which is a generalization of resolvable CQS [14] .
A CQS(g n : s)(X , S, G, B) is said to be (1, λ)-resolvable if its block set can be partitioned into (ng(g + 2s − 3) + n(n − 1)g 2 )/(6λ) parts with the following two properties:
(1) for each group G ∈ G, there are exactly g(g + 2s − 3)/(6λ) parts, each being a partition of X \ (G ∪ S) (called a partial λ-resolution class); (2) there are n(n − 1)g 2 /(6λ) parts, each being a partition of X (called a λ-resolution class).
We will denote a (1, λ)-resolvable CQS(g 
The partial resolution classes are divided into two parts: X, B) is said to be (t, λ)-resolvable if its block set B can be partitioned into r parts π 1 , π 2 , . . . , π r such that (X, π i ) is a t-(v, 4, λ) design for all i, clearly t = 1 or 2. We will denote a (t, λ)-resolvable SQS(v) by RSQS(t, λ, v) .
Then the ARCQS((hg)
Let (X , B) be a (2, 1)-resolvable SQS(v) with a resolution B = B 1 |B 2 | · · · |B (v−2)/2 . If each resolution class B i can be partitioned into resolution classes, the (X , B) is said to be doubly resolvable.
For the existence of doubly resolvable Steiner quadruple systems, we have the following result demonstrated by Baker [2] . (2 2n ) for any positive integer n.
Lemma 4.6 ([2]). There exists a doubly resolvable SQS
We then have : 1) (X , S, G, A) as follows. Let x be a point of X , and set S = {x}, G = {B \ {x} : x ∈ B and B ∈ B 1 }, A = B \ {B : x ∈ B and B ∈ B 1 }.
For any G ∈ G, the resolution in B 1 which containing the block G ∪ {x} forms the partial resolution class missing G ∪ {x} after the block G ∪ {x} is deleted. The resolution classes of (X, The proof of the following tripling construction is similar to the tripling construction for RCQS [14] . Proof. We start with a CQS (3 3 : 1) (as in [14] ) on Z 9 ∪ {∞} with groups G i = {i, i + 3, i + 6}, 0 ≤ i ≤ 2 and a stem S = {∞}, whose block set B is generated by the following 9 base blocks under the mapping x −→ x + 3 (mod 9). 
The desired design will be based on where B 1 , . . . , B 8 are blocks a GDD(3, 4, 8 ) of type 2 4 on Z 4 × Z 2 with groups {k} × Z 2 (k ∈ Z 4 ) in the proof of Lemma 2.5. For i, j ∈ Z 3 and k ∈ Z 4 and 1
1. The 9g 2 resolution classes: 
Proof.
Write v = 96n − 22, where n is a positive integer. Applying Lemma 4.4 with a URS(3, {4, 6}, 4n) in Theorem 2.
RSQS(1, 2, v)s
In this section, we shall use URS to obtain an infinite class of RSQS (1, 2, v) . Hartman and Phelps [13] posed a question whether the necessary conditions for the existence of an RSQS (1, 2, v) , i.e., v ≡ 2, 10 (mod 12), is sufficient. For the smallest value v = 10, we know that there is no RSQS (1,2,10 ) by an exhaustive computer search and the uniqueness of SQS(10) demonstrated by Barrau [3] . This fact makes the problem more difficult to study. If there exists a (1, 2)-RGDD(3, 4, 2u) of type 2 u and u is odd, then there exists an RSQS (1, 2, 2u ).
Lemma 5.1.
Proof. Let (X, G, B) be the given (1, 2)-RGDD(3, 4, 2u) of type 2 u with a resolution
} be a factorization of complete graph on Z u such that each vertex of X is contained in exactly two edges of Each block in the first two rows gives a 2-resolution class by developing it (+2 mod 26). We obtain another nine 2-resolution classes by adding 1 to the resulting nine 2-resolution classes.
The blocks in the last three rows form a 2-resolution class. Then, we develop the resulting 2-resolution class modulo 26 to get the remaining 2-resolution classes. 
2). Proof. We shall construct the desired design on (Z 8 × Z 3 ) {∞ 1 , ∞ 2 } with groups G i = Z 8 × {i}, i ∈ Z 3 and a stem S = {∞ 1 , ∞ 2 }.
Step 1: Let x, y, z ∈ Z 8 , x + y + z ≡ 0 (mod 8) and y be even. Each of the following 32 2-resolution classes consists of two parts. The first part is below.
(1) If x is even, then the second part consists of the following.
(2) If x is odd, then the second part consists of the following.
Step 2: Define one factors F j i (i, j ∈ Z 3 ) of the complete graph on G i as follows, where l ∈ {1, 2}.
, the required 6 partial 2-resolution classes P(i, n, j) (n ∈ Z 2 , j ∈ Z 3 ) missing the set G i ∪ S are defined as follows.
For i ∈ Z 3 , n ∈ Z 2 , j ∈ Z 3 , let P(i, n, j) = {{a, b, c, d} : {a, b} is the mth edge of F j i+1 , {c, d} is the (m + 2n)th and the (m + 2n + 1)th edge of F j i+2 , 1 ≤ m ≤ 4}, then P(i, n, j) is a partial 2-resolution class missing G i ∪ S. Let (X, B) be an RSQS(1, λ, v) with a λ-resolution P 1 |P 2 | · · · |P r (v) , and let (Y , A) be an RSQS(1, λ, u) with a λ-resolution : g + s) . 
, with the property that for
. Clearly, these 2-resolution classes are pairwise disjoint. Further, the number of these 2-resolution classes is (s − 1)(s − 2)/12 + ng(g + 2s − 3)/12 + n(n − 1)g 2 /12, which is the required number of 2-resolution classes in an RSQS(1, 2, ng + s). So, such an SQS is also (1, 2) 
We need to give its required resolution classes.
Then we obtain a (1, The partial 2-resolution classes are divided into two parts: Proof. We keep the notation of Lemma 4.9 and we adapt the proof to the present situation. We start with a CQS (3 3 : 1) (as in [14] ) on Z 9 ∪ {∞} with groups G i = {i, i + 3, i + 6}, 0 ≤ i ≤ 2 and a stem S = {∞}, whose block set B is listed in Lemma 4.9.
The desired design will be based on Y = (Z 9 ×Z g ) ({∞}×Z s ) with groups G i = G i ×Z g , 0 ≤ i ≤ 2, and stem S = S ×Z s . For each block B ∈ B, ∞ ∈ B, construct a (1, 2)-RCQS(g 
