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ABSTRACT
The impacts of Compton scattering of hot cosmic gas with the cosmic microwave background
radiation (Sunyaev-Zel’dovich effect, SZ) are consistently quantified in Gaussian and non-
Gaussian scenarios, by means of 3D numerical, N-body, hydrodynamic simulations, including
cooling, star formation, stellar evolution and metal pollution (He, C, O, Si, Fe, S, Mg, etc.)
from different stellar phases, according to proper yields for individual metal species and mass-
dependent stellar lifetimes. Light cones are built through the simulation outputs and samples
of one hundred maps for the resulting temperature fluctuations are derived for both Gaussian
and non-Gaussian primordial perturbations. From them, we estimate the possible changes
due to early non-Gaussianities on: SZ maps, probability distribution functions, angular power
spectra and corresponding bispectra. We find that the different growth of structures in the dif-
ferent cases induces significant spectral distortions only in models with large non-Gaussian
parameters, fNL . In general, the overall trends are covered by the non-linear, baryonic evo-
lution, whose feedback mechanisms tend to randomize the gas behaviour and homogenize its
statistical features, quite independently from the background matter distribution. Deviations
due to non-Gaussianity are almost undistinguishable for fNL . 100, remaining always at
few-per-cent level, within the error bars of the Gaussian scenario. Rather extreme models with
fNL ∼ 1000 present more substantial deviations from the Gaussian case, overcoming baryon
contaminations and showing discrepancies up to a factor of a few in the spectral properties.
Key words: cosmology: theory – structure formation; methods: numerical
1 INTRODUCTION
In the current paradigm of cosmological structure formation,
stars, galaxies, and clusters of galaxies develop by gravita-
tional collapse in an expanding space-time (e.g. Gunn & Gott
1972; Press & Schechter 1974; White & Rees 1978; Peebles
1993; Sheth & Tormen 1999; Peacock 1999; Hogg 1999;
Barkana & Loeb 2001; Coles & Lucchin 2002; Peebles & Ratra
2003; Ciardi & Ferrara 2005; Bromm & Yoshida 2011), growing
from primordial matter perturbations originated during the very
early phases of the Universe, during the Inflation Era (Starobinsky
1980; Guth 1981; Linde 1990). Such perturbations are usually
assumed to follow a Gaussian distribution (e.g. Komatsu 2010;
Komatsu et al. 2011; Hinshaw et al. 2012; Casaponsa et al. 2011;
Curto et al. 2011, and references therein), because of the cen-
tral limit theorem. However, experimental constraints and the-
oretical arguments (Peebles 1983; Desjacques & Seljak 2010;
⋆ E-mail: Francesco.Pace@port.ac.uk
† E-mail: maio@oats.inaf.it
LoVerde & Smith 2011; D’Amico et al. 2011) have often ques-
tioned this assumption and supported the idea of possible devia-
tions from pure Gaussianity. Recent analyses by the Planck mission
(Planck Collaboration et al. 2013a,b,c) suggest small levels of non-
Gaussianities, as well.
Such deviations from non-Gaussianities can be parametrized by
means of a perturbative expansion of the Bardeen gauge-invariant
potential (Salopek & Bond 1990; Komatsu & Spergel 2001; Verde
2010; Desjacques & Seljak 2010):
Φ = ΦL + fNL
[
Φ2L− < Φ
2
L >
]
, (1)
with ΦL the linear Gaussian part, and fNL the dimensionless cou-
pling constant ruling the magnitude of the deviations from Gaus-
sianity1.
The effects of non-Gaussianities are expected to affect objects
arisen from the evolution of high-sigma matter density fluctua-
tions (e.g. Grinstein & Wise 1986; Koyama et al. 1999; Zaldarriaga
1 Because Φ depends on the local value of the Gaussian field ΦL, this kind
of non-Gaussianity is named local.
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2000; Grossi et al. 2009; Wagner et al. 2010; LoVerde & Smith
2011; Pace et al. 2011; Scoccimarro et al. 2012), and, conse-
quently, baryonic structures, primordial haloes, and early proto-
galaxies (Maio 2011). Furthermore, non-Gaussianities can influ-
ence the cosmic star formation history (Maio & Iannuzzi 2011), the
observable gamma-ray-burst rate (Maio et al. 2012), metal pollu-
tion processes (Maio & Khochfar 2012), and the status of the inter-
galactic medium at z ∼ 3 (Viel et al. 2009).
Since the gas can interact with the cosmic microwave background
(CMB) radiation via Compton scattering between photons and
free electrons (Compton 1923) during the whole cosmological
evolution, the thermodynamical state of the Universe might in-
duce imprints on the signal of time-integrated quantities, like the
thermal Sunyaev-Zel’dovich (SZ) effect (Kompaneets 1956, 1957;
Sunyaev & Zeldovich 1969, 1970, 1980; Birkinshaw 1999).
In fact, when integrating along the line of sight, l
.
, to estimate
the CMB temperature distortions, variations in the cosmic plasma
at various epochs sum up and give different contributions to the
Comptonization y-parameter (Kompaneets 1956, 1957):
y =
kBσT
mec2
∫
neTe l. , (2)
where kB = 1.38 × 10−16 erg/K is the Boltzmann constant,
σT = 6.65 × 10
−25 cm2 is the Thomson cross section (i.e. the
low-energy limit of Compton scattering), me = 9.11 × 10−28 g
is the electron mass, c = 3 × 1010 cm/s is the speed of light,
ne the electron number density, Te the corresponding temperature
(much larger than the CMB temperature, T , in the case of interest
of ionized gas), and (neσT)−1 represents the scattering mean free
path. The related spectral change in the CMB temperature depends
on the frequency, ν (Sunyaev & Zeldovich 1969, 1970; Birkinshaw
1999)2:
δT
T
= y
[
x coth
(x
2
)
− 4
]
, (3)
with the dimensionless parameter x ≡ hν/(kBT ), and h Planck
constant. The spectral distortion in Eq. (3) vanishes for x ≃ 3.83
(i.e., at ν ≃ 217GHz), increases for x & 3.83, and decreases
for x < 3.83. In the Rayleigh-Jeans limit at low-frequencies the
resulting CMB temperature variation is negative and equals
δT
T
∼ −2y (x≪ 1) . (4)
Thus the CMB effective temperature fluctuations drops expo-
nentially, as ∼ e−2y, (Sunyaev & Zeldovich 1970), and deter-
mines colder ”holes” in the temperature maps of microwave back-
ground radiation, associated to large structures containing hot gas
(Sunyaev & Zeldovich 1972).
Quantitatively, the strength of induced CMB anisotropies will ob-
viously depend on the amount of structures formed in the partic-
ular cosmological model considered, and will rely on the specific
hydro-, chemo- and thermodynamical history expected in different
models. In a large-scale cosmological context, spatially distributed
enhancements or deficits in the SZ effect could trace the under-
lying structure distribution. However, reliable modelling of hydro
and chemical properties at different cosmic epochs is required to
properly estimate thermal gas cooling and heating in different envi-
ronments having different chemical compositions. Initial empirical
2 The classical results by Sunyaev & Zeldovich (1969, 1970) are based
on the non-relativistic diffusion equation by Kompaneets (1956, 1957). For
a more precise approach with relativistic corrections see Fabbri (1981);
Rephaeli (1995).
or semi-analytical estimates of the SZ effect suggested relatively
large CMB anisotropies between ∼ 10−3 (Sunyaev & Zeldovich
1980) and ∼ 10−5 (Ostriker & Vishniac 1986; Cole & Kaiser
1988; Bond 1988; Schaeffer & Silk 1988). Further, more detailed
studies, relying on first numerical simulations with Gaussian ini-
tial matter perturbations ( fNL = 0), gave more accurate correc-
tions of the order of about ∼ 10−6 (Thomas & Carlberg 1989;
Scaramella et al. 1993; da Silva et al. 2000; Springel et al. 2001a;
Roncarelli et al. 2007; Pace et al. 2008). However, the impact of
non-Gaussianities ( fNL 6= 0) on the SZ effect, by means of hydro-
dynamical, chemical simulations has not been investigated yet. The
present work is, so far, the first of this type, as previous investiga-
tions have, thus, neglected effects from stellar evolution, chemical
enrichment and consequent metal-dependent cooling and their in-
terplay with the background cosmological scenario.
In the following, we will estimate the Compton y-parameter for
models making different assumptions on the fNL value. We will
build simulated light cones (see e.g. Pace et al. 2008, and refer-
ences therein) from redshift z = 0 to z ∼ 7 along some hun-
dreds randomly chosen lines of sight. We will show how the SZ
signal can probe the underlying matter distribution by performing
a detailed analysis of the light cones obtained in different non-
Gaussian, N-body, hydrodynamic, chemistry simulations of large-
structure formation. In the simulated volumes, cooling, star forma-
tion, and feedback mechanisms are addressed on the base of the
local thermodynamical properties of the collapsing gas, by con-
sistently following its density, temperature and chemical compo-
sition, and by taking into account stellar evolution for both popula-
tion III and population II-I stars. The runs have been presented and
described by Maio & Iannuzzi (2011) and we refer the interested
reader to that work for further details.
A consistent inclusion of stellar evolution properties of cosmic
gas (as in the simulations considered here) is extremely impor-
tant when evaluating the thermal SZ effect, because the latter
reflects the behaviour of gas temperatures and densities. There-
fore, while dark-matter-only simulations might be ideal tools for
studying clustering, mass functions (e.g. Grossi & Springel 2009;
Wagner et al. 2010; Scoccimarro et al. 2012) and lensing statistics
(e.g. Pace et al. 2011; Hilbert et al. 2012, and references therein),
simple analytical or semi-analytical estimates derived on top of
them would likely fail.
Previous studies of the effects of non-Gaussianity on SZ (see
Roncarelli et al. 2010) were based exclusively on semi-analytic
estimates from dark-matter-only simulations. The novelty of the
present work, instead, relies on the proper accounting for hydrody-
namical and chemistry evolution during structure formation, mostly
concerning iron and silicon abundances, which can be significantly
boosted at low z by SNIa, and carbon and oxygen species, that
are expelled mainly by SNII or AGB stars on short (∼ 107 −
108 yr) time-scales. The different delay times of these various stel-
lar phases play a crucial role for a suitable temporal tracking of the
enrichment episodes. Lack of such physical scheme would lead to
severe errors in estimating the gas metal content and the consequent
cooling capabilities at all epochs.
The paper is structured as follows: after presenting the simulations
in Sect. 2, and the technique to build the light cones in Sect. 3,
we will discuss the main results about SZ maps, probability distri-
bution functions and power spectra in Sect. 4 and, finally, we will
conclude in Sect. 5.
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Table 1. Initial parameters for the runs considered in this paper (from Maio & Iannuzzi 2011).
Runs Box side Particle mass [M⊙/h] for Softening fNL Pop III IMF Pop II-I IMF
[Mpc/h] gas (dark matter) [kpc/h] range [M⊙] range [M⊙]
Run100.0 100 3.39 × 108 (2.20 × 109) 7.8 0 [100, 500] [0.1, 100]
Run100.100 100 3.39 × 108 (2.20 × 109) 7.8 100 [100, 500] [0.1, 100]
Run100.1000 100 3.39 × 108 (2.20 × 109) 7.8 1000 [100, 500] [0.1, 100]
2 SIMULATIONS
We consider three simulations with different non-Gaussian pa-
rameters, described in Maio & Iannuzzi (2011), with initial con-
ditions generated according to Eq. (1) with fNL =0, 100, 1000.
Even if these non-null values of fNL are somewhat larger than
those provided from recent measurements using the Planck satellite
(Planck Collaboration et al. 2013c), our choice will allow us to bet-
ter highlight the interplay of dark-matter non-Gaussianity with gas
and stellar physics. We will be able to check how relevant contam-
inations due to baryon evolution and feedback effects are and how
much they affect the resulting SZ signal in different fNL models.
This will give us hints about the disentanglement of possible de-
generacies between the luminous and the dark sectors, as well.
The simulations were performed by using a modified ver-
sion of the parallel tree/SPH Gadget-3 code (Springel 2005),
which included gravity and hydrodynamics, with radiative gas
cooling (Sutherland & Dopita 1993; Maio et al. 2007), multi-
phase model for star formation (Springel & Hernquist 2003), UV
background radiation (Haardt & Madau 1996), wind feedback
(Springel & Hernquist 2003; Aguirre et al. 2001) and metal pollu-
tion from Pop III and/or Pop II-I stellar generations, all ruled by a
critical metallicity threshold of Zcrit = 10−4 Z⊙ (see further de-
tails in Yoshida et al. 2003; Maio et al. 2006, 2007; Tornatore et al.
2004, 2007, 2010; Maio et al. 2010, 2011; Petkova & Maio 2012;
Maio et al. 2011; Biffi & Maio 2013). We stress that in the sim-
ulations hydrodynamical quantities are self-consistently estimated
by taking into account the proper yields (for He, C, O, Si, Fe, S,
Mg, etc.) from stellar evolution during AGB, SNII, SNIa phases
and metal-dependent (resonant and fine-structure) cooling rate for
each particle and at each time step. The initial mass function for
PopII-I star formation regime is assumed to be Salpeter over the
[0.1, 100]M⊙ mass range, while for the PopIII regime it is a power-
law with slope −2.35 over [100, 500] M⊙ range.
The cosmological parameters were fixed by assuming a concor-
dance ΛCDM model with matter-density parameter Ωm,0 = 0.3,
cosmological-density parameter ΩΛ,0 = 0.7, baryon-density pa-
rameter Ωb,0 = 0.04, expansion rate at the present epoch of
H0 = 70 km/s/Mpc (i.e., normalized at 100 km/s/Mpc, h =
0.7), power spectrum normalization via mass variance within
8 Mpc/h radius sphere σ8 = 0.9, and spectral index n = 1. The
cosmological volume was sampled as a cube of 100 Mpc/h side
with resolution down to ∼ kpc scales at z ∼ 0. A schematic sum-
mary of the properties of the runs considered here is showed in
Table 1. Additional details are in Maio & Iannuzzi (2011).
Gas densities and temperatures are extracted by the simulation
snapshots and are projected along the line of sight to obtain three
map samples for the three fNL = 0, 100, 1000 cases, as described
in the following Sect. 3.
3 LIGHT CONES THROUGH THE UNIVERSES
We build light cones by stacking the output snapshots and by fol-
lowing the procedure outlined in Pace et al. (2008). We make sure
to cover completely the whole space from z = 0 to z ∼ 7, and dis-
card possibly overlapping regions from different “adjacent” snap-
shots. However, a simulation is only one realization of the many
possible realizations in the Universe. Thus, in order to have statis-
tically meaningful results, it is necessary to avoid the unavoidable
replication of the same structures when piling up the snapshots at
different times for the same box. We reach this goal by arbitrarily
reshuffling particle positions and velocities via random rotations
and translations of the box axes.
As a result, for any choice of the seed of the random generator,
we obtain maps showing different structure locations, but keep-
ing, on average, the same statistical properties (Thomas & Carlberg
1989; Scaramella et al. 1993; da Silva et al. 2000; Springel et al.
2001b,a).
Then, at each redshift, z, we compute the value for y in a given
pixel of the map with coordinates (i, j), yij , by discretizing Eq. (2)
on a two-dimensional grid with (physical) cell size Lpix (ac-
cording to e.g. Thomas & Carlberg 1989; Scaramella et al. 1993;
da Silva et al. 2000; Springel et al. 2001b,a; Roncarelli et al. 2007;
Pace et al. 2008):
yij =
kBσT
mec2
V
L2pix
∑
k
nije,k T
ij
e,k w
ij
k , (5)
where V is the volume discretization along the line of sight, k is the
summation index running over the particles in each pixel, and nije,k ,
T ije,k, w
ij
k , the corresponding electron density, temperature and pro-
jected smoothing kernel. We highlight that in the runs considered
here electron fractions and temperatures are tracked on-the-fly, and
can change, from particle to particle, at each time step, according to
the corresponding local metal-dependent cooling and heating rates.
This is important, because in this way we get a precise estimation
of y, taking into account the non-trivial backreaction of star forma-
tion, feedback effects and UV background on gaseous properties3.
We repeat the procedure described above by choosing one hundred
different random lines of sight to get three map samples for each
fNL value (and therefore we get a total of three hundred maps).
We will denote these samples as: S0, S100, and S1000, referring to
fNL = 0, fNL = 100, and fNL = 1000, respectively.
Each map covers a field of view of 1◦.
In the following sections we will show the main results about the
SZ effect computed for the three different fNL models, according
to the procedure just described.
3 In this respect, post-processing estimates of dark-matter only simulations
might be misleading.
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fNL =0 fNL =100 fNL =1000
Figure 1. Comptonization y− parameter maps computed, on a grid of 1024× 1024 pixels, by integrating along the same line of sight each of the three cones
obtained from the models with fNL = 0 (left), fNL = 100 (centre), and fNL = 1000 (right).
4 RESULTS
In the following, we will first give (Sect. 4.1) a brief description
of expected typical maps (both for the Gaussian and for the two
non-Gaussian models), as obtained from the procedure outlined in
Sect. 3, then we will consider the three full samples, each one made
of one hundred maps and referring to the different fNL values con-
sidered in this work. This will allow us to analyse more carefully
the statistical properties of the SZ effect and to get more solid con-
clusions about probability distributions (Sect. 4.2), power spectra
(Sect. 4.3) and bispectra (Sect. 4.4).
4.1 Maps
In Fig. 1, we display y−parameter maps for the same line of sight
in the three models with fNL = 0 (left), fNL = 100 (center), and
fNL = 1000 (right), as indicated by the labels. We note that the
general structure and shape of the maps are quite similar, due to the
fact that the same randomization process has been applied to the
three cases, so the same cosmic objects broadly correspond and are
easily detectable in the three panels.
While large collapsed structures are well detectable, filaments are
usually not visible and covered by background signal, due to their
typically lower densities and temperatures (see also discussions in
e.g. da Silva et al. 2000; Springel et al. 2001b,a; White et al. 2002;
Zhang et al. 2002; Roncarelli et al. 2007; Pace et al. 2008).
Because of the various non-Gaussian and Gaussian initial perturba-
tions, the growth and evolution of different structures is slightly dif-
ferent. Typical values in Fig. 1, are in the range between∼ 2×10−7
and a few times 10−5, with mean values of the order of ∼ 10−6.
More specifically, the Gaussian fNL = 0 case presents a maxi-
mum y of 4.70 × 10−5, while the mean is 1.67 × 10−6. In the
non-Gaussian fNL = 100 scenario, one finds a maximum of
5.13 × 10−5, and the mean is 1.71 × 10−6. In the non-Gaussian
fNL = 1000 model, there is a maximum of 6.70 × 10−5, and the
mean is 2.05 × 10−6. This means that, while lower values for y
might not be significantly affected, upper values and mean values
feel more the underlying distribution, from a few per cents up to
tens-per-cent levels. The reason for that is in the fact that lower val-
ues are found in colder environments, where the electron fraction
is much smaller that unity and the effects of structure growth in
boosting temperature and ne are less important.
More precisely, differences of ∼ 10 per cent are found between
fNL = 1000 and fNL = 0, with y values in the former case being
larger because of the more advanced heating process determined
by feedback effects. When considering the peak values, differences
with the Gaussian model are evident in all the cases and reach about
∼ 8 per cent for fNL = 100, and ∼ 30% for fNL = 1000. Mean
values, instead, are larger than in the Gaussian case by ∼ 1.7 per
cent for fNL = 100, and by ∼ 18 per cent for fNL = 1000.
We also mention that y−values do not follow a (log-)normal dif-
ferential distribution, mostly because of the more extended high-
fNL tail (as previously noted by e.g. Thomas & Carlberg 1989;
Scaramella et al. 1993; da Silva et al. 2000, for the Gaussian case).
It is interesting that this conclusion still holds for the non-Gaussian
cases (see next).
4.2 Probability distributions from the whole samples
In the following we will consider the whole samples of simulated
maps – S0, S100, and S1000 – to draw more solid statistical con-
straints on the expected distribution of the y−parameter in the dif-
ferent scenarios.
In Fig. 2 we show our results for the differential probability distri-
bution function (PDF) for the three models as a result of the aver-
aging over 100 realisations. For sake of clarity, error bars, shown
as a shaded region of equivalent width, are presented only for the
Gaussian model (black curve) and represent 1− σ deviations.
Models with fNL = 100 and fNL = 1000 are shown with red
dashed and blue dotted curve, respectively. In the lower panels we
show the corresponding ratio between the two non-Gaussian and
the Gaussian models. The presence of primordial non-Gaussianity
is mostly important for very high and unrealistic values of fNL
. The non-Gaussian models present peaks in the average PDF at
higher values than the Gaussian one. This is particularly evident for
fNL = 1000 (blue-dotted curve), while the average PDF for fNL
= 100 is only slightly shifted of a few per cent. We notice that,
since curves are normalised to unity, the case with fNL = 1000
shows a slightly lower peak: this is understood with the fact that this
model presents higher values for the y-parameter – due to the pre-
dicted more massive and hotter clusters – therefore, in order to span
the same area, it must have a lower peak (see previous Sect. 4.1).
This result is consistent with the average values for samples. Aver-
age values are 1.34× 10−6 and 1.36× 10−6 for the fNL = 0 and
fNL = 100 model respectively, while a higher sample average of
1.6 × 10−6 for fNL =1000 is reached. Thus, sample averages do
not differ too much and can easily be accommodated within the er-
ror bars (see next). In addition to this, we have to take into account
that measurements will suffer of uncertainties on the cosmological
c© 0 RAS, MNRAS 000, 1–10
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Figure 2. Upper panel: Differential probability distribution function (PDF)
for the Comptonization y−parameter for the three different models studied.
Lower panel: ratio of the PDF between the non-Gaussian and the Gaussian
model. Black line refers to the fNL = 0model, red dashed line to the fNL
= 100 model and the blue dotted line to the fNL = 1000 model. The
shaded region has a width equal to that of the error bars of the Gaussian
model.
parameters, as well, that will be degenerate with baryon physics.
The lower panel of Fig. 2 clearly shows that, over a scale of two or-
ders of magnitude in the Compton parameter (−6.5 < log10(y) <
−4.5), the model with fNL = 100 differs of at most of 5% from the
Gaussian one and it is well within its error bars (upper panel). This
means that the two cases are basically indistinguishable. At very
low and high values of the y-parameter, differences become sub-
stantial, but much less significant, due to poorer statistics. Larger
deviations, up to a factor of a few, arise for a value of fNL ten
times higher, making therefore easier to distinguish this model from
the reference one, in particular for high values of the Compton y-
parameter.
We stress that gas thermal state in the different scenarios is signifi-
cantly affected by the aforementioned baryonic processes that take
place during cosmic structure growth (star formation, stellar evolu-
tion, metal spreading, feedback effects). These inject entropy in the
surrounding medium and introduce remarkable chaotic motions in
the gas, which, in turn, wash out, partly (as in the fNL = 1000
case) or completely (as in the fNL = 100 case), non-Gaussian
signatures and are mainly responsible for a similar gas evolution
within corresponding cosmic structures.
Our results are in good agreement with existing investigations of
weak-lensing maps and effective-convergence studies probing the
total matter distribution of collapsed objects (Pace et al. 2011).
Also for the effective convergence, underdense (overdense) regions
show a ratio smaller (higher) than unity in non-Gaussian models
with respect to the Gaussian ones, and the differences in the PDFs
are comparable to the ones found here. However, due to the impacts
from baryonic processes and feedback effects that tend to homog-
enize gas behaviour mostly for fNL . 100, the SZ ratios in Fig. 2
(sensitive to gas) are slightly lower than effective-convergence ra-
tios (sensitive to the total mass and thus less affected by baryons).
We also note that extreme models with fNL = 1000 present very
strong deviations in both cases, as a result of a more clearly dom-
inant contribution of the underlying dark sector over the luminous
one.
In the case of the Gaussian sample, we note that our average value
is slightly different than the values obtained in early works (e.g.
da Silva et al. 2001; Springel et al. 2001b). This is not surprising
since our simulations include much more baryonic physics than
previous ones. Comparing our findings against the Gaussian model
of Roncarelli et al. (2010) we note that our average values for the
y parameter are higher, despite the similar cosmology adopted.
This is due essentially to two reasons: on one side here we inte-
grate our light-cones up to z ≃ 7, while Roncarelli et al. (2010)
stopped at z ≃ 4, on the other side differences are also partly due
to the fact that here we consider several hydrodynamical processes
as cooling, star formation and especially feedback (that increases
temperatures quite rapidly) that in DM-only simulations are not in-
cluded. This highlights that high-redshift objects can still contribute
to the Compton y parameter when projecting along the line of sight.
Therefore, our results are in better agreement with the analyses by
Roncarelli et al. (2007), performed by using the hydrodynamical
simulations by Borgani et al. (2004), which were integrated up to
z ≈ 6 giving < y >= 1.19 × 10−6. Consequently, also the lo-
cation of the PDF peak in the Gaussian scenario results in good
agreement with Roncarelli et al. (2007).
Direct comparisons with other analyses of the y-parameter in dif-
ferent non-Gaussian cases are not possible as there are no related
works available in literature.
4.3 Power spectrum from the whole samples
Given that the SZ effect contributes to the CMB power spec-
trum, its theoretical knowledge is of great importance. The
Compton y-parameter power spectrum was studied in many
papers (Komatsu & Kitayama 1999; Holder & Carlstrom 1999;
Molnar & Birkinshaw 2000; Cooray et al. 2000; Refregier et al.
2000; Seljak 2000; Springel et al. 2001b; da Silva et al. 2001;
Zhang & Pen 2001; Zhang et al. 2002; Refregier & Teyssier 2002;
Seljak 2002), but never with a detailed hydro, chemical treatment
for gas physics and stellar evolution in non-Gaussian scenarios.
In this section we explore the effects of primordial non-Gaussianity
on the expected SZ power spectrum, and we plot error bars as for
the PDF case, we use a shaded region of width identical to the er-
ror bars only for the Gaussian model, since the non-Gaussian ones
present error bars of comparable magnitude that will be omitted
for sake of clarity. Similar to what we did for the PDF, spectra are
averaged over one hundred realizations and resulting standard de-
viations are computed. The power spectrum represents the Fourier
transform of the correlation function of y between ~ℓ1 and ~ℓ2 modes.
It is defined as:
〈yˆ(~ℓ1)yˆ(~ℓ2)〉 = (2π)
2δD(~ℓ1 + ~ℓ2)P (ℓ) , (6)
where the Dirac’s delta assures that ℓ = |~ℓ1| = |~ℓ2|.
The importance of the study of the SZ angular power spectrum lies
in the fact that it is easier to detect than individual clusters and
it is very sensitive to the underlying cosmological properties (see
c© 0 RAS, MNRAS 000, 1–10
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Figure 3. Upper panel: Power spectrum (PS) for the y−parameter for the
three different models studied. Lower panel: ratio of the PS between the
non-Gaussian and the Gaussian model. Black line with shaded region of
width equal to the error bars refer to the fNL = 0 model, red dashed line
to the fNL = 100 model and the blue dotted line to the fNL = 1000
model.
e.g. Komatsu & Kitayama 1999; Seljak 2002; Komatsu & Seljak
2002). Another important aspect is that it is rather insensitive to
selection effects and it receives important contribution from out-
skirts regions of galaxy clusters, minimising the poor knowledge
of their cores.
Our results are summarised in Fig. 3, where we show average power
spectra (more precisely ℓ(ℓ + 1)Py(ℓ)) for all the models (up-
per panel) and corresponding ratios with respect to the reference
Gaussian scenario (lower panel). As expected, higher values of pri-
mordial non-Gaussianity imply stronger deviations from the power
spectrum evaluated for the Gaussian model, as evident from the
trends in the lower panel.
For the model with the highest amount of primordial non-
Gaussianity we observe an increase of power from ℓ ≈ 3000, start-
ing from about 50% more power than the Gaussian case till a fac-
tor of two more power at the smallest scales (ℓ ≈ 2× 105). This is
consistent with the results on the effective convergence obtained by
Pace et al. (2011) in their Fig. 3, as well (see discussion in the previ-
ous section). The model with fNL = 100 differs from the Gaussian
case of only 5−6 per cent at most and at every frequency available
it is well within the error bars (see upper panel in Fig. 3). We stress
that the error bars of Fig. 3 are bigger for lower multipoles than for
higher ones, because the number of possible realisations is much
smaller in the former case than in the latter one. A further comment
is necessary to discuss the shape of the ratio of the power spectra. In
general, larger fNL values present higher power, but there are some
dependencies on the particular scales considered, as rarer bigger
objects are more affected by non-Gaussianities than more common
smaller ones. For the simulation with fNL =100 the ratio with the
Gaussian calculations is approximately constant, since in the fNL
=100 and fNL =0 scenarios statistical and physical effects are very
similar and the resulting differences are not very pronounced. This
is not the case for the non-Gaussian cosmology with fNL =1000,
where we observe an evident U-shaped curve (this will happen also
for the bispectrum – see next Sect. 4.4). The increase of power at
small scales (large ℓs) highlights the bias towards higher values of
the initial perturbations in such model and the consequent higher
clustering during the whole structure formation evolution. Instead
the trend for multipoles of ℓ ≈ few thousands is the result of the
non-Gaussian bias. As shown in Grossi & Springel (2009), the halo
bias in non-Gaussian cosmologies has a unique scale dependence:
differences appear at large scales, while on smaller scales the non-
Gaussian bias approaches the value of the Gaussian bias. There-
fore, using gas particles to trace the underlying matter distribution,
we expect to be affected by bias. This explains the declining part
in the ratio between the model with fNL =1000 and the Gaussian
case. The later increase is due to a combination of shot noise and
bias due to higher clustering.
When we compare our fNL =0 results with the (Gaussian) power
spectrum by Springel et al. (2001b) we note that the function ℓ(ℓ+
1)Cℓ shows a peak at ℓ ≈ 8000, in agreement with what found by
those authors. Our findings are instead not easily comparable with
the spectrum presented in Roncarelli et al. (2010), since their high-
est frequency is ℓ = 10000 and no peak is clearly visible in those
estimates. We remind that the amplitude of the fNL =0 spectrum
in Fig. 3 is lower than the one predicted by Springel et al. (2001b)
and it is larger than the one expected by Roncarelli et al. (2010). As
mentioned before, this is simply explained by taking into account
the different gas physics included in our simulations with respect
to the adiabatic gas of Springel et al. (2001b) and the limited red-
shift sample of the dark-matter-only estimates by Roncarelli et al.
(2010).
AGNs (Roychowdhury et al. 2004, 2005; Scannapieco et al. 2008;
Battaglia et al. 2010, 2012; Prokhorov et al. 2012) might be an-
other source of contamination when distinguishing non-Gaussian
models via SZ effect since mechanical feeding from AGNs can in-
ject significant entropy into the Intracluster medium (ICM). Au-
thors found that the peak of the power spectrum is shifted towards
higher (lower) ℓ for lower (higher) heating times and that mod-
ifications in the power spectrum are small for ℓ . 2000, while
they increase for higher multipoles, where a substantial reduction of
the power at small angular scales was noticed. Moreover, the high-
multipole range is very sensitive to the particular feedback recipe
used. Whatever the particular prescription (e.g. Scannapieco et al.
2008; Battaglia et al. 2010, 2012; Prokhorov et al. 2012) adopted
in the runs, this will be the same gas-heating phenomenon acting
in all the various cosmological models, independently from fNL .
Hence, the consequent boost of the chaotic state of the IGM will
increase the level of degeneracy among possible fNL values and
further erase gaseous signatures of primordial non-Gaussianities
– as any other feedback effect would do (Maio & Iannuzzi 2011;
Maio 2011; Maio & Khochfar 2012). The resulting y distributions
and spectra could suffer of systematic shifts, however, their ratio is
expected to converge to the Gaussian behaviour more rapidly.
It is worth saying that our conclusions on the ratio of the power
spectra might be affected by errors on the precise cosmological pa-
rameters, due to the scaling of the Compton parameter and of the
power spectrum with Ωm and σ8, according to (Komatsu & Seljak
2002; Diego & Majumdar 2004; Roncarelli et al. 2010): y ∝
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8 and Cℓ ∝ Ω2mσ78 . This means that small uncertainties in
the cosmological parameters might strongly impact the expected
results and get degenerated with realistic values of primordial non-
Gaussianity.
4.4 Bispectrum from the whole samples
While Gaussian fields are entirely described by the PDF and the
power spectrum (higher order moments are null), this is not true any
more for non-Gaussian models, that, to be entirely characterised,
would require the knowledge of all higher moments, correspond-
ing to the so-called poly-spectra in the Fourier space.
In the following we will focus on the bispectrum, because it is re-
lated to the first non-null moment and possibly carries most of the
physical information of non-Gaussian scenarios. Furthermore, it is
a very useful quantity to constrain cosmological parameters, espe-
cially in combination with the power spectrum, and can help dis-
entangle the effects of gravity from the effects of biasing (see e.g.
Verde et al. 1998, 2000; Takada & Jain 2004; Sefusatti et al. 2006,
2010; Pace et al. 2011).
Compared to the power spectrum, the bispectrum depends on three
frequencies such that in the Fourier space they form a triangu-
lar configuration. The evaluation of the bispectrum for each single
configuration is computationally expensive, therefore we limit our-
selves to the study of the equilateral configuration, in which all the
three frequencies are assumed to be the same.
The bispectrum of the Compton parameter y is defined as
〈yˆ(~ℓ1)yˆ(~ℓ2)yˆ(~ℓ3)〉 = (2π)
2δD(~ℓ123)B(~ℓ1, ~ℓ2, θ12) . (7)
To form a triangle in the Fourier space, we require that
~ℓ1 + ~ℓ2 + ~ℓ3 = ~0. In the previous equation, θ12 represents
the angle between ~ℓ1 and ~ℓ2, which, together with the triangle
condition, fixes ~ℓ3.
We show our results in Fig. 4. In the upper panel we present
the comparison of the bispectra for the three different models stud-
ied, while in the lower panel we show the ratio between the bispec-
trum of the non-Gaussian models and that of the Gaussian model.
The trends are similar to what found for the power spectrum, with
relative differences increasing with the primordial non-Gaussianity
parameter. Ratios between non-Gaussian and Gaussian bispectra
are higher than the ones relative to the power spectrum since higher
order spectra are more sensitive to deviations from Gaussianity than
the power spectrum. For the most extreme fNL = 1000 case the
ratios at various scales range within a factor of 1.7-4, instead for the
model with fNL = 100 there is a roughly constant enhancement of
≈ 10 − 12 per cent, that, nevertheless, is still within the error bars
of the Gaussian fNL = 0 case.
While for the case of the power spectrum even the model with the
highest amount of non-Gaussianity considered was not so different
from the Gaussian reference, for the bispectrum this is not the case
any more. In fact, we see that (upper panel of Fig. 4) the bispectrum
for the fNL =1000 initial conditions is clearly off the error-bars at
all the scales probed in our simulations. This because the bispec-
trum is very sensitive to non-linearities and to clustering properties,
which are enhanced in the fNL =1000 model. Moreover, physi-
cally, the bispectrum is expected to scale as the square of the power
spectrum and this explains values and shapes of the lower panel in
Fig. 4, compared to Fig. 3 (see also discussion in Sect. 4.3).
Theoretical derivation of the bispectrum for the thermal SZ
(tSZ) effect has been recently carried out by Bhattacharya et al.
(2012). The authors use the halo model approach, as done by
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Figure 4. Upper panel: Bispectrum (BS) with an equilateral configuration
for the y− parameter for the three different models studied. Lower panel:
ratio of the BS between the non-Gaussian and the Gaussian model. Black
line with shaded region of width equal to the error bars refer to the fNL
= 0 model, red dashed line to the fNL = 100 model and the blue dotted
line to the fNL = 1000 model.
Komatsu & Seljak (2002) for the SZ power spectrum. According to
their derivation, the bispectrum is extremely sensitive to the matter
power spectrum normalization (BtSZ ∝ σ11−128 ) and to the baryon
density (BtSZ ∝ Ω4b ). This has positive and negative aspects. The
positive aspect is that a combined use of the tSZ spectra (power
spectrum and bispectrum) will help to reduce the uncertainties on
cosmological parameters. On the other side, such a steep depen-
dence on the normalization is such that a small error on σ8 will
have catastrophic consequences on the bispectrum normalisation.
In other words, as shown also in Pace et al. (2011), the uncertainty
on the cosmological parameters has by far bigger effects than pri-
mordial non-Gaussianity, usually overcoming it.
Now suppose instead that all the cosmological parameters are per-
fectly known. The major uncertainty comes from gas physics and
in particular from AGN feedback. Bhattacharya et al. (2012) esti-
mated a ∼ 33% uncertainty on the overall amplitude of the tSZ
bispectrum, see their Fig. 5. As it looks clear from the lower panel
in our Fig. 4, errors of the order of ∼ 33% in the amplitude will
generically be within the error bars inferred from the different real-
izations up to ℓ ≃ 104 and will become progressively more impor-
tant with the increase of the multipole. We also notice that therefore
the uncertainty due the gas physics will be more important than the
effect of primordial non-Gaussianity, at least for fNL =100. This
shows clearly how important is the correct inclusion of gas physics.
To date, the only known, at least to us, observational re-
sult on the tSZ bispectrum comes from the Planck analysis
(Planck Collaboration et al. 2013d). In their Fig. 11, the authors
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show the bispectrum for 100 . ℓ . 700 for four different con-
figurations, equilateral, orthogonal and flat isosceles and squeezed.
A direct comparison is impossible due to the different multipoles
probed here, as our bispectrum is evaluated for ℓ > 1000. Never-
theless, despite this and the very large uncertainties, we can esti-
mate that the amplitude of the bispectrum is comparable for both
curves, making therefore our results stronger.
5 DISCUSSION AND CONCLUSIONS
In this work we have addressed the SZ effect and the possible impli-
cations from primordial non-Gaussianities, by using suited N-body,
hydrodynamical, chemistry simulations (Maio & Iannuzzi 2011).
The runs include dark-matter dynamics and gas hydrodynamics,
metallicity-dependent resonant and fine-structure cooling, star for-
mation, feedback, stellar evolution and metal spreading accord-
ing to the proper stellar yields and lifetimes. As primordial non-
Gaussianities are likely to impact the formation and evolution of
dark-matter high-sigma objects and, hence, the whole baryonic star
formation process of high-z gas, induced deviations in tempera-
tures and densities would add up when integrating along the line
of sight and possibly show up in the behaviour of the SZ signal at
z ∼ 0.
To check these issues, we build up different samples of one hundred
simulated light cones, extracted from runs of structure formation
and evolution in Gaussian fNL = 0 initial conditions and non-
Gaussian, fNL = 100 and fNL = 1000, initial conditions. We ob-
tain y-parameter maps and study probability distribution functions,
power spectra and bispectra in the different cosmological scenar-
ios.
In general, for mild variations from Gaussianities – i.e. fNL . 100
– the SZ signal varies by few per cent, while for larger variations –
fNL ∼ 1000 – resulting discrepancies are much more visible and
can reach a factor of a few.
Minimum y values are found to be not significantly affected by
primordial non-Gaussianities, while mean and upper values retain
some influence by the underlying matter distribution (see discus-
sion in Sect. 4.1 and 4.2).
These results are validated by a more general investigation of the
PDF functions of the Compton parameter, y (Fig. 2). The y distri-
bution for the case of fNL = 100 is within the error bars of the
Gaussian model, instead for larger values of fNL ∼ 1000 differ-
ences are more substantial.
We also stressed that the contribution of sources at z > 4 is impor-
tant to correctly estimate the SZ signal (see discussion in Sect. 4.2).
The SZ power spectrum (Fig. 3) in a model with fNL = 100
differs only of few percent from a Gaussian scenario and differ-
ences are within 1 − σ error bars, making the two models not eas-
ily distinguishable. Similar conclusions apply, in general, to cases
with 0 < fNL < 100. In a model with ten times more primor-
dial non-Gaussianity the underlying matter distribution and growth
has a more significant impact on the SZ signal at all scales probed,
achieving ∼ 50 per cent or more enhancement with respect to the
model with fNL = 0. Due to the detailed gas and chemical treat-
ments, we find that, although the peak in the fNL =0 angular power
spectrum is consistent with early analyses (e.g. Springel et al.
2001b), the amplitude is lower, but in agreement with more recent
estimates in Gaussian scenarios (e.g. Roncarelli et al. 2007).
The bispectrum shows a stronger signal with deviations with re-
spect to the reference Gaussian case reaching ∼ 10 − 12 per cent
for fNL = 100 and even a factor of a few for the fNL = 1000
case (Fig. 4). At the same time, also error bars are bigger, and mod-
els with low fNL values remain compatible with the fNL = 0
case. These results are roughly consistent with the behaviour of the
effective-convergence power spectra and bispectra in non-Gaussian
models, as well (see Pace et al. 2011, for a deeper discussion), al-
though weak-lensing statistics is quite insensitive to baryon physics
and show more distinct behaviours for the different fNL scenar-
ios. As shown by Bhattacharya et al. (2012), the tSZ bispectrum
is very sensitive to the matter power spectrum and its amplitude
is greatly affected by the AGN feedback. This means that effects
of primordial non-Gaussianity will be overcome by the uncertain-
ties in the knowledge of the cosmological parameter and in the gas
physics, making therefore impossible to infer something for low
values of primordial non-Gaussianity. Thanks to the Planck satellite
(Planck Collaboration et al. 2013d) it is now possible to evaluate
observationally the SZ bispectrum, but due to the small size of our
simulated box, we can not make a direct comparison since the mul-
tipoles probed in our work do not cover the observed ones. Despite
this we notice that amplitudes of the bispectra around ℓ ≃ 1000 are
very similar.
An aspect to be taken into account is the degeneracy with cosmo-
logical parameters. Indeed, the SZ power spectrum depends both
on the matter density, Ωm, and, much more strongly, on the matter
power spectrum normalisation, σ8, according to Cℓ ∝ Ω2mσ78 (e.g.
Komatsu & Seljak 2002; Diego & Majumdar 2004). Thus, small
uncertainties on σ8 will affect the determination of P (y) and er-
ror estimation of cosmological parameters could dominate the ef-
fects of intrinsic non-Gaussianity (Pace et al. 2011). In this respect,
also baryonic physics might be a severe source of contaminations,
as e.g. primordial streaming motions could delay early star forma-
tion events and consequently alter the whole thermodynamic of col-
lapsed objects at early times, introducing more degeneracies with
fNL (Maio 2011). Furthermore, stellar evolution and the final fates
of stars are responsible for injecting huge amounts of entropy in
the gas over cosmological times, directly impacting the resulting
SZ signal. As a consequence, our lack of knowledge about detailed
stellar parameters, yields, initial mass function for different pop-
ulations, feedback effects from different kind of stars, etc. might
have some effects. However, given the randomizing role of all these
mechanisms, their influence should go in the direction outlined in
this work, mostly for fNL . 100 models.
In conclusion, what emerges clearly from our analyses is that im-
plications from primordial non-Gaussianities on the SZ effect are
strongly dependent on fNL with larger impacts for larger fNL val-
ues. Scenarios in which fNL . 100 are almost undistinguishable
from the Gaussian counterpart. Indeed, in these cases, the trends
for the y parameter PDFs, spectra and bispectra lie within the er-
ror bars of the Gaussian case and the discrepancies are only at a
few per cent level. More extreme models with larger fNL values
(∼ 1000) present more substantial deviations from the Gaussian
case with discrepancies up to a factor of a few.
ACKNOWLEDGEMENTS
The authors would like to thank the anonymous referee for the valu-
able comments that improved our manuscript. F. P. is supported by
STFC grant ST/H002774/1. U. M.’s research leading to these re-
sults has received funding from a Marie Curie fellowship of the
European Union Seventh Framework Programme (FP7/2007-2013)
under grant agreement n. 267251. For the bibliographic research we
made use of the NASA Astrophysics Data System.
c© 0 RAS, MNRAS 000, 1–10
Non-Gaussianities and SZ 9
Numerical computations were done on the IBM Power 6 (VIP) sys-
tem at the Max Planck Computing Center Garching (RZG) and
on the Intel SCIAMA High Performance Compute (HPC) clus-
ter which is supported by the ICG, SEPNet and the University of
Portsmouth.
References
Aguirre A., Hernquist L., Schaye J., Katz N., Weinberg D. H.,
Gardner J., 2001, ApJ, 561, 521
Barkana R., Loeb A., 2001, Phys. Rep., 349, 125
Battaglia N., Bond J. R., Pfrommer C., Sievers J. L., 2012, ApJ,
758, 75
Battaglia N., Bond J. R., Pfrommer C., Sievers J. L., Sijacki D.,
2010, ApJ, 725, 91
Bhattacharya S., Nagai D., Shaw L., Crawford T., Holder G. P.,
2012, ApJ, 760, 5
Biffi V., Maio U., 2013, ArXiv e-prints, 1309.2283
Birkinshaw M., 1999, Phys. Rep., 310, 97
Bond J. R., 1988, in Unruh W. G., Semenoff G. W., eds,
NATO ASIC Proc. 219: The Early Universe Distortions and
anisotropies of the cosmic background radiation. pp 283–334
Borgani S., Murante G., Springel V., Diaferio A., Dolag K.,
Moscardini L., Tormen G., Tornatore L., Tozzi P., 2004, MN-
RAS, 348, 1078
Bromm V., Yoshida N., 2011, ARA&A, 49, 373
Casaponsa B., Bridges M., Curto A., Barreiro R. B., Hobson M. P.,
Martı´nez-Gonza´lez E., 2011, MNRAS, 416, 457
Ciardi B., Ferrara A., 2005, Space Science Reviews, 116, 625
Cole S., Kaiser N., 1988, MNRAS, 233, 637
Coles P., Lucchin F., 2002, Cosmology: The Origin and Evolution
of Cosmic Structure, Second Edition
Compton A. H., 1923, Physical Review, 21, 483
Cooray A., Hu W., Tegmark M., 2000, ApJ, 540, 1
Curto A., Martı´nez-Gonza´lez E., Barreiro R. B., Hobson M. P.,
2011, MNRAS, 417, 488
da Silva A. C., Barbosa D., Liddle A. R., Thomas P. A., 2000,
MNRAS, 317, 37
da Silva A. C., Kay S. T., Liddle A. R., Thomas P. A., Pearce F. R.,
Barbosa D., 2001, ApJ, 561, L15
D’Amico G., Musso M., Noren˜a J., Paranjape A., 2011, Phys. Rev.
D, 83, 023521
Desjacques V., Seljak U., 2010, Classical and Quantum Gravity,
27, 124011
Diego J. M., Majumdar S., 2004, MNRAS, 352, 993
Fabbri R., 1981, Ap&SS, 77, 529
Grinstein B., Wise M. B., 1986, ApJ, 310, 19
Grossi M., Springel V., 2009, MNRAS, 394, 1559
Grossi M., Verde L., Carbone C., Dolag K., Branchini E., Iannuzzi
F., Matarrese S., Moscardini L., 2009, MNRAS, 398, 321
Gunn J. E., Gott III J. R., 1972, ApJ, 176, 1
Guth A. H., 1981, Phys. Rev. D, 23, 347
Haardt F., Madau P., 1996, ApJ, 461, 20
Hilbert S., Marian L., Smith R. E., Desjacques V., 2012, MNRAS,
426, 2870
Hinshaw G., Larson D., Komatsu E., Spergel D. N., Bennett C. L.,
Dunkley J., Nolta M. R., et al. 2012, ArXiv e-prints
Hogg D. W., 1999, ArXiv Astrophysics e-prints
Holder G. P., Carlstrom J. E., 1999, in de Oliveira-Costa A.,
Tegmark M., eds, Microwave Foregrounds Vol. 181 of Astro-
nomical Society of the Pacific Conference Series, The Sunyaev-
Zeldovich Effect as Microwave Foreground and Probe of Cos-
mology. p. 199
Komatsu E., 2010, Classical and Quantum Gravity, 27, 124010
Komatsu E., Kitayama T., 1999, ApJ, 526, L1
Komatsu E., Seljak U., 2002, MNRAS, 336, 1256
Komatsu E., Smith K. M., Dunkley J., et al. 2011, ApJS, 192, 18
Komatsu E., Spergel D. N., 2001, Phys. Rev. D, 63, 063002
Kompaneets A. S., 1956, Zh.E.F.T., 31, 876
Kompaneets A. S., 1957, Sov. Phys. JETP, 4, 730
Koyama K., Soda J., Taruya A., 1999, MNRAS, 310, 1111
Linde A., 1990, Physics Letters B, 238, 160
LoVerde M., Smith K. M., 2011, J. of Cosmology and Astroparti-
cle Physics, 8, 3
Maio U., 2011, Classical and Quantum Gravity, 28, 225015
Maio U., Ciardi B., Dolag K., Tornatore L., Khochfar S., 2010,
MNRAS, 407, 1003
Maio U., Dolag K., Ciardi B., Tornatore L., 2007, MNRAS, 379,
963
Maio U., Dolag K., Meneghetti M., Moscardini L., Yoshida N.,
Baccigalupi C., Bartelmann M., Perrotta F., 2006, MNRAS, 373,
869
Maio U., Iannuzzi F., 2011, MNRAS, 415, 3021
Maio U., Khochfar S., 2012, MNRAS, 421, 1113
Maio U., Khochfar S., Johnson J. L., Ciardi B., 2011, MNRAS,
414, 1145
Maio U., Koopmans L. V. E., Ciardi B., 2011, MNRAS, 412, L40
Maio U., Salvaterra R., Moscardini L., Ciardi B., 2012, MNRAS,
426, 2078
Molnar S. M., Birkinshaw M., 2000, ApJ, 537, 542
Ostriker J. P., Vishniac E. T., 1986, ApJ, 306, L51
Pace F., Maturi M., Bartelmann M., Cappelluti N., Dolag K.,
Meneghetti M., Moscardini L., 2008, A&A, 483, 389
Pace F., Moscardini L., Bartelmann M., Branchini E., Dolag K.,
Grossi M., Matarrese S., 2011, MNRAS, 411, 595
Peacock J. A., 1999, Cosmological Physics
Peebles P. J., Ratra B., 2003, Reviews of Modern Physics, 75, 559
Peebles P. J. E., 1983, ApJ, 274, 1
Peebles P. J. E., 1993, Principles of physical cosmology
Petkova M., Maio U., 2012, MNRAS, 422, 3067
Planck Collaboration Ade P. A. R., Aghanim N., Armitage-Caplan
C., Arnaud M., Ashdown M., Atrio-Barandela F., Aumont J.,
Baccigalupi C., Banday A. J., et al. 2013a, ArXiv e-prints,
1303.5075
Planck Collaboration Ade P. A. R., Aghanim N., Armitage-Caplan
C., Arnaud M., Ashdown M., Atrio-Barandela F., Aumont J.,
Baccigalupi C., Banday A. J., et al. 2013b, ArXiv e-prints
Planck Collaboration Ade P. A. R., Aghanim N., Armitage-Caplan
C., Arnaud M., Ashdown M., Atrio-Barandela F., Aumont J.,
Baccigalupi C., Banday A. J., et al. 2013d, ArXiv e-prints,
1303.5081
Planck Collaboration Ade P. A. R., Aghanim N., Armitage-Caplan
C., Arnaud M., Ashdown M., Atrio-Barandela F., Aumont J.,
Baccigalupi C., Banday A. J., et al. 2013c, ArXiv e-prints,
1303.5084
Press W. H., Schechter P., 1974, ApJ, 187, 425
Prokhorov D. A., Moraghan A., Antonuccio-Delogu V., Silk J.,
2012, MNRAS, 425, 1753
Refregier A., Komatsu E., Spergel D. N., Pen U.-L., 2000, Phys.
Rev. D, 61, 123001
Refregier A., Teyssier R., 2002, Phys. Rev. D, 66, 043002
Rephaeli Y., 1995, ApJ, 445, 33
c© 0 RAS, MNRAS 000, 1–10
10 F. Pace & U. Maio
Roncarelli M., Moscardini L., Borgani S., Dolag K., 2007, MN-
RAS, 378, 1259
Roncarelli M., Moscardini L., Branchini E., Dolag K., Grossi M.,
Iannuzzi F., Matarrese S., 2010, MNRAS, 402, 923
Roychowdhury S., Ruszkowski M., Nath B. B., 2005, ApJ, 634,
90
Roychowdhury S., Ruszkowski M., Nath B. B., Begelman M. C.,
2004, ApJ, 615, 681
Salopek D. S., Bond J. R., 1990, Phys. Rev. D, 42, 3936
Scannapieco E., Thacker R. J., Couchman H. M. P., 2008, ApJ,
678, 674
Scaramella R., Cen R., Ostriker J. P., 1993, ApJ, 416, 399
Schaeffer R., Silk J., 1988, ApJ, 333, 509
Scoccimarro R., Hui L., Manera M., Chan K. C., 2012, Phys. Rev.
D, 85, 083002
Sefusatti E., Crocce M., Desjacques V., 2010, ArXiv e-prints,
1003.0007
Sefusatti E., Crocce M., Pueblas S., Scoccimarro R., 2006, Phys.
Rev. D, 74, 023522
Seljak U., 2000, MNRAS, 318, 203
Seljak U., 2002, MNRAS, 337, 769
Sheth R. K., Tormen G., 1999, MNRAS, 308, 119
Springel V., 2005, MNRAS, 364, 1105
Springel V., Hernquist L., 2003, MNRAS, 339, 289
Springel V., White M., Hernquist L., 2001a, ApJ, 562, 1086
Springel V., White M., Hernquist L., 2001b, ApJ, 549, 681
Starobinsky A. A., 1980, Physics Letters B, 91, 99
Sunyaev R. A., Zeldovich I. B., 1980, ARA&A, 18, 537
Sunyaev R. A., Zeldovich Y. B., 1969, Nature, 223, 721
Sunyaev R. A., Zeldovich Y. B., 1970, Ap&SS, 7, 3
Sunyaev R. A., Zeldovich Y. B., 1972, Comments on Astrophysics
and Space Physics, 4, 173
Sutherland R. S., Dopita M. A., 1993, ApJS, 88, 253
Takada M., Jain B., 2004, MNRAS, 348, 897
Thomas P., Carlberg R. G., 1989, MNRAS, 240, 1009
Tornatore L., Borgani S., Matteucci F., Recchi S., Tozzi P., 2004,
MNRAS, 349, L19
Tornatore L., Borgani S., Viel M., Springel V., 2010, MNRAS,
402, 1911
Tornatore L., Ferrara A., Schneider R., 2007, MNRAS, 382, 945
Verde L., 2010, Advances in Astronomy, 2010
Verde L., Heavens A. F., Matarrese S., 2000, MNRAS, 318, 584
Verde L., Heavens A. F., Matarrese S., Moscardini L., 1998, MN-
RAS, 300, 747
Viel M., Branchini E., Dolag K., Grossi M., Matarrese S., Moscar-
dini L., 2009, MNRAS, 393, 774
Wagner C., Verde L., Boubekeur L., 2010, J. of Cosmology and
Astroparticle Physics, 10, 22
White M., Hernquist L., Springel V., 2002, ApJ, 579, 16
White S. D. M., Rees M. J., 1978, MNRAS, 183, 341
Yoshida N., Abel T., Hernquist L., Sugiyama N., 2003, ApJ, 592,
645
Zaldarriaga M., 2000, Phys. Rev. D, 62, 063510
Zhang P., Pen U.-L., 2001, ApJ, 549, 18
Zhang P., Pen U.-L., Wang B., 2002, ApJ, 577, 555
c© 0 RAS, MNRAS 000, 1–10
