ABSTRACT Collaborative filtering recommendation with implicit feedbacks (e.g., clicks, views, and plays) is regarded as one of the most challenging issues in both academia and industry. From implicit feedbacks, we can only get a small fraction of observed data (positive examples), and the massive unobserved data are the mixture of negative examples and unlabeled positive examples. However, most of the existing efforts either treat unobserved data equally by assigning a uniform weight or uniformly weight observed data while ignoring the hidden information (i.e., visit frequency) in implicit feedbacks. This assumption may not hold in real-life scenarios since they cannot distinguish the contributions of the whole data and it easily leads to prediction bias. Besides, those approaches still suffer from low-efficiency issue. To this end, we propose an all-weighted matrix factorization and fast optimization strategy for effective and efficient recommendation. We first design a frequency-aware weighting scheme for observed data and a useroriented weighting scheme for unobserved data nonuniformly. Then, the weighting schemes of both observed and unobserved data are combined in a unified way to form an all-weighted matrix factorization model. Afterwards, we present a surrogate objective function and develop a fast optimization strategy to enhance the efficiency. Extensive experimental results on real-world datasets demonstrate that our method outperforms the competitive baselines on several evaluation metrics.
I. INTRODUCTION
Recent years have witnessed the prevalence of personalized recommendation in various real applications, such as Netflix, Last.fm, Foursquare, Amazon, etc. Personalized recommendation makes it much easier for people to acquire their needs in a short time. State-of-the-art works indicate that collaborative filtering (CF) recommendation with implicit feedbacks has been receiving more and more attentions due to its effectiveness and flexibility. It predicts users' preferences based on user-item interactions among a large number of users and items. For the interaction data, compared with explicit feedbacks (e.g., numerical ratings), implicit feedbacks are relatively more abundant and can be easily collected, since most users express their preferences implicitly. Typical implicit feedbacks include views, purchases, clicks, checkins, etc. However, this kind of data are extremely sparse and imbalanced. For a specific user, only a small fraction of items are observed (positive examples), and the majority are unknown. This has been a thorny issue in CF recommendation with implicit feedbacks [1] - [6] .
Matrix factorization (MF) models have received great success in CF recommendation with both explicit feedbacks and implicit feedbacks. The majority of existing strategies for CF with implicit feedbacks can be divided into two categories: pointwise regression and pairwise ranking strategies. Two typical approaches are weighted regularized matrix factorization (WRMF) [1] , [3] , [6] - [10] and Bayesian personalized ranking with matrix factorization (BPR-MF) [8] , [10] - [17] . Bayer et al. [5] have argued that both WRMF and BPR-MF have been compared on a variety of datasets and a large body of results indicate both approaches have their merits.
WRMF is a kind of pointwise regression approach which learns user/item latent factors by minimizing the weighted reconstruction error. One major limitation of most existing researches on WRMF is the uniform weighting scheme on the unobserved data, which limits the model's effectiveness and extensibility. Only several works have considered nonuniform weighting scheme [3] , [2] . However, all observed items are assumed to be equally relevant for a specific user. This assumption may not hold in real-life scenarios where the numerical values of implicit feedbacks describe the visit frequency of users, e.g., how much time the user has watched a certain movie, how many times a user has visited a certain position, etc. In general, the visit frequency reflects users' graded preferences on different items. A larger value indicates the higher confidence that user prefers a certain item. Traditional methods simplify users' actions in frequencies on a unique item, and only consider the binary values which indicate whether a user has visited the items. Hu et al. [1] and Lian et al. [18] have noticed this problem and proposed to assign confidence weights according to the visit frequencies. Nevertheless, they treat the unobserved items equally by assigning the uniform weights. This kind of treatment ignores the unique characteristic of different users and items, and limits model's fidelity for real applications. This is because that the unobserved examples are the mixture of negative and unknown examples, it is desired to assign a higher weight to the negative examples. If we simply impose uniform weights on all of the unobserved data, it may mislead the learning process.
BPR-MF is a ranking approach and optimizes pairwise objective that attempts to place observed items above the unobserved ones [19] . However, we argue that all observed (unobserved) items are assumed to be equally relevant (irrelevant). This assumption not only ignores the definitely useful numerical values which indicate preference confidence, but also models unobserved data in an unrealistic way. This is clearly suboptimal. Some state-of-theart works also suggest to leverage auxiliary data to assist in improving WRMF and BPR-MF via varying weighting scheme [20] , [21] and augmenting preference values [10] . Nevertheless, they did not take full consideration of the weights of whole data (both of the observed and unobserved data). These observations suggest that it is highly desirable to consider an all-weighted matrix factorization model.
In addition, we also argue that the efficiency of WRMF suffers from the full consideration of both observed and unobserved data. Aimed at matrix factorization with whole data, alternating least square (ALS) [1] is a relatively more effective method compared with stochastic gradient descent (SGD) [19] . ALS works without learning rate via a closed-form updating formulation. It could converge to a satisfied local optima with finite steps much less than that of SGD [1] , [2] . By contrast, SGD is subjected to the choice of learning rate which has been proved by [3] . Even so, it has been demonstrated that ALS algorithm involves matrix inversion which is an expensive operation when updating one user/item latent vector [1] , [2] . Its inefficiency is the main obstacle for practical use. Aimed at this problem, Rendle et al. [22] presented an element-wise ALS (eALS) learner, which avoids the expensive matrix inversion and reduces the time complexity effectively. Afterwards, Devooght et al. [23] proposed the randomized block coordinate descent (RCD) learner to reduce the complexity in a dynamic scenario. However, it only applies to WRMF with uniform weights for unobserved data, which is suboptimal for real applications. Recently, a fast eALS learning algorithm was proposed by He et al. [3] , which further speeds up learning by avoiding the massive repeated computations. Due to this reason, in this paper, we mainly focus on eALS-based optimization tailored for WRMF. Nevertheless, the above method aims at item-oriented weighting scheme for unobserved data, it could not be directly applied to our proposed all-weighted regularized matrix factorization model directly. In this case, we devise an alternative optimization method tailored for our proposed model.
Based on our preliminary analysis, we put forward an effective and efficient all-weighted matrix factorization model for item recommendation with implicit feedbacks. Specifically, we first design a weighted regularized matrix factorization which takes full consideration of the weighting scheme of both observed and unobserved data. In particular, we explore a user-oriented non-uniform weighting scheme for unobserved data, and frequency-aware non-uniform weighting scheme for observed data, with more flexibility and fidelity for real applications. Then, we present a surrogate objective function for efficient training and develop a fast optimization method based on element-level alternative least square. Our algorithm could find the optimal solution for model parameters within a few iterations.
To summarize, our contributions are: 1. We design an effective all-weighted matrix factorization model, which takes account into both observed data and unobserved data and assigns non-uniform weights. 2. We develop a fast optimization algorithm for learning model parameters efficiently. 3. We conduct experiments on two real-world datasets, showing that our method consistently outperforms state-of-the-art matrix factorization methods on top-n recommendation tasks. The remainder of this paper is arranged as follows. In section II we review the related work on matrix factorization and optimization methods for collaborative filtering recommendation with implicit feedbacks. In section III we give detailed explanation of our all-weighted matrix factorization model and fast optimization scheme. The experimental results and analysis are presented in Section IV, followed by the conclusions and future work in section V.
II. RELATED WORK
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A. MATRIX FACTORIZATION FOR RECOMMENDATION WITH IMPLICIT FEEDBACK
Emerging popularity of e-commerce has highlighted the importance of CF recommendation, and various models have been studied. In recent years, matrix factorization models have received great success in CF recommendation with implicit feedbacks due to their accuracy and efficiency [3] , [23] - [27] . Both pointwise regression approaches and pairwise ranking approaches based on matrix factorization are popular for CF recommendation. Here we mainly review the two most popular approaches: WRMF [1] , [3] , [6] - [10] and BPR-MF [8] , [10] - [17] .
WRMF [1] , [2] is a kind of rating-based approach, which assumes observed feedbacks as positive ratings and unobserved feedbacks as negative ratings with corresponding confidence weights. Typically, Hu et al. [1] and Lian et al. [18] proposed the WRMF methods for CF with implicit feedbacks, which assigned the higher confidence levels to observed data according to the visit frequency, while treating unobserved data equally by assigning a lower weight. However, this uniform assumption on unobserved data ignores the unique characteristics of different users and items, and limits model's fidelity in real applications. Actually, in addition to [1] and [18] , the majority of existing works [6] , [23] , [28] , [29] assigned uniform weights on unobserved data. This is due to that the whole user-item interaction matrix is generally very large and sparse, it would be too consuming to store and compute all zero entries with individualized weights. The uniform weighting scheme would make the algorithm more efficient [3] . However, it would reduce the accuracy of recommendation to some extent. Only several works considered non-uniform weighting on unobserved data [2] , [3] . To be specific, Pan et al. [2] designed a WRMF model by assigning equal weights on observed data, followed by the lower weights of unobserved data via item-and user-oriented weighting scheme. The item-oriented weighting scheme posits that if an item has less observed uses, that is, the item is not popular, the unobserved data for this item are negative with higher probability. The user-oriented weighting scheme assumes that if a user has more positive examples, it is more likely that he/she does not like the other items, that is, the unobserved data for this user is negative with higher probability. Different from [2] , He et al. [3] proposed an alternative item-oriented WRMF approach based on item popularity, which posits that if an item has more observed users, a miss on such a popular item is more probable to be negative with higher probability. It is more flexible and effective than [2] . However, their common limitation is that they treat the observed data equally, this assumption would not hold in real-life scenarios where numerical implicit signals (i.e., the visit frequency of users on specific items) imply graded preference. The larger values imply the higher confidence that users prefer the items. Simply considering the binary values would affect the recommendation accuracy of model. [19] is a type of ranking-based approach, which regards implicit feedbacks as relative preferences rather than absolute ratings. It assumes that a user usually prefers an observed item to an unobserved item. BPR-MF integrates MF into ranking-oriented BPR optimization framework to perform personalized ranking and recommendation. Various researches based on BPR-MF framework have been made [8] , [10] - [17] . Nevertheless, this pairwise ranking assumption may not always hold in reallife scenarios where noisy implicit signals tend to produce incorrect/outlier preferences. Moreover, they equally treat all of the observed/unobserved data, which is the common limitation of BPR-MF and WRMF.
BPR-MF
In addition, a variety of works are reported to leverage additional data to improve WRMF and BPR-MF [10] , [20] , [21] . For example, Yuan et al. [21] considered incorporating the rich user and item content information to determine the personalized weight of every unknown user-item pair and improved recommendation performance. In contrast to the previous works, Li et al. [10] focused on varying the preference values instead of the weighting schemes and presented an augmented WRMF. It suggested augmenting the binary preference values to ternary values, where the middle values indicate users' potential preference to those potential items (i.e., the unvisited items that her friends have visited before). Guo et al. [20] developed a weighted ranking method for POI recommendation, which gives each POI pair a different weight according to the visit frequency and the geographical distance between them. Nevertheless, we argue that they either only consider the unique weighting scheme of observed data or only focus on that of unobserved data partially. These observations motivate us to take full consideration of the weighting scheme of the whole data, to reduce prediction bias and improve recommendation accuracy.
B. OPTIMIZATION SCHEME
Typically, alternating least squares (ALS) and stochastic gradient descent (SGD) are the two commonly used methods to minimize objective function of WRMF. For BPR-MF, SGD is the most popular optimization method.
In general, the objective of WRMF is a non-convex minimization problem, and it may have many local optima. For this problem, ALS is a more effective method. This is due to that it is not sensitive to the starting point, and it ensures the exact decrease of objective function and converges to a local optimum at least under the mathematical theory. SGD could not assure the convergence in mathematical theory. In addition, ALS has a significant advantage over SGD since ALS has less parameters to turn with a closed-form updating formulation. And it can converge to a satisfied local optima with finite steps much less than that of SGD. SGD is easily subjected to the learning rate. He et al. [3] have tested and verified that a higher learning rate would lead to a faster convergence, but the final accuracy may be suffered.
Through Volkovs and Yu [6] claim that the convergence of BPR-MF can be achieved significantly faster through sampling, the gradient updates are usually distributed very unevenly. The gradient updates are inclined to the popular items and easily lead to prediction bias. A good sampling approach is desired to improve BPR-MF. Moreover, SGD is unsuitable for whole-data based WRMF due to the large amount of training instances [3] . Due to this reason, in this paper, we mainly focus on ALS-based optimization tailored for whole-data based WRMF.
Nevertheless, ALS is expensive in computational overhead due to the inversion operation of K × K matrix when updating a user/item latent vector. It usually assumes O(K 3 ) in time complexity, where K is the size of latent factors of users/items [2] . Fortunately, Rendle et al. [22] designed an element-level ALS (eALS) to lower time complexity, which optimizes parameters at the element level optimizing each coordinate of the latent vector. This is because eALS avoids the expensive computation of matrix inversion. Recently, He et al. [3] developed a faster eALS learning algorithm by avoiding the massive repeated computations introduced by the weighted unobserved data.
III. PROPOSED METHOD
In this section, we first give the definition of problem, and then introduce an all-weighted matrix factorization model followed by a fast optimization method.
A. DEFINITION
Let U = (1, . . . , u . . . , M ) be the set of M users, I = (1, . . . , i . . . , N ) be the set of N items, and K = (1, . . . , k . . . , K ) be the set of K dimensions. We use matrix R to represent the whole user-item interactions, where R ui = 1 denotes that user u has interaction with item i (i.e., the observed data), otherwise R ui = 0 (i.e., the unobserved data). Following matrix factorization, we denote users and items as K -dimensional latent factor matrices U ∈ R M ×K and V ∈ R N ×K respectively, which share the same latent space. The symbols and descriptions are shown in Table 1 . Our goal is to recommend a personalized ranking list of items for each user u given the observed interactions, including the frequency of interactions.
In the following, we first propose an all-weighted matrix factorization model to improve recommendation performance, by data. Afterwards, we develop a fast optimization algorithm using eALS to enhance learning efficiency.
B. ALL-WEIGHTED MATRIX FACTORIZATION MODEL
Formally, the optimization objective function of weighted matrix factorization is formulated as a squared loss where C ui denotes the weight of each user-item pair, R ui is the predicted score following matrix factorization,
λ is the regularization parameter to prevent overfitting.
The key of WRMF model (Equation (1)) is the weighting scheme of both observed data and unobserved data. We discussed earlier that treating all observed (unobserved) items as equal is not optimal. In this section, we build on this idea and present an all-weighted matrix factorization model that takes fully account into the weighting scheme of the whole data, followed by the appropriate surrogate objective function for efficient training.
1) THE WEIGHTING SCHEME OF OBSERVED DATA
Traditionally, some works ignore the difference of visit frequency, and treat the observed data equally by giving uniform weights [2] , [3] . This kind of treatment misses significant preference information and affects the accuracy of recommendation. Some recent works noticed this problem, and assigned weights to observed data according to the visit frequency [1] , [20] . Take [1] for instance, it assigns a uniform weight C ui = 1 to each unobserved user-item pair, and introduces a constant α to ensure the confidence weight of per observed user-item pair grows linearly with the absolute frequency f ui , C ui = 1 + αf ui . Nevertheless, they ignore the frequency scales of different users. For example, some users visit some positions frequently, and their average visit frequency is relatively higher than that of other users. If we determine the weights of observed data only according to the absolute frequency, that is treating different users equally, it may lead to prediction bias. They also ignore to discriminate unobserved data, we will tackle this issue in the next subsection. VOLUME 6, 2018 For this reason, we propose a weighting scheme for observed data according to the relative frequency of each users. The weight is restricted to the total frequencies and the number of actions for each user. It is defined as
where α determines the global weight of observed data. f ui denotes how many times user u visits item i. In order to enhance the flexibility and effectiveness, we also introduce τ to control the level of frequent items over other infrequent ones. Specifically, when τ = 0, C ui turns into a constant α, which means the uniform confidence on different observed user-item pairs. When τ = 0, the confidence of frequent items is strengthened to distinguish the other infrequent items.
2) THE WEIGHTING SCHEME OF UNOBSERVED DATA For implicit feedbacks, only a small fraction of them are observed examples, and the majority are unobserved. The unobserved data are the mixture of negative examples and unlabeled positive examples that may be preferred by users. We expect the negative examples with higher weights. Hence, Pan et al. [2] and He et al. [3] proposed to treat them unequally . For example, He et al. [3] proposed item-oriented weighting scheme for unobserved data, which assumes that a miss on a popular item is more likely to be truly irrelevant (i.e., a higher probability to be negative) to the user. Different from the above, we introduce an alternative non-uniform user-oriented weighting scheme. The user-oriented weighting scheme assumes that if a user has more positive examples, it is more likely that she does not like the other items, that is, the unobserved data for this user is negative with higher probability. Accordingly, we define the unobserved weights as
where β is the coefficient to control the overall weight of unobserved data. |R u | is the number of observed items for user u. Similarly, we introduce π to control the level of active users over other not active ones. When π = 0, C ui turns into a constant C ui = β M , which means the uniform weighting for each unobserved data. When π = 0, the non-uniform weight C ui is controlled by π . Compared with [2] , our weighting scheme is more flexible.
3) THE SURROGATE OBJECTIVE FUNCTION
It is worth to say that, since the weight C ui of unobserved user-item (u, i) pair has no concern with item i, it is only dependent on user u. Thus, we replace C ui with d u .
Accordingly, we rewrite Equation (3) as
Thus, the original objective function (Equation (1)) is transformed into the following surrogate formulation
In the following, we study how to optimize the surrogate objective functions for efficient training.
C. FAST OPTIMIZATION USING EALS
We first optimize Equation (5) using eALS and get a closedform updating formulations of U uk and V ik . Then we develop a fast learning algorithm by avoiding the massive unnecessary computations.
1) FAST OPTIMIZATION OF USER LATENT FACTOR U uk
x Closed-form solution of U uk Specifically, we first take partial derivatives of
Since we can representR ui asR ui =R k ui + U uk V ik , Equation (6) is transformed into
By setting the derivative to zero,
y Fast updating of U uk . It is worth to say that, since users typically rate only a small fraction of all available items, the size of unobserved data is much larger than the observed ones. The majority of computational cost lies in the massive unobserved data part, they are
Fortunately, it could be achieved by separating the less observed data from the whole data to enhance the learning speed. The main idea behind that is the whole data part is independent with user u, and it could be pre-computed to avoid the massive unnecessary computation. Accordingly, we could reformulate the unobserved data part as following:
For the term
Since the whole data part, that is P =
, is independent with user u, we could precompute it and reformulate Equation (9) as (10) Note that the above expression involves only the small set of items visited by user u, denoted by R u , and this could be implemented efficiently.
Similarly, the term
By incorporating Equation (10) and Equation (11) into Equation (8) , U uk is reformulated as
With the transformation of U T u V i =R k ui + U uk V ik , we rewrite the above equation as (14) By setting the derivative to zero,
y Fast updating of V ik Analogously, we reformulate the two terms of V ik (Equation (15)) for more fast optimization, they are
We rewrite
has no connection with item i, we could preprocess it and Equation (16) is simplified as
where Q can also be rewritten as Q = U Td U in real implementation,d is a diagonal matrix with the elements of d on the diagonal.
VOLUME 6, 2018
Likewise, the term
By incorporating Equation (17) and Equation (18) into Equation (15), we obtain the new formulation of V ik
3) LEARNING ALGORITHM
The whole training procedure is shown in Algorithm 1.
Algorithm 1 WRMF-UO 1. Input: user-item interaction matrix R, weighting matrix w, dimension K of latent factor matrix, regularization parameters λ, and the maximal number of iterations γ .
Output:
Update U uk via Equation (12) 11.
UpdateR Space complexity: In real implementation, we only need to store the observed data with the size of |R o | instead of the user-item interaction matrix, and the latent factor matrices U ∈ R M ×K and V ∈ R N ×K . In the whole, the main space complexity is O(|R o |).
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. DATASETS
To evaluate our recommendation method with implicit feedbacks, we perform experiments on two real-world datasets: Lastfm 1 and Foursquare. 2 
1) LASTFM
This dataset contains user-artist listening information from a set of users from Last.fm online music system. For the purpose of our experiments, we keep users and items with at least 10 observations and get 62376 observations from 1797 users and 1507 artists [2] .
2) FOURSQUARE
The Foursquare dataset was collected from Foursquare by Gao et al. [32] Foursquare is one of the most popular check-in datasets. For the purpose of our experiments, we keep users and items with at least 10 observations and get 85173 observations from 1925 users and 2759 locations.
B. EVALUATION METRICS
We study the recommendation performance on various commonly used evaluation metrics, including top-n evaluation metrics: Pre@n (Precision) [17] , Rec@n (Recalln) [17] , and ranking-oriented evaluation metrics: NDCG@n (Normalized Discounted Cumulative Gain) [32] , HLU@n (Half-life Utility) [2] and MRR (Mean Reciprocal Rank) [32] .
Firstly, we define some notations. For item ranked list l, l(k) represents the item located at position k. For each item i, we can also have its position 1 ≤ p u (i) ≤ N . I test u denotes the positive (observed) item set for a specific user u in the test dataset.
1) Pre@n
Pre@n is the average of precision over all users in the test
Pre u (n), where Pre u (n) is the precision (fractions of retrieved items that are preferred by the user) in a cut-off (n) rank list. It is defined as Pre u (n) = 1 n n k=1 δ(l(k) ∈ I test u ), where δ(l(k) ∈ I test u ) will return 1 if the item at position k is observed in the test dataset or 0 otherwise.
2) Rec@n
Rec@n is the average of recall over all users in the test set.
Rec u (n). Rec u (n) for user u is defined as
, where |I test u | is the number of items preferred by user u in the test dataset.
3) NDCG@n
It penalizes relevant items appearing lower position in a result list. It computes the average of NDCG u with a cut-off n over all users in the test set. NDCG@n = 
and Z u is the best DCG u @n score.
4) HLU@n
It estimates how likely a user will view/choose an item from a ranked list, which assumes that the user will view each consecutive item in the list with an exponential decay of possibility [2] . A half-life utility over all users in a test set is defined as . HLU u @n is the expected utility of the cut-off (n) ranked list for user u defined as
, where β is the half-life parameter which is set to 2. HLU max u is the maximally achievable utility if all true positive items are at the top of the ranked list. 
C. BASELINES AND PARAMETER SETTINGS
We mainly compare our method with several baselines:
1) BASELINES a: MF
The matrix factorization method is proposed by Salakhutdinov and Mnih [25] , which is traditional collaborative filtering recommendation problems with explicit ratings.
b: WRMF-I
The weighted regularized matrix factorization method with item-oriented weighting scheme on unobserved data is proposed by He et al. [3] . It assigns the uniform confidence weights on the observed examples, while gives the lower weights on unobserved examples based on the item popularity. Since it mainly focuses on the item-oriented weighting scheme on unobserved data of WRMF, we call it WRMF-I.
c: WRMF-O
The weighted regularized matrix factorization method with frequency-based weighting scheme on observed data is proposed by Hu et al. [1] and Lian et al. [18] . It assigns uniform confidence weights on the unobserved examples, while gives the higher weights on the observed examples according to the visit frequency. Since this method only focuses on the weighting scheme on observed data, in this paper, we call it WRMF-O.
d: WRMF ALS
The ALS-based optimization scheme for weighted regularized matrix factorization method with is proposed by Pan et al. [2] , which optimizes the weighted least square loss by iteratively updating the latent vector for a user (item), while leaving the others fixed.
e: WRMF eALS [22] The generic element-wise ALS Learner, which optimizes parameters at the element level by optimizing each coordinate of the latent factor vector, while leaving the others fixed.
2) OUR METHODS a: WRMF-U
The model is originated from our method, which assigns non-uniform weights to unobserved data using user-oriented weighting scheme, following Equation (2).
b: WRMF-UO
The model is still originated from our method, which full consideration of weighting schemes of both observed data and unobserved data based on WRMF, and the learning procedure is shown in Algorithm 1. Still, in view of the optimization, we also call our method WRMF fast-eALS. For fair comparison, we use the same initializations for the model variables U ∼ N (0, 0.01), V ∼ N (0, 0.01). For the maximum iteration number γ , we tried γ = 100 for all methods on different datasets. For the dimension of latent factor U , V , we use d = 20 [31] . For the regularization parameters, we search the best values from λ ∈ {0.0001, 0.001, 0.01, 0.1}.
D. EFFECT OF PARAMETERS
In this subsection, we analyze how the weights of the whole data affect the final recommendation accuracy when other parameters are fixed. For the weighting scheme, we mainly have four parameters to learn for our proposed algorithm WRMF-UO. The first two parameters are associated with the weights of observed data: α is the coefficient parameter to is control the global weight of observed data, τ controls the level of frequent items over other not frequent ones. The other two parameters account for the weights of FIGURE 1. Effect of parameters α, τ , β, π on Pre@5 and NDCG@5for Foursquare dataset. Fig. 1(a1) (b1) (c1) (d1) are the effects on Pre@5, Fig. 1(a2) (b2) (c2) (d2) are the effects on NDCG@5.
unobserved data: β reflects the overall weight of unobserved data, π controls the level of active users over other not active ones. The influences of different parameters on Foursquare dataset and Lastfm dataset are shown in Fig. 1 and Fig. 2 respectively.
We first focus on the observed weights with parameter α and τ on Foursquare data ( Fig. 1(a1) (b1) (a2) (b2) ). Before that, we fix the weights of unobserved data as 1 following [1] and [18] , which means treating unobserved data equally. Then, we study how the user-oriented weighting strategy affects recommendation performance. From Fig. 1(a1) (a2) we can see that, by setting τ = 0 which means the uniform weighting, the recommendation performance of WRMF-UO varies with α. And the best performance locates at α = 4 evaluated by both Pre@5 and NDCG@5. The more or less value of α would impact the performance. This result implies the importance of α which determines the global weight of observed data. Then we fix α = 4, varying τ to study how does it affects the recommendation result. As can be seen from Fig. 1(b1) (b2) , with the increase of τ ∈ [0, 1], the performance of WRMF-UO enhances gradually and drops off after τ is nearby [0.7, 0.8]. The optimal value of τ locates around [0.7, 0.8], and performs better than that with uniform weight. This reveals the drawback of conventional weighting strategy, which overweights the frequent items. It also makes clear the effectiveness of our user-oriented weighting scheme of observed data.
Next, we fix the weighs of observed data with parameters α = 4 and τ = 0.7, and explore whether the full consideration of whole-data weights performs better than that only accounts for observed weights (Fig.1(c1) (c2) (d1) (d2) ).
Specially, we first set π = 0 which signifies the uniform weighting scheme for unobserved data, followed by varying β. As is shown in Fig.1(c1) (c2) , recommendation performance on Pre@5 and NDCG@5 changes with β, and gets the best results at around 1500. This result reflects the significance of overall weight of unobserved data. However, we obtain only a little gain compared with Fig.1(b1) (b2) . This is because they both assign uniform weights on unobserved data, Fig.1(c1) (c2) just find the sub-optimal whole weights of unobserved data fairly with that of Fig.1(b1) (b2) . Afterwards, we fix β as 1500, and try to find how parameter π affects recommendation performance of WRMF-UO. From Fig.1(d1) (d2) we can observe that, the performance of WRMF-UO enhances gradually with the increase of π (π ∈ [0, 1]), and performs best at around 1. This result reflects the importance of proper weighting items with active users as negative ones.
On Lastfm dataset, as is shown in Fig.2 , the influence of whole-data weighting schemes presents the similar results with that on Foursquare dataset, and we will not give details here.
E. RECOMMENDATION PERFORMANCE
In this section, we compare our method with baselines on several evaluation metrics, including top-n evaluation metrics: Pre@n, Rec@n, and ranking-oriented evaluation metrics: NDCG@n, HLU@n, and MRR. Experimental comparison results are shown in Fig.3 and Fig.4 on Foursquare dataset and Lastfm dataset respectively.
From Fig.3 and Fig.4 , we can have the following observations,
x As is shown in Fig.3 (a)-(b) and Fig.4 (a) -(b), our method WRMF-UO performs best among baselines in terms of top-n evaluation metrics (Pre@n and Rec@n) on both datasets. From Fig.3 (c) -(e) and Fig.4 (c) -(e), we can also see that our method WRMF-UO achieves best performance in terms of ranking-oriented evaluation metrics (NDCG@n, HLU@n and MRR) on both dataset. The results clearly demonstrate the advantage of our method in personalized recommendation task.
y The comparison results also show that WRMF-UO achieves better performance than WRMF-O and WRMF-U, which demonstrates that WRMF-UO benefits from taking full consideration of the all-weighted scheme of the whole data. It could nicely combine the advantages of conventional methods to improve recommendation performance.
z More specifically, in order to further investigate the effectiveness of our user-oriented weighting scheme on unobserved data, we also compare our proposed method WRMF-U with item-oriented WRMF-I. Experimental results show that WRMF-U performs slightly better than WRMF-I.
{ From Fig.3 we can also observe that WRMF-O outperforms WRMF-U and WRMF-I, which demonstrates that significance of accounting for the weighting scheme of observed data according to visit frequency on Foursquare dataset. Miss of this part data would badly affect recommendation accuracy. However, as is observed from Fig.4 , WRMF-O performs worse than WRMF-U, but outperforms WRMF-I on Lastfm dataset. The difference indicates the importance of weights of observed data and unobserved data varies with different datasets.
| In view of all the baselines, all methods beat MF, which shows the effectiveness of weighting scheme of weighted matrix factorization. Traditional MF only takes account into the observed preference and ignores the hidden information in massive unobserved data.
} We also observe that the evaluation values generated by all the methods on Lastfm dataset are much higher than those on Foursquare dataset. It is mainly due to that Foursquare dataset is sparser than Lastfm dataset.
F. ANALYSIS OF TIME COMPLEXITY
We compared the running times of the ALS, eALS and fast eALS algorithms in terms of K per iteration (see Fig. 5 ). Observe that the running time per iteration of ALS is much larger than that of eALS, and both perform worse than our fast VOLUME 6, 2018 eALS. In order to explain more carefully, we give the details of ALS, eALS and fast eALS respectively.
For ALS, the closed-form solution of U for each user
, (∀1 ≤ u ≤ M ), and the closed-form solution of V for each item is 
As is can be seen, eALS updates U (V ) element by element, nevertheless, it avoids expensive computation of matrix inversion and saves massive time. Accordingly, the time complexity for updating all users and items of eALS is O(nmK 2 ), which is less than that of ALS. This can be observed in Fig.5 .
In view of fast eALS, since it avoids massive repeated computation by pre-computation, it further lowers computation cost to O(|R|K + (M + N )K 2 ). This is due to that the number of unobserved elements is much larger than that of observed elements, we could separate the observed part from the whole data which is independent of the context(user/item) and can be pre-computed.
V. CONCLUSIONS
In this paper, we propose an effective and efficient recommendation framework with all-weighted scheme and fast optimization scheme. In contrast to previous work that either assigned a uniform weight on the unobserved data or applied a fixed weight on the observed data, the all-weighted scheme takes full consideration of the whole data, and assigns available confidence weights on both observed data and unobserved data. The fast optimization scheme enhances the efficiency of parameter learning significantly without sacrifice of the prediction performance. Experimental results on two real-world recommender applications demonstrate that the proposed method outperforms the competitive baselines on several prediction-oriented and ranking-oriented evaluation metrics.
For future works, we are mainly interested in extending our method in two aspects, (1) study how to leverage the auxiliary data (e.g., social network, item contents) to further improve the weighting scheme and enhance the accuracy of recommendation (2) research how to kindly integrate regressionbased method with ranking-based method (i.e., Bayesian personalized ranking) in a more feasible way, making full use of the advantage of heterogeneous losses to gain better recommendation performance.
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