The role played by heat accumulation in multi-shot damage of silicon was studied. Bulk silicon samples were exposed to intense XUV monochromatic radiation of a 13.5 nm wavelength in a series of 400 femtosecond pulses, repeated with a 1 MHz rate (pulse trains) at the FLASH facility in Hamburg. The observed surface morphological and structural modifications are formed as a result of sample surface melting. Modifications are threshold dependent on the mean fluence of the incident pulse train, with all threshold values in the range of approximately 36-40 mJ/cm 2 . Experimental data is supported by a theoretical model described by the heat diffusion equation. The threshold for reaching the melting temperature (45 mJ/cm 2 ) and liquid state (54 mJ/cm 2 ), estimated from this model, is in accordance with experimental values within measurement error. The model indicates a significant role of heat accumulation in surface modification processes.
Introduction
The rapid development of Free Electron Lasers (FELs) operating in the extreme ultraviolet (XUV) and X-ray regions has opened up unprecedented opportunities for generating high energy density states of matter. FELs [1] [2] [3] provide quasi-monochromatic and extremely intense pulses of radiation. This enables an extension of studies of radiation induced phase transitions of solids beyond the optical wavelength range, to much shorter wavelengths. Pulse length emitted by FELs is in the order of femtoseconds, much shorter than typical time constants related to structural transformations and to energy transfer processes. It is thus feasible to explore the dynamics of these processes separate from rapid radiation absorption. This dramatically simplifies modelling of subsequent physical processes. Photon pulses can be applied individually or in series (trains) with a repetition rate up to the megahertz range. FEL sources based on superconducting accelerating technology are especially suitable for multi-shot mode operation, in which the sample is exposed to a number of pulses on the same spot. For example, FLASH, a superconducting FEL in Hamburg [4] , provides up to 800 XUV pulses of 10-100 fs each with a 1 MHz repetition rate. The pulse spacing of 1 μs is of the order of the typical time constant of heat dissipation from the solid sample surface to the bulk and is therefore suitable for studying heat accumulation processes. Multi-shot excitation of solid materials with soft X-ray pulses offers a number of advantages over irradiation with sources operating in the optical range. First of all, the energy deposition process is practically undisturbed by optical nonlinearities caused by processes such as multiphoton and free carrier absorption. Moreover, the absorption depth can be controlled, over orders of magnitude, by tuning the FEL to an appropriate wavelength (e.g. just above the absorption edge). Thus, ultrashort XUV pulses provide a method to create well-defined excitation conditions in a large sample volume [5] . In such a case temperature gradients are low and the influence of the heat dissipation processes is sustained. Using FELs, it becomes possible to significantly extend the optical studies of phase transitions by systematic studies of transition dynamics, energy transfer, and accumulation processes.
Among the many materials studied regarding their structural modifications and damage, silicon plays a significant role, since it is treated as a reference material (it is relatively easily accessible and its physical properties are well known) and due to its fundamental importance for electronics and optics. A lot of work on this subject has been carried out using a wide range of optical lasers with different emission characteristics, wavelength (from microwaves to VUV), pulse width (from microseconds to femtoseconds, and CW), repetition rate, and intensity (see [6] for review). For silicon, phase transition mechanisms induced with a single femtosecond and monochromatic pulse of wavelength in the range of XUV and X-ray were studied previously, mainly with an angle of incidence close to surface normal. Bulk crystals [5, [7] [8] [9] [10] [11] [12] [13] together with a-Si layers in Si/C and Mo/Si multilayer systems [14, 15] have been examined. These measurements have shown that single shot structural modifications are caused by melting. In this paper we extend the studies of the phase transitions in silicon, induced by femtosecond XUV pulses, to the multi-shot mode with a 1 MHz repetition rate, to investigate cumulative effects.
Experiment
A bulk, (001)-oriented, silicon single crystal with a super-polished top surface was used in this study. The sample was found to have a surface roughness less than 0.2 nm (RMS) measured by X-ray reflectometry and atomic force microscopy. The sample size was 10x40 mm 2 with a thickness of 900 μm. The experiment was conducted at the BL2 beamline at the FLASH facility [1] in an ultrahigh vacuum (at a 10 −7 mbar pressure level) chamber using standard methods and experimental techniques for FEL damage studies described in [16] . Samples were exposed to femtosecond XUV radiation, with the wavelength centred at 13.5 nm and a bandwidth of 1% (FWHM). The incidence angle was 15.5 degrees off normal. Pulse duration, estimated from electron bunch charge, was approximately 100 fs (FWHM). Each irradiated spot accumulated a train of 400 single pulses with a 1 MHz repetition rate. Pulse energies were recorded for each shot by means of a gas monitor detector [17] . Pulse energy distributions for various spots, normalized to the mean pulse train energy are presented in Fig.  1 . Pulse energies for a given spot varied from a trend line by approximately ± 20%. Total variation of the energy at each spot was approximately ± 40%. Gas and solid attenuators were used to control the mean energy of pulse trains for each spot. The maximum beam fluence at the irradiation position was reduced to 64 mJ/cm 2 -i.e. well below the single-pulse surface modification threshold fluence (approximately 410 mJ/cm 2 ). Therefore avoiding mixing of single and multi-shot irradiation conditions, which could influence the path of the structural modification. Measurements were performed with the sample placed out of focus of the ellipsoidal mirror. The spot effective area was about 91 000 μm 2 . Two apertures of 5 and 3 mm separated by a 5 m distance were used to control the direction of the beam propagation to minimize variations of the spot position on the sample. After irradiation spots were investigated by optical microscopy with differential interference contrast (DIC) using a Nomarski prism, sensitive to changes of morphology and optical properties of the material ( Fig. 2(a) ); and scanning electron microscopy (SEM) mapping the surface's morphology ( Fig. 2(b) ). Sample cross-sections at selected positions inside the irradiated spot were studied by means of transmission electron microscopy (TEM). In Fig. 2 three different regions can be distinguished. The outer region, with the largest area, can be distinguished by a different contrast in the DIC microscope image. The SEM image shows that the surface in this region is partially covered with nanodroplets, with a 30-50 nm diameter, separated by approximately 100-150 nm. Such droplets can also be seen in the TEM images (see Fig. 3 (a)). They seem to be epitaxially grown crystallites. Below some of these crystals is a volume with a large number of crystal defects. The characteristic feature of the middle region is a very rough surface (see Fig. 2 ). SEM images and TEM cross-sections reveal that the surface morphology is dominated by droplets, similar to those observed in the first region, but located much closer to each other. A continuous layer comprising of a dense network of lattice defects extends just beneath the sample surface to a depth of about 0.5 μm (see Fig. 3 (b)). Such defect structures, but of much lower density, can be observed in deeper parts of the sample over the whole depth of the 4 μm cross-section. The inner region has a smooth surface which seems to be formed (as a bulge or a crater with a wall-type embankment) by hydrodynamic processes (e.g. material expansion or lateral movement) and resembles those observed in silicon samples irradiated with XUV radiation of 13.5 nm wavelength at normal incidence, with a fluence above the single shot damage threshold [18] . TEM images in this region reveal fewer defects in the surface vicinity, than in the middle region ( Fig. 3(c) ). All three final states of the sample occur only if the mean local radiation fluence exceeds the thresholds values. Based on the DIC images of irradiated spots, threshold values were established by means of the Liu's method taking into account these 3 different criteria of damage [16, 19] . Values are very close to each other: 38 mJ/cm 2 for the outer, 40 mJ/cm 2 for the middle, and 42 mJ/cm 2 for the inner region, with a relative experimental error of approximately ± 20%. For comparison, reference silicon samples were irradiated with 4000 and 400 pulses at a 10 Hz repetition rate (accumulated single pulses instead of pulse trains). The mean fluence of accumulated pulses at the irradiation position was up to 43 mJ/cm 2 , a higher value than the surface modification threshold for a 1 MHz repetition rate. In this case, no surface modifications in the exposed spots were observed by means of DIC microscopy.
The single shot melting threshold was not directly determined for irradiation at a 13.5 nm wavelength at normal incidence. Instead, it was estimated to be 410 mJ/cm 2 , from experimental values obtained for irradiations at the wavelength of 32.5 nm [5, 9] and 0.124 nm (10 keV photon energy) [12, 13] and theoretical predictions [20] .
Simulations
Heat accumulation and transport was simulated by means of a simple 1-D heat diffusion model. The problem was solved using the enthalpy method [21] in which evolution of latent heat was accounted for by enthalpy as well as the relationship between enthalpy and temperature. A simple 1-D geometry of the sample, where the temperature and enthalpy is uniform over planes parallel to the sample surface and varies only in the perpendicular direction (in depth), was used. This is justified by the fact that the effective XUV beam spot diameter during the experiment was in the order of 300 µm, and therefore all temperature gradients were much smaller in the lateral direction than in-depth. In this case, heat diffusion can be expressed by the following equation:
where The enthalpy scale can be divided into three regions: for h lower than approximately 3 GJ/m 3 when the temperature stays below the melting temperature T melt = 1683 K, h between approximately 3 and 7.17 GJ/m 3 , when the temperature stays constant at the T melt for all enthalpy values, and for h above 7.17 GJ/m 3 , when sample is in liquid form (change into gas phase was not considered in the current studies). When the temperature is equal to T melt , heat capacity tends to infinity (as temperature remains constant when heat is added to the system) and k/C is equal to zero. The source term, S, corresponds to the absorption of radiation. Its depth dependence is proportional to the exponential absorption term ~exp(-x/L abs ) following Lambert-Beer's law with L abs equal to 568.5 nm (radiation penetration depth at a 13.5 nm wavelength and incidence angle of 15.5°, based on [24]). Sample thickness was taken in the calculations as 900 μm. It was assumed that there is no heat transfer at the sample boundaries. The observed temperature rise on the back of the sample surface was less than 1 K for all simulations. The initial value of enthalpy in the sample was taken as zero (h(x) = 0 for all x), and the temperature of the sample as 298 K. Although the pulse duration was approximately 100 fs, the time scale of the source term (modelled by one period of a sin 2 function) was set to 2 ps. This corresponds to the characteristic electron-phonon coupling time constant representing the time needed to transfer energy absorbed by electrons to the lattice [25]. The maximum power density of the source term (p) is a function of the radiation fluence (F), sample reflectivity (R≈0), and L abs : p = (1-R)*F/L abs . Due to relatively small temperature gradients in the investigated system, determined mostly by the radiation penetration depth, energy diffusion by electron gas before thermalization with the lattice was neglected. Multi-shot irradiations were calculated in the following sequence. First, the heat equation was solved for a 1 μs period, i.e. the time between successive laser pulses. Next, the final state of calculations for the first pulse was taken as an initial state for the second pulse. This was exactly repeated in 1 μs steps for the given number of pulses. The estimated relative error of simulations are approximately 20% and are associated with the above discussed approximations (1-D geometry, choice of the source term etc.) and the accuracy of the chosen model parameters (such as heat conductivity dependency on the enthalpy).
Analysis of the theoretical model started with calculations of the enthalpy depth distribution variability up to 1 μs after the absorption of a single XUV pulse. An example result for a fluence of 500 mJ/cm 2 is shown in Fig. 4 . The maximum enthalpy on the top sample surface was calculated for various fluence levels over the range of 0.5 -500 mJ/cm 2 .
Threshold values of 3 and 7.17 GJ/m 3 are reached at the surface for fluences of 170 and 410 mJ/cm 2 , respectively. Based on these simulations and experimental data for other wavelengths in the XUV range [5, 9] , the single shot melting threshold was estimated to be approximately 410 mJ/cm 2 . Furthermore, an increase in the residual enthalpy at the top sample surface after a calculation time step of 1 μs was obtained. The calculation shows that, when the next pulse should arrive, there is still a significant fraction of heat left at the sample surface by the preceding pulse, so heat accumulation must take place in the multi-shot case. Further simulations for 400 pulses at a 1 MHz repetition rate were performed for fluences in the range of 25 to 60 mJ/cm 2 . The distribution of pulse energies over the pulse train, equal to the mean pulse energy distribution measured in the experiment (see Fig. 1 ) was used. Maximum enthalpy during each pulse and accumulated enthalpy before each following pulse for various mean fluence levels is presented in Fig. 5 (a) and 5(b), respectively. Two thresholds are marked with black lines -reaching the melting temperature at 3 GJ/m 3 and for the liquid phase at 7.17 GJ/m 3 . In Fig. 6 the maximum melting depth after each pulse, for various fluence levels is presented. For enthalpies from 3 up to 7.17 GJ/m 3 (between dashed and solid black lines on Fig. 5(a) ), the depth over which samples reach the melting temperature, is up to 0.6 µm. This volume increases with increasing fluence and pulse quantity. 
Discussion
Three types of surface morphological and structural modifications were observed in silicon samples irradiated with 400 XUV pulses of approximately 100 femtosecond duration at a 1 MHz repetition rate. These modifications evidence a threshold dependency on the mean fluence of the incident pulse train. Above the lowest threshold of 38 mJ/cm 2 , only surface changes in a form of nano-droplets can be observed. Our observations suggest that they are formed due to reassembly of a locally molten surface material. Melting occurs only at the sample surface (top few nanometers) and has a lower fluence threshold than that for melting of a bulk material. It may be explained by a lower melting threshold (in terms of enthalpy) of the surface material than the bulk. This depends on surface structural parameters which are related to the sample's surface polishing. The second threshold of 40 mJ/cm 2 is related to formation of a large number of lattice defects in a layer thickness of approximately 0.5 μm. Such behaviour might be explained by enhanced lattice elasticity when the temperature reaches the melting point. Under such conditions, lattice atoms start to dislocate due to thermal movements and broken bonds. As soon as the sample cools down, defects get frozen and stay localized. This process is repeated many times and the number of dislocations grows with the number of irradiating pulses. There are much fewer defects above the third threshold of 42 mJ/cm 2 . Under these conditions the sample reaches the liquid (amorphous) phase at the end of the pulse train. The morphology of the central part of the spot can be explained by hydrodynamical movement of the liquid material. Freezing takes time long enough so that a crystalline structure is formed in a quasi-epitaxial process. Some of the dislocations are still frozen but their density is much smaller than dislocations observed originating from the nonliquid state.
The above proposed explanation of the experimental results is supported by the theoretical model described by the heat diffusion equation. Thresholds for reaching the melting temperature (45 mJ/cm 2 ) and liquid state (54 mJ/cm 2 ) obtained in simulations are close to, and indeed overlap with experimental values, within the error bounds. Simulations show that as soon as the melting temperature is reached, heat dissipation from the surface slows down abruptly (due to the lack of a temperature gradient at these conditions). Most of the energy of the pulses absorbed after reaching T melt do not diffuse from the surface and adds to the latent heat of melting at the constant melting temperature. Consequently, thresholds for reaching T melt and the full liquid state are very close to each other, which was observed experimentally.
The model supports the explanation of a high density of defects in the top 0.5 μm layer of samples for fluences above the second threshold fluence. In Fig. 6 it is shown that over a similar depth sample reaches the melting temperature but is not yet liquid. Above the second fluence threshold but below the third one the sample reaches the melting temperature (due to a next pulse absorption) and cools down to below it (due to a heat diffusion) for up to ~150 times. Since the defect formation is not reversed by epitaxial growth from the liquid phase, the defect density increases after each pulse.
No surface damage was observed for multi-pulse irradiations with a 10 Hz repetition rate, when the system has enough time (100 ms) for relaxation between pulses. It indicates that heat accumulation plays an important role in the studied processes. If the delay between subsequent pulses is short enough (in our case, 1 µm) then there is not enough time for complete heat dissipation from the surface, therefore, as a result, the heat accumulates.
In our studies we have neglected the role of the non-thermal melting. The required excitation of the electron gas is much higher than for thermal process (2.0 and 0.7 eV/atom, respectively [20] ). In the presented case the accumulation of heat occurs at hundreds of µs, therefore electrons and the lattice are in thermal equilibrium for most of the time. Since the heat capacity of the lattice is higher than the electron gas in the studied temperature range, most of the absorbed energy is stored by phonons. Thus the excitation of the electron gas for a given fluence range is never high enough to trigger the pure non-thermal melting process. However, we cannot exclude a phase transition of a mixed nature resulting from an interplay of thermal and non-thermal processes [20] . Its threshold estimated in simulations (0.9 eV/atom for single femtosecond x-ray pulse) is close to the threshold for thermal melting and could have been reached during irradiations. Since, what we experimentally observe is the final state of the sample after resolidification, we are not able to distinguish the purely thermal process from the mixed one.
Summary
The role of heat accumulation on multi-shot damage of silicon was studied. Bulk silicon samples were exposed to 400 intense XUV (wavelength of 13.5 nm) femtosecond pulses at a 1 MHz repetition rate at the FLASH facility in Hamburg. The application of XUV radiation ensured the avoidance of optical nonlinearities, such as multi-photon absorption, and allowed excitation of a relatively large volume of material, up to a depth of approximately 0.5 µm. Three types of surface morphological and structural modifications were observed. They are threshold dependent on the mean fluence of the incident pulse train, with threshold values very close to each other, in the range of approximately 38-42 mJ/cm 2 . The observed structures are related to the melting of the sample's surface. The onset of the surface modifications can be observed for radiation fluences approximately 10 times lower than in a single pulse case, which corresponds to an approximately 40 times larger total deposited dose. Experimental data is supported by a theoretical model described by the heat diffusion equation. The threshold for reaching the melting temperature (45 mJ/cm 2 ) and liquid state (54 mJ/cm 2 ) obtained in simulations overlap with the experimental values within error bars (20% for the simulated values and 20% for the experimental results). The theoretical model indicates a significant role for heat accumulation on surface modification processes. In the case of a 1 µs delay between subsequent pulses, a significant amount of single pulse energy stays at the sample's surface until the next pulse, in spite of heat diffusion. The accumulated heat leads to lowering of the surface modification threshold.
The studies of the multi-shot accumulation processes in silicon are also of practical importance. Apart from new experimental opportunities, the use of an intense FEL beam creates extreme demands for optics and detectors, primarily on radiation hardness. The presented research helps to specify limits on the use of silicon for new short wavelength FEL Vol. 24, No. 14 | 11 Jul 2016 | OPTICS EXPRESS 15476 sources e.g. geometrical constraints and structural requirements for optical substrates or frontend elements of detectors.
