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Abstract
The low energy continuum limit of graphene is effectively known to be mod-
eled using Dirac equation in (2+1) dimensions. We consider the possibility of
using modulated high frequency periodic driving of a two-dimension system (op-
tical lattice) to simulate properties of rippled graphene. We suggest that the
Dirac Hamiltonian in a curved background space can also be effectively simu-
lated by a suitable driving scheme in optical lattice. The time dependent system
yields, in the approximate limit of high frequency pulsing, an effective time in-
dependent Hamiltonian that governs the time evolution, except for an initial
and a final kick. We use a specific form of 4-phase pulsed forcing with suitably
tuned choice of modulating operators to mimic the effects of curvature. The
extent of curvature is found to be directly related to ω−1 the time period of the
driving field at the leading order. We apply the method to engineer the effects
of curved background space. We find that the imprint of curvilinear geome-
try modifies the electronic properties, such as LDOS, significantly. We suggest
that this method shall be useful in studying the response of various properties
of such systems to non-trivial geometry without requiring any actual physical
deformations.
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1. Introduction
Quantum systems subjected to high-frequency periodic driving have be-
come a prominent feature of quantum simulation studies [1, 2]. These stud-
ies are mostly aimed at modelling various unique condensed-matter systems
[3, 4]. Field induced driving [5], or that generated through mechanical strain-
ing, for instance, in graphene [6, 7, 8] have demonstrated their ability to create
novel gauge structures and modify the energy spectra. Such driving schemes
have hence become increasingly popular in cold atom and ion-trap systems
as a means of implementing effective potentials that could simulate magnetic
fields or spin-orbit couplings [9, 10, 11, 12, 13, 14, 15, 16]. The theoretical
formalism underlying these driven quantum systems relies on a time dependent
forcing that synthesizes an effective approximate time independent Hamiltonian
[17, 18, 19, 20, 21, 22, 23, 24]. A recent trend in these investigations has been
inclined towards looking at a variety of driving schemes to explore potentially
interesting Hamiltonians [25].
In much of the last decade two areas have witnessed rapid progress, namely,
the physics of graphene with its applications [26] and ultra cold atoms in op-
tical lattices [27]. Interest in the former is driven by the realization of a per-
fectly flat two-dimensional (2D) system and the unique physics observed in
the material due to its relativistic dispersion relation [28, 29, 30]. Optical lat-
tices, on the other hand, has offered an indispensable simulator for realizing
many-body condensed matter phenomena and noting their response to a highly
controllable variation of system parameters. This has motivated a significant
advancement in the efforts to simulate graphene like systems in optical lattice
[31, 32, 33, 34, 35, 36, 37, 38, 39, 40].
Graphene is noted to show exotic properties, either under mechanical strain,
curvature or possessing defects such as dislocations [41, 6, 7, 8, 42, 43, 44,
45, 46]. These studies use a continuum model of Dirac fermions in curved
(2+1) dimensions in the limit of low energy excitations. This has also found
possibilities of experimental investigation in the cold atom/optical lattice setup
with the objective of studying relativistic electrodynamics in the presence of
gravity [47].
The experimental realization of such systems has presented technical diffi-
culties arising from the spin-like and position dependent nature of the nearest-
neighbor hopping amplitude in their Fermi-Hubbard Hamiltonian. The essential
requirement is the coupling of an artificial non-abelian gauge field to the ultra
cold fermionic atoms in the optical lattice (near half-filling) giving rise to the
appropriate effective dynamics [48, 49, 50, 51, 52, 53, 54, 55, 56].
A key ingredient of all such simulations involves the generation of artificial
gauge fields in optical lattices through periodic driving or ‘shaking’ [14, 57].
We propose the use of a certain driving scheme to obtain an effective curved
graphene model in the optical lattice setup. The key distinction of our pro-
posed scheme from similar works [47] is our use of pulse sequences with suitably
chosen modulating operators, as described in [25], to generate the effects of
smooth driving. This is suggested as an alternate scheme to circumvent diffi-
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culties arising from the complicated form of the effective tunneling parameter
in conventional treatments. An added advantage of this method is the easy
correspondence afforded by it between the continuum and the lattice using a
suitable map relating the operators in the two pictures.
In this work, we outline a scheme for the generation of an approximate effec-
tive Hamiltonian using periodic time dependent forcing on an hexagonal optical
lattice having the Bloch band topology of flat graphene such that the resulting
static effective system mimics the features of a curved background. To compare
with the Dirac equation in curved (2+1) dimensional background we consider a
metric with a conformally flat spatial part. The Dirac equation in this curved
background is cast in a Hamiltonian form to allow easy comparison with the lat-
tice Hamiltonian in the continuum limit. The effect of the background curvature
is noted. We have found an effective approximate time-independent Hamilto-
nian which is obtained from a specific high frequency time-periodic driving of
the flat space Dirac Hamiltonian. This effective Hamiltonian is found to be
identical to the Dirac Hamiltonian in curved space at the leading order.
We also note the direct correspondence between the nature and the period-
icity of the driving to the form and the extent of curvature. The modification of
the electronic properties, specifically Local Density of States (LDOS) is studied
in low energy regimes near the Fermi points.
2. Formalism
2.1. Massless Dirac Equation in curved (2+1) D space
We consider the effect of the curvature of the background space on the mass-
less Dirac equation. The curved space Dirac Hamiltonian is believed to govern
the quasi-particle (i.e., the massless Dirac fermion) dynamics in the continuum
limit of the low energy approximation for graphene sheets with curvature. In
the subsequent sections, we shall elaborate upon our intent to replicate such
systems in the framework of optical lattice simulation.
The Dirac equation in (2+1) dimensional space-time has been studied in
various contexts and has a well defined formalism [58, 59, 60, 61, 62, 63]. This
section provides a brief overview of this as relevant to our work. We consider
a (2+1) dimensional space-time as the backdrop for our analysis. We choose a
space-time metric of the form
ds2 = dt2 − e−2Λ(x,y)(dx2 + dy2). (1)
where t represents the time coordinate, x and y are the spatial isothermal carte-
sian coordinates, and e−2Λ(x,y) denotes the conformal factor. We note here that
the two-dimensional spatial part of this metric diag (1,−e−2Λ(x,y),−e−2Λ(x,y)) is
completely general in representing two-dimensional curved surfaces. This metric
has been used in the context of studying Dirac equation coupled to curved space-
time [64] with a distribution of defects, for instance, in the case of corrugated
graphene sheets [6].
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The Dirac equation in curved space-time takes the form
iγµ(x)(∂µ + Γµ(x))ψ = 0 (2)
The spin connection term, Γµ(x), is given by [64]
Γµ(x) = gλα(e
i
ν,µE
α
i − Γ
α
νµ)s
λν + aµI (3)
where eiν and E
α
i denote the usual vielbeins and their inverses respectively, Γ
α
νµ
are the Christoffel connection coefficients and sλν are the generators of spinor
transformation in curved space-time. This expression illustrates the indetermi-
nacy of the connection term to upto a constant aµ. Hence Γµ has an arbitrary
trace [64]. This offers a gauge freedom which can be exploited depending on the
nature of the problem. We take the standard choice for Γµ as
Γµ(x) =
1
2
gλα(e
i
ν,µE
α
i − Γ
α
νµ)s
λν (4)
with,
sλν(x) =
1
2
[γλ(x), γν(x)]. (5)
The γ matrices with space-time indices are related to the usual Dirac matrices
in flat space by γµ(x) = Eµi (x)γ
i. We choose the following representation using
the Pauli matrices for the γis
γ0 = σz γ1 = iσy γ2 = −iσx. (6)
In our choice of representation, σz is diagonal and σy is complex.
The spin connection components, for our metric [see Eq.(1)], are given as
Γ1(x) =
i
2
∂Λ(x, y)
∂y
σz , Γ2(x) = −
i
2
∂Λ(x, y)
∂x
σz . (7)
The massless Dirac equation in curved (2+1) space-time, can hence be written
as [
iσz
∂
∂t
− eΛ(x,y)
(
σy
∂
∂x
− σx
∂
∂y
)
+
eΛ(x,y)
2
(
∂Λ(x, y)
∂y
σx −
∂Λ(x, y)
∂x
σy
)]
ψ = 0,
(8)
where we have used eqns. (2) and (4). This equation can be recast in an
explicitly Hamiltonian form by breaking the manifestly covariant form as
i
∂ψ
∂t
= eΛ(x,y)
[
−iσj∂j −
i
2
(
∂Λ(x, y)
∂y
σy +
∂Λ(x, y)
∂x
σx
)]
ψ. (9)
The entire operator acting on ψ in the RHS of the above equation may be inter-
preted as the Dirac Hamiltonian in curved space. This Hamiltonian is required
to be synthesized using the driven optical lattice. As will be shown later it is
possible to formulate a driving scheme which does exactly this. In the following
section we discuss the procedure for obtaining an effective time-independent
Hamiltonian for a periodically driven systems. This shall find appropriate im-
plementation in optical lattices.
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2.2. Periodic Pulsing and Effective Hamiltonians
In the study of quantum systems having periodic time dependent Hamil-
tonians [19, 20], a special category is devoted to the class of systems where
the system is subjected to high frequency periodic forcing [17]. The theoretical
treatment of such systems has its roots in the study of similar classical sys-
tems [65, 66]. The literature suggests various routes to arrive at an effective
time-independent Hamiltonian [21, 23, 18, 22]. The traditional practice of us-
ing Cambell-Baker-Hausdorff (CBH) expansion or Trotter expansion to study
Floquet systems have certain inherent defects [23, 24]. A recent approach [25],
inspired by [23], forms the basis of our formalism. It uses the idea of engineering
effective Hamiltonians by applying carefully selected periodic driving schemes
to quantum systems, geared towards generating desired effective static systems.
The technique may be outlined as follows. One considers a time-periodic
Hamiltonian H(t) that can be written as
H(t) = H0 + V (t), (10)
where H0 is time independent and V (t) is the periodic time dependent part
such that V (t+T ) = V (t). The idea is to decompose the unitary time-evolution
operator U(ti, tf ), which governs the dynamical evolution of the system between
time slices ti and tf in the following form
U(ti, tf ) = e
−iF (tf )e−iHeff (tf−ti)eiF (ti). (11)
Here Heff is a time-independent effective Hamiltonian and F (t) is a time de-
pendent Hermitian operator with F (t+T ) = F (t). It is important to note here
that Heff is independent of both ti and tf , which have been transferred into
the “Kick” terms eiF (ti) and e−iF (tf ) respectively. It is generally not possible
to extract the operators F (t) and Heff in closed analytic form except for some
special cases. However, if the driving frequency ω = 2π/T is high, one can con-
sider a perturbative expansion using the small parameter 1/ω. The expansions
for Heff and F are
Heff =
∑
0≤n<∞
1
ωn
H(n) F =
∑
1≤n<∞
1
ωn
F (n). (12)
The time evolution equation for U(ti, tf ) given by i∂tU(t) = HU(t) yields
Heff = e
iF (t)He−iF (t) + i
∂
∂t
(
eiF (t)
)
e−iF (t). (13)
This may be expanded as a perturbation series in 1/ω using Eq.(12). We note
that the operators F (n) are all periodic with zero mean so that we have
〈F (n)〉 = 0, F (n)(t+ T ) = F (n)(t). (14)
The periodic time-dependent operator V (t) can be expanded in a Fourier
series as
V (t) = V0 +
∑
1≤n<∞
Vˆne
inωt +
∑
1≤n<∞
Vˆ−ne
−inωt. (15)
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At a given order of perturbation in (1/ω) in Eq. (12), one retains the time inde-
pendent average in Heff and adjusts F (t) to annihilate any time dependence.
The procedure is repeated at each order and results obtained at the previous
order is incorporated in the subsequent orders. This allows us to determine
H(n) and F (n) up to the desired accuracy. This yields the following expression
for the effective Hamiltonian [25]
Heff = H0 + V0 +
1
ω
∞∑
n=1
1
n
[Vˆn, Vˆ−n]
+
1
2ω2
∞∑
n=1
1
n2
([
[Vˆn, H0], Vˆ−n
]
+ h.c.
)
+O(ω−3).
(16)
We shall now focus on a specific kind of forcing potential. The driving poten-
tial V (t) shall be considered to be a sequence of pulses that repeat periodically.
The choice of the number of phases in a given pulse sequence dictates the form
of the effective Hamiltonian. This offers a wide variety of possibilities up to a
given order ω−1 in the perturbation expansion.
Let us consider a general N -phase pulse sequence, with period T , of the form
V (t) =
N∑
r=1
fr(t)Vr (17)
where fr denotes a square profile such that
fr(t) =
{
1, (r − 1)T/N ≤ t ≤ rT/N,
0, elsewhere.
(18)
Here, Vr are arbitrary operators that are free to be chosen as per ones require-
ment. Each phase lasts for a duration of T/N . We also impose the condition
N∑
r=1
Vr = 0.
The time-dependent Hamiltonian for such a choice of driving is then
H(t) = H0 +
N∑
r=1
fr(t)Vr . (19)
Using the Fourier series expansion this can be written as
H(t) = H0 +
∑
n6=0
Vˆne
inωt, (20)
where
Vˆn =
1
2πi
N∑
r=1
1
n
e−2piinr/N (e2piin/N − 1)Vr. (21)
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It is possible to use Eq.(16) at this stage to obtain a generic expression for the
time-independent effective Hamiltonian for the kind of driving given in Eq. (17)
(refer Eq. (30) in [25]).
Given the flexibility of choosing the number of phases and also the modulat-
ing operators, a wide variety of effective Hamiltonians can be generated. The
next section deals with one such choice that enables us to design the required
gauge field to simulate the physics of curved graphene in optical lattices. The
usefulness of such a pulsing scheme is demonstrated by showing its equivalence
to an optical lattice shaken/modulated by a smooth driving.
The modulation scheme used in standard optical lattices does not consist
of such pulsing and instead uses smooth driving. The effective Hamiltonian
obtained for smoothly modulated optical lattices carries an imprint of the mod-
ulation frequency through the renormalized hopping term (which is a function
of ω). On Taylor expanding the hopping parameter as a series in ω−1, this
effective Hamiltonian matches with the one obtained by a pulsing scheme at the
leading order [25].
2.3. Simulating graphene in curved space: Optical Lattice Scheme
As mentioned previously, the use of hexagonal optical lattices to simulate
Dirac cones and massless Dirac fermions is well established. In such a system
the application of a time-dependent sinusoidal modulation can be used to obtain
novel gauge effects in an artificial time-averaged manner. The possibility of
doing this using the method discussed in the previous section is elaborated
here.
Among the wide range of choices that do exist, our problem lends itself
rather neatly to a 4-phase pulse sequence with modulation of the Hamiltonian
given by
P4 : {H0 +A,H0 +B,H0 −A,H0 −B} (22)
This compares to Eq.(17) for N = 4 with V1 = −V3 = A and V2 = −V4 = B,
where A and B are suitable operators. As discussed in the last section, this is
equivalent to a smooth driving of the form
V (t) = A cos(ωt) +B sin(ωt). (23)
This choice of the time-dependent potential yields the following effective Hamil-
tonian [25]
Heff = H0 +
i
2ω
[A,B]+
1
4ω2
([[A,H0], A] + [[B,H0], B]) +O(1/ω
3)
(24)
It is significant in our context to note that the expression for Heff has both first
order and second order terms in ω with the appropriate commutator brackets.
The freedom in the choice of A and B allows us to engineer the desired effective
Hamiltonian.
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The periodic driving scheme has a small parameter ω−1, the time-period of
forcing. It is our contention that it is possible to use the formalism of generating
effective approximate Hamiltonians, through a choice of suitable operators A
and B as mentioned in Eq.(22), to reproduce a Dirac Hamiltonian in curved
space. This would involve choosing an appropriate pulsing scheme.
We note that the low energy limit of a continuum approximation of graphene,
as simulated in the lattice, has the Hamiltonian of the form [26]
HG = −ivFσ
j∂j (25)
in units of ~, where vF is the Fermi velocity and ∂j = (∂x, ∂y) is the gradient
operator in 2-dimensions. We shall subsequently work in units where vF =
1. This motivates us to consider the primary Hamiltonian in our analysis as
−iσj∂j . The discussion here solely employs the continuum formalism for the
operators and the mapping to the second quantized forms for the operators and
the Hamiltonians are only introduced later in the final section.
Let us consider a driving scheme with H0 = −iσ
j∂j , the Dirac Hamiltonian
in flat space and choose the operators A and B of the form
A = σjαj B = σ
kβk (26)
where, αj = [i∂y,−i∂x, 0] and βk = [0, 0,−f(x, y)]. With this choice, Eq.(24)
yields an approximate effective Hamiltonian Heff up to order ω
−1 given by
Heff =
1
2
[
−i
(
1 +
f(x, y)
ω
)
σj∂j
]
−
1
2
[
iσj∂j
(
1 +
f(x, y)
ω
)] (27)
For large ω this is a good approximation. The term of O(ω−2) is significantly
suppressed and manifests as non-trivial spin-orbit couplings and maybe ignored
for our present analysis. With a substitution
eΛ(x,y) =
(
1 +
f(x, y)
ω
)
we have
Heff =
1
2
[−ieΛ(x,y)σj∂j − iσ
j∂j e
Λ(x,y)] (28)
such that the entire expression is in terms of Λ(x, y) instead of f(x, y). The
Hamiltonian in Eq.(28) can be further simplified and explicitly written as follows
Heff = e
Λ(x,y)
[
−iσj∂j −
i
2
(
∂Λ(x, y)
∂y
σy +
∂Λ(x, y)
∂x
σx
)]
(29)
We seek to map this effective time-independent Hamiltonian that is obtained
from the original time-dependent Hamiltonian to the Dirac Hamiltonian in
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curved space. The function Λ(x, y) appearing here is expected to be mapped to
the metric in some fashion in the equivalent curved space description.
Comparing Eq.(29) and Eq.(9) we establish the correspondence between the
periodically driven effective system and a curved space description. The function
Λ(x, y) that depends on the periodic driving scheme is now seen to appear in
the conformal factor of the metric in the curved space picture. The quantity of
geometrical interest describing 2D curved surface is the Gauss curvatureK(x, y)
given by
K(x, y) = e2Λ∇2(Λ) (30)
This scalar function has complete information about the curved 2-D surface.
Since Λ = ln
(
1 + f(x,y)ω
)
depends on the driving scheme f and driving fre-
quency ω, the curvature shall depend on these directly. It is hence possible to
reproduce the effects of curvature (K 6= 0) by suitably manipulating the driving
scheme. This completes the mapping between the two equivalent pictures.
In order to confirm that our model suitably mimics the properties of curved
graphene, it is required that some physical quantity associated with it be com-
puted and obtained experimentally. We regard the Local density of states
(LDOS) to be a suitable candidate. In the following we briefly recapitulate
its significance and prescribe a method for determining it theoretically.
The LDOS is a quantity of interest in the study of electronic and transport
properties of various condensed matter systems. It offers information regarding
the spatial variation in the density of states over a region, arising out of local
disturbances, that can be verified experimentally using scanning tunneling mi-
croscopy (STM) techniques. It is therefore a physically relevant parameter for
our study. Our analysis suggests that the electronic properties for a periodically
driven graphene like optical lattice system, describable by a Dirac Hamiltonian,
shall be the same as one expects for the same system in a curved background
without any periodic forcing. To compute the LDOS [67] one first needs to
calculate the Green’s function for the system, for the case of non-interacting
electrons, as follows.
G(z, r, r′) =
∑
n
ψn(r)ψ
∗
n(r
′)
(z − En)
(31)
where, z denotes a complex energy variable, ψn are energy eigenstates in co-
ordinate representation, En represents the energy eigenspectrum and the sum
ranges over the n eigenvalues of energy. The expression for the LDOS is given
as
ρ(ǫ, r) = −
1
π
Im
∑
n
|ψ(r)|2
(ǫ+ iδ − En)
(32)
which may be written as
LDOS = ρ(ǫ, r) = −
1
π
Im[G(ǫ + iδ, r, r′)] (33)
We shall compute the LDOS numerically using the spectrum of the Hamiltonian
in Eq. (29) and compare it with the flat space case where Λ = 0.
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3. Results and Discussion
The study of alterations to the electronic properties of graphene sheets as
a result of deformation, curvature, defects or impurities focusses chiefly on the
modifications to the LDOS or the appearance of a gap at the Fermi points
[42, 7, 30, 68, 69, 70, 71, 72, 73]. These works discuss the possibility of opening
a band gap in graphene at the Dirac point, which is known to be topologically
protected by inversion and time reversal symmetries [74, 75, 76]. The presence of
perturbations that respects these discrete symmetries can only move the Fermi
points but not create a gap [77]. A hybridization of the Fermi points with
opposite topological charge (winding number) allows a subsequent opening of
gap [78].
In our present analysis we attempt to examine the effect on the LDOS for
graphene-like optical lattice under a periodic driving. The approach has similar
motivations to earlier studies on LDOS in rippled graphene [42]. The principal
difference being that our system does not involve taking a graphene sheet with
any curvature or defects but imparting curved-graphene properties to an optical
lattice via pulsing. The choice of the driving scheme function f(x, y) that maps
to the conformal factor in the metric is taken as
f(x, y) = x2 + y2. (34)
This choice of the driving scheme is used to compute the curvature according
to Eq. (30) and yields a constant Gaussian curvature K(x, y) = 4ω . Thus the
curvature turns out to be inversely proportional to the driving frequency ω.
Hence, with our high frequency driving scheme (high frequency is a necessary
condition required for the convergence of the perturbation series in Eq. (12))
we are able to model a small positive constant curvature.
It is possible to write down the operators A and B of the driving in the
conventional second quantized notation. To do so we adopt a convention in
which the hexagonal optical lattice Hamiltonian reads
H0 = J
∑
〈k,j〉
Ψ†k+1,jσ
xΨk,j +Ψ
†
k,j+1σ
yΨk,j − h.c.+Hon−site (35)
where, J is the plain hopping parameter, a the lattice spacing, Ψ†k,j = (aˆ
†
k,j , bˆ
†
k,j)
creates a particle at the site (ka, ja) in some spin state. The operators aˆk,j and
bˆk,j stand for the two triangular sub-lattices of the hexagonal lattice. The
operators A and B in this convention, for the choice of f(x, y) in Eq. (34),
becomes
A = −
i
2a
∑
〈k,j〉
Ψ†k,j+1σ
xΨk,j −Ψ
†
k+1,jσ
yΨk,j − h.c.
B = −σz
a2
2
∑
〈k,j〉
k2Ψ†k+1,jσ
xΨk,j + j
2Ψ†k,j+1σ
yΨk,j + h.c.
(36)
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Figure 1: (Color Online) Correction to the LDOS given by ρ
ρo
− 1 with ρ being the LDOS for
pulsed graphene and ρo that for ordinary graphene.
In the above expressions, we make use of the following map between continuum
operators and those on the lattice as
− iσx∂x ≡
i
2a
∑
〈k,j〉
Ψ†k+1,jσ
yΨk,j − h.c.
− iσy∂y ≡
i
2a
∑
〈k,j〉
Ψ†k,j+1σ
xΨk,j − h.c.
(37)
and
x2 + y2 ≡
a2
2
∑
〈k,j〉
k2Ψ†k+1,jσ
xΨk,j + j
2Ψ†k,j+1σ
yΨk,j + h.c. (38)
The mapping between the continuum operators and their lattice counterparts
enables the actual possibility of simulation of the Hamiltonian on the lattice.
We investigate the nature of the LDOS for the Hamiltonian in Eq. (29) and
look for the imprint of spatial curvature in its behavior. The LDOS computa-
tions are performed for the choice of the driving scheme given in Eq. (34). The
expressions in Eq. (31) and Eq. (33) are evaluated numerically to estimate the
LDOS. The Fig. 1 shows the modification to the LDOS for our system over
that of normal graphene in flat space. The figure shows the quantity (ρ/ρ0)− 1
plotted in the color contour map against the spatial coordinates x and y. As
seen in the figure, a large positive correction is centered at the reference origin
indicating maximum increase in the number of available states per unit energy.
This is a clear indication that electronic properties are significantly altered in
our system. An 80% correction is observed at the maxima for our choice of driv-
ing frequency which yields a ω−1 of ∼ 0.01. We note that a similar behavior
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of the LDOS has also been observed in the study of graphene in curved space
with positive curvature [45].
4. Conclusion
We conclude by noting that the use of periodic forcing to generate the effects
of curved space on 2D quantum systems has a far reaching influence in theo-
retical studies and technological applications. The traditional Floquet analysis
of periodically driven systems uses the CBH/Trotter expansion to find the ef-
fective static Hamiltonians. We use an alternative perturbative formulation
using a pulsed driving scheme and found an effective approximate Hamiltonian.
We show that the driving scheme can be chosen to simulate desired geometric
properties on space. Our work particularly studies an optical lattice analogue
for graphene in curved space. The massless Dirac equation and Hamiltonian in
curved space, that model electronic behavior in curved graphene, are derived for
a conformal metric. The same is shown to be obtained in a periodically driven
hexagonal optical lattice having chosen the appropriate modulating operators.
We go on to analyze the geometrical and physical features of the system, namely,
the Gauss curvature and LDOS. These are computed for a particular choice of
metric and deviations from the unperturbed system are noted. This opens up
the possibility of synthesis of new systems in quantum simulators and the study
of their physical properties.
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