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ABSTRACT When the training data is inadequate, it is difficult to train a deep Convolutional Neural Network
(CNN) from scratch with randomized initial weights. Instead, it is common to train a source CNN model on
a very large data set beforehand, and then use the learned source CNN model as an initialization to train a
target CNN model. In deep learning realm, this procedure is called fine-tuning a CNN. This paper presents
an experimental study on how to combine a collection of incrementally fine-tuned CNN models for cross-
domain and multi-class object category recognition tasks. A group of fine-tuned CNN models is trained on
the target data set by incrementally transferring parameters from a source CNN model trained on a large
data set initially. The last two fully-connected (FC) layers of the source CNN model are eliminated, and
two New FC layers are added to make the learned new CNN model suitable for the target task. Based on
Caltech-101 and Office data sets, the experimental results demonstrate the effectiveness and good perfor-
mance of the proposed methods. The proposed method is more suitable for the object recognition task when
there is inadequate target training data.
INDEX TERMS Convolutional neural network, object category recognition, ensemble learning, transfer
learning.
I. INTRODUCTION
In recent years, deep Convolutional Neural Network (CNN)
has been successfully used in object category detection and
recognition tasks [1]–[6], [10]–[17]. When the training data
is inadequate, it is difficult to train a deep CNN from scratch
with randomized initial weights. It is common to train source
CNN models on a large-scale data set initially, and then
further train them on the inadequate and different distribution
data to obtain the target CNN models for target tasks. This
procedure is often called fine-tuning in the deep learning
realm [5].
The associate editor coordinating the review of this manuscript and
approving it for publication was Kang Li.
Since training a deep CNN model needs to estimate mil-
lions of parameters, it remains difficult to fine-tune a source
CNN model on the target domain when we have inadequate
target training data. In order to avoid CNNmodel overfitting,
several methods, such as data augmentation [7], dropout [8]
and weight decay [9] etc., have been presented to train a
deep CNN model from scratch with inadequate training data.
In addition, Oquab et al. [10] proposed an approach to trans-
fer parameters from some layers of a source CNN model.
Inspired by the work in [10] and ensemble learning,
we study the problem of transferring parameters from a group
of medium depth CNNmodels for cross domain object recog-
nition tasks. A group of source CNN models are trained on
the ImageNet data set in advance and then incrementally fine-
tuned for the target task. The last two Fully-Connected (FC)
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layers of each source CNNmodel have been removed and two
New-FC layers are added to the end of each pruned source
CNN to make the learned target CNN model suitable for the
target task.
The proposed method fine-tunes the source CNN models
in an incremental manner, which differs to the work in [10].
In addition, these fine-tuned CNN models are combined to
make an ensemble prediction. The CNN-S, M, F architecture
are used to train some source CNN models on the ImageNet
data set [6]. Although other methods can be used to improve
the ensemble diversity, such as bootstrap sampling the target
training data or using different base learning algorithms,
we focus on CNN weight parameter transfer and ensemble
learning in this work. The main contribution of this paper can
be summarized here.
1) A novel method is proposed to train a collection
of incrementally fine-tuned CNN models for cross-
domain object recognition with inadequate training
data.
2) A horizontal/vertical/selective ensemble of the fine-
tuned CNN models is empirically studied on two
data sets. In particular, a clustering-based selective
ensemble algorithm is proposed to select user specified
number of models.
3) A Matlab software package is provided for research
usage, which can be used to reproduce the experimental
results of this paper.
The rest of this paper is organized as follows. Section II
reviews some related research works. The proposed method
is described in Section III. Experiments are conducted in
Section IV to demonstrate the effectiveness and good per-
formance of the proposed method. Finally, a conclusion and
future work is presented in Section V.
II. RELATED WORK
Some previous works of using deep CNN for object category
recognition have been studied. Krizhevsky et al. [11] trained
a deep CNN to classify the 1.2million high-resolution images
into the 1000 different classes in the ImageNet LSVRC-2010
contest. Chatfield et al. [6] presented an empirical evaluation
of CNN-based approaches for image classification, along
with a comparison against several traditional shallow feature
encoding methods. Simonyan et al. [12] studied the effect of
the CNN
depth on its accuracy in the large-scale image recognition
task. Szegedy et al. [13] presented a deep CNN architecture
named GoogLeNet which achieved good performance in the
ImageNet LSVRC-2014 contest. He et al. [14] proposed a
residual CNN learning framework to ease the training of
much deeper CNN and presented a CNN architecture named
ResNet. An ensemble of ResNets won the 1st place on the
ImageNet LSVRC-2015 image classification contest.
Although training a much deeper CNN is helpful to
improve the accuracy on the object recognition task,
it requires a very large training image set. In order
to alleviate CNN overfitting, some researchers resort to
CNNs combination. Kumar et al. [16] proposed a method for
classifying medical images that use an ensemble of different
CNN architectures. Wen et al. [17] presents an ensemble
of CNNs method with probability-based fusion for facial
expression recognition, where the architecture of CNN was
adapted by using the convolutional rectified linear layer as the
first layer and multiple hidden maxout layers. Zhao et al. [18]
presented a deeplymerge-and-run fused network based on the
very deep ResNet architecture.
Other than CNN combination, adapting a pre-trained
source CNNmodel for the target tasks has also attractedmuch
more attentions. This procedure is known as parameter trans-
fer in transfer learning realm. For the case of CNN parameter
transfer, we assume that there are no training data but a pre-
trained CNN model in the source domain and a small-scale
training data set in the target domain. Girshick et al. [1]
fine-tuned a CNN under their famous Region-based CNN
(R-CNN) framework for object detection. Hoffman et al. [15]
proposed an approach to adapt CNN-based object detectors
trained on RGB images to effectively leverage depth images
at test time to boost detection performance. Zhou et al. [19]
presented a method called AIFT to naturally integrate active
learning and transfer learning into a single framework. AIFT
starts with a pre-trained CNN to seek ‘‘worthy’’ samples from
the unannotated for annotation, and the fine-tuned CNN is
continuously fine-tuned by incorporating newly annotated
samples in each iteration. Wani et al. [20] propose a hybrid
approach that integrates gain parameter based back prop-
agation algorithm and the dropout technique and evaluate
its effectiveness in the fine tuning of deep neural networks
on three benchmark datasets. Tan et al. [21] proposed a
method on the top of DenseNet called Sequential Fine-Tuning
in a computer-aided diagnosis system for lung diseases.
Wang et al. [22] proposed an image-specific fine tuning
method to make a CNN model adaptive to a specific test
image, which can be either unsupervised (without additional
user interactions) or supervised (with additional scribbles).
III. THE PROPOSED APPROACH
A. CNN ARCHITECTURE
In this study, three pre-trained source CNN models, namely
CNN-S, CNN-M and CNN-F in [6], are fine-tuned by dif-
ferent manners to generate a group of CNN classifiers for
the target task. As illustrated in Fig. 1(a), each of the source
CNN models contains 5 convolutional layers (C1-C5) and
3 fully-connected layers (FC6-FC8). Given an input tensor x,
evaluating such a plain architecture source CNNmodel is just
a matter of evaluating all the layers from left to right.
For all the source CNN models, the computational units in
each layer are different, including the number of convolution
filters and their receptive field size, the convolution stride and
spatial pooling size etc. Hence, the learned parameter values
of the three source CNNmodels are different on the same data
set. Note that each of the source CNN models used in this
work takes an image with 224× 224× 3 pixels and produces
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FIGURE 1. Ensemble learning with incremental parameter transfer. (a) Architecture of the source CNN model.
(b) An ensemble of incrementally fine-tuned CNN models for the target task.
a distribution over the 1000 object categories on the large-
scale ImageNet dataset. Please refer to [6] for the detailed
description of the architecture of the CNN-S, M, F models.
For the target task, the amount of object categories is usu-
ally different from the source task. For instance, there are 101
object classes (ignoring background class) in the Caltech-101
data set rather than 1000 in ImageNet data set. Inspired by
the work of [10], we remove the FC7 and FC8 layers from
the source CNN model and add a novel domain adaptation
module composed of New-FC7 and New-FC8 layers that use
the output of FC6 layer. Note that the proposed architecture
is slightly different from the CNN architecture used in [10]
where Oquab et.al. removed the FC8 layer from the source
CNN model. Here, we remove both the FC7 and FC8 lay-
ers from the source CNN model. In addition, Oquab, et.al.
transferred the parameters in the C1-C5 and FC6-FC7 of a
given source CNN model once a time. But we incremen-
tally transfer the weight parameters of a given source CNN
model several times under the ensemble learning framework,
as illustrated in Fig. 1(b).
As shown in Fig. 2, the fourth and third dimensions of the
convolution filters in New-FC7 and New-FC8 lays are sepa-
rately set to be 2048, 1024 and 512 pixels to further improve
the ensemble diversity. Note that h×w×c×n is used to denote
a set of |n| convolution filters, which has the size h×w×c
for each filter. Moreover, we presented the dimension of the
convolution filters used in the New-FC7 and New-FC8 layers
while ignored the bias term. Note that the bias term is an n-
dimensional vector which should be learned when training a
CNNmodel. Taking the typeA of domain adaptationmodules
as an example, the internal units of the New-FC7 and New-
FC8 layers are detailed in Fig. 3.
B. TRAINING AN ENSEMBLE OF FINE-TUNED CNN
MODELS
Using the notations similar to [23], a plain architecture of
CNN can be represented as a function g composed of a
sequence of simpler functions fl as follows:
g(x0;w1, . . . ,wL)= fL(. . . f2(f1(x0;w1);w2); . . . ;wL) (1)
where each fl takes as input a datum xl−1 and a parameter
vector wl to produce as output a datum xl = fl(xl−1;wl). The
input x0 of a CNN is an actual image, while the remaining
parts x1, . . . , xL are the intermediate feature maps.
Specifically, each xl ∈ RHl×Wl×Cl is a 3D-array or tensor,
where the first two dimensions denote the spatial dimension
(i.e. Height × Width) and the third dimension denotes the
number of feature channels. Note that a fourth dimension Nl
can be used in xl to denote a batch of |Nl | samples. Training a
CNN is to learn the parameter vector w = (w1,w2, . . . ,wL)
and minimize a user specified loss function. Stochastic gradi-
ent descent (SGD) algorithm can be used to learn the parame-
ter vectorw. A back-propagation algorithm is used to compute
the derivative of the loss with respect to the vector w in a
memory efficient manner.
In this study, we used the mini-batch SGDwith momentum
algorithm [23], [24] to learn the CNN parameters and the
code in [23] to compute the derivative by back-propagation.




, . . . ,ws
L
) is used
to denote the learned parameters of a source CNN model.
A target CNN model is learned on the target domain by
incrementally transferring the weight parameters of a source
CNN model from layer 1 to layer k,which can be formally
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FIGURE 2. Three types of domain adaptation modules.
FIGURE 3. Illustration of internal units of new-FC7 and new-FC8 layers.
represented as follows:




k+1, . . . ,w
T
L ) (2)
where the parameters from the layer 1 to the layer k
of the source CNN model are locked when continuing
the back-propagation on the target training data. In other
words, the learning rates of these locked layers are set to
zero when being optimized by the SGD with momentum
algorithm.
Since the last FC7 and FC8 layers have been removed,
the transferrable parameters of the source CNN model lie in
the C1-C6 and FC6 layers. Considering that more generic
features are learned in the lower layer of a CNN, we skip
the C1 and C2 layers and incrementally fine-tune the weight
parameters starting from the C3 layer. The initial weight
parameters of the New-FC6 and New-FC7 layers are ran-
domly initialized before fine-tuning a CNN model.
C. CNN MODEL ENSEMBLE
As shown in Table 1, we build a matrix to represent a
CNN model factory. Each cell in Table 1 denotes a target
CNN model learned on the target domain by transferring
weight parameters from some layers of a source CNNmodel.
Taking M23 as an example, it is a fine-tuned CNN model
trained by CNN-S-1024 and transfers parameters from C1 to
C4 layers of the source CNN. CNN-S-1024 indicates that the
selected CNN model is CNN-S and we removed the FC7 and
FC8 layers from CNN-S and added two New-FC7 and
New-FC8 layers of type B (see Fig. 2).
Given the factory of the fine-tuned CNN models, three
different CNNs ensemble manners are considered:
1) HORIZONTAL ENSEMBLE
Five cells at each row of the CNN model in Table 1 are
combined to generate a horizontal ensemble. For a selected
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TABLE 1. A factory of fine-tuned CNN models.
CNN architecture, the ensemble is composed of five CNN
models learned by incremental parameter transfer. For exam-
ple, we can combine the outputs of M31, M32, M33, M34 and
M35 to make the ensemble prediction. The ensemble diversity
is introduced by incremental parameter transfer.
2) VERTICAL ENSEMBLE
Nine cells at each column of the CNN model in Table 1 are
combined to generate a vertical ensemble. For each selected
parameter transfer manner, the ensemble is composed of
nine CNN models learned by nine CNN architectures. For
example, we can combine the outputs of M11, M21, M31,
M41, M51, M61, M71, M81 andM91to make the final ensemble
prediction. The ensemble diversity is introduced by various
CNN architectures.
3) SELECTIVE ENSEMBLE
For selective ensemble, a novel Clustering-based Selective
Ensemble (CSE) algorithm is proposed to pick a user spec-
ified number of models from the CNN model factory,
as described in Algorithm 1. The 0/1 matrix Q is generated
as follows: suppose we have |T | CNN models {ht }Tt=1 and
a validation data set V = {xi, yi}mi=1, where xi ∈ R
n and
yi ∈ {1, . . . ,C}. If we used h
j
t ∈ {1, . . . ,C} to denote the
predicted labels of the model ht on a validation example
(xj, yj), then a 0/1 matrix Qm×T can be generated on the
Algorithm 1 CSE algorithm
Input: 0/1 Matrix Qm×T generate on the validation data
set, k for k medoids clustering,
distFunc is the distance function used in
k-medoids.
Procedure:
1: Generate k clusters by k medoids(Q, k , distFunc);
2: for each cluster Ci
3: Sort the classifiers in Ci according to their accuracy
on the validation data set in descend order;
4: return the most accuracy models in Ci;
5: end for
Output: the index of k selected CNN models
validation data set V , where the element on the j-th row and
t-th column of Q is set to 1 when hjt is equal to yj and set to
0 otherwise.
Selective ensemble can be used when we have a validation
data set to create the matrix Q. Therefore, it requires an
additional validation data set. Note that each complete data
set is spitted into three parts, namely training data, validation
data and testing data in this work.
Inspire by the work in [25], five pair-wise ensemble diver-
sity measures were used to define five different distance
functions for the k medoid algorithm, which can generate
different model clusters. Note that the sigmoid function is
used to transform the values of some diversity measure to the
range [0, 1].
D. ENSEMBLE PREDICTION
Suppose we have selected |S| (|S| << |T|) models {ht }St=1
from the CNN model factory and want to make a pre-
diction by the ensemble of |S| models on a test instance
x. The ground-truth label of x is in the set {1, 2, . . . ,C},
the predicted outputs of the model ht on the instance x is a
C-dimensional vector ht (x), where the i-th element of the
vector ht (x) is an estimation of posterior probability P(i|x).
Note that the last layer of the proposed CNN architecture is a
softmax layer.
A C×S dimensional matrix R can be used to represent the
output of the ensemble of |S| CNN models on instance x,
where the element Ri,j in the i-th row and j-th column of
matrix R is the output of the j-th CNN model for class i.
In order to assign a proper ensemble prediction label H (x)
on x, six different voting strategies have been considered:
1) Majority voting: H (x) = fv(maxidx(R, 1));
2) MaxMax voting: H (x) = maxidx(max(R, 2), 1);
3) SumMax voting: H (x) = maxidx(sum(R, 2), 1);
4) MinMax voting: H (x) = maxidx(min(R, 2), 1);
5) AvgMax voting: H (x) = maxidx(mean(R, 2), 1);
6) ProdMax voting: H (x) = maxidx(prod(R, 2), 1).
In the above formulations, max_idx(x, d) returns the index
of the maximum value in a d-dimensional array x along
the d-th dimension; fv(x) returns the most frequent value in
a vector x; max(X, d) computes the maximum value of a
matrix X along its d-th dimension; sum(X, d) compute the
sum values of matrix X along its d-th dimension; min(X, d)
computes the minimum value of matrix X along its d-th
dimension; prod(X, d) computes the product along the d-th
dimension of matrix X . For an m×n matrix X , computing
the max/min/sum/mean/prod value alone its first dimension
returns a 1×n vector, but returns an m×1 vector when com-




For the source task, a large-scale ImageNet data set was
used to train the source CNN models. For the target task,
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two public data sets Caltech-101 [26] and Berkeley Office
[27], [28] were used to train target CNN models. There are
101 object classes (ignoring the background class) in the
Caltech-101 data set and 31 object classes in the Office data
set. The images of the two data sets were categories into four
domains: Caltech, Amazon, DSLR and Webcam.
The target task is to identify the object category when given
an image from the target domain. Although data augmenta-
tion method can be used to enlarge the target training data,
we did not use it in our experiments. Hence, the improvement
of image classification accuracy is come from CNN weight
parameter transfer and model combination.
2) TRAINING SETUP
In the following experiments, we directly used the VGG-S,
M, F models which can be downloaded from the website
http://www.vlfeat.org/matconvnet/pretrained/. These models
are trained by MatConvNet [23] on the ImageNet data set
with the network architecture proposed in [6]. Note that we
only used these pre-trained source models and target images
rather than the source images when fine-tuning a CNNmodel
for the target task.
When training a CNN model for the target task, a mini-
batch SGD with momentum algorithm was used. The mini-
batch size was set to 65 and the moment rate was set to 0.9.
The training epoch was set to 10. In order to transfer param-
eters from some layers of a source CNN model, the learning
rates of these layers were set to 0 before fine-tuning. The
learning rates of the other CNN layers were set to a relatively
smaller value 0.001 for each epoch.
In addition, five ensemble diversity measures [25] were
used in the distance function of the k medoid clustering algo-
rithm for selective ensemble (i.e. Disagreement, Q-statistic,
Double-fault, Correlation Coefficient and Kappa-statistic).
Note that we used the sigmoid function to transform the val-
ues of some ensemble diversity measure to the range [0], [1].
As the setting of initial clustering centroid can affect the
results of clustering, we repeated 200 times and return the
one with the lowest total sum of distances, as well as overall
replicates.
3) MODEL EVALUATION
For evaluating the performance of a target CNN model,
we use the error rate (number of misclassified test images
divided by the total number of test images) averaged over
3 randomly selected target testing image sets. For each target
image set, we use 40% images for training, 30% images for
validation and 30% images for testing. The validation images
are only used by the proposed MSE algorithm.
B. EMPIRICAL STUDY
1) FINE-TUNED CNN MODELS WITHOUT USING
COMBINATION
In the first experiment, a model factory of fine-tuned
CNNs (see Table 1) was learned with the proposed
CNN architectures. We computed the average error rate of
each fine-tuned CNN model without using combination.
As shown in Table 2, we presented the average error rate on
nine CNN architectures and five weight parameter transfer
manners. Note that the notation ‘‘Ci → Cj(or Fj)’’ denotes
the weight parameters from Ci to Cj (or Fj) layers of a source
CNN model are locked when training a target CNN model.
For Caltech domain, transferring the weight parameters in
the ‘‘C1→C2’’ layers of the source CNN models are better
than other layers in most cases. For the Amazon domain,
transferring the weight parameters in the ‘‘C1→C5’’ layers
of the source CNN models are better than other layers in
most cases. For DSLR and Webcam domains, the CNN lays
which containing the valuable weight parameters are varied
when using different CNN architectures. Moreover, setting
the fourth and the third dimension of the convolution filters
in New-FC7 and New-FC8 lays to be 1024 or 2048 is better
than 512 mostly.
The experimental results indicate that the beneficial weight
parameters in the source CNNmodel are different when using
different CNN architectures and fine-tuning on different tar-
get domains. There are several factors to affect the results of
weight parameter transfer when we have fewer training data,
including the number of training data, the number of object
categories and the feature distribution difference between the
source and target domains etc. In sum, transferring the entire
weight parameters of a source CNN model is not a good
choice when we have few training data. In our view, the more
training data we have, the less weigh parameters in a source
CNN should be transferred.
2) HORIZONTAL ENSEMBLE OF FINE-TUNED CNN MODELS
In the second experiment, we combined the fine-tuned CNN
models in each row of Table 1 and utilized the six com-
bination methods (see section III-D) to make an ensemble
prediction. Table 3 shows the best average error rates over
three randomly selected test image sets of the four target
domains.
As can be seen from Table 1 and Table 2, the best average
error rates were decreased from 0.2752 to 0.2308 for the
Caltech domain, from 0.2578 to 0.2255 for the Amazon
domain, from 0.2800 to 0.2191 for the DSLR domain, and
from 0.1949 to 0.1475 for the webcam domain. In addition,
setting the fourth and the third dimension of the convolution
filters in New-FC7 and New-FC8 lays to be 2048 is better
than 512 and 1024.
The experimental results show that horizontally combining
the fine-tuned CNNmodels in each row of Table 1 to make an
ensemble prediction is better than making an isolate predic-
tion by each fine-tuned CNNmodel whenwe have inadequate
target training data.
3) VERTICAL ENSEMBLE OF FINE-TUNED CNN MODELS
In the third experiment, we combined the fine-tuned CNN
models in each column of Table 1 and used the six com-
bination methods (see section III-D) to make the ensemble
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TABLE 2. Average error rate of incrementally fine-tuned cnn models without using model combination four domains, three random image set splitting
(40% for training, 30% for validation and 30% for testing).
TABLE 3. The best average error rate of horizontal ensemble when using
six combination methods. four domains, three random image set splitting
(40% for training, 30% for validation and 30% for testing).
prediction. Table 4 shows the best average error rate over
3 randomly selected test image sets for the four target
domains. As can be seen from Table 3 and Table 4, the best
average error rate was decreased from 0.2308 to 0.1547 for
the Caltech domain, from 0.2255 to 0.2037 for the Amazon
domain, from 0.2191 to 0.1105 for the DSLR domain and
from 0.1475 to 0.0795 for the webcam domain.
The experimental results show that vertically combining
the fine-tuned CNN models in each column of Table 1
to make an ensemble prediction is better than horizontally
TABLE 4. The best average error rate of vertical ensemble when using six
combination methods. four domains, three random image set splitting
(40% for training, 30% for validation and 30% for testing).
combining the fine-tuned CNNmodels in each row of Table 1
when we have inadequate training data. It was also observed
that less target training data lead to more model overfitting.
Therefore, combining the fine-tuned CNN models which are
trained by different CNN architectures can greatly improve
the ensemble diversity and effectively solve the model over-
fitting problem.
4) SELECTIVE ENSEMBLE OF FINE-TUNED CNN MODELS
In the fourth experiment, the proposed CSE algorithm is used
to automatically select a user specified number of models
from the fine-tuned CNN model factory. Considering there
are nine base CNN models in vertical ensemble, we selected
nine CNN models with CSE algorithm. We separately used
five ensemble diversity measures in the distance function
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of CSE algorithm and only reported the best results on six
combination prediction methods.
As shown in Table 5, the average error rate was further
decreased from 0.1547 to 0.1485 for the Caltech domain and
from 0.2037 to 0.2033 for the Amazon domain. However,
the average error rate was increased from 0.1105 to 0.1181 for
the DSLR domain and unchanged for the Webcam domain.
As there are less validation data in the DSLR domain, the
generated matrix Q of the CSE algorithm over-fitted the
validation data of DSLR domain. The experimental results
show that the proposed CSE algorithm can slightly improve
the accuracy of object recognition when we have a validation
data set.
TABLE 5. The best average error rate of selective ensemble when using
six combination methods. Three random image set splitting (40% for
training, 30% for validation and 30% for testing).
C. COMPARATIVE EXPERIMENTS AND ANALYSIS
In the comparative experiment, we compared the proposed
method with the general CNN fine-tuning method and a
CNN parameter transfer method which was proposed by
Oquab et al. [10]. More specifically, we compared our
method against two baselines, which are described as follows:
GCNNF: General CNN Fine-tune method [29], [30]. For
the GCNNF, the weight parameters of the Conv. layers (i.e.
C1-C5), FC6 and FC7 layers were locked, and the last
FC8 layer of the source CNN-X (X=S, M, F) model was
reinitialized and further trained on the target data. The size
of FC8 layer is set to be the same as the object categories in
the target task.
TMLIR-D: Transfer Mid-level Image Representation using
CNNs [10]. If we use the same notation as [10], then the
FC6 and FC7 have equal size 4096, FCa has size D (D=512,
1024 and 2048), and FCb has a size equal to the number
of object classes. The FCa and FCb were reinitialized and
further trained on the target data. In other words, the weight
parameters in the Conv. layers (i.e. C1-C5), FC6 and FC7 lay-
ers of a source CNNmodel were transferred to the target task.
As shown in Table 6, the average error rate of GCNNF
baseline is better than TMLIR baseline in most case.
Moreover, the source CNN-F model is the worst one for
CNN parameter transfer when using GCNNF baseline. The
GCNNF is much better than TMLIR for Caltech and Amazon
domains. For the DSLR domain, GCNNF is not better than
TMLIR. We can infer that when we have a relative large
target training data set, it is better to choose GCNNF rather
than TMLIR. Considering the inadequate training images in
the DSLR domain, we can infer that TMLIR-D may be more
suitable for the object recognition task when we have inade-
quate target training data. When comparing the experimental
results of Table 5 and 6, we can conclude that our method is
consistently better than the GCNNF and TMLIR baselines.
TABLE 6. Average error rate of two baseline algorithms four domains,
three random image set splitting (40% for training, 30% for validation
and 30% for testing).
D. COMPUTATIONAL EFFICIENCY ANALYSIS
EXPERIMENTS
In the computational efficiency analysis experiments, two
experiments were conducted to analyze the space and time
cost of the proposed methods.
1) SPACE COST
In this experiment, we considered the DSLR target domain
and record the parameter size of each incrementally fine-
tuned CNNs. The parameter size of the pre-trained CNN-S,
CNN-M and CNN-F models, which were trained on the
Imagenet dataset, is 393M, 393M and 232M. As shown
in Table 7, the parameter size of CNNmodels is unchanged in
each row of Table 7, whichmeans that the parameter size does
not change for any fixed CNN architecture when using the
incrementally fine-tune technique. However, when the inter-
nal structure of a CNN architecture changed, the parameter
size of incrementally fine-tuned CNNmodels is changed. The
experimental results also indicate that the parameter size of
incrementally fine-tuned CNNmodel in DSLR domain is less
than the pre-trained source CNN model. The reason may be
that the number of object category in the DSLR domain is
less than the Imagenet source domain and the New-FC7 and
New-FC8 domain adaptation layer (See Figure 2) require
fewer parameters.
Since the models of each row in Table 7 were trained
by an incremental manner, their parameter value should
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FIGURE 4. Feature representation of a bicycle image based on 5 incrementally fine-tuned CNN-S-512 models.
TABLE 7. The parameter size of incrementally fine-tuned cnn models
(target domain: dslr, unit: mega byte).
be different. To better understand it, we visualize the feature
representations learned at the hidden layers of 5 incremen-
tally fine-tuned CNNmodels based on the CNN-S-512 archi-
tecture for a bicycle image picked from the test image set,
as shown in Figure 4.
More specifically, suppose we have selected N models
from the factory of fine-tuned CNNs (see Table 1) and the
parameter size of each CNN model is {St }Nt=1, the parameter




In this experiment, we compared the time cost for pre-
dicting the class labels of a given set of testing images.
The hardware setting is: 2 cores Intel R©Xeon R©CPU E5-
1620 v3, @3.50G Hz and 3.50GHz, 16G memory. The
DSLR, Amazon and Webcam domains were considered.
We computed the average time cost over 3 randomly
selected target testing image sets. The number of testing
images for DSLR, Amazon and Webcam is 175, 869 and
260, respectively. The experimental results are shown in
Table 8-Table 10. As shown in Table 8, the prediction time
cost of CNN-F based horizontal ensemble methods is less
than the other methods. When the dimensions of New-FC7
and New-FC8 layers are varied, the prediction time has
been less affected. Considering the space cost of CNN-F
architecture and the experimental results of Table 3, CNN-F
architecture is the best choice for horizontal ensemble of
incrementally fine-tuned CNN models. When comparing
the experimental results of Table 9 and Table 10, it takes
close prediction time for both vertical ensemble and selective
ensemble models. However, it takes extra time for selective
ensemble method to select models from the fine-tuned CNN
model factory by MSE algorithm on a validation dataset.
Considering it includes nine fine-tuned CNNmodels in verti-
cal ensemble and selective ensemble, which is more than five
fine-tuned CNN models in horizontal ensemble. It is normal
to take less prediction time for horizontal ensemble.
It must be mentioned that it take much more training time
to build the fine-tuned CNN model factory (see Table 1).
However, each base model in the CNN model factory is
independent and can be trained in parallel.
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TABLE 8. Average time cost for horizontal ensemble CNNs prediction on
dlsr, amazon and webcam domains (unit: second).
TABLE 9. Average time cost for vertical ensemble CNNs prediction on
dlsr, amazon and webcam domains (unit: second).
TABLE 10. Average time cost for selective ensemble CNNs prediction on
dlsr, amazon and webcam domains (unit: second).
V. CONCLUSIONS AND FUTURE WORK
In this paper, the problem of combining an ensemble of fine-
tuned CNN models for cross-domain and multiclass object
recognition task is empirically studied. A novel method is
proposed to combine a group of incrementally fine-tuned
CNN models for studying the horizontal/vertical/selective
ensemble manners on two data sets. The experimental results
demonstrate the effectiveness and good performance of the
proposed methods. In particular, a Matlab software pack-
age is provided to reproduce the experimental results of
this paper and enable other researchers to conduct further
study.
The major weakness of the proposed methods is the space
cost of an ensemble of fine-tuned CNN models is high.
Hence, it is better to compress the CNN models without loss
of model diversity when performing incrementally fine-tune
on the target domain. In recent years, several CNN compres-
sion methods have been proposed, such as [31]–[33]. The
future study should focus on improving the model diversity
when compressing a set of fine-tuned CNN models. In addi-
tion, the selective ensemble requires an extra validation data
set. It is better to design somemetrics to evaluate the diversity
of CNN models and guide the user to select proper models
from a fine-tuned CNNs model factory without using extra
validation data set.
In the future, we will study how to significantly compress
the size of each individual CNN model, as well as other
selective ensemble algorithms. In addition, we plan to re-
implement the Matlab source codes with C++ on our ser-
vice robot platform. Except for object category recognition,
the proposed methods can also be used in other fields with
inadequate training data, such as brain-computer interface
[34]–[36], natural language processing [37], [38] and remote
sensing [39], [40] etc. Hence, using the proposed methods in
other scientific research fields is also a meaningful work.
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