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Resumo
O objetivo deste trabalho é o de propor um servidor de arquivos para um 
cluster de computadores derivado do multicomputador Crux [COR99], Este cluster 
oferece um ambiente para a execução de programas paralelos organizados como redes 
de processos comunicantes. A arquitetura do cluster é composta de um determinado 
número de nós de trabalho e um nó de controle. Os nós de trabalho são interligados por 
uma rede de interconexão dinâmica reconfigurável conforme a demanda dos programas 
paralelos. Esse servidor é implementado com processos regulares do sistema 
operacional Linux, executando em um único nó de trabalho. Processos clientes, 
executando em outros nós de trabalho, comunicam-se com o processo servidor de 
arquivos pela troca de mensagens através da rede de interconexão dinâmica.
XThe objective of this work is to propose a file server for a cluster of 
computers derived from the multicomputer Crux [COR99]. This cluster offers an 
environment for the execution of parallel programs organized as networks of 
comunicating processes. The cluster architecture is formed by a definite number of 
work nodes and one control node. Work nodes are linked through a dynamic 
interconnection network reconfigured by the demand of parallel programs. This server 
is implemented as regular processes of the operating system Linux, executing in one 
work node. Clients processes, executing in others work nodes, exchange messages with 
the file server through the network of dynamic interconnectipn.
1. Introdução
Este capítulo objetiva identificar as motivações e objetivos gerais deste 
trabalho, bem como apresentar a organização do texto. No tópico 1.1 são apresentadas 
as motivações, no tópico 1.2 são descritos os objetivos e no tópico 1.3 é apresentada a 
organização do texto.
1.1 Motivações
Clusters de computadores apresentam-se, cada vez mais, como uma 
alternativa atraente de ambiente para processamento paralelo. Um cluster é formado por 
um conjunto de computadores pessoais ou estações de trabalho interligados por uma 
rede, montados com componentes comerciais. Tecnologias de redes de interconexão 
como Fast Ethernet [COM98] e Myrinet [MYR01], assim pomo pacotes de software 
para ambientes paralelos e distribuídos como PYM [PVM01] e MPI [RIBOl] colaboram 
na exploração do potencial de paralelismo dos clusters de computadores.
A montagem de um cluster de computadores derivado do multicomputador 
Crux [COR99] é objeto de projetos correntes no ambiente do Laboratório de 
Computação Paralela e Distribuída (LaCPaD) do Curso de Pós-Graduação em Ciência 
da Computação (CPGCC) da Universidade Federal de Santa Catarina (UFSC).
A operação do cluster depende da implementação de mecanismos de 
comunicação específicos do multicomputador Crux que estão sendo adaptados para o 
cluster e pressupõe a existência de um servidor de arquivos centralizado.
1.2 Objetivos
O objetivo principal deste trabalho se refere ao projeto e implementação de 
um servidor de arquivos para um cluster derivado do multicomputador Crux, 
implementado com processos regulares do Linux, seguindo o modelo cliente-servidor.
De um lado, um processo cliente faz uma solicitação de serviço ao sistema 
de arquivos; a solicitação é colocada em uma mensagem e enviada ao processo servidor. 
De outro lado, o processo servidor recebe mensagens com requisições características de 
um sistema de arquivos como open, read, write e dose; faz o processamento dessa 
requisição e retoma o resultado ao processo cliente que fez a solicitação.
1.3 Organização do Texto
O capitulo 2 apresenta os principais conceitos relacionados aos sistemas 
operacionais, e descreve os sistemas operacionais Unix e Linux. O capítulo 3 mostra os 
aspectos mais relevantes sobre os protocolos de comunicação para redes de 
computadores, enfatizando o protocolo TCP/1P. O capítulo 4 introduz os 
multicomputadores e os clusters de computadores. O capítulo 5 apresenta o servidor de 
arquivos, objeto deste trabalho, para o cluster alvo derivado do multicomputador Crux, 
descrevendo a estrutura criada e os detalhes da implementação. O capítulo 6 mostra as 
contribuições deste trabalho e projetos futuros.
32. Sistemas Operacionais
Este capítulo introduz os principais conceitos relacionados aos sistemas 
operacionais. No tópico 2.1 são apresentados os aspectos gerais dos sistemas 
operacionais, como os conceitos de processos, arquivos, chamadas de sistema e 
programas de sistema. No tópico 2.2 são descritos os dois modos de operação 
normalmente implementados pelos processadores. No tópico 2.3 são apresentadas as 
principais estruturas de sistemas operacionais. No tópico 2.4 são mostrados os 
principais aspectos relacionados aos sistemas de arquivos. Nos tópicos 2.5 e 2.6 são 
descritos os sistemas operacionais Unix e Linux, respectivamente.
2.1 Aspectos Gerais
O sistema operacional de um computador é a parte de software que estende 
os recursos de hardware da máquina, tornando a utilização do equipamento mais fácil, 
mais eficiente e mais confiável [OLIOO], Ele é formado por um grupo de procedimentos 
que prestam serviços aos usuários do sistema e suas aplicações, assim como a outras 
rotinas do próprio sistema. As principais funções desse conjunto de rotinas são:
• Tratamento de interrupções;
• Criação e eliminação de processos;
• Escalonamento e controle dos processos;
® Sincronização e comunicação entre processos;
• Gerência de memória;
• Gerência de entrada/saída;
• Gerência de arquivos;
• Contabilização e segurança.
A interface entre o sistema operacional e os programas de usuário é definida 
pelo conjunto de instruções estendidas fornecidas pelo sistema. Tais instruções, 
conhecidas como chamadas de sistema, manipulam os objetos gerenciados pelo sistema
4operacional. A seguir são introduzidos os conceitos de chamadas de sistema, processos, 
arquivos e programas de sistema.
2.1.1 Chamadas de sistema
Cada sistema operacional tem seu próprio conjunto de chamadas de 
sistema. Os programas de usuário solicitam serviços do sistema operacional através da 
execução de chamadas de sistema. Para cada um desses serviços existe uma chamada de 
sistema relacionada [MAC97], A figura 2.1 ilustra este contexto.
Chamada de w Sistema





Fig. 2 .1 - Chamada de Sistema.
O processamento das solicitações de serviços dos programas de usuário é 
realizado de acordo com os argumentos da chamada de sistema, e a resposta é retomada 
à aplicação.
No decorrer da execução de um programa de usuário podem ocorrer 
eventos que desviam a execução do processador para rotinas que tratam esses eventos. 
Esse desvio, conhecido como mecanismo de interrupção, faz com que o programa de 
usuário em execução seja interrompido e uma rotina espeçífica, chamada tratador de 
interrupção, seja executada. O tratador de interrupção executa as ações necessárias para 
tratar esse evento. Após a execução desta rotina, o processamento retoma, do ponto em 
que parou, ao programa de usuário. Para que isso seja possível, o processador ao 
identificar uma interrupção, armazena na pilha de execução, os registradores internos do 
processador.
52.1.2 Processos
Um processo é basicamente um programa em execução, incluindo os 
valores correntes de todos os registradores do hardware e das variáveis manipuladas por 
ele no curso de sua execução.
Para implementar o modelo de processo, o sistema operacional deve manter 
uma tabela, chamada tabela de processos, com uma entrada por processo. Cada entrada 
inclui informações sobre o estado do processo, sobre sua prioridade, sobre a memória 
alocada, sobre os valores de seu ponteiro de instruções e ponteiro de pilha, sobre o 
estado de seus arquivos abertos, entre outras.
2.1.3 Arquivos
Arquivos são constituídos de informações que se relacionam entre si, 
podendo representar programas ou dados. Os arquivos são administrados pelo sistema 
operacional para tomar fácil o acesso dos usuários ao seu conteúdo. A parte do sistema 
responsável por essa gerência é denominada sistema de arquivos.
Uma das principais funções do sistema operacional é esconder as 
particularidades dos dispositivos de entrada/saída, e apresentar ao programador um 
modelo abstrato com arquivos independentes dos dispositivos onde estão 
implementados.
Os arquivos são identificados através de um nome, o qual é formado por um 
conjunto de caracteres de tamanho variável. As regras variam de um sistema de 
arquivos para outro. Alguns, por exemplo, limitam o tamanho máximo do nome do 
arquivo e fazem a diferenciação entre caracteres alfabéticos maiúsculos e minúsculos no 
nome do arquivo. Em alguns sistemas operacionais, a identificação do nome do arquivo 
é dividido em duas partes separadas por um ponto. A parte seguinte ao ponto é 
denominada extensão do arquivo e indica alguma característica do arquivo.
O sistema operacional suporta diversas operações sobre arquivos. As 
principais operações são [OLIOO]:
• Criação do arquivo;
• Destruição do arquivo;
6• Leitura do conteúdo;
• Alteração do conteúdo;
• Escrita de novos dados;
• Execução do programa contido no arquivo;
• Alteração do nome do arquivo.
2.1.4 Programas de Sistema
Os programas de sistema realizam tarefas básicas para a utilização do 
sistema. São executados fora do núcleo do sistema operacional e utilizam as mesmas 
chamadas de sistema disponíveis aos programas de usuário [OLIOO],
O interpretador de comandos é o mais importante programa de sistema. Ele 
é ativado pelo sistema operacional sempre que um usuário inicia sua sessão de trabalho. 
Sua tarefa é receber comandos do usuário e processa-los. Normalmente, a execução do 
comando exige uma ou mais chamadas de sistema.
Os utilitários para manipulação de arquivos são um exemplo de programa 
de sistema. Eles listam, imprimem, copiam e alteram o nome de arquivos, entre outras 
funções. A utilização desses programas de sistema também é comum para a obtenção de 
informações a respeito do sistema, tal como data, hora ou quais usuários estão 
utilizando o computador em um dado momento.
2.2 Modos de Operação
A utilização indevida de algumas instruções causa sérios problemas à 
integridade do sistema. Estas instruções não podem, portanto, ser colocadas diretamente 
à disposição das aplicações. Operações de entrada/saída são exemplos deste tipo de 
instrução.
As instruções não-privilegiadas são as que não oferecem perigo ao sistema, 
enquanto que aquelas que tem o poder de comprometer o sistema são chamadas de 
instruções privilegiadas.
7O mecanismo de modos de operação é implementado pelo processador para 
que aplicações possam executar instruções privilegiadas. É comum o uso de dois modos 
de operação implementados pelo processador: modo usuário e modo supervisor. No 
modo usuário apenas as instruções não-privilegiadas podem ser executadas; no modo 
supervisor todas as instruções do processador podem ser executadas.
Uma forma de controlar o acesso às instruções privilegiadas é permitir que 
somente o sistema operacional tenha acesso à elas. Assim, o sistema operacional 
executa com o processador no modo supervisor e os programas de usuário executam em 
modo usuário. O sistema operacional, antes de entregar o processador aos processos de 
usuário, muda para o modo usuário. Assim, os processos de usuários executam apenas 
as instruções não-privilegiadas.
2.3 Estruturas
Existem diversas maneiras de estruturar um sistema operacional, sendo as 
mais conhecidas a estrutura monolítica, a estrutura em camadas e a estrutura cliente- 
servidor. Estas estruturas são apresentadas a seguir.
2.3.1 Sistemas Monolíticos
Em sistemas monolíticos o sistema operacional é organizado como um 
conjunto de procedimentos, cada um dos quais podendo interagir com os demais sempre 
que necessário. Neste tipo de sistema não existe uma estruturação visível, como mostra 
a figura 2.3
)>■ Procedimentos
Fig. 2.3 -  Sistema monolítico.
Cada procedimento do sistema deve ter uma interface bem definida em 
termos de argumentos e resultados [TAN92], Quando este modelo for usado na 
construção do programa objeto relativo ao sistema operacional, os procedimentos 
individuais são compilados e ligados, formando um único arquivo objeto.
Restrições relacionadas à visibilidade dos procedimentos não são 
implementadas. Desta maneira, cada procedimento é visível a todos os outros. Nesse 
tipo de sistema, as chamadas de sistemas são requisitadas através da colocação de 
argumentos em lugares bem determinados, como registradores ou pilhas, seguindo-se 
uma instrução para alterar o modo de acesso do modo usuário para o modo supervisor. 
Analisando os argumentos o sistema operacional define qual chamada de sistema deve 
ser executada. Para sua execução, a chamada de sistema pode acionar os procedimentos 
do sistema operacional necessários ao serviço solicitado. Após a conclusão da execução 
da chamada de sistema, o controle retoma ao programa do usuário.
2.3.2 Sistemas em Camadas
Nos sistema em camadas o sistema operacional é dividido em camadas de 
software sobrepostas. Essas camadas possuem funções que podem ser utilizados por
9outras camadas. Funções de uma camada podem fazer referência à funções da camada 
imediatamente inferior ou de camadas inferiores.
O primeiro sistema a fazer uso desta abordagem foi o sistema THE 
[TAN92] que utilizava seis camadas. A figura 2.4 apresenta a estrutura do sistema 
operacional THE. A camada 0 (camada inferior) permite a multiprogramação do 
processador, realizando a sua alocação e chaveamento entre processos quando ocorrem 
interrupções, ou quando o quantum do tempo expira. A camada 1 realiza a alocação de 
espaços para processos na memória e em um disco de 512 K endereços, que armazenava 
partes de processos para as quais não havia espaço na memória principal. A camada 2 
realiza as comunicações entre cada processo e o console de operação. A camada 3 
realiza a administração dos dispositivos de entrada/saída, movendo informações de/para 
tais dispositivos. A camada 4 armazena os programas de usuário e na camada 5 (camada 
superior) está o operador do sistema.
5 Operador
4 Programas de usuário
3 Gerência dos dispositivos de entrada/saída
2 Comunicação processo-operador
1 Gerência da memória
0 Alocação do processador
Fig. 2.4 -  Estrutura do sistema operacional THE.
Posteriormente, os sistemas MULTICS [TAN92] e VMS [MAC97] também 
implementaram o conceito de camadas.
A estruturação em camadas apresenta algumas vantagens, como por 
exemplo, a possibilidade de isolar as funções do sistema operacional, o que facilita a sua 
alteração e depuração, e também, protege as camadas mais internas na medida que cria 
uma hierarquia de níveis [MAC97],
10
2.3.3 Sistemas Cliente-Servidor
Neste modelo, a maioria das funções tradicionais dos sistemas operacionais 
são implementadas como processos de usuário. O núcleo do sistema fica responsável 
pela gerência de processos e pela comunicação entre processos clientes e processos 
servidores. Um processo cliente e aquele que solicita algum serviço ao sistema e o 
processo servidor é aquele que executa este serviço. Um processo cliente solicita um 
serviço enviando uma requisição ao processo servidor, o qual realiza o trabalho 




Dividindo o sistema operacional em vários servidores, cada um tratando um 
aspecto do sistema, tais como o sistema de arquivos e o gerente de memória, é possível 
tomar cada parte do sistema menor e mais fácil de implementar.
O modelo cliente-servidor possibilita que os servidores executem em modo 
usuário e o núcleo do sistema operacional execute em modo supervisor. Assim, se 
ocorrer um erro em um servidor, o sistema não ficará totalmente comprometido. Apenas
o servidor que sofreu o problema ficará parado.Esta estrutura também permite melhor 
manutenção porque as funções do sistema operacional podem ser isoladas em processos 
servidores pequenos e dedicados a serviços específicos.
2.4 Sistema de Arquivos
Um sistema de arquivos é o conjunto de métodos e estruturas de dados que 








Fig. 2.5 -  Modelo cliente-servidor.
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2.4.1 Implementação de Arquivos
A cada arquivo no sistema operacional está associado um descritor de 
arquivo. Este descritor é um registro que mantém informações sobre o arquivo, tais 
como: nome, tamanho, local no disco onde o conteúdo do arquivo foi colocado, data e 
hora do último acesso, data e hora da última alteração, identificação do usuário que 
criou o arquivo e a lista de usuários que podem acessar o arquivo e respectivos direitos 
de acesso. O descritor de arquivos fica armazenado em disco, usualmente na mesma 
partição onde se encontra o conteúdo do arquivo [OLIOO],
Na maioria dos sistemas operacionais, um processo de usuário que queira 
utilizar um arquivo deve primeiramente solicitar a abertura deste arquivo. Isto acontece 
através das chamadas de sistema e serve para o sistema de arquivos localizar o arquivo 
no disco e carregar o descritor deste arquivo para a memória.
O sistema de arquivos mantém então na memória uma cópia dos descritores 
dos arquivos abertos. Quando o arquivo é fechado, o sistema de arquivos atualiza o 
descritor do disco, caso ele esteja desatualizado em relação à cópia na memória.
2.4.2 Estrutura Interna do Arquivo
A estrutura interna de uma arquivo corresponde ao modo como os seus 
dados estão armazenados. Várias formas podem ser usadas para estruturar um arquivo.
Uma forma de estruturar os arquivos é através de uma seqüência não- 
estruturada de bytes, na qual o sistema operacional vê o arquivo como uma seqüência de 
bytes, sem que nenhuma estrutura lógica seja estabelecida para os dados. A aplicação 
fica responsável pelo controle de acesso aos arquivos. A vantagem deste método está na 
flexibilidade para criar diferentes estruturas de dados.
Outra forma de estruturação é definir os arquivos como uma seqüência de 
registros de tamanho fixo, onde cada registro possui uma estrutura interna característica. 
Desta maneira, uma operação de leitura retoma um registro e uma operação de escrita 
grava um registro.
Uma terceira forma de organização coloca os arquivos como uma árvore de 
registros. Os registros tem tamanhos variados e cada registro contém um campo chave
em uma posição fixa. A ordenação da árvore acontece pelo campo chave, permitindo 
uma busca rápida de determinada chave [TAN92],
2.4.3 Diretórios
Diretórios são conjuntos de referências à arquivos [OLIOO], Um diretório é 
uma estrutura de dados que contém entradas associadas aos arquivos como seu nome, 
localização física e organização. Quando um arquivo é aberto, o sistema operacional 
busca, a partir do nome, os demais atributos do arquivo (armazenados diretamente no 
diretório ou em uma estrutura de dados apontada pelo diretório), colocando tais 
informações em uma tabela na memória. Todas as referências subseqüentes ao arquivo 
usam as informações da memória principal.
2.5 Unix
Este tópico apresenta o sistema operacional Unix. Primeiramente, no 
subtópico 2.5.1 são introduzidos os aspectos gerais, no subtópico 2.5.2 são mostrados os 
conceitos fundamentais, e por fim, no subtópico 2.5.3 são apresentadas as chamadas de 
sistema.
2.5.1 Aspectos Gerais
O Unix é um sistema operacional multitarefa e multi-usuário interativo de 
tempo compartilhado. Ele gerencia o hardware do computador alocando recursos, 
escalonando tarefas, processando requisições de usuários e executando funções 
administrativas e de manutenção para o sistema.
Atualmente, o sistema operacional Unix é um importante padrão que 
influenciou o projeto de muitos sistemas operacionais modernos e apresenta os 
seguintes recursos e capacidades:
• Centenas de programas utilitários para executar uma grande variedade 
de funções como criação, edição, e manipulação de arquivos e textos,
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processamento de comandos e tarefas, comunicação com outros 
usuários, manutenção do sistema e desenvolvimento de programas;
• O interpretador de comandos (shell), que funciona como uma interface 
com o usuário, é uma ferramenta flexível que habilita usuários a 
executar o seu trabalho ao mesmo tempo que provê uma estrutura que 
separa e protege usuários e seus ambientes uns dos outros e do sistema 
operacional;
• Sistema de arquivos e sistema de entrada/saída simplificado, onde cada 
arquivo, comando, programa e dispositivo de entrada/saída é tratado 
pelo sistema operacional como um arquivo que contém cadeias de 
caracteres;
• Unix foi projetado para ser portável de forma que ele possa ser 
implementado facilmente em várias plataformas computacionais.
Um sistema Unix pode ser visualizado como uma espécie de pirâmide. No 
nível mais baixo está o hardware, envolvendo o processador, memória, dispositivos de 
entrada/saída, além de outros dispositivos. No nível seguinte está o sistema operacional 
Unix, controlando o hardware e fornecendo as chamadas de sistema para que todos os 
programas tenham acesso aos serviços do sistema. No próximo nível da pirâmide 
encontra-se a biblioteca de procedimentos-padrão, com um procedimento para cada 
chamada de sistema. Então, para executar um comando de leitura, um programa na 
linguagem de programação C chama o procedimento read da biblioteca. No nível 
seguinte estão os programas utilitários-padrâo. Nele se incluem o processador de 
comandos (shell), os compiladores, os editores, os programas para processamento de 
texto, e os utilitários para manipulação de arquivos. Alguns são especificados na 
recomendação POSIX 1003.2, e alguns são diferentes para as várias versões do Unix. 
No último nível estão os usuários que utilizam os programas citados anteriormente. A 
figura 2.6 apresenta estes níveis citados acima.
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I Usuários I(utilizam o shell, editores, etc.) !
Programas utilitários-padrão 1
(shell, editores, compiladores, etc.) 1
I Biblioteca de procedimentos-padrão I (open, close, read, write, fork, etc.) I
Sistema operacional Unix 
(gerência de processos, gerência de memória, sistema 
de arquivo, sistema de entrada/saída, etc.)
Hardware
(memória, processador, discos, terminais, etc.)
Fig. 2.6 -  Níveis de um sistema Unix.
Os comandos do Unix são processados pelo shell, que faz parte dos 
programas utilitários-padrão. O shell é responsável por interpretar os comandos do 
usuário, convertendo-os em chamadas do sistema operacional.
2.5.2 Processos
No Unix os processos são elementos ativos no sistema porque alteram o seu 
estado durante a execução de um programa [OLIOO], Cada processo executa um único 
programa, e tem uma única linha de controle, isto é, tem apenas um ponteiro de 
instruções.
Cada processo criado possui um número associado a ele chamado de 
process id (pid). Este número distingue o processo de todos os outros processos criados 
e que ainda não terminaram sua execução. Assim, cada processo possui um pid único. 
Quando um processo cria outro, ele é chamado de processo pai e o processo criado é 
chamado processo filho. No Unix, um processo pai cria um processo filho fazendo 
cópia de si mesmo. Com exceção do pid, estes processos (pai e filho) são idênticos. Para 
executar um novo programa, o processo criado sobrepõe o código e os dados do 
programa herdado do processo pai pelo código e os dados do novo programa e então 
inicia sua execução. Um processo pai pode ter vários processos filho e um processo 
filho tem um único processo pai.
Um processo pai pode suspender sua própria execução. Por exemplo, o 
shell normalmente executa um programa criando um processo filho e esperando que 
este filho termine sua execução para liberar o caracter de prompt para o usuário.
O único processo no Unix que não tem pai é o processo 0, o qual é criado 
durante a inicialização do sistema. O ancestral de todos os outros processos no sistema é 
o processo 1. Ele é criado pelo processo 0 e chamado de inií. Os processos são 
escalonados de acordo com uma prioridade, que é definida e ajustada dinamicamente 
pelo núcleo do Unix.
Processos conhecidos como daemon são processos especiais, que 
respondem por tarefas especiais no sistema, como por exemplo, gerência de filas de 
impressão e escalonamento de processos batch.
2.5.3 Sistema de Arquivos
Os conceitos básicos no Unix relacionados ao sistema de arquivos são 
superbloco, nó-i, bloco de dados, bloco de diretórios e bloco de indireção. O superbloco 
contém as informações sobre o sistema de arquivos como um todo, como por exemplo, 
seu tamanho. Um nó-i contém as informações sobre um determinado arquivo, exceto 
seu nome. O nome está armazenado no diretório, junto com o número do nó-i. Uma 
entrada de diretório é formada pelo nome e pelo número do nó-i que representa o 
arquivo. O nó-i contém o número de diversos blocos de dados usados para armazenar as 
informações do arquivo. Há espaço somente para uns poucos blocos de dados no nó-i, e, 
caso um número maior seja necessário, mais espaço para ponteiros será alocado 
dinamicamente. Estes blocos alocados dinamicamente são blocos de indireção que, 
como o nome indica, contém endereços para outros blocos de dados.
O Unix suporta diversas operações sobre arquivos, tais como: criação, 
destruição, leitura do conteúdo, alteração do conteúdo, troca do nome do arquivo, 
execução do programa contido no arquivo.
No Unix, os arquivos podem ser agrupados em diretórios, por conveniência 
de seus usuários. Os diretórios são armazenados como se fossem arquivos, e, de uma 
forma geral, podem ser tratados como arquivos [TAN92]. O sistema de arquivos assume 
uma forma hierárquica na medida em que os diretórios podem conter subdiretórios.
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Uma forma de se especificar nomes de arquivos em Unix é através do 
chamado caminho absoluto, no qual é informado como chegar ao arquivo a partir do 
diretório raiz. Porém, nomes absolutos são muito grandes e por vezes inconveniente. 
Assim, o caminho relativo é uma outra maneira de especificar nomes de arquivos. O 
Unix permite que seus usuários designem o diretório no qual estão trabalhando como 
diretório de trabalho ou diretório atual. Todos os nomes de caminhos são interpretados 
em relação ao diretório atual. Por exemplo, se o diretório atual for usr/ast, então, o 
arquivo cujo caminho absoluto é usr/ast/abcd pode ser referenciado apenas por abcd.
2.5.4 Chamadas de Sistema
Os programas solicitam serviços ao sistema operacional através das 
chamadas de sistema. Elas são semelhantes à subrotinas. Entretanto, enquanto as 
subrotinas são procedimentos normais de um programa, as çhamadas de sistema ativam 
o sistema operacional. Através de argumentos, o programa informa exatamente o que 
necessita. O retomo da chamada de sistema faz com que a execução do programa seja 
retomada à partir da instrução que segue à chamada [OLIOO],
Quando ocorre algum erro na execução das chamadas de sistema, o Unix 
utiliza a variável global ermo para indicar o tipo de erro que ocorreu. Esta variável 
recebe então um valor positivo que informa o tipo de erro e a chamada de sistema 
retoma em geral o valor -1. No arquivo errno.h estão as constantes que são associadas a 
esses valores positivos.
A seguir, é apresentada uma seleção das chamadas de sistema mais 
representativas do POS1X (Portable Operating System Interface).
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Chamadas de Sistema para gerência de processos
Gerência de Processo Descrição
pid = fork() Cria um processo filho
s  = waitpid (pid, &status, opts) Espera até que um filho termine
exit (status) Termina e execução e retoma um código de estado
s  = execve (name, argv, emp) Substitui a imagem de memória de um processo
Fig. 2.7 - Chamadas mais comuns que tratam da gerência de processos no Unix.
O fork é a chamada de sistema que cria um novo processo no Unix 
exatamente igual ao processo original, incluindo descritores de arquivos, registradores e 
tudo mais.
A chamada waitpid faz com que um processo pai espere o término da 
execução de um processo filho. Essa chamada possui três argumentos, sendo que o 
primeiro argumento permite que o processo pai espere por um processo filho específico. 
No caso desse argumento ser -1, o processo pai espera pelo primeiro dos filhos que 
terminar. O segundo argumento informa o endereço de uma variável que receberá o 
código do estado de saída do filho e o último argumento informa se o processo pai 
retoma sua execução ou fica bloqueado, caso nenhum filho tenha ainda terminado sua 
execução.
A chamada de sistema exit é invocada por cada um dos processos ao 
término de sua execução e possui apenas um argumento, que é o estado de saída desse 
processo.
A chamada de sistema execve substitui a imagem do processo atual pelo 
novo arquivo de programa e este novo programa normalmente inicia na função main. 
execve tem três argumentos, o nome do arquivo a ser executado, um ponteiro para o 
vetor de argumentos e um ponteiro para o vetor de ambiente;
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Chamadas de Sistema para arquivos e diretórios
Arquivos e Diretórios Descrição
fd = open (file, flags, mode) Abre um arquivo para leitura e/ou escrita
s  = close (fd) Fecha um arquivo aberto
n = read (fd, buffer, nbytes) Lê dados de um arquivo e os coloca em um buffer
n = write (fd, buffer, nbytes) Escreve os dados de um buffer em um arquivo
pos = Iseek (fd, offset, whence) Move o ponteiro do arquivo para qualquer posição
s  = mkdir (name, mode) Cria um novo diretório
s  = rmdir (name) Remove um diretório vazio
Fig. 2.8 -  Chamadas mais comuns que tratam da manipulação de arquivos e diretórios
no Unix.
A chamada de sistema open abre (mas também pode criar) um arquivo. Os 
argumentos necessários para esta chamada de sistema são o nome do arquivo, flags 
(nesse argumento várias opções podem ser especificadas) e modo de acesso.
A chamada de sistema close fecha um arquivo. Como argumento necessita 
apenas do descritor de arquivo.
A chamada de sistema read lê um bloco de bytes de um arquivo. Possui três 
argumentos: descritor de arquivo, endereço origem do bloco e tamanho do bloco (em 
bytes).
A chamada de sistema write escreve um bloco de bytes em um arquivo. O 
segundo argumento informa o endereço do bloco destino e os demais argumentos são 
idênticos aos da chamada de sistema read.
A chamada de sistema Iseek permite que programas acessem qualquer parte 
do arquivo. O primeiro argumento especifica o descritor de arquivo, o segundo é a 
posição do arquivo e o terceiro argumento informa se a posição é relativa ao início do 
arquivo, à posição corrente ou ao final do arquivo. O retomo desta chamada é a posição 
absoluta no arquivo após a mudança do ponteiro.




Neste tópico são abordados os principais conceitos relacionados ao sistema 
operacional Linux. No súbtópico 2.6.1 é feita uma breve introdução e no subtópico 2.6.2
são apresentados os conceitos que envolvem o sistema de arquivos do Linux.
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2.6.1 Introdução
O Linux é um sistema operacional pertencente à família Unix e segue as 
especificações PQSIX. Ele foi projetado inicialmente para computadores PCs baseados 
em processadores 386, mas hoje roda em vários tipos de máquinas diferentes como 
Sparcs da Sun, Amiga e Power PCs. Mas, ao contrário do Unix, o Linux possui o 
código fonte aberto. Tal característica permite que qualquer pessoa veja como o sistema 
funciona, corrija alguma problema ou faça alguma sugestão sobre sua melhoria, e esse é 
um dos motivos de seu rápido crescimento, do aumento da compatibilidade de 
periféricos e de sua estabilidade.
Existem variados tipos de distribuições do Linux, sendo que por 
distribuições entende-se o conjunto formado pelo sistema operacional básico e pelo 
conjunto de aplicativos e suas configurações. Exemplos de distribuições são Red Hat, 
Debian, Mandrake e Slackware.
Juntamente com a possibilidade de escolha entre as diversas distribuições, 
existem também as opções de interfaces gráficas, tomando esse sistema operacional 
ainda mais atrativo. Exemplos de interfaces gráficas são o KDE e GNOME.
2.6.2 Sistema de Arquivos
A organização do sistema de arquivos do Linux é em forma de uma árvore 
hierarquizada. Assim, cada arquivo, diretório e dispositivo de entrada/saída é 
representado por um nó da árvore.
O Linux suporta diferentes sistemas de arquivos, possibilitando a existência 
simultânea, em disco, dele e outros sistemas operacionais. Neste sentido, o conceito de 
partições e pontos de montagem são importantes. Um disco físico pode ser dividido em 
vários discos lógicos, e para cada disco lógico pode ser associado um sistema de
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arquivos. Esses discos lógicos são chamados de partições. Os pontos de montagem são 
os diretórios. No Linux, o diretório “/” é definido como o ponto de montagem inicial e a 
partir dele é possível criar novos diretórios, bem como definir outros sistemas de 
arquivos [OLIOO],
O sistema de arquivos do Linux é o ext.2 (Second Extended File System), 
sendo que o bloco é a estrutura básica desse sistema. O bloço pode conter informações 
referentes ao sistema de arquivos como um todo, ou conter dados.
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3. Protocolos de Comunicação
O objetivo principal deste capítulo é introduzir os protocolos de 
comunicação para redes de computadores. Inicialmente, no tópico 3.1 é apresentado o 
conceito de redes de computadores e sua classificação. No tópico 3.2 é feita uma breve 
introdução à arquitetura TCP/IP. No tópico 3.3 é mostrado o protocolo TCP 
{Transmission Control Protocol) e a seguir, no tópico 3.4, é apresentado o protocolo 
UDP (User Datagram Protocol). O tópico 3.5 descreve o conceito de sockets para a 
arquitetura TCP/IP e o tópico 3.6 introduz o conceito de servidores concorrentes.
3.1 Redes de Computadores
As redes de computadores são constituídas de módulos processadores, 
interligados por um sistema de comunicação, sendo capazes de trocar informações e 
compartilhar recursos. Um módulo processador pode ser qualquer dispositivo que se 
comunique por troca de mensagens através do sistema de comunicação, como por 
exemplo, um terminal, uma impressora ou um computador.
O sistema de comunicação é formado por um arranjo topológico que 
interliga os módulos processadores por meio de enlaces físicos e de um conjunto de 
regras para organizar a comunicação (protocolos).
A seguir é apresentada a classificação das redes de computadores que se 
subdividem em redes locais, redes metropolitanas e redes geograficamente distribuídas 
[SOA95].
3.1.1 Redes Locais
Redes Locais (LANs -  Local Area Networks) são redes privadas contidas 
normalmente em um prédio, que tem alguns quilômetros de extensão. As redes locais 
foram definidas e utilizadas inicialmente nos ambientes de institutos de pesquisa e 
universidades. Elas surgiram para viabilizar a troca e o compartilhamento de
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informações e dispositivos periféricos preservando a independência das várias estações 
dp processamento. Atualmente são amplamente usadas para interligar computadores 
pessoais e estações de trabalho em escritórios, universidades e instalações industriais.
As redes locais tradicionais operam em velocidades que podem variar de 10 
a 100 Mbps, tem um baixo retardo e cometem pouquíssimos erros [TAN97], São 
apresentadas a seguir as topologias mais utilizadas nestas redes.
Topologia em Estrela
Na topologia em estrela um nó central interliga os demais nós. Todas as 
mensagens devem passar pelo nó central, o qual age como um centro de controle da 
rede (figura 3.1).
Fig. 3 .1 - Topologia em Estrela.
Em algumas redes com topologia em estrela, o nó central tem como única 
função o gerenciamento das comunicações. Em outras, o nó central tem tanto a função 
de gerenciamento de comunicações como facilidades de processamento de dados. O nó 
central é chamado de comutador ou switch quando sua função é o chaveamento (ou 
comutação) entre as estações que desejam se comunicar.
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Topologia em Anel
Em uma rede em anel, as estações são conectadas através de um caminho 
fechado. O anel consiste em uma série de repetidores ligados por um meio físico, e cada 
estação é ligada à esses repetidores (figura 3.2). As estações, portanto, não são 
interligadas diretamente ao anel [SOA95].
A transmissão e recepção de dados em uma rede em anel pode acontecer em 
ambas as direções. No entanto, as configurações mais usuais são unidirecionais, 
simplificando o projeto dos repetidores e tomando menos sofisticados os protocolos de 
comunicação que asseguram a entrega da mensagem ao destino corretamente. Os 
repetidores são geralmente projetados para transmitir e receber dados simultaneamente, 
diminuindo o retardo de transmissão.
Quando um nó envia uma mensagem, ela entra no anel e, dependendo do 
protocolo empregado, circula até que seja retirada pelo nó destino ou até retomar ao nó 
de origem. No primeiro caso, o repetidor deve usar um retardo suficiente para o 
recebimento e armazenamento dos bits de endereçamento de destino da mensagem, 
quando então poderá decidir se esta deve ou não permanecer no anel. No outro caso, a
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rede pode atuar com um retardo de um bit por repetidor, porque a medida que os bits de 
uma mensagem vão chegando eles vão sendo despachados.
Topologia em Barra
Na topologia em barra todas as estações se ligam ao mesmo meio de 
transmissão (figura 3.3). Nas redes em barra cada nó conectado à barra pode Ouvir todas 
as informações transmitidas.
Fig. 3.3 -  Topologia em Barra.
Os mecanismos de controle de acesso à barra podem ser do tipo centralizado 
ou descentralizado. No controle centralizado, o direito de acesso é determinado por uma 
estação específica da rede. No controle descentralizado, a responsabilidade de acesso é 
distribuída entre todos os nós.
O meio de transmissão, número de nós conectados, controle de acesso e tipo 
de tráfego são fatores que determinam o desempenho de um sistema em barra. A 
interconexão de hubs pode ser uma forma de expansão da rede .
3.1.2 Redes Metropolitanas
Uma rede metropolitana (MAN -  Metropolitan Area Network) é uma versão 
ampliada de uma LAN porque ambas utilizam tecnologias semelhantes. Uma MAN 
pode ser privada ou pública e pode abranger um grupo de escritórios vizinhos ou uma 
cidade inteira [TAN97],
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As redes metropolitanas são tratadas como uma categoria especial porque 
elas tem um padrão especial, o IEEE 802.6, que define dois barramentos aos quais todos 
os computadores são conectados (figura 3.4).
Fig. 3.4 -  Arquitetura da rede metropolitana.
Cada barramento tem um dispositivo que inicia a atividade de transmissão. 
O tráfego que se destina a um computador localizado à direita do emissor utiliza o 
barramento superior, e o tráfego à esquerda do emissor utiliza o barramento inferior 
[TAN97],
3.1.3 Redes Geograficamente Distribuídas
Redes Geograficamente Distribuídas (Wide Area Networks - WANs) 
abrangem uma ampla área geográfica, com freqüência um país ou continente. Como o 
custo de comunicação é bastante elevado (circuitos para satélites e enlaces de 
microondas), tais redes são normalmente gerenciadas por grandes operadoras (públicas 
ou privadas).
Tendo em vista as considerações em relação ao custo, neste tipo de rede são 
usados arranjos topológicos específicos e diferentes daqueles utilizados em redes locais 
para a interligação dos diversos módulos processadores. Caminhos alternativos para a 




O termo arquitetura TCP/IP é utilizado como designação comum para uma 
família de protocolos de comunicação de dados, sendo que o Transmission Control 
Protocol (TCP) e o Internet Protocol (IP) são apenas dois deles. O IP é responsável pelo 
encaminhamento de pacotes de dados pelas diversas sub-redes desde a origem até seu 
destino. O TCP tem por função o transporte ponto-a-ponto confiável de mensagens de 
dados entre dois sistemas. O IP é um protocolo do tipo datagrama, operando, portanto, 
no modo não orientado à conexão, enquanto o TCP é um protocolo de transporte 
orientado á conexão. Os protocolos TCP/IP podem, em conjunto, oferecer um serviço 
confiável. Para uso em redes de alta qualidade, onde a confiabilidade não assume 
grande importância, foi definido o protocolo UDP (User Datagram Protocol) que opera 
no modo não orientado à conexão e possui funcionalidades bem mais simples que o 
TCP.





Fig. 3.5 -  Organização da arquitetura TCP/IP.
Os protocolos na camada de interface de rede provêem meios para que os 
dados sejam transmitidos a outros computadores na mesma rede física. As principais 
funções desta camada são: encapsulamento de datagramas IP em frames para 
transmissão e a tradução de endereços IP em endereços físicos de rede.
A camada de rede é responsável pela transferência de dados através da rede, 
desde a máquina de origem até a máquina de destino. Esta camada define o protocolo 
ff, o qual é não orientado à conexão e não é confiável.
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A função básica da camada de transporte é permitir a comunicação ponto-a- 
ponto entre aplicações [SOA95], Dois protocolos são definidos nesta camada, o TCP e o 
UDP, que são detalhados nos próximos tópicos.
A camada de aplicação descreve as tecnologias usadas para fornecer 
serviços especializados para os usuários finais e administra os detalhes de uma 
aplicação em particular [TEI96], As aplicações interagem com o nível de transporte 
para enviar e receber dados.
3.3 TCP (Transmission Control Protocol)
O TCP fornece um serviço confiável de transferência de dados e opera no 
modo orientado à conexão. Ele foi projetado para funcionar com base em um serviço de 
rede sem conexão e sem confirmação. Desta maneira, ele se responsabiliza pela 
recuperação de dados corrompidos, perdidos, duplicados ou entregues fora de ordem.
O serviço TCP é obtido quando tanto o transmissor quanto o receptor criam 
pontos terminais, denominados sockets. Um socket local pode participar de várias 
conexões diferentes com sockets remotos e para isso utiliza o conceito de porta, onde 
cada processo que está sendo atendido pelo TCP em um dado momento é identificado 
por uma porta diferente. Processos servidores que são muito usados como, por exemplo, 
FTP e Telnet, são associados a portas fixas, as quais são chamadas de portas conhecidas 
(well-known ports).
As conexões no TCP são ponto-a-ponto e transportam fluxos de dados em 
ambas as direções caracterizando a transmissão fúll-duplex. O TCP é compatível com 
os processos de multicast e difusão.
Os dados trocados pelas entidades TCP transmissoras e receptoras estão na 
forma de segmentos. Um segmento consiste em um cabeçalho fixo de 20 bytes (mais 
uma parte opcional), seguido de zero ou mais bytes de dados [TAN95], O software TCP 
define o tamanho destes segmentos e ainda se um segmento vai acumular dados de 
várias escritas ou dividir os dados de uma única escrita em vários segmentos. Quando 
um segmento é transmitido, a entidade TCP coloca uma cópia deste segmento em uma 
fila de retransmissão e aciona um temporizador. Se a entidade transmissora TCP recebe
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a confirmação da chegada dos dados, o segmento é retirado da fila. Se o temporizador 
expirar antes da chegada da confirmação de recebimento dos dados, o segmento é 
retransmitido. A figura 3.6 mostra o formato do segmento TCP.
<- 32 Bits
I I
Source port Destination port
Sequence number
Acknowledgement number
TCP U A P R S F
header R C S S Y I Window size
length G K H T N N
Checksum Urgent pointer
Urgent pointer options (0 ou mais palavras de 32 bits)
Dados (campo opcional)
Fig. 3.6 -  O segmento TCP.
No TCP receptor, os números de seqüência são usados para ordenar os 
segmentos que porventura tenham sido recebidos fora de ordem e para eliminar 
segmentos duplicados [SOA95], Os segmentos corrompidos são tratados adicionando-se 
um checksim a cada segmento transmitido e no receptor é feita uma verificação sendo 
que os segmentos danificados são descartados.
Para controlar o fluxo de dados que o transmissor pode enviar ao receptor o 
TCP usa um mecanismo no qual o receptor informa, juntamente com a confirmação de 
recebimento, quantos bytes podem ser enviados, contados a partir do último byte 
confirmado. Com esta informação o transmissor calcula o número de bytes que pode 
enviar ao receptor.
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3.3.2 Estabelecendo uma conexão
O protocolo de estabelecimento de conexão usado no TCP é chamado de 
handshake de três vias (three-way handshake). Quando um processo TCP deseja 
comunicar-se com outro processo TCP, uma seqüência de mensagens é trocada entre os 
processos. As mensagens trocadas identificam a conexão com números de seqüência 
baseados em relógios, que são utilizados para evitar que o estabelecimento de conexões 
inválidas seja provocado pela duplicação de mensagens com pedido de abertura de 
conexão [SOA95].
ser identificado porque ele possui um conjunto de bits SYN (sincronização) que 
informam um número de seqüência inicial. A segunda mensagem possui ambos os 
conjuntos de bits SYN, do processo que iniciou o estabelecimento da conexão, e ACK 
(confirmação) que contém um número de seqüência inicial do processo receptor, 
indicando a confirmação de recebimento do primeiro segmento SYN. A mensagem final 
do handshake é uma confirmação utilizada para informar ao processo receptor que 
ambos os lados concordam em que uma conexão foi estabelecida.





Recebe SYN + ACK.
Envia ACK + 1
Recebe ACK + 1
Fig. 3.7 -  Handshake de Três Vias.
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3.3.3 Encerrando uma conexão
A operação close pode ser usada para encerrar uma comunicação entre dois 
processos que utilizam o TCP. O TCP usa, internamente, um handshake de três vias 
modificado para encerrar as conexões [COM97], Para isso o processo TCP transmissor 
completa a transmissão dos dados restantes, espera que o processo receptor os confirme 
e, em seguida envia um segmento com o conjunto de bits FIN, que indicam o 
encerramento da conexão, conforme mostra a figura 3.8. O processo receptor confirma 
o recebimento do segmento FIN enviando ao processo transmissor um segmento ACK, 
e em seguida envia o seu segmento FIN. Então, o processo transmissor envia um 
segmento ACK confirmando que recebeu o segmento FIN do processo receptor.
Mensagem da rede
Fig. 3.8 -  Handshake de Três Vias utilizado para encerrar conexões.
3.4 UDP (User Datagram Protocoí)
O UDP fornece um serviço mínimo de transporte em redes que usam o 
protocolo IP, permitindo que as aplicações tenham acesso direto aos serviços da camada 
de rede. O UDP opera no modo sem conexão e fomece um serviço de transporte de 
dados não-confiável. O fato de ser não orientado à conexão significa que uma 
mensagem pode ser enviada a qualquer momento, sem qualquer tipo de aviso, 
negociação ou preparação com a máquina destino. É esperado que a máquina destino
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esteja preparada para receber e processar as mensagens, as quais são também chamadas 
de datagramas. O fato do protocolo não ser confiável significa que :
• Não existe nenhuma garantia de que os datagramas sejam entregues no 
destino.
• Não existe registro dos datagramas enviados.
• Os datagramas podem chegar fora de ordem.
• Os datagramas podem chegar duplicados.
• Não existe controle de fluxo.
• Não existe controle de congestionamento na rede.
Esta falta de confiabilidade toma necessária a programação, dentro do 
programa de aplicação, de confirmações de recebimento dos dados por parte do 
processo receptor, timeouts e retransmissões.
O UDP se toma ideal quando não é necessário controle de fluxo nem 
manutenção das seqüências de mensagens enviadas. Muitas aplicações cliente-servidor 
que tem uma solicitação e uma resposta utilizam o UDP, como por exemplo: Network 
File System (NFS), Simple Network Management Protocol (SNMP) e Domain Name 
System (DNS).
O serviço prestado pelo UDP acrescenta dois serviços que a camada IP não 
disponibiliza:
• A capacidade de distinguir um entre os vários processos que estejam 
usando os serviços da camada de rede IP, numa mesma máquina.
• A capacidade de verificação da exatidão dos dados recebidos.
Assim como no TCP, o mecanismo que permite distinguir um entre 
múltiplos destinos independentes dentro de uma mesma máquina é implementado 
através do conceito de portas.
O mecanismo que permite verificar se os dados chegaram ao destino 
intactos é implementado através do campo checksum no cabeçalho da mensagem UDP.
Um segmento UDP consiste em um cabeçalho de 8 bytes seguido dos dados, 
como mostra a figura 3.9.
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I I I I I 1 I 1 I I. 1 I 1 I I_1 I I I 1,1.
Source port Destination port
UDP length UDP checksum
Fig. 3.9 -  O segmento UDP.
3.5 Sockets
Sockets constituem uma interface de programação de aplicações (API), e 
no Unix foram implementados como um conjunto de chamadas de sistema para 
comunicação entre computadores na arquitetura TCP/IP. A seguir são apresentadas as 
principais chamadas de sistema relacionadas à criação e manipulação de sockets no 
sistema operacional Unix.
Criação de um socket
A chamada de sistema socket cria os sockets solicitados. São necessários 
três argumentos inteiros e é retomado um resultado inteiro. Sua forma é a seguinte:
resultado = socket (pf, tipo, protocolo);
O argumento p f  especifica a família de protocolos a ser usada com o socket 
Os principais são AF_INET (para protocolo IPv4), AFINET6 (para protocolo IPv6) e 
AF LOCAL (para protocolos Unix Domain). O argumento tipo especifica o tipo de 
comunicação a ser usada. Entre os tipo possíveis estão o serviço de transmissão 
confiável (SOCKJSTREAM) e o serviço de transmissão de datagrama sem conexão 
(SOCKDGRAM), assim como um tipo bruto (SOCK RAW) que permite que 
programas privilegiados acessem protocolos de nível inferior ou interfaces de redes. O 
argumento protocolo geralmente é setado para zero, exceto para sockets raw. Quando 
executada com sucesso, a chamada de sistema socket retoma um valor inteiro, não- 
negativo, chamado descritor do socket [COM98], Senão, o valor de retomo é -1.
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Fechamento de um socket
Quando um processo acaba de utilizar um socket, ele invoca a chamada de 
sistema close que tem a seguinte forma: 
close (sockfd);
O argumento sockfd especifica o descritor de socket a ser fechado. 
Internamente, uma chamada close decrementa a contagem de um socket e o destrói se a 
contagem chegar a zero [COM98], Quando executada com sucesso, a chamada de 
sistema close retoma zero, senão retoma -1 [STE97],
Especificação de um endereço local
Uma vez criado um socket, é possível associar um endereço (TCP, UDP ou 
IP) a ele através da chamada de sistema bind que tem o seguinte formato: 
bind (socket, localaddr, addrlen);
O argumento socket é o descritor do socket a ser vinculado. O argumento 
localaddr é um endereço de memória para a estrutura que especifica o endereço local ao 
qual o socket deve ser vinculado e o argumento addrlen é um inteiro que especifica o 
comprimento do endereço medido em bytes. Quando executada com sucesso, a 
chamada de sistema bind retoma zero, senão retoma -1 [STE97],
Vinculação de sockets a endereços destinos
Um socket é criado no estado desconectado, isto é, ele não está associado a 
nenhum endereço destino. A chamada de sistema connect vincula um destino 
permanente a um socket, colocando-o para o estado conectado. O formato desta 
chamada de sistema é o seguinte:
connect (socket, destaddr, addrlen);
O argumento socket é o descritor do socket a ser conectado. O argumento 
destaddr é um endereço de memória para uma estrutura de socket que indica o 
endereço de destino ao qual o socket deve ser vinculado. O argumento addrlen indica o 
tamanho, em bytes, da estrutura de endereço de socket. Quando executada com sucesso,
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a chamada de sistema connect retoma zero, senão retoma -1 [STE97].
Envio de dados através de um socket
Existem cinco chamadas de sistema possíveis de serem usadas para 
transmitir dados: send, sendto, sendmsg, write e writev. Send, write e wriíev funcionam 
somente com sockets conectados porque não permitem que o processo solicitante 
especifique um endereço de destino. A chamada de sistema send tem a seguinte forma:
send Çsocket, message, length, flags);
O argumento socket especifica o socket a ser usado, o argumento message 
fomece o endereço dos dados a serem enviados e o argumento length especifica o 
número de bytes a serem enviados. O argumento flags controla a transmissão, 
permitindo, por exemplo, que o solicitante determine que a mensagem seja enviada sem 
usar as tabelas de roteamento locais. Quando executada com sucesso, a chamada de 
sistema send retoma o número de bytes transmitidos, senão retoma -1.
Recebimento de dados através de um socket
Assim como para o envio, existem cinco chamadas de sistemas que podem 
ser utilizadas para recebimento de dados: read, readv, recv, recvfrom,e recvmsg.
Os processos usam a chamada de sistema recv para receber dados de um 
socket conectado. Sua forma é a seguinte:
recv (socket, buffer, length, flags);
O argumento socket especifica um descritor de socket do qual os dados 
devem ser recebidos. O argumento buffer especifica o endereço da memória na qual a 
mensagem deve ser colocada e o argumento length especifica o comprimento da área de 
buffer. O argumento flags permite que o processo solicitante controle a recepção dos 
dados [COM98], Quando executada com sucesso, a chamada de sistema recv retoma o 
número de bytes recebidos, senão retoma -1.
35
Especificação de um comprimento de fila para um servidor
A chamada de sistema listen é usada por processos servidores para preparar 
um socket para conexões de entrada. Um processo servidor chama listen para informar 
ao sistema operacional que o software do protocolo deve enfileirar as várias solicitações 
simultâneas que chegam ao socket. O formato desta chamada de sistema é o seguinte: 
listen (socket, qlength);
O argumento socket especifica o descritor de socket a ser usado por um 
servidor. O argumento qlength especifica o comprimento da fila de solicitação para 
aquele socket. Se a fila estiver cheia quando uma solicitação chegar, o sistema 
operacional recusa a conexão e descarta a solicitação. Esta chamada de sistema é usada 
apenas por sockets que selecionaram um serviço de entrega confiável. Quando 
executada com sucesso, listen retoma zero; senão retoma -1 [STE97],
Aceitando conexões
A chamada de sistema accept é utilizada por processos servidores que 
desejam aguardar uma conexão. Uma chamada à accept permanece bloqueada até que 
uma solicitação de conexão chegue. Seu formato é o seguinte: 
newsock = accept (socket, addr, addrlen);
O argumento socket especifica o descritor de socket a ser usado. O 
argumento addr é um ponteiro para um endereço de memória para uma estrutura do tipo 
sockaddr e o argumento addrlen é um ponteiro para um inteiro. Quando uma solicitação 
chega, o sistema preenche o argumento addr com o endereço do cliente que fez a 
solicitação e retoma um novo descritor de socket ao solicitante. O socket original 
permanece aberto e o processo servidor pode continuar recebendo solicitações. Quando 
executada com sucesso, a chamada de sistema accept retoma um novo descritor de 
socket, senão retoma -1.
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3.6 Servidores Concorrentes
Servidores concorrentes com sockets TCP/IP [STE98] constituem uma 
técnica muito utilizada na criação de processos servidores. Nesta técnica, o servidor fica 
a espera de novas conexões através do socket listenfd, como mostra a figura 3.10 (a). 
Quando uma requisição de conexão chega ao servidor, ela é imediatamente aceita pelo 
núcleo do sistema operacional e um novo socket, connfd, é criado, como mostra a figura 
3.10 (b). Em seguida, o processo servidor executa um fork criando um processo servidor 
filho para atender esta requisição, conforme ilustra a figura 3.10 (c). Ambos os sockets, 
listenfd e connfd, são compartilhados entre os processos pai e filho. A figura 3.10 (d) 
apresenta o estado final dos sockets, onde o processo servidor pai fecha o socket connfd 
e continua esperando requisições de conexões no socket listenfd e o processo servidor 



















Fig. 3.10 -  Servidor concorrente com sockets TCP/IP.
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4. Sistemas Computacionais com Memória 
Distribuída
Neste capítulo, são apresentados os multicomputadores e os clusters de 
computadores. No tópico 4.1 são apresentados os principais conceitos relacionados aos 
multicomputadores e no tópico 4.2 são introduzidos os clusters de computadores.
4.1 Multicomputadores
No subtópico 4.1.1 é exposta uma classificação de arquiteturas de 
computadores para posicionar os multicomputadores nesse contexto, no subtópico 4.1.2 
são descritas as redes de interconexão para multicomputadores e no subtópico 4.1.3 é 
apresentado o ambiente multicomputador Crux.
4.1.1 Classificação
Do ponto de vista da arquitetura de computadores, é possível situar os 
multicomputadores através da classificação de Flynn (1972), a qual se baseia sobre duas 
características: o número de fluxos de intruções e o número de fluxos de dados. A 
classificação está dividida em quatro classes, a saber:
• SISD (Single Instruction Stream - Single Data Stream): existe um único 
fluxo de instruções que opera sobre um único fluxo de dados. Nesta classe 
estão incluídas as máquinas seqüenciais convencionais, onde existe somente 
uma unidade de controle que decodifica seqüencialmente as instruções, que 
por sua vez manipulam um conjunto de dados.
• SIMD {Single Instruction Stream - Multiple Data Stream): existe um único 
fluxo de instruções que opera sobre múltiplos fluxos de dados. Este modelo 
é adequado para aplicações envolvendo cálculos matriciais intensivos.
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• MISD (Multiple Instruction Stream - Single Data Stream): existem 
múltiplos fluxos de dados autônomos de instruções que operam sobre um 
fluxo de dados único. Nenhum computador conhecido segue esse esquema, 
sendo portanto, um esquema teórico.
• MIMD ( Multiple Instruction Stream - Multiple Data Stream): existem 
múltiplos fluxos autônomos de instruções que operam sobre múltiplos 
fluxos de dados. Os computadores paralelos de uso geral se enquadram 
nesta classe.
De forma complementar, um segundo nível de classificação pode ainda ser 
feito, apresentando os computadores da arquitetura MIMD divididos em dois grupos: 
aqueles que possuem memória compartilhada, chamados de multiprocessadores, e 
aqueles que não possuem memória compartilhada, chamados de multicomputadores.
• Multiprocessadores: existe um único espaço de endereçamento virtual que é 
compartilhado por todos os processadores. Todas as máquinas 
compartilham a mesma memória.
• Multicomputadores: cada máquina tem sua memória privativa. A interação 
se dá através de troca de mensagens pela rede de interconexão.
4.1.2 Redes de interconexão
Redes de interconexão são constituídas de entidades de hardware (canais de 
comunicação) e software (controle do estabelecimento dos canais) que são projetadas 
para facilitar a comunicação entre processos e processadores [MER96],
A topologia de uma rede de interconexão pode ser estática ou dinâmica. Em 
uma rede estática os elementos são conectados por meio de ligações ponto-a-ponto 
fixas, que não mudam durante a execução do programa. Uma rede dinâmica é formada 




Multicomputadores com redes de interconexão estáticas apresentam canais 
ligando direta e estaticamente os nós sem a possibilidade de reconfiguração [MER96], 
A comunicação entre dois nós que não estejam ligados diretamente se dá por intermédio 
de outros nós.
Várias estruturas de redes estáticas são utilizadas em multicomputadores e a 
seguir são mostradas algumas delas.
A grelha quadrada consiste de uma coleção de nós conectados como mostra 
a figura 4.1. É caracterizada por nós interiores com quatro vizinhos. Diversos 
processadores matriciais, como o Illiac IV [COR99], utilizam esse tipo de rede.
Fig. 4.1 -  Grelha.
O hipercubo constitui uma rede de interconexão estática de dimensão k, 
tendo 2k nós interconectados de forma que cada nó é ligado a k nós vizinhos. A figura 
4.2 mostra o formato de uma rede hipercúbica de dimensão três.
Fig. 4.2 -  Hipercubo.
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O torus é uma variante da grelha, obtida pela interligação dos nós externos 
das mesmas linhas e colunas, conforme mostra a figura 4.3. O grau dos nós do torus é 
constante.
Fig. 4.3 -  Torus.
Redes Dinâmicas
As redes dinâmicas apresentam estrutura reconfigurável conforme a 
demanda do programa em execução e são mais utilizadas em aplicações de propósito 
geral onde os padrões de comunicação são imprevisíveis. Topologias desse tipo de rede 
são classificadas em barramentos, redes multiestágio e crossbor.
O barramento é formado por um conjunto de fios e conectores que 
estabelecem um meio de comunicação comum a todos os elementos por ele conectados, 
conforme a figura 4.4. Possui baixo custo e limitação na sua capacidade de 




Fig. 4.4 -  Barramento.
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Redes multiestágio são constituídas de vários circuitos de chaveamento 
eletrônico em cada estágio. Os circuitos de chaveamento eletrônico são configurados 
dinamicamente e permitem o estabelecimento de um caminho direto entre qualquer par 
entrada-saída. Vários estágios aumentam o tempo para conectar dois nós, o que se toma 
significativo em redes de muitos estágios. Um exemplo de rede multiestágio é a rede 
ômega como mostra a figura 4.5.
Fig. 4.5 -  Rede Ômega 8x8.
Um crossbar é uma rede de interconexão que possui um ponto de 
cruzamento para uma entrada e uma saída como mostra a figura 4.6. Apenas um ponto 
de contato precisa ser fechado para estabelecer a conexão de qualquer par de nós.
Entradas
S a í d a s
Fig. 4.6 -  Crossbar 4x4.
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4.1.3 Ambiente Multicomputador Crux
O multicomputador Crux visa disponibilizar um ambiente para execução de 
programas paralelos expressos como redes de processos comunicantes. A seguir é 
apresentada a arquitetura desse ambiente multicomputador.
Arquitetura
O multicomputador constitui-se por um conjunto de nós de trabalho, os 
quais possuem processadores com memória privativa e vários canais físicos. Esses nós 
executam os processos das redes de processos comunicantes. Existe também uma rede 
de trabalho, uma rede de controle e um nó de controle que são explicados a seguir.
A rede de trabalho (um crossbar) faz o transporte de mensagens entre dois 
pares de nós de trabalho quaisquer. Esse transporte é efetuado através de canais físicos 
diretos.
O nó de controle, através de um processo específico, configura a rede de 
trabalho conforme a demanda do programa paralelo em execução nos demais nós e é 
responsável também pela atribuição/liberação de nós de trabalho.
A rede de controle, como o próprio nome indica, transporta mensagens de 
controle entre os nós de trabalho e o nó de controle. A figura 4.7 apresenta a arquitetura 
do multicomputador Crux.









trabalho Canais de 
comunicação
rede de controle 
Fig. 4.7 -  Arquitetura do multicomputador Crux.
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4.2 Cluster de Computadores
No subtópico 4.2.1 é apresentada uma visão geral sobre o assunto, no 
subtópico 4.2.2 são mostrados os mecanismos de comunicação em clusters e no 
subtópico 4.2.3 são descritos projetos que envolvem a montagem e utilização de 
clusters.
4.2.1 Visão Geral
Clusters de computadores vem ganhando crescente destaque como ambiente 
para processamento paralelo. Basicamente, um cluster é uma coleção de computadores 
pessoais ou estações de trabalho conectados por uma rede, montados com componentes 
comerciais [RIB01].
As principais alternativas para processamento paralelo de alto desempenho 
oferecida até recentemente eram os multiprocessadores e os multicomputadores. Essas 
máquinas apresentam preços muito elevados é altas taxas de obsolescência, agravadas 
pelo rápido desaparecimento do mercado de modelos e fabricantes. O expressivo 
aumento da confiabilidade e do desempenho de computadores pessoais, estações de 
trabalho e componentes de redes de computadores viabilizou o uso de clusters como 
uma alternativa de baixo custo para processamento paralelo em aplicações que exigem 
muitos recursos computacionais.
A programação paralela em um cluster pode se apoiar em sistemas 
operacionais como o Linux e pacotes de programação paralela Como PVM (Parallel 
Virtual Machiné) [PVM01] ouMPI (Message Passing Interface) [MPIOl],
A organização física de um cluster normalmente é composta pelos 
computadores interligados por hubs ou switches, como mostra a figura 4.8.
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Fig. 4.8 -  Estrutura genérica de um cluster.
4.2.2 Sistema Operacional em Clusters
De modo geral, o sistema operacional de um cluster possui objetivos 
similares aos de uma estação de trabalho [FEROl], Estes objetivos são os de escalonar 
os múltiplos processos dos usuários num conjunto único de componentes de hardware 
(gerenciamento de recursos, tendo como ênfase os múltiplos processadores e 
memórias), e os de prover abstrações para o software de alto nível. As abstrações 
incluem a proteção de acesso do usuário a componentes críticos, processos e 
mecanismos de comunicação.
Existem diversas características desejáveis em um sistema operacional de 
clusters, tais como:
• Transparência: O usuário deve ter a visão de uma única máquina, ao 
invés de diversas máquinas interconectadas;
• Estabilidade: O ambiente de execução deve ser robusto porque as 
aplicações executadas nos clusters, pela sua complexidade, costumam ser 
de longa duração.
• Desempenho: O desempenho é muitas vezes um critério essencial para 
um sistema operacional de cluster, pois os clusters são construídos para a 
obtenção de alto desempenho.
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® Escalabilidade: Um cluster deve ter a capacidade de ser aumentado pela 
inclusão de novos nós para aumentar o desempenho global.
A forma de se obter as características descritas anteriormente é o 
aproveitamento de um sistema operacional convencional estendido por uma camada de 
software. Essa camada deve oferecer serviços capazes de satisfazer as principais 
necessidades da programação paralela.
4.2.3 Mecanismos de Comunicação em Clusters
A comunicação é um fator fundamental no desempenho dos clusters. A 
combinação de diferentes tecnologias de hardware e software nessa área determinam o 
desempenho global do cluster. A seguir, é feita uma abordagem das principais 
tecnologias de hardware e de software para comunicação de clusters.
Tecnologias de Hardware
Como tecnologias de hardware utilizada em clusters, pode-se citar:
HiPPi
O HiPPI (High Performance Parallel Interface) [TAN97] fornece grande 
largura de banda para transferências de dados. Essa tecnologia foi projetada com a 
intenção de fornecer um meio de comunicação entre máquinas com grandes exigências 
de E/S, como os supercomputadores. O projeto desta tecnologia inclui a utilização de 
comutadores crossbar, permitindo a construção de redes locais de alta velocidade.




A tecnologia SCI {Scalable Coherent Interconnect) tem por objetivo prover 
um mecanismo de alto desempenho que suporte com coerência o acesso à memória 
compartilhada através de um grande número de máquinas.
Em SCI, a transferência de dados dá-se por comunicação implicita através 
de acessos remotos à memória. Cada nó pode mapear para seu próprio espaço de 
endereçamento segmentos remotos de memória pertencentes a qualquer outro nó, 
atuando como se tais segmentos fossem locais. A comunicação real é levada a efeito de 
forma transparente pelo hardware SCI — por exemplo, placas de rede —, que se 
responsabiliza pelas leituras e escritas em segmentos remotos [CIA99].
Myrinet
Myrinet é uma tecnologia de rede de alta velocidade que fundamenta-se na 
comunicação por troca de mensagens. Foi desenvolvida para se tomar uma tecnologia 
de interconexão de baixo custo baseada em chaveamento e comunicação por pacotes, 
principalmente para a interconexão de clusters de computadores de diferentes tipos.
As características que distinguem a Myrinet das demais tecnologias são: 
portas e interfaces full-duplex alcançando 1.28 Gbps para cada link; controle de fluxo, 
de erro, e monitoramento contínuo dos links; baixa latência, switches crossbar com 
monitoramento para aplicações de alta disponibilidade; suporte a qualquer configuração 
de topologia; interfaces das estações possuem programa de controle para interagir 
diretamente com os processos para realizar comunicação com baixa latência [MYROl],
Fast Ethernet
A Ethernet é a tecnologia mais utilizada em redes locais, tendo sido 
especificada pela norma IEEE 802.3. Uma rede Ethernet permite normalmente 
velocidades de até 10 Mbps na transmissão dos pacotes. O Fast Ethernet é a migração
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desta tecnologia para a velocidade para 100 Mbps. As demais características do padrão 
Ethernet, tais como o formato do frame, a quantidade de dados que um frame pode 
conter e o mecanismo de controle de acesso ao meio são mantidas [COM98],
Técnicas de Software
Em clusters de computadores, que são arquiteturas com memória 
distribuída, a troca de mensagens é a forma natural de comunicação entre processos. A 
seguir são mostrados as principais técnicas de software para comunicação em clusters.
Mensagens Ativas
Mensagens ativas [CIA99] constituem uma forma derivada do modelo 
clássico de envio e recebimento de mensagens. O objetivo desse mecanismo é reduzir o 
overhead da comunicação sobre o desempenho das aplicações.
Cada mensagem que chega no processo destino ativa uma função criada 
pelo programador. Essa função atua como um fluxo de execução que imediatamente 
processa a mensagem e informa ao fluxo de execução principal sobre a sua chegada. 
Isto elimina a necessidade de grande quantidade de armazenamento temporário para 
mensagens, aumentando consideravelmente a velocidade nas comunicações.
Atualmente muitos sistemas exploram mecanismos de comunicação 
baseados no modelo de mensagens ativas [CIA99],
Chamada de Procedimento Remoto
Chamadas de procedimentos remotos constituem um padrão bastante 
difundido de comunicação em sistemas distribuídos cliente-servidor. Essa tecnologia 
provê uma estrutura para o projeto de aplicações cliente-servidor onde os serviços 
remotos são visualizados como procedimentos. Tais serviços são requisitados pelos 
clientes através da chamada de procedimentos do servidor çpm parâmetros adequados.
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O serviço chamado pode também retomar um resultado. Esta semântica é vista pelos 
programadores como muito similar a programação seqüencial [DIE01],
PVM
PVM (.Parallel Virtual Machiné) fornece uma interface de programação 
para controle de processos e troca de mensagens. O objetivo do PVM é fornecer um 
ambiente de programação paralela e distribuída, onde os programas são executados em 
máquinas heterogêneas interligadas. O PVM foi inicialmente implementado em 
máquinas Unix usando o protocolo TCP/IP. Atualmente existem versões para diversos 
outros sistemas, garantindo larga portabilidade.
O PVM utiliza o conceito de máquina paralela virtual. Esta máquina virtual 
é formada por um conjunto de máquinas físicas interligadas, usadas pelos usuários 
como uma máquina paralela para execução de programas paralelos. Os processos de um 
programa paralelo se comunicam por troca de mensagens [PVMOl].
MPi
MPI (Message Passing Interface) inclui a definição de interfaces de um 
conjunto de rotinas para comunicação por troca de mensagens. O MPI propõe uma 
padronização para a interface de troca de mensagens para máquinas paralelas com 
memória distribuída, a fim de aumentar a portabilidade dos programas entre as 
diferentes máquinas.
O núcleo do MPI é formado por rotinas de envio e recepção de mensagens 
entre processos. O MPI define ainda várias outras rotinas, entre as quais se destacam 
rotinas de comunicação em grupo. Essas rotinas permitem, por exemplo, envio de um 
mesmo dado de um processo participante do grupo a todos os demais processos do 
grupo [MPIOl],
O paralelismo no MPI é explícito, o programador é responsável em 
identificar o paralelismo e implementar um algoritmo utilizando construções com o 
MPI.
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4.2.4 Projetos de Clusters
São apresentados a seguir alguns projetos envolvendo o uso de clusters.
Pamass2
Objetivo
O Pamass2 [SCH01] é um cluster de computadores pessoais usado para 
pesquisas de computação científica no Departamento de Matemática Aplicada da 
Universidade de Bonn. O principal objetivo do Pamass2 é servir como plataforma para 
atividades de computação que exigem alto desempenho.
Nós
O cluster Pamass2 possui 72 nós. Cada nó consiste de 2 processadores 
Pentium II de 400 MHz, 256 MBytes de memória principal, 8.4 GBytes de memória em 
disco e estão conectados pelas redes Myrinet e Fast Ethernet. Além disso, um nó 
adicional é usado como servidor de login e um outro como servidor NFS
Rede
O Pamass2 emprega seis switches, doze adaptadores para redes locais 
Myrinet e trinta e seis adaptadores SAN (System Area) para Myrinet. Estes 
componentes são conectados em uma topologia de três níveis.
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Sistema Operacional e Software de Comunicação
O sistema operacional utilizado no cluster é o Linux com suporte a SMP 
{symmetrical multi processor).
O sistema de troca de mensagens utilizado é o Score 2.4 /  MPICH-PM. O 
Score/PM é um software que fornece um ambiente de programação paralela para 
clusters de computadores, desenvolvido pelo Laboratório de Software para Sistemas 
Distribuídos e Paralelos -  Japão. O MP1CH é uma implementação portável do MPI que 
fornece grande desempenho em clusters de computadores e foi desenvolvida pelo 
Laboratório Nacional de Argonne -  Universidade de Chicago. Um dos softwares 
disponíveis no cluster é o Scalapack, uma extensão do Lapack {Linear Álgebra 
Package) para programação paralela.
The Texas Tech Tomado Cluster 
Objetivo
O t3c {Texas Tech Tornado Cluster) [TEX01] tem por objetivo prover aos 
alunos da Universidade do Texas uma ferramenta para pesquisa sobre processamento 
paralelo. Com a intenção de verificar se um cluster montado com estações de trabalho e 
componentes comerciais proporciona um ambiente paralelo apropriado para o 
aprendizado de programação e processamento paralelo, vem sendo desenvolvidos 
estudos com os estudantes dessa Universidade a fim de melhor entender como montar, 
configurar e gerenciar um cluster.
Nós
O cluster t3c possui 22 nós. Os nós possuem processadores Pentium com 
velocidades que variam de 40 à 166 MHz e memória principal com capacidade de
51
armazenamento variando de 8 à 64 Mbytes. Alguns nós que compõem este cluster são 
estações de trabalho Sun Sparc.
Rede
A interconexão da rede é feita por um switch Ethernet que atua como um 
crossbar e pode ser configurado de várias formas em relação à transferência de pacotes.
Sistema Operacional e Software de Comunicação
O sistema operacional utilizado nos nós do cluster t3c é o Linux. A 
instalação foi feita como se cada nó do cluster fosse um sistema multi-usuário 
independente.
As ferramentas de desenvolvimento de software paralelo LAM/MPI 




O GAMMA (Genoa Active Message Machine) [CIA99] é um sistema de 
transferência de mensagens para clusters de computadores que executam o sistema 
operacional Linux e que usam o Fast Ethernet como tecnologia de rede . Todas as 
funcionalidades multi-usuário e multi-tarefa do núcleo do Linux foram preservadas para 
aplicações seqüenciais e extendidas para aplicações paralelas.
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Nós
O sistema GAMMA está apto a funcionar em clusters formados por 
computadores com componentes comerciais e placas de rede Ethernet.
Rede
A tecnologia de rede utilizada é Fast Ethernet. O protocolo de comunicação 
implementado neste sistema é do tipo não-confiável e com isso os erros de comunicação 
(pacotes perdidos e pacotes corrompidos) são detectados mas não são tratados. Dessa 
maneira, fica a cargo do usuário a tarefa de usar mecanismos de manipulação de erros.
O driver de dispositivo do GAMMA está habilitado a gerenciar 
comunicações IP padrão e comunicações GAMMA simultaneamente, separando pacotes 
IP dos pacotes GAMMA. Os pacotes IP são repassados para o código específico 
correspondente no núcleo do Linux e então processados.
Sistema Operacional e Software de Comunicação
Um dos requerimentos do sistema GAMMA é que o sistema operacional 
dos nós do cluster seja o Linux. Os pacotes de programação paralela PVM e MPI 
também podem estar presente.
A inovação deste projeto está na aplicação do paradigma de comunicação 
de mensagens ativas para clusters de computadores. Os mecanismos básicos de 
comunicação do sistema GAMMA são implementados como um pequeno conjunto de 
chamadas de sistemas colocados no núcleo do Linux.
Um programa paralelo GAMMA é um grupo de processos contendo N 
instâncias de processos executando em paralelo, cada instância executando em um nó 
distinto. Atualmente, um grupo de processos não inclui mais processos que o número de 
nós que formam o cluster. Assim, cada instância de processo executa em um nó distinto. 
Cada grupo de processos é identificado por um número único, chamado de PID
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paralelo. Processos que pertencem ao mesmo grupo compartilham o mesmo PID 
paralelo. Este PID paralelo serve para diferenciar os processos que pertencem a 
diferentes aplicações paralelas
O GAMMA tem suporte para multiprogramação paralela, onde mais de um 
grupo de processos pode estar ativo no cluster, ao mesmo tempo. Cada nó compartilha o 
tempo do processador entre processos pertencentes a diferentes grupos de processos.
O GAMMA usa o conceito de Portas Ativas, onde cada porta pode ser 
usada para trocar mensagens com outros processos do mesmo grupo de processos, ou de 
diferentes grupos. Cada porta pode ser usada para entrada, saída ou entrada/saída. As 
portas de saída são usadas para enviar mensagens. As portas de entrada são usadas para 
receber mensagens e as portas de entrada/saída são usadas para envio e recebimento de 
mensagens. Antes de usar uma porta, deve ser definido seu comportamento para 
entrada, saída ou entrada/saída. Isto é feito através de uma função fornecida pela 
biblioteca GAMMA.
4.2.5 Tabela Comparativa
A tabela 4.1 resume as principais características dos projetos citados acima.
Tabela 4.1 - Principais características dos projetos.
Projeto
Tecnologia de Rede Sistema
Operacional
Softwares Disponíveis
Myrinet Fast Ethernet Lima PVM MPJ Outros
Pamass2 X X X Scalapack
Tomado X X LAM/MPI
GAMMA X X X X
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5. Servidor de Arquivos
Este capítulo tem por objetivo principal apresentar o servidor de arquivos 
desenvolvido para um cluster derivado do multicomputador Crux. Inicialmente, no 
tópico 5.1 é descrito o cluster alvo. No tópico 5.2 é apresentado o modelo operacional 
deste servidor de arquivos e no tópico 5.3 são mostrados os detalhes de sua 
implementação. No tópico 5.4 é apresentado, através de um exemplo, as etapas de 
interação entre um processo cliente e o servidor de arquivos.
5.1 Cluster Alvo
O cluster alvo é derivado do multicomputador Crux apresentado em 4.1.3. 
Na arquitetura genérica do cluster alvo mostrada na figura 5.1, um computador 
representa o nó de controle e os demais computadores representam os nós de trabalho. 
O hub representa a rede de controle e os switchs representam a rede de trabalho. O 
sistema operacional utilizado é o Linux e o protocolo para comunicação entre esses 
computadores é o TCP/IP.
Switch o
Rede de Trabalho |
Switch 1
Nó de Nó de I J Nó de Nó de
Controle
...............
Trabalho I I Trabalho Trabalho
Rede de Controle £
Fig. 5 .1 - Arquitetura genérica do cluster alvo.
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5.2 Modelo Operacional
O objetivo deste trabalho consiste no projeto e implementação de um 
servidor de arquivos para o cluster alvo. A função desse servidor é oferecer aos 
processos clientes os serviços de acesso a informações armazenadas em discos 
magnéticos. O servidor de arquivos para o cluster alvo deve atender, requisições de 
processos clientes independentes usando o mecanismo de troca de mensagens específico 
desse cluster.
Para permitir o desenvolvimento concomitante deste trabalho com o das 
interfaces da rede de controle e da rede de trabalho, que são objeto de outras 
dissertações de mestrado [REC02, BOG02], decidiu-se trabalhar sobre uma rede 
conforme a figura 5.2 e implementar provisoriamente a interface da rede de trabalho 
com sockets TCP/IP.
A interface do sistema para os processos clientes é equivalente à do sistema 
de arquivos do Unix, sendo que os operadores dessa interface não são executados no nó 
do cliente, mas empacotados em mensagens enviadas ao nó do servidor de arquivos. 
Esses operadores interagem com a interface da rede de trabalho que realiza as trocas de 
mensagens entre os processos clientes e o processo servidor de arquivos. O servidor de 
arquivos interage diretamente com a interface da rede de trabalho e usa a interface de 




























Fig 5.2 -  Servidor de Arquivos.
O servidor de arquivos do cluster é implementado com processos regulares 
do Linux, executando em um único nó de trabalho.
O servidor de arquivos é baseado no modelo cliente-servidor. Deste modo, 
um cliente solicita a realização de um serviço enviando uma mensagem ao servidor de 
arquivos. O cliente é suspenso enquanto o serviço é efetuado pelo servidor. Ao término 
da execução do serviço, os resultados são enviados ao cliente em uma mensagem. A 
partir daí, o cliente pode retomar sua execução.
5.2.1 Interface do Sistema
A interface do sistema para os processos clientes é implementada pela 
biblioteca libcsa que substitui parcialmente a biblioteca libe original do Linux. Os 
operadores implementados na libcsa são os seguintes: open, close, read„ write, link, 
unlink, symlink, truncate, Iseek, ftruncate, chdir, rename, mkdir, rmdir, mknod, chown, 
dup, creat, access, stat, chmod, utime. Os operadores que não se referem ao sistema de 
arquivos são executados localmente a partir da biblioteca libe original do Linux.
A biblioteca libcsa, deve ser priorizada no momento da compilação do 
programa cliente. Com isso, a biblioteca libcsa atenderá as chamadas de sistema que 
foram implementadas pelo servidor de arquivos, e a biblioteca libe atenderá localmente 
as demais chamadas de sistema.
Para a execução das chamadas de sistema, os operadores da biblioteca 
libcsa interagem com o processo servidor de arquivos através de troca de mensagens. 
Para cada chamada de sistema, é montada uma mensagem contendo a identificação da 
chamada de sistema e seus argumentos.
5.2.2 Interface da Rede de Trabalho
A interface da rede de trabalho está implementada provisoriamente com 
sockets TCP/IP. Esta interface será futuramente substituída por outra mais adequada ao 
cluster alvo que está sendo definida em outras dissertações [REC02, BOG02].
Os operadores que compõem esta interface são definidos em [COR99] e 
mostrados a seguir.
Send (proc, msg, length);
Esse operador é usado por um processo para enviar ao processo proc a 
mensagem msg de tamanho length. O código que implementa este operador é 
mostrado na figura 5.3.
1 v o i d  S e n d d n t  p r o c , c o n s t  message *msg, i n t  l e n g th )
2 {
3 n _ b y te s  = send  (proc,  msg , l e n g t h , 0) ;
4 i f  (n_by tes  /= l e n g th )  {
5 f p r i n t f  ( s t d e r r ,  "Erro em send")  ;
6 e x i  t  (0) ;
7 }
8 }
Fig. 5.3 -  Operador Send.
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A chamada de sistema send do protocolo TCP/IP, na linha 3 da figura 5.3, é 
usada tanto pelos clientes quanto pelo servidor de arquivos para envio de mensagens. O 
argumento proc especifica o socket que será usado, o argumento msg fornece o 
endereço de memória dos dados a serem enviados, o argumento length especifica o 
número de bytes a serem enviados e o último argumento, flags, é sempre igual a 0 para 
atender a semântica bloqueante do operador Send.
Receive (proc, msg, length);
Esse operador é usado por um processo para receber do processo proc a 
mensagem msg de tamanho lenght. O código que implementa este operador é 
mostrado na figura 5.4.
1 v o i d  R e c e iv e  ( i n t  p r o c , message *msg, i n t  l e n g th )
2 {
3 n _ b y te s  = r e c v  (proc,  msg, TAM_MSG, 0) ;
4 i f  (n__bytes < 0) {
5 p e r r o r  ("Erro em r e c v " ) ;
6 e x i t ( O ) ;  ^
7 }
8 }
Fig. 5.4 -  Operador Receive.
A chamada de sistema recv do protocolo TCP/IP, na linha 3 da figura 5.4, é 
usada tanto pelos clientes quanto pelo servidor de arquivos para receber mensagens. O 
argumento proc especifica o socket que será usado, o argumento msg especifica o 
endereço de memória no qual os dados devem ser colocados, o argumento TAM MSG 
especifica o comprimento do buffer e o último argumento, flags, é sempre igual a 0 para 
atender a semântica bloqueante do operador Receive.
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ReceiveAny (proc, msg, length);
Esse operador é usado por um processo para receber de um processo 
qualquer a mensagem msg de tamanho lenght. O código que implementa este operador 
é mostrado na figura 5.5.
1 v o i d  ReceiveAny ( i n t  p r o c , message *msg, i n t  l e n g h t )
2 {
3 n b y t e s  = r e c v  (proc,  msg, TAM MSG, 0) ;
4
5 i f  (n_by tes  < 0) {
6 p e r r o r ( " E r r o  em r e c v  " ) ;
7 e x i t  (0) ;
8 }
9 }
Fig. 5.5 -  Operador ReceiveAny.
A chamada de sistema recv do protocolo TCP/IP, na linha 3 da figura 5.5, é 
usada exclusivamente pelo servidor de arquivos para receber mensagens dos processos 
clientes. Os argumentos dessa chamada de sistema são os mesmos definidos para a 
chamada de sistema recv no operador Receive, descrito anteriormente.
Esses três operadores são suficientes para as comunicações do modelo 
cliente-servidor. Assim, um cliente executa o operador Send (para o envio de uma 
requisição de serviço) seguido de Receive (para a recepção da resposta). O servidor de 
arquivos executa o operador ReceiveAny (para a recepção de uma requisição de 
serviços) e Send (para o envio da resposta).
5.3 Detalhes de Implementação
Este tópico descreve as particularidades do desenvolvimento do servidor de 
arquivos proposto neste trabalho. No subtópico 5.3.1 é descrita a comunicação cliente- 
servidor usada nesta implementação. No subtópico 5.3.2 é apresentada a estrutura da 
mensagem usada na comunicação entre os processos clientes e o processo servidor. A
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seguir, nos subtópicos 5.3.3 e 5.3.4, são brevemente descritos os processos cliente e 
servidor, respectivamente.
5.3.1 Comunicação Cliente-Servidor
Para a criação do servidor de arquivos foi utilizada a técnica de servidores 
concorrentes com sockets TCP/JP [STE98], conforme descrito em 3.6.
Na inicialização do servidor é realizada a criação de um socket TCP/IP, com 
estabelecimento de um endereço local para o socket e a especificação de um 
comprimento de fila para acomodar as solicitações simultâneas que chegam ao servidor.
Após a etapa de inicialização, o processo servidor executa um laço de 
repetição infinito no qual fica à espera de conexões dos processos clientes. Quando uma 
solicitação de conexão de um processo cliente chega, o sistema operacional cria um 
novo socket que tem seu destino conectado a esse cliente específico. Em seguida, o 
servidor executa vtmfork para a criação de um processo servidor filho.
O processo servidor filho fecha o socket original e, usando o novo socket, 
executa um outro laço de repetição infinito, através do qual passa a trocar mensagens 
com esse cliente específico. O processo servidor pai fecha o novo socket e permanece 
com o socket original aberto, recebendo novas solicitações de outros clientes.
Na inicialização do cliente, um novo socket TCP/IP é criado, o endereço 
local do socket é definido e a requisição de conexão ao servidor é realizada. Se não 
houverem erros na execução da requisição de conexão, o novo socket é retomado ao 
processo cliente que pode então iniciar a troca de mensagens com o processo servidor 
filho. Senão, o erro associado à requisição de conexão é retomado ao processo cliente e 
este termina a execução.
5.3.2 Estrutura da mensagem
A mensagem trocada entre os processos clientes e o processo servidor é 
formada por um cabeçalho, comum a todas as chamadas de sistema, e um campo 





Fig. 5.6 -  Formato da mensagem.
Os itens da mensagem têm os seguintes significados:
• processJd = identificação do processo cliente;
• call_id= identificação da chamada de sistema;
• size = tamanho da mensagem.
Os itens process jd  e size não são utilizados nesta implementação, mas são 
mantidos no cabeçalho da mensagem por serem necessários à outros trabalhos [BOG02, 
REC02],
A declaração na linguagem C correspondente à mensagem é apresentada na
figura 5.7.




s _ c lo s e s c l o s e ;
s _ c r e a t s c r e a t ;
s__read sread;
s _ w r i t e s w r i t e ;
m essa g e_ rep ly m r e p l y ;










Fig. 5.7 -  Estrutura da mensagem definida na linguagem C.
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O campo variável das chamadas de sistema é uma estrutura definida de 
acordo com os argumentos de cada chamada. No caso específico da chamada de sistema 
write, além dos argumentos a estrutura possui um buffer para conter os dados a serem 
escritos. A figura 5.8 mostra, como exemplo, a definição da mensagem correspondente 




chamada de sistema 
de sistema open
Fig. 5.8 -  Mensagem correspondente à chamada de sistema open..
A declaração na linguagem C do campo variável correspondente à chamada 
de sistema open é mostrada na figura. 5.9.
t y p e d e f  s t r u c t  {
i n t  f l a g s ;  
i n t  mode;
char p a t h  [M_OPEN] ;
} s_open;
Fig. 5.9 -  Chamada de sistema open definida na linguagem C.
Como parte do campo variável, existe ainda uma estrutura que corresponde 
às mensagens de retomo que são enviadas do processo servidor de arquivos aos 
processos clientes. Essa estrutura contém o resultado da execução, no processo servidor, 
da chamada de sistema solicitada. Em caso de erro na execução das chamadas de 
sistema, o valor da variável global ermo também é colocada nessa estrutura. Essa 
estrutura possui também um buffer para conter os dados lidos na chamada de sistema 
read, e estruturas específicas utilizadas nas chamadas de sistema stat e utime. A
processid  






declaração na linguagem C do campo variável correspondente à essa estrutura é 
mostrada na figura. 5.10.
t y p e d e f  s t r u c t  {
i n t  r e s u l t ;
i n t  m errno ;
union {
char b u f f e r  rep ly[M  READ];
s t r u c t  s t a t s t r  s t a t ;
s t r u c t  u t im b u f s t r  u t im e;
} u _ r e p ly ;
} message r e p l y ;
Fig. 5.10 -  Mensagem de retomo definida na linguagem C.
5.3.3 Processos Clientes
Os processos clientes utilizam, para a maioria das chamadas de sistema 
relacionadas ao sistema de arquivos, a biblioteca libcsa, conforme exposto em 5.2.1. 
Esta biblioteca implementa grande parte das chamadas de sistema relativas ao sistema 
de arquivos do Linux.
O algoritmo genérico das funções da biblioteca libcsa é mostrado na figura 
5.11. Nesse algoritmo, é realizada inicialmente uma verificação dos possíveis erros 
relacionados aos argumentos utilizados, pelo processo cliente, na chamada de sistema 
(linha 1). Se algum argumento inválido for encontrado, a variável global ermo é 
atualizada e o resultado é retomado imediatamente (linhas 2-4). Senão, a mensagem é 
montada e enviada ao servidor (linhas 5-7). A execução do cliente fica então suspensa 
pela espera da mensagem de retomo do processo servidor (linha 8). Na chegada da 
mensagem de retomo, se houver erro de execução, a variável global ermo é atualizada 
(linhas 9-11). Em seguida, o resultado é retomado ao cliente (linha 12).
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1 se e x i s t i r e m  e r r o s  nos argumentos;
2 en tã o
3 a t u a l i z a  e r m o ;
4 r e to r n a  com e r ro ;
5 senão
6 monta a mensagem;
7 env ia  a mensagem ao s e r v i d o r ;
8 espera  a mensagem de r e to r n o  do s e r v i d o r ;
9 s e  e x i s t i r e m  e r ro s  de execução;
10 en tão
11 a t u a l i z a  e r m o ;
12 r e to r n a  com r e s u l t a d o ;
Fig. 5.11 -  Algoritmo genérico das funções da biblioteca libcsa.
5.3.4 Servidor de Arquivos
O algoritmo genérico do servidor de arquivos é mostrado na figura 5.12. 
Esse algoritmo procede à inicialização do servidor, conforme descrito em 5.3.1 (linha 
1). A seguir, um laço de repetição é executado, no qual o processo servidor fica a espera 
de pedidos de conexões dos processos clientes. Quando chega um pedido de conexão, o 
processo servidor cria um processo servidor filho para atender esse cliente específico 
(linhas 2-6). Então, o processo servidor filho executa um outro laço de repetição no qual 
fica a espera de requisições desse cliente (linhas 7-8). Quando uma requisição chega, a 
chamada de sistema identificada no cabeçalho da mensagem é usada para desviar a 
execução do programa para o código associado a ela (linha 9). A chamada de sistema é 
então executada e, em seguida, são realizadas algumas verificações relacionadas ao 
valor de retomo da chamada de sistema (linhas 10-12).
A mensagem de retomo ao processo cliente é montada e enviada (linhas 13-
14).
65
1 I n i c i a l i z a  o s e r v i d o r  de a r q u iv o s ;
2 r e p i ta
3 s e  chegar  p e d id o  de conexão de um p r o c e s s o  c l i e n t e
4 en tão
5 c r ia  um p r o c e s s o  s e r v i d o r  f i l h o ;
6 fim ;
7 r e p i ta  (processo  s e r v i d o r  f i l h o )
8 espera  mensagem do c l i e n t e ;
9 caso  chamada de s i s t e m a ;
10 open :
11 execu ta  a chamada de s i s t e m a ;
12 v e r i f i c a  r e s u l t a d o  da execução;
13 monta a mensagem de r e to r n o ;
14 env ia  a mensagem de r e to r n o  ao c l i e n t e ;
15 fim ;
Fig. 5.12 -  Algoritmo genérico do servidor de arquivos.
5.4 Exemplo
Para melhor entender o funcionamento do servidor de arquivos, um 
exemplo é apresentado a seguir mostrando todas as etapas envolvidas na execução de 
uma chamada de sistema.
A.figura 5.13 mostra o código da chamada de sistema open executada pelo
cliente.
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1 i n t  open (const  char  *name, i n t  f l a g s ,  . . . )
2 {
3 ' v a _ l i s t  ap;
4 i n t  tam__msg, aux;
5
6 i f  ( s t r l e n  (name) > POSIX PATH MAX) {
7 errno  = ENAMETOOLONG;
8 r e tu r n  ( -1 ) ;
9 }
10 p r im e i r a  execucaoO  ;
11 va s t a r t  (ap, f l a g s )  ;
12 s t r c p y  (m. u _ c a l l . sopen . p a t h ,  name) ;
13 m.u c a l l . s o p e n . f l a g s  = f l a g s ;
14 m . h e a d r . c a l l  = 5;
15 m .h e a d r . i d  = 1;
16 aux = va arg (ap ,  i n t ) ;
17 m.u c a l l . sopen.mode  = aux;
18 va_end (ap) ;
19 tam msg = s t r l e n  (m. u c a l l . s o p en .p a th )  +
20 s i z e o f ( m . u  c a l l ,  sopen. f l a g s )  +
21 s i z e o f  (m. u _ c a l l . sopen.mode)  +
22 s i z e o f  (m.headr) ;
23 Send (sock  f d ,  &m, tam msg);
24 tam msg = s i z e o f  (m.u c a l l . m  r e p l y . r e s u l t )  +
25 s i z e o f  (m.u c a l l . m  r e p l y ,  m errno)  +
26 s i z e o f  (m. headr)  ;
27 R e c e ive  (sock f d ,  &m, tam msg) ;
28 i f  (m.u c a l l . m  r e p l y . r e s u l t  == -1)
29 errno  = m. u _ c a l l  .m _rep ly .m _errno;
30 r e tu r n  (m.u c a l l . m  r e p l y . r e s u l t ) ;
31 ;
Fig. 5.13 - Código do processo cliente.
Linhas 1-9 A chamada de sistema open faz parte do conjunto de chamadas de 
sistema implementadas na biblioteca libcsa. A chamada de sistema open 
executada pelo cliente verifica se o tamanho do nome do arquivo
67
solicitado é maior que o tamanho máximo admitido pelo núcleo do 
Linux. Se for, a variável global ermo é atualizada com o valor 
ENAMETOOLONG e a execução é retomada ao cliente.
Linha 10 A função primeiraexecucao verifica se é a primeira interação desse 
cliente com o servidor de arquivos. Se for, um novo socket é criado e a 
conexão com o servidor é estabelecida. Senão, é utilizado o socket que já 
tenha sido definido anteriormente por outra interação do processo cliente 
com o servidor de arquivos. A função primeiraexecucao é detalhada 
mais adiante.
Linhas 11-18 A mensagem que será enviada ao servidor é montada. Os argumentos da 
chamada de sistema são copiados para a estrutura definida para open.
Linhas 19-27 O tamanho da mensagem é calculado e o envio da mensagem é realizado 
pelo operador Send. O tamanho da mensagem de retomo é calculado e o 
processo cliente fica suspenso, esperando a mensagem de retomo pelo 
operador Receive.
Linhas 28-31 Se o valor retomado indicar erro de execução, a variável global ermo é 
atualizada. Este valor é retomado ao cliente pela execução do operador
return.
A figura 5.14 mostra o código em C da função primeira execucao.
1 v o id p r im e i r a  execucao(vo id )
2 í
3 i f  ( f l a g  == 0)
4 {
5 f l a g  = 1;
6 sock  f d  = i n i c i a l i z a  c l i e n t e  ( ) ;
7 }
8 }
Fig. 5.14 -  Código da função primeira execucao.
68
Linhas 1-8 A função primeira execucao utiliza uma variável global flag para testar 
se este cliente está interagindo com o processo servidor de arquivos pela 
primeira vez. Caso esteja, a função inicializacliente é chamada e deve 
retomar um novo socket para que o processo cliente inicie sua interação 
com o processo servidor de arquivos.
A figura 5.15 mostra o código da função inicializa cliente.
1 i n t  i n i c i a l i z a  c l i e n t e ( v o i d )
2 {
3 i f  ( ( so c k fd  = s o c k e t  (AF_INET, SOCK_STREAM, 0)) < 0) {
4 p e r r o r  (" Erro na c r ia ç ã o  do s o c k e t ”) ;
5 e x i t  (0) ;
6 }
1 b z e ro  (&cli addr,  s i z e o f ( c l i _ a d d r ) ) ;
8 c l i  a d d r . s i n  f a m i l y  -  AF INET;
9 c l i  a d d r . s i n  p o r t  = h to n s  (SERV PORT) ;
10 i n e t  p ton(AF INET, ender ,  &cli a d d r . s i n  a d d r ) ;
11 i f  ( ( connect  ( so c k fd ,  (SA *) & cl i_addr ,
12 s i z e o f  ( c l i  a d d r ) ) )  < 0) {
13 p r i n t f  ("\nNo i n i c i a l i z a  c l i e n t e :  \n") ;
14 p e r r o r ("Erro em connec t" )  ;
15 e x i  t  (0) ;
16 }
17 r e tu r n  (sock fd )  ;
18 }
Fig. 5.15 -  Código da função inicializa cliente.
Linhas 1 -6 Na função inicializa cliente, a função socket é utilizada para a criação de 
um socket TCP. Se o valor retomado indicar erro de execução, uma 
mensagem de erro é impressa e o processo cliente encerra a sua 
execução. Senão, um socket TCP é criado, o qual será usado para as 
interações com o processo servidor.
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Linhas 7-10 A estrutura de endereçamento do socket é utilizada pela maioria das 
funções sockets, e deve ser preenchida com os valores adequados para o 
protocolo TCP.
Linhas 11-16 A função connect é utilizada para estabelecer uma conexão com o 
processo servidor de arquivos. Se o valor retomado indicar erro de 
execução, uma mensagem de erro é impressa e o processo encerra sua 
execução.
Linhas 17-18 A função inicializa cliente encerra sua execução retomando o socket 
criado para a função correspondente à chamada de sistema open.
A figura 5.16 mostra o código executado pelo servidor de arquivos para o 
atendimento dessa chamada de sistema open.
1 main ()
2 {
3 i n i c i a l i z a _ s e r v i d o r  () ;
4 f o r  ( ; ; ) {
5 . c l i l e n  = s i z e o f ( c l i a d d r ) ;
6 i f  ( (connfd  = a c c ep t  ( l i s t e n f d ,  (SA *) & c l iaddr ,
7 & c l i l e n ) ) < 0) {
8 p e r r o r  ("Erro em a c ce p t" )  ;
9 e x i t ( O ) ;
10 }
11 i f  ( ( c h i l d p i d  = f o r k ( ) )  == 0) {
12 c l o s e  ( l i s t e n f d )  ;
13 w h i le  (1) {
14 bzero(&mm, s i z e o f  (mm)) ;
15 R e ce iveA n y(co n n fd ,  &mm, l e n g h t ) ;
16 s w i t c h  (mm. headr .  c a l l )  {
17 case  1:
Contínua na próxima página
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continuação
18 case  5: / /  open
19 {
20 f d  = open (mm.u_call .  s o p e n .p a th ,
21 mm. u ^ c a l l . s o p e n . f l a g s ,
22 mm. u _ c a l l . sopen .mode) ;
23 mm. u__call .m_reply . r e s u l t  = f d ;
24 i f  ( fd  == -1)
25 m m .u_ca l l .m _rep ly .m _errno  = errno;
26 tam_msg ^ s i z e o f  (mm. u_ca l l  .m_reply.  r e s u l t ) +
27 s i z e o f  (mm. u _ c a l l . m _ re p ly . m_errno) +
28 s i z e o f  (mm. headr) ;
29 Sen d (co n n fd ,  &mm, tamjmsg);
30 b re a k ;
31 }




36 c l o s e  (connfd) ;
37 }
38 }
Fig. 5.16 -  Código do servidor de arquivos.
Linhas 1-3 O processo servidor de arquivos executa a função de inicialização 
inicializa servidor, na qual um socket é criado e o endereço e porta local 
são definidos. A função inicializa servidor é detalhada mais adiante.
Linhas 4-10 Um laço de repetição infinito é executado, onde o processo servidor de 
arquivos fica à espera de uma solicitação de conexão através da função 
accept. Quando chega um pedido de conexão, se o valor retomado da 
função accept indicar erro de execução, uma mensagem é impressa e o 







retoma um novo socket. O processo servidor mantém, então, dois sockets 
abertos, o original e o novo.
O processo servidor de arquivos executa um fork, criando um processo 
servidor filho e retoma para o laço de repetição. O processo servidor 
filho fecha o socket original através da função dose e atende as 
requisições do cliente através do novo socket.
O processo servidor filho executa um outro laço de repetição infinito, no 
qual fica à espera de mensagens através do operador ReceiveAny. Na 
chegada de uma nova mensagem, o operador switch da linguagem C 
verifica que a chamada de sistema solicitada é open, e desvia a execução 
do programa para o código correspondente.
O processo servidor filho interage com o sistema de arquivos do Linux e 
executa a chamada de sistema open. O retomo da chamada de sistema é 
colocado na estrutura da mensagem de retomo. Se o valor retomado 
indicar erro de execução, o erro associado a esse valor (indicado pela 
variável global ermo) também é colocado na mensagem de retomo.
O tamanho da mensagem de retomo é calculado e a mensagem é enviada 
ao processo cliente pelo operador Send. Em seguida, o operador break da 
linguagem C é executado fazendo com que o processo servidor filho 
retome ao laço de repetição infinito.
O processo servidor pai fecha o novo socket e retoma ao laço de 
repetição infinito.
A figura 5.17 mostra o código da função inicializa servidor.
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1 i n i c i a l i z a  s e r v i d o r (void)
2 {
3 i f  ( ( l i s t e n f d  = s o c k e t  (AF_INET, SOCK_STREAM, 0)) < 0) {
4 p e r r o r  ("Erro na c r ia ç ã o  do s o c k e t " ) ;
5 e x i  t  (0) ;
6 }
7 b ze ro (& serva d d r ,  s i z e o f ( s e r v a d d r ) ) ;
8 s e r v a d d r . s i n _ f a m i l y  = AF_INET;
9 s e r v a d d r . s i n  a d d r . s  addr = htonl(INADDR ANY);
10 s erva d d r .  s i n  p o r t  = h to n s  (SERV FORT) ;
11 i f  (bind ( l i s t e n f d ,  (SA *) &servaddr, s i z e o f  ( servaddr) ) < 0)
12 {
13 p e r r o r  ("Erro na execução do b i n d " ) ;
14 e x i  t  (0) ;
15 }
16 i f  ( ( l i s t e n  ( l i s t e n f d ,  LISTENQ) ) < 0) {
17 p e r r o r  ("Erro em l i s t e n " )  ;
18 e x i  t  (0) ;
19 }
20 }
Fig. 5.17 - Código da função inicializa servidor.
Linhas 1-6 Na função inicializa servidor, a função socket é utilizada para a criação 
de um socket TCP. Se o valor retomado indicar erro de execução, uma 
mensagem de erro é impressa e o processo servidor de arquivos encerra a 
sua execução. Senão, um socket TCP é criado, o qual será usado para as 
interações com os processos clientes.
Linhas 7-10 A estrutura de endereçamento do socket deve ser preenchida com os 
valores adequados para o protocolo TCP.
Linhas 11-15 A função bind é utilizada pelo processo servidor de arquivos para atribuir 
um endereço local para ele. Se o valor retomado indicar erro de 
execução, uma mensagem de erro é impressa e o processo servidor de 
arquivos encerra a sua execução.
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Linhas 16-20 A função listen é utilizada pelo processo servidor de arquivos para 
preparar o socket para aceitar as conexões com os processos clientes. Se 
o valor retornado indicar erro de execução, uma mensagem de erro é 
impressa e o processo servidor de arquivos encerra a sua execução.
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6. Conclusão
Neste capítulo são apresentadas as contribuições deste trabalho e projetos 
futuros. No tópico 6.1 são apresentados as contribuições e no tópico 6.2 são descritos os 
projetos futuros.
6.1 Contribuições
Este texto apresentou o projeto e a implementação de um servidor de 
arquivos para um cluster de computadores derivado do multicomputador Crux. Utilizou- 
se o modelo cliente-servidor para as comunicações entre processos clientes e o processo 
servidor de arquivos. Os processos clientes interagem com o processo servidor de 
arquivos através de sockets TCP pela rede de trabalho, com um mecanismo específico 
de troca de mensagens desenvolvido para esse cluster.
O processo servidor interage com o sistema de arquivos do Linux para a 
execução das chamadas de sistema solicitadas por processos clientes e com a rede de 
trabalho. A rede de trabalho é responsável pelo trânsito de mensagens entre processos 
clientes e o processo servidor de arquivos. Os processos clientes possuem uma interface 
própria equivalente à do sistema Unix, sendo que os operadores não são processados 
localmente e sim enviados ao processo servidor através da rede de trabalho.
Foi desenvolvida a biblioteca libcsa para o servidor de arquivos, a qual 
contém funções correspondentes às chamadas de sistema. Esta biblioteca deve ser 
priorizada na compilação do programa cliente. A maioria das chamadas de sistema 
relativas ao sistema de arquivos do Linux são atendidas pela biblioteca libcsa.
Para a implementação do servidor de arquivos foi utilizada a técnica de 
servidores concorrentes [STE97], a qual cria um processo servidor filho para atender 
cada novo processo cliente. Esta técnica toma o processo servidor mais eficiente na 
medida em que cada processo cliente é atendido imediatamente por um processo 
servidor filho.
Este trabalho produziu um componente essencial para o cluster alvo.
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6.2 Perspectivas Futuras
Para o desenvolvimento deste trabalho, a interface da rede de trabalho foi 
implementada provisoriamente com sockets TCP/IP. Em breve, essa interface deverá ser 
substituída por outra, objeto de pesquisa de outras dissertações ([BOG02], [REC02]).
O ambiente de execução de programas paralelos do cluster alvo prevê que o 
servidor de arquivos seja o único elemento contido em um nó de trabalho. Assim, em 
uma etapa mais adiantada do desenvolvimento de software para esse cluster, o sistema 
de arquivos poderá ser implementado como uma entidade autônoma, prescindindo do 
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