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Abstract
It is known that a C0-semigroup of Hilbert space operators is m-
isometric if and only if its generator satisfies a certain condition, which
we choose to call m-skew-symmetry. This paper contains two main re-
sults: We provide a Lumer–Phillips type characterization of generators
of m-isometric semigroups. This is based on the simple observation that
m-isometric semigroups are quasicontractive. We also characterize co-
generators of 2-isometric semigroups. To this end, our main strategy is
to construct a functional model for 2-isometric semigroups with analytic
cogenerators. The functional model yields numerous simple examples of
non-unitary 2-isometric semigroups, but also allows for the construction
of a closed, densely defined, 2-skew-symmetric operator which is not a
semigroup generator.
1 Introduction
Throughout this paper, we let H and E denote complex Hilbert spaces. On
their own, these are assumed to be completely general, while together, we will
typically let E denote a certain subspace of H. The word operator always refers
to a linear map A : D(A) → H, with domain D(A) ⊆ H. While all operators
encountered below are closed, we do not insist on this as part of the definition.
The space of bounded operators is denoted L = L(H). As for operators on E ,
we are more interested in L+ = L+(E), the convex cone of positive bounded
operators.
A bounded operator T is called m-isometric if
m∑
k=0
(−1)m−k
(
m
k
)
‖T kx‖2 = 0, x ∈ H.
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The study of m-isometries was initiated by Agler [1], and significantly extended
by Agler and Stankus [2, 3, 4]. A related notion is that of m-symmetric op-
erators, introduced by Helton [10]. By analogy, we say that an operator A is
m-skew-symmetric if
m∑
k=0
(
m
k
)〈
Aky,Am−ky
〉
= 0, y ∈ D(Am).
This happens precisely when iA is m-symmetric.
If we think of n ∈ Z≥0 as a time variable, then the sequence (T
n)∞n=0 con-
stitutes a semigroup describing the evolution of some abstract linear system
in discrete time. It can be shown that if T is an m-isometry, then the semi-
group (T n)∞n=0 consists entirely of m-isometries. A recent development is the
study of m-isometric semigroups in continuous time, i.e. C0-semigroups of m-
isometries [5, 9]. It is known that a C0-semigroup is m-isometric if and only
if its generator is m-skew-symmetric. Moreover, this is equivalent to that, for
each x ∈ H, the function t 7→ ‖Ttx‖
2 is a polynomial of degree no more than
(m − 1) [5, Theorem 2.1]. We will prove a slightly more specific result about
the function t 7→ ‖Ttx‖
2 (Theorem 3.3). This readily implies that m-isometric
semigroups are quasicontractive (Corollary 3.5). Our first main result is then a
simple consequence of the Lumer–Phillips theorem:
Theorem 1.1. Let m ∈ Z≥1. An operator A is the generator of an m-isometric
semigroup (Tt)t≥0 if and only if the following conditions are satisfied:
(i) A is closed and densely defined.
(ii) There exists w ≥ 0 such that
Re 〈Ay, y〉 ≤ w‖y‖2, y ∈ D(A). (1.1)
(iii) There exists λ > w such that λ−A : D(A)→ H is surjective.
(iv) A is m-skew-symmetric.
If the above conditions hold, and if w ≥ 0, then (1.1) is satisfied if and only if
(Tt)t≥0 is quasicontractive with parameter w. Moreover, if λ > 0, then λ− A :
D(A)→ H is invertible.
The final assertion of the above theorem follows from the polynomial growth
of ‖Ttx‖
2, together with the standard resolvent formula (2.9). Consequently,
the spectrum of A lies in the left half of the complex plane. Therefore, (Tt)t≥0
has a well-defined cogenerator T ∈ L given by
T = (A+ I)(A− I)−1.
The cogenerator satisfies certain necessary conditions:
Theorem 1.2. Let m ∈ Z≥1. If (Tt)t≥0 is an m-isometric semigroup, then
(Tt)t≥0 has a well-defined cogenerator T ∈ L satisfying the following conditions:
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(i) T − I is injective, and has dense range.
(ii) There exists w ≥ 0 such that
‖Tx‖2 − ‖x‖2 ≤ w‖(T − I)x‖2, x ∈ H. (1.2)
(iii) T is m-isometric.
Moreover, (1.2) holds whenever (Tt)t≥0 is quasicontractive with parameter w.
It is classical, e.g. [20, Chapter III, Section 8], that if T ∈ L is a contraction,
and T − I is injective, then T is the cogenerator of a contractive C0-semigroup.
Moreover, the semigroup is isometric whenever T is. Note that if T is isometric,
then (1.2) is trivially satisfied for any w ≥ 0. Hence, Theorem 1.2 has a natural
converse in the case where m = 1. We obtain a similar result for m = 2:
Theorem 1.3. Let T ∈ L be a 2-isometry. Assume further that 1 /∈ σp(T ), and
that there exists w ≥ 0 for which (1.2) is satisfied. Then T is the cogenerator of a
C0-semigroup (Tt)t≥0, which is 2-isometric, and quasicontractive with parameter
w.
Note that Theorem 1.3 does not require T − I to have dense range. This is
much like in the isometric case: If T is an isometry, then T and T ∗ have the
same invariant vectors, so T − I has dense range if and only if it is injective.
Our results imply that T −I has dense range under the more general hypothesis
of Theorem 1.3, but the author has not found a direct proof .
The proof of Theorem 1.3 relies primarily on two non-trivial results about 2-
isometries, namely a Wold-type decomposition theorem, and a functional model
for analytic 2-isometries.
The first of these results (Theorem 2.11) is due to Shimorin [19], and states
that any 2-isometry T can be written as a direct sum of a unitary operator, and
an analytic 2-isometry. By some classical properties of unitary cogenerators, this
allows us to reduce the proof of Theorem 1.3 to the case where T is analytic.
The second result (Theorem 2.12) states that if T ∈ L = L(H) is an analytic
2-isometry, and E = H⊖TH, then T is unitarily equivalent to the operatorMz,
multiplication by the identity function z 7→ z, acting on a harmonically weighted
Dirichlet space D2µ(E) of E-valued analytic functions on D. The parameter µ is
a measure on the unit circle T, with values in L+ = L+(E). The correspondence
between T and µ is essentially bijective. Theorem 2.12 was proved by Richter
[15] in the case where dim E = 1, and extended to the general case by Olofsson
[14]. The main idea behind Theorem 1.3 is that an analytic 2-isometry T ∈
L is the cogenerator of a C0-semigroup if and only if Mz is the cogenerator
of a C0-semigroup on the corresponding space D
2
µ(E). Such a semigroup is
necessarily given by the multiplication operators (Mφt)t≥0, where φt : z 7→
exp (t(z + 1)/(z − 1)). Our strategy is then to determine all µ such that the
operators (Mφt)t≥0 form a C0-semigroup on D
2
µ(E).
After reduction to the analytic case, Theorem 1.3 follows from:
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Theorem 1.4. Let µ be an L+-valued measure on T. Then the following are
equivalent:
(i) For every t ≥ 0, Mφt ∈ L(D
2
µ(E)), and the family (Mφt)t≥0 is a C0-
semigroup on D2µ(E).
(ii) There exists w1 ≥ 0 such that
1
2pi
∫
T
〈dµ f, f〉 ≤ w1‖(I −Mz)f‖
2
D2µ(E)
, f ∈ Pa(E). (1.3)
(iii) The set function µ˜ : E 7→ 12pi
∫
E
dµ(ζ)
|1−ζ|2 is an L+-valued measure, and there
exists w2 ≥ 0 such that
1
2pi
∫
T
〈dµ˜ f, f〉 ≤ w2‖f‖
2
D2µ(E)
, f ∈ Pa(E). (1.4)
If either of the above conditions is satisfied, then the semigroup (Mφt)t≥0 is
2-isometric, has cogenerator Mz, and is quasicontractive with some parameter
w ≥ 0. The optimal (smallest possible) values for w, w1 and w2 coincide.
Remark 1.5. For an L+-valued measure µ, and x ∈ E , the set function µx,x :
E 7→ 〈µ(E)x, x〉 defines a finite positive Borel measure. If the inequality (1.4)
holds for constant functions, then
1
2pi
∫
T
dµx,x(ζ)
|1− ζ|2
≤ w2‖x‖
2, x ∈ E . (1.5)
On the other hand, if µ is any measure satisfying the above inequality, then
E 7→
∫
E
dµ(ζ)
|1−ζ|2 defines an L+-valued measure. Hence, when attempting to verify
condition (iii) of Theorem 1.4, the inequality (1.5) is a natural first step.
Any bounded operator A generates an invertible C0-semigroup (e
tA)t≥0. As
a special case of [5, Theorem 2.1] (or Theorem 1.1), stated explicitly as [5, Corol-
lary 2.3], the semigroup is m-isometric if and only if A is m-skew-symmetric. A
limitation of this conclusion is that if m is even, then by [2, Proposition 1.23],
(etA)t≥0 is in fact (m−1)-isometric. In particular, any 2-isometric C0-semigroup
with bounded generator is unitary. On the other hand, Theorem 1.4 allows one
to produce numerous examples of non-unitary 2-isometric semigroups. In par-
ticular, such semigroups exist. One may also use Theorem 1.4 to construct a
closed, densely defined, 2-skew-symmetric operator A, with the property that
λ − A : D(A) → H is surjective for any λ > 0, but which is not the genera-
tor of a C0-semigroup. This shows that the conditions (1.1) and (1.2) are not
superfluous.
The paper is organized as follows: In Section 2 we introduce some notation
and preliminary material. In Section 3 we discuss m-isometric semigroups. In
particular, we prove Theorem 1.1, and Theorem 1.2. In Section 4 we prove
Theorem 1.3, and Theorem 1.4. In Section 5 we discuss some examples related
to Theorem 1.4. In Section 6 we briefly mention the wider context of m-concave
semigroups.
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2 Notation and preliminaries
We use the notation D := {z ∈ C; |z| < 1} for the open unit disc, and T := {z ∈
C; |z| = 1} for the unit circle of the complex plane C. By λ we denote Lebesgue
(arc length) measure on T, while dA will signify integration with respect to area
measure on C. We also use ∂Ω and Ω to denote the boundary and closure of
Ω ⊂ C, respectively.
Given integers m ≥ k ≥ 0, we let
(
m
k
)
= m!k!(m−k)! denote the standard
binomial coefficients. If the integers m and k do not satisfy the prescribed
inequalities, then we set
(
m
k
)
= 0. With this convention, the well-known relation
(
m
k
)
=
(
m− 1
k − 1
)
+
(
m− 1
k
)
(2.1)
is valid whenever m ≥ 1 and k ∈ Z. This will be used repeatedly.
Given an operator A, we let σ(A), σp(A), σap(A), andW (A) respectively de-
note the spectrum, point spectrum, approximate point spectrum, and numerical
range of A, i.e.
σ(A) := {z ∈ C; z −A : D(A)→ H is not bijective},
σp(A) := {z ∈ C; z −A : D(A)→ H is not injective},
σap(A) := {z ∈ C; z −A : D(A)→ H is not bounded below},
W (A) := {〈Ay, y〉H ∈ C; y ∈ D(A), ‖y‖ = 1} .
We also let ρ(A) := C\σ(A). If z ∈ ρ(A), and A is closed, then (z−A)−1 : H →
D(A) is bounded by the closed graph theorem. On the other hand, if (z−A)−1
is bounded, then A is closed.
Given a family {Si}i∈I of subsets of H, we let
∨
i∈I Si denote the smallest
closed subspace of H that contains each Si.
2.1 m-isometries, and m-skew-symmetries
Let m ∈ Z≥0, T ∈ L, and define
βm(T ) =
m∑
j=0
(−1)m−j
(
m
j
)
T ∗jT j.
Apart from a normalizing factor, this agrees with the notation from [2]. A
straightforward consequence of (2.1) is that
βm+1(T ) = T
∗βm(T )T − βm(T ). (2.2)
We also have the following formula, valid for k ∈ Z≥0, T ∈ L:
T ∗kT k =
∞∑
j=0
(
k
j
)
βj(T ). (2.3)
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Note that with our notational convention for binomial coefficients, the above
right-hand side has at most k + 1 non-zero terms.
If βm(T ) = 0, then we say that T is an m-isometry. By (2.2), any such
operator is also an (m+ 1)-isometry. Moreover, (2.3) implies
‖T kx‖2 =
m−1∑
j=0
(
k
j
)
〈βj(T )x, x〉 , x ∈ H. (2.4)
Thus, ‖T kx‖2 is polynomial in k whenever x ∈ H, and ‖T k‖2 . (1 + k)m−1.
Gelfand’s formula for the spectral radius yields that σ(T ) ⊆ D. A more careful
analysis reveals that σap(T ) ⊆ T, see [2, Lemma 1.21]. By the general fact that
∂σ(T ) ⊆ σap(T ), it follows that an m-isometry is either invertible, in which case
σ(T ) ⊆ T, or it is not invertible, in which case σ(T ) = D.
Given m ∈ Z≥1, and an operator A, we define the sesquilinear form α
A
m by
αAm(y1, y2) =
m∑
j=0
(
m
j
)〈
Ajy1, A
m−jy2
〉
, y1, y2 ∈ D(A
m). (2.5)
It will be convenient to write αAm(y) instead of α
A
m(y, y). By (2.1),
αAm+1(y1, y2) = α
A
m(Ay1, y2) + α
A
m(y1, Ay2). (2.6)
We say that A is m-skew-symmetric if αAm vanishes identically.
The relation between m-isometries and m-skew-symmetries has been fre-
quently exploited in previous works [5, 11]. For easy reference, we state and
prove the following result, which is implicit in [17, p. 425]:
Lemma 2.1. Let A be a closed operator, with 1 ∈ ρ(A), and define T ∈ L by
T = (A+ I)(A− I)−1.
Then T−I is injective, D(A) = (T−I)H, and A = (T +I)(T −I)−1. Moreover,
for m ∈ Z≥0, and x1, x2 ∈ H,
〈βm(T )x1, x2〉 = 2
mαAm
(
(A− I)−mx1, (A− I)
−mx2
)
. (2.7)
Proof. Since A is closed, (A − I)−1 : H → D(A) is bounded. It is easy to
see that T = I + 2(A − I)−1. Hence, the bounded operator T − I is injective,
with left-inverse 12 (A − I). Moreover, D(A) = (T − I)H. The fact that A =
(T + I)(T − I)−1 is a simple algebraic verification.
It is clear that (2.7) holds for m = 0. For a general m, we use (2.2) to see
that
〈βm(T )(T + I)x1, (T − I)x2〉
= 〈βm+1(T )x1, x2〉 − 〈βm(T )Tx1, x2〉+ 〈βm(T )x1, T x2〉
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Since βm(T )
∗ = βm(T ), the above identity, with x1 and x2 interchanged, implies
〈βm(T )(T − I)x1, (T + I)x2〉
= 〈βm+1(T )x1, x2〉+ 〈βm(T )Tx1, x2〉 − 〈βm(T )x1, T x2〉
Adding these two identities,
2 〈βm+1(T )x1, x2〉
= 〈βm(T )(T + I)x1, (T − I)x2〉+ 〈βm(T )(T − I)x1, (T + I)x2〉 .
Since T + I = 2A(A− I)−1, and T − I = 2(A− I)−1, we therefore have
〈βm+1(T )x1, x2〉 = 2
〈
βm(T )A(A− I)
−1x1, (A− I)
−1x2
〉
+ 2
〈
βm(T )(A− I)
−1x1, A(A− I)
−1x2
〉
.
Assuming that (2.7) holds, (2.6) implies
〈βm+1(T )x1, x2〉 = 2
m+1αAm+1
(
(A − I)−m−1x1, (A− I)
−m−1x2
)
.
Hence, we obtain (2.7) by induction over m.
2.2 C0-semigroups
By a semigroup we mean a one-parameter family (Tt)t≥0 ⊂ L, such that T0 = I,
and Ts+t = TsTt for s, t ≥ 0. For a detailed treatment of the facts outlined
below, we refer to [8, Chapter II].
A semigroup is called a C0-semigroup, or strongly continuous, if for every
x ∈ H the orbit map ξx : [0,∞) ∋ t 7→ Ttx ∈ H is continuous. Given a C0-
semigroup (Tt)t≥0, the uniform boundedness principle implies that (Tt)0≤t≤1 is
a bounded family in L. The semigroup property then implies that (Tt)t≥0 is
exponentially bounded, i.e. there exists M ≥ 1 and w ∈ R such that
‖Tt‖L ≤Me
wt, t ≥ 0. (2.8)
If (2.8) holds with M = 1, then we say that (Tt)t≥0 is quasicontractive with
parameter w. A quasicontractive semigroup with parameter 0 is simply called
contractive.
The (infinitesimal) generator of (Tt)t≥0 is the operator A defined by
Ay = lim
t→0+
Tty − y
t
.
Its domain D(A) is the subspace of y ∈ H such that the above limit exists. The
generator of a C0-semigroup is closed, densely defined, and uniquely determines
the semigroup. If y ∈ D(A) and t ≥ 0, then Tty ∈ D(A), and ATty = TtAy.
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Let x ∈ H, and λ > w, where w is as in (2.8). Since t 7→ Ttx is continuous,
the integral
∫∞
0 Ttxe
−λt dt is well-defined as a generalized Riemann integral. It
is easy to show that in this sense,
(λ−A)−1 =
∫ ∞
0
Tte
−λt dt. (2.9)
Not every closed, densely defined operator is the generator of aC0-semigroups.
A fundamental result in this direction is the so-called Lumer–Phillips theorem:
Theorem 2.2. Let w ≥ 0, and A be an operator. Then A is the generator of
a quasicontractive C0-semigroup with parameter w if and only if the following
conditions hold:
(i) A is closed and densely defined.
(ii) A is w-dissipative, i.e.
Re 〈Ay, y〉 ≤ w‖y‖2, y ∈ D(A).
(iii) There exists λ > w such that λ−A : D(A)→ H is surjective.
Remark 2.3. The above theorem is typically stated for w = 0. The general ver-
sion follows if we consider the operator A−w, and the corresponding semigroup
(e−wtTt)t≥0.
An elementary calculation using the inner product shows that A is 0-dissipative
if and only if
‖(λ−A)y‖ ≥ λ‖y‖, y ∈ D(A), λ > 0.
Consequently, λ − A is injective in this case. Moreover, the above inequality
turns out to be the appropriate analogue of (ii) when studying semigroups of
operators on Banach spaces.
If the above conditions (i) − (iii) hold, then λ − A : D(A) → H is in fact
surjective for any λ > w.
2.3 Operator measures
Let S denote the Borel σ-algebra of subsets of T. An L+-valued measure is
a finitely additive set function µ : S → L+ with the property that for every
x, y ∈ E , the set function µx,y : E 7→ 〈µ(E)x, y〉 defines a complex regular Borel
measure. For each E ∈ S, it holds that
|µx,y|(E) ≤ µx,x(E)
1/2µy,y(E)
1/2. (2.10)
We refer to the proof of [13, Proposition 1.1].
Given a bounded (Borel) measurable function f : T→ C, we can define the
sesquilinear form Jf : (x, y) 7→
∫
T
f dµx,y. It follows from (2.10), that
|Jf (x, y)| ≤ ‖f‖∞‖µ(T)‖‖x‖‖y‖.
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By standard functional analytic considerations, the above inequality implies
the existence of a uniquely determined operator If ∈ L such that 〈If x, y〉 =∫
T
f dµx,y. We denote the operator If by
∫
T
f dµ. The integral thus defined
satisfies the triangle type inequality
‖
∫
T
f dµ‖ ≤ ‖f‖∞‖µ(T)‖.
We will need the following version of the Cauchy–Schwarz inequality:
Lemma 2.4. Let µ be an L+-valued measure. If x, y ∈ E, and f, g : T→ C are
Borel measurable functions, then
∫
T
|fg| d|µx,y| ≤
(∫
T
|f |2 dµx,x
)1/2(∫
T
|g|2 dµy,y
)1/2
. (2.11)
Proof. When f and g are simple functions, (2.11) follows from (2.10), and the
Cauchy–Schwarz inequality for finite sums. General functions are approximated
in the standard fashion.
Two instances of the above integral will be particularly interesting to us,
namely the Fourier coefficients
µˆ(n) =
1
2pi
∫
T
ζn dµ(ζ), n ∈ Z,
and the Poisson extension
Pµ(z) =
1
2pi
∫
T
1− |z|2
|ζ − z|2
dµ(ζ), z ∈ D.
If we let r = |z|, then
1− |z|2
|ζ − z|2
=
∑
n∈Z
r|n|
(z
r
)n
ζn.
By the Weierstrass test, this series converges uniformly in ζ. Using term by
term integration, we conclude that
Pµ(z) =
∑
n∈Z
µˆ(n)r|n|
(z
r
)n
.
With the above construction, the integral
∫
f dµ is only defined when f is
bounded. As a remedy for this, adequate for our purposes, we use the following
construction: Let µ be an L+-valued measure, and h a scalar-valued function.
If there exists C > 0 such that∫
T
|h| dµx,x ≤ C‖x‖
2, x ∈ E ,
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then one can define a new set function µh by
〈µh(E)x, y〉 =
∫
E
h dµx,y.
By Lemma 2.4, the above right-hand side has modulus less than
(∫
T
|h| dµx,x
)1/2 (∫
T
|h| dµy,y
)1/2
≤ C‖x‖‖y‖.
This estimate implies that µh is another L+-valued measure. If f is bounded,
then we may take
∫
f dµh as a definition of
∫
fh dµ.
Remark 2.5. We will only use the above construction of
∫
fh dµ in the setting
where h is a fixed function. However, the following may be of independent
interest: If f1h1 = f2h2, and the measures µi = µhi are defined as above, then〈∫
fi dµi x, y
〉
=
∫
fi d(µi)x,y =
∫
fihi dµx,y.
Hence,
∫
f1h1 dµ =
∫
f2h2 dµ.
Let f, g : T → E be continuous functions, and identify these with their
respective Poisson extensions. For 0 < r < 1 and ζ ∈ T,
〈Pµ(rζ)f(rζ), g(rζ)〉 =
∑
k,l,n∈Z
〈
µˆ(n)fˆ(k), gˆ(l)
〉
r|n|+|k|+|l|ζn+k−l,
and the right-hand side converges uniformly in ζ. Integrating with respect to
dλ(ζ) yields
∫
T
〈Pµ(rζ)f(rζ), g(rζ)〉 dλ(ζ) = 2pi
∑
k,l∈Z
r|k|+|l|+|k−l|
〈
µˆ(l − k)fˆ(k), gˆ(l)
〉
.
This motivates us to define
∫
〈dµ ·, ·〉 by
1
2pi
∫
T
〈dµ f, g〉 =
∑
k,l∈Z
〈
µˆ(l − k)fˆ(k), gˆ(l)
〉
, (2.12)
provided that the above right-hand side is absolutely convergent.
It seems clear that any reasonable definition of
∫
〈dµ ·, ·〉 should satisfy
(2.12). On the other hand, it is a bit awkward to require so much regular-
ity for a function to be square integrable. The next example is a digression
from the primary topic of this paper, but may still be of interest.
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Example 2.6. For k ∈ Z≥1, let Ik denote the arc {e
it; t ∈ [2−k, 21−k)} ⊂ T,
and define the set function µ by
〈µ(E)x, y〉 =
∞∑
k=1
2kλ(E ∩ Ik) 〈x, ek〉 〈ek, y〉 , x, y ∈ E ,
where (ek)
∞
k=1 is some orthonormal sequence in E . Then µ is an L+-valued
measure. For a simple function f =
∑
n xn1En , it might seem reasonable to
define
∫
〈dµ f, f〉 as the finite sum
∑
n
〈µ(En)xn, xn〉 . (naive)
However, if fN =
∑N
k=1 ek1Ik , then the above sum is equal to N , even though
‖fN‖L∞ = 1. This may help explain why we have chosen (2.12) as our definition
of
∫
〈dµ ·, ·〉.
2.4 Function spaces
The space of analytic polynomials
∑N
k=0 akz
k with coefficients ak ∈ E is denoted
by Pa(E). As a notational convention, we write Pa in place of Pa(C). The same
principle applies to all function spaces described below.
Let f be a function which is analytic in a neighbourhood of the origin.
The kth Maclaurin coefficient of f is denoted by fˆ(k). By Da(E), we denote
the space of E-valued analytic functions whose Maclaurin coefficients (fˆ(k))∞k=0
decay faster than any power of k. These are precisely the analytic functions on
D which extend to smooth functions on D.
The Hardy space H2(E) consists of all functions f : z 7→
∑∞
k=0 fˆ(k)z
k,
where fˆ(k) ∈ E , and ‖f‖2H2(E) :=
∑∞
k=0 ‖fˆ(k)‖
2
E <∞. Using a standard radius
of convergence formula, functions in H2(E) are seen to be analytic on D. The
subspaces Pa(E) and Da(E) are dense in H
2(E). A direct application of the
Cauchy-Schwarz inequality shows that point evaluations are bounded operators
from H2(E) to E . Specifically,
‖f(z)‖ ≤
‖f‖H2(E)
(1− |z|2)1/2
, z ∈ D, f ∈ H2(E). (2.13)
If f ∈ H2(E), then the radial boundary value f(ζ) := limr→1− f(rζ) exists for
λ-a.e. ζ ∈ T. The radial boundary value function satisfies
‖f‖2H2(E) =
1
2pi
∫
T
‖f(ζ)‖2 dλ(ζ). (2.14)
In the case where E = C, these facts will be included in any reasonable intro-
duction to Hardy spaces. For general E , we refer to [12, Chapter III], or [16,
Chapter 4].
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Given an L+-valued measure µ, and an analytic function f : D → E , we
define the corresponding Dirichlet integral
Dµ(f) :=
1
pi
∫
D
〈Pµ(z)f
′(z), f ′(z)〉dA(z).
The integrand is non-negative, so the integral is well-defined. For z = ρζ, ζ ∈ T,
the power series expansions of Pµ and f yield
〈Pµ(z)f
′(z), f ′(z)〉 =
∞∑
n=−∞
∞∑
k,l=0
kl
〈
µˆ(n)fˆ(k), fˆ(l)
〉
ρ|n|+k+l−2ζn+k−l.
Integrating this identity with respect to ρ dρ dλ(ζ), over 0 < ρ < r < 1, and
ζ ∈ T, gives us the formula
1
pi
∫
rD
〈Pµ(z)f
′(z), f ′(z)〉dA(z)
=
∞∑
k,l=0
min(k, l)r2max(k,l)
〈
µˆ(l − k)fˆ(k), fˆ(l)
〉
.
By monotone convergence,
Dµ(f) = lim
r→1−
∞∑
k,l=0
min(k, l)r2max(k,l)
〈
µˆ(l − k)fˆ(k), fˆ(l)
〉
. (2.15)
If the resulting series is absolutely convergent (say if f ∈ Da(E)), then we may
of course replace the limr→1− with an evaluation at r = 1.
We define the harmonically weighted Dirichlet space D2µ(E) as the space of
functions f ∈ H2(E) for which Dµ(f) < ∞. In particular, Da(E) ⊆ D
2
µ(E) by
(2.15). We equip D2µ(E) with the norm ‖ · ‖D2µ(E) given by
‖f‖2D2µ(E) := ‖f‖
2
H2(E) +Dµ(f).
If f, g ∈ D2µ(E), then we define the sesquilinear Dirichlet integral
Dµ(f, g) :=
1
pi
∫
D
〈Pµ(z)f
′(z), g′(z)〉dA(z),
which is finite by the Cauchy–Schwarz inequality.
Proposition 2.7 ([14, Corollary 3.1]). Let µ be an L+-valued measure. Then
Pa(E) is dense in the corresponding Dirichlet space D
2
µ(E).
Proposition 2.8. Let µ be an L+-valued measure, and f ∈ Da(E). Then
〈β1(Mz)f, f〉D2µ(E)
=
1
2pi
∫
T
〈dµ f, f〉 .
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Proof. By (2.14), Mz : H
2(E)→ H2(E) is an isometry. Hence,
〈β1(Mz)f, f〉D2µ(E) = D
2
µ(Mzf)−D
2
µ(f).
By (2.15),
D2µ(Mzf)−D
2
µ(f) =
∞∑
k,l=0
min(k, l)
〈
µˆ(l − k)fˆ(k − 1), fˆ(l − 1)
〉
−
∞∑
k,l=0
min(k, l)
〈
µˆ(l − k)fˆ(k), fˆ(l)
〉
=
∞∑
k,l=0
〈
µˆ(l − k)fˆ(k), fˆ(l)
〉
.
The above right-hand side equals 12pi
∫
T
〈dµ f, f〉 by definition.
Given an analytic function f : D→ C, and ζ ∈ T, we define the correspond-
ing local Dirichlet integral
Dζ(f) :=
1
pi
∫
D
|f ′(z)|2
1− |z|2
|ζ − z|2
dA(z). (2.16)
This is a convenient shorthand for the Dirichlet integral Dδζ (f), where δζ de-
notes a (scalar) unital point mass at ζ. If µ is a positive scalar-valued measure,
then it is immediate from Fubini’s theorem that
Dµ(f) =
1
2pi
∫
T
Dζ(f) dµ(ζ). (2.17)
In particular, if Dµ(f) <∞, then Dζ(f) <∞ for µ-a.e. ζ ∈ T.
A useful tool for calculating local Dirichlet integrals is the so-called local
Douglas formula. The proof, and a slightly more general version of the state-
ment, can be found in [7, Chapter 7.2]:
Theorem 2.9. Let f ∈ H2, and ζ ∈ T. If Dζ(f) < ∞, then the radial limit
f(ζ) exists. Moreover, if we let F (z) = f(z)−f(ζ)z−ζ , then Dζ(f) = ‖F‖
2
H2 .
Recall that a function θ ∈ H2 is called inner if |θ(ζ)| = 1 for λ-a.e. ζ ∈ T.
If θ is inner and f ∈ Da, then
Dζ(θf) = Dζ(f) + |f(ζ)|
2Dζ(θ), (2.18)
e.g. [7, Theorem 7.6.1]. For inner functions, the local Dirichlet integral Dζ(θ)
may be computed as
Dζ(θ) = lim
r→1−
1− |θ(rζ)|2
1− r2
, (2.19)
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e.g. [7, Theorem 7.6.5]. This formula is valid whether or not Dζ(θ) < ∞. If θ
is analytic in a neighbourhood of ζ, then (2.19) yields Dζ(θ) = |θ
′(ζ)|.
In the general case of L+-valued measures, the concept of a local Dirichlet
integral does not appear to be well studied. We derive the following substitute
for (2.17).
Lemma 2.10. Let µ be an L+-valued measure, and x, y ∈ E. If f ∈ D
2
µx,x and
g ∈ D2µy,y , then the integral
Dµx,y (f, g) =
1
2pi2
∫
D
∫
T
f ′(z)g′(z)
1− |z|2
|ζ − z|2
dµx,y(ζ) dA(z)
is absolutely convergent, with |Dµx,y (f, g)| ≤ ‖f‖D2µx,x‖g‖D2µy,y . In particular,
Dµx,y (f, g) =
1
2pi
∫
T
Dζ(f, g) dµx,y(ζ).
Proof. We need to show that
∫
D
∫
T
|f ′(z)g′(z)|
1− |z|2
|ζ − z|2
d|µx,y|(ζ) dA(z) <∞.
The inner integral equals |f ′(z)g′(z)|P|µx,y|(z). By an application of Lemma 2.4,
we obtain
P|µx,y|(z) ≤ Pµx,x(z)
1/2Pµy,y (z)
1/2.
The remainder of the statement follows from the Cauchy–Schwarz inequality,
and Fubini’s theorem.
2.5 Analytic operators
An operator T ∈ L is called analytic if ∩n≥0T
nH = {0}. It is clear that
an analytic operator cannot have any non-zero eigenvalues. In particular, an
analytic m-isometry does not have eigenvalues, since σap(T ) ⊆ T.
A good reason to study analytic 2-isometries is the existence of a so-called
Wold decomposition: For T ∈ L, we let E = H ⊖ TH. The dimension of E is
called the multiplicity of T . Furthermore, define the spaces Hu = ∩n≥0T
nH,
and Ha =
∨
n≥0 T
nE . The following is a special case of [19, Theorem 3.6]:
Theorem 2.11. If T ∈ L is a 2-isometry, then H = Hu ⊕ Ha. Moreover, the
spaces Hu and Ha are invariant under T , Tu := T |Hu is unitary, and Ta := T |Ha
is analytic.
The class of analytic 2-isometries with multiplicity 1 can be completely de-
scribed in terms of Mz, multiplication by the function z 7→ z, acting on har-
monically weighted Dirichlet spaces [15]. This result was later generalized to
arbitrary multiplicity by Olofsson [14]:
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Theorem 2.12. Let µ be an L+(E)-valued measure. Then Mz acts as an ana-
lytic 2-isometry on the space D2µ(E).
Conversely, suppose that T ∈ L(H) is an analytic 2-isometry, and let E =
H ⊖ TH. Then there exists an L+(E)-valued measure µ, and a unitary map
V : H → D2µ(E), such that T = V
∗MzV .
The above correspondence is essentially one-to-one; the operators
Mz : D
2
µj (Ej)→ D
2
µj (Ej), j ∈ {1, 2},
are unitarily equivalent if and only if there exists a unitary map U : E1 → E2
such that µ1(E) = U
∗µ2(E)U whenever E ∈ S.
3 m-isometric semigroups
By anm-isometric semigroup we mean a C0-semigroup (Tt)t≥0 such that each Tt
is an m-isometry. In the transition from individual operators to C0-semigroups,
the following two lemmas are useful:
Lemma 3.1. Let (Tt)t≥0 be a C0-semigroup with generator A, and m ∈ Z≥0.
If y1, y2 ∈ D(A
m), and fy1,y2 : [0,∞) ∋ t 7→ 〈Tty1, Tty2〉, then fy1,y2 is m times
differentiable, and its mth derivative f
(m)
y1,y2 is given by
f (m)y1,y2(t) = α
A
m(Tty1, Tty2), t ≥ 0, (3.1)
where αAm is defined by (2.5). In particular, f
(m)
y1,y2 is continuous.
Proof. This is trivial for m = 0. For m = 1, if y1, y2 ∈ D(A), t ≥ 0, then
f ′y1,y2(t) = fAy1,y2(t) + fy1,Ay2(t),
by the product rule. By induction one obtains
f (m)y1,y2(t) =
m∑
k=0
(
m
k
)
fAky1,Am−ky2(t),
provided that y1, y2 ∈ D(A
m). This is equivalent to (3.1).
Lemma 3.2. Let f : [0,∞) → C be a function whose mth derivative f (m) is
continuous. For h > 0, it then holds that
m∑
k=0
(−1)m−k
(
m
k
)
f(kh) =
∫ h
s1=0
. . .
∫ h
sm=0
f (m)(s1 + . . .+ sm) ds1 . . . dsm.
Proof. Use the fundamental theorem of calculus, (2.1), and induction over m.
As a first application of these identities, we prove a semigroup analogue of
(2.4). This is more precise than condition (ii) of [5, Theorem 2.1]:
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Theorem 3.3. Let (Tt)t≥0 be an m-isometric semigroup with generator A.
Then the quadratic forms (αAj )
m−1
j=0 , densely defined by (2.5), are bounded. More-
over,
‖Ttx‖
2 =
m−1∑
j=0
tj
j!
αAj (x), x ∈ H, t ≥ 0.
Proof. For y ∈ D(Aj), let f(t) = ‖Tty‖
2. By Lemma 3.1, f (j)(t) = αAj (Tty).
Moreover, this is a continuous function, and by Lemma 3.2,
〈βj(Tt)y, y〉 =
∫ t
s1=0
. . .
∫ t
sj=0
αAj (Ts1+...+sjy) ds1 . . . dsj . (3.2)
This identity implies
lim
t→0+
1
tj
〈βj(Tt)y, y〉 = α
A
j (y). (3.3)
By (2.4), it holds for any k ∈ Z≥0 that
‖T kt/ky‖
2 =
m−1∑
j=0
(
k
j
)〈
βj(Tt/k)y, y
〉
=
m−1∑
j=0
(
t
k
)j (
k
j
)〈
βj(Tt/k)y, y
〉
(t/k)j
.
If y ∈ D(Am−1), then we may let k →∞, in order to obtain
‖Tty‖
2 =
m−1∑
j=0
tj
j!
αAj (y).
We want to extend the above identity to y ∈ H. For this it is sufficient to
prove that each αAj is bounded. Given m distinct times (tk)
m−1
k=0 , the numbers
(‖Ttky‖
2)m−1k=0 uniquely determine α
A
j (y). By linear algebra, it even holds that
αAj (y) =
∑m−1
k=0 ajk‖Ttky‖
2, where the numbers (ajk) do not depend on y. It
follows that each αAj is a bounded quadratic form.
Together with (2.9), Theorem 3.3 implies the well-known result that if A is
the generator of an m-isometric semigroup, then σ(A) ⊆ {z ∈ C; Re z ≤ 0}. A
novel result is the following:
Corollary 3.4. Let (Tt)t≥0 be an m-isometric semigroup with generator A.
Then, there exists a ∈ R, b ∈ (a,∞), such that
W (A) ⊆ {z ∈ C; a ≤ Re z ≤ b} .
Proof. By Theorem 3.3, αA1 (y) = 2Re 〈Ay, y〉 defines a bounded quadratic form
on H.
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Corollary 3.5. Let (Tt)t≥0 be an m-isometric semigroup. Then there exists
w ≥ 0 such that
‖Tt‖ ≤ e
wt, t ≥ 0,
i.e. (Tt)t≥0 is quasicontractive with parameter w.
Proof. Since αA0 = I, Theorem 3.3 yields that
‖Tt‖
2 ≤ 1 + tp(t),
for some polynomial p. It is clear that the right-hand side is dominated by ewt
for some w ≥ 0.
3.1 Proof of Theorem 1.1
Suppose that A is the generator of an m-isometric semigroup (Tt)t≥0. Property
(i) holds for any generator. By Corollary 3.5, (Tt)t≥0 is quasicontractive for
some parameter w ≥ 0. Properties (ii) and (iii) are implied by the Lumer–
Phillips theorem (Theorem 2.2). Since each Tt is m-isometric, (3.3) implies
that αAm vanishes, i.e. A is m-skew-symmetric. This proves that the conditions
(i)− (iv) are necessary.
Suppose on the other hand that A satisfies (i) − (iv). The first three con-
ditions, together with the Lumer–Phillips theorem, imply that A generates a
C0-semigroup (Tt)t≥0, quasicontractive with parameter w ≥ 0. The assumption
that A is m-skew-symmetric implies that each Tt is m-isometric, by (3.2).
Finally, if (i) − (iv) are fulfilled, so that A generates an m-isometric C0-
semigroup (T (t))t≥0, Theorem 3.3 together with (2.9) implies that λ − A :
D(A)→ H is invertible whenever λ > 0.
3.2 Proof of Theorem 1.2
Let (Tt)t≥0 be an m-isometric semigroup with generator A. By Theorem 1.1, A
is m-skew-symmetric, and (λ−A)−1 ∈ L for any λ > 0. In particular, 1 ∈ ρ(A).
For T = (A+ I)(A− I)−1, Lemma 2.1 implies that T is m-isometric, and that
each y ∈ D(A) can be written as 12 (T − I)x for precisely one x ∈ H. Under this
correspondence Ay = 12 (T + I)x. It follows that (1.1) holds if and only if
‖Tx‖2 − ‖x‖2 = Re 〈(T + I)x, (T − I)x〉 ≤ w‖(T − I)x‖2, x ∈ H,
i.e. (1.2) holds.
4 2-isometric cogenerators
The purpose of this section is to prove Theorem 1.3, which essentially amounts
to proving Theorem 1.4.
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We recall the hypothesis of Theorem 1.3: T ∈ L is a 2-isometry, T − I is
injective, and there exists w ≥ 0 such that
〈β1(T )x, x〉 = ‖Tx‖
2 − ‖x‖2 ≤ w‖(T − I)x‖2, x ∈ H. (4.1)
The assertion that we wish to prove is that T is the cogenerator of a C0-
semigroup (Tt)t≥0, and that this is quasicontractive with parameter w.
The first step is a reduction to the case of analytic operators. By the Wold-
decomposition (Theorem 2.11), T = Tu ⊕ Ta, where Tu is unitary and Ta is
analytic. Since 1 /∈ σp(T ), we know that 1 /∈ σp(Tu). By [20, Chapter III,
Section 8], Tu is the cogenerator of a C0-semigroup of unitary operators on Hu.
This is clearly quasicontractive for any w ≥ 0. It therefore suffices to show that
Ta is the cogenerator of a quasicontractive C0-semigroup on Ha.
By orthogonality and invariance of the subspaces Hu and Ha, and the fact
that Tu is unitary, Theorem 2.11 further implies that (4.1) is equivalent to
‖Taxa‖
2 − ‖xa‖
2 ≤ w‖(Tu − Iu)xu‖
2 +w‖(Ta − Ia)xa‖
2, (xu, xa) ∈ Hu ⊕Ha.
Consequently, T satisfies (4.1) if and only if Ta does. Together with the previous
paragraph, this reduces the proof of Theorem 1.3 to the case where T is an
analytic operator.
With the additional hypothesis that T is analytic, let E = H ⊖ TH. By
Theorem 2.12, T = V ∗MzV , where V : H → D
2
µ(E) is a unitary map, and µ
is some L+-valued measure. It then holds that β1(T ) = V
∗β1(Mz)V , and (4.1)
becomes
〈β1(Mz)f, f〉D2µ(E)
≤ w‖(I −Mz)f‖
2
D2µ(E)
, f ∈ D2µ(E).
By Proposition 2.7, it is sufficient to verify this for f ∈ Pa(E), and by Proposi-
tion 2.8, T satisfies (4.1) if and only if
1
2pi
∫
T
〈dµ f, f〉 ≤ w‖(I −Mz)f‖
2
D2µ(E)
, f ∈ Pa(E).
If we for a moment assume the validity of Theorem 1.4, then the above condi-
tion implies that (Mφt)t≥0 is a C0-semigroup on D
2
µ(E), and that this is qua-
sicontractive with parameter w. Let (Tt)t≥0 = (V
∗MφtV )t≥0. This defines a
C0-semigroup on H, it’s quasicontractive with parameter w, and its cogenerator
is given by V ∗MzV = T .
4.1 Proof of Theorem 1.4
Let us recall the statement of Theorem 1.4: If µ is an L+-valued measure on T,
then the following are equivalent:
(i) For every t ≥ 0, Mφt ∈ L(D
2
µ(E)), and the family (Mφt)t≥0 is a C0-
semigroup.
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(ii) There exists w1 ≥ 0 such that
1
2pi
∫
T
〈dµ f, f〉 ≤ w1‖(I −Mz)f‖
2
D2µ(E)
, f ∈ Pa(E).
(iii) The set function µ˜ : E 7→ 12pi
∫
E
dµ(ζ)
|1−ζ|2 is an L+-valued measure, and there
exists w2 ≥ 0 such that
1
2pi
∫
T
〈dµ˜ f, f〉 ≤ w2‖f‖
2
D2µ(E)
, f ∈ Pa(E).
If one (hence all) of the above conditions is satisfied, then the C0-semigroup
(Mφt)t≥0 is 2-isometric, has cogenerator Mz, and is quasicontractive for some
parameter w ≥ 0. Moreover, the optimal (smallest) values of w, w1, and w2
coincide.
In the case E = C, there is a quite direct proof that (i)⇔ (iii). In the general
case, we essentially use the same ideas, although they are somewhat obscured
by technicalities. For this reason, we begin with a preliminary discussion of the
case E = C. In general, the qualitative assertions that (Mφt)t≥0 is 2-isometric
and quasicontractive are fairly immediate from (i). The argument also shows
that (i)⇒ (ii). The implications (ii)⇒ (iii)⇒ (i) require a bit more work. It
will be evident that the optimal values of w, w1, and w2 coincide.
E = C : Note that φt : z 7→ exp(t(z + 1)/(z − 1)) is inner, i.e. φt ∈ H
2, and
|φt(ζ)| = 1 for λ-a.e. ζ ∈ T. By (2.19),
Dζ(φt) =
2t
|1− ζ|2
,
with the interpretation 1|1−1|2 = ∞. If we assume (i), then Dµ(φt) < ∞, so
2t
|1−ζ|2 is finite for µ-a.e. ζ ∈ T. In particular, µ({1}) = 0. On the other hand,
if we assume (iii), then again µ({1}) = 0. We may therefore add this condition
to our hypothesis.
By (2.18)
Dζ(φtf) = Dζ(f) + |f(ζ)|
2 2t
|1− ζ|2
,
and this holds for µ-a.e. ζ ∈ T. Using Fubini’s theorem (2.17), the above
formula implies that
Dµ(φtf) = Dµ(f) +
t
pi
∫
T
|f(ζ)|2
|1− ζ|2
dµ(ζ). (4.2)
Adding ‖φtf‖
2
H2 = ‖f‖
2
H2 to the above, we obtain
‖φtf‖
2
D2µ
= ‖f‖2D2µ +
t
pi
∫
T
|f(ζ)|2
|1− ζ|2
dµ(ζ).
19
From this, we conclude that Mφt : D
2
µ → D
2
µ is bounded for all t ≥ 0 if and only
if
1
pi
∫
T
|f(ζ)|2
|1− ζ|2
dµ(ζ) . ‖f‖2D2µ, f ∈ Pa.
For the verification that, under such circumstances, (Mφt)t≥0 is indeed a C0-
semigroup, we refer to the general case below.
Remark 4.1. The above argument shows that for E = C, condition (i) may be
weakened to:
(i′) There exists t > 0 such that Mφt ∈ L(D
2
µ).
The author has not found a proof that the same phenomenon occurs in the
general case.
(i)⇒ (ii) : Assume that (Mφt)t≥0 ⊂ L(D
2
µ(E)) is a C0-semigroup. A simple
calculation shows that Mz is the cogenerator of (Mφt)t≥0. Mz is 2-isometric,
and by Lemma 2.1, the corresponding generator is 2-skew-symmetric. By Theo-
rem 1.1, (Mφt)t≥0 is 2-isometric. By Corollary 3.5, (Mφt)t≥0 is quasicontractive
for some w ≥ 0. For any such w, Theorem 1.2 implies that
〈β1(Mz)f, f〉D2µ(E) ≤ w‖(Mz − I)f‖
2
D2µ(E)
, f ∈ D2µ(E).
In particular, the above inequality is satisfied for f ∈ Pa(E). By Proposition 2.8,
condition (ii) holds with w1 = w.
(ii)⇒ (iii) : Consider a fixed w1 ≥ 0, and assume that
1
2pi
∫
T
〈dµ f, f〉 ≤ w1‖(I −Mz)f‖
2
D2µ(E)
, f ∈ Pa(E).
For f ∈ Da(E), we let fN (z) =
∑N
k=0 fˆ(k)z
k. Clearly, limN→∞ ‖fN‖
2
H2(E) =
‖f‖2H2(E). Applying the above inequality to fN ∈ Pa(E), and letting N → ∞,
the formulas (2.12) and (2.15) imply
1
2pi
∫
T
〈dµ f, f〉 ≤ w1‖(I −Mz)f‖
2
D2µ(E)
, f ∈ Da(E), (4.3)
We will show that (4.3) implies
1
2pi
∫
T
〈
dµ(ζ)
|1− ζ|2
f(ζ), f(ζ)
〉
≤ w1‖f‖
2
D2µ(E)
, f ∈ Pa(E). (4.4)
In particular, if condition (ii) holds for some w1, then condition (iii) holds with
w2 = w1.
Let f ∈ Pa(E). In order to prove (4.4), we apply (4.3) to the function
z 7→ f(z)1−rz , where 0 < r < 1. If we let kr : z 7→
1−z
1−rz , then (4.3) implies
1
2pi
∫
T
〈
dµ(ζ)
f(ζ)
1− rζ
,
f(ζ)
1− rζ
〉
≤ w1‖krf‖
2
H2(E) + w1Dµ(krf).
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The proof is finished by verifying the three statements
lim
r→1−
‖krf‖
2
H2(E) = ‖f‖
2
H2(E), (4.5)
lim
r→1−
1
2pi
∫
T
〈
dµ(ζ)
f(ζ)
1− rζ
,
f(ζ)
1− rζ
〉
=
1
2pi
∫
T
〈
dµ(ζ)
|1− ζ|2
f(ζ), f(ζ)
〉
, (4.6)
and
lim
r→1−
Dµ(krf) = Dµ(f). (4.7)
For any z ∈ D \ {1}, it holds that |kr(z)| ≤
2
1+r , and limr→1− kr(z) = 1. By
(2.14), and dominated convergence, (4.5) holds for any f ∈ H2(E).
For the verification of (4.6), an important step is to show that dµ(ζ)|1−ζ|2 does
indeed define a measure, so that the right-hand side is well-defined. We begin
with a lemma, based on the local Douglas formula:
Lemma 4.2. Let f ∈ H2, and ζ ∈ T. If Dζ(f) <∞, then
Dζ(krf) ≤
8
(1 + r)2
Dζ(f) + 2
1− r
1 + r
|f(ζ)|2
|1− rζ|2
.
Moreover, if we let F (z) = f(z)−f(ζ)z−ζ , then
Dζ(f − krf) ≤ 2
(
‖F − krF‖
2
H2 +
1− r
1 + r
|f(ζ)|2
|1− rζ|2
)
.
In particular, if ζ 6= 1, then limr→1− Dζ(krf) = Dζ(f).
Proof. Theorem 2.9 already asserts that f(ζ) exists, and Dζ(f) = ‖F‖
2
H2 . Ap-
plying the same formula to krf ,
Dζ(krf) = ‖
kr(z)f(z)− kr(ζ)f(ζ)
z − ζ
‖2H2
= ‖kr(z)
f(z)− f(ζ)
z − ζ
+
kr(z)− kr(ζ)
z − ζ
f(ζ)‖2H2
= ‖kr(z)F (z)−
1− r
(1 − rz)(1− rζ)
f(ζ)‖2H2
≤ 2
(
‖krF‖
2
H2 + ‖
1− r
(1− rz)(1− rζ)
f(ζ)‖2H2
)
≤ 2
(
4
(1 + r)2
‖F‖2H2 + (1 − r)
2 |f(ζ)|
2
|1− rζ|2
‖
1
1− rz
‖2H2
)
=
8
(1 + r)2
Dζ(f) + 2
1− r
1 + r
|f(ζ)|2
|1− rζ|2
.
In the last step, we have used geometric summation to compute ‖ 11−rz‖
2
H2 =
1
1−r2 . This proves the first inequality of the statement. The second inequality
follows from a similar calculation.
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The next lemma essentially states that if (4.3) holds, then a slightly weaker
version of (4.4) holds for any f with values in a one-dimensional subspace.
Lemma 4.3. Let µ be an L+-valued measure that satisfies (4.3). Then
1
2pi
∫
T
|f(ζ)|2
|1− ζ|2
dµx,x(ζ) ≤ w1
(
‖f‖2H2‖x‖
2 + 2Dµx,x(f)
)
, x ∈ E , f ∈ Pa.
In particular, the set function E 7→
∫
E
dµ(ζ)
|1−ζ|2 is an L+-valued measure, and
µ({1}) = 0.
Proof. Applying (4.3) to the function z 7→ f(z)1−rzx yields
1
2pi
∫
T
|f(ζ)|2
|1− rζ|2
dµx,x(ζ) ≤ w1
(
‖krf‖
2
H2‖x‖
2 +Dµx,x(krf)
)
. (4.8)
Using Lemma 4.2, together with Fubini’s theorem (2.17),
Dµx,x(krf) ≤
8
(1 + r)2
Dµx,x(f) +
1
pi
1− r
1 + r
∫
T
|f(ζ)|2
|1− rζ|2
dµx,x(ζ).
Thus, subtracting w1pi
1−r
1+r
∫
T
|f(ζ)|2
|1−rζ|2 dµx,x(ζ) from both sides of (4.8) yields
(
1
2pi
−
w1
pi
1− r
1 + r
)∫
T
|f(ζ)|2
|1− rζ|2
dµx,x(ζ)
≤ w1
(
‖krf‖
2
H2‖x‖
2 +
8
(1 + r)2
Dµx,x(f)
)
.
A formal application of Fatou’s lemma yields
1
2pi
∫
T
|f(ζ)|2
|1− ζ|2
dµx,x(ζ) =
1
2pi
∫
T
lim inf
r→1−
|f(ζ)|2
|1− rζ|2
dµx,x(ζ)
≤ lim inf
r→1−
1
2pi
∫
T
|f(ζ)|2
|1− rζ|2
dµx,x(ζ)
= lim inf
r→1−
(
1
2pi
−
w1
pi
1− r
1 + r
)∫
T
|f(ζ)|2
|1− rζ|2
dµx,x(ζ)
≤ lim inf
r→1−
w1
(
‖krf‖
2
H2‖x‖
2 +
8
(1 + r)2
Dµx,x(f)
)
= w1
(
‖f‖2H2‖x‖
2 + 2Dµx,x(f)
)
.
In order to justify this, we need to argue that |f(ζ)|
2
|1−ζ|2 = limr→1−
|f(ζ)|2
|1−rζ|2 for µx,x-
a.e. ζ ∈ T. For the constant function f ≡ 1 we have convergence for every ζ,
and we obtain
1
2pi
∫
T
1
|1− ζ|2
dµx,x(ζ) ≤ w1‖x‖
2, x ∈ E .
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This implies that 1|1−ζ|2 is finite for µx,x-a.e. ζ ∈ T. As this holds for every
x ∈ E , µ({1}) = 0. This justifies the above argument for any f ∈ Pa(E).
As was noted in Subsection 2.3, the above inequality also implies that E 7→∫
E
dµ(ζ)
|1−ζ|2 is an L+-valued measure.
By hypothesis (4.3) holds, so Lemma 4.3 allows us to assume that µ({1}) = 0.
We now prove (4.6). By Lemma 4.3, the right-hand side is well-defined.
For f ∈ Pa(E), let {en} ⊂ E be an orthonormal basis of a finite-dimensional
subspace containing the range of f . Then f =
∑
n fnen, where each fn ∈ Pa.
Defining µm,n = µem,en , a calculation shows that∫
T
〈
dµ(ζ)
f(ζ)
1− rζ
,
f(ζ)
1− rζ
〉
=
∑
m,n
∫
T
fm(ζ)fn(ζ)
|1− rζ|2
dµm,n(ζ).
For |µm,n|-a.e. ζ ∈ T,
lim
r→1−
fm(ζ)fn(ζ)
|1− rζ|2
=
fm(ζ)fn(ζ)
|1− ζ|2
.
Note that
|fm(ζ)fn(ζ)|
|1− rζ|2
≤ 4
|fm(ζ)fn(ζ)|
|1− ζ|2
.
By Lemma 2.4, and Lemma 4.3, the above right-hand side is |µm,n|-integrable.
Hence, by dominated convergence,
∫
T
〈
dµ(ζ)
f(ζ)
1− rζ
,
f(ζ)
1− rζ
〉
=
∑
m,n
∫
T
fm(ζ)fn(ζ)
|1− rζ|2
dµm,n(ζ)
→
∑
m,n
∫
T
fm(ζ)fn(ζ)
|1− ζ|2
dµm,n(ζ) =
∫
T
〈
dµ(ζ)
|1− ζ|2
f(ζ), f(ζ)
〉
.
This proves that if f ∈ Pa(E), and µ satisfies (4.3), then (4.6) holds.
The proof of (4.7) is similar. Reusing the above notation,
Dµ(krf) =
∑
m,n
Dµm,n(krfm, krfn).
By Lemma 2.10, each one of these Dirichlet integrals can be computed as
Dµm,n(krfm, krfn) =
1
2pi
∫
T
Dζ(krfm, krfn) dµm,n(ζ).
By polarization, and Lemma 4.2,
Dζ(krfm, krfn) =
1
4
∑
σ4=1
σDζ (kr(fm + σfn))
→
1
4
∑
σ4=1
σDζ (fm + σfn) = Dζ(fm, fn),
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for |µm,n|-a.e ζ ∈ T. Moreover,
|Dζ(krfm, krfn)| ≤ Dζ(krfm)
1/2Dζ(krfn)
1/2
≤
(
8Dζ(fm) + 4
|fm(ζ)|
2
|1− ζ|2
)1/2(
8Dζ(fn) + 4
|fn(ζ)|
2
|1− ζ|2
)1/2
.
By Lemma 2.4, and Lemma 4.3, the right-hand side is |µm,n|-integrable. By
dominated convergence,
Dµ(krf) =
∑
m,n
1
2pi
∫
T
Dζ(krfm, krfn) dµm,n(ζ)
→
∑
m,n
1
2pi
∫
T
Dζ(fm, fn) dµm,n(ζ) = Dµ(f).
This shows that (4.7) holds whenever f ∈ Pa(E), and µ satisfies (4.3). The
proof that (ii)⇒ (iii) is complete.
(iii)⇒ (i) : We are assuming the existence of w2 ≥ 0, such that
1
2pi
∫
T
〈
dµ(ζ)
|1− ζ|2
f(ζ), f(ζ)
〉
≤ w2‖f‖
2
D2µ(E)
, f ∈ Pa(E). (4.9)
Recall that φt : z 7→ exp (t(z + 1)/(z − 1)). The core of our proof is the following
formula:
Lemma 4.4. Let µ be an L+-valued measure that satisfies (4.9). If f ∈ Pa(E),
and t > 0, then
‖φtf‖
2
D2µ(E)
= ‖f‖2D2µ(E) +
t
pi
∫
T
〈
dµ(ζ)
|1− ζ|2
f(ζ), f(ζ)
〉
.
Proof. Reusing some previous notation, f =
∑
fnen, where each fn ∈ Pa, and
{en} is a finite orthonormal set. Moreover, µm,n = µem,en . From our discussion
of the case E = C, in particular (4.2), we know that
Dµn,n(φtfn) = Dµn,n(fn) +
t
pi
∫
T
|fn(ζ)|
2
|1− ζ|2
dµn,n(ζ).
Applying (4.9) to the function fnen, the last integral is finite, so φtfn ∈ D
2
µn,n , or
equivalently, φtfnen ∈ D
2
µ(E). By the Cauchy–Schwarz inequality, this implies
that each integral Dµ(φtfmem, φtfnen) is finite, as is
∫
T
fm(ζ)fn(ζ)
|1− ζ|2
dµm,n(ζ).
Summing over m and n yields
Dµ(φtf) = Dµ(f) +
t
pi
∫
T
〈
dµ(ζ)
|1− ζ|2
f(ζ), f(ζ)
〉
.
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To reach the desired conclusion, we add ‖φtf‖
2
H2(E) = ‖f‖
2
H2(E) on both sides.
Let t > 0. By Lemma 4.4, Mφt : Pa(E) → D
2
µ(E) is D
2
µ(E)-bounded. As
such, it has a unique bounded extension M˜ : D2µ(E) → D
2
µ(E). By (2.13),
if fn → f in H
2(E), then fn(z) → f(z) for each z ∈ D. Since convergence
in D2µ(E) implies convergence in H
2(E), we obtain that M˜ is indeed given by
multiplication by φt. Hence, (Mφt)t≥0 ⊂ L(D
2
µ(E)). It is clear that (Mφt)t≥0 is
a semigroup.
We need to prove that (Mφt)t≥0 is strongly continuous. If f ∈ Pa(E), then
Lemma 4.4 implies that
‖φtf‖
2
D2µ(E)
= ‖f‖2D2µ(E) + t 〈β1(Mφ1)f, f〉D2µ(E)
, (4.10)
and by continuity, this identity extends to f ∈ D2µ(E). We conclude that, for
fixed f ∈ D2µ(E), the family (φtf)0<t<1 is bounded in D
2
µ(E). As we let t→ 0
+,
a subsequence of (φtf)0<t<1 will converge weakly to some g ∈ D
2
µ(E). If z ∈ D,
and x ∈ E , then (2.13) implies that f 7→ 〈f(z), x〉 is a bounded linear functional
on D2µ(E), so 〈φtf(z), x〉 → 〈g(z), x〉 for said subsequence. But the point-wise
limit of φtf is f , so g = f . As this uniquely determines the limit of any
subsequence, the entire family converges weakly to f . Since (4.10) also implies
that limt→0+ ‖φtf‖
2
D2µ(E)
= ‖f‖2D2µ(E)
, we conclude that limt→0+ φtf = f with
convergence in D2µ(E). This establishes that (Mφt)t≥0 is a C0-semigroup, i.e.
(iii)⇒ (i).
It remains to prove that (Mφt)t≥0 is quasicontractive, with parameter w2.
It follows from (4.9) and Lemma 4.4 that
‖Mφt‖
2 ≤ 1 + 2w2t, t ≥ 0.
The right-hand side is the tangent at t = 0 of the convex function t 7→ exp(2w2t).
Hence, (Mφt)t≥0 is quasicontractive with parameter w2.
5 Examples
The following example establishes the existence of 2-isometric semigroups:
Example 5.1. Let h : T→ L+ be a function such that ζ 7→
‖h(ζ)‖
|1−ζ|2 is bounded,
and ζ 7→ 〈h(ζ)x, y〉 is λ-measurable for each x, y ∈ E . Defining µ ≥ 0 by
〈µ(E)x, y〉 =
∫
E
〈h(ζ)x, y〉 dλ(ζ), we have that
1
2pi
∫
T
〈
dµ(ζ)
|1− ζ|2
f(ζ), f(ζ)
〉
=
1
2pi
∫
T
‖h(ζ)f(ζ)‖2
|1− ζ|2
dλ(ζ)
. ‖f‖2H2(E) ≤ ‖f‖
2
D2µ(E)
, f ∈ Pa(E).
Therefore, condition (iii) of Theorem 1.4 is satisfied, and (Mφt)t≥0 ⊂ L(D
2
µ(E))
is a 2-isometric semigroup.
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Not every 2-isometry is the cogenerator of a C0-semigroup:
Example 5.2. Let E = C, and µ = λ. Then condition (iii) of Theorem 1.4
is not satisfied, so Mz : D
2
λ → D
2
λ is not the cogenerator of a C0-semigroup.
Identifying an analytic function with its sequence of Maclaurin coefficients, D2λ
is isometrically isomorphic to the space of sequences (ak)k≥0 such that
∞∑
k=0
(1 + k)|ak|
2 <∞,
e.g. [7, Chapter 1]. Under this identification, Mz : D
2
λ → D
2
λ is unitarily
equivalent to the right-shift
(a0, a1, a2, . . .) 7→ (0, a0, a1, . . .).
Hence, the operator Mz : D
2
λ → D
2
λ is arguably the simplest example of a
non-isometric 2-isometry.
The above example shows that Mz : D
2
λ → D
2
λ does not satisfy (1.2) for any
w ≥ 0. Hence, the corresponding condition in Theorem 1.3 is not superfluous.
Similarly, condition (ii) of Theorem 1.1 is also not superfluous. However, in
order to see this we need a slightly more refined example:
Recall that Mz − I : D
2
µ(E) → D
2
µ(E) is injective for any operator measure
µ ≥ 0, see Section 2.5. We may therefore define the operator
A = (Mz + I)(Mz − I)
−1, D(A) = (Mz − I)D
2
µ(E).
Since A − I = 2(Mz − I)
−1 has the bounded inverse 12 (Mz − I), we conclude
that A is closed, and 1 ∈ ρ(A). Moreover, Mz is 2-isometric, so Lemma 2.1
yields that A is 2-skew-symmetric. If λ > 0, then
(λ−A)−1 =
1
1 + λ
(Mz − I)
(
λ− 1
λ+ 1
Mz − I
)−1
.
The last factor exists as a bounded operator, because λ−1λ+1 < 1, and σ(Mz) = D.
The operator A is densely defined if and only if Mz − I has dense range. More-
over, A is the generator of a C0-semigroup if and only if Mz is the cogenerator.
Example 5.3. Define µ by dµ(ζ) = |1 − ζ| dλ(ζ). This measure violates con-
dition (iii) of Theorem 1.4. Hence, Mz : D
2
µ → D
2
µ is not the cogenerator of a
C0-semigroup.
We now prove that Mz − I has dense range. For z ∈ D, and r ∈ (0, 1), let
kr(z) =
1−z
1−rz . If f ∈ D
2
µ, then krf ∈ (Mz − I)D
2
µ. We prove that krf → f in
D2µ as r → 1
−. It is clear that ‖f − krf‖H2 → 0. Hence, we need to show that
Dµ(f − krf)→ 0.
Since f ∈ D2µ, Dζ(f) <∞ for µ-a.e. ζ ∈ T. For such ζ, let F (z) =
f(z)−f(ζ)
z−ζ .
From Lemma 4.2,
Dζ(f − krf) ≤ 2
(
‖F − krF‖
2
H2 +
1− r
1 + r
|f(ζ)|2
|1− rζ|2
)
.
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Except possibly for ζ = 1, Dζ(f −krf)→ 0 as r → 1
−. Moreover, ‖F −krF‖
2
H2
is bounded, while
1− r
1 + r
|f(ζ)|2
|1− rζ|2
≤ 4
|f(ζ)|2
|1− ζ|
.
This right-hand side is µ-integrable, because D2µ ⊂ H
2. By Fubini’s theorem
(2.17), dominated convergence implies that
Dµ(f − krf) =
1
pi
∫
T
Dζ(f − krf) dµ(ζ)→ 0.
Therefore, Mz − I has dense range.
Based on our discussion, we conclude that the operator A, defined by
A = (Mz + I)(Mz − I)
−1, D(A) = (Mz − I)D
2
µ,
is closed, densely defined, and 2-skew-symmetric. Moreover, λ−A : D(A)→ H
is surjective for any λ > 0. Nevertheless, A fails to generate a C0-semigroup,
apparently for the sole reason that (1.1) is not satisfied for any w ≥ 0.
In the proof of Theorem 1.4, recall our discussion of the case E = C on
p. 19. The main part of the argument was to identify the measures µ for which
the multiplication operators (Mφt)t≥0 are bounded on D
2
µ. With this in mind,
we give an example of a semigroup that would appear to be 2-isometric, apart
from the fact that its elements are not bounded operators. This relates to some
other recent examples of “unbounded 2-isometries”, [6, Example 3.4], and [18,
Example 7.1].
Example 5.4. Consider the right-shift semigroup (S(t))t≥0, defined for func-
tions f : (0,∞)→ C by
(S(t)f)(s) =
{
f(s− t), s ≥ t,
0, t > s.
Clearly, S(0)f = f , and S(t1)S(t2) = S(t1 + t2). Consider now the Hilbert
space L2(0,∞; s ds) of functions f : (0,∞)→ C such that
‖f‖21 :=
∫ ∞
s=0
|f(s)|2s ds <∞.
If f is the indicator function of the interval (0, h), then ‖f‖21 =
h2
2 , whereas
‖S(t)f‖21 = th+
h2
2 . Hence, any non-trivial right-shift S(t) fails to be bounded
on L2(0,∞; s ds). On the other hand, if f ∈ L2(0,∞; s ds) ∩ L2loc(0,∞), which
is the natural domain of S(t), then ‖S(t)2f‖21 − 2‖S(t)f‖
2
1 + ‖f‖
2
1 = 0.
6 m-concave semigroups
Let (Tt)t≥0 be a C0-semigroup. We say that (Tt)t≥0 is m-concave if each Tt is
m-concave, i.e. βm(Tt) ≤ 0. One can use (3.2) to obtain:
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Proposition 6.1. Let m ∈ Z≥1, and (Tt)t≥0 be a C0-semigroup with generator
A. Then (Tt)t≥0 is m-concave if and only if
αAm(y) ≤ 0, y ∈ D(A
m),
where αAm is given by (2.5).
For m-concave operators, the following analogue of (2.4) holds:
Proposition 6.2. Let m ∈ Z≥1, and assume that T ∈ L is m-concave. Then
‖T kx‖2 ≤
m−1∑
j=0
(
k
j
)
〈βj(T )x, x〉 , x ∈ H. (6.1)
Proof. For k < m we have equality, by (2.3). We therefore consider k ≥ m:
T ∗kT k =
m−1∑
j=0
(
k
j
)
βj(T ) +
k∑
j=m
(
k
j
)
βj(T ).
It suffices to show that the second sum is ≤ 0. From [18, Proposition 2.1], we
take the formula
βj+m(T ) =
j∑
i=0
(−1)j−i
(
j
i
)
T ∗iβm(T )T
i.
Shifting the index, and changing the order of summation, the previous formula
yields
k∑
j=m
(
k
j
)
βj(T ) =
k−m∑
j=0
(
k
j +m
)
βj+m(T )
=
k−m∑
j=0
(
k
j +m
) j∑
i=0
(−1)j−i
(
j
i
)
T ∗iβm(T )T
i
=
k−m∑
i=0

k−m∑
j=i
(−1)j−i
(
k
j +m
)(
j
i
)T ∗iβm(T )T i.
Since βm(T ) ≤ 0 by assumption, we are done if
∑N
j=i(−1)
j−i
(
N+m
j+m
)(
j
i
)
≥ 0 for
all integers i and N with N ≥ i ≥ 0. This follows by Lemma 6.3 below.
Lemma 6.3. Given integers N ≥ i ≥ 0, m ≥ 1, it holds that
N∑
j=i
(−1)j−i
(
N +m
j +m
)(
j
i
)
=
(
m− 1 +N − i
N − i
)
.
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Proof. Define
LHS
(m)
i,N =
N∑
j=i
(−1)j−i
(
N +m
j +m
)(
j
i
)
,
and
RHS
(m)
i,N =
(
m− 1 +N − i
N − i
)
.
Step 1, (i = 0) : Using (2.1),
LHS
(m)
0,N =
N∑
j=0
(−1)j
[(
N +m− 1
j +m− 1
)
+
(
N +m− 1
j +m
)]
=
N−1∑
j=−1
(−1)j+1
(
N +m− 1
j +m
)
+
N∑
j=0
(−1)j
(
N +m− 1
j +m
)
=
(
N +m− 1
m− 1
)
+ (−1)N
(
N +m− 1
N +m
)
=
(
N +m− 1
N
)
= RHS
(m)
0,N .
Step 2, (recursion formula) : Using (2.1) again,
LHS
(m)
i,N =
N∑
j=i
(−1)j−i
(
N +m
j +m
)[(
j − 1
i− 1
)
+
(
j − 1
i
)]
=
N−1∑
j=i−1
(−1)j+1−i
(
N +m
j +m+ 1
)(
j
i − 1
)
+
N−1∑
j=i
(−1)j+1−i
(
m+N
j +m+ 1
)(
j
i
)
= LHS
(m+1)
i−1,N−1 − LHS
(m+1)
i,N−1 .
Step 3, (induction) : By step 1, it holds that LHS
(m)
0,N = RHS
(m)
0,N whenever
N ≥ 0, and m ≥ 1. Moreover, LHS
(m)
N,N = RHS
(m)
N,N for any N ≥ 0, m ≥ 1. We
may thus assume that there exists i ≥ 0 such that
m ≥ 1, N ≥ i ⇒ LHS
(m)
i,N = RHS
(m)
i,N ,
and N ≥ i+ 1 such that
m ≥ 1 ⇒ LHS
(m)
i+1,N = RHS
(m)
i+1,N .
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By step 2, this implies that
LHS
(m)
i+1,N+1 = LHS
(m+1)
i,N − LHS
(m+1)
i+1,N
= RHS
(m+1)
i,N − RHS
(m+1)
i+1,N = RHS
(m)
i+1,N+1.
By induction over N ≥ i+ 1,
m ≥ 1, N ≥ i+ 1 ⇒ LHS
(m)
i+1,N = RHS
(m)
i+1,N .
By induction over i ≥ 0,
m ≥ 1, N ≥ i ≥ 0 ⇒ LHS
(m)
i,N = RHS
(m)
i,N .
Proposition 6.2 implies an analogue of Theorem 3.3:
Proposition 6.4. Let (Tt)t≥0 be an m-concave semigroup with generator A. If
y ∈ D(Am−1), then
‖Tty‖
2 ≤
m−1∑
j=0
tj
j!
αAj (y), t ≥ 0,
where (αAj )
m−1
j=0 is given by (2.5).
A significant difference from the m-isometric case is that we have no reason
to expect the forms (αAj )
m−1
j=0 to be bounded. Therefore, we obtain no evidence
that m-concave semigroups are quasicontractive by necessity. On the other
hand, from Proposition 6.2, we have that
T ∗kTk ≤
m−1∑
j=0
(
k
j
)
βj(T1).
Each form x 7→ 〈βj(T1)x, x〉 is bounded on H. Together with the semigroup
property, this implies that ‖Tt‖
2 . (1+ t)m−1. From (2.9), we therefore obtain:
Proposition 6.5. Let m ∈ Z≥0, and (Tt)t≥0 be an m-concave semigroup with
generator A. Then
σ(A) ⊆ {z ∈ C; Re z ≤ 0} .
In particular, (Tt)t≥0 has a well-defined cogenerator
T = (A+ I)(A − I)−1 ∈ L.
Combining the above result with Proposition 6.1, and Lemma 2.1, one ob-
tains:
Proposition 6.6. A C0-semigroup (Tt)t≥0 is m-concave if and only if it possess
an m-concave cogenerator.
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