Abstract. We show that under rather general circumstances, the almost everywhere pointwise inequality |f |(x) ≤ M f (x) is equivalent to a weak form of the Lebesgue density theorem, for totally bounded closed sets. We derive both positive and negative results from this characterization.
Introduction
Let f be a locally integrable function, and let Mf denote the centered Hardy-Littlewood maximal function of f . A standard proof of the almost everywhere pointwise inequality |f |(x) ≤ Mf (x) runs as follows: Prove a weak type (1,1) inequality for Mf , deduce the Lebesgue differentiation theorem, and use the fact that the supremum over all balls is at least as large as the limit as the radii of balls tend to zero. Now, there are many situations of interest where the weak type (1, 1) boundedness is not known, or even it is known to fail, and where it is natural to ask if |f |(x) ≤ Mf (x) still holds almost everywhere. We show below that this is equivalent, under very general assumptions, to a weak form of the Lebesgue density Theorem. It then follows from a result of D. Preiss that there exists a gaussian measure on an infinite dimensional Hilbert space H for which the almost everywhere pointwise inequality |f |(x) ≤ Mf (x) fails, while by results of D. Preiss and J. Tiser the said inequality holds for some classes of gaussian measures on H (cf. [Pr] , [PrTi] , [Ti] ).
We also prove some positive results in the setting of metric measure spaces: If the space is geometrically doubling, or (without restrictions on the metric space) if the size of balls is not "too small" as the radii tend to zero, then |f |(x) ≤ Mf (x) holds almost everywhere, for all reasonable (meaning τ -additive and finite on bounded sets) Borel measures.
Definitions, background and results
First we present the basic definitions and background material, spending some time on why the definition of metric measure space given below, involving τ -additivity, is the right one in this context. The standard axioms for set theory, Zermelo-Fränkel with Choice, are abbreviated by ZFC. We use B(x, r) := {y ∈ X : d(x, y) < r} to denote open balls, B(x, r) to 2000 Mathematical Subject Classification. 42B25. The author was partially supported by Grant MTM2015-65792-P of the MINECO of Spain, and also by by ICMAT Severo Ochoa project SEV-2015-0554 (MINECO).
denote their topological closures, and B
cl (x, r) := {y ∈ X : d(x, y) ≤ r} to refer to metrically closed balls (consider B(0, 1) in Z to see the difference). It is always assumed that measures are not identically 0.
Definition 2.1. A Borel measure is τ -smooth or τ -additive, if for every collection
, where the supremum is taken over all finite subcollections F = {U α 1 , . . . , U αn } of {U α : α ∈ Λ}. We say that (X, d, µ) is a metric measure space if µ is a τ -additive Borel measure on the metric space (X, d), such that µ assigns finite measure to bounded Borel sets.
The following lemma is well known. It is placed here as a remainder. Recall that a set T is totally bounded if given any r > 0, T can be covered with finitely many balls of radius r. Proof. Call a set A approximable if for every ε > 0 there exist an open set O and a closed set C such that C ⊂ A ⊂ O and µ(O \ C) < ε; clearly, the closed sets C are approximable (since C = ∩ n {x ∈ X : d(x, C) < 1/n}) the complement of an approximable set is approximable, and countable unions of approximable sets are approximable. Thus, all Borel sets are approximable.
Assume next that µ is τ -additive, let C be closed, and let ε > 0. Select a finite subcollection B i . Then repeat, using succesively balls of radii 2 −1 , 2 −2 , . . . , so that at stage k, O k is a finite union of balls of radius 2 −k , centered at points of C, and satisfying
, totally bounded, and satisfies µ(C \ K) < ε.
From now on, we assume that all Borel measures under consideration are finite on bounded sets. The role of τ -additivity can be explained as follows: In general, uncountable unions of measurable sets need not be measurable, but when the measurable sets are open, then the uncountable unions are open, and hence Borel. Thus, τ -additivity is a strengthening of countable additivity for open sets, which allows us to reduce arbitrary unions to finite unions with errors arbitrarily small.
If the metric space is separable, then uncountable unions of open sets can be reduced to countable unions, and hence τ -additivity holds for all Borel measures µ. Separability is sometimes assumed when defining metric measure spaces (cf. for instance [HKST, p. 62] ) but this has the unfortunate consequence of excluding from the definition, spaces that appear naturally in analysis, such as, for instance, L ∞ ([0, 1]). Also, if X is not separable but µ is Radon (inner regular with respect to the compact sets) then µ is τ -additive. In fact, it is natural to ask whether there are Borel measures on metric spaces that fail to be τ -additive. More on this to follow soon. Definition 2.3. Let (X, d, µ) be a metric measure space and let g be a locally integrable function on X. For each x ∈ X, the centered Hardy-Littlewood maximal operator M µ is given by
|g|dµ.
When the supremum is taken over radii r ≤ R, for some fixed R > 0, we obtain the localized maximal operator
Often we simplify notation by writing M R and M instead of M µ,R and M µ , when no confusion is likely to arise.
Maximal operators can be defined using open balls instead of closed balls, and this does not change their values, for we are taking suprema. The choice made here is merely for convenience, since from the viewpoint of the covering arguments given below, it is better to have closed balls. In fact, we shall utilize the definition with open balls whenever it suits us.
Recall that the complement of the support (supp µ) c := ∪{B(x, r) : x ∈ X, µB(x, r) = 0} of a Borel measure µ, is an open set, and hence measurable. By the convention used in (1), the Hardy-Littlewood maximal function M µ g is well defined everywhere on X, even on (supp µ) c . However, if there exists a ball B(x, S) ⊂ (supp µ) c with R < S, then M µ,R g is not defined at x. Another possible convention is to leave M µ,R and M µ undefined off supp µ. Of course, which convention one uses matters little if (supp µ) c has measure zero. When µ(X \ supp µ) = 0 we say µ has full support. Now τ -additivity implies that µ has full support, since X \ supp µ is a union of open balls of measure zero. Actually, the other implication also holds, for the support is always separable; otherwise, we would be able to find an uncountable collection of disjoint open balls of positive measure, contained in some larger ball (of finite measure). Thus, having full support is equivalent to τ -additivity.
From the viewpoint of defining averaging (for a fixed radius) and maximal averaging operators, it is important to have both full support and balls with finite measure. Thus, metric measure spaces, as defined above, seem to be the most general class that is still natural in this context.
Returning to the question whether there are Borel measures on metric spaces that fail to be τ -additive, a positive answer turns out to be equivalent to the assumption of the existence of certain very large cardinals.
Definition 2.4. Let (X, d) be a metric space with d(x, y) = 1 if x = y. Suppose there exists a 0 − 1 valued Borel measure on X, such that for all x ∈ X, µ{x} = 0 (and µX = 1). Then we say that X has measurable cardinality.
It is well known that the existence of measurable cardinals entails that ZFC has models, and hence by Gödel's second incompleteness theorem, measurable cardinals cannot be proven to exist within ZFC (unless ZFC is inconsistent). Thus, in standard mathematical practice we will never meet a measurable cardinal. Additionally, if ZFC is consistent, we can add as a new axiom the non-existence of measurable cardinals and obtain a new consistent theory, within which all Borel measures on a metric space are τ -additive, cf. [Bo, Proposition 7.2.10] . Thus, we can consistently assume that every metric space with a Borel measure (finite on bounded sets) is actually a metric measure space as defined above.
Furthermore, if the existence of measurable cardinals is assumed, the connection between denstity results and pointwise domination by the maximal function breaks down, since it may be impossible to consider balls of small radii.
Example 2.5. Suppose X is a measurable cardinal, and let d be the discrete distance on X (d(x, y) = 1 if x = y). Let µ be a 0 − 1 Borel measure on X that vanishes on singletons, and let y ∈ X. Now consider 1 X\{y} . Define ν := µ + δ y . With the convention from (1), the only closed balls centered at points of X \ {y} we can consider have radius at least 1, and hence they contain the whole space. Thus, on X \ {y} we have M ν 1 X\{y} = 1/2 < 1 X\{y} .
Theorem 2.6. Let (X, d, µ) be a metric measure space. The following are equivalent: Next, note that 3) implies 1) always. The hypothesis of τ -additivity is used as follows: By disregarding a set of measure zero if needed, we suppose that supp µ = X. This entails that the definition of the maximal function involves balls of all radii at every point, removing the obstacle from the preceding example.
2) For all closed and totally bounded sets
Let F be closed and totally bounded, and assume 1). Then for almost every x ∈ F , we have M1 F (x) = 1 F (x). Fix one such x. If the supremum is attained at some fixed ball
then µ(B cl (x, R)) \ F ) = 0, and hence for every 0 < r ≤ R, µ(B cl (x, r)) \ F ) = 0. Therefore,
Note that if for some 0 < r 0 < ∞ and some sequence {r n } n≥1 with lim n r n = r 0 we have
then the supremum is attained at B cl (x, r j ) for some j ≥ 0. To see why, observe that if r n ≥ r 0 for infinitely many n, by passing to a subsequence, we may assume that r n ↓ r 0 , and
so we can take j = 0. On the other hand, if r n ≤ r 0 for all but (perhaps) finitely many n ′ s, we can select a subsequence, also denoted by {r n } n≥1 , with r n ↑ r 0 . Then we can take j = 1, for if µ(B(x, r 1 ) \ F ) > 0, the following contradiction is obtained:
We show next that if the supremum is not attained at some fixed ball B cl (x, R), then it must be the case that
, from which 2) follows, since F is closed. To this end, we prove that (x, r) ) .
If µX = ∞, this follows from the fact that µF < ∞. And if µX < ∞, we select any R > 0 and note that by hypothesis,
Next, assume 2). Let f ≥ 0 be locally integrable. It is enough to show that for every y ∈ X and every R > 0, we have M R f (x) ≥ f (x) almost everywhere on B(y, S), where S ≥ R.
Choose ε > 0. Using Lemma 2.2, we select a simple function 0 ≤ s ≤ f 1 B(y,2S) of the form s = n 1 a i 1 F i , where the sets F i are disjoint, closed and totally bounded, the coefficients a i , strictly positive, and furthermore, f 1 B(y,2S) < s + ε, save perhaps on a subset of measure < ε. Thus, if s(x) > 0, then there is a unique i = i(x) such that x ∈ F i . Since ∪ j =i F i is a finite union of closed sets, it is closed, so the distance between x and ∪ j =i F i is strictly positive. It follows that lim sup
so for almost all x ∈ B(y, S) we have
Thus, on B(y, S) we have that M R f > f − ε, save perhaps on a set of measure < ε, and now 3) follows by first letting ε ↓ 0, and then S ↑ ∞.
Corollary 2.7. There is a complete metric measure space (X, d, µ) and a function f ∈ L 1 (µ), such that Mf (x) < |f |(x) on a set of positive measure. In fact, X can be taken to be an infinite dimensional separable Hilbert space, and µ a gaussian measure on X.
Proof. By [Pr] , there exists a gaussian probability γ on a separable Hilbert space H and a Borel subset M with γM < 1, such that γ-a.e. x,
Next select a compact F ⊂ M c with γF > 0 (recall that in complete metric spaces, compact is equivalent to closed and totally bounded). Since It follows from the proof of Theorem 2.6 that in fact we can take f = 1 F , where F is the compact set considered in the preceding proof, so M1 F < 1 F on a set of positive measure. Actually, by considering the three possibilities studied in the said proof (the supremum is achieved when the radius tends to infinity, when it tends to zero, or for some fixed radius r) it immediately follows from Preiss' result that for every x ∈ F , M1 F (x) < 1.
Recall that the symmetric difference between two sets is defined as A△B := (A\B)∪(B\A). The next proof is a standard adaptation of the usual arguments to the case where the lim sup is considered, instead of the lim.
Lemma 2.8. Weak Lebesgue density lemma. Let (X, d, µ) be a metric measure space. Suposse for every closed and totally bounded set F ⊂ supp µ and all R, ε > 0, there exists a finite disjoint collection of balls {B cl (x 1 , r 1 ), . . . , B cl (x N , r N )} such that 1) For i = 1, . . . , N, x i ∈ F and 0 < r i < R;
almost everywhere.
Proof. Trivially, for every
since F is closed. Thus, given δ ∈ (0, 1), it is enough to show that lim sup
save perhaps on a set A ⊂ F of measure ≤ δ. Towards a contradiction, suppose µA > δ and for all x ∈ A,
Now for each x ∈ A there is an r(x) > 0 such that whenever r ≤ r(x),
Setting A n := {x ∈ A : r(x) ≥ 1/n}, we have that µA = lim n µA n , so we can choose an M > 0 such that µA M > δ. Furthermore, by Lemma 2.2, we may suppose that A M is closed. Now fix ε > 0 (with ε << δ). By hypothesis, there exists a finite disjoint collection of balls {B cl (x 1 , r 1 ), . . . , B cl (x N , r N )} centered at A M , with radii bounded by 1/M, such that
Letting ε ↓ 0, we obtain a contradiction.
Definition 2.9. A metric space is geometrically doubling if there exists a positive integer D such that every ball of radius r can be covered with no more than D balls of radius r/2.
Geometrically doubling metric spaces are separable, so the next result applies to every Borel measure (finite on bounded sets) on a geometrically doubling space. We mention that beyond the case of measures that satisfy a local comparability condition (cf. [Al, Theorem 5 .1]) little is known regarding the boundedness of the maximal operator for Borel measures on geometrically doubling spaces. Proof. This follows from Hytönen's generalization (cf. [Hy, Lemma 3.3] ) to the geometrically doubling setting, of Tolsa's Lemma on the existence of arbitrarily small doubling cubes in R d (cf. [To, Lemma 2.8]) . By Hytönen's result, there exists a constant C > 1 such that µ-a.e-x one can find a sequence of radii r n (x) with µ(B cl (x, 3r n (x)) ≤ CµB cl (x, r n (x)). Let F ⊂ supp µ be a closed and totally bounded set of positive measure, and fix ε > 0. By removing a set of measure zero if needed, we may assume that all points in F are centers of small doubling balls. Choose N >> 1 so that the 1/N-neighborhood of F , denoted here by Bl(F, 1/N) := ∪ x∈F B(x, 1/N), satisfies µ(Bl(F, 1/N) < ε/2. Using the standard argument for doubling measures we obtain a finite disjoint collection of balls
cl (x i , r i )) < ε/2. In this part of the argument the fact that the balls are closed is used: Given any x ∈ F not already covered, it is always possible to find a ball B
cl (x, r), disjoint from the balls previously selected, and with r < 1/N. Furthermore, since all chosen balls are contained in Bl(F, 1/N), we conclude that
cl (x i , r i ) \ F ) < ε/2. Now the result follows from Lemma 2.8 and Theorem 2.6.
The next corollary assumes that the measure of balls does not decrease too fast with the radius: There are "local polynomial bounds" to such reduction. 
Proof. Select a closed and totally bounded set F ⊂ supp µ with µF > 0. To apply Lemma 2.8, it is enough to show that every point x ∈ F is the center of arbitrarily small doubling balls. So choose a small radius r ≤ φ F (x) and towards a contradiction, suppose B cl (x, r) does not contain any ball of the form B cl (x, 3 −j−1 r) satisfying µB cl (x, 3 −j r) ≤ 4 d F µB cl (x, 3 −j−1 r).
Example 2.12. In the preceding Corollary we make ψ, φ and r depend on the closed and totally bounded set F , rather than taking them uniform over the whole space. This way the corollary can be applied, for instance, to spaces that are constructed putting together, say, manifolds of different dimensions. The role of φ is to avoid assuming hypotheses that imply fast growth of balls with large radii.
Next we give an example where a uniform d does not exist. Let e 1,n denote the first vector of the standard basis in R n , let B n (3ne 1,n , 1) := {x ∈ R n : x − 3ne 1,n 2 < 1}, and let X be the disjoint union X := ∪ ∞ 6 B n (3ne 1,n , 1). To define a metric on X, within each ball B n (3ne 1,n , 1) we use the standard euclidean distance, while if x ∈ B n (3ne 1,n , 1) and y ∈ B m (3me 1,m , 1), with n < m, then d(x, y) = 3m − 3n + x − 3ne 1,n 2 + y − 3me 1,m 2 . Finally, µ restricted to B n (3ne 1,n , 1) is simply n-dimensional Lebesgue measure. Then there is no uniform d that works over the whole space, but given F ⊂ X compact, it can intersect at most finitely many components of X, so there is a ball of highest dimension, say B N (3Ne 1,N , 1),with F ∩ B N (3Ne 1,N , 1) = ∅. Then we can take φ F = 1, and ψ F (x)r d F = V N r N , where V N denotes the volume of the N-dimensional unit ball (which decreases for n ≥ 6).
Finally, we mention that positive results for some classes of gaussian measures on Hilbert spaces were already known. The following theorem is given in [Ti] :
