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IB e v e z e t é s
A könyv azoknak az előadásoknak az alapján íródott, amelyeket 
az 1971-es évtől kezdődően a budapesti Eötvös Lóránd Tudományegyete­
men tartottam ötödéves matematikus hallgatóknak. Az előadásban fel­
tételezem a valószínűségelmélet, a sztohasztikus folyamatok elméle­
tének és a matematikai statisztika elemeinek ismeretét. így a könyv 
nem bevezető jellegű, és több helyen elég sokat tételez fel az olva­
sóról.
Az első fejezetben a szekvenciális eljárásokat vizsgálom mint 
hipotézisvizsgálati módszert. Bizonyításra kerül a likelihood hánya­
doson alapuló eljárás optimális tulajdonsága. Alapvető egyenlőtlen­
ségek bizonyítása mellett a Bayes féle módszert is ismertetem, amely 
szekvenciális eljárások esetén is alapvető döntési eljárás.
A szekvenciális eljárások megértésénél és a további feladatok 
kijelölésénél fontos szerepet játszik a Brown-mozgás folyamata 
(Wiener folyamat) statisztikai problémáinak vizsgálata. így a klasz- 
szikus szekvenciális feladaton kívül tárgyalom a "riasztás" vagy meg­
hibásodás ("razladka") és bizonyos raegállitási szabályok ("stopping 
rules") azon eredményeit, amelyek statisztikai értelmezése és haszna 
nyilvánvaló.
A meghibásodás feladata és megoldása lényeges lépést jelentett 
a hatvanas évek elején a statisztikai kutatásokban. A feladat jelen­
tőségének megértésében hálával emlékezem azokra a beszélgetésekre, 
amelyeket A. Kolmogorovval és A. Sirjajevvel folytattam, akiknek a 
kutatásai úttörő jelentőségűek voltak.
A számítógépek operációs rendszereiben használatos statisztikus 
eljárások közül kiemeltem a lapolási eljárásoknál használatos szek­
venciális eljárásokat. A könyvben ismertetésre kerülő hozzáállás és 
megoldás az irodalomban nem ismert. Bizonyos Markov lánc szabályozá­
si és irányítási feladat bemutatását, valamint a Kálmán-Bucy szűrő 
elvének ismertetését feltétlenül szükségesnek láttam.
Sem az előadásokban,sem a könyvben nem törekedhettem teljesség­
re. Az érdeklődő olvasó az irodalom alapján részletesen tájékozód­
hat.
A könyv második fejezete a többdimenziós analizissel foglalkozik.





kel. A többdimenziós normális eloszlás statisztikai problémáinak 
vizsgálata a huszas évek óta jelentős helyet foglal el a statisztikai 
vizsgálatokban. A számitógépek megjelenésével ez az irány egyre job­
ban virágzik. A ma már klasszikus eredményeket ismertetve vizsgálhat­
juk a kanonikus korreláció, főkomponens analizis, diszkriminancia 
analizis, faktor analizis és cluster analizis eredményeit és módsze­
reit. Ezeknek a módszereknek a hatékonyságát több példán keresztül 
is be kivánom mutatni.
A könyvben szép számmal szerepelnek példák és feladatok is. Meg­
értésük ill. megoldásuk nagyban segíthetik az olvasót az ismertetett 
anyag önálló elsajátításában.
Ahol lehetséges kitérek a számitógépes realizálásokra és számitó­
gépes feladatokra, hiszen csak igy képzelhető el a könyvben vizsgált 
módszerek általános alkalmazása. A többdimenziós analizis részben 
programok ismertetése is szerepel. Ezek felhasználása nagyban segít­
heti az olvasót a modern statisztikai módszerek gyors hasznosításában
Az egyetemi előadások során igyekeztem érzékeltetni hallgatóimmal 
a statisztikus magatartását a mai viszonyok között. Ezt nehezebb 
könyvben bemutatni, hiszen annak hangsúlyozása, hogy milyen hatással 
van a modern számítástechnika a valószínűségelméletre és a matemati*- 
kai statisztikára, sokszor csak megjegyzéseken múlik. Az uj technika 
megjelenése nemcsak azt jelenti, hogy a jelenlegi számitógépek memó­
riája és sebessége szinte fantasztikus, hanem azt is, hogy milyen 
jelentőségű pl. az input-output műveletek és a rendezések megszerve­
zése, az interaktiv időosztásos számitógépes terminálrendszerek ki­
alakítása, továbbá a programozási nyelvek.haszna. Ez utóbbival kapcso 
latban a nálunk elsősorban használt FORTRAN, COBOL és SIMULA nyelvek­
re törterik utalás. A feladatokat CDC-3300-ra készült FORTRAN-nyelvü 
programokkal illusztrálom.
Az egyetemi előadások célja elsősorban a matematikai statisztikai 
módszerek megismertetése volt. Szükség van közben a matematikai sta­
tisztikai (és részben a valószínűségelméleti) modellalkot_á.s kimunká­
lására is. A jelenlegi szinten a modellalkotás lehetőségei jóval 
nagyobbak, mint a klasszikus matematikai statisztikában. A hallgatók­
nak érezni kell, hogy a számitógépek felhasználásával jóval nagyobb 
szabadságuk van a modell megválasztásában is.
A könyvben elsősorban a módszerek megismertetését tűztem ki cél­
nak; ez azzal a veszéllyel járhat — és ez a veszély egyáltalán nem 
lebecsülendő — , hogy a matematikai statisztika módszereiben jártas 
hallgatóink valódi problémák megoldásában járatlanok maradnak.
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Ill
Az a hozzáállás, amely lebecsüli a csiszolatlan formában felvetett 
kérdésekkel kapcsolatban a modellalkotás, az adatszolgáltatás (gyűj­
tés) megszervezésének jelentőségét, nem vezethet sikeres megoldásához 
még a legszebb, de a valósághoz nem illeszkedő formális matematikai 
apparátus felhasználása utján sem.
Az analitikus és számitógépes megoldások helyes arányának és le­
hetőségeinek megtalálása nem kis gyakorlatot kiván. Hazai viszonylat­
ban ezen a téren még nincsenek komoly tapasztalataink, az egyetemi 
előadások és jelen könyv is csak első kísérletnek tekinthetők.
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1I. Fejezet
Szekvenciális eljárások és feladatok
1. A statisztikai hipotézisvizsgálatról.
Ha a megfigyelési eredmények alapján arról kell döntenünk, hogy 
valamilyen előre meghatározott paraméter érték (vagy értékek) el- 
fogadható(k)-e hipotézis vizsgálatról beszélünk. Legyen HQ egy egy­
szerű hipotézis. A HQ feltétel mellett a kritikus (HQ-át elvető) 
tartomány W valószínűsége (a HQ i PQ jelölést használjuk a 0 para­
méterű eloszlásra vonatkozó hipotézis jelölésére):
"}> (W) = (= c<o) elsőfajú hiba valószínűsége.
(W a kritikus tartomány).
Az °< értéket szignifikancia szintnek is szokás nevezni. A másod­
fajú hiba az ellenhipotézis elvetésével kapcsolatos. Ha S jelöli a 
teljes mintateret és a h paraméterhez tartozó hipotézist valamint 
eloszlást Hh ill. Ph-val jelöljük a
?í (S-V) ‘ ßO’), (?,(-r-v)'*,)
jelölésekkel a következő definíciókat vezetjük be.*
A ß(h) függvényt erőfüggvénynek nevezzük. A másodfajú hiba való­
színűségét összetett ellenhipotézis esetén a következő módon defini­
áljuk
fi = ß f h)
(hasonlóan az elsőfajú hiba valószínűsége összetett hipotézis esetén
Ы, =, SUp Vh (W)) .
Ь é. H- оA klasszikus hipotézis vizsgálat alapvető eredményeit Neyman és 
Pearson érték el a harmincas években. Összefoglaló munka Lehmann 
(1959) könyve.
* A későbbiekben az alaptér jelölésére vagy S vagy X szolgál. A való­
színűségi változókat vagy görög vagy latin nagybetűkkel
jelöljük X,y,*.. • Remélhetőleg ez nem vezet félreértésre.
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1, Lemma»(A Neyman-Peareon lemma.)
Legyen рЛ*) а Но , fi ( a ) a hipotézis melletti sűrűség. 
A vf kritikus tartomány optimális, ha
j fi (*) dx =■ (ex adott),
u/
\ (*) Лх *» maximum,
U7
teljesül. Az optimalizálási feladat megoldását a következő w tarto­
mány adja:
u/= í X • fa («-) ^  к P° U)] •
2. Lemma.(Általánosítás több függvény esetéra)
Legyenek fQ, f^, ... integrálhatók a fi mértékre mérve az S 
téren, w legyen olyan tartomány, melyre
(*) í -fi/ dyub = (i“l,2,...,)
w
ahol a számok adottak (i=»l, 2,... ). Létezzenek olyan k^ , k2,.,. 
állandók, hogy a Wq tartományban
fi ^ fa fi +- bíh + • ■ 
és l^-ban
fi 4  k , f  +- k i  f t  + '
Továbbá (x) is teljesül WQ-ra. Akkor
( fi d/ь > f  f0 diu .
К  W
Az általános Neyman-Pearson lemma bizonyítása. A értékekből le^
vonva a WQn W halmazon az integrál értékét adódik, hogy
j fiz dfi = У f 4 dfi.
V-VnW0 v/0-WnW0 (i»l,2,... )
Ennek alapján
f f0 dyu -  J  fo dfx = У  fo d /л -  [ f «, of/4 » J  Ç  M x  - j~Z^f Ï cl/4 * 0
W W w^-WAWo W-WnW0 V„-W0 A W  w-w'.flW'
amiből az állitás következik.
3. Lemma. (Randomizált eset.) Legyenek az fi függvények integrál- 
hatók, <P pontfüggvény, melyre 0-^-* £s
8
3(*) íft, f CÁfJ. - (i»l,2,...)
a számok adottak. Legyen * olyan, hogy (я) teljesül ás
0 fiQ fo ^ k* f t +"
-1 be. fo > <<, Ь  +" • '
és 4** tetszőleges, ha fQ = k-^f^ ... • Akkor
if * * -
Jf. f * J r  > J 4 ? < V
Bizonyítás : Jelöljük a következő halmazokat S^vel (1ш1,2,3),
5 ,=  { x  : f o < I  k i  f - ]  , ^  h° SL
v  <f4*) " T  C*)^ö
Sj^  {* +0 =1
o>
Mindhárom halmazon ('f *- f) fo > k*, f t, # így
I
( -fo » f I  -ft, » 0
а (я) feltétel miatt. Ezzel a lemma bizonyítása kész.
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41. A likelihood hányados alapján vizsgált szekvenciális eljárások
2.1. Alapvető összefüggések
A gyakorlatban valójában minden kísérletet igyekszünk szekven­
ciálisán végezni (mindaddig amig elegendő eredményünk nincs).
A Neyman-Pearson lemma optimalitást biztosit az n-dimenziós 
megfigyelési téren a következő szabályok alapján (feltéve, hogy 
léteznek a folytonos sűrűségfüggvények):
jJ4n(ï)/pa, Ш  > C esetén elfogadni Ho~at,
finUVV°nU K C  esetén elfogadni H^-et.
Ezt a szabályt próbáljuk független megfigyelések esetén szekvenci­
ális döntési szabállyá átalakítani. Előbb azonban lássunk néhány 
példát. Ritka vércsoporthoz tartozó egyének százalékos előfordulására 
vagyunk kiváncsiak. Ezt úgy oldjuk meg, hogy mindaddig vizsgálunk 
egyedeket, amig 50 (vagy más meghatározott számú) a vércsoportba 
tartozó egyedet nem találunk. A megvizsgált egyedek száma ebben az 
esetben nyilvánvalóan véletlen lesz.
Hasonlóan szekvenciális eljárást alkalmazunk olyan esetekben 
számológépes feldolgozásnál, amikor ritkán előforduló valószinüségi 
változók eloszlására kivánunk felvilágositást kapni (pl.SIMULA 
nyelven irt programok periféria igényét vizsgáljuk).
Az első kísérlet szekvenciális eljárásra Dodge és Romig nevéhez 
fűződik (Sampling Inspection Tables, Wiley, 1944).
Megvizsgálva n-^  terméket azt tapasztaljuk, hogy r^ a hibásak 
száma. A következő szabály alapján döntünk az egész tétel elfogadá­
sáról:
rl ^ C1 е8в^ п  elfogadni az egész tételt, 
гх > c2 " elvetni " " " ,
c-^ <: r-^ <4 c2 " folytatni a mintavételt n2 újabb meg­
figyeléssel és a következő döntési 
szabállyal:
ll
A tétel, ha r  ^jelöli az újabb hibás elemek számát, 
rl + r2 < 0 esetén elfogadásra kerül, 
rl + r2 > 0 " elvetésre "
A modern szekvenciális eljárások kidolgozásának kezdete Wald Ábrahám 
nevéhez fűződik (Sequential analysis, Wiley, 1947.)« Az általa java­
solt likelihood hányadoson alapuló eljárást ismertetjük.
Legyenek megadva az AQ, A^ konstansok ( 0 < A Q< 1 ^  és az
■4 n megfigyelést folytassuk, amig teljesül ez
° fo» {X)
X= (Xlt...,Xjf (n=l, 2, . .. ).
Azaz ha a (») feltétel teljesül n=l,2,..., N-re az N+l-edik megfigye
Rjj< A o elfogadjuk a HQ hipotézist, vagy ha
% >A1 elfogadjuk a H-^  hipotézist.
lést is elvégezzük. Ha %   q
Az eljárást az ck0, elsőfajú hiba valószinüsége (elsőfajú hiba: 
elvetni Ho~at, amikor igaz), és a másodfajú hiba valószinüsége 
(másodfajú hiba: elvetni H^-et, amikor igaz) függvényében vizsgáljuk 
Ha N az eljárás befejezéséhez szükséges megfigyelésszámot jelenti, 
akkor nyilvánvaló, hogy ez valószinüségi változó.
Az ilymódon leirt szekvenciális eljárás optimális tulajdonságú, 
amennyiben érvényes a következő
1. Tétel. Tekintsük azokat a kritériumokat, amelyekre teljesülnek
Pl (H0 elfogadása) - , PQ (HQ elvetése) ^ ck0
és Eq(N), E^(N)< °o feltételek. A likelihood hányados próbán alapuló 
szekvenciális eljárás egyszerre minimalizálja E (N) és E,(N)-et.
Azaz bármilyen más eljáráson alapuló N megfigyelésszámra 
EoO O ^ E o(N), e 1(N) à E1(N). Ezen alapvető tétel bizonyítása előtt 
vizsgáljuk meg a szekvenciális eljárásokat.
2.2. A szekvenciális eljárások néhány tulajdonsága
Az alábbiakban a likelihood hányadospróbán alapuló szekvenciális 
eljárással foglalkozunk.
Az párt a szekvenciális eljárás erejének nevezzük.
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(i) На 1 valószínűséggel befejeződik az eljárás, azaz
X  P^ (7V= *) = 1 , (1=1,2)n - 0 N '
és (o<0 ) °<i ) a hiba valószínűségek az (Ao,A1) határok esetén, akkor
Ao “  1-*o }
Bizonyítás, Legyen




: A n A ^  A ha ki* és A , £ RnJ
П = 1* e*R ("<) = £  fon (x)d * á  I  4- |°m (*)
Ha Wn
Пг 1 W n
Un = X • Л/ - П, ) A “^ o = X  í  'Pon' nH Un
£ fiiAo
Közben felhasználtuk, hogy
Х р л «="> ■ X  (p«*- i , M . ° ) -n=< " = 1 Whu Un
(II) Ha adott 686*tén 8 hetárokfii)
A d =0 -1- <*„ A >
alakúnak választjuk, akkor (feltéve,hogy az 
gél befejeződik) az ennek megfelelő eljárás 
amelyre (I) alapján teljesül
\ - °4
ahonnan
eljárás 1 valószinüség- 
(°4; 4  ) erejű lesz,
i — <X I
c<4
i - C<0
[На a 0,01 - 0,1 intervallumba esnek, nincs lényeges eltérés
a két erő között, oil nem lehet sokkal nagyobb <*i-nál, ugyanis
{f ~Ы'в) - ) cAj ( ■*  ^~ 1 ) °io
£  - 4  + ex1, - *„ ot, A oC1 - cX,cXo +- c*e - о<„
egyenlőtlenségből adódik, hogy <*’, + - ° C + ,]
Különbség abból adódik, hogy °0 > °4 lényegesen kisebbek lehetnek 
-nál (ez pedig a megfigyelésszám növekedésével jár). Példaként 
a binomiális eloszlás esetét nézzük rneg. n megfigyelés esetén a
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Po valószínűségű és p-^ ( > pQ) valószínűségű esemény hipotéziseket 
akarjuk megkülönböztetni. A likelihood hányados
ftn ./ P< Яо Y r^ 
Pon 4 ^  ) , ahol qi=l - pi.
Ha log (p^p~1)/log(qq^) racionális pontos képletek ismertek^ az 
erőre és átlagos megfigyelésszámra. így szemléltetésül2  ^ pl.
Po = 0,05, p-^ = 0,17 esetén az erőt
o<0 = 0,05, = 0,1 értékeknek választva o<^  = 0,031, o<^  = 0,099
adódik és az átlagos megfigyelésszám e ’o(N) = 31,4, E^(N) = 30,0 lesz. 
Fix megfigyelésszám és (<*0) ) erő (hiba) esetén 57 megfigyelésre
lenne szükség.
(III) Legyenek X^, X2, ..., Xn , ... független, azonos eloszlású 
valószínűségi változók, legyen 7 = log(p^(Xi )/P0(Xi)).
Tetszőleges olyan H hipotézisre, amelyre P^(|? (x)J 7 0)> 0 teljesül, 
igazak a következő állítások:
a) P H ( N ^  00 ) = 'l ,
Ъ) £H (etN) < oo , (ahol -со-et <t0, t0 > 0 ).
Tehát a likelihood hányados próbán alapuló szekvenciális eljárás 
nemcsak 1 valószínűséggel befejeződik, hanem az N megfigyelésszám 
összes momentumai is léteznek.
Bizonyítás. Vezessük be a következő jelöléseket
Si * h  + , b= log A0, = log A-^
Legyen adott m és k(< m) esetén r= ^  (egész rész) és tekintsük az 
Sk’ S2k “ Sk* Srk - S(r-l)k valószínűségi változókat.
esetén S ^6  ( b , a ) ,  i = l , 2 , . . . ,  m és i = k , 2 k ,  . . . ,  r k - r a  i s .  
í g y  = I S ~ S ( i _ i ) k  í ^  (  I b I ■*" / з I )  = о , i = l , 2 ,  * . . ,  r  » Ib ive l  a
Ti változók függetlenek kapjuk, hogy
1) Girschick (1946) Annals of Math. Stat. 282-298.
2) Robinson: A note on exact sequential analysis. Univ.Calif.Fubls.l
(1948) 241-246.
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aP  ^N > mj é ]>  ^I ul  ^c, l = 4, = (p  ^1 Тл: I с c j j f .
Ahonnan azonnal adódik a) teljesülése. Közben felhasználtuk, hogy 
к megválasztható úgy, hogy Р^ГМ> с| > о teljesül és igy 
?{|íH < ej = cT \ . Feltevésünk szerint van olyan h, hogy
vagy P(z>h)>0, vagy P(z^-h)>0. Legyen h>-|, egyszerű meggondo­
lásokból adódik, hogy
p ( ITJ > ej = 7> (7 2, +•■•■+-?(</>c)=b? (?C > -£•> L = “f k)+ K)=í
= [P(?>h)}k > 0,
amit bizonyitani akartunk.
Az állitás második (b)) része a következő egyenlőtlenség sorozat­
ból adódikj
I P p - ^ e tmé £ e tmá-T'=Ietmá"T'/ká-(r'mA) *
ahol
S . V ( I T „ l < c )
6 s
c^ ,/k < 4 , (va^  ± < ' " t 0-
A sor konvergenciája innen már következik.
(IV) Ha N pozitiv egész értékű valószínűségi változó, igaz az
E (N) - ' - i  ? ( N ^ m )
rr\ = 'i
azonosság. Definició szerint E (N) - T(N-4)+-if (N =1) + ■■• = ?( V-=0+"
-f- P(’N=l)+-+-(A/= X) +- • ■ =~Р(НЦ +■ p ( W > 2. ) -f- ■■ ■
(V) Legyenek X^, X2, ... függetlenek, azonos eloszlásuak és
z = z(x) az előbbi változó. N jelölje a döntéshez szükséges 
lépésszámot a szekvenciális eljárásban (a likelihood hányados alapján).
mely nem függ a jövőtől. li}1(|Z(X) | )^ со , Ej{(N)<.oo teljesülése esetén 
igaz az _ . ,
Eh (V  = Eh (Z) • tH(N).
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9azonosság (Wald nevéről szokás Wald-féle azonosságnak nevezni).
Mint az előbbiekben Sjj = z(X_) + ... + z(^).
Bizonyítás. Legyen
í 1 ha döntés (i-l)-ig nincs
У-t = í[ 0 ha van döntés (i-l)-ig
К У ± - 1) « P(N^i)
yi = Xi-P
Legyen 2 ^  + ... + Z ^  + 2N+1 yN+1 + ... (= SN)t akkor
£(sw) - E ( l  K % )  Z E ( Z , % ) - Z L { z . ) E ( ^ )  =£(Z)^£W - 
E (Z) Z V ( N za.) = £ (Z) E (M) ,
hogy megtehető az integrálás és összegezés felcserélése az követke­
zik a Ç. E(| Zi у±| ) = Z E  (I 2/) P(N^i) » E(| Z| ) E(N)^oo egyenlőt­
lenségből.
A teljes valószínűség (várható érték) tétel alapján is belátható 
az állitás; ugyanis
£ (5W)'-X £(sw I Л/ =L) Î0V-O-Z =
2.3, A szekvenciális módszer hatásossága
(I) A szekvenciális eljárás 1 valószínűséggel befejeződik HQ és 
hipotézis teljesülése esetén is.
Bizonyítás. Ha z(x)^0, akkor Eq(z(X)) x. o. Ugyanis az információ- 
elméletből ismert, hogy EQ( Z) » J  pQ l o g  P^Po e  -  j  P Q l o g  Jjjú é s  a z
állitás a Jensen egyenlőtlenségből adódik. Innen Po( Z < 0 ) > 0  és 
P ( /.Z/ > 0 í> 0, azaz teljesül az előző pont (III) állításában szerep­
lő feltétel. Ezzel állításunk bizonyítása kész.
(II) Legyenek E (|2|)<eof E1(íZ|)<oof akkor az átlagos megfigye- 
lésszámra a következő közelítések igazak:
£T /  Л П  h ( /l ~ c<o') + - O \ o C0
E° (N)--- M Î ) -----
A Jensen egyenlőtlenség szerint (f, g^O): Jf Ч -f ^  ö 




Ьы.^ +" Q ( < ~
~ Ë T Ü T
( o ' .  , a próba ereje,
(b = log Ао, a = log Aj_)
Bizonyítás, Az E(SN |SN ^ b) ~ b, E(SN | ^  a) ^  a
összefüggéseket használva (elhanyagolva a szintek átugrásánál fel­
lépő eltéréseket) adódik
E„ fv> “ E. IU  Ê W В (í„ í w * £„ (S„/ív í a)'T„(s4 s a;).~U -=>0) b * «. - a
Továbbá
EjN)E.(t)‘
ahonnan adódik az állítás.
(ni)
E„(N)
Tetszőleges 1 valószínűséggel befejeződő, 
erővel rendelkező szekvenciális eljárásra
( * - c*o) log -ptL_ +■ <x0 log 1--°Ч -
"  Е. ( * Г
(°<о) °<í )
Mielőtt a bizonyításra térnénk vizsgáljuk meg mi adódik a likelihood 
próbán alapuló eljárásra.
Az előbbi (II) közelítést valamint az előző fejezet (I) közelí­
tését felhasználva a likelihood próba esetén
K i - * , ) * « » .
Л-c^ i
közelítés adódik. így ez a közelítés is mutatja, de nem bizonyítja, 
hogy a likelihood hányados próbán alapuló eljárás a legjobb a véges 
várható értékű megfigyelésszám esetében.
Bizonyítás. Tetszőleges eljárásra
£ 0(Sn ) = E 0(Sn [Но e l fo g a d va )? « ,  (Но) + Eo (S w/Ho e lve tve ) T>0 (W„ e lv e tv e )  .
A Jensen egyenlőtlenség alapján (mely szerint ha f(x) konkáv
Etf Ф )  £ f (£($)))
( * ) E 0 CSw /I/o e l f o g a d v a )  el log L0 (e ^N/ f  l0 e l f o g a d v a )  =
uxi~. 5 \ eJm p0 (*i) • - po (*m) ^ ^ о v'í — Wrrj
11
-  1о^ (г~Г ^  ) P< ■ • pl l°3 ~ ~ —  ’
Í-Wm
haeonlóan bizonyítható, hogy
(я *) e 0(sn IH0 elvetve) <  log - --- - - •
így a (x) éa (* x) egyenlőtlenségekből kapjuk, hogy
£. (íj % - j ^ -  <- ■
Mivel E0(z) < 0, 
adódik a bizonyítás.
Példa, Legyen Ha ■ J\f (б0 , 6"b), H,) JV5(,01 , б-'1) és a paraméterekről 
tegyük fel, hogy
В/j >  öd » ^  ismert,
A likelihood hányados logaritmusa m megfigyelés esetén
H  = 1 "Ь~ [ Z *  0« )]<2-0 ^
A szekvenciális eljárás a következőkben áll:
1. A kísérlet folytatása, ha
b (T1* г2 у . »т-i (6<i 00 ) q ^
01-00 b\ * " L 0i " e°
2. H elfogadása, ha 7  &  - —  ^^  ^
0 ctí ^ e,-0o
3. H, elfogadása, ha У  Xv - rrL^ J~ - ^ ~  ?>
:—, Ь 9 4 -  9 о
ahol az a és b értékekre a következő közelítést használjuk:
Q o(<Loc\ —---— ■) b o^g
Az átlagos megfigyelésszéra meghatározására az






t „  í ч>
Hasonlóan kapjuk az
£.(Z) = (e< - g»)1 Г 2'
0 ( *-*,)+■ °<-0 Q
íe, - 0О)У^ ^
t
f Л/) ^ b < f
összefüggést.
Fix elemszámú minta, és (c*^ , <*,, ) eró esetén a kritikus tartományt
\АМ ( X - ©0) ^  d  - Г
adja meg, ahol N a megfigyelésszám, az l-o^ kvantilise
jV*(0,l)-nek.
A másodfajú hiba valószinüsége
r (ÍN ( X - Go) < d * oO  - pPi [l^(X-0<) <d(XoÓ'-lfN (В'-во)]
lesz. Ha d^^ az 1-d^ kvantilise Jf(0,l)-nek
dl* <Г =-do,0- г-н Ш" (©< - 9.)»
M - G"1, (d°<H +- <d^c)2
(e, - e0)b
A fix megfigyelésszámu N, és a szekvenciális eljáráshoz tartozó Eq(N)
hányadosa
(*)
2_[b( 4 -^ o) fao(o 
(do^ n +
független (ö^-0o)-tól ; E^(N)-el összehasonlítva a fix megfigyelés-
számot
(я я) ZÇboif -h-a (i -<*<)]
adódik. Ha pl. d 0 = cx,, ^ о .05] oU0 = = 4,6b és jó közelítéssel 
a « 2,94; b a -2,94.
A (x) és (x x) hányadosokra 0.49 adódik.
A valóságban a hányadosok függnek 0^-6o-tól. Chernoff vizsgálta"^ 
kis d 0, d< -ekre a megfigyelésszámok arányát, s nagy megfigyelés­
számra 4:1 arányt talált.
1) Chernoff, Annals Math. Stat. (1959) ^o, 755-77o.
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2.4. A 8zekvenciáli3 eljárás alapvető azonossága
1. Lemma. Legyen E olyan valószinüségi változó, hogy
(a) V  (  Z  >  0 )  >  0  es P( Z'< 0) >
(b) fit) = Е(е*г,) minden valós t-re létezik,
(c) E (Z) t 0 .
Akkor van olyan T 40 f hogy . H a  E (Z) 0 , 'C'4. O es E(ZH 0
esetén V  > 0  ■
Bizonyítás. A feltételekből következik olyan c létezése, hogy
T(Z>c) > 0. Ezért
4>(t)  = E (e tZ) = í e t z d F  ^  f e ^ o l F  ^  et c P ( 2 > c ) ,  ha t > 0,
z > c.
és ha t ->co adódik, hogy ^ (t) — •
Ugyanúgy, ha
t - oo , (t) -> 00 • [ugyanis E (et )^ = jetzdF j" e ^dF >etc. P(Z<~C)]
z < - c
Mivel ЯЧо) = /1 és f1(t) = E(ZetZ) ez pedig t - 0-Ьап E(2)q '^(o)
értéke. Továbbá E(Z1et ) > 0 minden t-re, igy egy mini­
muma lehet а 44) függvénynek és a t=0 értéken kívül egyetlen 
V  helyen lehet Ha E(Z)>0 V ^ o  kell legyen, és meg­
fordítva.
2. Lemma. Legyen X^, X2, ..., azonos eloszlású független való­
szinüségi változók sorozata pH sűrűséggel. Tekintsünk egy tetszőle­
ges szekvenciális eljárást adott megállási szabállyal. Legyen n a 
szükséges megfigyelések száma. Ha z^ = z(x^) tetszőleges mérhető 
függvény, akkor a P^(n<oo) = 1 összefüggésből adódik, hogy
EH (etS"í>(t)rh;> - \
ahol a H^ hipotézis esetén a sűrűség alakja
( \ etx , \PHt - p d ^ -
2o
14 -
Sn = ; Ч5 ( t )  -  Еи .
Bizonyítás. Legyen Wm + Um az m- dimenziós tér azon tartománya, 
melyben az eljárás pontosan m lépésben befejeződik. Akkor
£H ( e tSr,f ^ ( fc) ]  П) = )_  I [ЧЧО] etSm (x) (xm) d x 1 -d xm -
h,t1
oo /■ .
= E  Рц. ( x j . .  . ]pHt  (xm ) clx, ... d x m -  Ín  (h^ -oo)
3. Lemma. (Alapazonosság) Legyen a likelihood hányados alapján 
működő szekvenciális eljáráshoz szükséges megfigyelésszám (valószínű­
ségi változó) N és z=log ^  ^x -j . Akkor
E|4 | e tSw[ tf  (t)] Nj  H  » ha ?ц [№1 > 0] > 0 .
Bizonyítás. P ц(1&1>о)>0 = ? ц ь(1?1>0) és a 2. lemmából adódik a 
tétel, mivel P H  ( W  <  OO )  =  1,
A terv operativ karakterisztikája (jelleggörbe, vagy OC görbe el­
nevezés is használatos).
A feladat abban áll, hogy a szekvenciális terv alapján el­
fogadunk egy szállítmányt vagy sem. Jelölje ЧГ (H) az elfogadás 
valószínűségét a H hipotézis esetén.
Egyszerű alternativa esetén
HQ elfogadása valószínűsége 1 - <^0 (ha HQ igaz),
HQ " " eix (ha Нх igaz).
Ha szekvenciális likelihood próbával történik a szállítmány 
elfogadása a TT(H) függvényt, mint H függvényét az elfogadási 
terv operativ karakterisztikájának nevezzük. HQ, hipotézis és 
o<0* első-másodfajú hiba feltételezésével az előbbi pont ered­
ményei alapján jó közelítések adhatók (a szállítmány elfogadása HQ 
elfogadását jelenti).
Az 1, lemma szerint van olyan ^  , hogy a karakterisztikus 
függvény (ír ) = 1 , liánén és az alapazonosságból kapjuk, hogy
1 - E „ ( e ^ V )  .  P„ [ s N > a j  Eh {er s ~/ S„ »• a j  *




II ( н ) J — e
c a
erb -
Az átlagos megfigyelésszám (Average Sample Number, ASN) meg­
határozható az előbbi közelítés valamint a 2,3# pont (II) közelítése 
alapján. Ugyanis
és
£„ (S„) ~ ЬГ(Н) + [ I- 'Í(U)] «
t „  ( N ) . £ t í ( H ) -  E„ ( M
ahonnan
Eu ÍN)
b /Г ( ff )  ■> c) (l - I/ (Ю)
Példa, Normális eloszlás feltételezése esetén (a 2,3# pont példája 
jelöléseivel)
2 = 1 [( X - - ( X - 0,)**]
I f '1 J l
t f ( t )  = = e  , Cj = t (94 - вc)[l 6 -  91 ~ 9„ y- t  (£, -  6e)]
Az a t érték, melyre Ч7í"^) — ű a következő
e,* e0 - ie





lesz, Mig az átlagos megfigyelésszám
>b r ^  г ,зл ( е - & „ ) ^ ( 9 ~ е ^, ahol Eo —ED( N ) ^ ' e^  Cz) ' 17 1 r 2
2.5. Időben folytonos folyamat vizsgálata és kapcsolata a diszkrét
folyamattal.
Az előbbi pontok tételei általánosítása Wiener (Brown-mozgás) 
folyamatra a következő.
1, Lemma, Ha wij. jelöli a standard Wiener folyamatot Ev»t e 0, 
Ew^ » t paraméterekkel, w = 0 és ta 'C'(wr) egy Markov pont, 
amelyre E('C)<<», akkor
E w£- = o, Ew£ = E tb
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(a bizonyítás megtalálható például A. Sirjajev:"Statisztikai szekvenci­
ális analízis" 183.0., vagy I. Gihman - V. Szkorohod: "Bevezetés a 
sztohasztikus folyamatok elméletébe" c. könyv 493.0.).
Ez a lemma Wald lemmájának általánosítása (2.2. pont V. álli-2tás), előbb az sn ^ wt majá Sn^ helyettesítéssel
~ ~ 0 &s £w£ = t w^ 1 E V  =• tv'j.
2. Lemma. Ha w”. a standard Wiener folyamat és V  =■ V  (w )
egy Markov pont, melyre teljesül a P(T^ K) = 1, ahol 
К oa , feltétel, akkor minden — számra teljesül a
következő összefüggés
xbE exp ( Xw^ -  - ---- — V)  '  4 .
Zj
(a bizonyítás megtalálható Sirjajev említett könyve 184.o.-on, kell 
hozzá Doobs "Stochastic Process" c. könyv VII. fejezet 11.7. tétel 
is. ).
Ez a lemma a szekvenciális analízis alapvető azonosságának 
általánosítása folyamatra, korlátos Markov pont esetén (v.ö. 2.4.pont
3. lemma). Felhasználva, hogy E(e^ws ) = ^(A) = 5•
Ez utóbbi lemma általánosítása a Novikov féle tétel.
— 1G —
Tétel. Ha f(t(w)) olyan függvény (véletlen) amelyre értelmezhető a 
sztohasztikus integrál és teljesül a következő feltétel
E exp £ 'h | 2j ( t , C O ) d t ]  oa
akkor j- I
E ex p f  I ( t ,co)  d w  ( t )  E- ^ f  d t  j  = 1.
(lásd A. Novikov "Teorija verojatnosztyej"(1972) 761-765.)
Az, hogy a 2. lemma a tétel következménye, belátható az 
f(t,to) » (t^C) választással.
Ezeknek a tételeknek a bizonyítására a sztochasztikus folyamatok 
statisztikai vizsgálatánál visszatérünk.
Feladatok
1. Vizsgáljunk független megfigyelési sorozatban egy p valószínűségű 
eseményt, m-szeri előfordulásig folytassuk a kísérletet. A kísérletek 
N száma valószínűségi változó.
p í n - h : > " v
I -m h = m  , m  +■
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eloszlással. Bizonyítsuk be, hogy 1-valószinüséggel befejeződik az 
eljárás. Mutassuk meg, hogy az eloszlás generátor függvénye
( )ra
1-qt J
és a kumuláns generátor függvénye








Azaz N várható értéke — ~  . Ez nem jelenti, hogy —~-
P w
torzitatlan becslése p-nek. °  ^ Ç lesz torzitatlan becslés.N “ 1 JCv9
m  -1 
N - 2  l-
rr\-i \ í П -'1
n -  'l / ' И 1 - 1П = no
/ n -  Z- Л m  - \




A szórásnégyzetet bonyolult meghatározni, de
£  ( m-l) _ .2.
2. Legyen a selejtarány pQ HQ hipotézis esetén, mig H-^  esetén 
p^. Nevezzük (n,c) tervnek a következőt: ha n darabot megvizsgálv 
a selejtek száma nagyobb c-nél, a tételt (N»n darabszámú) el­
vetjük. Rajzoljuk meg az ОС-görbét (Operating Characteristic) és 
adott (&o, o^) erő esetén n és c értékét.
Például po = 0,02, p^ = 0,08 és o<0 = 0,05, = 0,1 esetén
n = 100, c = 4 adódik.
Alakitsuk át kétfokozatú tervvé (a Dodge-Romig eljárás alapján) a 
fenti feladatot (n^, n2, c12, ст0» c2o^ paraméterekkel. Táblázat 
található H. Dodge - H. Romig: Sampling inspection tables (Wiley, 
1949, New York) c. könyvben. Ez utóbbi esetben határozzuk meg az 
ASN (átlagos megfigyelésszám) görbét. Mutassuk meg, hogy annak 




Például a po=0,03, p1=0,107 és ^Q= 0,05, ^=0,1 értékekre egy
megoldás n-j=75, n2=150, с10=4, сц =9, c20=8*
Határozzuk meg a fenti (pQ, P^) és ( c<Q, értékekre
szekvenciális eljárás esetén Aq, A^ és EqN, E^N értékeket.
3. A tönkremenés problémája. Legyen A-nak'(a) egységnyi pénze és 
B-nek (b) egységnyi pénze. A nyerési valószinüsége legyen p,
B-é pedig q = 1-p. A játék mindaddig folytatódik, mig valamelyik
eléri az a+b összeget.
Legyen ux az A tönkremenetele valószinüsége, ha x összege van.
Nyilván
4 +- ^ ux- i
az
feltételekkel. Ennek megoldása
ahol t-j^, t2 a
1 2 c - 0
egyenlet gyökei (t^-1, t0=q/p). Feltéve, hogy p ^ q
V p ) 
a +- b -  X
A játék ábrázolása
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sorozat martingáit alkot a4. Mutassuk meg, hogy a Pi—  ( $ ) -
, |) i ! JP mértékre nézve.о
5. Poisson eloszlás esetén vizsgáljuk a likelihood hányadoson ala­
púié szekvenciális eljárást.
6. Egyszerű alternativa esetén az esemény valészinüsége a HQ hipo­
tézis esetén legyen pQ (H^ esetén p-^ > P0)# A likelihood hányados 
próbán alapuló szekvenciális eljárásról mutassuk meg, hogy m 
kisérlet esetén (m^ darab sikeres kisérlet mellett) a következő:
a) HQ elfogadása, ha m c . m  + d^
b) elfogadása, ha т^гс.га + d2
c) újabb kisérlet egyébként.
Adjuk meg az O.G. függvényt és az átlagos mintaszámot.
7. Legyen X exponenciális eloszlású Ae" sűrűséggel. A AQ 
és A1 hipotézisek eldöntése közötti szekvenciális próba a
ki + * j é П t o q ( Xy \ o) é У -f
J=1
egyenlőtlenség párban áll, ahol k^ és k2 konstansok.
ö. Mutassuk meg, hogy b= - oo (vagy a= + oo ) esetén EN = oo .
9. Mutassuk meg, hogy a momentum generáló függvény létezése esetén 
(a t=0 egy környezetében) az összes momentumok végesek.
2G
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3. Statisztikai döntések elmélete 
3.1. Döntési eljárások
Minden X  megfigyeléshez 3(x) = d értéket rendelünk.
X £ X , ote D . Ha az к valószinüségi változó valódi eloszlása 
Pg a d döntés vesztesége legyen L(9, d). Ismétlések hosszú sora 
folyamán a ó alkalmazásával adódó átlagos veszteség
Eg (ае,л; = R (g,3r)
(ezt a függvényt rizikófüggvénynek is szokás nevezni^
A feladat olyan cT döntési eljárás keresése, melyre a rizikófüggvény 
minimális. A három elem (9,c/£D «  L alapvető szerepet játszik
a statisztikai döntések elméletében. Természetesen a veszteségfügg­
vény megadása a feladatok milyenségétől függ
1, Példa. Legyen a sorozat adott eloszlású (pl. bi­
nomiális, Poisson vagy normális p, \ , (m,6^) paraméterekkel, ahol
az utóbbi paraméterpár egyike a 9). Legyen x =$(9)©gy valós függ­
vény.
(I) Megvizsgálandó X nagyobb-e -aál és a döntés álljon a
következőkben
do ■ 7  > Jo , d, : X á  Го
(pl. zaj nagyobb-e, növekedés gyorsabb-e, orvosság hatása elég nagy-e 
egy megadott szintnél). A veszteségfüggvény a felhasználási terület­
től függ. Egységes azonban a szokás abban, hogy helyes döntés esetén 
a veszteség 0, helytelen esetén L(/)c/0) és L ( ^ ,  dl )  8 I 7 - í° I 
növekvő függvényei.
(II) Но к becslése a feladat - a probléma bonyolultabb. Ekkor 
d valós szán (  ^ becslése) és rendszerint L(j,o|) = v(^)w(M-^/), 
ahol w egy szigorúan növekvő függvény.
(III) Lehet, hogy
e V -  X  <  Ï -ч  d \ ' 1 >  : Г» = T  ^  r <
Az (I) leirás a hipotézisvizsgálatnak, (II) a pontbecslésnek, mig




Sok esetben nem egyetlen megoldás van a problémára (azaz minden 
6--hoz nem egyetlen olyan d létezik, melyre L($;с/) = 0). Ilyenkor a 
következtetés a fontos s nem a döntés. Ezt is példával illusztráljuk.
2. Példa. Legyen $ egy Jf(m, 6" ) változó, ahol m-re tL(x), T(x)l kon- 
fiderancia intervallum szerkesztendő. Az intervallum hossza legfeljebb 
к (Г', ahol к konstans. A veszteség 0, ha helyes a döntés (lefedi 
az intervallum m-et), egyébként a veszteség az m-től való távolság 
lehet. Döntési eljárással megfogalmazva több megoldása is van a 
feladatnak.
A veszteségfüggvény megválasztása a legnehezebb. A legegyszerűbb 
esetben (amikor a veszteség pénzzel mérhető) is nehéz. Az (I) példá­
ban
L ( 0 , d e) - a ,  ha H e ) = 7 °  (d ° : T >b)t
L(o,d*) = i? > r ( e)? r» (<v-7-r0-
Ekkor a rizikófüggvény
Tg ^cf (*) " d o
"Pe ^  ^  (.*) - > heа у > Jo
Általában nem megy ilyen könnyű egyszerüsitéssel a veszteség 
megadása. Egyszerű függvényeket keresnek, ahol a veszteséget
L (e,d) - V (p)(d
szokás megadni (ez sokszor jó közelités). Van úgy, hogy egyetlen 
komponenssel a veszteség nem jellemezhető. Konfidencia inter­
vallum megadása esetén L1 az intervallum hosszát, L2 a veszte­
séget jelentse, ha nem fedi le az intervallum a valódi paraméter 
értéket.
Ki lehet kötni pl., hogy teljesülnie kell a
e l < ( ç  ,<?(*)) í к
feltételnek, és a másik komponenst minimalizálni kell.
Randomizálás (A kisérlet megválasztása.)
A döntési eljárás fenti meghatározása elég szűk. Minden x ér­
téknek egyetlen döntés felel meg. Helyesebb valamilyen eloszlás 
szerint választani a döntésekből (ahol az eloszlás x-től függ).
A rizikófüggvények osztálya konvex lesz (ha a randomizáltakat
я ( е , < Г )  = íalb } , hq Г  = У*
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is nézzük) és ez több előnnyel jár.
Az eddigiekben feltettük, hogy a kísérlet meg volt tervezve. 
Valójában ez nincs igy, hiszen gyakran előre nem tudjuk, hogy hány 
megfigyelésre lesz szükség.
3. Példa. 1. (m^ ,(T) és (m^^) megkülönböztetése a feladat.
A megoldás (wtól függ. Néhány elemből 6^ -t meg kell becsülni és meg­
adni a megfigyelésszámot.
2. Eldöntendő egyszerű alternatívára vonatkozó kisérlet-
sorozatnál, hogy p>-^ vagy A kisérletszám attól függ,mi a p.
3. Nemcsak az eloszlások lehetnek különbözőek (információs 
szempontból) hanem a megfigyelések is.
[9 --J- j 9 -h i-7 -ben egyenletes változók esetén
9- jól becsülhető, ha max min ^ j ^  1. (Ha kicsi, egyetlen megfi­
gyelésnél nem jelent többet.)
Optimális eljárások.
Már említettük, hogy H  (9)cF)sEg[L(9 , cT(x)] minimalizálása a 
feladat, azaz olyan <5 keresése, melyre a rizikó minimális. A meg­
oldás függ 9 -tói. (Pl. ha $o-ra cT(x)=c!0 olyan» hogy L((?o,do) = 0, 
akkor K(9(,i d 0 ) = 0, viszont másutt nagy lesz a rizikó értéke).
Van-e egyenletesen legkisebb rizikó ?
Bizonyos megszorítások esetén - igen (pl. a torzitatlanság, in- 
variánsság esetében).
Másik ut a legjobb eljárások esetére az eljárások rendezésében
áll.
Bayes és minimax eljárások.
Ha 9 valószinüségi változó ç (0) sűrűséggel, akkor a teljes 
átlagos veszteség cí alkalmazása esetén
r e ? , * )  -- f(e) d9 = [EeL(e ,a rw )f(e )d f i
Optimális eljárást az a S' szolgáltat, melyre r(<^ ,c^ ) minimális.
Ez az u.n. Bayes féle megoldása a feladatnak, mely a ^(9) apriori 
eloszlásnak felel meg, min r(^,^) a Bayes féle rizikó.s
Ismerni kell ^(O')-át ! Ez azonban nem mindig teljesül* Ha nem ismert 
a ^(9) választható a következő eljárás: meg kell nézni adott J
2 У
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esetén R(&,cO maximumát és két döntés esetén az a jobbik eljárás, 
melyre a maximum kisebb» Ez az u.n. minimax eljárás.
Legyen az (-^,U ) valószinüségi mezőn megadva a Р,^ (в1ГРо+(1-Т)Р^) 
mértékek összessége (0 ú t é  1). 9 - 0(b)valószinüségi változó, mely az 
1 és 0 értékeket veszi fel. Tfr (9 (со) =• O') - IT, -'f-^
А ^ ? ^valószinüségi változók vagy PQ vagy P-^ eloszlásu-
ak. 7^ =6*[(<*>,Т.):Г, aho1 T  è  C0> M  j„= 0 )  n á  M,
[tr],
a Markov pontok halmaza F = rí\ -re nézve; I = d^j az 7^ mérhető 
ü,l értéket felvevő d=d(co,T) függvények osztálya.
Ha ’Z £ h) , d £TV <я <5= ítAcO pár döntési szabály, 
a döntési szabályok osztálya.
3.2. A szekvenciális eljárás optimum tulajdonságairól
Jelölje HQ és a két egyszerű hipotézist
Ho; P0, és a veszteség HQ elvetése esetén (amikor igaz), 
legyen v»o;
H-^ t p^ , a veszteség elvetése esetén (amikor igaz), legyen
wl*
A költség legyen egy megfigyelésre c.
A $  döntési eljárás esetén
o;0 az elsőfajú hiba valószinüsége (P (c^ w/iT) = 1) - V '
o<2 a másodfajú hiba valószinüsége (P^(5(v»,T) в 0) = 4^).
A szekvenciális eljárás rizikója (N megfigyelésszám) p^ valódi 
sűrűség esetén
*i,w ö A C£o ÍN) (i = o,l)
A hipotézisét indexeit valószinüségi változónak tekintjük, amely 
0,1-et 'Î9, (i-rîî~) valószínűséggel veszi fel. Jelölje ezt a változót 




Г (Г,сГ) - T l * 0 W0 + С t 0 f/V)I 4 (/ w с Е< (N)l.
Keressük a Bayes féle megoldását a feladatnak, azt a c3 eljárást, 
melyre (») minimális. Ezt a feladatot nevezzük a szekvenciális el­
járáshoz tartozó ki_egés^i_tő_feladatnak.
Legyen c3„ a megfigyelés nélküli eljárás elfogadásával*
Nyilván ír (7T( c?0 ) =■ c*Bw0T' - \x/01ï .
Legyen J, a megfigyelés nélküli eljárás Hp elfogadásával. 
Nyilván 'Г' ^  ( zf - T') .
Legyen (T) r taf r- ù e-. rt~ ,
^ jelöli a legalább 1 megfigyelést igénylő eljárások osztályát. 
Tetszőleges és X<i értékekre
pfX'ÍL + 1 ,nf (/-Х)/Г,; сX'J « «nf £дт-(»; ,А') + fr- 1)г(7Г^ ,cTj] =
Jé, <e óé c
è A<j» (4 ) ~ A) у (Tt),
azaz a y (ír) függvény konkáv és mivel alulról korlátos (ç(îT)ëc),
Ellenkező esetben legyen
4  +
1. Tétel. Legyen T^és T ” a fenti. Ha 0 < T  '< 1i " c 4 , akkor minden 








1. Kell-e végezni megfigyelést ?
A <^0 eljárás (»)-ot akkor és csak akkor minimalizálja, ha 1 
és HQ-át elvetjük.
A eljárás (*)-ot akkor és csak akkor minimalizálja, ha 
és Hj-et elvetjük (H0-át elfogadjuk).
2. A bizonyítás további része indukcióval történik.
Legyen T, és n megfigyelésünket jelölje X^, Xg, ..., Xn.
Az, hogy n.c költségünk van, nincs hatással a feladatra, 
semmilyen jövőbeni esemény nem teszi kisebbé ezt a költséget.
Vagy abbahagyjuk a kísérletet ill. veszteséggel, vagy
végzünk egy újabb xn+j kísérletet. Az aposteriori valószínűségek 
alapján a döntés: ha ? |6=6|X1v-, XnJ <• T°, vagy
T |6=o/Xii - )XnJ ^  'tT,) nincs további kísérlet, mig [Q-o/Xv XnJ<H ”
esetén elvégezzük az n+1 kísérletet is.




teljesülése esetén elvetjük a HQ hipotézist, mig
----- !—T-J—  <  — ü-----------  _ L —P o r  л - í r  ír
esetén elfogadjuk a Ho hipotézist.
Pin_^ T 4 
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Bayes tétele: ha Bi teljes esemény rendszer
p/'B U)) - A^ 1 P Ckk)___
P(Bl|A)) e p c a i m p c b í )CSűrűségfüggvényekre a Bayes tétel a
g ( M lx)= - № W .
alakú, vagy Írhatjuk
?  (a ä  ^  < b I J = X ) "
í -f (* Сч)_Q_____________
oo
j f (x|t)dG СО
alakban is.
3. 1 = 1 (lll.T* li ' ) esetén nem egyértelmű a feladat megoldása (van 
<=>o és Jefe is). Ha már van egy megfigyelés, a legjobb el­
járás 2. szerinti. Nemcsak az első, hanem a további lépésekben is 
lényegtelen melyik utat választjuk.
2. Tétel. Tetszőleges D^ 'îïl ^ 1 »  ^ értékekhez találhatók olyan
0«=u/<'f ésoO számok, hogy a kiegészi_tő_feladat 31 Bayes megoldása 
- a értékekkel és «= T0") apriori eloszlás­




4 - T A< - 4 - I!
Bizonyítás. 1. Az 1.tétel szerint И és a w, c függvényei. 
Olyan w,c értékek kellenek, melyekre
t 'c^i c) = ír;,
'T’V k/.c ) г. To •
Pix w-re felölje T(c) nTT’^ w), T  ”(c) =-T"(c,'*') • Ha cQ a legkisebb 
c, melyre T(c0) - 1T"(c0)> akkor c<c0 esetén 7Г' (c) és T"(c) az
 ^(7T\ c), ( / - T-'1) uy c)
egyenletből kerülnek meghatározásra.
A ^(ir,c) függvény, mint c függvénye ('/Tfix)
I. folytonos, ami a konkávság következménye,
II. szigorúan növekvő, mert cTefe esetén a veszteség nő c-vel 
és a minimális veszteség <?C%c) £ -beli eljárásra
________  éretik el.
34 lásd a 24. oldalt
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III. ha c->o Ç(T’cO-ÿ> О, ami abból következik, hogy
fix megfigyelésszám esetén (ha n elég nagy) a hiba- 
valószinüség tetszőleges kicsi lehet.
Ezért 0<c<c0-ban Г 1 folytonos, monoton növekvő függvény, T(c)->Ol 
ha c —>0 T  folytonos, monoton csökkenő függvény, T ”(c)-> 4;
ha с.—> 0 .
Ha c c0 ; T"(c) - (c) -> Ч  1г'Сс)-*ъ/, «hol w a 'í"’(l-‘v) = (^ -r,)w
egyenlet megoldása. 
Fix w esetén
A(c) - Г' (c) 4 -« " (c)Í - T ’íc) ТГЧс)
függvény folytonos, szigorúan növekvő 0 < c  < c0 c0 (w)Jés Oé A(c)é <f.
2. Legyen
A (w/,c) = rf и/, c; j-lt ( I</, c ) r  (*'■c) - í"(w, c)i-T'(vc/,c) тЧ^,с) ' U K ' - '  f-T” C*',c)
Ezekkel egyszerűbb dolgozni, mint 7 ’, Г "-vei. Megmutatjuk léteznek 
olyan Vi és c értékek, hogy
A Ы, c > \ - 'ír. - \o> г ^ - c> r°< - r, ' 4  " ■
Az 1, részben láttuk, hogy tetszőleges w esetén létezik c=c(w), 
melyre A(nc/,c)= A0 . Alább bizonyltjuk, hogy J (w) ' 7 / V , c (  
kölcsönösen egyértelmű leképezése \ -пек 0 < 7 *=- oú -re,
és van egyetlen olyan w, melyre 7 (<*0 = ■
3. Az 1. tétel szerint a kiegészítő feladatban w, c=c(w) és
T= 1TT«/i ü C«/)] konstansok esetén létezik Bayes megoldás,
mégpedig a szekvenciális likelihood hányados próba
A « - , /-/> 7>.cQ«0J . > A’,» —J /rí-' r.w/ Л-,'*! Г. . Л1 /XL I у yj А0»0 i-r'Kc(«/)]
határokkal.
/ "£Wi c (u/)] 4 -1Г r í
Legyen cí’ a megfelelő megoldás w, c=c(w), IT" [А/, c (uc/)l
értékek esetén, azaz a szekvenciális likelihood hányados próba
T"filx/, сС\х/~)] í— T' (V, c (u/)] 4AnM A =
4 _  1 Г " { У , C  ( V )  J  T ' [ w , C  ( v e , ) ] A,
határokkal.
Ekkor °<o ) °<i > E0 (N ) ,  EÍ (N ) ci c5 Eayes féle döntési élj árás, mig
o('„ , ot’’ , С  (M ), EÍ'(N) a <3”" Bayes féle döntési eljárás
esetén a  w,c-től csak A 0 -on keresztül függenek,
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s nem függnek y -tói. Ha ^cfix, a fenti értékek is fix számok.
A Bayes féle veszteségek (rizikók) T= 1Г’ (V, C ( w)) és T= T"iw i c (*01
esetén = j-'} ^  ? (T > г ( Г " , < Г ) .
A ír1 és definíciójából (valamint cTe^ definíciójából) adódik, 
hogy ^(íT/cT0) = ^ (ir', «Г’) és t-(1Г ”, сГ") = т'('Г’>, )(
vagy kiirva ezeket az összefüggéseket
ТГ'О-К/) »‘Г’(ко О ' Ч )  + cE’e(N)] + + cíj (n )]
és
'iT”) = 7Г"[=Ч (<-«/)*- с Е;(л/)]+(ИГ1 о(>^Е;(Л|)].
А т/(<-^). helyett Л07 és T n/(1-T”) helyett ^-értéket Írva 
és c-t kiküszöbölve j és w közötti összefüggés
ÍX0y U-oC0) -v[\0j 0 - 0  +- <**]} íy fo (n) + El (n)} '
- - r^'o [(<-*')) +7*°]} {Xo v EI(n ) +- E) (N)}
w-ben lineáris és ^ >0 esetén van -c 1 megoldása, у -ban négyze­
tes kifejezés a konstans tag és a négyzetes tag ellenkező előjelűek 
0 esetén,igy van egy, és csakis egy pozitív megoldása, mely
megadja a w és у közötti kapcsolatot.
A szekvenciális módszer alaptételének bizonyítása
Tekintsünk egy tetszőleges szekvenciális likelihood hányados 
eljárást Aq< 1 < A^ határokkal és 0 <T < 1 valószínűséggel. 
Legyen
1T 'S“
" = A< (4-íT) *- ТГ ’ " Г A0 (* "'г ) r T
akkor
és A, = 'T^í-T)• ( -1 -‘м^/'Г’ . A 2. tétel alapján találhatók olyan w,c 
értékek, hogy a próba a Bayes féle kiegészítő feladatra, ahol T 1 
valószinüséggel po a sürüségfüggvény, a veszteség wQ=l-w, 
w^w; egy megfigyelés c értékű. Legyen o(0/o(1 a hibavalószinüség 
(Eo(N), E-^ (N)) az átlagos megfigyelésszám. Legyen <7* tetszőleges élj 
rás ck* f c<v (i=l,2) hibavalószinüséggel, és E* (N)<°^ megfigyelés­
számmal.
Mivel a szekvenciális likelihood eljárás minimalizálja a
Вауез féle rizikót
Т[( i-tx/)o(.p t-cEe (IV)] 1 (4 ír)[*,'<*„ + cE^N)]^ 
í T i  (í-w'Mft- c E * M  + (/-T)ÍV<x* 1 cE*(H)]y 
és igy T E 0(N)+ U T Ó I É N )  t TE*(N) +■ (J-r)E? (N)
minden O^T^I -re, ahonnan adódik a bizonyítandó Eq(N) ^  E*(N), 
E1(N) fr E*(N) egyenlőtlenség pár.
3.3. Szekvenciális becslésekről
A szekvenciális becelés alapgondolata: olyan mintát keresünk, 
mely előre megadott pontosságú becslést ad, vagy maximalizálja a 
pontosságot adott mintaár esetén.
Intervallum becslés esetén az intervallum hosszával adható meg 
a pontosság (adott megbizhatósági szinten). Pontbecslés esetén előre 
megadott veszteségfüggvény lehet a pontosság*.
Stein adta meg normális eloszlású változó várható értéke meg­
adott hosszúságú konfidencia intervallum becslését két lépésben, 
amikor a szórás ismeretlen. Vizsgáljuk meg a Stein féle eljárást.
Ha a raegfigyelésszám n fix a /0 várható értékre (l-cx, ) szintű 
konfidencia intervallum a t-eloszlás alapján
X -- s1---Tjrr I  (X; - X)1 )
lesz, ahol totД  az n-i szabadságfokú eloszlás l-°</lkvantilise.
A konfidencia intervallum hossza — ---Ji* maga is valószinü-
ségi változó (mely nagy értékeket is felvehet).
(Dantzig (l94o) bizonyította, hogy egy minta alapján ismeretlen б“' 
esetén nem lehetséges meghatározott hosszúságú konfidencia inter­
vallum szerkesztése /^-re.)
Legyen X1,...,Xm egy minta (m előre adott), Xm, s2 empirikus 
értékekkel. Jelölje n azt a legkisebb (n > m) egészet, melyre
n ” bz
2ahol b egy m-1 szabadságfokú t-eloszlásu változó szórásnégyzete, 
c adott állandó. Ezután kiegészítő mintát veszünk, mely n-m nagy­
ságú kell legyen. Az összes megfigyelés Xn= ^('X^+.. .+Xn) közép-
A szekvenciális becslés problémakörével foglalkozott F.Anscombe 
(Proc.Cambridge Phil.Soc.(1952)40,6oo-6o7, J.Roy.Stat.Soc.B. 15(1953)




értékére igazak a következő állítások.
1, Állítás: X n  - torzitatlan becslése ^-nek, szórása é  c .
A ^  ^  és ---Пр £ -Változók függetlenek N(0,1) i l l . el­
oszlásnak, ezért
t eloszlású (m-1 szabadságfokú)és
- 0
Г п  ( X  ~ / О
$
E <Гп ( X ~ A  )
(Г
Mivel n is valószinüségi változó, nem adódik azonnal, hogy 
E ( X - f E )  = 0.
E(X-uhF ._£L) = E(JEibï).f(s2.|er)>E(-Î^ F^ E(f) -0/ d" Г п  о ' O
Továbbá
E = E (3xlí-A>• —  E ( -à  )=
_ c ( nlXzJL^U) .- Ь V ^  /
c
&3- b:
2- ,1 l■ b = c. .
2. Állités: Legyen a p. konfidencia intervallumának hossza 2 b t
akkor с =Ь Е Д оС^  választással b megbizhatósága legalább l-o<#
-р(|Х-Л 1<^ }--Т{%ь! FF g í53- tT
b£-ez utóbbi valószinüsége 1-°^ (mivel —  Tehát ha az első
minta elemszáma í lőtt (tetszőleges), kétlépéses eljárással szerkeszt­
hető megadott hosszúságú intervallum becslés.
3.4. A szekvenciális likelihood próba ereje.
Monoton a likelihood hányados, ha tetszőleges ^,^-ra a Pp, Pp' 
eloszlások különbözőek, és létezik olyan T(x), hogy a sűrűség­
függvények hányadosa pp> ( j  pg (*) T(x)-nek nemcsökkenő függvénye.
Meg lehet mutatni, hogy a hipergeometrikus eloszlás monoton 
likelihood hányadosu. Jelölje D a selejtesek számát N-ből, n legyen 
minta elemszáma és  ^jelölje a mintában a selejtesek számát. Akkor
(D a paraméter)
l)(5 = x)= PDM  = (x)(n - X )/ ( Д
~^d-m  (*) _ D + 1
M * )  ~ n - d
M-D- n -i-x
D H - x
ahonnan látható, hogy T(x) = x-ben monton likelihood hányadosu el­
oszlás seregről van szó.
Rögzített megfigyelésszám esetén a
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Ho: 0 i 90 ,
Н ^  б => 9,,
összetett hipotézisekre létezik egyenletesen legerősebb próba, ha a 
likelihood hányados monoton (lásd pl. Lehmann könyve 101.o.).
Ha P g egyparaméteres exponenciális eloszlássereg, azaz
f'o 00 = 9.(6) гхр (0) T (x)j h(x)t ahol Q(6) monoton, a likelihood
hányadosról könnyű megmutatni a monotonitást.
Ilyen exponenciális eloszlás pl, a binomiális eloszlás
(n)px(l-p)n_x- valószinüségekkel, ahol I (x) = x, 6 = p, Q.(p) = íogCp/(<-p)].
X
Egyenletesen legerősebb próba szekvenciális eljárás esetén nem 
létezik. Ha 9„ és 0* esetén a likelihood hányados próba szekvenciális 
eljárása cx01 оц hibákkal optimális, attól 9x f- 9< esetén a szekvenciá­
lis eljárás nem lesz azonos a likelihood hányadoson alapuló szek­
venciális eljárással 0* mellett, igy nem lesz a legjobb.
Lemma. Legyen X^, X2, ..., független sorozat p^ (x) sűrűséggel. 
Legyen p^(x) likelihood hányadosa T(x)-ben monoton. Tetszőleges, 
a likelihood hányadoson alapuló szekvenciális eljárás 90 ellenőrzésé­
re 9i (9f * 9i) ellenében nemcsökkenő erőfüggvényü.
Bizonyítás. Legyen zL= (xj/pg (Xj,)] = h (I\,) ; ahol a fel­
tevés szerint h(T) nemcsökkenő, és0<6. A bizonyításban felhaszná­
lunk két, később bizonyításra kerülő segédtételt (lásd 36.o.).
Ha a 2. segédtétel szerint Fg’OO = Fe(t) minden t-re.
Az 1. segédtétel szerint léteznek olyan V változó és f, f* függvények 
(f(v) ■= f'(v)), hogy f(V), f’(V) eloszlása Fp, Fp . A szekvenciá- 
lis eljárás folytatódik mindaddig, amig Сод A0<^_h(tü) A^
feltétel teljesül. A hipotézis elvetve, ha a felső határon túlmegy 
az összeg. A kiszámításhoz 9 esetén Ti helyett f(Vi), mig 
$  esetén helyett f*(V^) helyettesítendő.
Mivel f(V±) é. f’ÇV}), ha £  h(f(Yi)) >  iog A1# egyben 
Z  K f ’O^)) > A^ is teljesül. Innen következik, hogy 
Pp (a hipotézis (9) elvetése) •= P e> (a hipotézis (&’) elvetése), 
azaz /3(0)= /3(9') , amit bizonyítani akartunk.
Az a kivánalom tehát, hogy
/3 (9) i: o<0 , ha 9 -t 9B (60 ^ &i)
fi (0) = ha 6 =" , teljesül.
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A  s z e k v e n c i á l i s  e l j á r á s  f ő t é t e l e  s z e r i n t  a  f e n t i  ( я )  f e l t é t e l  
n e k  e l e g e t  t e v ő  e l j á r á s o k  k ö z ü l  a  s z e k v e n c i á l i s  l i k e l i h o o d  h á n y a d o s  
p r ó b a  9 =  9 q  é s  0 =  6 e s e t é n  m i n i m a l i z á l j a  a  m e g f i g y e l é s s z á m o t  ( á t ­
l a g b a n )  .
Az erőfüggvény és operativ karakterisztika, mely fogalmat 
korábban ismertünk meg, nyilván kapcsolatban vannak, mégpedig 
/3(0) = l-Tp (H)..
Eg(N) viselkedése érdekel bennünket, mint & függvénye. A szék 
venciális eljárás (likelihood hányadoson alapuló) optimális tulajdon­
sága miatt a megfigyelésszám (Ep(N))© = 6Q és © = ^  esetén minimális 
Rendszerint Eq(N) a C^q ’^1^ intervallum belsejében éri el maximu­
mát. Ez sokszor kisebb a fix nQ megfigyelésszámnál. Azonban nem 
igaz, hogy minden esetben Eq(N) é nQ a fix megfigyelésszám &q , 
megkülönböztetésére (0^ , 0^ ) erő esetén).
Például binomiális esetben p0=0. 4 Pl=0.6 = 0.005 esetén
nQ=l60 és p=l/2 esetén Ep(N)=170.
Megoldatlan probléma olyan kritérium keresése, melyre 
sup E@(N) minimális а (я) feltétel mellett.
Két segédtétel.
1. Segédtétel. Legyenek F q ( x ), F-^(x ) eloszlásfüggvények. Az 
F^(x) ■é F q ( x ) egyenlőtlenség akkor és csak akkor teljesül, ha létez­
nek nemcsökkenő Íq , f^ függvények és V-valószinüségi változó, 
hogy
a )  Í q ( v ) =  f ^ ( v )  m i n d e n  v - r e ,
b) fQ(V) “ f-j_(V) eloszlásai Pq és F^.
2. Segédtétel. Legyen Pg(x) monoton likelihood hányadosu x-ben 
(azaz pg(x)/pg(x) monoton növekvő).
I. На V neracsökkenő, akkor ЕдУ ©-ben nemcsökkenő.
Ha X^ , X2»...,Xn függetlenek Pg(x) sűrűséggel, V-r(xlf...,x ) 
és minden változóban nemcsökkenő, akkor ЕдЧ^ (x-^ ,... ,xn) nem­
csökkenő.
II.Minden 6  ^9' esetén az eloszlásokra fennáll az 
(minden x-re) egyenlőtlenség.
P©’ 00 = P©(x)
III. У pontosan egyszer váltson előjelet. (Pontosan ^(x) = 0, ha 
x ^Xq és V(x) > 0, ha x ^Xq ).
Akkor létezik olyan 0q , melyre ЕдЧ'(х) = 0, ha 9^B0 és Eg^ (x) = 0, 




1. Bizonyítása. Ha létezik a kivánt tulajdonságú f , f-^  és V, 
akkor F* U) = P [j~i (V) f x]éí(f0(V) = x] = f0 (x) .
Megfordítva legyen F1(x)f F0U) és j^ x • Ft(x-O)^ y é Fjx)], U  0}i
(Feltételezzük, hogy F(x)=P(£éx) , azaz 'F(x) Jobbról folytonoa)
Az f^ függvények nemcsökkenőek és f (F U)) f x ; F (-f-(<-p) $ ,
minden x,y-ra.
Ezért y£F(x0) -ból következik, hogy f(ij) - f (F ( *0))^  x0 és meg- 
forditva X0 -ból F (-f- (y)) f F (x„) és igy F(^ o)
következik.
Ez az -f-(tj)g x0 és F (xo) egyenlőtlenségek ekvivalens voltát Jelen 
ti. Legyen V egyenletes eloszlású változó [0,ll-ben, akkor
T>[fUV) « x} = P { V í F t U)j =Fí.U) ■
Abból, hogy í'1(x) = Fq(x), minden x-re, következik
■foh) t hty))
amivel az 1. segédtétel bizonyítása kész.
Egyszerű példa a sztohasztikusan rendezett sokaságra az eltolás (el­
mozdulás) paraméterrel megadott eloszlás seregi
F g [X) . F u - e ) .
Ha 9 < б'
F ( k - 9) - P ( S  í  * ~ e) * ?0  £  * ' 0 '}
2. Bizonyítása. I. Legyen 6 ^ 9 .  A
B
[x : pQ>U)<- Pq(x)) 
{X : p64*) >Pe lX)j
Ha a = sup У(х) és b = inf V(x) igaz,hogy Ъ - a = 0, továbbá 
A В
j v U ) L > 9 - p 0 lo l ^  ^  b ( (p B’ -  Pe)d^ + aj (Ÿ6 -fQ)ctju. -
B
= {b-a) j^Ope1 -fe) è 0,
n > 1-re
/j x > x0
0 egyébként
és ez az első^állitás 
II. Legyen
A
indukcióval adódik a bizonyítás, 
akkor II. az I. következménye.
III.Először megmutatjuk, hogy tetszőleges 9 < & esetén az
Eq?T(x) >0 egyenlőtlenségből adódik tg,»1Fr(x) >0.
Ha Pq« (xo)/p0’ (x0) =■ 00 akkor pe'U) = о x>x0 -ra (a monotonitás
miatt) és 0 . Legyen ezért
Pq»(.*°)/WI*)= C <  oo , akkor az S = {x pe,0 ) = 0
és pQ«i (. *) > új halmazon, igy




(az (xo,0o)-ben У > 0 , a(- со , xQ)-ban V g O ) .
Legyen &o - <nf E9 Ÿ (x) > 0] .
А II. rész szerinti monoton likelihood hányados esetén az el­
oszlás sztohasztikusan növő. A megforditás általában nem igaz, 
példa erre az \ /f
T  < -t' (_x - 9)ъ
Cauchy eloszlás, mely nem monoton likelihood hányadosu, bár sztohasz 
tikusan növő eloszlássereg.
Feladatok.
1. Mutassuk meg, hogy a 3.§.-ban definiált Bayes féle minimális vesz 
teség függvény (rizikó), min гС^З") = г*(<?) a Ç (c<) függvények
konkáv függvénye. Azaz, ha ^O*) és tetszőleges eloszlá­
sai (sűrűségfüggvényei) d,-nak és 0 í À í 1 tetszőleges, akkor 
A?1 + (l-À)Çp ismét eloszlás (sürüségfüggvény) és
r*[AÇt+-U-A)?t 1 à ^ (i-A)
2. Legyen a paraméter tér két elemű G= (°»lj és a döntések tere 
legyen egy intervallum D = [0,ll, a veszteségfüggvény R(9,d) =
= EL(0,d) = [ 9- —d I^, ahol o4 adott egész szám. Legyen továbbá az 
apriori eloszlás P(0=O)= 3/4, P(9=l) = 1/4. Mutassuk meg, hogy 
= 1 esetén az egyetlen Bayes féle megoldás (döntés) dK = О 
és ekkor rÂ(Ç) = 1/4. (Vegyük észre, hogy D=(0,ll esetén 
r5*^) = 1/4, de nincs Bayes féle megoldás.) Ha °<>1 az egyetlen 
Bayes féle megoldás dÄ = (l + з^/4-!) # [Útmutatás: r(^,d) =
= 3/4 d* + -| (l-d)M
3. Randomizált döntési eljárás esetén, ha x megfigyelési eredmény 
esetén az i-edik döntés (di) valószinüsége A^(x) [i=l,2,...ml
ahol - 0 Z  AiU) - 1,i = 1
L ( e i , < r u ) )  " I  Aj с x) L (e-Motj)
✓
vektor jellemzi a veszteséget. A «^(x) döntési eljárás jobb, mint 
Z_(x), ha L2i ' Lli minden i=l,...,k értékre és legalább egy 




00 Ъ- 0О,..-Л)* = (E^ He^ U)),..., E^ L(9k,cr u ) f
adja meg. J(x) megengedhető, ha nincs nála jobb eljárás (azaz 
olyan о melyre legalább egy i-re R^<R^). Ha a kezdeti elosz­
lással, azaz P(6*£ = akkor a Bayes féle veszteség
(* ») -t (?,cí) = i ^ 1
vagy folytonos eloszlás esetén
+4?,^) - | L 9 ?(0)d9 -
A (*) előállításból látható, hogy az összes lehetséges R pon­
tot tartalmazó G halmaz az R(d1),..., R(dm) egyszerű döntések­
nek megfelelő m pont konvex burka. Az r(^ >,cf) rizikó a £ és 
R vektorok skalár sorozata. S* akkor és csak akkor Bayes féle 
megoldás, ha a £.R(á) sorozatot minimalizálja. Mutassuk meg, 
hogy ha ^megengedhető döntés, akkor R(ős) akkor és csak akkor 
pontja G Bayes féle hatásának, ha létezik olyan £ eloszlás, 
melyre à* Bayes féle döntés. (Az x = (x^,.,.xn) o. G pont akkor 
tartozik G Bayes féle határához, ha nincs olyan % = (у^,..,Уп) 
é G melyre y^-г: x^, teljesül.) [ Útmutatás: részle­
tes leirás található M. DeGroot könyve (lásd 7.§.) 8. fejezetében.1
4. Tegyük fel, hogy
= • X ,  ~P{í-o|e-i] ‘ Vs
P = 1 ( © = o} « </s, T{f = 0 ! G -0} -У»,
?{ е=1 ] = т  т>|е-о} =1-т,  (о « г  -  i ) .
Az R veszteséget a következő táblázat adja meg:
cU <3n
6= 1 0 Г
9-0 >10 0
A I megfigyelés értéke 0 vagy 1 lehet. A Bayes féle tétel alap­
ján
£ megfigyelés után d-^ és dQ döntések közül kell választani.
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A dj döntés esetén a rizikó 10[1-T(£)1 mig d^ esetén 5íi“(p, és
Bayes-i a döntés, ha: *F(p > 2/3 esetén d^, <= 2/3 esetén dQ
(ha T'C p  = 2/3 mindkét döntés Bayes-i).





I d0 ha T(0 <• VS ; (azaz T < <^ áV),
 ^d* ha T(4) r V s  . (azaz T > t
jdi ha T(0) > . (azaz r>( "  )
\dQ ha тг(о) с V /  - (azaz
A Bayes féle döntés tehát a következőkben áll: 3T<8/17 esetén a f/■ 16 Jmegfigyelés kimenetelétől függetlenül dQ , 8/17< ^  < y?; esetén
5*(0) = dç, á*(l) = d^, végül 16/19< T  esetén a f megfigyelés
kimenetelétől függetlenül d-^ .
Mutassuk meg, hogy a Bayes féle rizikó
b'(T)-




( Í0 ( 4 -TJ , h a <e<9 í r £ 1 .
5. Tegyük fel, hogy az előbbi feladat feltételei teljesülnek, de egy 
megfigyelés értéke c. Milyen c értéket érdemes fizetni ? 
(Rajzoljuk meg az rs(5ö) és a megfigyelés nélküli r*(^ ") függvé­
nyeket.)
6. A 4. feladat feltételei mellett vizsgáljuk a Bayes féle döntést 
és a rizikó függvényt, ha a megfigyelések száma n. [ Útmutatás:
3T( x-n •• • xn J *
1|П ■ V ■ -■ У jn
7. Legyen a paraméter tér 6* ={o,lj a döntési tér D = {o,l} és az 
átlagos veszteséget adja meg a következő táblázat
nr-SS*!_______ Jl hn_______  -i
T--h7n—  *-{4-*
ot - 0 oUi
9 = 0 0 ^0
9 = i «1 0
Legyen 6 apriori eloszlása T  (p(Q=0)= T'). a cT döntési eljárás 
esetén a hibás döntés valószinüsége legyen ^  (J), ha 0=0 és 
/3 (cT)» ha 6=1. A rizikó
Q0r  *(<}■) 1- сч(Д''зг)£> 1сГ)= b /з (сГ).
Legyen  ^feltételes sűrűségfüggvénye 6=i esetén (i=0,l) pi(x).
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A Neyman-Pearson lemma alapján bizonyítsuk be a következő állítást: 
tetszőleges a,b pozitív értékekre a
d = 0 ,ha a foU) > bf t(x)
a' (x) = d • L ,ha Q f0(x) < b-fiixj)
d - 0  vagy d = l az a f 0 ( x) =. b-f-t ( x) esetben,
döntés a legjobb abban az értelemben, hogy tetszőleges (T-döntés-
17©
о (cT*) + b /3 (.<3"*) £ Q c< (cT) +■ b ß ( cTJ ■
8, Legyen a paraméter tér jo,l] és a döntési tér is jo,lJ = D. A fel­
tételes sűrűség legyen normális -1,9 (várható érték, szórásnégyzet), 
mig 6= 1 esetén +1,9. Ha egy megfigyelés ára 1 egység és az átla­
gos veszteség
d = 0 d = L
9--0 0 i
9 - i 1 0
A megfigyelések száma n. Mutassuk meg, hogy az optimális megfigye­
lésszám n=42, és a minimális teljes rizikó 57.4.
9. Bizonyítsuk be, hogy monoton likelihood hányadosu (T(x)-ben) é 
valószínűségi változó p9(x) sűrűségfüggvénye esetén igazak a kö­
vetkező állítások:
a) A Hq :9í O0 és H^:0>0O alternativ hipotézisek esetén lé­
tezik egyenletesen legerősebb próba, melyet a C és X konstansok­
kal az alábbi módon lehet megadni (a kritikus tartomány indikátor­
függvénye helyett)
44«) -
b) A /3(6)*Ee*P(^ ) erőfüggvény a ß(6) ^ 1  pontokban szigorúan 
növekvő.
i ha T(x) > C
t ha T (x) « c > Ee0 ЧЧ*) = <4
0 ha T lx) C C
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4. A Brown-mozgás folyamat szekvenciális feladatai.
1. Tekintsük a w(t) standard Brown-mozgás folyamatot a t^O ér­
tékekre. Feltevésünk szerint Ew(t) = 0, Ew2(t) = t és w(0)= 0 
(1 valószinüséggel). Az (П-,Tjmértéktéren legyenek megadva a PQ és 
P-^ mértékek, melyek a
fw(t)t (t;0, r>0)(
illetve az
•v- t t 6V(t) , (r 4 0),
folyamatnak felelnek meg. A továbbiakban feltesszük, hogy megfigyelhe­
tő az a f(t) folyamat, amelynek differenciálja
d I (t) = i-9cLt +- S'dw (t) ! £(0) = 0, r- =f 0} S' > 0
alakú, és a í ismeretlen paraméter lehetséges értékei: 9 = 1  
(Нх hipotézis), 9= 0(HQ hipotézis). A feladat az ismeretlen 9 para­
méter meghatározásában áll a ^(t), (t 2:0), egyetlen realizációja 
alapján, mégpedig a lehető "legkevesebb" veszteséggel.
A fenti feladat a Bayes féle megfogalmazásban a következő alap- 
feltevésekből indul ki. Tekintsük a P^ valószinüségi mértékek kö­
vetkező seregét : "ÏV - ^ В/ ('í~ " )fo, ahol 0 - T  - 4 .
A 9 mennyiséget valószinüségi változónak tekintjük, melyre 
T>r (9 = 1) = Г, VT (9-0) = \-T.
A d döntés (d = d(oo ,T)) lehetséges értékei 0 és 1. 
T=C'(to/'T) jelöljön Markov féle megállási pontot (a Markov megállási 
pontok osztálya legyen íí) = [fj). Ha Tj. = 6~((w;T) :T, |(s), 0^ 
akkor jelölje Т>г =[с|| az ^  - mérhető d=d(co,T) döntések függvény­
osztályát.
А сГ^ С^ !^ ), ' С d párt döntési függvénynek, vagy
döntési eljárásnak (szabály) nevezzük. Ä^cfJ a döntési eljárások 
osztálya.
A fenti feladatban t  jelenti a f(t) folyamat megfigyelése 
megszakitásának időpontját és d = d ^ T )  megmutatja (a T  és 
^(s), 0 ^ 3 - t  alapján), hogy a Ho vagy H-^  hipotézist kell-e 
elfogadni. Ha d=l a H-^  hipotézist, ellenkező esetben a HQ hipo­
tézist kell végső döntésként elfogadni.
Jelölje
ex (T, гг) = [со = d (со,Т) = о] , ß (Г, сГ) = То [со : с|(со,Г) = l)




Az átlagos veszteséget a következőképpen mérjük:
9  ( Г Д ) :  T[c QPifo-d (СО.ТГ) = 0  ) ]  + (4-f )[СЕ0Г +  b?B(CO :dl( О З .Т ) = 1 ) ] ,
ahol a,b,c adott nemnegativ értékek.
A df* = (t*,cl')6 Д döntési eljárás T- Bayes féle, ha
с  Í T ,  < T > )  -  f n f  ?  С 'Г .с Г )  .
(5* döntési eljárás Bayes féle, ha <5* minden í'-re (o^íT^d) 1Г- 
Bayes féle.
A két hipotézis megkülönböztetésére vonatkozó feladat - a 
Bayes féle megfogalmazásban - a Т-Bayes féle és a Bayes féle döntési 
eljárás megkeresésében áll.
Az alábbiakban megmutatjuk, hogy a Brown-mozgásra vonatkozó 
hipotézis vizsgálati feladat bizonyos Markov folyamat optimális meg­
állítására vezethető vissza. Legyen
' ч М *  ^ -{еИ =1 \^ l)j & .
Ismeretes továbbá, hogy
(Tt ) M  = (^U|Co) " ~T ь )) ;
Ha T= 1, akkor ^  {^- (oj, i) = íj = 1 ;
f\ n O .  = rrt M  * ? г (о(ьз)* i IV  ) = 
оГР<1
= r dLo 73,P 4>t( со)
d ~p,ír
Vegyük észre, hogy ‘ft definíciója alapján
+ 5 (k-0 - Ч*. (v) exp [9 (<*->) s +- ffi (lV Ь -h s) — w(jt)) - S]
és
í r  (_G M--S *<T (w(-t-t-J, со) -  w ( t (co)) ^ к \  f =
- 9/^1 (cO|T) î-r (t r S) - W (s) ^ +- ( <-TfcV)Pr |w(-fc4- s)-w/s) é:_x I .
íT cr
f f
Innen látszik, hogy a ^Tt (со,Tr)( ft , ?г ] és , ?r ]
rendszerek minden '""-re Markov folyamatot alkotnak.
A hipotézisvizsgálatra vonatkozó Bayes féle feladat megoldható 
Brown-mozgás folyamat esetén. Ezt mutatja az alábbi tétel, melynek 
bizonyítására nem térünk ki (megtalálható pl. A.N.Sirjajev: 
"Stati8zticseszkij poszledovatyelnüj analiz" c. könyvében, 172.o.).
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Tétel. A H^: &= 1 és Hq: 9 = 0 egyszerű hipotézisek megkülön­
böztetésére, a 00 / t - megfigyelések alapján, létezik Bayes féle 
döntési eljárás, legyen ez (г*(ю,Т')| d * (to,T^; amelyet a
következő megállási szabállyal lehet megadni:
(<jú,T) = ínf [tïO =^ (со,тг) £  (A\B*)},
il ha "v-ft (w iT ) - b*оГСсо.Г)»/ u ^I 0 ha rz* (CÜ,T) £ A
3f / / ,Az A , B értékeket egyértelműen meg lehet kapni a következő 
egyenletrendszerből
b + a - C (V(A*) -VCB*;) ,
Ь(0-Ъ*) = qAV(^-A#)(o-CV(A*)) + С(Ф(В*;£^(А*)),
ahol
c  ■ ‘Ф ' 1, T
y(r) . H ' t o . f e E - J y  H í - í p
A rizikó
Ц1 (T) = [ \ - iT) In, -p p  )
I - T  _ ír 
T
rq(r)} ha r á  (A*, Б*)
qU*) + (T-A*)(a- C Y ( A * ) > C ( 4 ^ r j (А* В*;.
(g(T)ss min (aï, b(<-‘5')^ és a,b,c az átlagos veszteségfüggvény definíció­
jában szereplő állandók).
2. A hipotézisvizsgálat u.n. variációs feladatában a 0 mennyiség­
ről nem tételezzük fel, hogy valószinüségi változó.
Az (íl jf) mérhető téren legyenek megadva a PQ és mérté­
kek, 7fi^ M  jelölje a Markov megállási pontok halmazát,
£  . Jelölje továbbá \  = { dj az ^  mérhető d döntések
összességét (d = 0 vagy 1). Az Eo'O^ 00 és Е^Г^оо feltételnek 
eleget tevő cT=(t,d) döntési szabályok osztálya legyen Д^  = Д^  ( 
ha az első és másodfajú hiba
ok (J) j^ > ■ d (<o) = o) ^ o<. ; /3 {s) = • d (to) = l] - (b ,
ahol az <*, (3 nemnegativ számok^kielégítik а feltételt.
A variációs feladat Wald féle megfogalmazása a következőképpen 
szól. Legyenek megadva az <*, ß nemnegativ számok, ot.+ / 3 1 . Olyan cT 




£„tr  ^ Е0т Él'C' -tf“ 1 t 1
feltételek, minden fc,d) a ДЧ°с, ß>) döntési szabályra. A hipotézis- 
vizsgálat fenti variációs feladatát a Brown-mozgás folyamat középér­
tékére vonatkozóan meg lehet oldani. Ezt a megoldást mutatjuk be az 
alábbiakban.
begyen az valósziníiségi téren megadva a w(t) standard
Brown-mozgás folyamat. Feltesszük, hogy csak a j(t) folyamat fi­
gyelhető meg t -0 esetén, ahol r
d  j  ( t)  - ь 9olt +- íT o(w ( t) , j  (0) ^  0 , t- j 0, s' >o  .
A 0 ismeretlen paraméter lehetséges értékei О (H hipotézis), 
illetve 1 hipotézis). - 6 [со j Cs)( j£t] és P-j_ a 0=1 érték
esetén a f(t) által generált mérték (i=0 ,l).
Igaz a következő állítás.
Tétel. Legyen <* + /2> < í ■ Ekkor létezik a A(°<,/3) osztály egy olyan 
<5" = ('C , 5 ) döntési eljárása hogy tetszőleges más
(cA,ß) szintű döntési eljárásra
EiT ~ L Eo'C .) ~o
Az optimális döntési eljárás a következő megállási szabály alapján 
működik _ „
'С (со) - >of [ -t -  0 j At ( A , B)j !
- Ъ,
d  (со) -
ahol Ar  ^ A,
xt(co) in Y* И  : [ft (.<*>) - т I xo H  = 0 »
A - Ln
oC <T
b  = 4 п — й *  I
és
Eo'c(co) CO Cß t *)
/3
uoС*,Ч) = ( 4 — л) Ал
Eit (w) *






A tétel bizonyitását több lépésben végezzük. A szükséges segédeszkö­
zök önmagukban is érdekesek, igy legtöbbjük bizonyitását is közöljük.
lesyenAo ^ _ t _  At M O » M
UA,B
(со) - inj- [t — 0 : ( со)  ( А , В)}
ahol «*(*) - - А) , /В(х) = ?„ ( хГдiTs * Ь )А,Ь
X ^  В
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1. Lemma. Minden x~ B-re
cA (e®-*--l> ß (*)'
x А e - e
- Иe»-e«
Bizonyítás. Ismert (Dünkin3* 13.16 tétel), hogy





^  ( b) = 1
/ H B) - 1
А < * <iß, 
ß ( A) kő­
hegyen т^(х) = E., 4^ g (<^0 , A -£= л -à В ■ Akkor
4 Г ( е ь - г  Л + ' В “ Х-(<ЬН ев - . в -
1 U B -e*) ( В-А)^ 0<О - Ç ев _ <=А в -I- *}
Bizonyítás. Elég megjegyezni (l. Dünkin), hogy т^(х) kielégíti а
•t"1 ио, ( x) +- С-1)<-i m i Y * )  = - l
•игъ ' J
egyenletet m(A) = m(B) = 0 feltétellel.
3. Lemma. Legyen \v(t) a standard Brown-mozgás folyamat, r t-re 
nézve mérhető. Minden С  = 'С (to) Markov pontra, amelyre E С с» 
igaz a Wald féle azonosság:
E NV О с )  = °) fi ha t < 'cr ,
Bizonyítás. Legyen X,^ _ , ч - I ----- ----- dr > t) L о hQ t e cr •
Mivel 1 valószinüséggel [ \ dt -trCco) -= 00 >
» 8 °° 
értelmezett a j dw ^  integrál és W ('C,<^>) - j ^  (C*t) dv ft) .
Mivel<y= f U-.j: («=)!>
d t  - p ( i a t f d t  » E l ^ o o ;
0 0 a sztohasztikus integrálok tulajdonságai miatt
E w Cc) = E J X (t- >t) d w ( t )  & JD)
Ew4c) = E[U(t  ^ olwCt)]1 = J £*1(г-*0 dt " ^
, , 0ami az áliitás bizonyítása.




1» Az b'Ooc feltétel szükséges az állításhoz. Legyen ugyanis
17-inf ^0 • w(t) - 4. j Kimutatható az 1., 2. lemmák alapján,hogy
Ec= oo , ~P^co)=í 7 ahonnan
i  = E w  ( t r ) 2- /  E c  = oo .
■ • Legyen U 1 inf j^ t-0 : |w(t)| * Aj , ahol А<ооф Akkor LV-/\Z Ugyanis, ha 
17. ; min(l7,N) akkor a 3. lemma szerint Ew(^)z = Ecw 7 ahonnan
Et:w € AL és igy Ег -- Ьт^ЕтГц íl A -= «> .
A 3. lemma újbóli alkalmazásával E wC'C)*' = ET . Mivel
ezért E17 - E u/L (17) * al.
3. Legyen in-f ^ 0 |w(t)| =
Akkor
E c - 4 — o?-
Bizonyítás. Legyen /U/vi'’"i'’iCU'/V) (ц- egész), akkor ЕГ^м =
- Ev^tV) ^  a^E (Гм +• b)7 azaz El7N£-^— —  és igy
QZ bE r = E Cm -Л/-Х» 4 — Cl2-
Az iterált logaritmus tételből adódik, hogy р(ГГ««э) » 1. Ezért
E 17 -  Е ^ Ч с )  = I  w3-(/t)d'P -  a 1 J  [ r t b j  dV ‘ p2- [E tr + H ,
(Tr -c ű o ) ( t r < o o )
ahonnan adódik az állítás.
4. Lemma. Legyen w(t) a standard Brown-mozgás folyamat. Legyen 
17-Markov pont 7-t -re nézve, mégpedig P jVé n| = i , akkor tetszőle­
ges -oo < X ^ oö értékre
лE e*p Aw (n)--17 j = 1 •
Bizonyítás. Az
-  e x p  ---------
folyamat martingái és E = 1. Ismert martingái tulajdon­
ságokból adódik, hogy (Doob3*: VII.fejezet, II.7.tétel)
E V •£ ? iup E on, = l < OO ■
te N
Nyilvánvaló továbbá, hogy
Lm [ rry_ = 01 mivel "P Íl7 ^  Ni) = 1 ^ N -= °° ■
±'*00(.‘C>t)
Alkalmazva az E xr * E x0 teljesülésének feltételét (Sirjajev
idézett könyve, 42. o.), mely szerint elegendő, hogy _




Cirn í = ^* -?>
A lemma állítása nem más, mint a fundamentális azonosság a szekvenci­
ális analízisben.
A tétel akkor is igaz marad - bizonyos esetekben -, ha 'C nem 
korlátos megállási pont. Például
V  - i n f  > 0 ■ |w  ( t ) |  =■ Q V t T b } ,  O ^ b  <  o o ,  0 s  a  e  -i •
Az alaptétel bizonyítása
Először megmutatható, hogy tetszőleges ('C'fto), d (со)] szabályra
г  . C r  y J i S . ß )t-0 ~ Ç L ~
6 - 6(cS) nem megfigyelhető. Megfigyelés alatt a ^(t) » r 6(co)t+ 6".w(t) áll, 
A definíciója és a Wald féle azonosság alapján
E j i n ^ - E ^ í n i h . .  E , l ^ i W ' ^ }
le-’ E , r  - ytiX .
M л я  Т» a  a  »y *b
S - l , 1C d (w )=  í ) í n  cTÉ 1 (со  I d  ( O  -  l ) - T l ( o l  (cg>) -- o )  -Í^ I (со I c4 -  0^)
(a Jensen egyenlőtlenség szerint
ha *l - 0, akkor ^ E An ^  ),
folytatva az egyenlőtlenséget
b - Ti (d - i) In cTP^ -^p J сП>, -T^d - o)Xn
-Tt(d.i) - T, (d - o) U 1° fdc0i è
( d'Po 
■P,(cbO) J dP, 
jco : d = 0 j
dl5,
:=■ — i \ - oO bn — —  - bn - - (j _сЛ) Xn '
- 1 \-ds
+- ocXn-^-r -СО<3 Л — ß> 0*<
Hasonlóan bizonyítható az Ep'c: _ra vonatkozó egyenlőtlenség. Legyen 
C'C'i d ) = óT a tételben meghatározott döntési szabály (azaz
- f i  Ч - *
d = 1 о At  ^A
\ (d - o>d(o) - f'g .i--~ - o<4 (az 1. lemma alapján)
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Ab
?0 (d= 1) * ß{0) i - ereB -eA = /3
А 2.lemma alapján ~
(е* _ еА + В)(Ъ-Л) rl i в eB (^eA)^eüÂ(eB-i) 4" " A j  - yтГ~Хe  -  e В „А eJ - e ?
со (.<*-, (a)
éa
E . c - f  - ï) - f 1 U ^ r ? I  - i “  ^  •
A most bebizonyított tétel alapján a szekvenciális likelihood 
hányados próbán alapuló eljárást összehasonlíthatjuk a klasszikus 
hipotézis vizsgálati eredményekkel, ahol ugyancsak feltesszük, hogy 
teljesülnek a
?1 (cít -°) ~ Ы ъ  " О  - fi> ■
feltételek, A Neyman-Pearson lemma alapján a döntési szabály
< Xh (.<*,Я>)(ю) *  h t«*, &),
= {
alakú, ahol
ь = c* ~  c* -
z<? 1 y l'
A c^ együttható meghatározása a következőképpen történik:
oa .




?, (сЦ-О) . 1 - l ( 
Innen adódik, hogy
CÍ1 ~~
így <*-+■ ß^ л esetén
1 “ "*о [ и - ъ * 1 г h l "
) = 4 t й
h- <?t \
h 4- Çt -J Ж / h 4- ft
П Г  i0
oC .
^ (-f rr 0
-îi Г Г  / 6~ 1
b -h <?t—--- i-- 1 b - (p-fc - —■' t ,
6" n r  p r "6
Ha 4 ,í!i5 0,o3
£p ^  (.#,<*)
-t (<* I ß) (Cc< +-
со С *, A j
Сс0< + С- ,3)
£ и tr
-t (<Х( Û) £
Но'С £  t K ß ) >  E l i :  £. (<*,ßj
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На о{^  (Ь Ajvázjап bizonyította a következő határérték összefüggé­
seket:
п E о ZZ a ■ 4 ^-unó ------------ = -C 4tr> —-------------t V°<|<*) <*|0
Feladatok
1, Jelentse standard Brown-mozgás folyamat esetén 'ETa, az a szint 
első elérésének időpontját. Lássuk be a következő összefüggéseket
t |  v (o ) t/w[o) = x- q],
- t | w ( o ) . p ]  Od- * -
|w(0j,0} =? t|v(í>) = 0} , C a > 0).
Igaz továbbá, hogy .
k ( 0) = 0] a
VöJr f "3A> je ^  ds ( 0 - t. <• ») .
2. Mutassuk meg, hogy a>0 esetén
I rnctx w (i) à Q I W^o) = о] - Гг— = 
t 1 v m
w  I j<Ü
j” e  l t  d y  -
3. Igazak a következő összefüggések, melyeknek bizonyítása megtalál­
ható Gihraan-Szkorohod: "Bevezetés a sztohasztikus folyamatok el­
méletébe" c, könyvében,
Î  I max w(s) ^ a) w(t) é  [c ,d ]} =
max frплох (2-л _c- I*3)
Vi t t [ e 2t d *  4-O ,<0
lér
1/ lTt ma x - d ( y} d X
és ha <=<>0 továbbá [c,dl [-a, al , akkor
• Í Z  C-1)K e
2-t d X
Vxrt x= -<»e-
4. T.W.Anderson vizsgálta* a következő határokból való első kilépés 
feladatát. A (t,x) sikon legyenek megadva a
*<(» = Ъ  1-^t, *гО) = Гь +-
egyenesek, ahol ^  >ö> 7a, ^ 0, mindaddig, amig x^t) ^  x2(t), 
w(0) = 0. Legyen “Ту (ta) а felső határon való első kilépés 
időpontja, ‘Ьг^ '^ а-С00) az alsó határon való első kilépés időpontja. 
Igaz a következő összefüggés
T> [z, *  min ( ц г р )  = 1 - <47*  ^ Га ГЕ -) +-
Ä A modification of the sequential probability ratio test to reduce 
the sample size. Annals Math. Stat. ,^1,(i960) 165-198.
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(т"0сГ^ 7 ^  l(K-i)fA
-iD<4 ?><**• ^ -rs. )^- к (k-Or,<X-k(fc+- Ov-r^l^ j-<t ^  j
LLO^-O^-k'j'íirfk-^Ji- '<JzJ
— e




_ ^  c^ t-hjík+Orr*■ к
ahol H*)-^x S^e “ Л  a standard normális eloszlás,
5. Legyen Xc a 0 £ s £ t intervallumban a w(s) = a egyenlet meg­
oldásai közül a legnagyobb (az a szint utolsó elérése).
Igaz a következő állitás
р|Гд - si w(o) = «} = ~  arcsln [fX ; ( 0 * S í t )  •
Hasonló (de más bizonyítással) összefüggés igaz a w(O) = 0 
esetén a- [0,tl intervallumban a 0 szint feletti tartózkodási 
időre. На X  jelöli azt az időtartamot, amig w(u) - 0 (0 £u£t),
akkor
T ( t í s  |W(0) = <>} = -£- f f  , (0 - s - fc)
6. Állitsuk elő a Brown-mozgás folyamat közelítését a következő két 
módon:
a) Legyenek J , n~l azonos eloszlású független való-
ezinüségi változók
E ! = о , E =-7- (n^x,-- ■) •Jm к» J rn n n '
Tekintsük a £j
f f t ) -L  É +■ (nt -U) íin4 1 T^ rо ifnn v ' JWn
folytonos folyamatot, ahol k= [ntl az nt egész része
(ha 0 - t - — definíció szerint főt) = nt f ), A f őt)4 n Jnx J Jno' Jn4 *
folyamat által generált Pn mérték a folytonos függvények 
terén gyengén tart a Wiener mértékhez.
b) Legyen ~
k-_0
ahol 5^  független Gauss sorozat
E  s » ‘ ° '  £ С т | ц * ! ^
\ { t )  - 5in[r ( l k  + o fc] '
A v(t) folyamat Brown-mozgás.
Készítsünk mindkét előállításra FORTRAN programot.
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5, A meghibásodás стога felismerése (a "riasztás" feladata)1^
A hipotézisvizsgálat feladatában a {g»»»* valószínűségi
változók egy és ugyanazon (bár ismeretlen) valószinüségeloszlással 
rendelkeznek. A gyakorlatban gyakran találkozunk a következő tipusu 
feladattal. A megfigyelt valószínűségi változók valószinűségi jellem­
zői egy véletlen 6= 6(<o) időpillanatban megváltoznak (a "meghibáso­
dás" időpontja). Az alábbiakban néhány feladat megfogalmazást mutatunk 
be, és vázoljuk azokat a lehetőségeket, melyek segítségével a meg­
oldások is nyerhetők.
Előbb az időben diszkrét eset megfogalmazását tekintsük.
Legyen (Í2,T) mérhető tér és By-, O í'í í I valószinűségi mértékek egy 
serege ezen a téren. A valószinűségi téren legyenek értelmezve
1. a 9 = 0(co) nemnegativ egészértékű valószinűségi változó és
2. a valószinűségi változó sorozat.
Feltesszük, hogy minden 0 - T  - 1 értékre
?r (e - о) «r, ?(& = n| e =>o) » O -  p)n"V>
ahol 0 ^ p 1 ismert és független ^ -tői.
Feltesszük továbbá, hogy ha б = 0 akkor a ^ ifi., - változók füg­
getlenek, azonos eloszlásuak, sűrűségfüggvényük P-j_(x), Ha 0= i, 
akkor a ^ , f t, - - ;   változók továbbra is függetlenek összes­
ségükben, mégpedig ^  f,- 4 azonos eloszlásuak pQ(x) sűrűségfügg­
vénnyel, ^ u g y a n c s a k  azonos eloszlásuak p^(x) sűrűség­
függvénnyel. A 9 geometria eloszlására vonatkozó feltételt az egy­
szerűség kedvéért vezettük be. A szóban megfogalmazott feltevések a 
következőt jelentik. Tetszőleges n ^ l  esetén
xn) " *V(íi - V  'i fn - Xn)
valószínűségek olyanok, hogy П-4
"Бтр( , ■ • • ) X n ) е (  X4, .  ■ •) X n )  +• ( 4 -4P) / "  p  (. p ) Í | )  ( xi ) •• • ) X |)Р ^  ^X,-+   ^ V " )  ^ n )  +"i =■ 0
+■ ( < p )n T q (  X'1 ) ' "  I XnJ '
és
Pk (*i, •• •) Xn) = J>k(*«f)—?|<(*n) (bM )'
Az általánosság megszorítása nélkül feltehető, hogy léteznek a
Az orosznyolvü irodalomban a feladatot "razladka", az angolnyelvü 
irodalomban "disorder" címen szokták idézni.
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Рк(х) (к « 0,1) sűrűségfüggvények.
Általánosan megfogalmazzuk a riasztási feladatot. Legyen
f0M ^  0, f о Cco), fn (.<*>)}/ п г 0 > ^  “ [r j
a Markov megállási pontok halmaza [in] -re nézve.
Minden 'l- 0-nak megfelel egy "hibás riasztási" valószinüség 
PT ('(>- 9) és "átlagos késés" £r (ü-el'Cr^  &) } a 0 feltétel mellett.
Természetes kivánság olyan megállási pont keresése, amelyre mind a 
valószinüség, mind az átlagos késés kicsi lesz.
A " riasztási" feladat minőségellenőrzési vagy folyamatszabá­
lyozási és termelésellenőrzési jelentősége közvetlenül látható. Az 
alábbiakban egy, a számitógépek operációs rendszere szempontjából 
fontos feladatot kívánunk bemutatni.
Jelölje J>( 1 > - a T-j, 2T^-T^,....  időintervallumban
(ahol T^ egy fix konstans, amely a multiprogramözásu számitógép 
kvantum idejénél nagyobb) fellépő I/O megszakítások számát (azaz a 
külső memóriákhoz, perifériákhoz való fordulások számát), A multi- 
programozásu gépekben igen nagy jelentőségű a prioritások adása. A 
feladat annak megállapitása, hogy szükség van-e a prioritási rendszer 
megváltoztatására mivel a f, változók eloszlása változott. A érté­
kek regisztrálása a gépben folyamatosan történik és az eloszlás válto­
zása ugyanazon a programon belül is történhet. Hasonló tipusu feladat 
a lapolási hibák számának eloszlásában történő változás, valamint a 
Denning által bevezetett munka mezők nagyságában történő változás 
gyors jelzése is. Ezeknek a feladatoknak a részletes leirására egy 
külön fejezetben kívánunk kitérni, egy más tipusu probléma megfogal­
mazása kapcsán (lásd 7.§.).
Variációs feladat. Legyen ^ fix, O-T-^l, és ^  azon
megállási pontok összessége (Markov pontok) 'C = t  (со )  t melyekre
(1) 6) - л I
ahol ot megadott konstans, 0 ^  o< £ l, a tr ~'ü((o,T) в trf) (сх^ тг) meg­
állást optimálisnak nevezzük, ha
(2) [т (г -ъ\т г e) £ £г(т_е I tr i 9)
minden 'c £ Onh ( e/.,nr) megállásra. Tehát adott hibás "riasztási"
valószinüség mellett az átlagos késést kivánjuk minimalizálni.
Később feltételt adunk az optimális megállás létezésére.
Bayes féle feladat. Legyen




ahol с - О, inf Ç(T(T).
Т в  V?
А Т* Т -Bayes féle megoldás, ha adott T -те
(3) ç(r(T*) - ? (Г).
На (З) minden Oí Í í  1-re igaz, T* Bayes féle megoldás.
Igaz a következő állitás.
1. Tétel. Legyen c > 0, p ^ O  és
%(co , r ) *  T r  [ e C ^ )  -  n  | ^ n ]  , *  ,
(со ,т) = Г )( a meghibásodás aposteriori valószinüsége.
^  T * ( c o  , T )  -  i n f -  [ n  > 0  : T n ( и ,  T )  — A J ,
ahol AÄ konstans, Bayes féle megoldás.
2. Tétel. Legyen 0 £ c< s. t 0 - TTs? i , p > 0 és w) (d- azon
T  Markov pontok összessége, melyre ~Bj-[T*= 9)* c*. , Akkoi’, ha minden
T  _re <*д (T) folytonos A-ban,
(ahol Тд (со,IT) = inf ^  п - С •' If С0 0 - А]
akkor а
Г  -  -  i n f  I  n  *  0  ■ Tn * À  }
megállási szabály (ahol A = A^Cc^) a c veszteség esetén a Bayes 
féle feladatban szereplő Ая , СЙ(АЯ) az a minimális c, melyre 
Ай(с) =s Ай) optimális abban az értelemben, hogy minden 7Г& nh 6* jзг) -re
[T (T-9lv *Q) * fr (T-0 |T - &).
Adott cf esetén megtalálni a pontos A = A (Cp,) értéket nehéz, de 
A - 1 - ч  igaz.
A fenti állitások megfogalmazása és a "riasztás" feladatának 
megoldása Kolmogorovtél és Sirjajévtől származik. A problémakör iro­
dalma és a bizonyítások megtalálható Sirjajev idézett könyvében^.
A "riasztás" feladatának olyan megoldása, amely az átlagos riasztási 
idő minimalizálása helyett adott (fix)Tidő alatt 1 valószinüséggel 
Írja elő a riasztást (a gyakorlatban ez a megfogalmazás sokszor 
szükségszerű) matematikailag nem megoldott. Az ilyenirányú erőfeszi-




tések gyakorlatilag jól működő algoritmikus eljárások - és az ellenőr­
zés több komponensre kiterjedő megszervezésére vonatkoznak.
Az 1. Tétel bizonyítása. A Bayes formula alapján majdnem
mindenütt
(4) Jln Pl (f n+ < )+ (l~Tn)p- Pi fj П + 1 )______
P l  i f  h f- « ) ^  ( * ~ Jlh')l? p l  ( § n +  i ) + (  ^ p ) l p 0  ( J n -м )
ahol
Tn -Tfco.T) , Jn+1E
Megmutatható, hogy ^Tn >ÍVj egy Markov sorozat.
Minden 0 s í í  1-re, *Г £ гЛ -re
? Cr í^ ) = + c Ert-el**9^
= Fr(/,-7v)+c^r Cr~Gi°)
Az utóbbi tagot próbáljuk másként meghatározni, n 51 О esetén
П n-<
£г [т л х  (n-9f Ő)ltnl ' У  (п~Ь)Ъг(e ‘ M£rj) V _  Í T t e -  ^ l Tn) =■
^У  [ V ( 6 ‘ k Ibi) - Í r  (& - k ! F|()] T r ( ö * l c | F o ) -
k.O k=-°
^  | >  (e * к (^ ) - ír(® ' k M  rk
K=-0 0
Legyen n-<
% (U, T) -  Y _  [pT (e í  I« fa) - t r  ( 9 * Wf„ )] =
k = 0
- - L T A  (e^!f„)-vr (e>kl^')i
к --0
A {^niínpír) ~ martingái (n ^  О, О - 5Г - 1). Ugyanis nyilván­
valóan E I I < Oo és
V ,  - I  [ту (в * ч-t v  (в » ( m uk = 0
ahonnan
E-pc, [?„) - r„
Mivel SfL SÍL .
I r n ( v , r ) l ± y  ? r ( e > i < l ? n )  1-  }_ TV(ö>kl k^),
, к = 0 k=0ahol (p > 0 miatt)
í I- I í r ( e > l lr '’'>s I ;pr(f>'<) -Er e -= о»
к-0 k^Oés
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a rC (to ! 1Г ) £ nr/-) megállásra
-  52 -
(6) 11 ГГ)n '-»•«’ (C>n) 
Nyilvánvaló továbbá, hogy
^ C^ ir)l dî>r - о.
(7) Er |^(со,Г)| - С, т: & ^  .
А (6) és (7) feltételek alapján tetszőleges T  <£ c-/? -re 
E jp^ C co.t ) = £t y0 Lcd{%) - 0 , 0 * T e l .
Ëzért, ha “C e  '?У7
o ( r , t :  j . r ,  í r - -  s) * C £r  It -ej-c = e ) î T (T» e) -
<=I>k * crt (w,r)}.£r {(,-Tt)+ ci;rk)
es
(8) 9 (Jl ) - irvf Ex lc<- Jlr) ■*' c )_ ^k]
T £- Wf) к = 0
A {''Á, i Tn I "Pjr} sorozat szubmartingálí < fV,] - . (Nyilván
Е Л ? ( е- и + 1I = K s  - n+<|fn) ьТ>(е H T n )  - T n)
A "martingál" konvergencia tétel értelmében 1 valószinüséggel 
Hn\ Tn létezik. Továbbá
bím 'T^l - i. és £тп = 1 .л -»PC <i -»<»
A Patou lemma alapján
= tirrj £ 7Tn — £ lom 7ГП
és igy tetszőleges 3^ -re
tim 7n = 1 )
ahonnan n
ÂÀrn z_ Oïl =- C V m •rri) •
ю-^-oö к  = 0
Ismét mindent az Cl = Л  x [o,Ü, В C 0, <], (cd) - Tn (cd , T)
kiterjesztett téren vizsgálva egy H Markov folyamatot kapunk,
^  legyen az (tn| -re nézve Markov pontok összessége,U -Ç-1  ^ 1 f~- 1 .
p(7T)=/nf E r i *
1 •ce.'*) 1 k”° J k-° *
1 legyen az olyan 7Г e oV? pontok összessége, amelyre minden
n-re jco -.Z(cS) ■= n} G. ^  ) ahol T'» - 6"[cd" T0i ..77,}
Általános tételekből adódik, hogy (Sirjajev, II.fej,,7.3.§)
(ío) ?(r ) = inf fi-f(',-íc ^ cZ Tk}= íiaf - E t Io -t^ + c Z  4L ьо T £ 'Ï/)1 ‘--n JГ £- 'Th к =0
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Tehát a Bayes féle feladat visszavezethető egy Markov folyamat opti­
mális megállítására (ehhez Sirjajev II.fej.8.§-a használható).
Legyen azon T e nnrf Markov pontok összessége, melyre
E T Z  T k  < 00 » 0 - r  - d •
Akkor (Sirjajev II.fej.3.§.) tr_/JviV £»■ t( cf0r*}’
azaz elegendő csak erre az osztályra szorítkozni.
Legyen g(X) = 1 - T  és
Qü <3lr ) c rr'in ( <3(r ) , zT +- Tg [T)J,
ahol, Tg(7r) = E^g(X1).
Továbbá
v(7r) = tirn g(x) •Л/ -> 00
Meg lehet mutatni, hogy -v(x) a -g(x) legkisebb (l,c) eksz- 
cessziv majoránsa (Sirjajev II.4.§. és II.8.§.). Speciálisan
- v ( T )  > -  c  T- Tv(T), 0 ^ T  ■£ t, 
és minden n-re
( 11)  - v ( i r ) á - E ; í v ( ? n) , c nf  т к ] .
L k=0
Innen (hosszabb számolással) belátható, hogy minden korlátos 
Markov-pontra ('С, ЕЗГ('С- II) = 1, N^«?)
j - 'L-'l
(12) - V (Г) - - Ц т {v(TTr) + с Х  7Гк J •
к-0
rjrInnen adódik, hogy ha f e R  és Zj = minC^N), N-oo,
-c-i N-t
-  V ( T )  a  I  [ v fX j- ')  +- c  }_ T ^ ]  d \  - J  [ v (TN) 1- c Z  ° ,^7Г
( f  ±N) k = 0  ^ ТГ-4 k ' °  _
De \VС'ЗГ)I * i és EttX  Tk 00 ha 'Ce.R'*, ezért N esetén.. . <=o
1 N( I V (TTn) +- 12. \  I dVr - ) C-Z Tk ■ d +■ ? r  (V > u ) -i> 0 ■(CäN) Oc i N 5 к = 0
Tehát -v(r) a legkisebb reguláris (l,c) ekszcessziv majoránsa 
-g(T)-nek. (Sirjajev II.fej.l6.tétele alapján)





g O' ) - min [( <- T ) t C-T + T  f (T)j
Egyszerű megmutatni, hogy g(ír) konkáv, igy g(r) is az, tehát
folytonos is.
i ír
Sirjajev (II. 16.) tétele szerint (mivel XT« » <*=>), ha c >0 a
C* (tj’) » inf ( n Ь о Ç (4ГП) r (5^ n ))
optimális r//' -ben, azaz
) C “Cr« ,
<?(Т) - inf _ [r (<'■%)+ f- 5_ Ук f/Т- ^  /-у»ЛчП  ^ ..лт: е ^г/)"
/ о ' -
- Er U*' +' C<L n )
Erre a tr* _ra г* e. azaz
k*° ?*-( 
r k>0
A (14) egyenletből az 1- T , <?(т), c^r + T.Ç(T) függvények folyto­
nosságából és konkávságából következik, hogy létezik olyan A*, 
melyre
(15) г*(со’Ь Н  [. n : ?Ü'h) ■  ^ К ) }  = inf (n ь 0 - Tn è A*}
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6. A "riasztás" feladata Brown-mozgás folyamatra
Legyenek megadva a következők:
1. p V  ) 0 - Jl - 'íj valószinüségek sokasága
2. P = 9 (w^valószinüségi változó ( 9 ^ 0  ), melynek eloszlása
C i )  ï r ( p = o ) = r  ? r  ( e  i±\ в >o] = é A t , *  * o,
ahol X fix, 0 ^ À <0^ ismert ás független Ti -tol.
3. (wtl, t ‘-0, standard Brown-mozgás folyamat, független (a Pr
•if *mértékek szerint) 0-tól, vQ(co) = 0,  ^A t .
Megfigyeljük a |t, t^O, folyamatot
(2) dft » t-х. (t-e).dt 
Г  > о , f / ö,
+- б~" dw^ . fo («) s 0,
t >0 >
t^O,
amelynek alapján dönteni akarunk a folyamat lokális várható érté­
kében történő esetleges változásról.
Bayes féle feladat megfogalmazása
Jelölje • T t |д(со), s - a szokásos íT-algebrát. A Bayes
féle veszteség legyen
(3) ç (r) ^ C t  *= ©) c 9) ~íT {v i e)]
alakú, ahol с > 0. A időpont Bayes féle , ha minden O^^l-re
?r (r*«e)4. cE (t:*- q I'c*  ^0) ?r (r* Î  d )  = y(T).
1. Tétel. Létezik Bayes féle megállási időpont T*. tr*(fol¥) és
(4) i; *410,7) = inf \t > 0 ■ Tt (и>;т) > A* j
ahol






.г*а* _ а  [ н ( а*) -  # (*)7 с/ X
X. ( А —  *у-
egyenlet egyetlen gyöke,
C - e ( - j £ í ' ,  - " 4 -
Továbbá
( /I- А*) +- с I
Vît A.X.( X - О А_
(7) ?(^) - { Va*
/ -Au 
е  и
) (и-01+л«-« ) d и
>1 - тг
ot X , 0  -  Т  í  А *
A íT ; 1
A tétel bizonyításához szükség van egy sor segédtételre, melyeket 
az alábbiakban felsorolunk,
1, Lemma (Sirjajev, 173. o.) Legyen w^, teT, standard Brown- 
-mozgás folyamat, és tóle független mérhető, valós melyre
E l M  -  í  Е / ® * Г *  -  < « ,  t  - ö -0
Legyen ^  sztohasztikus differenciálja
d n|^ n 9^. ■ dt -t- 6'olw_t 1 (из) =  0 ! (Г > 0 j 
akkor létezik olyan standard w^ Brown-mozgás folyamat, hogy 
» 0. dt +■ 6~• divfc , 70(w) = 0,
ahol §t = £ (et l ? t ) / 3? ■ r  I“  ; *!< (“ t ! 4 fc) ■
A bizonyítás alapja, hogy
£ ( ei l V ) ds
ugyancsak i jnartingál, amelyre £ ^-cos , t г о ( £ (\~'rÛs ')l?l 
Innen következik, hogy ^  is Brown-mozgás folyamat,
2. Lemma A
\  . Tt (w,T)1^ t ,TT } , t » 0, 
folyamat minden О^-ЗГ-1-re Markov tipusu és kielégíti
= 6-^ t-o 8
( 8 )  d T t  -  A C < ' T i ) d t i -  - t - r t  (i-Tt)dwt , x e « Г ,
ahol valamilyen standard Brown-mozgás folyamat.
A bizonyításhoz szükség van az l.lemmára, mely szerint van olyan
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Wf. standard Wiener folyamat, hogy
C9) d ^ = T- A d t  -t- 6" l,'0 ■
Legyen (_'•), J ^ 0 ,  a valós függvények terén az j  t ^ O ,
folyamatnak megfelelő mérték, ahol
?- *: (t - s) ■ d t +- 6~ • оI I 6" > 0 , = 0 ■
(Ha í = oo I yiL-t ) - А « И - )  
Legyen továbbá
^  (•) - г а Д ) +- ('>- ;0 j (_.) oíj
és
*4-) =>>1 ( ) •
A Bayes formula alapján
d \?+
( a
Xez a Radon- Nikodymi deriváltat jelenti a | "pontban". >?t , v> és 
д  abszolút folytonosak egymásra nézve és
o) V^ ' 
d 4)r (fi) •






- ^ - ( S Í ) -  - pOÍ /L [(ft- U ~ T t <-')!}, Í í « “ ,
es
öl1Л E 1 ha s > t •
Ilymódon ^  ,
TL Ut *- , Г
(1о)Т^ (со,7Г) s r r{ _£ ] ,
Г  е " б ^ ъ~ 1 j
ahonnan
*  -Aíe Ae di
7F TK ■ 
is'f-iac!t-f.)-î(“ * ' L r «Ae ds+-0-Tr)e-it
, . -it
( 4- T) e.4 - ■!(£ (td, Il ) - Al ff lit t] lt il rc If -t(t-f)7 ' -ArУ re<r*-4t Ц-ТГ) J e<rLLhio xLtt,J Ae .(f-7T) e■it
A Kolmogorov egyenlőtlenség szerint
es
í  iu p [ % 1  -  c ]
l  St t 
(  S“ P
J
l ^ j l  <  OO j
I l i t
c*-
I




(12) T ÍUpfit У  ^  °°] & 1
Hacsak О -T - 1 (12) alapján
(13) ? r  » « * } -  1
Legyen Ht" -I- Х akkor (13) alapján
(14) "^ ît ( %  ^ 1 = 1 ) t ^ o.
De (lo), (11) szerint
(15) t  -
At fjft'lt] u./
t  1-  7Г e  e •f- Я e.
At e  d í ,
ahonnan az Ito szabály szerinti sztohasztikus differenciálással 
О £ 7Г ^  1 esetén
d « A ( 1 ) o lt t  ‘f t  d ^ HA0 í_r
Az Itó formula alapján (helyettesitéssel való differenciálás)
Ht- 4 +.tf -re ((14) alapján meg lehet tenni)
(16) d\. ( 4-Tt )( A--£; <)<*: +
(9) és (l6)-ból adódik (8).
A tétel bizonyítása
а t \  [rt(u)^yr ] ,t e.T, o)1=Cu>it )) \[co,x; = т
Tt c ff[(J •‘T/to’), , -s^ t] ( - fs (<o) t jelölések bevezetése után,
ahol a T’-jr mérték értelmezése a következő: ~*V (A ) ~
=■ "Í"jt ( ) ■ *-д(о О 1 ) I ahol Aj-= У  (w, Ji ) g. Aj I A * : (<A)|T) e Aj
az uj téren vizsgáljuk a feladatot.
Legyen orr*!1 azon Markov pontok,^ £0^ osztálya, melyre
íco itfco') í t] e. 'ftJ< j ahol - 5" |co -^(соЛ ] s i t J.




(17) ?(r ) - Ч  £т {(«- rí =
-- ' n f _ .  Er í  (  4 -  T ) +  e j  XJ d í ]  ,Г£(й/  ^ oJ _
ahol Q,1 azon t Markov-pontok összessége (V €. w )Jl ), melyekre
r  F(18) lT  J Г  ds 0 í ifi *■
Mivel £r  ( ^  oí-r =■ [т тах (V- в , 0)
0
és Er 9^oű, az áRJI osztály megegyezik azon - |trj
osztállyal, ahol E?r ^  < °°i 0 -í T  ^  .
Jelölje
*3 (r ) T >-n
&cn 9 0) - min (д(.зг); E ’r  [q (r2-á>^ c. ( 3^ c/sl]
mennyiségeket 0líQ„ _ legyen a Q„ _ N-edik hatványa.C j И С у 11
Nyilván д
j rs ds = г .  д  +  (  * - r ;  f Tr  ( e  -  s  ( 0 *  0} ds
l~ T= д - Л (
"А Д \<-e j A  ^ 0 .
Ezért
Q c , n  9  C r )  - no/о (q (Г), ЕТ С](ТЛ) +- С [ Д  - O jL  ( ^ _ e^J)]j } Д = 2~Ú .
Belátható (lásd Sirjajev, 217.0.), hogy Q„ _g(r) és g(T)С у XI C|U
felülről konkávok, továbbá
i ; œ  ^c,n<з(г)
és ?0) is konkáv és folytonos (0,l)-ben.
Mivel
(19) H m 5Г]. ols RT m m .
és c > 0  a Sirjajev II.5.tétel 1.megjegyzése szerint létezik
T(R -ben optimális Markov-pont:
< tT * (< o )-  i n f  j t  -  0  : ~ 9  C ^ t ) j  -  'п -f- j t  ^  0 ' T t  â  A  j  .
Az Ax és <j(T) meghatározása a következőképpen történik.
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Legyen az infinitézimális operátor
és Ы
JL Tw  1 1 0 -t- M Ko (r(U)
ahol (T(U) U-ból való kilépés időpontja, és
It И*) * j f (4) "K^ i *1 °4) •E- уLegyen ^ (Ж) folytonosan differenciálható A -ban, akkor
<X V ( 7Г ) - - c l ,
(2o) <? (TJ = g ( t) ,
О — T  - b t 
b** r * ' 1,
<*?(T)
d  T 7Г “ A■*-
= - (■" )_IdTT T- - A* •
Ha Px = f(^) , 0 - T ^ l ; a nemnegativ, konkáv, kétszer foly­
tonosan differenciálható függvények osztálya, A (2o) megoldását itt 
keressük.
Ha f ef* <^ 7f(F) = £>f(T) (Dünkin 5,7.tétel), akkor
(21) 2> - Я ( «-T> eí + rJötTT 16" ■ [ r( 4 - T)]
cT
dT
Azaz keressük azt az f függvényt és A konstanst, melyre
(22) ki*-Tr) fV)+ 4[*(*-*)} f W  *-сГ, 0 г A ,
I (7Г) =. A - T
f(A) ,
Megmutatjuk, hogy F -ban van
(23) o<-f (7Г)ól F T=0
megoldás, amely egyértelmű és
Legyen C 
(24)
I , A = | ,  f'(r)-fO) , akkor (67)-ből
u/Yjt) . - С Т + М ^ - Ю Ч '  (T)
Y[ [T(*-r)lb
amelynek szinguláris pontja van O-ban,
Létezik a ^ ( f) szeparátrix (melyre V^O) = 0)
(25)
ahol H ( ч) - ^  ,-y- - y
Ha A* a




(27) f * 0 )
\ 4- A* ) - { Ч'Д*) , 0
r
и < A
/| - 7Г A * ï T  t= i
nemnegativ, konkáv és megoldása (22)-nek,
Megmutatható, hogy FÄ-ben egyetlen megoldás (Sirjajev, 
Még megmutatjuk, hogy f*(<r) а $>(5r) rizikóval 
Dünkin egy tétele (5*1. tétel) szerint, ha T ^  AH
Г &• '-re







(28) Er + c.j r: olsj à
- inf r- Elr ’HE. r  EírlgC3^)-•íL*'(.3tr)| =
= . £ . * 0 0  +- i n f  E r  { g  С^Чг) -  f  ^ C ^ r ) }Г ectr L
De g(x) - f*(T), 0 - 1 esetén, és a
t * «' inf [t i 0 : Tfc  ^ A* I
pontra Езг - 0
Tehát ^(íT) s-f-*" (т) .
) f t j 3Tj ol^ j = E_T |f- (.ÍTf.* ) + c J Xf dsj «• -f (x) ( о - Л < A ,
azaz у(x) = f*(x) ebben az intervallumban.
Hasonlóan bizonyítható az állítás 5T^aä esetén. Ezzel a 
tétel bizonyítása kész.
A variációs feladatra a megoldás innen adódik.
Igaz továbbá a diszkrét időben bizonyított tétel megfelelője is.
2. Tétel. Legyen 0 * * 1, OíT^l, q * * < 00 / ^  (°4 ”*0
azon Markov rontok összessége, melyekre Pt(l < ©)^ <x , akkor a
- 'nf- -^fc - 0 ■' íf(tóir ) - A'oí.'J
(ahol = 1 - ex) Markov pont optimális, abban az értelemben,
hoyg minden ТГ ©^-re
^ Д г ^ - 9 1 -c^  à e) Ä Er (X' e




Adott hibás riasztási valószinüség esetén
(29) '•U**, = Eo 9)
viselkedése (Legyen 1~o = 0) különböző aszimptotikus esetekben külön 
érdekességgel bir.
На Я —> 0, azaz Eo&’ yA 00 és 1 ; de
\ — <x -p
X
a következő összefüggést kapjuk
- -6<m 11 (<*> • X) =. С?т) -ío'- -S’ 1
À -> í> t<?r) •T
[- Ei («j )1
ahol
-Eí(-y) - í ) ? r3^
Ha T>>1 innen adódik, hogy




7. , Számi-tógépek hierarchikus lap tárolási eljárásainak
optimalizálásáról
Ahhoz hogy a számitógépek memória lehetőségeit jól és gyorsan 
lehessen kihasználni, gyakran alkalmaznak lineáris hierarchikus 
tárolási eljárásokat. Az ilyen hierarchikus információ tárolási el­
járások esetén meghatározott számú szó alkot egy "lapot". A hierar­
chia minden szintjén lehetőség van lapok tárolására, és az egyes 
szinteken helül elhelyezhető lapok száma különböző lehet. Egy futó 
programban a tárolási helyekre történő hivatkozások minden lépésben 
kétféle módon történhetnek. Vagy az első szinten elhelyezkedő lapra 
irányul a hivatkozás,araikor is az elérés közvetlenül megtörténik, 
vagy egy alsóbb szinten elhelyezkedő lapra, amikor ezt a lapot át 
kell helyezni automatikusan az első szintre. Az utóbbi esetben más 
lapokat alsóbb szintre kell helyezni; az alsóbb szinten lévő lapra 
hivatkozást szokás lapolási hibának (page fault) nevezni. A tárolási 
eljárást lineárisan hierarchikusnak szokás nevezni, ha a keresett 
lapot a megtalálási szintről az összes közbenső szinteken keresztül 
lehet eljuttatni a legelső szintre.
A memória elvi bővítésének lehetőségét először a virtuális memó­
ria rendszerek megvalósitása adta (lásd Kilburn3*), melyet először az 
ATLAS rendszernél készítettek. A buffer-tárolós memóriákat az IBM 
36o-as rendszerben alkalmazták. A lapok cserélési eljárásai közül az 
u.n. "megkeresési lapolás"(demand paging) - amikor is csak akkor van 
csere a szintek között, ha lapolási hiba fordul elő - a legelterjed­
tebb. A cserélési algoritmusok közül a következőket emlitjük meg:
1. Az első bekerült kerül ki (FIFO: first in - first out) algoritmus, 
amely az első szinten legrégebben bennlévő lapot helyezi alacso­
nyabb szintre lapolási hiba esetén.
2. A legritkábban használt kerül ki (LFU: least frequently used) 
algoritmus, amely az első szinten - egy bizonyos perióduson belül- 
legkevesebbszer használt lapot helyezi alacsonyabb szintre lapolá­
si hiba esetén.
3. A legrégebben használt kerül ki (LRU: least recently used) algo­
ritmus, amely az első szinten legrégebben hivatkozott lapot helye­
zi alacsonyabb szintre lapolási hiba esetén.
Kilburn.T.»Edwards,D.,Lanigan,M.,Sümner,F.s One level storage system. 
IEEE Transactions on Electronic Comp.,EC-11(1962)2.223-235.
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4. Optimális algoritmus, amely azt a lapot helyezi az első szintről 
alacsonyabbra, amelyre a jövőben a legkésőbb fognak hivatkozni.Ez 
utóbbi nyilván használhatatlan a gyakorlatban, mivel a program 
jövőbeni viselkedését kellene ismerni.
5. Véletlen (RR: random replacement) algoritmus, mely az első szint 
lapjai közül bármelyiket egyenlő valószinüséggel helyezi alsóbb 
szintre lapolási hiba esetén.
Jelen paragrafus célja annak a megmutatása, hogy bizonyos egyszerű 
feltevések esetén megadhatók olyan tárolási illetve cserélési el­
járások, amelyek a la£olási_hibák_á_tlagos_s_zámájt minimalizálj ákj_
A feladat megoldásánál a legjelentősebb korlátozás, hogy az egymás­
utáni hivatkozások függetlenek. Ez a feltevés a gyakorlatban ritkán 
teljesül, és csak mint durva közelités használható. Opderbeck és 
Chu dolgozatában a relativ gyakoriságokon alapuló lap tárolási algo­
ritmust vizsgálják. Ez az algoritmus áll legközelebb a Bayes-féle 
feltevésen alapuló optimális eljáráshoz, igy nyilvánvaló, hogy szimu­
lációs eredményeik alátámasztják a jelen részben bizonyítandó optimá­
lis eljárás jóságát. Idézett dolgozatukban megmutatják, hogy az ál­
taluk gyakorisági helyettesitési algoritmusnak (PPP: page fault 
frequency replacement algorithm) nevezett eljárás jobb, mint az LRU 
(legrégebben használt) algoritmuson alapuló eljárás. Mérési eredmé­
nyeik egyben azt is igazolják, hogy a lapok független hivására vonat­
kozó feltevések igen általános feltételek mellett jó közelítésnek te­
kinthetők. Megmutatjuk azokat a feltételeket, melyek mellett a meg­
oldás a "kétpisztolyos bandita" (illetve a többpisztolyos bandita) 
problémakör megoldására vezethető vissza. Kitérünk a különböző más 
feltétel melletti feladat megfogalmazásokra, azok lehetséges meg­
oldásaira és a közelítésekre is.
Mindenekelőtt egy, a programozás szempontjából elvi jelentőségű 
feladat megfogalmazásával kezdjük. Multiprogramozásu gép egy program­
ját vizsgálva vetődik fel ezen program két lapjának két különböző 
fokozaton való elhelyezkedési problémája. Amennyiben a második foko­
zaton lévő lapra történő hivatkozás esetén a két lapot azonnal ki 
kell cserélni - semmilyen optimalizálási feladat nem merül fel.Tegyük 
fel, hogy lehetőség van mindkét lap első szinten való tartására a 
hivatkozás befejezéséig, és csak ezután (azaz az újabb hivatkozás
M Opderbeck, H., .Chu, W. W. : Performance of the page fault frequency 
replacement algorithm in a multiprogramming environment. IPIP 
Congress (1974), Inform. Proc., 239-241.
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előtt) helyezzük a lapok valamelyikét a második fokozatra. Az Aho, 
Denning, Ullmann3* féle kétszintes tárolási eljárás (lásd még 
Franaszei., Wagner**) esetén, amikor az elérési idők átlagát akarjuk 
minimalizálni, a fenti megvalósitás reális. Ezért röviden ismertet­
jük egy ilyen rendszer vázlatát (lásd l.ábra).
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hivatkozás első szint (cache)
generálás ? к lapt
háttér-tároló 
n-k lap____
1. ábra. Kétszintes tárolás
Az első szint (cache vagy puffer) egy kisebb, de gyors elérésű memó­
ria egység, a második szint (háttér-tároló) lassabb elérésű memória 
egység. Az hivatkozási sor generálása a lehetséges
A^, A2, ... A^ lapokra vonatkozik ( ^  = j, ha az i-edik hivatkozás
az A. lapra történik) • Az összes elérés az első szinten történik,
Jha a hivatkozott lap az első szinten van: az elérési idő T-^ mp., 
ha a második szinten, akkor előbb az első szintre kell hozni, és az 
elérési idő T2 mp. (általában T2>)>T^), Az első szinten egy szabad 
hely rendszerint rendelkezésre áll az esetleges csere (helyettesités) 
lebonyolításához (lásd Aho, Denning, Ullmann*).Az itt ismertetett el­
járás annyiban uj* hogy a hivatkozás végén kell dönteni a második 
szintre történő kivitelről (esetleges cseréről).
Visszatérve a két lap esetére az előbbi megfogalmazás alapján
jutunk a következő optimalizálási feladatra. Az A-^ és A2 program­
részekre (lapokra) való hivatkozások történjenek függetlenül egymás­
után, de hivatkozásaik valószinüségét nem ismerjük. A könnyebb elérésű 
szint sorszáma legyen 1, a nehezebbé 2. Minden hivatkozás után 
lehetőség van annak eldöntésére, hogy az A^ vagy az A2 program­
rész kerüljön a könnyebb elérésű helyre. N számú független hivat- 
kozás esetén olyan döntési eljárást kivánunk kidolgozni az A^ ill.
*Aho,A.V.,Denning,P.J.»Ullmann,J.D.: Principles of optimal page re­
placement. Joum.ACM, 18 (1971)1, 80-93.
^^FranaszekjP.A., Wagner,T.J.: Some di3tribution-free aspects of 
paging algorithm performance.Journ.ACM,21(1974)1,4o-53.
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kr, elhelyezésére, amely minimalizálja a nehezebb elérésű helyekre 
való hivatkozások számát (azaz a lapolási hibák számát). Feltételez­
zük, hogy az esetleges cserék nem kerülnek költségbe.
Ha az A^ és A2 programrészek hivatkozási valószinüségei 
p-^ és 1-p^ ismertek, és p^> 1-p-^ , az A-^  részt kell a könnyebb 
elérésű 1. helyre helyezni, mivel az 1, helyre történő átlagos hivat­
kozások száma ekkor Np-^ , és ez nagyobb, mint az ellenkező elhelye­
zés esetén. Ha az A-^  és A2 hivatkozási valószinüségei nem ismer­
tek első közelítésben, feltesszük hogy az egyes programrészekre való 
hivatkozási valószinüségek p-^ illetve p2 és p^> p2 ismertek 
(Pj + P2 = 1* bár ez nem szükséges kikötés), de ismeretlen a hozzá­
rendelés sorrendje.
Jelölje ^  a megfigyelési folyamatot (t=l,2,..,,N), lehetsé­
ges értékei 1,2 és ^  megadja, hogy a t időpontban az A1('yt=l) 
vagy az A2^ t =2  ^ programrészre történt-e hivatkozás.
Az Ц  ' (ahol d=l, ha az A^, és d=2, ha az A2 program­
rész van a 2./nehezebb/ elérésű helyen) valószínűségi változó a d 




ha az 1, helyen lévő programrészre történik hivatkozás, 
ha a 2. helyen lévő programrészre történik hivatkozás .
Minden kísérletnél módunkban áll választani (döntést hozni) az előző 
kísérletek eredményei alapján arról, hogy az (az A-^  rész kerül
a 2. helyre) vagy az X^2' változót figyeljük meg.
Nyilvánvaló, hogy
ha ^  = d, 
ha ^  / d.
A W valószínűségi változó lehetséges értékei legyenek
1 ha (A,, A2) hívási valószinüségei (p2, p-^ ),
2 ha (Alf A2) hívási valószinüségei (p^, P2)»




Feltevéseink szerint tetszőleges t időpontban
?{xf=o|w = x}-fl,
í{x['to|u/^ j.p,, 
í(xf«0|w'= íj ■ pt ■
Az optimalizálási feladat megfogalmazása: a J"=. (cJ0, cÁt,.. , {)v'VÍ-döntési sorozat olyan d megválasztása, melyre
E ( x ^ + -  xíw*V ■■■ t x^«--)) - mo,.
A feladat megfogalmazása és megoldása megtalálható DeGroot* könyvében 
(14.7.§), ezt ismertetjük a következő pontban. A dinamikus programo­
zás u.n. Bellman egyenlete segítségével történő megoldást (lásd pl. 
Prohorov-RozanovH3f 363.0.) ismertetjük az alábbiakban. Ez a nyereség 
egy más megfogalmazását igényli. A nyereségfüggvény V(x) definíci­




X = 1, 
X = 0.
Az optimalizálási feladat a W változó 
apriori (vagy a t-1 utáni aposteriori)
Et f  XE И х “ 1'*’ ) ■ v ít. jtt15 1 г it
maximalizálása, azaz
V(t,fO),x) - ïÿ>[tNj Xt =*, cTL ,,Jj
о 1
megadása. Nyilvánvaló, hogy
V(M,f CN), x) = V/(x); (független a j eloszlástól),
R DeGroot, M.H.: Optimal Statistical Decisions. McGraw-Hill, 197o.
^ ÿÇ Prohorov,J.V., Rozanov,J.A.: Probability theory. Nauka,Moszkva,1967.
t időpontban adott 
eloszlás esetén
у-ft, WZ / y.





V ( N - < , | ( N - 0 ,  * )  - V / ( » b  me,« { p ( W . i ) p ( X ^ " 4 l | w * i ; V ( N , f ( N ) , 4 j
‘V f
+■ P ( V . l ) î ( x ‘“ ” 4  11 W - i ) V ( N ,  { 0 0 ,  1)J ,
ahol (Wi I ( , 4 ) 1 P
+
Az utóbbi összefüggés a = 1 esetben a következőt adja
V ( N - 4 , f ( N - < ) ,  *, c4 „ _ ,. f) ■ V ( x )  *- { j t( N ) p b f W  p,j
mig a = 2 esetben
V(N-t, X, V r 1)‘' A íh { S , W P ' t- k ^ p t ]
adódik. Különbségük (feltevésünk szerint p-^ > p2)
^ ( w X r w O  - 1а.См)Ср<-^0 “ CliCN)-|*.Слф(lpt -iPt)
alapján a ^(N) > |2С Ю  esetben d^_1 = 1, raig a ^1(N)-í|2(N) eset­
ben a d^_^ = 2 döntés az optimális. Tehát csak a f (N) aposteriori 
eloszlás alapján kell dönteni az eljárás optimalizálásáról ebben a 
lépésben. A továbbiakban szükség van a P |\Y=1 j Z^t-1^ = x j való­
színűségek meghatározására. A Bayes tétel alapján (ahol PÍW»i] jelen 
ti a t időpontbeli apriori valószínűséget)
X_,> 1 T t x ^ - U l W x í j p j u / ^ ________________■p^W-llKt t_' ■ *)- î  [s'C^ '1 ■ * | w - i ]  P  ( w = i j  +  P  [ x ^ - ’- x  I w  г.} P { v » 4
és látható, hogy а W változó t-beli aposteriori valószinüsége ki­
fejezhető az apriori valószinüségek segitségével. Az aposteriori 
valószínűségek segitségével tetszőleges t-re
c\
+ jx^  t_= í j  W -  V(t-M| j (f+-0) l)) ■
Innen könnyen leolvasható, hogy az optimális döntési eljárás;
dt = 1 ha f1(t+l)> j2(t+l),
dt = 2 ha ^(t+1)^ j2(t+l).
A döntési eljárás tehát az u.n. rövidlátó politika: a t-edik 
lépésben azt a programrészt (lapot) helyezzük a 2.szintre (nehezebb 
elérésű helyre), amelynek hívási valószinüsége , p2, aposteriori való­




1. Jelölje 6^ , ff^ , . (Tj., ... az első szinten lévő lapokat, azaz
К  " 5 ПА '1> ; AV ha az sorszámú lapok vannak
az első szinten. 6^ lehetséges állapotainak száma (j^ ) a sorrend 
figyelembevétele nélkül.
Ismert , Pn hivatkozási valószinüségek esetén a
legegyszerűbb ( és egyben optimális) stratégia, ha választása
a következő
6^ = ff0 ( A l ,  A z , -  - , A k )
és ha második szinten lévő lapra történik hivatkozás, akkor be­
hozva a lapot a hivatkozás után ismét visszahelyezzük a második 
szintre (az újabb kihelyezés árát nem véve figyelembe). Ez az el­
járás ugyan megkeresési lapolási eljárás, de nem megkeresési cse- 
rélési (helyettesitő) lapolási eljárás.
A legegyszerűbb megkeresési helyettesitő lapolási eljárást Aho 
et al. 1.) cikke javasolja. Ez a következő:
- 6q ( , A i -1> V.tl
S’.
ha ^ 6
ífc = <5o(A1} А г, ■ ■ -j ha £ u -t - ,
ahol a t időpontban hivatkozott lapot jelenti ( ^ = 0  ha nem 
történt hivatkozás a második szintre a t időpontig).
Mutassuk meg, hogy 6^. homogén Markov láncot alkot abban az 
esetben, ha egy független azonos eloszlású sorozat. A




Ъ  +■ p*
Pj
+• Рк-Л Pi ha
ha
=  I
J '  '
Határozzuk meg a ff" Markov lánc stacionér eloszlását.
Mutassuk meg, hogy a lapolási hiba valószinüsége a következő:
n , p
I  Pi H -  - r 1—  )1 pj2. Legyen J = u^ J
Q  -  ifi  >
j*k
17) Ahö, A., Denning, P. , Ullman, J.: Principles of optimal page re­
placement. Jorn. ACM, 18 (1971) 8o-93.
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Q, * 5  р) и
Mutassuk meg, hogy
1




Ha ‘LRU jelenti a lapolási hiba valószinüségét az LRU algoritmus
(legritkábban használt kerül ki) esetén, mutassuk meg, hogy
Qjgj_ - i +- [(U-DU-GLo)/M ^ ( W - 2.)GLo]
tetszőleges (p^, ••• » Pn) esetén [lásd Pranaszek, Wagner már 
idézett dolgozatát].
3. Tekintsük 3 lap esetét. Legyenek az A-^ , A2, A^ lapok hivatkozási 
valószinüségei p^ > p2> P-^  ismeretlenek abban az értelemben, hogy 
a hozzárendelési sorrend nem ismert. Bevezetve a w valószinüségi 
változót, mely megadja a hozzárendelés sorrendjét
[PKí j Ai , A 3)
V  = \ Рз 7 Pl 7 P7 P [w ~\) -■ Ьц
w = 2 Рз 7 P'1 7 Pl P(w -1) ■: 1^1 » ^11 = « 03 Pi 7 РЗ 7 Pl P(w - 3) = in 7
w - h Pi 7 P 3 7 Pl P (w - b) = 111 7 il2 = ^2 ;
<л/ - 5 Pi 7 Pl 7 Pb P ( w - 5) ' 3^1 7
W =6 Pi 7 Pl ,Рз P ( w *6) ^32 §31 + h í  ‘ I 3
Feltéve, hogy p1 = p2 = 1--" —  , p^ = £ mutassuk meg, hogy az 
optimális döntési eljárás csak a max (^(t), §2(t), 
aposteriori valószinüségektől függ. (Lásd Arató 1.).) .
Legyen az X ^^ és x<2>
következő :
p T = 1
T>{X,!k 1] ' W 1 7
ahol tudjuk, hogy w2 = 1
X^^ valószinüségi változók eloszlása a
= i ~ h/-| )
H)
AU
ITTArató M. : В zárni tógépek hierarchikus laptárolási eljárásainak 
optimalizálásáról. MTA SZTAKI Közlemények (1975).
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P ( Wi - V'í< ) * I  = j  - P ( w, = yí, ).




E ( x | d,) + X,
összeget akarjuk maximalizálni fix 
a § eloszlásra csak X^"^ 
igy az optimális eljárás r 
zó, majd n-r darab X v
n esetén. Nyilvánvaló, hogy 
megfigyelése alapján kapunk információt, 
(r = 0,1,2,...,n) darab X^^ válto- 
változó megfigyelésében áll.
Legyen
T (n,r E ( XiH)
H)
X,- +■ XU)Г+- A
а) ч+- xh )
Határozzuk meg T(n,r) értékét és adjuk meg, hogy § milyen érté­
kére lesz r=n. [Útmutatás: Ha r = 0 T(n,0) = . Legyen
l ^ r - n  és jelölje azt az eseményt, hogy pontosan j darab
X^1  ^ változó értéke volt 1. Nyilván
T(n,r) = . E ( 2  ( A j I P ( A i )
i‘0 J 0
ahol
"P I Aj ) - P (Aj ! = /А ) P(u/| = /Ц ) +-P(AjlW| -/íf
- М р Ф Ч ) Н ^ - 0 ( р ( р Ч > Н
w, «
E ( Z I A j )
Lásd még R. Bradt, S. Johnson, S. Karlin: On sequential designs 
for maximizing the sum of n observation, Annals Math. Stat., 2]_ 
(1956) 1060-1074. cikkét, ahol alkalmazások is találhatók.
5. Szerencsejáték feladat. Legyen a játékos nyerési valószínűsége
minden lépésben p (O^p^l). Kezdő összege legyen Yq. Az első
lépésben x1 (- YQ) összeget tehet fel a játékos, amit vesztés
esetén elveszít, nyerés esetén Yq + x-^  = Y-^ összegig játszhat a
következő lépésben, A játékosnak a j-edik lépésben YJ+1 összegű
pénze van és x. (íY, , ) összeget tehet meg nyerésre. Az egyes
lépések kimenetelei egymástól függetlenek. Feltehetjük továbbá,
hogy a játékos haszna Y. összeg esetén U(Y.). A feladat adottJ x y Jn esetén E(U(Yn)) maximalizálása.
Legyen j=0,l,2,...,n esetén \p(y) az E(U(Yn>) maximumát
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az Yn_. = y feltétel mellett, azaz V^(y) = E(u(Yn_)i Yn_j = У) • 
Nyilván у - 0 esetén
V„m . sup t(UlYn)| Yn-4 ) » иц)
és j=0,l,2,. . .*n-l esetén
( * )  V j-M  ív )  = SMP [p V j í  У ■* +■ c j ,V j(ç ) -A ) ]
А (н) összefüggésből vn(Y0) = sup E(U(Yn>) meghatározható. 
Továbbá az optimális eljárás j+1 megmaradó lépés esetén, amikor 
is Yn_j_2 = У» egy olyan x összeg tevése, amelyre (x) jobb­
oldala maximális.
a.) Mutassuk meg, hogy
U (^ ) » ^  ( ck > 4 ) j p ^ / í
esetén az optimális eljárás a következő:
тшт CX1) ha p > 2 a játékos minden lépésben megteszi a rendelke­
zésre álló összeget,
2) ha p é2~ nem tesz meg semmit.
b) Mutassuk meg, hogy
U ( У ) = locj y ( LJ > 0 ) ? P > ÿi J
esetén az optimális eljárás, ha a játkos a rendelkezésére 
álló összeg (p-q)-ad részét teszi meg. Ekkor
E ( bej, Yn ) - ioa^ Y0 +- П p +- q-locjCÿ -r 2)
6. Általánositsuk a kettős választás lehetőségét a következő módon.
A p^(x) és p2(x) sűrűségfüggvények a illetve kísér­
lethez tartozhatnak a következő elrendezésben:
w \  В 4 В 2.
4 Pl(x) P-ЛЮ P(w = ^ ()- ^  , ? Ы * 2 . )  •=- |г =- .
2 PiU) p2 ( X)
Azt mondjuk, hogy a kisérlet sikeres volt, ha a p2(x) sürüség- 
függvényü változóra történt megfigyelés. Nyilván w=l esetén a 
kisérlet a sikeres és B2 a hibás, mig w=2 esetén B2 a 
sikeres és B^ a hibás kisérlet. Sikeres kisérlet esetén a nyere­
ség 1, egyébként 0. Ismerve ^  értékét és a p^(x), p0(x)
sűrűségfüggvényeket adjuk meg N (fix) kisérlet esetén azt az 
optimális politikát, mely maximalizálja a sikeres kísérletek át-
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lagos számát. [Útmutatás: Lásd: D.Feldman: Contributions to the 
"two-armed bandit" problem, Annals Math. Stat., (1962) 847-856.]
7. A 4- és 6. feladat általánosításaként vizsgáljuk azt az esetet,
amikor a w^ és valószinüségek mindketten ismeretlenek és
tetszőlegesek. [Útmutatás: D. Berry: A Bernoulli two-armed bandit. 
Annals Math. Stat., £3 (1972) 871-897.]
8. A fejezet eredményeit és feladatait általánosítsuk Brown-mozgás 
folyamatra. [Útmutatás: H. Chernoff: Optimal Stochastic Control, 





8. A lineáris filtráció vizsgálata diszkrét Gauss folyamatok
esetén
A lineáris filtráció Kálmán-Bucy egyenleteit vizsgáljuk abban a 
speciális esetben, amikor az ismeretlen idősor lineáris konstans 
együtthatós differencia egyenletnek tesz eleget, s a megfigyelhető 
folyamat a nem megfigyelhetőből ugyancsak lineáris leképzéssel adódik, 
egy additiv zaj hozzáadásával. A tárgyalás ebben az esetben egészen 
elemi, s nem kiván speciális valószínűségelméleti felkészülést.
Az (ílj,?) valós zinüségi mezőn egymással egyszerű sztohasztikus 
kapcsolatban lévő (,9n)'r[n ') valószinüségi változó sorozatokat vizsgá­
lunk, ahol a megfigyelhető 9n pedig a nem megfigyelhető komponens 
és &n négyzetes középben legjobb becslését kivánjuk megadni. Kálmán 
és Bucy” mutatták meg, hogy egyszerű esetekben a megoldás a kiinduló 
egyenletekhez hasonló sztohasztikus differencia (illetve a folytonos 
esetben differenciál) egyenletet elégit ki, azaz az optimális megol­
dásra egy algoritmus adható.
Legyen a 9n n=l,2,..., sorozat Markov tipusu Gauss, mégpedig 
elégitse ki a( 1) e n . A n _ , e n . ( « - F „ e n |  90-o ( E e n - £ e n < 0 )
egyenletet, ahol egy független, egységnyi szórású Gauss sorozat, 
és £n független ^g 1 -tői is, ahol VBn a 9 változók által gene­
rált 6“-algebra Çg *=■ 6~(co ■ 9n_,, (co)y.., Ö0(co)) . Feltesszük, hogy 
közvetlenül nem megfigyelhető, csak az r^ n sorozaton keresztül, ahol
( 2 )  ,г1Г1~9-п в п ^-(АГ1\л/П) n - 4 , 2 _ | . . . |
ahol Vin olyan független, egységnyi szórású Gauss sorozat, mely - az 
egyszerűség kedvéért - az [&n] sorozattól is független. Az An , Cn ,
F , G^ nem azonosan О mátrixok, csak az időtől függnek, s függetle­
nek az egyenletekben szereplő valószinüségi változóktól (a legegysze­
rűbb esetben a folyamatok egydimenziósak).
Jelölje az ^ változók
által generált d-algebrák sorozatát. Bevezetjük a következő való­
szinüségi változókat
” Kalman, R.E., Bucy, R.C.: New results in linear filtering and pre­
diction theory. Trans.A3ME Journ.Basic.Engr.,83 В (19б1)95-1о8.
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(3 ) 0n - £(9n Щ  ),
( 4 )
A
en - 9n- 9r>, сД n = £e-n , <4s e n f ü g g e t le n  - t ő i n -  <, ü'
( 5 ) S° = " l „  - E G i J :
n T - n - f  .
^  ), n -  1, . . . t
A feltételes várható érték definíciója alapján 9^  és j is olyan
Gauss eloszlású változók, melyek 7 lineáris kombinációi,
továbbá ^  független és igy egy független sorozatot alkot
A definíciók felhasználásával adódik f? következő előállítása)n
(6) fn0= c r,e„ + q„^vn -E(c„en(-cn w „ | ^ - ,) „
- Cn 0,-, *■ — + W n  ~  A n- 1 ^ ©n-4 e n -  1 )
~~ ^ Г)  ^ ^  r\ —  1 ^  n  — 4
A \°n változók az ^  > r\^ r")rr[r\ változók olyan lineáris kombiná
ciói, melyekből egyértelműen kölcsönösen meghatározhatók a J? és 
47- változók. Ugyanis a leképezés mátrixa olyan háromszög mátrix,
 ^ Г\
melynek fődiagonálisában 1-ek vannak. Ez azt jelenti, hogy a f^ 
által generált (U-algebra sorozat megegyezik az ^ által generált 
(Я-algebrák sorozatával: T^q = n=l,2,...
Tekintsük a következő valószinüségi változó sorozatot
(7) ^  ' (®n _ ) +■ A n - ( (^n-1 ^n - 1 ) +' (©n ~ -I ®n- "I ^
*• -  e n +- A n _ , e n _ 1 +- Fn e n , 1 =  U , - M
könnyen látható, hogy (7)-ben értelmezett ^  sorozat ugyancsak 
független Gauss sorozat. Ugyanis (7) jobb oldalán minden változó 
független F*_1-től, és igy - mivel ^ 5 ^  mérhető - ^  független 
f ^ -től is, ha rn<.n.
Mivel ^-mérhető és egyben mérhető, nemcsak az 7i »72’ *"»
változók, hanem a változók lineáris függvénye is.
Továbbá £„ és (tehát ^ q 1) függetlensége miattn
C s ) fn -6n- ^n-iön_< -E(6n!y'*|) A n-( E (ön_, lí'/vj  ^=
•  E ( e n I ? "  )  -  A n - . E ( e „ - ,  i f i , )  -  E ( e " -  * ■ „ - <  V , 1 < f o )  =
■ К■E(.Fne n iys"0)





( 9 )  £ ( f ' 0  ■ К ПЕ ( { * ) \  '
A Kn együttható meghatározása a következőképpen történik. Egyrészt 
(6) alapján
(10) £( f^°n) = Et CnFn£n + Ghwn + CnAn_^en_<l =
= (CnГп')г + ^lCBA n. / d n.,>
ahol felhasználtuk &n és függetlenségét, valamint ezek függet­
lenségét (4) és (l) alapján e ^-től. Továbbá (7) és (6) alapján
( 1 1 )  E  (fh fn ) -- £ ( ~ e n +' A n - ien-i + F n e n ) ( C n F n £ n + C n A n _ /, e n _ ()
~ E (^n_ < &n - 1 4 en)(CnFn £n 4 ~t~ Cn An_j&n_i)
~ C n(Fn) + A n-<C nA n_4d n_41
felhasználva en és ^  függetlenségét, valamint a már emlitett 
többi változó függetlenségét. (9)-ből (lo) és (11) alapján
л ,о
(12) K n =-j^-4CJF„)^A„_,c„A„.,drl.,l[(CnFtl) b q nV(C,A„_,fd^,r.'
/1
A (8) összefüggésből a £n sorozatra a következő rekurziót kapjuk
(13) &n = ^
ahol az (5) szerinti független sorozat,
A dn szórásnégyzetek sorozatára egy differencia egyenlet irható 
fel.
Ugyanis dQ = 0
d „ - e ( e„ - A, f
továbbá
(14) dn = £ [(6n - 9„) 0n - (0n - 6n)0n ] =
. E ( ehf  - £ (e„ e„ ) - E (e„)b- e (E(ö„ő„|f" ^ - e {d„f - E (én)b
Viszont (l) alapján
Е ( е / - ь п_ Л ( в п. , Г ь п-. + (к)1
és (13) alapján (lo) felhasználásával
E ( e j L » A ^ , £ ( L , ) X _ ,  «- K „ £ ( s y  K n
Behelyettesítve (l4)-be a két utolsó összefüggést és Kn (12) szerin 
ti értékét
É í i á O i(15) d„. A ^ <E ( e „ . / A n_)4 F n)’'-.[An.,E(en-,)1'A„_,
I с ч! CC„(Fn) +• An-< C. r> Ad-< n-<]
Е ( Г )  =
(ChFn)Vant(CnA,H )4.t
adódik.
A fenti tárgyalás akkor is igaz marad, ha 0 és ^ vektor folya­
matok. A megfelelő képletek felírását az olvasó is elvégezheti a 
számítások végig követésével.
Ha az (l) és (2) lineáris egyenletek helyett a következő egyen 
letek teljesülnek
(i6) 9n * A(en_,, ^ n_4l n) F e.n n 9 = 0
es
(17) Чп " C «1 n) +- G nvvn »
ahol, mint az előbbiekben és w független Gauss sorozatok,
melyek egymástól is függetlenek,a nemlineáris filtrációra jutunk. 
Ekkor a ( 0 , fjn) pár egy nemlineáris sztohasztikus egyenletrendszer 
megoldása. Az előbbiekkel ellentétben, ha A(x,y,n) és C(x,y,n) 
nemlineáris függvények 0n és rjn nem lesznek többé Gauss eloszlású 
változók.
Megmutatható, hogy a
9, = E ( e J  F," )
sox-ozat ekkor is kielégít egy (7)-hez hasonló differencia egyenletet. 
A megfelelő, de időben folytonos eset tárgyalása megtalálható Lipcer 
és Sírja.jey* összefoglaló dolgozatában.
ït Lipcer,P.3. ,Sirjajev,A.N. :Tíyelinejnaja filtracijn diffuzionniih 
processzov. Trudü MIATT 104 (1968)
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9- Markov láncok vezérlése
Legyen £(0)  ^ [(l) —  ^ £(2) — > egy Markov lánc, melynek
állapottere ^ » *“n * ♦♦♦ (E ï>Éà).
Feltesszük, hogy a [Ppj] á'tmenetvelószinüségek függnek egy d vezér­
lő paramétertől is: p. .(d), (d£D).
A vezérlés célja: Az E egy állapotába vagy állapothalmazába 
vezérelni a £(0) = í0 állapotból kiinduló folyamatot. A vezérlés 
csak nagy valószínűséggel történhet. A P valószínűség függ a vezér­
léstől.
A vezérlés mód .ja: minden &. és n értékhez egy d( 6^ ,n) ve­
zérlési (döntési; paraméter érték tartozik.
Az egész program a d = d(x,t) (ahol x=^, &2» • •• ; t = 0,1,..) 
döntésfüggvénnyel van megadva. Ha d(x,t) adott a folyamat lefolyása 
a következő: ha ^(t) t=n esetén £^-ben van p^^=p^^.(d) (ahol
d=d(£.,n)) valószínűséggel ő -be megy át.JA kiválasztott állapotba jutás valószínűsége d-től függ: P=P(d), 
d° = d°(x,t) optimális, ha
J? (d°) r max. Î  (d) •d
Példa. Fix n értékre maximális valószínűséggel E -ba vezetni 
a folyamatot.
Ю )  - í ( f ( n )  £ E„] .
Legyen P (k,i,d] a következő
" P [ k , ' | d J £  E ( 5OO *
A teljes valószínűség tétele alapján
X- Pij Ы) p (k + 41 ]' d}/ d«d(£j>k)
k=n í i , ha f.j £ E0 ,
T (rM'd ) = >
(Oi egyébként,
к 'n - 4, í , P(r-, j, d)f 4 Iá) .
j'bje-Eo
Ez csak d( £. ,n-l)-től függ, legyen d° az az érték, amely minimali­
zálja ezt a kifejezést:
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î (n~V ) ‘ î (n- d , i, d°) =■ max T* (n-L i,d) •de t>
(feltesszük, hogy elérik maximumukat), 
к = n-2 esetén
"P (n -2 . ,  í ] d )  - pj : (d ) "P ( n - b j , d ) ,  
j J
adódik, ahol p :j(d) csak a d=d(£^,n-2)-től mig P(n-l,j,d) csak 
d(£j,n-l)-től függ, A vezérlésben d°(,n-l)-et véve P(n-2,i,d) 
növekszik, és
Î  (.П-2., i I d )  = Y. p,j M  ) í*8 ( n ~ 1 *>j )
csak dC^n-P) változtatásával növelhető. Legyen d°£D az az 
érték, mely maximalizálja a
í>ö(n-l,i) = тал f (n-2., «,d) » ? (n-2., i , d°).
d  £  D
kifejezést. Ha d(x,t) az x=£^, &2, •** * t=n-2, n-1 értékekre a 
fenti d°(x,t) akkor P(k,i,d) a maximális P°(k,i) érték 
k=n-2,n-l és minden i=l,2,,..-re.
Ebből a d°-ból kiindulva
T> (n-3. í , cd) =• )_ Pij (d)í°(n-i, j)
melyet megint maximalizálunk.
A £ú (k, i ) =■ тал Y. pii (d)"P (U 4- \, j  ) 
d e. D j  J
összefüggést, melynek alapján keressük a d°=d°(x,t) optimális 
döntésfüggvényt, Bellman egyenletnek szokás nevezni. A fenti eljárást 
a következő példákkal világítjuk meg.
1. Példa. Legyenek hi,И -  ßa. és a Markov lánc
két állapotú: £.>. Azt a valószinüséget kivánjuk maximalizálni,
amely a 2. lépésben ë-^ -ben tartózkodását adja meg.
Nyilván
f U . D  • /3L ,
é s
■p°(0,i) = тал [p^(d)/ii+ p1JL(d)ßJL] - тал C p^ (-°0(/3< - ßj -e ß j
d d
Innen látszik, hogy £),>/\  esetén mig (í>,— (2>a_ esetén a




2. Példa. A legjobb elem kiválasztása. (Elemi tárgyalás)
Tegyük fel adva van m darab elem, amelyek közül a leg­
jobbat kell kiválasztani. Nem azt kell megállapítani, melyik a leg­
jobb, hanem olyan eljárást kidolgozni, amelynek alapján legnagyobb 
valószinüséggel a legjobb elemet választjuk ki.
Az eljárás a következő: megismerkedve az első elemmel vagy meg­
állapodunk ennél, vagy úgy döntünk, hogy még egy elemet megvizsgálunk. 
A második elemnél ugyanígy dönthetünk: vagy megállapodunk ennél az 
elemnél, vagy további elemet vizsgálunk meg. Megismerkedve egy elem­
mel vagy kiválasztjuk, vagy további vizsgálat mellett döntünk. A 
korábban megvizsgált elemekhez visszatérni nincs lehetőségünk.
Annak a megkötésnek, hogy korábban megvizsgált elemhez nincs 
lehetőség visszatérni, igen sok esetben van értelme (de a megvizs­
gált elemet megsemmisítjük). Az a megszorítás, hogy m ismert, már 
kevésbé tűnik természetesnek.
Ábrázoljuk m=12 esetén az elemeket az egyenesen, nagyság 
szerinti sorrendben megszámozva
1 l 5 G ^ г ч Ю и ií,
ia_ eiK a4«ю ал аь а<3 e<r
a kiválasztási sorrendben a^, a2, ... az első, második
(1)
és i.t. elemet. Mivel a megvizsgálás teljesen véletlenszerűen törté­
nik, az a-, ^ valószinüséggel lehet az elemek bármelyike: példánk-
ban annak valószinüsége, hogy a legnagyobb (12-ik)y»y- . Az a2
is egyenlő ( ) valószinüséggel lehet a megmaradó elemek bár­
melyike. (Képzeljük el, hogy a megismert pontokban lámpák gyulnak.)
A feladat az n-edik pont felismerése a lehető legnagyobb valószinü­
séggel, amikor megjelenik.
Ha az eljárás egy meghatározott helyen való megállást ir elő 
(pl. az első megvizsgált elem, vagy az utolsó megvizsgált elemnél 
való kiválasztást), annak valószinüsége ^ (s ha n — > <*> ez a 
valószinüség 0 ).
Hogy van (m — * oo esetén is) jó stratégia, azt a következő meg­
gondolás is mutatja: vizsgáljunk meg ^ elemet, s ezután válasz-
szűk ki azt, mely minden előzőnél nagyobb. Annak valószinüsége, hogy 
a második legnagyobb elem az első
legnagyobb elem a második m7




j A: a második legjobb elem az első 
В: a legjobb elem a második 
P(AB) = P(A B).P(B)




Természetes kiválasztási szabály: ott nem megállni, amelynél volt jobb,
---- »--------------»--- *------- *-------------аз
Annak valószinüsége, hogy a]í+1 a [- oo , a*)l , ta*, a^ l ,..., 
ta*, oo ] intervallumok közül valamelyikbe esik:
J . / i.. r 1
( k + i ) ! /  ki  k t - i
tp(A/B) =
P(B)
А: а-^,...,а^±  ^ meghatározott 
sorrendje
B: a1,...,an meghatározott 
sorrendje
Legyen ^(0) = 1* ^(l) az a sorszam» melyhez tartozó elem jobb az
összes előbbinél, ^(2) a következő összes előbbinél jobb elem sor­
száma. (A fenti példában ^(0) = 1, ^(x) = 2, ^(2) = 4. Az első 
rajzon £(0) = 1, ^(1) = 3, К 2) = 4, (3) = 8 .)
На В: а к megvizsgált közül a k-adik a legjobb,
A: a k-adik az összes közül a legjobb.
( m  -  О l
? (Ab) ?(A)
Akkor






?  f(n-0-*[ fO)--k к? (KO-k) l (1-4)
azaz, homogén Markov lánc.
Meg kell mutatni, hogy ha a^ maximális elem (azaz a^=a^), akkor 
a döntés (megállni vagy folytatni a megfigyelést) csak az ak elem 
sorszámától (k) függ, s nem függ az a-^ , a2 » * " ak-l elemek elhelyez*
V k+l1 ,am elemek elrendezésének feltételesmkedésétől. Azaz az 
valószinüsége az a-^ , a2»».«» feltétel mellett nem függ az 
a^,...,ajc  ^elemek elhelyezkedésétől.
Ehhez elegendő belátni, hogy nemcsak az
pontok elhelyezkedése, hanem 
helyezkedésük sem függ az
Már láttuk, hogy a,c+1
al * a2_
[— oo ,




egy °í> ta” , <» ]
alószinüsége a].-+2“ne,<: az el°bbiek valamelyikébe eséseesesenek v
valószinüségü, igy 
4 4 \
к И  к 4 L 1 ' " n
FT? ‘k+l’ ,a feltételes valószinüsége
9o
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és ez független az 8*2’ * * * » By megjelenési sorrendjétől.
A feladatot igy teljesen a ^(i) sorozat megfigyelésére vezettük
vissza.
Másrészt (éppen most láttuk be)
W  - k' j(0)* tj = ?| f Ci + 0 - ^  / f (')* kj= p(k >l)
Állapottér
Véletlen bolyongás m állapottal (m elnyelőhely), A valószinüségekre
Г  b(k,t) £ i (l-I p0<,0 hogy után m lesz 
több maximális pont, azaz a^ = raax(a^,...,am)j.
A í 0 ,ha t - к
^  k 1 ^  I к ha ( L í- к ^ I é nn)
Az optimális módszer (stratégia) kiválasztása minden k-ra annak 
megadása, hogy megállni vagy sem. Mivel к lehetséges értékei 
l,2,...,m, azon részhalmazt kell megadni, ahol meg kell állni Г az 
(1,2,... ,m) részhalmazával meg lehet adni a stratégiát. Ezen straté­
giák száma véges Zn (az üres és teljes halmazt is beleértve), ezek 
közül kell kiválasztani a legjobbat.
A stratégiák közül érdekes a következő (k legyen fix szám)
*£ ‘ \ C ') > ha f (0) i ^ к es f(0 *
Választhatjuk ^  értékét (^i-t-l)-nek is Ez nem optimális stratégia. 
Adott к esetén legyen q(k) az "eltűnés" feltételes valószinüsége 
a megállásnak a ^(i)=k feltétel mellett (hogy a k-adik abszolút 
legjobb is)
^(k). i->_р ( м ) - í-i т ш ) - - —nn
l ' «-k+1 v^ 4'4)
Jelölje q’(k) annak valószinüségét, hogy a "legjobb" a választás 
(a nyereséget), ha ^(i)=k és a £(i+l)-nél állnak meg. Nyilván
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ï(- b rl, k+t
\ГП - df ] <3 (k) = 0 ha к = m  •
Az — f .,. + 1 q’(k)
monoton csökkenő
—— y összeg monoton csökkenők, növelésével ----
И  q’OO , q(k) es
q(m) 0. így l’(k);?q(k) valamilyen km,
к +1, ... , m szakaszon.
meg
А  Г = [krn, km+l, • • * raj halmaznak optimális stratégia felel 
Azaz a megfigyelést mindaddig folytatni kell, mig ^(i) ^ kn, 
és megállni, ha ^(i) à km.
Legyen m^3. akkor
Vo) - +4-*--- 4 n )  > <t(o
azaz az elsőt nem fogadjuk el, mint optimálisát.
Ha az A stratégia a ke km-nél megállást Írna elő, az A* straté­
gia mely eggyel továbbá lépne jobb lenne nála, ha pA(k) az A ese­
tén a k-ba jutás valószínűsége (nyilván p^(k)>0) a nyereségek 
PA(k) q(k) ill. pA(k) q’ (k).
Indukcióval belátható, hogy (к-ban visszafelé) az optimális 
A stratégia a (km+l, km+2, ..., к ) pontokban azonnali megállást 
követel.
Ezen a szakaszon q’(k)-=q(k). Ha az A stratégia m-nél tovább­
lépést javasol, akkor A’, mely megegyezik A-val, csak m-ben meg­
állást javasol - jobb lesz, mert nyeresége pA(m)-mel nagyobb, mint 
A-é. Azaz k=^n esetén igaz az állítás, tegyük fel k+1, k+2,..., ra 
esetén már igaz (kí k+1). На А а к kihagyását (folytatást) ja­
vasolna, akkor az A’, mely megegyezik A-val, csak k-ban megállást 
javasol, igy A* jobb, mint A. Valóban az indukció miatt A a 
k+l-ben való megállás, A* a к-ban való megállás. Az A nyeresé­
ge és A’ nyeresége közti különbség PA(k) q(k) - PA(k) ({(k^O, 
azaz к-ban meg kell állni.
Ha q’(km)^q(km) akkor km is Г -hoz tartozik (egyenlőség 
esetén is vegyük Г-hoz, igy egyértelmű).
А кщ kiválasztása az a legkisebb k, melyre q’(k), azaz
... + _J_к к + d «тп- í vagy m  - d
Л d 
km-V krr(
Az optimális stratégia a valószínűségre a következőt adja
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к — ЛKrn 1 1 _ í _ v
m -  4 /
84 -
Pm m I km_i ' km 
Bizonyítás. Annak valószínűsége, hogy к -1 megvizsgált elem 
után a legelső, mely jobb, mint a többi, к sorszámú lesz (ak - szél­
ső elem) C0^ 0 szélső elem, s a legközelebbi hozzá az alf
..., ak -1 elemek bármelyike). A siker feltételes valószínűsége —m m
és igy
3 \ к \ í * 1 * 11 .
km k(k-4) m  nn n-| — <1 J
1 *
m=10 esetén
1 í. . í 1 1к E lct* " +in=I к le к +... +
9 0,111 0,111 4 0,250 0,996
8 0,125 0,236 3 0,333 1,329
7 0,143 0,379 2 0,500





Ezután vizsgáljuk meg a feladatot, mint Markov lánc irányítását.
Az állapotot E-^ , ...» Em és ^m+1 jelenti, ha már megvolt a legjobb 




j C j é vn 







d lehetséges értékei: O(megállás), 1 (folytatás).
Olyan döntésfüggvény kell, melyre a legjobb (legnagyobb) elem kiválasz­
tásának valószínűsége maximális.
Legyen pi annak valószínűsége, hogy a folyamatot az ^  állapotban 
állítjuk meg. A
M i  pii
valószínűséget maximalizálni akarjuk. Ha P(k,d) annak valószínűsége, 
hogy valahol £k-ban van folyamat, és a legjobbat fogjuk kiválasztani,
akkor m
?(M)-L ри(<1Ш И )J=k J .
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Mivel
továbbá








_rn - 1_(nn- í)
-^ 0 /
d  ( £ m )  c 1 ,
ha d  (  £  m -  l )  = 0
ha C< (  £ г м -  0  = ^
r n  -  1
A meggondolást folytatva a már ismert eredményre Jutunk. U.i., ha 






к  -  1 , k - i  k - <( k - i ) k " п  k (  к  +• 4)
hogy
- Г, h a  L  *. L* k - i  кegyébként.
^rty ’ha d(£k-^ -‘
m- 1 . ^ 1
p és к -re közelités található nagy m eseténмп m
< JUx rn'Lin m i + * 4. • +- iк к к 4-1 rr\ -
igy
Xn no 1 Xn - no - 1k^^l
ahonnan
m -1)-t /
és i i • • • 4- i
miatt
-4-v km rn- i.
к- 1
-> 1
Pnn * ^ - >  — ^  0 ( 3£<í
Jelen dolgozat az 5»H«3> számú intézeti kutatási téma kereté­ben került kidolgozásra
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