Abstract. We propose a new method of stochastic control for stochastic processes with Lévy noise based on time-change transformations. Applying this method, we prove that the integral minorization condition holds for Markov processes defined by stochastic equations with Lévy noise and obtain the explicit estimates for the rate of convergence in the ergodic theorem.
Introduction
The stochastic differential equation (1) X(x, t) = x + t 0
a(X(x, s)) ds + Z(t), x∈ R
is studied in the current paper where Z is a Lévy process assuming values in R m . A set of sufficient conditions for the exponential ergodicity of the solution of this equation is given in the paper [1] (exponential ergodicity means the exponential rate of convergence in variation of one dimensional distributions of a solution to its unique invariant distribution, see Theorem 4.1 below). A solution of equation (1) is viewed in [1] as a Markov process with the phase space R m . An important question related to some applied problems of statistics, modeling, etc., concerns the exact values of the constants C 1 and C 2 in the exponential estimate of the rate of convergence to the invariant distribution (see (34) ). An approach developed in [1] allows one to obtain qualitative existence theorems for the corresponding estimate but quantitative results are not available in the framework of this approach. Another approach is proposed in the current paper that provides some quantitative results. Moreover, we believe that this approach may lead to generalizations of results on the exponential ergodicity for processes with infinite dimensional phase space, in particular for solutions of stochastic partial differential equations with Lévy noise.
Our approach is based on a new type of stochastic control for processes with Lévy noise, namely the control by means of time-change transformations. Theorem 2.1, the main result of the paper, contains a lower bound for the common part of distributions of two solutions of equation (1) corresponding to two different initial values. The statement of this result is given in Section 2, while Section 3 is devoted to its proof. Also, Section 3 contains a description of the construction of the stochastic control based on time-change transformations that is a key tool for the proof of Theorem 2.1. An application of the main result for obtaining the upper bounds of the exponential ergodicity is described in Section 4; a particular case of such an application is considered in Section 5.
Notation and statement of the main result
In what follows Z(t), t ∈ R + , denotes a Lévy process assuming values in R m ; it is assumed that Z has no diffusion component, that is, 
uν(ds, du),
where b ∈ R m , ν is a random Poisson point measure in R + × R m with intensity measure dt × Π(du) (here Π is the Lévy measure for ν), andν(ds, du) = ν(ds, du) − ds Π(du) is the corresponding compensated measure.
Throughout the paper we use the following notation: | · | is either the absolute value of a number or the Euclidean norm of a vector; B r (x) = {y : |y − x| ≤ r} is the closed ball of radius r centered at x; · is the matrix norm, that is, C = sup l∈S m |Cl|; (·, ·) is the scalar product; S m = {l ∈ R m : |l| = 1} is the unit sphere in R m ;
is a bilateral cone in R m with an axis l and gradient slope σ. Consider the stochastic differential equation (1) and assume that a ∈ C 2 and that the first and second derivatives of a are bounded. Put
The distribution of the random variable X(x, t) is denoted by μ x,t . If μ and κ are two measures in R m , then μ ∧ κ denotes their common part:
where λ is an arbitrary measure such that both μ and κ are absolutely continuous with respect to λ (for example, λ = μ + κ).
For an arbitrary fixed set Γ with Π(Γ) < ∞, we split the space R m into two parts, namely
For all t, ε, θ, ρ, , R 0 , R > 0, γ, δ, and σ ∈ (0, 1) put
2 ,
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where [z] = max{n ∈ Z : n ≤ z} is the integer part of the number z,
Theorem 2.1. Let t, ε, κ, θ, ρ, , R > 0, γ, δ, and σ ∈ (0, 1) be such that
for all x with |x| ≤ R 0 and all y ∈ B κ (x).
Remark 2.1. The function a satisfies the linear growth condition; that is,
Thus one can estimate P 2 from above by using the Gronwall lemma. However we do not do that in order to keep the main result feasible. An example of an explicit bound for P 2 is given in Section 5.
Remark 2.2. The meaning of conditions (5) and (6) is explained in Section 3.1 by the method used to obtain the main bound (18) which in turn implies (7) . Note also that conditions (5) and (6) 
for some Γ, ρ, , and σ, then one can choose other parameters such that conditions (5), (6) , and (8) hold. Indeed, one may assume without loss of generality that the set Γ c is bounded, whence we conclude that
Let, for example, θ = ε 1/3 . Then
On the other hand, P 2 → 0 as R → ∞. Choosing R sufficiently large we obtain P 1,0 > P 2 . This means that inequalities (5) and (8) hold for sufficiently small ε. Now choosing κ and δ appropriately we prove inequality (6). 
In the set Ω I , the solution X(x, t) of equation (2) is a measurable function of the variables
) that can be viewed as a complete separable metric space; see [2] . Recall that a configuration is a locally bounded set, by definition. The elements τ , p, and ν I are jointly independent with respect to P I . Moreover, τ is uniformly distributed in I and components of the vector p are independent identically distributed random variables with the distribution
In what follows let
where F is a measurable function assuming values in R m . LetÎ = m j=1Î j , whereÎ j is the interval whose center coincides with that of I j and whose length is δ|I j |. Given some δ ∈ (0, 1) and some set Υ I ⊂ (R m ) m × C, our aim is to construct a function
Roughly speaking, the mapping K defines a transformation of the set of jump moments τ = {τ j } m j=1 that transforms the value at time t of the solution of equation (1) with the initial values y in the value at time t of the solution with the initial value x. Note that the time variable τ changes under this transformation, while p and ν I play the role of parameters. The function K defines the time-change transformation for the stochastic control discussed in Section 1. Such a control is defined in the subset {τ ∈Î} ∩ Ξ I of the probability space Ω. Here
If ω ∈ Ω is identified with a configuration of a Poisson random measure ν, then the points of {τ ∈Î} ∩ Ξ I are naturally considered as admissible configurations for a stochastic control based on the time-change transformation.
The construction of the control K is based on the differential properties of the solution X(x, t) of equation (1). Propositions 4.1 and 4.2 of the paper [2] imply that this solution as a function of the variable τ ∈ I has the Sobolev derivative
for all x and p and for almost all realizations of the random point measure ν I . Moreover
and where the stochastic exponent {E v s , 0 ≤ s ≤ r} is a matrix-valued process defined by the family of equations
.
follows. Let ε = min j |I j |. Similarly to (10), we put
Given x, t, and some γ ∈ (0, 1), assume that one can find a set Υ I and a measurable function H of the variables p and ν I that assumes values in R m×m and such that
By the implicit function theorem (see Theorem B.1 below), if κ and δ are arbitrary numbers such that
then a function K exists such that relation (11) holds. Moreover, the function K is uniquely defined by relation (11). Further reasoning is based on the change of variables formula for Lipshitz mappings (see [3, Chapter 3] ) and on the following properties of implicit functions that, given fixed y, p, and
is a Lipshitz injective mapping (see Appendix B).
Then the image of the restriction of the Lebesgue measure onÎ has density under this transformation, and the density is given by
in view of the change of variables formula. Thus the common part of the conditional distribution of F (y, t, τ , p, ν I ) and the conditional distribution of F (x, t, τ , p, ν I ) is not less than
if condition (p, ν I ) holds (see statement 1 of Lemma A.2 below). On the other hand,
and hence the common part of the conditional distribution of F (y, t, τ , p, ν I ) and the conditional distribution of
is not less than
Taking into account bound (45), we derive from this that this common part is not less than
where Υ ⊂ Υ I is a measurable set.
Let μ x,t,Ξ be the distribution of the restriction of X(x, t) to the set Ξ. Then the above estimates and statement 3 of Lemma A.2 imply the main estimate
3.2. The set Υ I and estimates for the gradient. The reasoning in the preceding section is essentially based on the assumption (15). In this section, we construct a set Υ I in such a way that assumption (15) holds. First we introduce an auxiliary notation. Letτ j be the center of the interval I j , j = 1, . . . , m, and letτ = {τ j } m j=1 . In the set Ω I , put
see (10) and (14). In other words,X is a solution of equation (1) obtained from the process Z by using the jump momentsτ 1 , . . . ,τ m instead of τ 1 , . . . , τ m (the lengths of the jumps remain the same). We also denote byÊ r s the solution of equation (13) wherê X is used instead of X. Then the rows of the matrix H(p, ν I ) are determined by the right-hand side of (12) whereτ j ,X, andÊ are substituted for τ j , X, and, E, respectively.
To satisfy condition (15), we introduce two sets of restrictions. The first of them allows one to control the norm of the inverse matrix to H(p, ν I ). First, we choose measurable functions
Another restriction we impose is that, given ρ > 0 and σ ∈ (0, 1),
in the set Υ I . 
, where the rows of the matrix Q(p, ν I ) are such that
It is known that [Ê
, whence we conclude that the result desired follows from the bound
To prove the latter bound we choose an appropriate orthonormal basis {e j } in R m .
Namely, let e 1 be a vector collinear to [Êτ
), while the other vectors e j , j ≥ 2, are such that
Then Q (p, ν I ) is a lower-triangle matrix in this basis which helps to construct an iterative procedure to estimate the norm of its inverse matrix. First, we rewrite the matrix Q (p, ν I ) in block form as
where C m−1 is the restriction of C m to the subspace generated by e 1 , . . . , e m−1 and where v m is the projection of Q m (the m-th row of the matrix C m ) to this subspace,
. The estimates for the restrictions C j of the matrix C m to the subspaces generated by e 1 , . . . , e j are given similarly:
Finally, we have for j = 1 that 
where we used the inequality c j ≤ e tA 1 . This implies that
Using the induction we prove the estimate
The second set of restrictions mentioned above allows us to control the deviation
The partition (4) generates a representation of the Lévy process (1) in the form of two independent components, Z = Z 1 + Z 2 , where
uν(ds, du).
We require that
for a given θ > 0. Moreover, we require that
for given > 0 and R > 1. Recall that ε = min j |I j |.
Lemma 3.2. Let conditions (22), (23), and (24) hold. Then
The constant C is defined in Section 2.
Proof. The rows of the matrix G (x, t, τ , p, ν I ) are such that
The rows of the matrix H (p, ν I ) are written similarly if one substitutesτ ,X, andÊ for τ , X, and E, respectively. This means that one only needs to prove that the inequalities
hold for arbitrary (τ 1 , . . . , τ m ) ∈ I.
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It is clear that: 
we used bounds (22) here.
It follows from 1)-5) that
under additional assumption (26). Similarly to (12), we obtain
for all r which together with bounds 1) and 2) implies that
where we used the inequality |τ j −τ j | ≤ |I j |/2. Note that assumption (26) holds with
in view of (28) and (24), whence 
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Applying (28) and (31) with r =τ j together with bounds 1), 2), and 5) we obtain
The latter inequality and (29) imply (25).
Completion of the proof of Theorem 2.1. Put n = [t/(mε)] and
Similarly to Section 3.1, let τ (k) be the moment that the first jump occurred in the interval I (k) such that the length of the jump p (k) belongs to the set Γ. Also letτ (k) be the middle point of the interval I (k) . Now we define the stopping times υ j , j = 1, . . . , m. Let υ 1 be the minimal k ≤ mn such that
We put υ 1 = +∞ if such a value k does not exist. For j = 2, . . . , m, denote byX the solution of equation (1) (k) . Now let υ j be the minimal number k such that k ≤ mn, k > υ j−1 , conditions (32) hold, and
Again, we set υ 1 = +∞ if such a value k does not exist. Next we split the set {υ m < +∞} into disjoint parts
HereX denotes the solution of equation (1) for which the jump moments τ
of the process Z are replaced withτ
It is clear from the construction that
and that the set Ξ k 1 ,...,k m is of the form (17). For an arbitrary y ∈ B κ (x), estimate (18) implies that
Note that the Ξ k 1 ,...,k m are disjoint: hence
This allows us to apply statement 2 of Lemma A.2 and to conclude that
Estimate (28) implies that
Now Theorem 2.1 follows from the following auxiliary result.
Proof. It is clear that
The probability P(υ 1 > n) is easy to estimate. Indeed, the random event υ 1 > n is the intersection of n events, where the event of index k is defined as a collection of those elementary events where at least one of the conditions in (32) does not hold. Put
. Given the σ-algebra F ε k−1 , the conditional probability that all conditions in (32) hold is not less than
, and
, and the distribution of
Then we apply the Doob maximal inequality for the submartingale
and obtain
On the other hand, the inequality
Applying Doob's inequality again we prove that
The latter bounds and the inequality 1 − z ≤ e −z , z ≥ 0, imply that
Similarly we show that
for an arbitrary j = 2, . . . , m. Multiplying the latter inequalities and recalling that n = [t/(mε)] we complete the proof.
The exponential ergodicity for processes with Lévy noise
Let the symbol Q stand for the set of f ∈ C 2 (R m ) for which the function
is locally bounded. For f ∈ Q, put
The following result is proved in [1] (see Theorem 1.1 therein). For a given probability measure μ in R m , put
Theorem 4.1. Assume that the following two conditions hold.
For an arbitrary
2. There exist a function ϕ ∈ Q and constants α > 0 and β > 0 such that
Then the process X has a unique invariant distribution π. Moreover, there exist positive constants C 1 and C 2 such that
for an arbitrary probability measure μ.
Explicit expressions for the constants C 1 and C 2 are given in the proof of Theorem 1.1 of the paper [1] . These constants are expressed in terms of the function ϕ and variable δ(T, R). Our aim is to provide similar expressions in terms of the Lévy measure Π of the process Z in equation (1) 
Then inequality (34) holds with
Example
Let the process Z(t) in equation (1) be of the form
where the Lévy measure Π is such that
Let the function a satisfy the following dissipativity condition: a(0) = 0 and there exists a constant A 3 > 0 such that
for all x, y ∈ R 2 . We prove, under conditions (37) and (38) , that the solution of equation (1) satisfies all the assumptions of Theorem 4.2, find explicit values of the constants α and β, and derive a lower bound for ς.
We have for the function f (x) = |x| 2 , x ∈ R 2 , that
Condition (38) implies
that is, (33) holds with α = 2A 3 and β = R 2 |u| 2 Π(du). Next we find the estimates for P 2 and χ. Put q 1 = R − 1 2 mεA 1 e tA 1 . Then
By assumption, Z is a martingale, that is, |Z| is a submartingale. Thus Doob's maximal inequality implies
Consider the function
The function a satisfies the linear growth condition:
The Gronwall lemma implies that
We consider the case of |x| ≤ R 0 . Then Below we exhibit the above general results and find explicitly the constants C 1 and C 2 for a particular function a, Lévy measure Π, and for some constants involved in conditions (5) and (6) Let a(x) = −x, x ∈ R 2 . Then A 0 = A 2 = 0 and A 1 = A 3 = 1. Let the Lévy measure Π be concentrated in the ring Γ = {u ∈ R 2 |1 < |u| ≤ 2} and let Π(Γ) = Π 1 = 5. One can put ρ = 1 and = 2. We also assume that R 2 |u| 2 Π(du) = 10 and that Π 2 = 1 for σ = 1 √ 2 . The above results yield α = 2 and β = 10 in the case under consideration. Since Π(Γ c ) = 0, we get θ = 0. Now we choose R 1 and c such that condition (36) holds, namely R 1 = 5 and c = 1/2. Put t = 1 and R 0 = 4. In order that the right-hand side of inequality (40) be positive for large t 1 , it is necessary that R 2 0 > β/α = 5. Let R be such that P 1,0 > P 2 , namely R = 60. Put δ = γ = 1/2. Then we choose ε satisfying condition (5), namely ε = 10 −5 . After this we choose κ satisfying condition (6), namely κ = 5 · 10 −9 . Finally, we choose t 1 such that the right-hand side of inequality (40) is positive, namely t 1 = 22. Then the constants C 1 and C 2 are such that C 1 = 22.97918651, C 2 = 0.11936229.
