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1. Introduction 
We study the distribution of solutions of the polynomials associated with the 
characters of SU(n). 
In [8,9, 10] we have studied the infinite graphs and their infinite incidence 
,--~- associated with some algebraic equations of fixpoint type. In this paper we 
apply these results to the study of the characters of the special unitary group of 
degree n. 
The graphs and the infinite matrices are derived from automaton theory (e.g. [9]). 
Regarding an algebraic equation of fixpoint type as a context free grammar, we 
construct a pushdown automaton. Then the infinite graph is constructed as follows: 
the vertices represent configurations of the pushdown automaton and each edge 
represents the transition of the configuration on an input. 
The characteristic equation of the recurrence that the characters of SU(n) satisfy 
is an algebraic equation of fixpoint type. We construct he infinite graph and its 
incidence matrix from the equation. Then the characters of SU(n) are viewed as the 
pro~e_ equations of the northwest corner truncations of the infinite incidence 
mazT:),. 
The main results fall in two theorems (Theorem 3.1 and Theorem 3.2). Theorem 
3.1 shows the Perron-Frobenius theory of the polynomials associated with the 
characters of SU(n). Theorem 3.2 shows that if n >_ 3, the zeros of the polynomials 
are dense in some domain in the plane. When n = 2, the polynomials associated with 
the characters of SU(2) are Chebysev polynomials of the second kind over the 
interval [ -2,2] .  Then the zeros of these polynomials are dense in the interval 
[-2, 2]. Thus Theorem 3.2 is an extension of this result. 
Gut proofs make use of the algebraic theory of automaton theory [4], especially 
the generating function theory of automata [6], and also the theory of countable 
nor-=egative matrices [7]. 
5e paper breaks up into six sections. Section 2 presents the definition of poly- 
non:ials associated with the characters of SU(n) and shows the relation between the 
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polynomials and the proper equations of the truncations. Fig. 2 illustrates the poly. 
nomials in the case n = 3. In Section 3 we state Theorem 3.1, Theorem 3.2 and a 
preliminary result (Proposition 3.1). Section 4 contains the proof of Proposition 
3.1. Section 5 contains the proof of Theorem 3.1 and Section 6 contains the proof 
of Theorem 3.2. 
2. Polynomials associated with the characters of SU(n) 
Let M be an element of the special unitary group of degree n. It is known that 
the matrix M is conjugate to the normal diagonal form U- ~MU where U is an ap- 
propriate lement of SU(n). Let e, be the i-th diagonal element of U- IMU.  Then 
leel = 1 and U- IMU can be written in the form: U-1MU={ev},  where e,i=ei, 
% =0 ( i~ j ) .  Then 
Let 
det (E -  IM)  = (1 - elt ) . . .  (1 - ent). 
det(E- tM) = qo  - q~t  + q2  t2  + . . .  + ( -  1)nqnt n. 
Then q, is the fundamental symmetric function of degree i of  the diagonal element 
ej. Clearly qn = 1. 
We define the sequence of polynomials S,, in the recurrence quation: 
So=l ,  S_l =S_2 = . . . .  S_n+l  =0,  
Sm-q lSm_ l+ ' "+( -1 )nqnSm_n=O,  for m_>l. 
Then it is known in [11, Chap. 7] that S m equals the character g/m(M) of the 
matrix M. 
We define the polynomials associated with the characters of SU(n). Hereafter we 
regard the symbol qi (l <_i<_n- 1) as a free variable and we set 
x=-q l ,  y~_l=qi  (2_i___n- 1). 
By replacing qi's by x and y,'s, we obtain a polynomial in x, Yl, ... ,Yn-2 from 
( -1)mSm . We denote the polynomials by Dn~,. Clearly 
# __ # # # # 
Dm+ n - xDm + n - 1 --  Y l  Dm+ n - 2 . . . . .  Yn  - 2 Dm+ 1 - D in ,  
Let 
= - # =0. (2.1) D~ = 1, D~-I . . . .  D-n  + 1 
u = 1/x. (2.2) 
We associate (2.1) with the following equation 
X = uX n +yn_2uX n- 1 +. . .  +Yl uX2 + u. (2.3) 
According to [8,9], we construct from (2.3) the infinite graph in Fig. 1. Regarding 
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Fig. 1. The infinite graph associated with (2.3). 
the equation (2.3) as a context free grammar, we construct a pushdown automaton 
PA as follows. 
PA=({q},{X},g)  
where 
(1) q is a state,  
(2) a pushdown symbol X, 
(3) a transition g" {q}x{X} x{u}~R[Y l , . . . , yn -z ] [{q}  xX*] defined by the 
following, 
n-2  
g(q, X,  u) = ~ Yk (q, Xk  + J ) + (q, Xn)  + (q, 1), 
k=l  
where 1 is the unit element of X*. The transition diagram of the pushdown auto- 
maton PA is represented in Fig. 1. In the graph the vertices represent configurations 
(q, X k) of the pushdown automaton and edges represent ransitions among the 
configurations on the input u. The vertices X 's  are ordered as X '<X '+ ~. 
Let uA be the infinite incidence matrix associated with the graph. That is, 
A = [aij], 
a , :=y j_ ,  if l <_ j - i<_n-2 ,  
a,~=l i f j= i+n-1  or j= i -  1, 
a,j = 0 otherwise. 
Let An, be the m ×m northwest corner truncation of the infinite matrix A. We 
define the po lynomia ls  din(u) by 
din(u) = det(Em - uAm),  (2.4) 
where Em is the unit matrix of degree m. It is shown in [9] that for these poly- 
nomials the following recurrence holds. 
dm+ ~ (u) = d m + n - 1 (u) - Yl u2 dm + n - 2(u) . . . . .  Yn - 2 un - I din + 1 (u) - un dm (u), 
do =1, d_ l= . . . .  d n+ 1=0. 
L follows from (2.1) and (2.5) that 
(2.5) 
D~ = xm dm(1/x).  (2.6) 
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Then from (2.2) and (2.4) we have the following proposition. 
Proposition 2.1. 
D~m = det(xE m - A m). 
For the sequel we confine ourselves to the following case: 





the assumption (2.8), the polynomial Dm~becomes the polynomial 
Dm(x , 3') in two variables x and y. The polynomial Din(x, y) is called the polynomial 
associated with the characters o f  SU(n). 
I -  
15 D 2 
~ . / . /~  
D 3 D 4 D(x,y) 
Fig. 2. The graphs of Dm(X,y)=O, (m=2,3,4) and D0,,y)=0. 
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In this case, the recurrences (2.1) and (2.5) are expressed as 
D m + ,7(x, y )  = xDm + ,, _ i (x, y )  - YDm + I (x, y )  -Dm (x, y ) ,  (2.9) 
dm+ n (u) =dm + n -  ~ (U) -- yun-  ) dm ~ 1 (u) - un d, n (u). (2.10) 
The equation (2.3) is expressed as 
X = uX n + yug  n - 1 + u. (2.11 ) 
?-gr instance, we consider the case that n = 3. 
9 = X3 D 1 =x,  DE=x- - -y ,  D 3 -2xy-  l, 
D4 = x 4 - 3x2y  - 2x  + y2 . . . . .  
In this case, the characteristic equation of the recurrence (2.9) is written in the form 
S 3 -xS2+yS+ 1 =0. 
Let 
F=sa-xS2+yS+ 1, F '=3S2-2xS+y.  
We denote the resultant of F and F '  by D(x ,y ) .  Then 
D(x ,  y)  = - -x2y  2 + 4y 3 - 4X 3 + 27 + 18xy. 
The branches of the equations D, , (x ,y )=O (m=2,3,4)  and D(x ,y )=O are 
depicted in Fig. 2. 
We consider the case of SU(2). It is easily observed that in this case, (2.1) is ex- 
pressed as 
Om+ 2 (x )  = xD m + 1 (X)  - -  D m (x), Do (x) = 1, D_  I (x) = O. 
It is known in e.g. [3, p. 25] that the Chebysev polynomials Um(x)'s of the 
second kind satisfy the recurrence 
Um(X)=2xUm_I(X)--Um-2(X), U0(x) = I ,  U- I (X) = 0. (2.12) 
Therefore we have Din(x )= Urn(x~2). Thus the polynomials Dm(x) ' s  are identical 
with the Chebysev polynomials of the second kind over the interval [ -2,2] .  
Since U,,,_ l (cos 0) = sin mO/s in  O, the zeros of Din- 1 (x) are 2 cos( jn /m) ,  j = 
1 .... ,m-1 .  Therefore the largest positive zero of D,,,_ l(X) is 2 cos(n/m). Thus 
l im, ,~ 2 cos(n/m)= 2 .2  is a branch point of the characteristic equation of (2.12). 
Further the zeros of D,n(x)'s are dense in [-2,2].  
In this paper we extend these facts. 
3. Statement of  theorems 
We consider the characteristic equation of the recurrence (2.9) which is written 
iF the form 
S n -xS  n-~ +yS+ 1 =0. (3.1) 
320 K. Uchimura 
Let F be the left hand side of (3.1). That is, 
F=Sn-xS  n-l + yS+ 1. 
And let 
F '= nS n- ] - (n - 1)xS n -2 + y. 
We denote the resultant of F and F '  by D(x, y). We study the zeros of the resultant 
D(x,y) in the domain {(x,y) Ix>0 and y>0}.  This domain is denoted by R 2. 
To state Theorems 3.1 and 3.2, we need a specific function x =p(y) which appears 
in the following proposition. The proof of the proposition will be given in Sections 
4 and 5. 
Proposition 3.1. Let n be the degree of  the special unitary group. 
(1) l f  n is odd, D(x,y) =0 determines only one branch in R 2 . This branch is ex- 
pressed as x = p( y). 
(2) I f  n is even, D(x, y)= 0 determines two branches in R 2 . These are symmetric 
with respect o the main diagonal. These two branches intersect at only one point 
(Xo, Xo). One o f  the branches is expressed as x =p(y) and satisfies the following. 
(a) l f  O< y<x o, then y<p(y) .  
(b) I f  xo< y, then p(y )< y. 
Next we consider a particular branch of Dm(x,y)=0. From Proposition 2.1 we 
have 
Din(x, y) = det(xEm - Am(Y)). (3.2) 
If y -0 ,  then Am(Y) is a non-negative matrix. Hence there exists the Perron- 
Frobenius eigenvalue of Am(Y). We denote the eigenvalue by Pro(Y). The equality 
(3.2) implies 
Dm(Pm(y ),y) = O. 
Thus Pro(Y)=x is a branch of Din(x, y)= 0 for y>_0, which will be considered in the 
next theorem. 
Theorem 3.1. (1) Let y>0. Then 
pm(y)<_pm+](y) and lim pm(y)=p(y) .  
m---~oa 
Further p(y) equals the convergence norm of  A(y).  
(2) Let Yl >Y2 - 0. Then 
Pm(Y2)<Pm(Y]) and p(y2)<_p(yl). 
We set G = {(x, y) lO<x<p(y) ,  0_<y}. Then we have the following theorem. 
Theorem 3.2. Let O<_k<n-1.  Let wo=exp(27ri/n ). Let 
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and 
Gk= {(xwg, ywg-k ) l (x ,y )eG} 
Zk= {(xwg, yw~' -k ) l (x ,y )eG and 
Dm(XWg, ywg -k) =0, for  some m >_ 1}. 
Then the set Z k is dense in the domain Gk. 
Besides any element o f  the form (p(y)wg, yw~- k), y > O, o f  the boundary o f  Gk 
is . ~oiution o f  D(x, y) = O. 
4. Proof of Proposition 3.1 
To prove Proposition 3.1, we need some analysis of the singularities of (3.1). First 
we shall transform (3.1) into 
T n -  T n- ~ +azT+z=O.  (4.1) 
Then we define the quantity R(a) and show the relation between z=R(a)  and a 
branch of D(x, y) = O. 
:~ ezall that (3.1) is written as 
S n_xS  n-I +yS+ 1 =0. 
Set xy = a. Then 
S" -xS  "-1 +(a/x)S+ 1 =0. (4.2) 
Let T=S/x .  Then (4.2) is transformed into 
T n -  T ''-1 +aunT+un=O. (4.3) 
Here u= 1/x. Set z=u".  Then (4.1) follows. Let f be the mapping from R~ onto 
R~ ~tefined by 
f(x,  y) = (a, z), (4.4) 
where a=xy,  z=u n= l /x  n. Then it can be easily seen that f is a bijection. 
Next we define the quantity R(a). In the first place we prove the following lemma. 
Set 
H = T n - T" - 1 + azT+ z. 
Lemma 4.1. Let a be a f ixed positive number. Let z be a positive number. 
(1) [ f  n is odd, then H has no extremal points or two extremal points. The values 
of  T corresponding to the extremai points are positive. 
5f n is even, then H has one or three extremal points. When the number o f  the 
c~. ~'emal points is one, the value o f  T corresponding to the extremal point is 
negative. When the number is three, one value o f  T is negative and other two values 
of  T are positive. 
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(2) I f  the minimal value exists in the domain { T I T>0},  then the value increases 
as z increases. 
I f  n is even, the minimal value always exists in the domain { T I T< 0} and the 
value decreases as z increases. 
Proof.  Assertion (1) is obtained by considering the derivatives H '  and H" of the 
function H. The proof of (2) is straightforward. [] 
When z = 0, H is written as T n - T n- !. Then the minimal value of T" - T n- l is 
negative. Therefore from Lemma 4.1 we have the following. 
Lemma 4.2. There exists a positive number R(a) satisfying the fol lowing properties. 
(1) l f  O<z<R(a),  then H=0 has exactly two positive solutions. 
(2) I f  z = R(a), then H = 0 has a positive multiple solution. 
(3) I f  R(a) < z, then H= 0 has no positive solutions. 
Note that 
H= T n - T n -  1 + azT+ z, 
H '=nT n - l - (n -  1)Tn-2 +az. 
Let D(a, z) be the resultant of H and H'.  Then we have the next lemma. 
Lemma 4.3. 
where 
D(a, z) = z n-  2g(a, z), 
g(a, z) = (1 - n) n- l anz2  + c (a )  Z - (n  -- 1) n -  1, 
c(a) ~ R[a], and c(O) = n n. 
Proof.  Let M(a, z) be the (2n - 1) × (2n - 1) matrix obtained from coefficients of H 
and H '  such that det(M(a, z)) = D(a, z). It is clear that any (i, j ) -component of M(a, z) 
with j_< n -  1 is a real number and that any (i, j)-component of M(a, z) with j_> n + 2 
is 0, z or az. Therefore we have 
D(a, z) = z n- 2g(a, z), 
where 
g(a, z) = Co(a) z z + cl (a) z + c2(a), 
c,(a)eR[a], 0_i_<2. 
To determine co(a) and c2(a), we need the next proposition. 
We consider the function 
K=aoTn +a lT  n-1 +... +an_iT+an, 
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where the a,'s are indeterminate elements. We associate the function K with the 
graph GK. (See Fig. 3.) The resultant of K and K' is a polynomial D(ao,..., a n) in 
a0, ..-, an. Then the following proposition is known in [10]. 
,/, ak_ 2 ; 
ak-1 
k+l T 
-I ak-I ak-i 
Fig. 3. The graph GK. 
Proposition 4.1 [10]. Any term o f  D(ao,...,an) represents a path from T to 
T '-'~×(n-1)+1 of  length 2n-1  in the graph GK. Besides, i f  m>n,  then (ai) m 
(O~l<_n) is not a factor o f  any term of  D(a o, ...,an). 
We apply this proposition to the function H. Thus we put 
ao=l ,  a l=- l ,  a2-~...=an_2=O, an_l=aZ, an=Z. 
(az)nl n-1 represents a path from T to T (n- l~×cn-1)+l in the graph GK. But any 
term (az)lzJlk( - 1) 'n with i+ j+ k+ m = 2n-1 ,  l< j  and i+ j= n, cannot represent 
any path from T to Ttn- l)×(n - 1)+ 1. Therefore 
co(a) =Co an, where c0 is real. 
Similarly we can easily prove that 
c2(a) = cz, where c2 is real. 
B3 the fundamental properties of determinants, we can easily prove that 
c0=(1-n)  n - l , c l (0 )=n n, and c2=- (n -1)  "-1 
This completes the proof of Lemma 4.3. 
It follows from Lemma 4.2 that for any fixed positive a, there exists at least one 
positive value of z such that D(a, z) = 0. Thus from Lemma 4.3, we get the following 
le-~ma. 
Lzmma 4.4. Let a be any positive number. Then there exists exactly one positive 
value o f  z such that D(a, z) = 0 i f  n is odd. And there exist exactly two positive values 
of z such that D(a, z)= 0 i f  n is even. 
324 K. Uchimura 
Now we study the relation between z= R(a) and a branch of D(x, y)= 0. In the 
first place we deal with the case that n is odd. 
It is obvious that the unique positive value of z satisfying D(a, z) = 0 equals R(a). 
Let f be the bijection defined in (4.4). Then 
f -  1 (a, R(a)) = ((R(a))-l/n, a(R(a))l/n). 
Set x0 = (R(a)) -I/n and Y0 = a(R(a)) 1In. Then there exists a multiple solution of S of 
the equation 
S n_xoSn-  1 +yoS+ 1 = O. 
Therefore (x0, Y0) is a solution of D(x, y)= 0. Conversely, if (x, y) is a solution of 
D(x, y) = 0, then f (x,  y) is a solution of D(a, z) = O. 
It is obvious that D(a, z)= 0 determines only one branch in the domain R ~ +.  
Therefore we have the following proposition. 
Proposition 4.2. I f  n is odd, D(x, y) determines only one branch in RZ+. 
In Section 5 we shall show that this branch of D(x, y)= 0 is written as x=p(y).  
Next we deal with the case that n is even. It follows from Lemma 4.4 that there 
exist two positive values of z such that D(a, z) = 0, for any positive number a. Thus 
D(x, y)= 0 determines two branches in the domain R 2. Let two positive values of 
z such that D(a, z) = 0 be A(a) and B(a). Then it follows from Lemma 4.1, (2), that 
A(a) and B(a) correspond to the multiple zero of H in {T I T>0} and the multiple 
zero of H in { T I T< 0}. We study the this correspondence in detail. We assume that 
A (a) <_ B(a). 
Lemma 4.5. (1) I f  a is a sufficiently small positive number, then 
R(a) = A(a). 
(2) I f  a is a sufficiently large positive number, then 
R(a) = B(a). 
Proof. Note that 
H= T n - T n- 1 + azT+ z. 
(1) We assume that a is a sufficiently small positive number. Set 
Zo = ((n - 1)/n) n- l /n. 
Then the function T n -  T n l+z  o has a multiple zero in {TI T>0} and has no 
negative minimal values in { T I T<0}. Then by considering the function 
T n _ Tn - l  +azoT+zo, 
we can prove A(a) = R(a) < B(a). 
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(2) We assume that a is a sufficiently large positive number. Let Zo be the suffi- 
ciently small number such that 
aZo = ((n - 2)/(n - 1)) ~-2/(n - 1). 
Then the function T n -  Tn - l+azo  T has a multiple zero in {T l T>0} and has a 
negat!ve minimal value in {TI T<0}. Then by considering the function 
T n _ T n - 1 + aZo T+ z0, 
we can prove A(a) < B(a) = R(a). 
This completes the proof of Lemma 4.5. [] 
Therefore there exists at least a positive number a0 such that A(ao)= B(ao). When 
a=ao and z=A(ao) ,  the function H has a multiple zero in {TI T>0} and a multi- 
ple zero in { T I T > 0}. 
Lemma 4.6. l f  O<a<ao,  then R(a)=A(a)<B(a) .  
U 0< a0< a, then A(a) < B(a) = R(a). 
Proof. We assume that 0<a<a0.  Let z=aoA(ao)/a.  Then z>A(ao) .  Thus the 
function 
T n _ T n- 1 + azT+ z 
has no real zeros. Therefore it follows from Lemma 4.1(2) that A(a) = R(a) < B(a). 
Next we assume that 0<a0<a.  Let z=aoA(ao)/a.  Then z<A(ao) .  Thus the 
function 
T n _ T n- 1 + azT+ z 
ha,~ . :,o negative minimal values. One is in { T[ T>0} and another is in { T[ T<0}.  
Therefore from Lemma 4.1 and Lemma 4.2, A(a)< B(a)= R(a). This completes the 
proof of Lemma 4.6. [] 
There exists only one positive number a0 such that A(ao)= B(ao). Thus two bran- 
ches of D(a, z)= 0 intersect at the point (a0, R(ao)) in R 2 . Therefore we have the 
following. 
Proposition 4.3. l f  n & even. D(x, y )= 0 determines two branches in R~.  These two 
branches intersect at only one point.  
.vw we prove the two branches in R { of D(x ,y )=O are symmetric with respect 
to ~he main diagonal. 
We have the following. 
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Lemma 4.7. 
D(x ,y )  = n ~ - (n - 1) n- lxn + ( -  1) n- 1(n - 1) n- ly,~ 
+ c~ (xy)" -  ~ +. . .  + c~_ ~ (xy), 
where the c, "s are real. 
Proof. By Proposition 4.1 we can prove this lemma. The proof is similar to that of 
Lemma 4.3. Hence the proof is omitted. [] 
Thus the next proposition follows• 
Proposition 4.4. I f  n is even, two branches in R 2 o f  D(x ,y )=O are symmetr ic  with 
respect to the main d iagona l  
The remainder of the proof of Proposition 3.1 will be founded in the next section. 
5. Proof of Theorem 3.1 
To prove Theorem 3.1 and Proposition 3.1, we need some preparations. In the 
first place we define generating functions associated with infinite graphs. We con- 
sider the graph G5.1 associated with the following equation obtained from (2.3) 
under the assumption (2.8): 
X= uX n + yuX n-  l + u. (5.1) 
The graph G5.1 is depicted in Fig. 4. 
LI U 
/1 X X 2 X n 1 X X 3 x2n - 2 • o • - . ° . - 
u u u 
Fig. 4. The graph G5.1. 
We define the generating function P(1, 1)(y)(u) associated with the graph by 
P(1, 1)(y)(u)= ~ w(h), 
h 
where h is a path from X to X in the graph and w(h) represents the product of the 
weights of edges of h. Then P(1, 1)(y)(u) is a formal power series in y and u. It is 
known in [9] tha if y is a positive number, then the radius of convergence of 
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p(1, 1)(y)(u), denoted by r(P(1, l)(y)(u)), is not equal to zero. Then P(1, 1)(y)(u) 
becomes a genuine power series. 
Let u A(y) be the incidence matrix associated with the graph G5.1. Then it is 
known in e.g. [7] that P(I ,  1)(y)(u) equals the (1, l)-component of the matrix 
V ~ (uA(y)) m. 
Now we set 
y = au ,  
~---~- is a real number. Then (5.1) is expressed as W*.-'- - a 
X= uX n + au2X n - 1 q._ U. 
(5.2) 
(5.3) 
The graph G5.3 associated with (5.3) is depicted in Fig. 5. In the graph G5.3, the 
auxiliary vertices, denoted by V' (i >_ 1), are introduced. The vertices of the graph 
are ordered as follows: 
X'<V'<Xt+I<V t+l for i_>l. 
t l  U 
X X 2 X n -1  X n X 2n-3  X 2n-2  
U U U 
Fig. 5. The graph G5.3. 
Then we denote by uA ^  the incidence matrix of the graph G5.3 with this order of 
vertices. Then 
det(E2m+ 1 - uA'~m+ l) =det(E2m+2 - uA~_m+2), for m_>0. 
Ykerefore we consider only the polynomials det(E2m+l-uA~m+l), O<_m. We 
denote the polynomial det(E2m_ l -UA~m-i) by d~,,(u). For these polynomials the 
following result is known in [9]. 
Proposition 5.1 [9, Theorem 3.7]. Let a be a positive number. I f  the limit of  
{dm(u)/dm+ l(u)} exists for some u>0,  then the limit equals P(1, 1)(au)(u). 
We note that under the assumption y = au we construct he graph G5.3, so that 
the length of any cycle in the graph is divisible by n. (The period of G5.3 is equal 
to 7,.) Therefore d*(u) is an element R[un], (see [21). Thus d*(u) is written as 
d~' ,.:~ ). 
A 7:om now on we denote the polynomial det(E2m_ l-UA2m-1) by d*(u"). 
Now we shall prove the following. 
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(1) If  y = au, a > 0, u > 0, and 0 < u n < R(a),  then the sequence { d*  (u ~) /d*  ÷ l (u")} 
has a limit. 
(2) If  y = au, a > 0, u > 0, and u n > R(a),  then the sequence {d*(u  n ) /d*  + l (un)} is 
divergent. 
In Section 4 we have defined z = u n and 
Then 
H= T n - T n-  1 + azT+ z. 
H '=nT n-1 - (n -  1 )T" -2+az .  
In the first place we prove the assertion (1). We assume that y=au,  a>0,  u>0,  
and O<z<R(a) .  Since O<z<R(a) ,  it follows from Lemma 4.2 that H has exactly 
two positive zeros. We denote the largest one among these zeros by P. Clearly 
H(1)=az+z>O and H ' (1 )= l+az>0.  
Then 
0<P< 1. (5.4) 
Let u m = d*m(Z)/d,* ~ l(Z). 
Lemma 5.1. We assume that  y=au,  a>O,  u>O,  and  O<z<R(a) .  Then 
l<_urn<_Um+i<_l/P, fo r  any  m>_O. 
There fore  the sequence  {d*(z ) /d*+l (z )}  has a l imit. Besides d*(z )>0.  
(5.5) 
Proof .  By induct ion on m. From Lemma 2.4 in [9], we have 
d*m + n = d*m + - azd*m + - zd*m,  (5.6) 
d~'= 1, d_*~ = . . . .  d_*n+ 1=0. (5.7) 
Divide the equat ion (5.6) by d*+n_  1. We get 
urn+,,_ 1 = 1/(1 - azurn + n_ 2 " .  urn+ 1 -- ZUm + n_ 2 "'" Urn), (5.8) 
U_l  =0,  U 0 . . . . .  Un_3= 1. (5.9) 
Then u, ,_ := 1/(1 -az ) .  Since l / P> 1 and p~_p~- i  +azP+z=O,  it follows that 
1/(1 - az) < 1/(1 - az /P  n-2 _ Z /pn  - 1 ) = 1/P .  (5.10) 
Besides 1 -az>P>O.  Therefore the inequality (5.5) is valid for n =0, ..., n -2 .  
We assume the inequality (5.5) proved for any k<__m + n-  2. Then from (5.8) we 
have Um+,~-1 < 1/(1 - -az /pn-2 - -Z /Pn-1)= 1 /P .  Also 
urn +n- 1 -> 1/(1 - azurn+n_3 . . .  Urn - ZUm+n_  3 " "  u m_  1) = Urn+n-2" 
Thus (5.5) is valid for any m>_0. Therefore the sequence {urn} has a limit. Clearly 
d*(z)  > 0. [] 
Next we prove the assertion (2). To prove this we need a lemma. 
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Lemma 5.2. For any m>n-  1, every zero o f  d*(z) is positive and the zeros o f  
d,*(z) and d*+ l(z) mutually separate each other. 
Proof. The polynomials d*(z) satisfy the recurrence (5.6) and (5.7), that is 
d* +. = d* +._,  - azd* +1 - Zd*m, 
d~=l ,  d* 1 . . . . .  d_*n+l=0. 
Th. ~ "_t is clear that the degrees of d*tn_l)+: (0<j<n-2)  are equal to m and the 
sigz~ 9f the leading coefficients of  them are ( -1 )  m. Clearly d* (0)= 1, for any 
rn_>0. 
In order to prove this lemma, it suffices to show the following properties. Let the 
zeros of d*  be Zm, I....  , Zm, s, with s = [m/ (n -  1)]. Then 
(a) O<Zm, l•Zm, 2<'"<Zm,  s. 
(b) Zm+n,t (Zm+n-  l,t < "'" <Zm+ l,t < Zm+n,t+ 1- 
We prove these properties by induction. Clearly (a) and (b) hold for d* 
(n - ! _ m _<_ 2n - 2). Assume these properties proved for all d~' (n - 1 < k< m + n - 1). 
T? -  
d* +n(Zm+.-1,1) = -aZm+.-1, ld*+l(Zm+n-I, 1) -Zm+n-1, Id*(Zm+n-1, l) <0.  
Therefore Zm ~.. l <Zm+n- 1, I" Similarly 
d*+n(Zm+ l, I) =d*,. , ,_ l(Zm+ 1, 1) --Zm+ 1, id*(z.,+ I, l )<0 .  
d*+n(Zm+n-l,2)>O, d7 ~n(Z,nq 1,2)>0. 
By this way, we can easily prove that all zeros of d*+,  are positive and that these 
zeros satisfy the property (a). It can be also easily proved that these zeros satisfy 
the property (b). [] 
• 3w we prove the assertion (2). It is described as the following lemma. 
Lemma 5.3. I f  y = au, a > O, u > O, and z > R(a), then the sequence {d*(z)/d*m +I (z)} 
is divergent. 
Proof. Suppose the sequence has a limit. We denote the limnit by W. Then from 
(5.8) we have 
W= 1(1 -azWn-2-zWn- l ) .  
Therefore the number 1/W is a solution of  the equation 
T n - T n - 1 +azT+z=O.  
Si.~,ze z>R(a) ,  it follows from Lemma 4.2 that the equation has no positive solu- 
tions. Since W is the limit of  the sequence of real numbers, W is a real number. 
330 K. Uchimura 
Hence W is a negative number. Then there exists a positive integer m0 such that 
dm(z)/d~,+l(z)<-co<O, for any m>mo. (5.1I) 
On the other hand we know from the property (b) in the proof of Lemma 5.2 that 
Zm+n,t<Zm+n_l,t<"'<Zm+l,t<Zm+n,t+l, (n_  3). 
Therefore from (5.11) we have a contradiction. [] 
Our next step is to prove the equality 
r(P( 1, 1 )(au)(u)) = (R(a)) l/n. 
To prove this we need some lemmas. 
(5.12) 
Lemma 5.4. Let z be an arbitrary complex number and a>_ O. Let r exp(iO) and 
r exp(ir) be two solutions of  the equation 
T n -  Tn- J+azT+z=O. (5.13) 
I f  z is a real number, then O=r or O=-r .  I f  z is not a real number, then O=r. 
Proof.  Let TI = r exp(iO) and T2 = r exp(ir). Then 
z=(T1 " -1 -  T~n)/(aT1 + 1) = (T2 n - I -  T~ )/(aT2 + 1). 
Since 17"I I= [ T2[, it follows that 
I1 -  7"11/11 +aT,[ = I 1 -  T2[/] 1 + aT2l. (5.14) 
Here we consider the Moebius transformation f defined by 
f(w) = (1 - w)/(1 + aw). 
We denote the circle w~V = r 2 by Cl. Then TI and 7"2 are points on C1. By the 
Moebius transformation f we transform the circle C1 into the circle f(C~). 
I f  rE:# 1 and a2r2=/: 1, then the centre of the circle f(C~) is a point on the real axis 
and is not equal to the origin. Therefore it follows from (5.14) that 
(1 - T~)/(1 + aT1)= (1 - T2)/(1 + aT2). (5.15) 
Thus by considering f - l ,  we have 
TI= T2 or TI= T2. 
Similarly we can prove that T1 =-~2 or T1 = T2 for the case that r2= 1 or a2r2= I. 
We consider the case that z is not a real number. We suppose that 7"1 and T~ are 
solutions of (5.13). Then 
T~-  T['- I + az-~t + z=O, 
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and 
T~" - TI"- l + ag~ + ~ = 0. 
This implies T t is a real number. This completes the proof of Lemma 5.4. Z] 
From (5.6) and (5.7) we know that the following recurrence holds for d*(z). 
a*  * - aza*  - za* ,  m+n=dm ~n - 1 ÷1 
d~=l ,  d-*l . . . . .  d*,+l =0. 
The characteristic equation of the recurrence (5.16) is 




Let the solutions of (5.18) be Tl(z),..., Tn(z). Then we have the next lemma. 
Lemma 5.5. Suppose that z is not a solution o f  D(a, z) = O. 
(1) I f  O<z<R(a) ,  then we may assume 
[T~(z)l>lr,(z)l, i=2 ,  . . . .  n. 
A~,,. 
lim * * (a,n(z)/d,,. ~(z)) = I"/TI (z). 
rn~ 
(2) I f  R(a) < z, then we may assume 
}Z~(z)l=lT2(z)l>lr,(z)l ,  i=3 , . . . ,n .  
And 
T~ (z ) :  7"2 (z). 
(3) I f  z is not a real number, then we may assume 
[TI(z)[>[Tt(z)[, i=2 , . . . ,n .  
AP,~: 
lim * * (dm(Z) /d~,  + l (Z ) )  = 1 /T  l (Z). 
D l -~ Oo 
Proof. Since z is not a solution of D(a, z) = 0, (5.18) has no multiple solutions. Then 
from (5.16) we have 
d*(z) = cl TI(z) m +' "  + c~ Tn(z) m, (5.19) 
where c, is a complex number, (l_<i_<n). Since d~'=l, d_*~= . . . .  d*,~+l=0, it 
follows that c, 4:0 for all i (1 <i<__n), (see [5, p. 385]). It follows from Lemma 5.4 
that if z is not a real number, then we may assume without loss of generality that 
I T~I> I T~(z)[, i=2 , . . . ,n .  (5.20) 
Th:~ the assertion (3) follows from (5.19). 
Similarly from Lemma 5.1 and Lemma 5.4 we obtain the assertion (1). The asser- 
tion (2) follows from Lemma 5.3 and Lemma 5.4. © 
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Note that Lemma 4.3 implies the number of non-zero solutions of D(a, z)=0 is 
two .  
We assume that a is a fixed positive number. It follows from Proposition 5.1 and 
Lemma 5.1 that if O<z<R(a), then the limit of the sequence * * {dm(Z)/d~,+ l(Z)} 
equals P(1, 1)(au)(u) and it equals 1/Tl(z). 
From Lemma 5.5, it follows that ITl(un)l>lr (un) I, i=2  .... ,n, for any u in 
{ulO<u~<R(a) and u n is not a zero of D(a,z), or u n is not real}. Therefore 
l /Tl(u n) becomes an analytic function in the domain. 
Then the positive term series P(I, 1)(au)(u) is a function element at u =0 of the 
analytic function 1/T~(u~). 
Now we study the radius of convergence of the positive term series P(1, 1)(au)(u). 
It is known in [9] that the radius of convergence of P(1, 1)(au) is positive and finite. 
Lemma 5.6. The radius of  convergence of  P(1, l)(au)(u) equals (R(a)) 1In. 
Proof. Since P(1, l)(au)(u) is a function element at u=O of the function 1/Tl(un), 
P(1, 1)(au)(u) is a solution of the following equation obtained from (5.18) by setting 
t= 1/T 
1 - - t+aunt  n- I  +untn=O.  (5.21) 
Lemma 4.4 tells us that if n is odd, there exists exactly one positive solution R(a) 
of D(a, z) = 0 and that if n is even, there exist exactly two positive solutions R(a) and 
R*(a) of the equation. Thus four cases occur. 
(A) n is odd. 
(B) n is even and R*(a)= R(a). 
(C) n is even and R*(a)<R(a). 
(D) n is even and R(a)<R*(a). 
We consider the case (C). Clearly (R(a)) 1In and (R*(a)) 1/n are zeros of the 
discriminant of the left hand side of (5.21) and there exist no other positive zeros. 
If (R*(a)) l/n is a singularity of P(1, 1)(au)(u), we get a contradiction from Pro- 
position 5.1 and Lemma 5.1. Hence (R*(a)) I/n is not a singularity of P(I, 1)(au)(u) 
in this case. 
Pringsheim's Theorem states that if f(z) is positive analytic with the radius of con- 
vergence of f (z)< oo, then the radius of convergence is a singular point for f(z). 
Hence 
r(P(1, 1)(au)(u))= (R(a)) l/n, in cases (A), (B) and (C). 
In case (D), we also have 
r(P(1, 1)(au)(u)) >_ (R(a)) l/n. 
Let /,(z)= 1/T,(z), 1 <i<_n. Then 
t I (u n) = P(1, l)(au)(u), 
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for any element u in {u I l ul < (R(a)) l/~ }. We continue the analytic function t1(u") 
along two different routes C1 and C2 from Uo to u2, where 0< Uo< (R(a))l/"< u2 < 
(R,(a)) 1/~. We assume that u" is not real for any element u in Cl or C2 except 
u = Uo or u = u2. We assume C~ and C2 are symmetric with respects to the real axis. 
Let u~ be a point on the route C~. Then u~ is the corresponding point on the route 
c2. 
C 1 u 1 
u 1 
Fig. 6. The two routes C~ and C 2. 
From Lemma 5.5, it follows that Iq(u")l<lti(u")[, i=2 , . . . ,n ,  for any u in 
{u I c_; < un< R(a) or u n ~__R}. Therefore the values of the analytic function at ul and 
u-~ -~al tl(u~) and t1(u~), respectively. 
i_:z tl (u___~)=A(ul)+i B(ul), where A(ul) and B(Ul) are real. Then from (5.21) we 
have ;l(u~) = q(u~). Hence 
t,(u'~) =A(ul)  - i  B(ul). 
Thus t 1 (u~) tends to A(u2)+ i B(u2) as ul ~Uz along C1 and t I (u~') tends to A(u2) -  
i B(uz) as uj ~u 2 along C 2. 
Now it follows from the assertion (2) of Lemma 5.5 that 
and 
It,(u )l=lt2(u )l<lt,(uY)f (3_<i_<n), 
tl(u~) = t2(u~'). 
i-~ence there exists a positive number c(u2) such that ]B(u2)l>c(u2)>O. 
Therefore the analytic function tl(u n) must have a singularity between the two 
routes Cl and Cz. Therefore (R(a)) ~/~ is a singularity of the analytic function t~ (u") 
and so of the function P(1,1)(au)(u). Thus the radius of convergence of 
P(1, 1)(au)(u) equals (R(a)) I/n. [] 
Now we prove the assertion (1) of Theorem 3.1 and Proposition 3.1. 
Proof of Theorem 3.1(1) and Proposition 3.1. Let Y0 >0.  Recall that in Section 3, 
P,, ~o) is defined to be the Perron-Frobenius eigenvalue of a matrix Am(Yo). 
~w we use some results on countable non-negative matrices. From Theorem 6.8 
of ~-], we have 
pm(Yo)<_pm+l(yo), and lira Pm(Yo)=P(A(Yo)), 
m~oo 
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where p(A(Yo) is the convergence norm (cf. [7, p. 201]) of the infinite matrix 
A(yo). In order to prove the assertion (1) of Theorem 3.1 it suffices to prove the 
equality 
P(Yo) =P(A(Yo)). (5.22) 
By Theorem 6.1 of [7], it follows that 
r(P(1, 1 )(y0)(u)) = 1/p(A (Y0))- (5.23) 
First we note that P(1, 1)(Y0)(u) is a positive term series. We set 
L(Yo) = r(P(1, 1)(Y0)(u)). (5.24) 
Then the point (1/L(Yo),y o) is a singular point of P(1, 1)( y)(1/x). 
Let a=Yo/L(Yo). We consider the power series P(l, 1)(au)(u). If u<L(yo) ' 
P(l ,  1)(au)(u) is convergent. If u> L(Y0), P(1, 1)(au)(u) is divergent. Therefore 
r(P(1, 1)(YoU/L(Yo))(u)) = L(Yo). (5.25) 
On the other hand from Lemma 5.6, it follows that 
r(P(1, 1 )(you/L(Yo))(u) ) = R(yo/L(yo)) I/n. (5.26) 
Thus 
L( yo) = R( yo/L( Yo) ) l /n. 
Let f be the bijection defined in (4.4): 
f(x,y)=(a,z), where a=xy, z=u"=l/x".  (5.27) 
Then 
f(1/L( yo), Yo) = ( yo/ L( yo), R( yo/L( yo) ) ). 
Clearly { (a, R(a)) ] a > O} is a branch of D(a, z) = O. Hence { f -  1 (a, R(a)) ] a > O} is 
a branch of D(x,y)=O. Since y/L(y) is monotone increasing for y>O, it follows 
that {(1/L(yo),Yo)[Yo>O} is the corresponding branch of D(x,y)=O. Since 
L(Yo) = r(P(1, 1)(Y0)(u)), the branch of D(x,y)= 0 is written as x=p(y). 
This completes the proof of Proposition 3.1(1). 
Also it follows from Lemma 4.6 and (5.27) that the branch x=p(y) satisfies the 
properties (a) and (b) of the assertion (2) of Proposition 3.1. This completes the 
proof of Proposition 3.1. 
By the definition of x=p(y), it follows that 
1/L(Yo) =P(Y0)- (5.28) 
Then from (5.24) we observe r(P(1, 1)(Y0)(u))= 1/p(yo). Therefore (5.23) implies 
P(Yo) =p(A(yo)). This proves (5.22) and so the assertion (1) of Theorem 3.1. [] 
Now we prove the assertion (2) of Theorem 3.1. 
Proof of Theorem 3.1(2). Let 0<y2<Yt .  Then Am(Yl) and Am(Y2) are non- 
The characters of SU(n) 335 
negative matrices that satisfy 
0 < Am(Y  I) - A,n(Y2). 
Since A~(Y l )  and Am(Y2) are irreducible, it follows from Corollary 2.1.5 of [1, p. 
27] that the Perron-Frobenius eigenvalue of A,,(y~) is greater than that of A,,,(yz). 
Thus 
Pro(Y2) < P,,z( Yl ). 
~_cm (5.28), we have P(Yo)= 1/L(yo). Since L(yo) is the radius of convergence 
of P(1, l)(Y0)(u), it follows that if 0<y2<yt ,  
L(y2)>L(Y~) .  
Thus p(y2)<p(y l ) .  This completes the proof of the assertion (2) of Theorem 
3.1. 
6. Proof of Theorem 3.2 
F:rst we prove Theorem 3.2 in the case that #=0.  That is, we prove that Z 0 is 
der.,:e in the domain G. 
~,\'e suppose that y> 0. We deal with the case y = 0 later. 
In order to prove that Z0 is dense in G, it suffices to prove the following. 
Proposition 6.1. Let  a o be an arbitrary positive number. Let Z(ao) = {(x, y) e Re+ ]x y = 
a 0 and D, , (x ,y )=O for some m>0}NG,  and G(ao)={(x ,y )~RZ+[xv=ao}NG.  
Then Z(ao) is dense in G(ao). 
Let f be the bijection defined by f (x,  y) = (a, z), where a = xy, z = u n = 1/x". Then 
f (  G(ao)) = {(a, z) l a = a o, z > R(ao) }. (6.1) 
F-.~,'rt (2.9) we have 
Dm+ n (x) = xDm + n - I (x) - (a o/x)D m + 1 (x) - D m (x), (6.2) 
where Din(x) =Din(x, an~X). From (5,6) we have 
d*+ ,(u")  = d*+ ~_ 1(u") - aou" d*+ i(u") - u" d* (un). (6.3) 
Then from (6.2) and (6.3), it follows that 
=xmd*(u"). 
Note that z = u n= 1/x". Therefore in order to prove Proposition 6.1, it suffices to 
sh~ the following. 
Proposition 6.2. Let Z*(ao) = {z ld* (z )  = 0 fo r  some m >0, where d*(z) is def ined 
by (5.7) and (6.3)}, and let G*(ao) = {z[z> R(a0)}. Then Z*(ao) is dense in G*(ao). 
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To prove Proposition 6.2, we need some preparations. 
Lemma 6.1. Let the zeros of d*(z) be Zm. l, ...,Zm, s, with s= [m/(n-  1)]. Then 
d*(zrn+l,t)d*+l(zm+l,t)<O, for l<_t<_o, 
where o = [(m + 1)/(n - 1)]. 
Proof.  This is an immediate consequence of Lemma 5.2. [] 
Let 
urn(Z) = d* (z)/d* + l (Z). (6.5) 
Then we have the following lemma essentially due to [3]. 
Lemma 6.2. Let U be any bounded subset of  the complex plane which is positive 
distance from the set Z*(ao) o fa l l  zeros o fa l l  the polynomials d*(z). Then for each 
Zo with 0 < Zo < R(ao), there is a constant K o > 0 such that 
lu,n(z)l-<g0 lUm(Z0)l, for any z e U. (6.6) 
Proof.  From Lemma 5.1 and Lemma 5.2, it follows that each zero of d*(z) lies in 
the internal (R(ao), oo). Hence, Zo<Zm, t (1 <_t<s). Let 
L=inf lz-z , , , , t  l, with Zm.t~z*(ao) and zeU.  
From the well known partial fraction decomposition and Lemma 5.2, we have 
,(z)= Zm, t/(Z- Zm+ l,,), 
t= l  
where Am, t =dm*(Zm+ *' l,t)/dm+ 1(Z,n+ l,t)" 
By Lemma 6.1, it follows that Am, t<O. Thus from (6.5) we obtain 
o 
lUm(Z)[ <-- ~ (IZO--Zm-~ 
t= l  
0 




K(z)= Max IZo-- Zm+ I.,I/IZ-- Zm+ <_1 + [to-gi lL.  
l<t<_o 
Since U is bounded, (6.6) follows. [] 
To prove Proposition 6.2, we need the Vitali's theorem. 
Theorem (Vitali). Let {fro} be a sequence of analytic functions, each regular in 
an open region U of the complex plane. I f  {f,,,} is uniformly bounded on U and 
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converges on a subset E of  U where E has a limit point in U, then {fro} converges 
on U. 
Now we prove Proposition 6.2. 
Proof of Proposition 6.2. We suppose that there is an open interval (p, q) such that 
R(a,:)<P<q and the interval (p,q) is free of the zeros of the polynomials d*(z). 
Nc ~' we can choose a bounded, open region U satisfying the following properties. 
,. U is a positive distance from Z*(a0). 
(2, U contains (p, q). 
(3) U contains a segment of the interval (0,R(a0)). 
Let E= UO(O,R(ao)). Then it follows from Lemma 5.1 that {urn(Z0)} converges for 
any z0 6 E. Therefore it follows from Lemma 6.2 that {urn(Z)} is uniformly bound- 
ed on U. Therefore by the Vitali's theorem, it follows that {urn(Z)} converges on U. 
However, from Lemma 5.3 it follows that {urn(Z)} does not converge for any 
ze(P,q).  This is a contradiction. Thus Z*(ao) is dense in G*(a0). U] 
Now we prove that for O<_k<_n-1, Z k is dense in {(xwg, yw~-k) [ (x ,y )eG}.  
Le~ .~:'.'=a o. From (6.4) it follows that if an element (Xo, ao/Xo) of G is a solution 
of .?,~(x)=0, then (XoWg, ao/(XoWg) ) is a solution of Dm(x)=O. Besides from 
Lemma 4.7 it follows that i f (x0, Y0) is a solution of D(x, y) = 0, then (x 0 w0 k, Y0 w~ - i,) 
is a solution of D(x,y)= 0. This completes the proof of Theorem 3.2 in the case 
y>0.  
Finally we deal with the case y=0.  When y=0,  (2.9) and (2.10) are written as 
O m _~ n(X) =X D,, + n - ~ (x) - D in(x) ,  (6.6) 
din+n(u) =din+n- 1(u) - -  undm(u). (6.7) 
Now we prove Theorem 3.2 in the case y=0.  The proof is similar to that of 
The~.:em 3.2 in the case y>0.  In order to prove the theorem in the case y=0,  it 
sui:..es to prove the following. 
Proposition 6.3. Let  Z(O)={(x ,O) IDm(x ,O)=O for  some m>0}OG,  and 
G(0) = {(x, 0) Ix>0} N G. Then Z(O) is dense in G(O). 
Since y = 0, then a = xy = 0. Then the point (x, 0) corresponds to the point (0, z), 
with z= l /x". Also we note that the point (p(0),0) corresponds to the point 
(0, R(0)). By Lemma 4.3, it follows that R(O)= (n -  1)n-l/nn. To prove Proposition 
6.3, it suffices to prove the next proposition. 
Pr~p~.)sition 6.4. Let Z*(0)= {Z [ dm(Z ) = O for  some m > O, where din(z) & defined by 
(6." ; and let G*(0)= {zlz>R(O)}. Then z*(0) is dense in G*(0). 
[~ the same way as the case y>O, we have the next lemma. 
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Lemma 6.3. Let the zeros of  din(z) be Zm, l, ...,Zm, s, with s= [m/n]. Then 
dm(zm+l,t)dm+l(Zm+l,t)<O, for l<t_<[(m+ 1)/n]. 
Proof. The proof is entirely similar to the proof of Lemma 5.2 and Lemma 6.1. 
Lemma 6.2 holds also in the case y = 0. Hence by the same way we obtain Pro- 
position 6.4. This completes the proof of Theorem 3.2. 
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