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Abstract
To each finite dimensional algebra A one can associate an integral quadratic form qA,
called the Tits form of A. We show that for some pg-critical algebra B, which is given below,
the value of its Tits form on all indecomposable modules is bounded by 2. This gives a neg-
ative answer to the following problem, posed by J.A. de la Peña [Representation Theory of
Algebras and Related Topics (Mexico City, 1994), CMS Conference Proceedings, vol. 19,
AMS, Providence, RI, 1996, p. 159]: Can one characterize the polynomial growth of a tame
stronly simply connected algebra by the boundedness of its Tits form on the indecomposable
modules? In order to compute the value of qB on indecomposables, we first translate the
problem of classifying isomorphism classes of A-modules into a linear matrix problem. Then
we show that the matrix problem obtained this way belongs to a class of repetitive matrix
problems whose dimension vectors are easy to calculate.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let A be a basic finite-dimensional algebra over an algebraically closed field K.
Then A admits a presentation A = KQ/I , where Q = (Q0,Q1) is the quiver of A
with set of vertices Q0 and set of arrows Q1 and I is an admissible ideal of the path
algebra KQ (for all background on finite-dimensional algebras, we refer to [1,7] or
[10]). We assume that the quiver Q is connected and has no oriented cycles. By Si
we denote the simple representation associated with the vertex i ∈ Q0. The Tits form
qA is the integral quadratic form qA : ZQ0 → Z given by
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qA(x) =
∑
i∈Q0
x2i −
∑
(i→j)∈Q1
xixj +
∑
i,j∈Q0
dimK Ext 2A(Si, Sj )xixj .
Since Q has no oriented cycles, the integral quadratic form qA is a unit form, i.e. it
has unitary coefficients at all x2i . It is well known that the positive definite unit forms
are Z-equivalent to forms qA, where A = kQ and Q is a Dynkin quiver of type
A,D or E. In these cases, the dimension vectors of indecomposables correspond to
root vectors of the corresponding Lie algebra, and these are precisely the vectors
of length one for qA. For Euclidean diagrams, the (generalized) root system of the
corresponding affine Kac–Moody algebra is the set of dimension vectors of indecom-
posables, which is in that case formed by the vectors v with qA(v) ∈ {0, 1}. We will
be interested in the possible values of qA on dimension vectors of indecomposable
modules for more general algebras.
We recall that an algebra A is said to be tame if for every number d, the indecom-
posable A-modules of dimension d may be classified by a discrete set and at most
µA(d) one-parameter families. If there is a number t ∈ N such that µA(d)  dt for
all d, then A is of polynomial growth. Of particular interest in representation theory
are the strongly simply connected algebras, see [12]. If A = kQ/I where the quiver
Q is a tree, then A is strongly simply connected.
Skowron´ski and de la Peña have shown in [5] that for strongly simply connected
algebras A of polynomial growth the values of qA on dimension vectors of inde-
composable A-modules are bounded by some number depending only on A. On the
other hand, there are examples in [5] of non-polynomial growth algebras A where
the values of qA on the indecomposable A-modules are unbounded. This gives rise to
the question whether polynomial growth can actually be characterized by the bound-
edness of the Tits form. It was posed as problem 5 in [4]:
Problem. Let A be a tame strongly simply connected algebra of non-polynomial
growth. Do there exist arbitrary large values of the Tits form qA on the dimension
vectors of indecomposable A-modules?
The main aim of this article is to give a negative answer to that question. More
precisely, let B be the algebra which is given by the following quiver Q with relation
ηξ = 0:
The algebra B is strongly simply connected, since the quiver Q of B is a tree.
Moreover, it is tame and not of polynomial growth. In fact it is a so called pg-critical
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algebra. These are the tame algebras which are minimal not of polynomial growth,
they were classified in [9]. We are going to show that
0  qB(v)  2
whenever v is the dimension vector of an indecomposable B-module. This provides
a (negative) answer to the question above. It is shown in [9] that all pg-critical alge-
bras with the same rank of their Grothendieck group are tilting-cotilting equivalent.
Moreover, their global dimension is two, so the Tits form is preserved (up to Z-
equivalence) under tilting and cotilting, so we expect the same result to hold for all
pg-critical algebras.
2. Reduction to a linear matrix problem
2.1. B-modules
Recall that a B-module V is given by K-vector spaces Vp for p ∈ Q0 together
with K-linear maps Vρ : Vp → Vq for each arrow ρ : p → q in Q1, subjected to
the condition VηVξ = 0. Up to isomorphism, we can assume that the vector spaces
Vp are standard spaces Kn(p) with n(p) = dimVp. Accordingly, the linear maps
Vρ : Vp → Vq are given by matrices R ∈ Kn(q)×n(p) (we do not distinguish in the
following between the matrix R and the linear map R : Kn(p) → Kn(q)). Thus a
B-module is given by a tuple of matrices
V = ([A|Aˆ], [X], [C|Cˆ], [Y ], [E|Eˆ])
satisfying YX = 0. Moreover, two B-modules V = ([A|Aˆ], . . . , [E|Eˆ]) and V ′ =
([A′|Aˆ′], . . . , [E′|Eˆ′]) are isomorphic precisely when there exists a tuple
(ga, gaˆ, gb, gc, gcˆ, gd, ge, geˆ, gf ) ∈ GLn(a) × GLn(aˆ) × · · · × GLn(f )
such that R′ = gqRg−1p whenever there is an arrow ρ : p → q in Q1, thus A′ =
gbAg
−1
a , . . . , Eˆ
′ = gf Eˆg−1eˆ .
2.2. Linear matrix problems
Our first aim is to get rid of the quadratic equation YX = 0 by interpreting the
isoclasses of B-modules as orbits of some linear matrix problems. We say a linear
matrix problem of size m× n is a pair (G,M), where G is the group of invertible
elements of some subalgebra of Km×m ×Kn×n and M is a (linear) subspace of the
K-vector space Km×n such that XMY−1 ∈M whenever M ∈M and (X, Y ) ∈ G.
Representation theory provides many ways to view isoclasses of modules as orbits
of some linear matrix problem, see [11] for a general and explicit method. In [9] the
method of one-point extension is used in order to study the module category of the
algebra B. In that case, one interpretes the isoclasses of B-modules as orbits of a so-
called vector space problem. This is given by one-sided linear matrix problems where
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the group G decomposes as G = GLm ×G′. However, the actual computation of
indecomposable modules is not so easy for this particular vector space problem.
It is easy to see that the algebra B is a so-called clannish algebra. This is a class
of tame algebras, introduced by Crawley-Boevey in [3], where he described a lin-
earization method and gave a solution of the corresponding linear matrix problem,
called a “clan”. In our concrete example, we apply a slightly more efficient way of
linearization as follows.
2.3. Linearization
For each B-module V = ([A|Aˆ], . . . , [E|Eˆ]), we choose a basis of the kernel of
the map Y : Kn(d) → Kn(f ) and extend it to a basis of Kn(d). Thus we get a decom-
position Kn(d) = Kn(d1) ⊕Kn(d2), where Kn(d1) is the kernel of Y. With respect to
this basis, the matrix Y becomes Y = [ 0 |Y ] where the map Y is injective. Likewise,
the map X changes to
X =
[
X
0
]
,
where the zero is forced by the relation YX = 0. Finally, we decompose the maps
C =
[
C1
C2
]
and Cˆ =
[
Cˆ1
Cˆ2
]
into their components with image in Kn(d1) resp. Kn(d2).
Hence we see that, up to isomorphism, a B-module is given by a tuple of natural
numbers n = (n(a), n(aˆ), n(b), n(c), n(cˆ), n(d1), n(d2), yn(e), n(eˆ), n(f )) together
with a tuple V of matrices (whose sizes are fixed by n)
V =
(
[A|Aˆ], [X],
[
C1 Cˆ1
C2 Cˆ2
]
, [Y ], [E|Eˆ]
)
, (∗)
where Y is injective. The matrices in V may be interpreted as linear maps by the
following quiver  (without any additional relation!):
An isomorphism from V to V ′ is given by a tuple
(ga, gaˆ, gb, gc, gcˆ, gd, ge, geˆ, gb) ∈ GLn(a) × GLn(aˆ) × · · · × GLn(f )
satisfying the same equations as above, but now the matrix gd decomposes as
gd =
[
gd1 0
h gd1
]
.
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In terms of matrix operations, this means that arbitray additions from the rows of
[C1 Cˆ1] to [C2 Cˆ2] are allowed.
Omitting for the moment the extra condition of a B-module that the map Y
is injective, we thus have obtained a linear matrix problem of size m× n where
m = n(b)+ 2n(d1)+ n(d2)+ 2n(f ) and n=n(a)+ n(aˆ)+ n(b)+ n(c)+ n(cˆ)+
n(d2)+ n(e)+ n(eˆ). It can be rephrased as follows: We are given a set B =
{(L1, R1), . . . , (L5, R5)} consisting of five pairs (Li, Ri) of partially ordered sets,
namely
B = {(b, a aˆ), (d1, b), (d1 → d2, c cˆ), (f, d2), (f, e eˆ)}.
To explain the notation, the pair (L3, R3) for instance is formed by a chain L3 =
d1 → d2, and the partially ordered set R3 consists of two incomparable elements,
denoted by the symbols c and cˆ.
These data define the linear matrix problem described above: to each of the sym-
bols a, . . . , f one associates a natural number n(a), . . . , n(f ) (thus fixing the sizes
of the matrices) and then obtains the problem of a five-tuple V of matrices as in (∗)
with operation as explained above. It turns out that this linear matrix problem is a
repetitive matrix problem of the form studied in [8], and later in [3] (here called
‘clan’), in [2] (named ‘semi-chained poset’) and [6] (‘bush’). The conditions one has
to check are the following:
• each of the symbols a, . . . , f occurs at most twice in the union of all sets Li, Ri ,
• all partially ordered sets Li and Ri are semichains, i.e., an element is incomparable
to at most one more element in the same set,
• if a symbol occurs twice, then it is comparable to all other elements in the same set.
In our example, these conditions are satisfied: Only the symbols b, d1, d2 and f
occur twice, and they do not admit incomparable elements in the same set. Moreover,
all partially ordered sets are semichains. Thus we can apply the results of [2,3] or [6]
in order to obtain an explicit description of representatives of all orbits. We follow
the terminology of [6].
3. In the bush
3.1. Admissible words
The representatives of the orbits of the bushB are constructed in [6] from certain
admissible words. As we are only interested in the dimension vectors, we do not
go into the details of this construction, but just count the symbols in all admissible
words. At first, we form all words v = v1 · · · vn in the alphabet ={ aˆa , b, d1, cˆc , d2,
f,
eˆ
e
}. We say that v is admissible if any two adjacent symbols vi, vi+1 are joint in 
by (one or two) arrows, and whenever vi is one of the ‘ordinary’ symbols b, d1, d2, f ,
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the condition vi−1 /= vi+1 is satisfied. Thus, u = b aˆa bd1 cˆc d2f eˆe f is an example of an
admissible word, whereas v = aˆ
a
bd1b or w = aˆa bd1d2 are not admissible (as for v,
the condition vi−1 /= vi+1 is not satisfied for the ordinary symbol vi = d1, whereas
in w, the adjacent symbols d1 and d2 are not connected by an arrow in ).
The set of admissible words can be described in the following way: There are
(up to permutation) two minimal cyclic words, namely x = cˆ
c
d1b
aˆ
a
bd1 and y =
cˆ
c
d2f
eˆ
e
f d2. Each admissible word is of the form x′ or x′′wy′′, where x′, x′′ and
y′′ are subwords of x or y, and w is an arbitrary composition of the words x and y
(note that x′′ and y′′ must be composable with w).
3.2. Dimension vectors of indecomposable representations
To construct all indecomposable representations of the bush B (or at least its
dimension vectors), we have to distinguish several cases:
If the word v = v1 · · · vn is asymmetric (i.e. is different from its reverse v−1 =
vn · · · v1), then the pair (v, v−1) yields one indecomposable whose dimension vec-
tor is given by the number of occurrences of each point of  in v. Adding up the
dimensions of d1 and d2 to d, we obtain the dimension vector of the corresponding
indecomposable B-module. For instance, the word u above yields an indecomposable
B-module U with dimension vector indicated by the numbers at the vertices of Q:
If v is symmetric, it has to be of the form v = zpˆ
p
z−1 with p ∈ {a, c, e} . In this
case, v yields two indecomposables with dimension vectors given by zpˆ and pz−1 .
Besides finite words, we also have to investigate periodic words such as . . .
xyxy . . .; their contribution will be discussed later.
4. Back to the algebra B
Let us finally return to the algebra B. The Tits form qB is non-negative, i.e.
qB(v)  0 for all v ∈ ZQ0 . Thus, the radical of the quadratic form qB coincides
with the set of all vectors v such that qB(v) = 0. Moreover, the radical of qB is a free
abelian group of rank two. The quiver Q of B is a union of two copies of a quiver
of type D˜5 which overlap in the points {c, cˆ, d}. Each copy yields a unique minimal
radical vector, and these two vectors x and y generate the radical of the Tits form
qA. Of course, they are just the dimension vectors given by the two minimal cyclic
words x and y in the bush B.
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We can compute all possible values of the Tits form on dimension vectors of
indecomposable B-modules using the results of Section 3. Note that we do not care
about the condition of a B-module, namely that the map Y is injective: The values
of qB turn out to be bounded by 2 for all dimension vectors corresponding to inde-
composable representations of the bush B, even if they do not correspond to an in-
decomposable module over the algebra B (i.e. the map Y is not injective). This is the
reason why we did not have to consider the actual construction of indecomposable
objects, but rather restrict to compute their possible dimension vectors.
Note that we can substract all radical vectors from a given vector v if we are
only interested in the value qB(v). Given two vectors u, v ∈ ZQ0 , we say u  v if
up  vp for all p ∈ Q0. So, as long as x  v we can replace v by v − x without
changing the value under qB , likewise for y. Therefore it suffices to consider the
following cases:
Either X is an indecomposable module whose dimension vector dimX satisfies
dimX  x or dimX  y. Then X is a module over the Euclidean diagram of type
D˜5 corresponding to x (resp. y), and for Euclidean diagrams it is well-known that
the Tits form on indecomposables is bounded by 1, thus qB(dimX)  1.
Or the dimension vector of X is a sum dimX′′ + dimY ′′, where X′′ and Y ′′ are
indecomposable representations of D˜5, given by words x′′ and y′′ which are com-
posable in Q. In all these cases, it holds qB(dimX)  2. For example, the B-module
U above satisfies qB(dimU) = 2. It is easy to see that the endomorphism algebra of
U is trivial, so we conclude that dim(Ext 2(U,U)) > 0.
Finally, the periodic words in B yield indecomposables X coming from the tubes
of the two quivers D˜5. Their dimension vectors differ from the radical only by a sum
dimX′′ + dimY ′′ as above, hence we obtain again that qB(dimX)  2.
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