This paper provides a comprehensive study and comparison of two state-of-the-art direct solvers for large sparse sets of linear equations on large-scale distributed-memory computers. One is a multifrontal solver called MUMPS, the other is a supernodal solver called SuperLU. We describe the main algorithmic features of the two solvers and compare their performance characteristics with respect to uniprocessor speed, interprocessor communication, and memory requirements. For both solvers, preorderings for numerical stability and sparsity play an important role in achieving high parallel efficiency. We analyse the results with various ordering algorithms. Our performance analysis is based on data obtained from runs on a 512-processor Cray T3E using a set of matrices from real applications. We also use regular 3D grid problems to study the scalability of the two solvers.
INTRODUCTION
The direct solution of sparse linear systems using Gaussian elimination has a clear advantage over iterative methods in terms of numerical robustness and it remains the method-of-choice for many ill-conditioned systems. However, it is very challenging to implement such methods efficiently even on a single processor yet alone on multiprocessor machines. One of the main reasons is because of fill-in in the matrix factorization. Moreover, numerical pivoting involves dynamically tracking the fill-ins that are generated in a somewhat unpredictable way. Handling highly irregular data access and computation is further compounded by sophisticated computer architectures with several layers of memory hierarchy. Therefore, unlike many iterative algorithms that users can implement reasonably well and quickly by themselves, direct solvers require much more expertise and a longer time to develop. Indeed, users usually do not have the resources to develop such codes by themselves, but rather resort to off-the-shelf software. Despite the existence of a number of direct solvers (see Section 7), nonexpert users still find it difficult to choose the right code and find it even harder to anticipate the performance they will obtain, in terms of execution time, memory demand, and communication network demand. Therefore, a careful comparison of various direct solution codes gives useful and needed guidance to the user community. It is also valuable to the experts in the field because they get more insight into the various algorithms.
In this work, we restrict our attention to comparing codes for distributed memory computers where communication is by message passing, normally using MPI. In particular, we study in detail, two state-of-the-art solvers, MUMPS Amestoy et al. 2001] and SuperLU . The reasons for choosing these are two-fold. First, the two codes use different algorithms that are representative of a far wider range of codes. MUMPS uses a multifrontal approach with dynamic pivoting for stability while SuperLU is based on a right-looking supernodal technique with static pivoting. Second, the two are among the best codes publicly available, and are widely used. Therefore, our conclusions in this paper, to a large extent, apply to a wider range of codes. We had originally planned a comparison with more of the sparse codes from Table XVII . However, our experience shows that such a comparison can be fraught with difficulties even when the authors of the codes are involved in the study. So we have shelved this more ambitious project for the moment.
There are many technical difficulties in achieving a truly fair comparison. The main reason is that there are usually many parameters in the codes that can be set by the user. Altering their values can result in a dramatic change in performance. For example, some codes can use any sparsity ordering provided by the user, which is the case for both MUMPS and SuperLU; other codes can only use their own ordering algorithms which are sometimes buried deeply within the code. This will cause different amounts of fill-in; which difference is not intrinsic to the factorization algorithms. When we compared MUMPS and SuperLU, we spent a long time trying to understand the parameter space of the two codes, and made sure that the parameters were set properly so that the two codes performed the same preprocessing steps and sparsity ordering. We feel that the lessons we have learned in this present exercise are both invaluable to us in our future wider study and have given us some insight into the behaviour of sparse direct codes which is useful to share with a wider audience at this stage. In addition to valuable information on the comparative merits of multifrontal versus supernodal approaches, we examine the parameter space for such a comparison exercise and identify several key parameters that influence the two approaches to a differing degree.
The rest of the paper is organized as follows. Section 2 gives the characteristics of the test matrices and the parallel machines. In Section 3 we discuss the detailed algorithms used in the two codes. Two very important factors affecting the performance of both codes are the use of preprocessing to preorder the matrix so that the diagonal entries are large relative to the off-diagonals, and the strategy used to compute an ordering for the rows and columns of the matrix to preserve sparsity. We discuss these aspects in detail in Section 4. We compare the performance of the two codes in Section 5. Our performance metrics include execution time, memory usage, communication characteristics, scalability, numerical accuracy, as well as the preprocessing costs. In Section 6, problems with regular grids are used to further illustrate and analyse the relative performance of the two approaches. In Section 7, we summarize our general conclusions on the strength and weakness of each solver and list other potential solvers to evaluate in future work.
TEST ENVIRONMENT
Throughout this paper, we will use a set of test problems to evaluate the performance of our algorithms. Our test matrices come from the forthcoming Rutherford-Boeing Sparse Matrix Collection [Duff et al. 1997] 1 , the industrial partners of the PARASOL Project 2 , Tim Davis' collection 3 , SPARSEKIT2 4 and the EECS Department of UC Berkeley 5 . The PARASOL test matrices are available from Parallab, Bergen, Norway 6 . Two smaller matrices (GARON2 and LNSP3937) are included in our set of matrices but will be used only in Section 4.1 to illustrate differences in the numerical behaviour of the two solvers. Note that, for most of our experiments, we do not consider symmetric matrices in our test set because SuperLU cannot exploit the symmetry and is unable to produce an LDL T factorization. However, since our test examples in Section 6 are symmetric, we do show a few results with both the symmetric and unsymmetric factorization versions of MUMPS. Matrices MIXTANK and INVEXTR1 have been modified because of underflow values in the matrix files. To keep the same sparsity pattern, we have replaced all entries with exponents smaller than −300 by numbers with the same mantissa but with exponents of −300. For each linear system, the right-hand side vector is generated so that the true solution is a vector of all ones.
All results presented in this paper have been obtained on the Cray T3E-900 (512 DEC EV-5 processors, 256 Mbytes of memory per processor, 900 peak Megaflop rate per processor) from NERSC at Lawrence Berkeley National Laboratory. We will also refer to experiments on a 35 processor IBM SP2 (66.5 MHertz processor with 128 Mbytes of physical memory and 512 Mbytes of virtual memory and 266 peak Megaflop rate per processor) at GMD in Bonn, Germany, used during the PARASOL Project. The performance characteristics of the two machines are listed in Table II .
Although in this paper we only provide a complete set of results on the T3E, it is important to look at machines with different characteristics because we have built parameters/options into the codes to balance the computation and communication for different architectures. We used the SP2 to help understand tuning parameters (see Sections 3.1 and 3.2).
DESCRIPTION OF THE ALGORITHMS USED
In this section, we briefly describe the main characteristics of the algorithms used in the solvers and highlight the major differences between them. For a complete description of the algorithms, the reader should consult ; Amestoy et al. [2001] ; Demmel [1998, 1999] . Both algorithms can be described by a directed acyclic graph [Gilbert and Liu 1993] whose nodes represent computations and whose edges represent transfer of data. This graph reduces to a tree in the case of the multifrontal method, MUMPS. In this case, some steps of Gaussian elimination are performed on a dense frontal matrix at each node and the Schur complement (or contribution block) that remains is passed for assembly at the parent node. In the case of the supernodal code, SuperLU, the distributed memory version uses a right-looking formulation which, having computed the factorization of a block of columns, then immediately sends the data to update the block columns in the trailing submatrix.
We would like to emphasize that our parallel codes are not both derived from their sequential and/or shared memory counterparts. On unsymmetric matrices, MUMPS is very similar to MA41 [Amestoy and Duff 1993] so that both the numerical behaviour and the uniprocessor performance of the two codes are very comparable. Parallel SuperLU is completely different from sequential SuperLU-the parallel code is right-looking and uses static pivoting, whereas the sequential one is left-looking and uses partial pivoting. These changes were made to enhance parallelism and scalability.
Both codes can accept any pivotal ordering and both have a built-in capability to generate an ordering based on an analysis of the pattern of A+ A T , where the summation is performed symbolically. However, for the present version of MUMPS, the symbolic factorization is markedly less efficient if an input ordering is given, since different logic is used in this case. The default ordering used by MUMPS is approximate minimum degree (AMD) while the default for SuperLU is multiple minimum degree (MMD) [Liu 1985 ]. However, in our experiments using a minimum degree ordering, we consider only the AMD ordering since both codes can generate this using the subroutine MC47 from HSL [HSL 2000] . It is usually far quicker than MMD and produces a symbolic factorization close to that produced by MMD. We also use the nested dissection (ND) ordering from MeTiS [Karypis and Kumar 1998 ]. In addition, it is sometimes very beneficial to precede the ordering by performing an unsymmetric permutation to place large entries on the diagonal, and then scaling the matrix so that the diagonals are all of modulus one and the off-diagonals have modulus less than or equal to one. We use the MC64 code of HSL to perform this preordering and scaling and indicate clearly when this is done. The effect of using this preordering of the matrix is discussed in detail in Section 4.1. Finally, when MC64 is not used, our matrices are always row and column scaled (each row/column is divided by the maximum value in the row/column).
In both approaches, a pivot order is defined by the analysis and symbolic factorization stages. In MUMPS, the modulus of the prospective pivot is compared with the largest modulus of an entry in the row and is only accepted if this is greater than a threshold value, typically between 0.001 and 0.1 (our default value is 0.01). Note that, although MUMPS can choose pivots from off the diagonal, the largest entry in the column might be unavailable for pivoting at this stage if all entries in its row are not fully summed. This threshold pivoting strategy is common in sparse Gaussian elimination and helps to avoid excessive growth in the size of entries during the matrix factorization and so directly reduces a bound on the backward error. If a prospective pivot fails the test, all that happens is that it is kept in the Schur complement and is passed to the parent node. Eventually all rows with entries in the column will be available for pivoting, at the root if not before, so that a pivot can be chosen from the column. Thus the numerical factorization can respect the threshold criterion but at the cost of increasing the size of the frontal matrices and causing more work and fill-in than were forecast. For the SuperLU approach, a static pivoting strategy is used and we keep to the pivotal sequence chosen in the analysis. The magnitude of the potential pivot is tested against a threshold of 1/2 || A|| 1 , where is the machine precision and || A|| 1 is the one-norm of A. If it is less than this value, it is immediately set to this value (with the same sign) and the modified entry is used as pivot. This corresponds to a half-precision perturbation to the original matrix entry. The result is that the factorization is not exact and iterative refinement may be needed. Note that, after iterative refinement, we obtained an accurate solution in all the cases that we tested. If problems were still to occur, then extended precision BLAS [Li et al. 2000 ] could be used.
MUMPS Main Parallel Features
The parallelism within MUMPS is at two levels. The first uses the structure of the assembly tree, exploiting the fact that computations at nodes that are not ancestors or descendants, are independent. The initial parallelism from this source (tree parallelism) is the number of leaf nodes but this reduces to one at the root. The second level is in the subdivision of the elimination operations through blocking of the frontal matrix. This blocking gives rise to node parallelism and is either by rows (referred to as 1D-node parallelism) or by rows and columns (at the root and referred to as 2D-node parallelism). Node parallelism depends on the size of the frontal matrix which, because of delayed pivots, is only known at factorization time. Therefore this is determined dynamically. Each tree node is assigned a processor a priori, but the subassignment of blocks of the frontal matrix is done dynamically.
Most of the machine dependent parameters in MUMPS that control the efficiency of the code are designed to take into account both the uniprocessor and multiprocessor characteristics of the computers. Because of the dynamic distributed scheduling approach, we do not need as precise a description of the performance characteristics of the computer as for codes such as PaStiX [Henon et al. 1999] , that are based on static scheduling. Most of the machine dependent parameters in MUMPS are associated with the block sizes involved in the parallel blocked factorization of the dense frontal matrices. Our main objective is to maintain a minimum granularity to efficiently exploit the potential of the processor, while providing sufficient tasks to exploit the available parallelism. Our target machines differ in several respects. The most important ones are illustrated in Table II . We found that smaller granularity tasks could be used on the CRAY T3E than on the IBM SP2 because of the relatively faster rate of communication to Megaflop rate on the CRAY T3E than on the IBM SP2. That is to say that the communication is relatively more efficient on the CRAY T3E.
Dynamic scheduling is a major and original feature of the approach used in MUMPS. A critical part of this algorithm is when a process associated with a tree node decides to reassign some of its work, corresponding to a partitioning of the rows, to a set of so-called worker processes. We call such a node a onedimensional parallel node. In earlier versions of MUMPS, a fixed block size is used to partition the rows and work is distributed to processes starting with the least loaded process. (The load of a process is determined by the amount of work [number of operations] allocated to it and not yet processed, which can be determined very cheaply.) Since the block size is fixed, it is possible for a process in charge of a one-dimensional parallel node to give additional work to processes that are already more loaded than itself. This can happen near the leaf nodes of the tree where sparsity provides enough parallelism to keep all processes busy. On the other hand, insufficient tasks might be created to provide work to all idle processes. This situation is more likely to occur close to the root of the tree.
In the new algorithm (available since Version 4.1 of MUMPS), the block size for the one-dimensional partitioning can be dynamically adjusted by the process in charge of the node. Early in the processing of the tree (that is, near the leaves) this gives a relatively bigger block size, thereby reducing the number of worker processes; whereas close to the root of the tree the block size will be automatically reduced to compensate for the lack of parallelism in the assembly tree. We bound the block size for partitioning a one-dimensional parallel node, by an interval. The lower bound is needed to maintain a minimum task granularity, and to control the volume of messages. The upper bound of the interval is less critical (it is by default chosen to be about eight times the lower bound) but it is used in estimating the maximum size of the communication buffers and of the factors, and so should not be too large.
This "all dynamic" strategy of both partitioning and distributing work onto the processors could cause some trouble on a large number of processors (more than 128). In that case, it can be quite beneficial to take into account some "global" information to help the local decisions. For example, one could restrict the choice of worker processes to a set of candidate processors determined statically during the analysis phase. This notion, commonly used in the design of static scheduling algorithms such as Henon et al. [1999] , could reduce the overhead of the dynamic scheduling algorithm, reduce the increase in the communication volume when increasing the number of processors, and improve the local decision. The tuning of the parameters controlling the block size for 1D partitioning would then be easier and the estimation of the memory required during factorization would be more accurate. This could be expected to improve the performance, particularly on a large number of processors. This feature is not available in the current Version 4.1 of MUMPS but will be implemented in a future release and will address some of the current limitations of the MUMPS approach (see Section 5.2).
The solution phase is also performed in parallel and uses asynchronous communications both for the forward elimination and the back substitution. In the case of the forward elimination, the tree is processed from the leaves to the root, in a way similar to the factorization, while the back substitution requires a different algorithm that processes the tree from the root to the leaves. A pool of ready-to-be-activated tasks is used. We do not change the distribution of the factors as generated in the factorization phase. Hence, 1D-node and 2D-node parallelism are also used in the solution phase.
SuperLU Main Parallel Features
SuperLU also uses two levels of parallelism although more advantage is taken of the node parallelism through blocking of the supernodes. Because the pivotal order is fully determined at the analysis phase, the assignment of blocks to processors can be done statically, a priori, before the factorization commences. A 2D block-cyclic layout is used and the execution can be pipelined, since the sequence is predetermined. The matrix partitioning is based on the notion of an unsymmetric supernode introduced in . The supernode is defined over the matrix factor L. A supernode is a range (r : s) of columns of L with the triangular block just below the diagonal, being full, and the same nonzero structure elsewhere (this is either full or zero). This supernode partition is used as the block partition in both row and column dimensions, that is, the diagonal blocks are square. If there are N supernodes in an n-by-n matrix, there will be N 2 blocks of non-uniform size. Figure 1 illustrates such a block partition. The off-diagonal blocks may be rectangular and need not be full. Furthermore, the columns in a block of U do not necessarily have the same row structure. We call a dense subvector in a block of U , a segment. The P processes are also arranged as a 2D mesh of dimension P r × P c = P . By block-cyclic layout, we mean that block (I, J ) (of L or U ) is mapped onto the process at coordinate ((I − 1) mod P r , (J − 1) mod P c ) of the process mesh. During the factorization, block L(I, J ) is only needed by the processes on the process row ((I − 1) mod P r ). Similarly, block U (I, J ) is only needed by the processes on the process column ((J − 1) mod P c ). This partitioning and mapping can be controlled by the user. First, the user can set the maximum block size parameter. The symbolic factorization algorithm identifies supernodes, and chops the large supernodes into smaller ones if their sizes exceed this parameter. The supernodes may be smaller than this parameter due to sparsity, and the blocks are then defined by the supernode boundaries. (That is, supernodes can be smaller than the maximum block size but never larger.) Our experience has shown that a good value for this parameter on the IBM SP2 is around 40, while on the Cray T3E, it is around 24. Second, the user can set the shape of the process grid, such as 2 × 3 or 3 × 2. Better performance is obtained when we keep the process row dimension slightly smaller than the process column dimension. This rule of thumb was used on the Cray T3E to define the grid shapes.
In this 2D mapping, each block column of L resides on more than one process, namely, a column of processes. For example in Figure 1 , the second block column of L resides on the column of processes {1, 4}. Process 1 only owns two nonzero blocks, which are not contiguous in the global matrix.
The main numerical kernel involved during numerical factorization is a block update corresponding to the rank-k update to the Schur complement (see Figure 2) :
In the earlier versions of SuperLU, this computation was based on Level 2.5 BLAS. That is, we call the Level 2 BLAS routine GEMV (matrix-vector product) but with multiple vectors (segments), and the matrix L(I, K ) is kept in cache across these multiple calls. This, to some extent, mimics the Level 3 BLAS GEMM (matrix-matrix product) performance. However, the difference between Level 2.5 and Level 3 is still quite large on many machines, for example the IBM SP2. This motivated us to modify the kernel in the following way, in order to use Level 3 BLAS. For best performance, we distinguish two cases corresponding to the two shapes of a U (K , J ) block.
-The segments in U (K , J ) are of same height, as shown in Figure 2 (a).
Since the nonzero segments are stored contiguously in memory, we can call GEMM directly, without performing operations on any zeros. -The segments in U (K , J ) are of different heights, as shown in Figure 2 (b) .
In this case, we first copy the segments into a temporary working array T , with some leading zeros padded if necessary. We then call GEMM using L(I, K ) and T (instead of U (K , J )). We perform some extra floating-point operations for those padding zeros. The copying itself does not incur a run time cost, because the data must be loaded in the cache anyway. The working storage T is bounded by the maximum block size, which is a tunable parameter. For example, we usually use 40 × 40 on the IBM SP2 and 24 × 24 on the Cray T3E. Depending on the matrix, this Level 3 BLAS kernel improved the uniprocessor factorization time by about 20% to 40% on the IBM SP2. A performance gain was also observed on the Cray T3E. It is clear that the extra operations are well offset by the benefit of the more efficient Level 3 BLAS routines.
The current factorization algorithm has two limitations to parallelism. Here we explain, by examples, what the problems are, and speculate as to how the algorithm may be improved in the future. In the following matrix notation, the zero blocks are left blank. For each nonzero block we mark in box the process which owns the block. Although matrix column 2 depends on column 1, not all processes in column 2 depend on column 1. Only process 1 depends on the L block on process 0. Process 3 could start factorizing column 2 at the same time as process 0 is factorizing column 1, before process 1 starts factorizing column 2. But the current algorithm requires all the column processes to factorize the column synchronously, thereby introducing idle time for process 3. We can relax this constraint by allowing the diagonal process (3 in this case) to factorize the diagonal block and then send the factorized block down to the off-diagonal processes (using mpi isend), even before the off-diagonal processes are ready for this column. This would eliminate some artificial interprocess dependencies and potentially reduce the length of the critical path. Note that this kind of independence comes from not only the sparsity, but also the 2D process-to-matrix mapping. An even more interesting study would be to formalize these 2D task dependencies into a task graph, and perform some optimal scheduling on it.
-Parallelism from the directed acyclic elimination graphs [Gilbert and Liu 1993] (often referred to as elimination dags or edags).
• P. R. Amestoy et al.
Consider another matrix with 6-by-6 blocks mapped onto a 2-by-3 process mesh.
Columns 1 and 3 are independent in the elimination dags. The column process sets {0, 3} and {2, 5} could start factorizing columns 1 and 3 simultaneously. However, since process 2 is also involved in the update task of block (5, 6) associated with Step 1 and our algorithm gives precedence to all the tasks in Step 1 over any task in Step 3, process 2 does not factorize column 3 immediately. We may change this task precedence by giving the factorization task of a later step higher priority than the update tasks of the previous steps, because the former is more likely to be on the critical path. This would better exploit the task independence coming from the elimination dags.
We expect the above improvements will have a large impact for very sparse and/or very unsymmetric matrices, and for the orderings that give wide and bushy elimination dags, such as nested dissection.
The triangular solution algorithm is also designed around the same distributed 2D data structure. The forward substitution proceeds from the bottom of the elimination dag to the root, whereas the back substitution proceeds from the root to the bottom. The algorithm is based on a sequential variant called "inner product" formulation. The execution of the program is completely message-driven. Each process is in a self-scheduling loop, performing appropriate local computation depending on the type of the message received. The entirely asynchronous approach enables a large overlap between communication and computation and helps to overcome the much higher communication to computation ratio, in this phase.
Comments on the Algorithmic Differences
Both approaches use Level 3 BLAS to perform the elimination operations. However, in MUMPS, the frontal matrices are always square. It is possible that there are zeros in the frontal matrix, especially if there are delayed pivots, or the matrix structure is markedly asymmetric, but the present implementation takes no advantage of this sparsity, and all the counts measured assume the frontal matrix is dense. It is shown in Amestoy and Puglisi [2000] that one can detect and exploit the structural asymmetry of the frontal matrices. With this new algorithm, significant gains can be obtained both in memory and in time to perform the factorization. For example, using MUMPS with the new algorithm, the number of operations to factorize matrices LHR71C and TWOTONE would be reduced by 30% and 37%, respectively. The approach, tested on the shared memory multifrontal In SuperLU, advantage is taken of sparsity in the blocks, and usually the dense matrix blocks are smaller than those used in MUMPS. In addition, SuperLU uses a more sophisticated data structure to keep track of the irregularity in sparsity. Thus, the uniprocessor Megaflop rate of SuperLU is much worse than that of MUMPS. This performance penalty is to some extent alleviated by the reduction in floating-point operations because of the better exploitation of sparsity. As a rule of thumb, MUMPS will tend to perform particularly well when the matrix structure is close to symmetric, while SuperLU can better exploit asymmetry. We note that, even if the same ordering is input to the two codes, the computational graph generated in each case will be different. In the case of MUMPS, the assembly tree generated by MC47 is used to drive the MUMPS factorization phase, while, for SuperLU, the directed acyclic graphs (dags) are built implicitly.
In Figures 3 and 4 , we use a vampir trace [Nagel et al. 1996 ] to illustrate the typical parallel behaviour of both approaches. These traces correspond to a zoom in the middle of the factorization phase of matrix BBMAT on 8 processors of the CRAY T3E. Black areas correspond to time spent in communications and related MPI calls. Each line between two processes corresponds to one message transfer. From the plots, we can see that SuperLU has distinct phases for local computation and interprocess communication, whereas for MUMPS, it is hard to distinguish when the process performs computation and when it transfers a message. This is due to the asynchronous scheduling algorithm used in MUMPS, which may have a better chance of overlapping communication with computation.
IMPACT OF PREPROCESSING AND NUMERICAL ISSUES
In this section, we first study the impact on both solvers of the preprocessing of the matrix. In this preprocessing, we first use row or column permutations to permute large entries onto the diagonal. In Section 4.1, we report and compare both the structural and the numerical impact of this preprocessing phase on the performance and accuracy of our solvers. After this phase, a symmetric ordering (minimum degree or nested dissection) is used, and we study the relative influence of these orderings on the performance of the solvers in Section 4.2. We also comment on the relative cost of the analysis phase of the two solvers.
Use of a Preordering to Place Large Entries onto the Diagonal and the Cost of the Analysis Phase
Duff and Koster developed several algorithms for permuting a sparse matrix so that the diagonal entries are large relative to the off-diagonal entries . They have also written a computer code, MC64 (available from HSL [2000] ), to implement this algorithm. Here, we use option 5 of MC64 which maximizes the product of the modulus of the diagonal entries and then scales the permuted matrix so that it has diagonal entries of modulus one and all off-diagonals of modulus less than or equal to one. The importance of this preordering and scaling is clear. For MUMPS, it should limit the amount of numerical pivoting (which increases the overall cost) during the factorization. For SuperLU, we expect such a permutation to be even more crucial, reducing the number of small pivots that are modified and set to ε 1 2 || A|| 1 . Li and Demmel [1998] gave a detailed analysis about the effect of this preordering on the backward error and accuracy using static pivoting, based on experiments with more than 60 unsymmetric matrices from real applications. Duff and Koster [1999] studied the benefits of using this preordering in iterative solvers and preconditioning. Benzi, Haws and Tůma [2000] conducted more extensive experiments on the effect of MC64 on preconditioning strategies.
The MC64 code of Duff and Koster [2001] is usually quite efficient and so should normally require little time relative to the matrix factorization, even if the latter is executed on many processors while MC64 runs on only one processor. Results in this section will show that although this is often true, there are cases when MC64 can be quite expensive so that it is of benefit to develop a strategy to use this preordering only when it will benefit the subsequent numerical factorization. Moreover, matrices which are unsymmetric but have a symmetric or nearly symmetric structure, are a very common problem class. The problem with these is that MC64 performs an unsymmetric permutation and will tend to destroy the symmetry of the pattern. Since both codes use a symmetrized pattern for the sparsity ordering (see Section 4.2) and MUMPS also uses one for the symbolic and numerical factorization, the overheads in having a markedly asymmetric pattern, can be high. Conversely, when the initial matrix is very asymmetric (as for example LHR71C), an unsymmetric permutation may actually help to increase structural symmetry, thus giving a second benefit to the subsequent matrix factorization.
We show the effects of using MC64 on some examples in Table III . In Table VII , we illustrate the relative cost of the main steps of the analysis phase when MC64 is used to preprocess the matrix.
We see in Table III that, for very unsymmetric matrices (LHR71C and TWOTONE), MC64 is really needed by MUMPS and SuperLU to factorize these matrices efficiently. Both matrices have zeros on the diagonal. Because of the static pivoting approach used by SuperLU, unless these zeros are made nonzero by fill-in and are then large enough, they will be perturbed during factorization and a factorization of a nearby matrix will be obtained. In the case of MUMPS, the dramatically higher fill-in obtained without MC64 makes it also necessary to use MC64. For MUMPS, the benefit from using MC64 is both structural (compare columns 3 and 5 of Table IV ) and numerical (compare the differences between columns 2 and 3 with the differences between columns 4 and 5 of Table IV ). The permuted matrix often has a larger structural symmetry (see column 4 of Table III) so that a symmetric permutation can be obtained on the permuted matrix, that is more efficient in preserving sparsity. SuperLU benefits in a similar way from symmetrization because the computation of the symmetric permutation is based on the same assumption, even if SuperLU preserves the asymmetric structure of the factors better, by performing a symbolic analysis on a directed acyclic graph and exploiting asymmetry in the factorization phase (compare, for example, results with MUMPS and SuperLU on matrices LHR71C, MIXTANK and TWOTONE).
The use of MC64 can also improve the quality of the factors and the numerical behaviour of the factorization phase, and can reduce the number of steps of iterative refinement required to reduce the backward error to machine precision. This is illustrated in Table V where we show the number of steps of iterative refinement required to reduce the componentwise relative backward error, Berr = max i |r| i (|A|·|x|+|b|) i [Arioli et al. 1989] , to machine precision (ε ≈ 2.2 × 10 −16 on the CRAY T3E). Iterative refinement will stop when either the required accuracy is reached, or the convergence rate is too slow (Berr does not decrease by at least a factor of two). The true error is reported as Err = ||x true −x|| ||x true || . This table illustrates the impact of the use of MC64 on the quality of the initial solution obtained with both solvers, prior to iterative refinement. In addition, it shows that, thanks to numerical threshold pivoting, the initial solution is almost always more accurate with MUMPS than with SuperLU, and is usually markedly so. Note that parallel SuperLU uses static pivoting and has quite a different numerical behaviour from sequential SuperLU, where partial pivoting is used. These observations are further confirmed on a larger number of test matrices in Table VI . The same stopping criterion was applied for these runs as for the runs in Table V. In the case of MUMPS, MC64 can also result in a reduction in the number of off-diagonal pivots and in the number of delayed pivots. For example on the matrix INVEXTR1 the number of off-diagonal pivots drops from 1520 to 109 and the number of delayed pivots drops from 2555 to 42. One can also see in Table V (for example BBMAT) that MC64 does not always improve the numerical accuracy of the solution obtained with SuperLU.
As expected, we see that, for matrices with a fairly symmetric pattern (for example matrix FIDAPM11 in Table III ), the use of MC64 leads to a significant decrease in symmetry which, for both solvers, results in a significant increase in the number of operations during factorization. Also, the time spent in MC64 can dominate the analysis time of either solver (see Table VII ), even for matrices such as FIDAPM11 and INVEXTR1 for which it does not provide any gain for the subsequent steps. Thus, for both solvers, the default should be to not use MC64 on fairly symmetric matrices. In practice, the default option of the MUMPS package is such that MC64 is automatically invoked when the structural symmetry is found to be less than 0.5. For SuperLU, zeros on the diagonal and numerical issues must also be considered, so that an automatic decision during the analysis phase is more difficult.
We finally compare, in Figure 5 , the time spent by the two solvers during the analysis phase, when reordering is based only on AMD (MC64 is not invoked). Since the time spent in AMD is very similar in both cases, this gives a good estimation of the cost difference of the analysis phase of the two solvers. Note that SuperLU is not currently tied to any specific ordering code and does not take advantage of all the information available from an ordering algorithm. A tighter coupling with an ordering, as is the case with MUMPS and AMD, should reduce the analysis time for SuperLU. However, during the analysis phase of SuperLU, all the asymmetric structures needed for the factorization are computed and the directed acyclic graph [Gilbert and Liu 1993] of the unsymmetric matrix must be built and mapped onto the processors. With MUMPS, the main data structure handled during analysis, is the assembly tree, which is produced directly as a by-product of the ordering phase. No further data structures are generated during this phase. Dynamic scheduling will be used during factorization so that only a simple massage of the tree and a partial mapping of the computational tasks onto the processors, are performed during analysis.
Use of Orderings to Preserve Sparsity
On matrices for which MC64 is not used we show, in Table VIII , the impact of the choice of the symmetric permutation on the fill-in and floating-point operations for the factorization. As was observed in Amestoy et al. [2001] , the use of nested dissection can significantly improve the performance of MUMPS. We see here that SuperLU will also, although to a lesser extent, benefit from the use of a nested dissection ordering. We examine the influence of the ordering on the performance further in Section 5. We also notice that, for both orderings, SuperLU exploits the asymmetry of the matrix somewhat better than MUMPS (see BBMAT with structural symmetry 0.53). We expect the asymmetry of the problem to be better exploited by MUMPS when the approach described in Amestoy and Puglisi [2000] is implemented. • P. R. Amestoy et al. 
PERFORMANCE ANALYSIS ON GENERAL MATRICES

Performance of the Numerical Phases
In this section, we compare the performance, and study the behaviour, of the numerical phases (factorization and solve) of the two solvers.
For the sake of clarity, we will only show results using the sparsity ordering giving the least factorization time for each approach. When the best ordering for one code is different from that for the other, results with both orderings will be given. This means that results with both nested dissection and minimum degree orderings are given, thus illustrating the different sensitivity of the codes to the choice of the ordering. We note that, even when the same ordering is given to each solver, they will usually not perform the same number of operations. In general, SuperLU performs fewer operations than MUMPS because it better exploits the asymmetry of the matrix, although the execution time is usually less for MUMPS because of the Level 3 BLAS effect (see Section 5.1.1 for a detailed discussion).
Although results are very often matrix dependent, we will try, as much as possible, to identify some general properties of the two solvers. Table IX we show the factorization time of both solvers. On the smaller matrices, we report in Table X only results with up to 64 processors.
Study of the Factorization Phase. In
We observe that MUMPS is usually faster than SuperLU, and is significantly so on a small number of processors. We believe there are two reasons. First, MUMPS handles symmetric and more regular data structures better than SuperLU because MUMPS uses Level 3 BLAS kernels on bigger blocks than those used within SuperLU. As a result, the Megaflop rate of MUMPS on one processor is on average about twice that of the SuperLU factorization. This is also evident in the results on the smaller test problems in Table X and from the results on 3-D grid problems in Section 6. Note that, even on the matrix TWOTONE, for which SuperLU performs three times fewer operations than MUMPS, MUMPS is over 2.5 times faster than SuperLU on four processors. On a small number of processors, we also notice that SuperLU does not always fully benefit from the reduction in the number of operations due to the use of a nested dissection ordering (see BBMAT with SuperLU using 4 processors). Furthermore, we can see that, with matrices that are structurally very asymmetric, SuperLU can be much less scalable than MUMPS. For example, on matrix LHR71C in Table X , speedups of 3.9 and 9.1 are obtained on 32 processors with SuperLU and MUMPS, respectively. This is due to the two parallel limitations of the current SuperLU algorithm described in Section 3.2. First, SuperLU does not fully exploit the parallelism of the elimination dags. Second, the pipelining mechanism does not fully benefit from the sparsity of the factors (a blocked column factorization should be implemented). This also explains why SuperLU does not fully benefit, as MUMPS does, from the better balanced graph generated by a nested dissection ordering.
We see that the ordering very significantly influences the performance of the codes (see results with matrices BBMAT and ECL32) and, in particular, MUMPS generally outperforms SuperLU when a nested dissection ordering is used. While this is not always true on the largest number of processors, the absolute best performance is often obtained by MUMPS on a fewer number of processors. On the other hand, if we use the minimum degree ordering, SuperLU can be faster than MUMPS on a large number of processors. We also see that, on most of our unsymmetric problems, neither solver provides enough parallelism to effectively benefit from using more than 256 processors. Our lack of other large unsymmetric systems gives us few data points in this regime but one might expect that, independently of the ordering, the 2D distribution used in SuperLU should provide better scalability (and hence eventually better performance) on a large number of processors, than the mixed 1D and 2D distribution used in MUMPS. To further analyse the scalability of our solvers, we consider three dimensional regular grid problems in Section 6.
To better understand the performance differences observed in Tables IX  and X and to identify the main characteristics of our solvers we show, in Table XI , the average communication volume. The speed of communication can very much depend on the number and the size of the messages. We also indicate the maximum size of the messages and the average number of messages. To overlap communication by computation, MUMPS uses fully asynchronous communications (during both sends and receives). The use of non-blocking sends during the more synchronous scheduled approach used by SuperLU also enables overlapping between communication and computation. It is difficult to make any definitive comment on the average volume of communication, from the results in Table XI . Overall, it is broadly comparable, with either MUMPS or SuperLU sometimes having lower volume, occasionally by a significant amount. However, although the average volume of messages with 64 processors can be comparable with both solvers, there is between one and two orders of magnitude difference in the average number of messages and therefore in the average size of the messages. This is due to the much larger number of messages involved in a fan-out approach (SuperLU) compared to a multifrontal approach (MUMPS). Note that, with MUMPS, the number of messages includes the messages (one integer) required by the dynamic scheduling algorithm, to update the load on the processes.
The average volume of communication per processor, of each solver, depends very much on the number of processors. While, with SuperLU, increasing the number of processors will generally decrease the communication volume per processor, it is not always the case with MUMPS. Note that adding some global information to the local dynamic scheduling algorithm of MUMPS will help to increase the granularity of the 1D-node subtasks without losing parallelism (see Section 3.1) and thus can result in a decrease in the average volume of communication on a large number of processors.
Study of the Solve Phase.
In section 4.1 we discussed the difference in the numerical behaviour of the two solvers, showing that, in general, SuperLU will involve more steps of iterative refinement than MUMPS, to obtain the same accuracy in the solution.
In this section, we focus on the time spent to obtain the solution. We apply enough steps of iterative refinement to ensure that the componentwise relative backward error (Berr) is less than √ ε = 1.48 × 10 −8 . Each step of iterative refinement involves not only a forward and a backward solve but also a matrixvector product with the original matrix. With MUMPS, the user can provide the input matrix in a very general distributed format [Amestoy et al. 2001] . This functionality was used to parallelize the matrix-vector products. With SuperLU, the parallelization of the matrix-vector product was easier because the input matrix is duplicated on all the processors.
In Table XII , we report both the time to perform one solution step (using the factorized matrix to solve Ax = b) and, when necessary (Berr greater than √ ε), the time to improve the solution using iterative refinement (lines with "+IR"). With SuperLU, except on ECL32 and MIXTANK which did not require any iterative refinement, one step of iterative refinement was required and was always enough to reduce the backward error to √ ε. With MUMPS, iterative refinement was only required on the matrix INVEXTR1 and the backward error was already so close to √ ε (on one processor Berr = 3.06 × 10 −8 ) that on 4 and 8 processors no step of iterative refinement was required (Berr for the initial solution was already equal to 1.17 × 10 −8 ). In this case, the time reported in the row "+IR" corresponds to the time to perform the computation of the backward error. We first observe (compare, for example, Tables IX and XII) that, on a small number of processors (less than 8), the solve phase is almost two orders of magnitude less costly than the factorization. On a large number of processors, because our solve phases are relatively less scalable than the factorization phases, the difference drops to one order of magnitude. On applications for which a large number of solves might be required per factorization, this could become critical for the performance and might have to be addressed in the future. We show solution times for our smaller matrices in Table XIII where we have not run iterative refinement.
The performance reported in Tables XII and XIII would appear to suggest that the regularity in the structure of the matrix factors, generated by the factorization phase of MUMPS, is responsible for a faster solve phase than that of SuperLU for up to 256 processors. On 512 processors, the solve phase of SuperLU is occasionally faster than that of MUMPS, although in all cases the fastest solve time is recorded by MUMPS usually on a fewer number of processors. The cost of iterative refinement can significantly increase the cost of obtaining a solution. With SuperLU, because of static pivoting, it is more likely that iterative refinement will be required to obtain an accurate solution on numerically difficult matrices (see BBMAT, INVEXTR1 and TWOTONE) . With MUMPS, the use of threshold pivoting during the factorization will reduce the number of matrices for which iterative refinement is required. (In our set, only INVEXTR1 requires iterative refinement). For both solvers, the use of MC64 to preprocess the matrix can also reduce the number of steps of iterative refinement, and even avoid the need to use it in some cases (see Section 4.1).
Memory Usage
In this section, we study the memory used during factorization as a function of both the solver and the number of processors (see Table XIV ).
We want to first point out that, because of the dynamic scheduling approach and the threshold pivoting used in MUMPS, the analysis phase cannot fully predict the space that will be required on each processor and an upper bound is therefore used for the memory allocation. With the static task mapping approach used in SuperLU, the memory used can be predicted during the analysis phase. In this section, we only compare the memory actually used by the solvers during the factorization phase. This includes reals, integers and communication buffers. Storage for the initial matrix is, however, not included but we have seen, in Amestoy et al. [2001] , that the input matrix can also be provided in a general distributed format and can be handled very efficiently by the solver. This option is available in MUMPS. In SuperLU, the initial matrix is currently duplicated on all processors.
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We notice, in Table XIV , a significant reduction in the memory required when increasing the number of processors. We also see that, in general, SuperLU requires less memory than MUMPS, although this is less apparent when many processors are used, thus showing the better memory scalability of MUMPS. One can observe that there is little difference between the average and maximum memory usage, showing that both algorithms are well balanced, with SuperLU the better of the two.
Note that memory scalability can be critical on globally addressable platforms where parallelism increases the total memory used. On purely distributed machines such as the T3E, the main factor remains the memory used per processor, which should allow large problems to be solved when enough processors are available.
• P. R. Amestoy et al. 
PERFORMANCE ANALYSIS ON 3-D GRID PROBLEMS
To further analyse and understand the scalability of our solvers, we report, in this section, on results obtained for the 11-point discretization of the Laplacian operator on three-dimensional grid problems.
We consider a set of 3-D cubic (NX = NY = NZ) and rectangular (NX, NX/ 4, NX/8) grids on which a nested dissection ordering is used. The size of the grids used, the number of operations and the timings, are reported in Table XV. When increasing the number of processors, we have tried as much as possible to maintain a constant number of operations per processor, while keeping as much as possible, the same shape of grids. Not all of these constraints could be satisfied thus the number of operations per processor is not completely constant.
Since all of our test matrices are symmetric, we can use MUMPS to compute either an LDL T factorization, referred to as MUMPS-SYM, or an LU factorization, referred to as MUMPS-UNS. SuperLU will compute an LU factorization. Note that, for a given matrix, the unsymmetric solvers (SuperLU and MUMPS-UNS) perform roughly twice as many operations as MUMPS-SYM.
To overcome the problem of the number of operations per processor being non-constant, we first report in Figures 6 and 7 , the Megaflop rate per processor for our three approaches on cubic and rectangular grids, respectively. In our context, the Megaflop rate is meaningful because on those grid problems, the number of operations is almost identical for MUMPS-UNS and SuperLU (see Table XV ), thus it corresponds to the absolute performance of the approach used for a given problem. We first notice that on up to 8 processors, and independent of the grid shape, MUMPS-UNS is about twice as fast as SuperLU, and also Fig. 7 . Megaflop rate per processor (rectangular grids, nested dissection).
• P. R. Amestoy et al. has a much higher Megaflop rate than MUMPS-SYM. On 128 processors on both rectangular and cubic grids, all three solvers have similar Megaflop rates per processor.
In Figures 8 and 9 , we show the parallel efficiency on cubic and rectangular grids respectively. The efficiency of a solver on p processors is computed as the ratio of its Megaflop rate per processor on p processors over its Megaflop rate on 1 processor.
SuperLU is generally more efficient on cubic grids than MUMPS-UNS even on a relatively small number of processors. MUMPS-SYM is relatively more efficient than MUMPS-UNS and the MUMPS-SYM efficiency is very comparable to that of SuperLU. On a large number of processors SuperLU is significantly more efficient than MUMPS-UNS. The peak ratio between the methods is reached on cubic grids (128 processors) for which SuperLU is about three and two times more efficient than MUMPS-UNS and MUMPS-SYM, respectively. On rectangular grids, the situation is different, with MUMPS-SYM showing comparable parallel efficiency to SuperLU.
Finally, we report in Table XVI a quantitative evaluation of the overhead due to parallelism on cubic grids, using the analysis tool vampir [Nagel et al. 1996] . In the rows "computation", we report the percentage of the time spent doing numerical factorization. MPI calls and idle time due to communications or synchronization are reported in rows "overhead" of the table. Table XVI shows that SuperLU has less overhead than either version of MUMPS. We also observe a better parallel behaviour of MUMPS-SYM with respect to MUMPS-UNS, as analysed in , which is mainly due to the fact that node level parallelism provides relatively more parallelism in a symmetric context.
CONCLUDING REMARKS
In this paper, we have presented a detailed analysis and comparison of two state-of-the-art parallel sparse direct solvers-a multifrontal solver, MUMPS, and a supernodal solver, SuperLU. Our analysis is based on experiments using a massively parallel distributed-memory machine-the Cray T3E, and eleven matrices from different applications. Our analysis addresses many aspects of the efficiency of the solvers, including the role of preordering steps and their costs, the accuracy of the solution, sparsity preservation, the total memory required, the amount of interprocessor communication, the times for factorization and triangular solves, and scalability. We found that both solvers have strengths and weaknesses. We summarize our observations as follows.
-Both solvers can benefit from a numerical preordering scheme implemented in MC64, although SuperLU benefits to a greater extent than MUMPS. For MUMPS, this helps reduce the number of off-diagonal pivots and the number of delayed pivots. For SuperLU, this may reduce the need for small diagonal perturbations and the number of iterative refinements. However, since this permutation is asymmetric, it may destroy the structural symmetry of the original matrix, and cause more fill-in and operations. This tends to introduce a greater performance penalty for MUMPS than for SuperLU although recent work by Amestoy and Puglisi [2000] might affect this conclusion. This is why by default MUMPS does not use MC64 on fairly symmetric matrices.
-MUMPS usually provides a better initial solution, due to the effect of dynamic versus static pivoting. With one step of iterative refinement, SuperLU usually obtains a solution with about the same level of accuracy.
-Both solvers can accept as input, any fill-in reducing ordering that is applied symmetrically to both the rows and columns. MUMPS performs better with nested dissection than minimum degree, because it can exploit the better tree parallelism provided by a nested dissection ordering, whereas SuperLU does not exploit this level of parallelism, and its parallel efficiency is less sensitive to different orderings.
-Given the same ordering, SuperLU better preserves the sparsity and the asymmetry of the L and U factors. SuperLU requires less memory than MUMPS, in general, and especially so with smaller numbers of processors. On 64 processors, MUMPS requires 25-30% more memory on average.
-Although the total volume of communication is comparable for both solvers. MUMPS requires many fewer messages, especially with large numbers of processors. The difference can be up to two orders of magnitude. This is partly intrinsic to the algorithms (multifrontal versus fan-out), and partly due to the 1D (MUMPS) versus 2D (SuperLU) matrix partitioning.
-MUMPS is usually faster in both factorization and solve phases. The speed penalty for SuperLU partly comes from the code complexity that is required to preserve the irregular sparsity pattern, and partly because of the greater number of communication messages. With more processors, SuperLU shows better scalability, because its 2D partitioning scheme does a better job in keeping all of the processors busy despite the fact that it introduces more messages.
As we said in the introduction, we started this exercise with the intention of comparing a wider range of sparse codes. However, as we have demonstrated in the preceding sections, the task of conducting such a comparison is very complex. We do feel though, that the experience we have gained in this task will be useful in extending the comparisons in the future. 
