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Abstract-we consider the boundary value problem 
A*“‘y(k - m) = f (y(k), A*y(k - l), . . , A*;y(k -i), . . . , A2(m-1)y(k - (m - 1))) , 
k~{a+l,...,b+l}, 
A2”y(a+1-m)=A2iy(b+1+m-2i)=0, o<i<m-1, 
where m 2 1 and (-1)“f : Wn - [0, co) is continuous. By using Amann and Leggett-Williams’ 
fixed-point theorems, we develop growth conditions on f so that the boundary value problem has 
triple positive symmetric solutions. The results obtained are then applied in the investigation of 
radial solutions for certain partial difference equation subject to Lidstone type conditions. @ 2003 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Let c, d (d > c) be integers and Z[c, d] be the discrete interval given by Z[c, d] = {c, cf 1,. . . , d}. 
We also use 1.1 to denote the greatest integer function. 
In this paper, we shah consider the Lidstone boundary value problem 
A2my(k - m) = f(y(k), A2y(k - l), . . . , A2iy(k -i), . . . ,A2@-‘)y(k - (m - l))), 
k E Z[u + 1, b + 11, (1.1) 
A2iy(a + 1 - m) = A2iy(b + 1 + m - 24 = 0, O<i<m-1, (1.2) 
where m 2 1 and (-1)“f : W” --) [0, co) is continuous. 
We are interested in a positive symmetric solution y of (1.1),(1.2), which, to be exact, is a 
function y : Z[u + 1 - m, b + 1 + m] + [0, co) such that 
y(u + 1 - m + k) = y(b + 1+ m - k), kEZ[O,[t-2+27nJ1. 
0898-1221/03/$ - see front matter @ 2003 Elsevier Science Ltd. All rights reserved. ‘h-t by 44-W 
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By employing Amann (11 as well as Leggett-Williams’ [2] fixed-point theorems, we shall derive 
two sets of growth conditions on f that ensure the existence of at least three positive symmetric 
solutions of the boundary value problem (1.1),(1.2). Th e criteria developed also provide esti- 
mates on the norms of these three solutions. As an application of the results obtained, we shall 
establish the existence of radial solutions for a partial difference equation subject to Lidstone 
type conditions. 
The motivation for the present work stems from the numerous investigations focused on the 
existence of positive solutions of boundary value problems for differential equations as well as for 
difference equations; see, for example, [3-221. The monographs [23-251 give a good documentation 
of the literature. In most of these works [3,4,7-11,15,19], the nonlinear term f is a function of y 
only. It is also noted that some of the investigations [12-14,16-18,20-221 tackle the situation 
when f is a function of higher-order derivatives/differences of y, and the criteria established are 
in terms of nonnegative functions h, u, and v satisfying 
h(y)u(t) I f (t, y, higher order derivatives/differences of y) I h(y)w(t). 
Recently, Davis, Eloe and Henderson [6] h ave considered the continuous version of (l.l),( 1.2), 
vu., 
Y(2m)@) = f (Y@LYV). . . . ) yC2i) (t), . . . ) y(2m-2) (t)) ) t E [O, 11, (1.3) 
y(q)) = y(2i)(l) = 0, O<i<m-1. (14 
They have obtained a set of growth conditions directly on f by using only Leggett-Williams’ fixed- 
point theorem. Besides extending the work of Davis et al. [6] to the discrete case, we also develop 
further growth conditions using the Amann fixed-point theorem. Furthermore, we investigate 
the existence of triple radial solutions for a partial difference equation subject to Lidstone type 
conditions, which includes and generalizes the results of Wong and Agarwal [13,18,20,21] in this 
aspect. 
Other than contributing to the literature, our results may be applied in signal processing 
and control problems where dynamic systems are required to exhibit certain desirable behavior. 
For example, in filtering, to avoid signal distortion, it is required that the system has desirable 
linear phase property. The latter property is ensured if the impulse response of the system is of 
symmetric structure [26]. Similarly, in control engineering, system performance is often specified 
as time response characteristics due to certain input. In this situation, the analys’is results of this 
research may be used for the design of controllers to meet the desirable response characteristics. 
The paper is outlined as follows. In Section 2, we shall state the fixed-point theorems of Amann 
and Leggett-Williams. Some inequalities for certain Green’s function are also presented. Using 
the fixed-point theorems, in Section 3, we derive criteria for the existence of at least three positive 
symmetric solutions of (1.1)) (1.2). Finally, Section 4 is devoted to the existence of radial solutions 
for a partial difference equation subject to Lidstone-type conditions. 
2. PRELIMINARIES 
Let B be a Banach space equipped with the norm ]] . I]. 
DEFINITION 2.1. LetC(c B) b e a nonempty closed convex set. We say that C is a cone provided 
the following conditions are satisfied: 
(a) if y E C and (Y 2 0, then ay E C; 
(b) if y E C and -y E C, then y = 0. 
The cone C induces an ordering 5 on B. For x,y E B, we write x 5 y if and only if y - x E C. 
If x,y E B with x 5 y, we let (x, y) denote the closed order interval given by (x, y) = {z E B 1 
x I 2 I Y}. 
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DEFINITION 2.2. Let C(C B) be a cone. A map 11, is a nonnegative continuous concave finctional 
on C if the following conditions are satisfied: 
(a) 1c, : C + [0, oo) is continuous; 
(b) $((Yz + (1 - o)y) 2 o+(z) + (1 - o)+(y) for all 2, y E C and 0 5 (Y I 1. 
Let ,B, y, 6 > 0. With C and 1c, defined as above, we shall introduce the following notations: 
C(d) = {Y E c I IlYll < 51 and C(hP,r) = {Y E c I 1cl(Y) 2 P, IIYII I 71. 
The following fixed-point theorems will be needed later. 
THEOREM 2.1. (See [1,27].) Let P be a bounded closed convex subset of B. Assume that PI, PZ 
are disjoint closed convex subsets of P and Ur, Uz are nonempty open subsets of P with 
Ul c PI and uz c P2. 
Suppose that S : P -+ P is completely continuous and the following conditions hold: 
(a) S(Pl) c PI and S(P2) c Pz; 
(b) S has no fixed points in (PI \ VI) U (P2 \ Uz). 
Then, S has (at least) three fixed points yr, ~2, and ya in P. Further, we have 
Yl E 6, Y2 E u2 and Y3 E P\pluPz). (2.1) 
THEOREM 2.2. (See [2,271.) Let C(c B) b e a cone, and 6 > 0 be given. Assume that 1c, is a 
nonnegative continuous concave functional on C such that +(y) 5 ]]y]] for all y E C(6), and let 
S : C(6) + C(6) be a completely continuous operator. Suppose that there exist numbers cr, p, y 
where 0 < Q! < p < y I 6 such that 
(a) {Y E CC+, A Y) I NY) > PI f: 0, and 144s~) > P for all Y E CC+, A 4; 
(b) ]]Sy]] < (Y for ally E C(o); 
(~1 ti,(Sy) > P for all Y E C(hP, 6) with IISYII > Y. 
Then, S has (at least) three fixed points yr, ~2, and ys in c(S). Further, we have 
Yl E C(a), Y2 E {YE C($,P,6) 1$(Y) > PI, and ~3 E c’(6) \ (W,P,@ u &4). (2.2) 
To obtain a solution for (1.1),(1.2), we require a mapping whose kernel gm,a,b is the Green’s 
function of the boundary value problem 
A2my(k - m) = 0, Ice Z[a+l,h+l], 
A2iY(a + 1 - m) = A2iy(b + 1 + m - 2i) = 0, O<i<m-1. 
The Green’s function gm,a,b can be expressed as [5] 
Sm,a,b(k,~) =.c gm-l,a,b(k,T)gl,a,b(T,~), 
7=LX 
(k, e) E Z[a+l-m, b+l+m] xZ[a+l, b+l], (2.3) 
where 
gl,a,&,t) = - ’ 
(b+2-fJ)(k-a), kle, 
b+2-a (b+2-k)@-a), !<k. (2.4) 
It is noted that gl+b(k, e) is the Green’s function of the boundary value problem 
A2v(k-l)=O; kEZ[a+l,b+l], v(u) = v(b + 2) = 0. 
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Moreover, from (2.3) and (2.4), we have 
(--l)msh,a,b(k e> I 0, (k, e) E Z[u + 1 - m,b+l+m] xZ[a+l,b+l]. P-5) 
For 1 5 j 5 m - 1, define Gj E Gj,a,b = gj,a-l,b+l. Thus, Gj is the Green’s function of the 
boundary value problem 
A2jy(k - j) = 0, k E Z[a,b+2], 
A2iy(a - j) = A2iy(b + 2 + j - 2i) = 0, Oji<j-1. 
Clearly, it follows from (2.3)-(2.5) that 
b+3 
Gj(k,e) = c G~-I(~,T)G(T,Q 
r=a-1 
(k,!) E Z[u - j, b + 2 + j] x Z[u, b + 21, P-6) 
where 
1 
G1(k’P)=-b+4-u 
(b+3-C)(k-a+l), kl& 
(b+3-k)(C-u+l), es k, 
(2.7) 
is the Green’s function of the boundary value problem 
A2v(k - 1) = 0, k E Z[u, b + 21; ~(a-l)=v(b+3)=0, 
and 
(-l)jGj(k,fJ) 10, (k, e) E Z[u - j, b + 2 + j] x Z[u, b + 21. (2.8) 
Moreover, from (2.6) and (2.7), it can be readily checked that 
Gj(u+k,u+e) =Gj(b+2-k,b+2-C), (k,e) E Z[-j,b+2+j-a] xZ[O,b+2-a]. (2.9) 
LEMMA 2.1. Let z E 2 [l, [(b + 4 - u)/2]]. For j 2 1 and (k,e) E Z[u-l+z, b+3-z] xZ[u, b+2], 
we have 
IGj(k,e)I L L’;ti-’ 
(b + 3 - e)(e - a + 1) 
b+4-a ’ 
(2.10) 
where 
b+3-z 
L,= z ad #z= c 
(b + 3 - T)(T - a + 1) 
b+3-a b+4-a * 
(2.11) 
T=a-1+z 
PROOF. Noting (2.7), we see that inequality (2.1O)]j=r holds provided 
L, I min 
&Z[a-l+z,b+3-z] 
IGl(k,e)I (b+36_+e;;:u+l) 
&Z[a,b+2] 
‘{ 
. k-u+1 . b+3-k 
1 
z 
=mln ~~~e-u+i~~~~ b+3-e = b+3-u’ 
Thus, we take L, = z/(b + 3 - u). 
Next, assuming that (2.10) is true for j 2 1, from (2.6) and (2.8), we have for (k,e) E Z[u - 
1 + z, b + 3 - z] x Z[u, b + 21, 
b+3 b+3-z 
lGj+l(k,e)l = c lGj(k7)G(T,e)l 2 c IG~(k~)G(~,~)l 
r=a-1 7=a-1+z 
b+3-r 
> c Lj,&- 
r (b+3-r)(r-u+l) x L (b+3-e)(e-a+l) 
b+4-a .z 
7=a-1+z 
b+4-a 
= Lj+lti (b + 3 -w - a + 1) 
I z b+4-a * 
Hence, (2.10) is proved by induction. 
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LEMMA ‘2.2. For j 2 1 ad (k, !) E Z[u - j, b + 2 + j] x Z[u, b + 21, we have 
IGj(k 41 5 &’ 
(b+3-L)(e-a+l) 
b+4-a ’ 
(2.12) 
where 
40= c 
b+3 (b+3-r)(r--oaf) = (b+3-u)(b+5-a) 
r=a-1 
b-t4-a 6 
PROOF. Inequality (2.12)1+1 is obvious from (2.7). Assuming that (2.12) is true for j >_ 1, we 
find for (k,l) E Z[a - j, b + 2 + j] x Z[u, b + 21, 
b+3 
IGj+l(kOI = c lGj(k+~(~,Ql 
r=a-1 b+3 5 c &l (b + 3 - T)(T - a + 1) x (b + 3 - -e)(t - a + 1) 
T=a- 1 
b+4-a b+4-a 
=$+ (b+3-C)(l-a+l) 
0 b-i-4-u . 
This completes the proof. 
3. TRIPLE POSITIVE SYMMETRIC SOLUTIONS 
Let k?j = {w 1 ‘u : ,%‘[a-j,b+2+j] -+ R}. For each 1 5 j 5 m - 1, define the operator 
Aj : Bi --f Bj by 
b+2 
Q(k) = c Gj(k, 444, kEZ[u-j,b+2+j]. (3.1) 
eza 
By the construction of A,, it is clear that 
A2’Ajv(k - j) = v(k), k E Z[a,b+2], 
AziAju(o - j) = A2iAjV(b + 2 + j - 2i) = 0, O<i<j-1. 
Hence, we see that (1.1),(1.2) h as a solution if and only if the following boundary value problem 
has a solution: 
A2v(k - 1) = f&n-Iv(k), An-z+), . . . , Al4k),w(k)), 
w(u) = w(b + 2) = 0. 
keZ[u+l,b+l], (3.2) 
(3.3) 
Indeed,ifyisasolutionof (1.1),(1.2), thenw(k) = A2(*-‘)y(k-(m-l)) isasolutionof (3.2),(3.3). 
Conversely, if w is a solution of (3.2),(3.3), then y(k) = A,-Iv(k) is a solution of (1.1),(1.2). In 
fact, we have the representation 
b-i-2 
y(k) = ~Gn-~k+@), 
eta 
(3.4) 
where 
b+l 
w(e) = c %,a,& T)f(Am-IV(T), Am-&‘-), . . . , &W(T), ~(7)). (3.5) 
r=o+l 
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It is clear from (3.4) that y is positive if and only if (-l)“- lv is positive. Moreover, if u is a 
symmetric solution of (3.2),(3.3), i.e., 
v(u + k) = w(b + 2 - k), ktZ[O,jb+22-a]], 
then y = A,-lw is a symmetric solution of (1.1),(1.2). To see this, using (2.9), we obtain, 
for k E 2 [0, [(b - a + 2m)/2J], 
y(a + 1 - m + k) = A,-.Iw(a + 1 - m + k) 
b+2 
= xG,-l(a+l -m+k,e)v(e) 
eza 
b-a+2 
= C Gm-l(a+l-m+k,a++(a+Q 
e=o 
b-a+2 
= c G,-l(b+2-(1-m+k),b+2-@(a+~) 
e=o 
b-a+2 
= c G,-1(b+1+m-k,b+2-@(b+2-~) 
e=o 
b+2 
= c G,-l(b + 1+ m - k +(-e) 
eta 
= A,eIv(b + 1 + m - k) = y(b + 1 + m - k). 
LetBs={v)w:Z[a,b+2] --+ IF!} be the Banach space equipped with the norm 
1141 = kE$$F+2] ‘w(k)‘. 
Denote k, = L(b + 2 + a)/2J. F or a fixed ko E [l, [(b + 2 - a)/2]], define the cone G C Bo by 
w(a+k)=w(b+2-k), kEZ 
(-l)“-%(k) 2 0, k E Z[a, b + 21; (3.6) 
(-l)“-lA2v(k - 1) I 0, k E Z[a + 1, b + 11; kEzLa+y$+2-k01 Mk)I 2 lhdl A}. 
m 
Let the completely continuous operator S : BO + Bo be defined by 
b+l 
Wk) = c g l,a,b(k,e)f(Am-lo, Am-24Q.. . , Alv(Q v(t)). (3.7) 
eca+i 
It is obvious that a fixed point v* of S is a solution of the boundary value problem (3.2),(3.3). 
From previous observation, y* = A,,,-IV* is a solution of (1.1),(1.2). 
LEMMA 3.1. S maps the cone C into C. 
PROOF. Let ‘u E C. Clearly, (-l)“-l&(k) 2 0 for k E Z[a, b + 21, and (-l)“-‘A2Sv(k - 1) = 
(-l)“-lf(A,,+lv(k), . . . , Alw(k), v(k)) 5 0 for k E Z[u + 1, b + I]. 
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Next, noting (2.9), for 1 5 j 5 m - 1 and k E Z[O, [(b + 2 - ~)/a]], we have 
b+2 
Ajv(u + k) = c Gj(a + k,l)w(t) 
eza 
b-a+2 
= c Gj(a + k, a + l)w(u + e) 
e=o 
b-a+2 
= c G&+2-k,b+2-+4+2-e) 
(3.8) 
e=o 
h-L2 
= c Gj(b + 2 - k,C)w(C) = Ajw(b + 2 - k). 
Using (3.8), we get, for k E Z[O, [(b + 2 - ~)/a]], 
b+l 
Sw(u+k) = c g l,a,h(u + k,I)f(A,-Iv(l), Am-2@), . . . , A~w(l),w(C)) 
esa+i 
b-a+1 
= c &+,(a + k,u + C)f(A,-lv(u + !), A,,+.~w(u + l), . . . , Alw(u + l), w(u + a)) 
e=i 
b-a+1 
= c gl&,(b + 2 - k, b + 2 - Qf(A,-lw(b + 2 - C), A,-gw(b + 2 - l), . . . , 
e=i 
Alw(b + 2 -!), w(b + 2 - l)) 
b+l 
= c gl,o,b(b + 2 - k, 4f(Am-I@), An--2744, . . . , AI@), w(e)) 
eza+i 
= Sw(b + 2 - k). 
Finally, since SW(U) = Sw(b + 2) = 0 and llSw[l = ISw(km)l, we have 
kEqa+y,t+2-ko] 
IWk)l = 
Hence, S : C + C. 
LEMMA 3.2. Suppose that there exists a p > 0 such that for ([IL,-11, lu1,-21,. . ., 1~01) E 
l-I~=,-,ro,&-lhl x [O,Pl, 
If (%L- lrwn-2,..*, u”)l < (k, - .)(“b: 2 - km)’ (3.9) 
Then, 
s (W) c C(P) c w. (3.10) 
PROOF. Let w E C(p). Th en, w(e) E [O,p] for e E Z[u, b + 21. Using this and Lemma 2.2, we 
obtain, for 1 < j < m - 1 and ! E Z[u + 1, b + 11, 
h+2 h-k2 h+2 (b + 3 - T)(T - a + 1) I+(41 = c lGj(C~b(~)l I PC IGj(h)l I P& c 
b+4-a 7.=iZ ?-=a T=CZ 
= p&‘i$1. 
(3.11) 
. 
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Next, from (2.4), we have 
N-1 
d%tf+21 e=a+l c bl,dk,~)l = kE~~+21 (k - a)@ + 2 - k) = (km - a)@ + 2 - krn)~ 2 (3 12) a, 2 
In view of (3.11), (3.9), and (3.12), we find, for k E Z[a, b + 21, 
b+l 
ISv(k)l = 1 lgl,a,b(k,c)f(A,-Iv(C), &,a-v(l), . . . , AI@), v(t))1 
eza+l b-l-1 
< c bL~,b(k~e)l 
e=a+i (k, - a)(Ft 2 - k,) 
< (km - a)@ + 2 - km) 
2 (k, - a)(?+ 2 - k,) = p. 
Therefore, ]]SV]] < p and so by Lemma 3.1, we have Sv E C(p). Relation (3.10) follows immedi- 
ately. 
THEOREM 3.1. Suppose there exist numbers 0 < o < p < y < b such that the foIlowing 
conditions are satisfied: 
(Hl) for (b,-II, I+GzI,. . . , 1~01) E nf=m-#T 4;%1 x [O, 4, 
If(wn-l,%-2,. . . ,uo)l < (& _ a);+ 2 _ k m 1; 
032) for (Iw+~l, I~,-21,. . . , bob E l-I&&vwirl~ll x [O, 61, 
If(~~-l,U,-2,...,210)1< (k,-a,(;+2-k 
m 
>; 
(H3) for (Iw,+ll, 1~~21,. . . , bol) E rI:=,-,raGG% Y4iwd x [A 717 
b+;pw, < If(U,-l,U,-2,...,‘1LO)I < (k 
n 4~+2-r: m )’ 
Then, the boundary value problem (1 .l), (1.2) has (at least) three positive symmetric solutions ~1, 
~2, and y3 such that 
kEZ$$+2] 
lA2+-r)yi(k - (m - l))i 5 S, 
p < IA+-1) YIP - (m - I))( < Y, 
kGZ$$%Z] 
lA2+r)y2(k - (m - 1))1 < CY, 
i = 1,2,3, 
k E Z[a+l,b+l], 
(3.13) 
max 
kcZ[a,b+2] 
lAz(“-‘)y3(k - (m - l))( > a and & $ A2+1)ys(k - (m - 1)) $ &, 
where, for a nonnegative number p, we define the function 4, on Z[a, b + 21 by 
hdk) = {  
(-l)“-lp, k E Z[u + 1, b + 11, 
o 
I k E {a,b+2}. 
PROOF. We shall employ Theorem 2.1. Let, in the context of Theorem 2.1, 
(3.14) 
P = C(b), 9 = Oh,&), Ur = interior of PI, 
P2 = C(a) and u, = C(a). 
Three Symmetric Solutions 1453 
First, it is noted, from Lemma 3.2 and Conditions Hl and H2 that 
s (C(a)) s C(cr) c C(a) (3.15) 
and 
s (C(6)) c C(6) c C(b). (3.16) 
Therefore, (3.16) and (3.15), respectively, yield S(P) c P and S(&) c P2. Further, (3.15) also 
provides S(P2) C Us from which it follows immediately that S has no fixed points in Pz \ Uz. 
Hence, it remains to show that S(Pl) c P i and S has no fixed points in PI \ VI. 
To proceed, let v E PI. Then, it is clear from definition (3.14) that 
b(ql E [P, Yl, e E Z[a + 1, b + 11; [w(C)1 =o, lE {a,b+2}. (3.17) 
Using (3.17) as well as Lemmas 2.1 and 2.2, we obtain, for 1 2 j 5 m - 1 and e E Z[a + 1, b + 11, 
(3.18) 
and 
b+l b+l 
I4W 2 c lGj(C~M4l > P c IGj(6~)l 
r=a+l 7x3+1 
b+l 
(3.19) 
2 p c L$p;-1 (b + 3 - - T)(T a + 1) = 
b+4-a 
pLj4j 
2 2’ 
7=a+1 
Coupling (3.18) and (3.19), we have 
IAp(t)l~ [PL$&,&-‘&], e~Z[a+l,b+l], l<j<m-1. (3.20) 
It is also noted that 
b+l 
min c lgl,a,b(k,!)l = kEZl~b+ll (k-a)(~+2-k) = b+i-a. 
kWa+l,b+ll e=a+l a , 
(3.21) 
Hence, in view of (3.20), (3.17), Condition H3, (3.12), and (3.21), for k E Z[a+ 1, b+ 11, it follows 
that 
b+l 
k(k)1 = c lgl,a,b(k,e)f(A,-lv(e), Am-244,. . . , A,v(Q v(t)>\ 
e=a+i 
b+l 
< c bl,a,b(k,e)l 
eza+i (km--a)(T+2-km) ” 
(3.22) 
and 
b+l 
(3.23) 
A combination of (3.22) and (3.23) gives 
W&>l = P < ISG>l < Y = l&Y(~)l, k~Z[a+l,b+l]. 
Moreover, Sv(k) = 0 for k E {a, b + 2). Hence, Sv E Ur. This means that S(Pl) 2 VI c PI 
and S has no fixed points in PI \ U1. 
We conclude by Theorem 2.1 that the boundary value problem (3.2),(3.3) has (at least) three 
symmetric solutions ~1,212,2)s E c(S) such that (2.1) holds. Equivalently, 
b+2 
z/i(k) = 1 G-l(k, Q@), i = 1,2,3, 
eta 
are three positive symmetric solutions of (1.1),(1.2). It is easily seen that (2.1) reduces to (3.13). 
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THEOREM 3.2. Suppose there exist numbers 0 < & < ,S < y < 6 such that (Hl) and (H2) are 
satisfied. Further, 
(H4) for ((+‘-ll, (em-21,. . . , Iw~l) E ~~~,_,[B~:o+l~~o+l,y~~-l~~] x [P,r], 
If(%a-I,%-2, * *. 1 uo)l > koCb + 32p, _ 2ko). 
Then, the boundary value problem (1 .1),(1.2) has (at least) three positive symmetric solutions yl, 
yz, and y3 such that 
k$a$+Z] 
lA2@-‘)yi(k - (m - 1))1 5 6, 
min 
k&Z-[a+ko,b+2-kc,] 
lA2(“-‘)y# - (m - 1))1 > p, 
k&yy+21 lA2(“-‘)Ya(k - cm - l))l < % 
k$ay+2] 
lA2(m-1)y3(k - (m - l))I > Q, 
min 
kEZ[a+ko,b+2-ko] 
lA2+‘)y3(k - (m - 1))l < p. 
i = 1,2,3, 
and 
(3.24) 
PROOF. We shall show that the conditions of Theorem 2.2 are fulfilled for the operator S. First, 
Lemma 3.2 and Condition H2 lead to (3.16). Thus, we have S : c(6) --) c(6). 
Next, we define 11, : C -+ [0, oo) by 
NV) = min kEZ[a+ko,b+2-kol lv(k)l* 
Clearly, $ is a nonnegative continuous concave functional on C such that +(v) < llvll for all 
v E c. 
To verify Condition a of Theorem 2.2, we note that 
v(k) E (-l)“-1 F E{vEC(1C1,p,y)I~(v)>p}#0. (3.25) 
Now let v E C($,p, y). Then, llvll 5 y and 
P I W)l 577 k’ E Z[u + ko, b + 2 - ko]. (3.26) 
Applying (3.26), Lemmas 2.1 and 2.2, for 1 < j 2 m - 1 and r! E Z[u + ko, b + 2 - ko], we have 
inequality (3.18) and also 
b+2-ko b+2-ko 
PAOI 2 c IW,+(~)l 2 P c IGj@,7)1 
r=a+k,, s=a+k,, 
b+2-ko 
2 p c J4co+1K~1 
(b+3-7)(7-a++) =pLj d 
b+4-a kofl ko+l’ 
r=a+ko 
(3.27) 
Coupling (3.18) and (3.27) gives 
IAAOI E [~~;o+~4:o+1, r&h] , eEZ[a+ko,b+2-ko], l<j<m-1. (3.28) 
Moreover, 
b+2-ko b-l-2- ko 
kEZ[a+?$+2--ko] e=a+ko 
c bl,a,a(k~)I = c (gl,o,b(a + ko,e)l = k”(b + 3 ; a - 2ko). (3.29) 
e=a+klJ 
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Noting (3.28), (3.26), Condition H4, and (3.29), we find 
ti(Sv) = min 
kEZ[a+ko,bt2-ko] IS4~) I 
b+2-ko 
2 min c kEZ[a+ko,bt2--kol e=a+k lgl,a,b(k,~)f(Arn-lw(e), -‘k-z@), . . . , Al@), @))I 
bt2-k. 
> min c ’ k&a,& e), 2p 
kEZ[a+ko,bt2-ko] e=atko k&+3-a-2ko) = 
P ’ 
Thus, $(Sv) > p for all w E C($,p, y). 
Next, it follows from Lemma 3.2 and Condition Hl that (3.15) holds. Therefore, Condition b 
of Theorem 2.2 is fulfilled. 
Finally, to show that Condition c of Theorem 2.2 holds, let y 2 ( (Icm - a)/lco) ,0 (2 p), and let 
w E C(+,P,S) with llSv[l > y. S ince SW E C (Lemma 3.1), it follows that 
$(Sw) = min 
kEZ[atko,bt2-ko] 
Hence, $(Sw) > p for all w E C($,p, S) with llSw[l > y. 
By Theorem 2.2, the boundary value problem (3.2),(3.3) has (at least) three symmetric so- 
lutions WI, 212,213 E c(6) such that (2.2) holds. Further, three positive symmetric solutions 
of (1.1),(1.2) are given by 
bt2 
Y@) = c G-l(k+i(Q, i = 1,2,3. 
eza 
It is obvious that (2.2) reduces to (3.24). 
REMARK 3.1. In the case that /CO =. 1, it is clear that Condition H4 is weaker than H3. 
REMARK 3.2. We have chosen to perform the analysis when f is autonomous. However, if 
f = f(k wn-l,%-2r~~~ ,q,) and in addition if, for each (~~-1, ‘11,-z,. . . , UO), the function 
f(k hP-1,%n-2,~~ . , ~0) is symmetrical about Ic = k, = L(b $2 + a)/ZJ, then an analogous 
theorem would be valid pith respect to the same cone C. 
EXAMPLE 3.1. Consider the boundary value problem 
A6y(k - 3) = f(y), k E q1,51, 
where 
A2iy(-2) = A2iy(8 - 2i) = 0, i = 0,1,2, 
k(1+sin2y)+(1+1.01sin2y) 
46 9 
y 5 110.25, 
-f(Y) = k (1 + sin2 y) + (1 + 1.01 sin2 y) 
46 
[1+(100-~)2], ~2110.25. 
In this example, we have a = 0, b = 4, and m = 3. By direct computation, we get the following 
constants (Lemma 2.1): 
f$rJ = l#Jl = 10.5, 42 = 8.75, L2=5, k, =3. 
In the context of Theorem 3.1, take 
a = 1.2, ,O = 80, y = 11999, 6 = 12000. 
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Then, for y E [0, a&&] = [0,110.25], we find 
If( 5 
2k + 2.01 
46 I 2(5)4fs2.01 < (k 
m m 
)i 
i.e., Hl is fulfilled. Next, for y E [0, &#&r] = [0,1323000], it is easy to see that 
2 
If(Y)1 5 2(5) + 2.01 46 )I < (k, - a)(:“+ 2 - km)’ 
Thus, H2 is satisfied. Finally, H3 is also met since, for y E [/3L~~~,q$c&] = [500,1322889.75], 
we have 
If( 2 G [l+(loo-~)z] ,~[l+(loo-~)2] Zb+2p_o 
and 
2(5) + 2.01 
If( L 4(j < (km - a)(; 2 - km) 
Hence, by Theorem 3.1, the boundary value problem has (at least) three positive symmetric 
solutions yr , ~2, and y3 such that 
max - i = kEZ[O,G] ]A4yi(k 2)] I 12000, 1,2,3, 
80 < ]A4yr(k - 2)] < 11999, k E zIl,51, 
max kEZ[O,G] ]A4y2(k - 2)] < 1.2, 
max ]A4ys(k - 2)] > 1.2, and 
kEZ[O,G] 
$80 $ A4y3(k - 2) ii thwg, 
where 
tidk) = { 
P, k E z[l,51, 
0, k E {0,6}. 
4. RADIAL SOLUTIONS OF 
PARTIAL DIFFERENCE EQUATIONS 
Let JE {1,2,..., 2m) be fixed. We shall denote k = (kl, k2,. . . , kJ) where kj E Pi’, 1 5 j 6 J. 
For 1 5 j 5 J, define Aj to be the forward difference operator with respect to kj, i.e., 
Ajw Ic =w(k~,...,kj-~~kj+l~kj+l,...~k~)-w(kl~~~~~kJ)~ 
0 
and, for n 2 2, A:w(~) = Aj(Ay-‘w(k)). Further, we shah denote 
Ajw (k - N) = Ajw(kl,. . . , kj-1, kj - N, kj+l,. . ., kJ) 
= w(kl ,...,kj-l,kj-N+l,kj+l,...,kJ) 
- w(k1,. ..,kj-1,kj-NN,kj+l,...,kJ), 
and, for n 12, Ayw(k - N) = Aj(Ay-‘w(k - N)). 
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Define the sets 
!a= 
i 
q~k7tZ[u+l,b+l] , 
T=l 1 { 
u= ilkk, EZ[a+l-m,b+l+m] , 
7=1 1 
v= il~k,=*+l- 
1 7=1 
ml, and &={KI$k7=b+l+m-2i}, O<ilm-1. 
LetmLlandjiE{1,2,..., J}, 1 I i L m. We shall consider the boundary value problem 
A;zw (i - m) = f (w (k) , Aj,w (k: - 1) , . . . , Ajfw (k - i) , . . , A:k@‘;“w (i - (m - 1))) , 
Ii E R, (4.1) 
Ayw (k) = 0, kEVUhi, l<i<m-1, l<j<J, 
w ii =o, 
0 
iE VUho, (44 
where (-1)"f : W" + [O,oo). By using the criteria obtained in Section 3, we shall establish 
the existence of positive symmetric radial solutions of (4.1),(4.2). The definitions required are as 
follows. 
DEFINITION 4.1. We say that w is a radial solution of (4.1),(4.2) if and only if 
(a) w(i) is defined for k E U; 
(b) w(k) satisfies (4.1),(4.2); 
(c) there exists a function y : Z[a + 1 - m, b + 1 + m] --) IR such that 
whenever k E U. 
(4.3) 
DEFINITION 4.2. We say that w is a positive symmetric radial solution of (4.1),(4.2) if and only 
if w : U + 10, oo) is a radial solution of (4.1), (4.2), and there exists some 1 _< j 5 J such that 
W&l,. . . , kj-l,a + 1 - m + kj, kj+l,. . . , kJ) 
=w(-kl,..., -kj-l,b + 1 + m - kj, -kj+l,. . . , -kJ), 
(4.4) 
Equation (4.4) is abbreviated as 
w(a+l-m+&)=w(b+l+m-k), ~kT~Z~,[b-u~2m]]. (4.5) 
s=l 
REMARK 4.1. For w and y in Definition 4.1, we remark that if y is symmetric, then so is w; i.e., 
if 
a+l-m+&k, b+l+m-&k, 
7=1 7=1 
E Z [o, Lb-“;““]], (4.6) 
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then (4.4) (or equivalently (4.5)) holds for some 1 5 j 5 J. To show this, by (4.3) and (4.6), we 
have 
w a+l-m+& 
> 
=w(k~)...) kj-1,a+l-m+kj,kj+~ )...) kJ) 
=y a+l-m+~k, 
( 7=1 ) 
=y *+1+&k, 
( 7=1 1 
= w(-kl,. . . , -k~-l,b+l+m-kj,-kj+l,...,-kj), 
THEOREM 4.1. Let the conditions of Theorem 3.1 be satisfied. Then, the boundary value prob- 
lem (4.1),(4.2) has (at least) three positive symmetric radial solutions WI, WZ, and ws such that, 
for 1 < j 5 J, 
Cl=, Et&+21 
A~@-‘)wi (k - (m - 1)) 1 5 6, i = 1,2,3, 
fi < lA;(m-l) w+(m-l))~ <y, &fl, 
Cl,, kzz[L%b+2] 
A5(m-1)w2 p - (m - 1)) 1 < (Y, 
xi,, E&b+21 3 
A?+-‘)w~ (” - (m - 1)) ( > (Y, and 
qjp $ A;(‘- 
(4.7) 
where for a nonnegative number p, we define the function &, for i with Cf==, k, E Z[a, b + 21 by 
iJp(q = 
(-l)m-Ip, i E s1, 
o 
, 5k,E{a,b+2}. 
r=l 
(4.8) 
PROOF. By Theorem 3.1, the boundary value problem (1.1),(1.2) has (at least) three positive 
symmetric solutions ~1, ~2, and ys such that (3.13) holds. 
Let C E {1,2,3}. For i E U, we define 
we (i) = Ye ($kr) . (4.9) 
We shall show that we is a radial solution of (4.1),(4.2). T o b g e ‘n, noting (4.9), we find, for i 2 0, 
= fJ-l)c (i)we (ICI ,,..,kj-1,kj-N+i-a,kj+l,...,kJ) 
(4.10) 
o=o 
=Aiwe L-N , 
( > 
where 1 5 j 5 J is arbitrary. 
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Using (4.10) and the fact that yl is a solution of (1.1),(1.2), we have, for i E R, 
f (we (k) , Ailwe k-l (- ) , . . . , A::we (k -i) , . . . , Af(fi’)we (i - (m - 1))) 
A2@-l)ye 2 k, - (m - 1) 
7=1 
(4.11) 
-A?*we i--m . - Im ( > 
Next, applying (4.9), (4X), and the fact that ye fulfills the boundary condition (1.2), we get, 
for i E VU&, 
we 0 i E {ye(a + 1 -m), ye@ + 1 + m)} = 0, 
(4.12) 
and, for i E VU hi, 1 5 i 5 m - 1, 1 < j 5 J, 
ATwe 0 k E { Aziye(a + 1 - m), A2iye(b + 1 + 2~p - 2i)) = 0. 
(4.13) 
Having obtained (4.11)-(4.13), we see that we given in (4.9) is indeed a positive radial solution 
of (4.1),(4.2). M oreover, we is symmetric by Remark 4.1. It is clear that relation (4.7) follows 
from (3.13). The proof of the theorem is complete. 
THEOREM 4.2. Let the conditions of Theorem 3.2 be satisfied. Then, the boundary value prob- 
lem (4.1),(4.2) has (at least) three positive symmetric radial solutions 201, 202, and w3 such that, 
for 1 5 j < J, 
Cl,, Ez[a,b+Zl 
Az(“-‘)wi (i - (m - 1)) 1 5 6, i = 1,2,3, 
C$=, k&Z[a+ko,b+Z-ko] 
Ay(“-‘)w, (” - (m - 1)) 1 > ,8, min 
C;=, k?Et&,b+2] 
A5(“-‘)wz (k - (m - 1)) 1 < cr, 
C;‘=, kTp~[a,b+Z] 
A5(“‘-‘)~3 (k - (m - 1)) 1 > LY, and 
(4.14) 
C,“=, k,EZ[a+ko,b+Z-ka] 
A5(m-1)w3 (i - (m - 1)) ( < p. min 
PROOF. Here we apply Theorem 3.2 and a similar argument as in the proof of Theorem 4.1. 
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