INTRODUCTION
Fredholm integral equation of the first kind is an important integral equation in many fields of engineering. Many methods have been proposed, such as expansion method [1] [2] , regularization method [3] , Backus-Gilbert method [4] , Galerkin method [1] or the moment method [5] and etc. But the moment method has played an important role in engineering computations. In general, the matrix constructed by the conventional moment method is dense, the inversion of the matrix and the final solution of the linear equation is very time-consuming, particularly for a large number of subsections. But a conventional MoM matrix contains all the information required to solve scattering problems. To overcome the difficulties of large memory requirement and high computation time, many researchers have proposed the use of wavelet basis.
As we know, it is important to select a suitable basis function in numerical computation of integral equation and differential equations. For one dimensional case, many kinds of basis functions have been proposed , such as triangular basis function, pulse basis function, polynomial basis function, spline and B-spline basis function. Recently, the wavelet basis function [6] or wavelet-like basis function [7] has been proposed to solve the numerical solutions of Fredholm equations and differential equation in one dimension. Steinberg et al [8] used the wavelet expansions for the unknown current (function) in the moment method, which is expressed as a twofold summation of shifted and dilated forms of properly chosen basis function. Goswami et al [9] used wavelets on a bounded interval to solve the first-kind integral equations in electromagnetic scattering problems. Wang [10] proposed a hybrid method based on the wavelet expansion method and boundary element method. In his method, the unknown surface current is expanded in terms of a basis derived from periodic, orthogonal wavelet in interval [0, 1] .
Because of the local supports and vanishing moment properties of wavelets, many of the matrix elements are very small compared to the largest element, and hence can be dropped without significantly affecting the solution. Using moment method and subsequently a threshold procedure, the matrix constructed by these methods can be rendered sparse. Then, the linear equation with the sparse matrix is solved. This means that one can save CPU-time and reduce the storage requirements for the solution of the matrix equation.
The method of non-uniform grid and the multiscale technique which generates locally finer grid are usually used when the solutions of the integral equations or the differential equations have been known to vary widely in different domains. By non-uniform gridding one can reduce the size of the problem and improve the accuracy. The multilevel or the multigrid technique has been widely used in solving the differential equations and integral equations [11] [12] [13] [14] [15] . Kalbasi and Demarest [16] [17] applied the multilevel concepts to solve the integral equation by the moment method on different levels, which has been called the multilevel moment method. No matter what the multigrid technique is, the basis functions for an improved approximation have to be reconstructed again. By using the multiscale technique in one dimension, the basis functions for the new scale are reconstructed. From the point of view of reducing the size of linear equation, the authors proposed AMMM (adaptive multiscale moment method) [18] to study the numerical solutions of the integral equations of the first kind using the multiscale triangular basis, which is similar to wavelet basis. When using these basis to represent the known function, many of the coefficients will be zero if the known function is linear on some intervals. Therefore, we can compress the original data with the multiscale triangular basis. Many of the results [18] [19] [20] have shown that AMMM can automatically reduce the size of the linear equation constructed by the moment method with the multiscale triangular basis, and it is a very effective algorithm in solving the integral equations.
The objective of this paper is to develop AMMM for solving twodimensional Fredholm integral equation of the first kind. First, twodimensional multiscale basis will be introduced according to the tensor product of the one-dimensional multiscale triangular basis. We will discuss the geometrical meaning of the coefficients of the multiscale basis and compression technique for representing the original two-dimensional function on the multiscale basis. Second, by use of this kind of basis, the multiscale moment method for solving twodimensional Fredholm integral equation of the first kind has been proposed. Furthermore, the adaptive algorithm of the multiscale moment method has been presented according to the characteristics of solution coefficients of the integral equation. Three examples for the numerical simulations carried out to test the feasibility of the multiscale moment method and its adaptive algorithm have been presented.
THE SIMPLEST CASE OF TWO-DIMENSIONAL MUL-TISCALE BASIS AND THE GEOMETRICAL MEANING OF THE COEFFICIENTS FOR MULTISCALE BASIS
Consider that for one scale on the internal [0,1], the original triangular basis and the multiscale basis have the following relationship:
The plots of φ 
) . They are shown in Fig. 2(A) . The 2-D multiscale triangular basis functions are (φ 
where
Through the relationship (1), we can obtain the following relationship between f i,j and τ i,j ,
. Geometrically, τ i,j implies the difference between the approximate linear function in [0, 1] and the original function f (x, y) at the middle point (x i , y j ) (see Fig. 3 ).
If the function f (x, y) has the two-order continuous differentiability on the region, then 
, τ 3,3 will be zero.
TWO-DIMENSIONAL MULTISCALE BASIS AND FOR-MULA FOR APPROXIMATE FUNCTIONS BASED ON A MULTISCALE TECHNIQUETable
As we know, the multiscale basis functions in AMMM are based on the use of uniform grid and triangular basis functions. They can be obtained from the triangular basis by use of a full-rank matrix transformation, that is,
where Φ
T is the uniform triangu-
T is the multiscale basis functions. N is the number of the initial division of the interval. V is the number of the largest scale, and the arc is divided 1 + 2 V N into points. T (N, V ) is a full-rank matrix. The coefficient vector F M of f (x) on the multiscale basis and coefficient vector F ∆ of f (x) on the uniform triangular basis have the following relationship:
That means the coefficient vector F ∆ can be obtained from the coefficient vector F M through a matrix transformation and vice versa. For the two-dimensional case, the basis functions can be constructed by tensor product. Suppose the multiscale basis function and triangular basis function for the x-directed component are Ψ
T respectively. The multiscale basis function and triangular basis function for y-directed component of the solution are Ψ
T , respectively. The basis functions in twodimension can be written in the form of a tensor product:
. . .
for multiscale form
The relation between multiscale basis and the triangular basis is
The function f (x, y) can be expressed by the basis functions in the following form
F Π and F ∆ have the following relationship:
The approximate function of f (x, y) on the two-dimensional triangular basis functions can be represented by
The approximate function of f (x, y) can be represented by multiscale basis
The image of the function f (x, y) on the two-dimensional triangular basis functions is the following matrix
The image of f (x, y) on the two-dimensional multiscale basis is the following matrix 
can be obtained after filtering some relatively small elements as
Compression ratio is defined as the number of elements f C i,j which is zero over the total number of elements (1+2 V N ) 2 . The average error and the maximum error between {f approx (x i , y j )} and {f C approx (x i , y j )} are defined as follows:
In the following, we give some examples of two-dimensional functions f (x, y) and the compressed image F Π using the multiscale basis. 
4.A MULTISCALE MOMENT METHOD FOR SOLVING 2D FREDHOLM INTEGRAL EQUATION OF THE FIRST KIND
For simplicity, We consider the following Fredholm integral equation in two dimension 
Discritizing the integral equation by use of the point-matching method and triangular basis functions in two dimensions, we obtain the following matrix equation
Now, we consider the form of the above matrix equation in the twodimensional multiscale basis. Suppose the two-dimensional triangular basis Φ ∆ (x, y) be arranged as follows:
and the two-dimensional multiscale basis Ψ V Π (x, y) be arranged as fol-
T where Ψ V (x) and Ψ V (y) is the basis functions on v th scale along the x axis and y axis, respectively. Therefore, from 0-scale to 5-scale, the number of multiscale basis functions is
From equation (6), we can evaluate the transformation matrix W (N, V ) from the basis functions Φ ∆ (x, y) to the multiscale basis
The matrix equation (13) can be written in the form of the multiscale basis
The coefficient matrix A M , the unknown F M and the array F M are arranged as the scaled-block form. (see Fig. 7 ) This scaled-block form in two-dimensional integral equation is similar to the scaled-block form in one-dimensional case. The only different place is that the size of the block matrix of the next scale is not the same as of the matrix of the previous scale.
AN ADAPTIVE ALGORITHM OF MULTISCALE MOMENT METHOD
In the discussion of the Section (3), it is shown that if the solution function f (x, y) of the integral equation is linear in some region, many of the coefficients {f Π i,j } (that is, {F M (v)} ) will be zero. So we can Step 1: start with the original solution {F ∆ (v)} on the coarse grid by the use of the following formula
Step 2: estimate the solution {F ∆ (v + 1)} on the thinner grid by use of the two-dimensional interpolant formula, such as a tensor product spline interpolant.
Step 3: get the initial guess for the solution
on the thinner grid by use of the following formula     F
Step 4: If the elements of {F M (k)}(k = 1, 2, 3, . . . , v + 1) are less than (the given threshold parameter), we set these elements to zero and delete the corresponding row and column of the coefficient matrix A M and the corresponding left element of the array F M on the (v + 1) th scale. Then after reducing the size of the original linear equation, the modified linear equation and the initial guess are obtained.
Step 5: solve the modified linear equation by use of the iterative method or LU method. Adding these elements which are set to be zero in Step 4, the solution {F M (0), F M (1), . . . , F M (v)} on the multiscale triangular basis along the thinner grid are obtained. Using the step one, we can obtain the original solution on the sparse grid. This procedure continue until the largest scale is reached.
In the numerical computation of interpolation to estimate the coefficients, we adapt the tensor product spline interpolant. The tensor product spline interpolant function to data {f (x i , y j )} , where 
This problem can be computed quite efficiently by repeatedly solving two univariate interpolation problems as described in de Boor [21] (1978, p.347).
Some notes:
(1) This new method is different from the method used to the 2-D integral equations by use of the multilevel moment method. There are four differences between the multilevel moment method and the adaptive multiscale moment method (abbreviated as AMMM). First, both of the methods are different in order to form the matrix of the linear equation. For the multilevel moment method, the matrix needs to be computed for all of levels. For AMMM, the new matrix needs to be computed once and it is desired to increase the scale. Second, although the initial guess of adding terms is determined by interpolating method, the meaning of the data are different. For the multilevel moment method, the estimated initial guesses are the approximated value of the solution f (x, y) on the fine level. For AMMM, the estimated initial guesses are the value relate to the function f xx (x, y) , f yy (x, y) and the scale V . If the solution function is almost linear, most of unknowns coefficients will be zero, which can help us to omit these terms and reduce the size of the linear equation. Third, from the coarse grid to the fine grid, all of the basis functions need to be constructed again for the multilevel moment method. For AMMM, the basis functions on the newly added nodes need to be constructed, which are the same as the basis functions of the multilevel moment method. Fourth, the multilevel moment method can not reduce the size of the linear equation. For different levels, there are the fixed order number of linear equations no matter how the solution function is. For AMMM, the size of the linear equation can be reduced according to the characteristics of the solution function and the suitable threshold. So the new method is an adaptive algorithm. If the threshold is taken to be zero, the size of the linear equation will not be reduced.
(2) The AMMM is almost like the wavelet method for solving the Fredholm equation. But there are also some differences between the two methods. For the wavelet moment method, the basis functions are constructed by shifted and dilated forms of the mother wavelet, which has vanishing moment properties. Many of the matrix elements are very small compared to the largest elements and can be dropped without significantly affecting the solution. The matrix is rendered sparsely populated. So it can improve computational efficiency. But it is difficult (almost impossible) to solve the integral equation over an arbitrary domain in two or three dimensions by use of the wavelet moment method because it is difficult to find the wavelet on an arbitrary domain.
For 2-D AMMM, the basis functions are also constructed by a tensor product of 1-D multiscale triangular basis which is shifted and dilated forms of a function which has no vanishing moment properties. The matrix formed by the moment method on the different scales will not be sparse. 2-D AMMM can improve the computational efficiency from reducing the size of the linear equation on the basis of the characteristics of the solution function.
(3) From the formula (16), it is seen that 2-D AMMM is very similar to 1-D AMMM. The only difference is that the transformation matrices are constructed in different ways. So 2-D AMMM is the extended version of 1-D AMMM. 
NUMERICAL RESULTS

In
For the different thresholds, the actual size and the condition number of the linear equation on the largest scale J = 3 , the error Err(f ∆ , f Π ) and the CPU time are given in where CPU time is the time required to solve the linear equation by use of the conventional moment method or the adaptive multiscale moment method. This does not include the time spent to compute the coefficient matrix and the source term. CN is the condition number. The solution functions f ∆ (x i , y j ) and f Π (x i , y j ) for the different threshold on the largest scale V = 3 are plotted in Fig. 8 .
From the computed results, it is shown that the AMMM can reproduce well the singularity of the function at the four corners although it can reduce about 38% , 72% , 93% the size of the linear equation for different thresholds, respectively. The solution functions f ∆ (x i , y j ) and f Π (x i , y j ) from 1 -th to 4 -th level of decimation for the threshold = 0.01 are plotted in Fig. 9 .
From the computed results, it is shown that the 2-D AMMM can reproduce well the discontinuity of the function near the circle (x − 0.5) 2 + (y − 0.5) 2 = 0.3 2 although it can reduce about 51%, 67%, 71%, 68% the size of the system of linear equations for the different levels of decimations. Table 3 . Error and CPU time for example three.
For the different thresholds, the actual size and the condition number of the linear equation on the largest scale J = 3 , the error Err(f ∆ , f Π ) and the CPU time are given in TABLE (3). CN represents the condition number.
When one dimensional AMMM is used to find the solution of the linear equation, for the different thresholds, the actual size and the condition number of the linear equation on the largest scale J = 3 , the error Err(f ∆ , f Π ) and the CPU time are given in TABLE (4) .
The solution f ∆ (x i , y j ) and the solution f Π (x i , y j ) for the different thresholds on the largest scale V=3 obtained through the 2-D AMMM and 1-D AMMM method are plotted in Fig. 10 .
From these results, it is shown that 2-D AMMM method can reduce about 65%, 74%, 87% of the size of the linear equation for the different scales V = 1, 2, 3 . And the solution f Π (x i , y j ) approximates very well the original function f ∆ (x i , y j ) . However, although 1-D AMMM also can reduce about 6%, 75%, 87% of the size of the linear equation for the different scales V = 1, 2, 3 , the solution f Π (x i , y j ) are not approximated well of the original solution f ∆ (x i , y j ) . When the approximate solution f ∆ (x i , y j ) is plotted in one dimension (see Fig. 11 ), We can see that the curve of the solution has many discontinuous points and large oscillations. Therefore, 1-D AMMM can not be efficiently used to solve the linear equation. 
DISCUSSIONS
From the three examples of numerical simulations for solving the twodimensional Fredholm integral equation of the first kind by twodimensional adaptive multiscale moment moment, one can reach the following conclusions: (1) It is seen that the greater is the number of multiscale, the poorer is the condition number of the linear equations. Because the condition number of the linear equation will be poor as the scale increases, the scale cannot be taken too large. The solution of the linear equation has large oscillations for the larger scales. From 1-scale to 5-scale, the number of unknown of the linear equations is almost 3, 12, 48, 192 , 768 times the number of unknown on the 0-scale, respectively. In general, the largest scale should not be taken greater than 5. 
