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Introduction 
In [5], Banach-Mazur defined recursive functionals that satisfied a certain 
recursive naturality condition. For example, functionals F from the set of recursive 
functions to h\l were Banach-Mazur (BM) recursive if for every recursive function 
h(x, y) of two variables, E.xF(h(x, -)) is a recursive function of one variable. This 
definition can easily be generalized to other function spaces and corresponds exactly 
to the defining property of functionals, i.e. natural transformations in the topos d 
of recursive sets. The investigation of 6’ which consists of canonical sheaves acted 
on by the monoid of recursive functions was initially motivated by other 
developments. 
In [I], Ersov announced a program of generalizing ordinary recursive function 
theory through the study of the category I I of enumerated sets. Ersov’s 
construction of higher type objects was hampered, however, by the fact __ I was not 
Cartesian closed. As Lawvere had observed in [4], a Cartesian closed category was 
the proper framework in which to study the notion of functional. The category of 
recursive functions was one suggested area of application. J is fully embedded in & 
preserving any higher type structure existing in . I. Thus d inherits the functional 
constructions present in ,I including well known recursive functionals such as the 
effective operations and the continuous functionals. So a wide variety of recursive 
functionals exist in d and may be considered generalized BM functionals. 
The coincidence of constructions in R and Banach-Mazur’s work continues in 
work in constructive analysis. By letting the object of recursive rationals consist of 
rational valued recursive functions and by restricting to r.e. truth values the corres- 
ponding real number object in 6 consists of BM recursive sequences of real numbers. 
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1. The topos of recursive sets 
In this section, we define the canonical topology on the topos G of recursive sets 
and characterize its Q object. Let R denote the monoid of recursive functions. We 
denote by N the unique object of the category. In order to describe the canonical 
topology, we first wish to characterize subobjects S of the representable functor 
in SRoP_ 
Lemma 1.1. In SRop let S-N and let f and g be recursive functions with 
image(f) = A, image(g) = B and B c A. Then f is in S implies g is in S. 
Proof. All we need show is that g =f ;p for some recursive function p. But p =sog 
is recursive where s is the recursive splitting s(x) =pycfu =x) and fop =g. 0 
Corollary 1.2. In SRoP with S * N, if f and g are recursive functions with the same 
image then f is in S if and only if g is in S. 
We see from the lemma and corollary that a subobject of N in SRoP may be 
thought of as a family of r.e. sets (images of recursive functions) closed under 
inclusion. We now describe the canonical topology. 
Proposition 1.3. Let Q/-G denote the following endomorphism: For S a 
subobject of N, j(S) consists of those r.e. sets A for which A s UfinireAi where 
Ai E S. Then j is the canonical topology. 
Proof. It is easy to see that j is natural and satisfies the axioms for a topology. To 
prove the proposition, it is sufficient to show that S is dense with respect to the 
canonical topology if and only if there exists a finite subfamily A;, . . . , Ak in S so that 
IJ,“=, Ai=IN. 
The if direction is immediate. Conversely, suppose S consists of r.e. sets Ai for 
which no finite subfamily covers but for which U.4,Es Ai = [N. 
(If u,,,, Ai + N, then clearly S is not dense.) Let the image(J) =Ai and let 




a0 if fob) = no, 
b. otherwise 




aI if fit4 =nl, 
b. otherwise. 
(If A,cAo, proceed to A2,gZ,a2 with n2EA2.) Let n2eA2-(AoUAJ (Again if 
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A2 C AoUA,, proceed to A3, g3,a3.) etc. 




if A(n) = flj, j 5 i, 
bO otherwise. 
Define SLN by 9(h) =gi. Then 9 is natural and its unique extension @, if it 
existed, would be defined by 
The sequence bO,aO,al, .. . however was arbitrary so in general @ need not be 
recursive. Thus the sheaf condition is not satisfied for ,k. 0 
By the proposition Sz in d consists of ideals of r.e. sets, i.e. families of r.e. sets 
closed under inclusion and finite union. 
In the last proposition, the canonical topology was defined by closing over finite 
unions. If we close over arbitrary unions, we define another topology. Let $2 -% Q 
be the endomorphism which takes an arbitrary subobject S of N to the family of r.e. 
sets A, where A c U A,ES Ai. It is easy to see 9 is a topology. In fact: 
Proposition 1.4. 9 is the double negation topology. 
Proof. For S +N and r the global sections functor, TS= UA,tS Ai. So 9(S) is the 
subobject of N generated by TS, but this is precisely 11 S. 0 
The global sections functor has a right adjoint r! so we have a point of our topos 
to. Explicitly for an arbitrary set X, T!X is the sheaf XN of sequences of elements 
OfX. 
Proposition 1.5. r! is an inclusion. 
Proof. The successor function is a recursive function so we have rXN =X. G 
S-N is dense in the topology induced by the geometric inclusion if and only if 
TS= lN if and only if S is 1 l-dense. So sheaves ,,(R)s Set and a,, is just the 
composite r! 0 r. 
For an arbitrary set X, we will denote r!(X) by Xdis. 
By using the argument in the proof of Proposition 1.3, it is easy to see there are no 
topologies properly included between the canonical and double negation topologies. 
We have, however, a number of interesting subobjects of 52. We have for instance 
the proper inclusions 
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in 8 where the elements of Q,,, (I?,,) are generated by an ordinary recursive (r.e.) 
set. fJrec can alternately be described as the coproduct of 1 with itself in 8. 
Continuing in the obvious way, we can describe a hierarchy of subobjects of Sz. 
For instance, we have the proper inclusions 
where the elements of Qzz (Qarith) are generated by Zz (arithmetical) sets. These 
subobjects can be used with the partial map classifier to construct functionals of 
varying recursivity in the topos 6. 
2. The embedding of A into cf” 
Here we give a brief introduction to the category ,1 and show the full embedding 
of ti 1 into A has good preservation properties. Ersov defines in [1] the category ,1 of 
enumerated sets as follows: The objects are pairs (S, v) where S is a set and u is an 
onto function from N to S. A morphism (.S, u) L (SI, u,) is a set map S-Z SI for 
which there exists a recursive function f making the diagram commute in Set. 
Convention: We include in I I the empty enumeration which satisfies the property 
of being an initial object of the category. 
It is not hard to show that ,1 is finitely cocomplete and ,I has finite products but 
not equalizers. To introduce higher type objects Ersov gives the following 
definition. 
Definition 2.1. Let &= (SO, I&, El = (S,, 0,) and (M, IJ) be elements of -1 where 
MC ,I (E,, El). If the evaluation function Mx SOS S, is a morphism of ,1 we say 
u is a computable numeration of M. If 0’ is a computable numeration of _b(Eo,E,) 
and for any computable numeration u of MC. I (E,,,E,) there exists a recursive 
function f so that 6 0 f = u, then (_ 1 (l&E,), 6) is called a principal computable 
enumerated set and 0’ a principal computable enumeration. 
The principal computable enumerated sets form the higher type objects of _b, i.e. 
if Eo, El and E2 are in _1 and (% I (E,, El), 6) is a principal computable enumerated set, 
then a natural isomorphism exists 
-‘(&x&E,)=. r(Ez,(. r(Eo,E,),d)). 
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For details see 121. 
Proposition 2.2. ,b is fully embedded in B via an inclusion that preserves any finite 
limits or colimits and higher type objects existing in A‘. 
Proof. Define the inclusion of ,1 into d as follows: the enumerated set (S, v) is 
taken to the sheaf VR consisting of all functions of the form vog where g is a 
recursive function. The morphism (S, v) ~(St,v,) of Jt is taken to vR& v,R 




V I I VI 
P 
S-S I 
(Note that the choice of recursive function f in the above diagram is not unique. 
Another choice, however, would not affect the (choice of our) morphism 
vR A uI R.) Applying the global sections functor f(vR)*f(olR) we recover 
the morphism SA Sr in J’ so we have an inclusion. 
Let vR’P. v,R be a morphism in A where V(V) = vl og. By naturality for every n 





i I 01 rep s-s I 
So the inclusion is full. 
The preservation of limits is immediate since the inclusion is full. We finish the 
proof with a couple of lemmas. 
Lemma 2.3. The embedding ,C G 8 preserves finite colimits. 
Proof. We will show finite coproducts are preserved. The argument for quotients 
(i.e. coequalizers) is similar. Suppose EO= (SO, uc) and Et = (S,, v,) are two elements 
of ._I. 
We must show there exists an isomorphism 
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where (S,,USi, (ue+u,)~(~~~~ )-I) is the coproduct of EO and El in ,+. Consider the 




where A is the subobject of N generated by f&r) = 2n, f,(n) = 2n + 1 and z(J) = 0;. 
Then the morphism ~0 taking (ue+ u,)o (2i:1 )-’ to t is clearly well defined and 
provides the desired isomorphism. 0 
Lemma 2.4. The embedding ~‘4 d preserves any higher type objects that exist in JV. 
Proof. Recall that the higher type objects in &’ are the principal computable 
enumerated sets. The lemma follows since the embedding is full and preserves finite 
limits and N in 8 is the image under the embedding of the enumerated set (h\l, id). 0 
Remarks. The inclusion functor actually factors through the full subcategory 8, of 
6 consisting of objects of B weakly generated by 1. 6, is actually the quasi-topos of 
11 -separated presheaves on 8. In fact, .,c can be described as the pullback in Cat 
,k’ = bi 
where P is the category consisting of principal objects of 1. X in d is called principal 
is there exists a path surjective map N 2 X, i.e. every u in X factors through x 
via a recursive f, u =x0 f. 
As we have pointed out, ,,+ is not Cartesian closed. For example, N” does not exist 
in ,C because its existence would imply a recursive enumeration of the recursive 
functions. In contrast, NN surely exists in tp but there does not exist an epi N-% NN 
for this would imply ~0 is point surjective and thus that N has the fixed point 
property. See [4]. 
3. Generalized BM functionals 
In this section, we examine different recursive functionals in 6 thought of as 
generalized BM functionals. We begin by considering the partial map classifier N 
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for N and denote the classifying map for the inclusion N *N by dom. We observe 
that TN= h\J U (T}. 
Proposition 3.1. Consider any morphism N 2 N in 8. If dam(@) factors through 
O,, then # corresponds to a partial recursive function. In addition, every partial 
recursive function is determined in this way. 




is generated by an r.e. set A which is the image of a recursive function g. Then the 
composite 9 og is recursive making r@ a partial recursive function. Conversely, 
suppose N-% IN U {f} is a partial recursive function with domain A an r.e. set. 
Then 9 is r@ for the unique morphism N -%N induced by the partial map 
[Al&N 
where [A] is the subobject of N generated by the r.e. set A and 9of is defined to 
equal w 0 f for any recursive function f that factors through A. 0 
We denote by & the pullback 
K %, 
N-Q 
So by the above proposition morphisms N + Nr:r, in 8 correspond to partial recursive 
functions. 
Example. Let 9i denote that ith partial recursive function in some fixed standard 
numbering of the partial recursive functions-and let (p, q) be a fixed pair of recursive 
pairing functions with inverse T. If Nx N *Nr, takes a pair (x, y) to 9,(y) then the 
transpose Nzflry agrees with our standard enumeration on global elements. 
In fact, @ is path surjective in the following sense: for any morphism N&&y 
there exists NL N so that @ 0 f = y. 
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@ - N N-N re 
\ . 
N 
This follows immediately from the enumeration and s-m-n theorems [7]. We will 
denote by Q the universal partial recursive function 6 0 (p, 4). 
Definition 3.2. Let G be a functional from the set of recursive functions to iVJ. G is 
called a Banach-Mazur functional if for every recursive function h(x,y) of 2 
variables, ,Ix(G(h(x, -))) is a recursive function of one variable. 
Remarks. The above definition was taken from [7]. Actually, Banach-Mazur 
considered a more general definition. To define recursive functionals from a 
function space 3 to a space X, first describe what recursive sequences into 3 and X 
mean. A recursive functional is then simply a functional which takes recursive 
sequences in Y into recursive sequences in X. For example, recursive sequences into 
the set of recursive functions and IN correspond to recursive functions of two and 
one variables respectively. 
Proposition 3.3. Morphisms NN -N in R correspond to Banach-Mazur 
functionals. 
Proof. The proof follows from the above remarks and the observation that a 
recursive sequence N + NN in B corresponds to the transpose of a recursive function 
of two variables. •1 
Remarks. The essential role of naturality in Banach-Mazur’s definitions is 
apparent in the above remarks and has been emphasized in Proposition 3.3. For this 
reason, we will consider all morphisms in cf as generalized BM functionals. 
Definition 3.4. A functional G from the set of partial recursive functions into 
IN U {T) is called an effective operation if there exists a partial recursive function w 
so that for all x in N 
(1) G(cp,) = v(x) if w(x) converges, 
(2) G(cp,) = T if v(x) diverges, 
where rp, is the xth partial recursive function in standard enumeration. 
Proposition 3.5. The effective operations correspond to the generalized BM 
functionals &F- &, in 8. 
Proof. The morphism NrTzNr,, when composed with the enumeration morphism 
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N*Nrr defined earlier defines a partial recursive function by Proposition 3.1. If 
we denote Fo @ by tp then for all n in b< w(n) = F((a,) and (1, F) is an effective 
operation. 
Conversely, if G is an effective operation then there exists a partial recursive 
function I+V so that for all n in U w(n)= G((o,). Define N;;e”LMre by setting 
Fo @= IJI. Since @ is surjective and G is well defined this completely defines F and 
(l,F) is G. 0 
As we have seen, morphisms N -+& and x;: -t fir, in ri correspond respectively to 
the partial functions and the effective operations. If we continue inductively, for 
example 
@Y: + fl*,, 
etc., the generalized BM functionals in 6’ so generated correspond to Ersov’s partial 
computable functionals of finite types. 
The functor (-),, in A when restricted to I corresponds to Ersov’s completion 
functor Fn. Since the inclusion _ I c+ d preserves higher type objects and therefore 
functionals, we see all Ersov functionals may be considered generalized BM 
functionals. For instance, we can construct in 6 the object of everywhere defined 
functionals of finite type n, ED,, defined by Ersov. ED, is N‘V*N;:and ED2 is the 
pullback 
ED2 - L@ 
where t2 is the obvious restriction map. 
4. Real number objects in G 
In this section, we examine several notions of recursive real number. We begin by 
considering the usual Dedekind real number object construction in 6. Now the 
object of rationals in ti is Qdis and a Dedekind real number is the ordered pair (L, U) 
of subobjects of Qdis satisfying: 
Axiom 1. Vq (qE L e Yq’(q’>q’Aq’e L)). 
Axiom 2. Vq (qE U o 3q’(q’<qAq’E U)). 
Axiom 3. Vq Vq’ (qeL.Aq’E U = qcq’). 
Axiom 4. VnJi’q3q’ (qELAq’eCJAq’-q<l/n). 
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The Dedekind reals in d correspond to the subobjects of Qdis that satisfy the 
axioms. It is easy to see that these subobjects correspond to the usual Dedekind real 
numbers in Set. We know then that for Rd the object of Dedekind reals, rRda the 
set of Dedekind reals in d G R. Thus a recursive sequence N’- Rd generates a 
sequence (r”) of real numbers. Also since Rd corresponds to an ordered pair of sub- 
objects of @dir where QdisZ & 1, we see a recursive sequence in Rd corresponds to 
a pair of Q&sequences (S,> and <r,> of elements of S2 satisfying the axioms. 
Proposition 4.1. The Dedekind real number object Rd in R corresponds to the sheaf 
of sequences of real numbers <rJ satisfying the condition: 
(*) For all n in N + there exists a finite recursive cover A,, . . . , Ak so that for ail 
m,,m2inA;(i=l ,..., k), Ir,,-r,,l<l/n. 
Proof. Let NA Rd be an arbitrary recursive sequence in Rd. By Axiom 4 for all n 
in lhi+ there exists o and 0’ in Qdis locally constant on a recursive cover Al, . . . , Ak 
such that for all m in Ir\i, a’(m) - o(m) < l/n and a(m)< r,,< o’(m). Thus, On) 
satisfies (*). Conversely let (r,J be a sequence of real numbers satisfying (*). The 
@sequences (S,) and (T,) of elements of R are defined as follows. 
S, (T,) consists of those recursive functions f for which inf(rf(,,)>q 
(SUP(rf(“,> < 4). 
Now Axiom 1 (Axiom 2) holds easily from the defining property of (S,) (CT,>) 
and Axiom 3 is trivial. For Axiom 4 let noE N+. By (*), there exists a finite recursive 
cover A , ,..., AksothatforallmI,m2inAj, jr,,,,-r,,l<1/2no. 
Then one can find o (u’) in Qdis so that o (a’) is constant on A; and oi__,,< 
inf(r,,: n E A;) (a’/,,> sup(r,: n E Ai)) and also for all n in Ir\l o’(n) - o(n) < l/no. We 
conclude Axiom 4 holds. The sequence of real numbers generated by the pair (S,) 
and (T,) is (m). q 
Example 1. Every recursive sequence (r,,) in Rd is bounded but not conversely. For 
example, r, = C,(n) where C, is the characteristic function for the r.e. set K defines 
a sequence (r=) which is bounded but is not in Rd. 
Example 2. Every convergent sequence of reals (r,,) is in Rd. 
From the previous work, we see the Dedekind real numbers in G and even Rd 
carry minimal recursive structure. With this in mind, we try replacing Qdir with a 
more recursive object. A natural choice is Q the sheaf of @valued recursive 
functions. In addition, we restrict our truth values to lie in Sz,,. We now examine 
in this setting which objects satisfy Axioms l-4. We first begin with a definition 
from [7]. 
Definition 4.2. The real number r is called recursive if there exists a pair of recursive 
sequences (f,g) in Q satisfying 
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(i) f(g) is monotone up (down) 
(ii) For all m, n, in N f(m) <g(n) 
(iii) For all no in ir\l + there is a k in n\l so that m 2 k implies g(m) -f(m) < 1 /no and 
r is the limit of the convergent nested sequence of intervals (f(n),g(n)). 
Proposition 4.3. Thepairs (A, B) of global elements of Q$ which satisfy Axioms 1-4 
correspond to the recursive real numbers. 
Proof. Suppose A and B are global elements of zZ$, i.e. r.e. subobjects of Q 
satisfying Axioms l-4. Let u denote a recursive sequence in Q generating A, w in Q 
generating B. By Axiom 1, we can define u *, a recursive sequence in Q so that 
o*(O) =o, 
u&r + 1) = o(uk[u(k)> u(O), .. . , u(k) > u(n)]). 
IJ* is in A and effectively enumerates a cofinal top to A. In a similar fashion we can 
define w* a recursive sequence in B enumerating a cofinal bottom to B. Now, 
(u*, w*) are monotone by construction and thus satisfy (i). Axiom 3 immediately 
implies (ii). Let no be in N+. By Axiom 4, there exist recursive sequences qrl in A, qB 
in B so that for all m in iN, qe(m)-qA(m)<l/nO. If k=pn(~,(n)>q,~(O) and 
w*(n)<qe(O)) then (iii) is satisfied and therefore (u,, w*) defines a recursive real 
number. 
Conversely, let r be a recursive real number and (f,g) a pair in Q satisfying 
(i)-(iii). Consider u, a recursive sequence in Q defined by 
u(2n) =1(n), u(2n + 1) = h(n) 
where h is defined by 
h(2n) = f(0) if e(n) >f(n), 
e(n) otherwise 
h(2n + 1) = 
e(p< n) (e(x) not yet listed and e(x) <f(n)), 
f(o) 
otherwise 
where e is a recursive listing of UJ. Now let A be the subobject of Q generated by u 
and B the subobject generated by w is defined similarly in terms of g. 
It is easy to see from the construction that A and B satisfy Axioms l-3. Finally, 
let IS be recursive and for all n in N a(n) > 0. Let p be the recursive function defined 
by p(n)=uk(g(k)-f(k)< l/o(n)). It follows that fop is in A, gap is in B and 
gap-f opt l/a. So (A,B) satisfies Axiom 4. q 
Banach-Mazur’s definition of a computable real number in [5] can be shown to 
be equivalent o Definition 4.2. We thus have the immediate corollary. 
Corollary 4.4. The pairs (A, B) of Proposition 4.3 correspond to Banach-Mazur 
computable real numbers. !I 
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We wish to characterize the subobject Rz of ~$/xs?: that satisfies the real 
number object axioms. 
Definition 4.5. The sequence (r,) is a recursive sequence of recursive real numbers 
if there exist recursive functions Fr and F2 from N x IN to Q so that for n,m in N, 
[F,(n, m), F*(n,m)] is the mth interval in a convergent nested sequence of rational 
intervals converging to r,. 
Note. This definition is also equivalent o Banach-Mazur’s original definition of a 
computable sequence of real numbers. We will now follow the convention of calling 
recursive what Banach-Mazur call computable. 
Proposition 4.6. Rz corresponds to the sheaf of BM recursive sequences of reals. 
Proof. An object of Rz corresponds to a pair of r.e. subobjects of Nx Q satisfying 




F,(n,k+ l)=g(pxI fx=n and a(x)>qk)=qk+,. 
In a similar fashion, define Fz. By Axioms 1 and 2, F, and Fz are well defined and 
recursive and by Axiom 4 it is clear that for every n in IPJ (Ax(F,(n,~)),E.x(F~(n,x))) 
defines the recursive real r,,. Thus (F,, Fz) defines a BM recursive sequence of reals. 
Conversely suppose (F,, F2) define a recursive sequence of recursive real numbers. 
Let L be the subobject of Nx Q generated by the pair (f, a) in Nx Q defined by 
f(2n) =p(n), 
a(2n) = FI(P(~),~) ife(n)>Fl(p(n),n), 
e(n) otherwise, 
f(2n + 1) =p(n), 
a(2n+ I)= 
I 
e(w< n) (e(x) not yet listed and e(x) < F,(p(n), n), 
Fl(p(n), n) otherwise, 
where p is the first component of our standard pairing function. Define U similarly 
using F2. (L, I/) as constructed easily satisfies Axioms 1-4 and so corresponds to an 
object in R:. C 
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