Abstract
Introduction
Machine learning algorithms have lately come to the forefront of technological advancements, providing stateof-the-art results in a variety of fields [3] . However, alongside their incredible performance, these methods suffer from sensitivity to data discrepancies -any inherent difference between the training data and the test data may result in a substantial decrease in performance. Moreover, to obtain good performance a large amount of labeled data is necessary for their training. Such a substantial amount of labeled data is often either very expensive or simply unobtainable.
One popular approach to mitigate this issue is using "transfer learning", where training on a small labeled "target" dataset is improved by using information from another large labeled "source" dataset of a different problem. A common method for transfer learning uses the result of training on the source as initialization for training on the target, thereby improving the performance on the latter [2] .
Transfer learning has been the focus of much research attention along the years. Plenty of different approaches have been proposed to encourage a more effective transfer from a source dataset to a target dataset, many of them aim at obtaining better system robustness to environment changes, so as to allow an algorithm to perform well even under some variations in the settings (e.g. changes in lighting conditions in computer vision tasks). Sometimes this is achieved at the expense of diminishing the performance on the original task or data distribution. Other works take a more targeted approach and directly try to reduce algorithms' generalization error by decreasing the difference in their performance on specific source and target datasets [6] .
In addition, it is often the case that the target dataset has a large number of samples, though only a few of those samples are labeled. In this scenario a semi-supervised learning approach could prove to be beneficial by making good use of the available unlabeled samples for training.
In this work we focus on the task of semi-supervised transfer learning. The problem we address is related to the field of domain adaptation, however we make a distinction between domain adaptation and transfer learning, where the former refers to the case of two sources of data with the same content (e.g. the MNIST → SVHN case) whereas the latter refers to the case of two sources of data which are completely different in both content and "styling". Another relevant difference is that labeled data from the target distribution is typically available in the transfer learning case, yet less so in the domain adaptation case.
Plenty of works exist in the literature on transfer learning, semi-supervised learning and using information theory for the analysis of machine learning algorithms. The closest work to ours is [1] in which an information theoretic approach is used in order to decompose the cross-entropy train loss of a machine learning algorithm into several separate terms. However, unlike this work we propose a different decomposition of the cross-entropy test loss and make the relation to semi-supervised transfer learning.
Contribution. We consider the case of semi-supervised transfer learning in which plenty of labeled examples from a source distribution are available along with just a few labeled examples from a target distribution; yet, we are provided also with a large number of unlabeled samples from the latter. This setup combines transfer learning and semisupervised learning, where both aim at obtaining improved performance on a target dataset with a small number of labeled examples. In this work we suggest to combine both methodologies to gain the advantage of both of them. This setting represents the case where the learned information from a large labeled source dataset is used to obtain good performance when transferring to a mostly unlabeled target set, where the unlabeled examples of the target are available at the training time on the source.
To do so, we provide a theoretical derivation that leads to a novel semi-supervised technique for transfer learning. We take an information theoretic approach to examine the cross-entropy test loss of machine learning methods. We decompose the loss to several different terms that account for different aspects of its behavior. This derivation leads to a new regularization term, which we call "Lautum regularization" as it relies on the maximization of the Lautum information [7] between unlabeled data samples drawn from the target distribution and the learned model weights. We corroborate the effectiveness of our approach with experiments of semi-supervised transfer learning for neural networks on image classification tasks. We examine the transfer in two cases: from the MNIST dataset to the notMNIST dataset (which consists of the letters A-J in grayscale images) and from the CIFAR-10 dataset to 10 specific classes of the CIFAR-100 dataset. We compare our results to three other methods: (1) Temporal Ensembling [5] , a state-of-the-art method for semi-supervised training which we apply in a transfer learning setup; (2) the Multikernel Maximum Mean Discrepancy (Mk-MMD) method [4] , which is popular in semi-supervised transfer learning; (3) standard transfer learning which does not use any of the unlabeled samples. The advantage of our method is demonstrated in our experimental results as it outperforms the other compared methods.
The appendices to this paper are in the supplementary material.
The cross-entropy loss -an information theory perspective
be a training set with N training samples that is used to train a learning algorithm with a set of weights w. We assume that given D (a parameter of the model), the learning algorithm selects a specific hypothesis from the hypothesis class according to the distribution p(w D ). In the case of a neural network, selecting the hypothesis is equivalent to training the network on the data.
We denote by w D the model weights which were learned using the training set D, and by f (y|x, w D ) the learned classification function which given the weights w D and a D-dimensional input x ∈ R D computes the probability of the K-dimensional label y ∈ R K . The learned classification function is tested on data drawn from the true underlying distribution p(x, y). Ideally, the learned classification function f (y|x, w D ) would highly resemble the ground-truth classification p(y|x), and similarly f (x, y|w D ) would highly resemble p(x, y). With these notations, we turn to analyze the cross-entropy loss used predominantly in classification tasks. In our derivations we used several information theoretic measures which we present in Appendix A.
Main theoretical result. Our main theoretical result is given by the following theorem: 
Note that KL signifies the Kullback-Leibler divergence and that we treat the training set D as a fixed parameter, whereas w D and the examined test data (x, y) are treated as random variables. We refer the reader to Appendix B for the proof of Theorem 1.
In accordance with Theorem 1, the three terms that compose the expected cross-entropy test loss represent three different aspects of the loss of a learning algorithm performing a classification task:
measures the deviation of the learned classification function's data distribution f (x, y|w D ) from the true distribution of the data p(x, y). It is measured by the KL-divergence, which is averaged over all possible instances of w parameterized by the training set D. This term essentially measures the ability of the weights learned from D to represent the true distribution of the data.
• Intrinsic Bayes error H(y|x): represents the inherent uncertainty of the labels given the data samples.
• Lautum information between w D and x, Our formulation suggests that a machine learning algorithm, which is trained relying on empirical risk minimization, implicitly aims at maximizing the Lautum information L(w D ; x) in order to minimize the cross-entropy loss. At the same time, the algorithm aspires to minimize the KLdivergence between the ground-truth distribution of the data and the learned classification function. The intrinsic Bayes error cannot be minimized and remains the inherent uncertainty of the task. Namely, the formulation in (1) suggests that encouraging a larger Lautum information between the data samples and the learned model weights would be beneficial for reducing the model's test error on unseen data drawn from p(x, y).
Lautum information based semi-supervised transfer learning
We turn to show how we may apply our theory on the task of semi-supervised transfer learning. In standard transfer learning, which consists of pre-transfer and posttransfer stages, a neural network is trained on a labeled source dataset and then fine-tuned on a smaller labeled target dataset. In semi-supervised transfer learning, which we study here, we assume that an additional large set of unlabeled examples from the target distribution is available during training on the source data.
Semi-supervised transfer learning is highly beneficial in scenarios where the available target dataset is only partially annotated. Using the unlabeled part of this dataset, which is usually substantially bigger than the labeled part, has the potential of considerably improving the obtained performance. Thus, if this unlabeled part is a-priori available, then using it from the beginning of training can potentially improve the results. For using the unlabeled samples of the target dataset during the pre-transfer training on the source dataset, we leverage the formulation in (1). Considering its three terms, it is clear that by using unlabeled samples the classifier mismatch term cannot be minimized due to the lack of labels; the intrinsic Bayes error is a characteristic of the task and cannot be minimized either; yet, the Lautum information does not depend on the labels and can therefore be calculated and maximized.
When the Lautum information is calculated between the model weights and data samples drawn from the target distribution, its maximization would encourage the learned weights to better relate to these samples, and by extension to better relate to the underlying probability distribution from which they were drawn. Therefore, it is expected that an enlarged Lautum information will yield an improved performance on the target test set. Accordingly, we aim at maximizing L(w D ; x) during training. The pre-transfer maximization of the term L(w D ; x), which is computed with samples drawn from the target distribution, would make the learned weights more inclined towards good performance on the target set right from the beginning. At the same time, the cross-entropy loss at this stage is calculated using labeled samples from the source dataset. In the posttransfer stage, the cross-entropy loss is calculated using labeled samples from the target dataset, and therefore implicitly maximizes L(w D ; x) by itself. We have empirically observed that explicitly maximizing the Lautum information between the unlabeled target samples and the model weights during post-transfer training (by imposing Lautum regularization) in addition to (or instead of) during pretransfer training does not lead to improved results.
To summarize, our semi-supervised transfer learning approach optimizes two goals at the same time: (i) minimizing the classifier mismatch E w D {KL (p(x, y)||f (x, y|w D ))}, which is achieved using the labeled data both for the source and the target datasets during pre-transfer and post-transfer training respectively; and (ii) maximizing the Lautum information L(w D ; x), which is achieved explicitly using the unlabeled target data during pre-transfer training by imposing Lautum regularization, and in the post-transfer stage implicitly through the minimization of the cross-entropy loss which is evaluated on the labeled target data. Figure 1 summarizes our training scheme.
Training with Lautum regularization
We refer the reader to Appendix C for details regarding the estimation of the Lautum information. Once the Lautum information has been estimated, our loss function for pretransfer training is:
Note that the the cross-entropy loss is calculated using labeled samples from the source training set (which we denote by the s superscript) whereas the Lautum regularization term is calculated using unlabeled samples from the target training set (which we denote by the t superscript). Also note that y i represents the ground truth label of the sample x i ; f (x i |w D ) represents the network's estimated post softmax label for that sample; and L(w D ; x) is calculated as detailed in Appendix C. We emphasize that the Lautum regularization term is subtracted and not added to the crossentropy loss since we aim at maximizing the Lautum information during training. Our loss function for post-transfer training consists of a standard cross-entropy loss:
Note that at this stage the cross-entropy loss, which is calculated using labeled target samples, inherently includes the Lautum term of the target data (see Theorem 1).
Experiments
In order to demonstrate the advantages of semisupervised transfer learning with Lautum regularization we perform several experiments on image classification tasks using deep neural networks (though our theoretical derivations also apply to other machine learning algorithms). We train deep neural networks and perform transfer learning from the original source dataset to the target dataset. In our experiments we use the original labeled source training set as is and split the target training set into two parts. The first part is very small and contains labeled samples, whereas the second part consists of the remainder of the target training set and contains unlabeled samples only (the labels are discarded). The performance is evaluated by the post transfer accuracy on the target test set.
We examine four different methods of transfer learning: (1) standard supervised transfer which uses the labeled samples only. (2) Temporal Ensembling semi-supervised learning as outlined in [5] , applied in a transfer learning setting. Temporal Ensembling is applied in the post-transfer training stage. (3) Mk-MMD [4] , which is based on 19 different Gaussian kernels with different standard deviations. Mk-MMD is applied in the pre-transfer training stage. (4) Lautum regularization -our technique as described in Section 3.
We refer the reader to Appendix D for more details about the experimental setup. Using the settings outlined in Appendix D.1 we obtained the results shown in Table 1 for the MNIST → notMNIST case, and using the settings outlined in Appendix D.2 we obtained the results shown in Table 2 for the CIFAR-10 → CIFAR-100 (10 classes) case.
The advantage of using Lautum regularization is evident from the results, as it outperforms the other compared methods in all the examined target training set splits. In general, the Temporal Ensembling method by itself does not yield very competitive results compared to standard transfer learning.
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