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We investigate the use of data-driven likelihoods to bypass a key assumption made in many scientific
analyses, which is that the true likelihood of the data is Gaussian. In particular, we suggest using
the optimization targets of flow-based generative models, a class of models that can capture complex
distributions by transforming a simple base distribution through layers of nonlinearities. We call
these flow-based likelihoods (FBL). We analyze the accuracy and precision of the reconstructed
likelihoods on mock Gaussian data, and show that simply gauging the quality of samples drawn
from the trained model is not a sufficient indicator that the true likelihood has been learned. We
nevertheless demonstrate that the likelihood can be reconstructed to a precision equal to that of
sampling error due to a finite sample size. We then apply FBLs to mock weak lensing convergence
power spectra, a cosmological observable that is significantly non-Gaussian (NG). We find that
the FBL captures the NG signatures in the data extremely well, while other commonly-used data-
driven likelihoods, such as Gaussian mixture models and independent component analysis, fail to
do so. This suggests that works that have found small posterior shifts in NG data with data-driven
likelihoods such as these could be underestimating the impact of non-Gaussianity in parameter
constraints. By introducing a suite of tests that can capture different levels of NG in the data, we
show that the success or failure of traditional data-driven likelihoods can be tied back to the structure
of the NG in the data. Unlike other methods, the flexibility of the FBL makes it successful at tackling
different types of NG simultaneously. Because of this, and consequently their likely applicability
across datasets and domains, we encourage their use for inference when sufficient mock data are
available for training.
I. INTRODUCTION
There are three key ingredients when doing inference:
data, a model, and a likelihood function (in the case of
Bayesian inference, there is also a prior). The quality
of the inferred parameters of course hinges on the qual-
ity of the data, how closely the model approximates the
process that gave rise to the data, and how accurately
the likelihood maps the probability of observing the data
given the model. Throughout this work, we are going to
be concerned with the last of these.
In data analysis across many disciplines the likelihood
used for inference is often assumed to be Gaussian. Gaus-
sian likelihoods are attractive and widespread because
they are well understood and inference boils down to ob-
taining a covariance matrix for the data. However, in
reality, it is not generally true that the underlying likeli-
hood of a dataset is Gaussian.
There are several general points one can keep in mind
when considering the applicability of a Gaussian likeli-
hood function. One is the central limit theorem (CLT),
which states that the difference between a sample mean
and a true mean, normalized by the standard error, tends
towards the standard normal distribution as the number
of samples tends to infinity. This is generally invoked in
favor of using Gaussian likelihoods, even when datasets
are known to be non-Gaussian. For example, for data
in Fourier space (such as power spectra), many modes
contribute at high wavenumbers and thus the CLT ap-
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proximately applies. Conversely, at low wavenumers few
modes contribute and the CLT is not applicable. An-
other important point is that, in works where the co-
variance matrix of the data is an estimated quantity,
meaning it is not known a priori, it becomes a stochastic
object with some uncertainty. Thus, to obtain the likeli-
hood of the data given the estimated covariance matrix,
the likelihood function has to be marginalized over the
true (unknown) covariance, conditioned on the estimated
one. If the original likelihood is assumed to be Gaussian,
this marginalization step in fact leads to a multivariate
t-distribution [1]. Finally, it is also important to con-
sider that systematic effects might introduce correlations
in the data that are not Gaussian.
There are also field-specific factors that can inform
the choice of likelihood function. Although the method
we develop in this work is applicable for inference with
any dataset, here we apply it to a cosmological one.
There are several puzzling tensions in different cosmo-
logical datasets that have so far stood the test of time
[2–4] that would be interesting to reconsider under a new,
more accurate likelihood. For cosmological data, we can
use knowledge about the physical processes that give rise
to an observable to understand its Gaussianity. For in-
stance, while some cosmological fields such as the cosmic
microwave background (CMB) are essentially Gaussian,
those that follow from nonlinear gravitational collapse
− such as distributions of galaxies and cosmic shear −
are highly non-Gaussian. It is therefore likely that the
underlying likelihoods of such fields are themselves non-
Gaussian: a nonlinear function of a Gaussian random
variable is not Gaussian distributed.
Recently, several works have studied the impact of us-
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2ing Gaussian likelihoods to infer parameters from non-
Gaussian cosmological data, showing that it can bias the
posteriors of inferred cosmological parameters and under-
estimate uncertainties [1, 5–7]. The reason behind this is
quite intuitive: the use of Gaussian likelihoods to model
non-Gaussian processes becomes a source of systematic
error.
One promising approach to avoid relying on a Gaussian
likelihood is to use data-driven likelihoods (DDL): likeli-
hoods that are learned directly from the data. However,
although these can be more flexible than a multivariate
Gaussian (or other ubiquitous, simple likelihoods), they
tend to require user input to restrict the model space.
Furthermore, there is not yet a unified framework to
deal with non-Gaussian likelihoods. Instead, data-driven
approaches rely heavily on trial and error, and tend to
not generalize well in different contexts [5]. In fact, we
will show that depending on the type of non-Gaussianity
in the data some DDL methods might not be appropri-
ate and thus offer little improvement upon a multivariate
Normal (MVN) likelihood.
Here, we suggest using a flow-based generative model
[8] to achieve this task. Generative models are models
from which new samples can be drawn when trained, by
for example learning the underlying true likelihood that
gave rise to the data. Flow-based models, in particular,
consist of applying a series of transformations (a flow) to
a simple probability density that is easy to sample from
(e.g. a univariate Gaussian) to transform it into a (the-
oretically) arbitrarily complex probability density func-
tion [9]. If the transformations are known, an exact form
for the resulting likelihood can be obtained and sampled
from. By parametrizing the transformations with neu-
ral networks, these models can be made very expressive
(in this context, “expressive” refers to a model that can
capture complex features in the data accurately). Flow-
based models have been used to enrich variational pos-
teriors (e.g. [9, 10]) and for density estimation, to learn
complicated probability distributions (e.g. governing im-
ages of human faces) [11–14]. Broadly speaking, the driv-
ing interest behind these models has been their abstract
capacity to learn complicated probability distributions,
with little interest in the form (or fidelity) of the func-
tion they learn. For example, in the context of genera-
tive models, they are judged by the quality of the sam-
ples they can generate (the topic of how to gauge sample
quality is also an open area of research).
Our focus is inherently different. We seek to under-
stand the quality of the learned likelihood function with
the goal of establishing flow-based likelihoods (FBLs)
as an extremely flexible and adaptable method to ob-
tain data-driven likelihoods that are more accurate than
other methods to deal with known (or suspected) non-
Gaussianities in datasets. We demonstrate that FBLs
can match the underlying likelihood of the data very
well, even in high-dimensional spaces, by comparing the
non-Gaussian features of the generated samples and the
data. Furthermore, we show that this is not trivial: un-
der certain conditions, the samples generated can be in-
distinguishable from the original data and yet the likeli-
hood can be significantly biased and imprecise. We ap-
ply the FBL to mock weak lensing power spectra, which
we show have strong non-Gaussianities. Along the way
we create a thorough pipeline, incorporating some ele-
ments from previous works [5, 6], which can be applied
to any dataset to analyze the presence (or absence) of
non-Gaussianities. With this pipeline we are also able
to gain some insight into why some data-driven meth-
ods work for some datasets and not for others. Seeing
that our FBL is capable of overcoming barriers that other
data-driven methods can face depending on the type of
non-Gaussianity in the data further emphasizes the ad-
vantage of using FBLs for inference. We emphasize that
no aspect of the NG pipeline nor FBLs are specific to
cosmology and therefore these methods could be applied
in any context.
In Section II we briefly present two data-driven like-
lihood methods, Gaussian mixture models (GMMs) and
independent component analysis (ICA), which we use to
compare to our FBL. We also outline the basic princi-
ples behind normalizing flows and describe FFJORD [8],
a flow-based generative model that uses ordinary differ-
ential equations to evolve the initial probability density.
In Section III we present the exhaustive tests we carry
out to characterize non-Gaussianity in the data. In Sec-
tion IV we introduce the observable to which we apply
our flow-based likelihood (FBL), the weak lensing con-
vergence power spectrum, and finally we show our results
applying the FBL to this data in Section V. We discuss
our results and conclude in Sections VI and VII. All the
code used in this work will be made available upon pub-
lication.
Throughout the remainder of the paper, we will use
the terms Gaussian, multivariate Gaussian, and multi-
variate Normal interchangeably. Furthermore, we will
abbreviate “non-Gaussian” (and its derivatives) as NG
when convenient.
II. DATA-DRIVEN LIKELIHOODS
Any probability density function (PDF) can be esti-
mated by drawing sufficient samples from it. This is the
key idea behind data-driven likelihoods. With access to
mock data, it is not necessary to impose a restrictive
functional form for the likelihood a priori ; instead, we
can think of mock catalogs as independent draws from
the underlying true likelihood function, and can use this
fact to estimate the likelihood directly from the sam-
ples. The benefit of this method is that, if an appropriate
method for density estimation is used, the reconstructed
likelihood can take into account any non-Gaussian fea-
tures in the data.
We refer to likelihoods learned from the data as data-
driven likelihoods (DDL). In this work, we implement
three different DDLs. The first two, used as our base-
3line, were chosen to serve as a direct comparison of the
work in Ref. [5], which studied NG in large-scale struc-
ture data. These are Gaussian mixture models and inde-
pendent component analysis. We briefly summarize key
aspects of each of these in the section below, but due to
their ubiquity in the literature we provide references for
more detailed explanations. The third method is what we
refer to as flow-based likelihoods (FBL): we propose using
the likelihood learned by flow-based generative models as
a DDL. We discuss this in detail below.
A. Gaussian Mixture Model
As its name indicates, a Gaussian mixture model
(GMM) is simply a convex combination (mixture) of mul-
tiple Gaussians with unknown means and covariances,
each with a weight that determines their contribution to
the PDF. In a multidimensional setting, the final PDF
for a vector x in a GMM with K components can be
written as
pˆGMM(x) =
K∑
i=1
φiN (x|µi,Σi), (1)
where µi, Σi and φi are the mean, covariance, and weight
of the ith Gaussian in the mixture, respectively, and N
is the multivariate normal PDF. The weights are normal-
ized such that
∑K
i=1 φi = 1. The number of parameters
in these models is given by
K
(
d+
1
2
d(d+ 1)
)
+K, (2)
where d is the dimension of the data vector x. This is
because for each of the K components we have to learn a
d-dimensional mean vector and a covariance matrix with
1
2d(d+ 1) degrees of freedom (since it is positive semidef-
inite)1. We also have to learn K weights, one for each
component. Notice that for K = 1 we recover a standard
MVN likelihood.
We use the scikit-learn [15] implementation of
GMMs, which uses expectation maximization [16] to es-
timate the model parameters, and the Bayesian informa-
tion criterion (BIC) to decide how many components to
include in the mixture. This method of model selection
considers the maximum likelihood of a model while pe-
nalizing model complexity. We refer the reader to Ref.
[17] for a thorough explanation of GMMs and the expec-
tation maximization procedure.
1 The number of parameters can also be decreased by putting ad-
ditional constraints on the covariance matrix, such as having dif-
ferent components share a covariance matrix or forcing it to be
diagonal, but we will use full covariances throughout this paper.
B. Independent Component Analysis
Independent Component Analysis (ICA) is typically
used to isolate linear mixtures of independent sources.
For some observed data vector x, this amounts to the
assumption
x = As, (3)
where A is an unknown matrix, called the mixing matrix,
that mixes the sources s. The goal of ICA is to solve
for A, which is done by actually solving for its inverse,
A−1 = W,
sˆ = Wx, (4)
such that sˆ ≈ s.
ICA solves forW by breaking it up into three different
linear operations. The first one is decorrelating the data
(i.e. projecting the data onto the principal components),
an operation usually referred to as principal components
analysis. The data is then normalized, and finally a ro-
tation matrix is solved for such that the statistical in-
dependence of the sources is maximized. We refer the
readers to Ref. [18] for details on how this maximization
is carried out. We use the scikit-learn implementation
of the ICA algorithm.
For our purposes, what matters is that ICA provides
a way of turning the d-dimensional likelihood for x into
d one-dimensional likelihoods by converting x into d in-
dependent components2:
sˆ ≡ xICA = Wx = {x1,ICA, ...,xN,ICA}, (5)
where N is the number of ICA components. In this work,
we set N = d, although in principle ICA can also be used
for dimensionality reduction.
The one-dimensional probability density of each com-
ponent, pˆn, can then be estimated using a Kernel Density
Estimator (KDE). We use a Gaussian kernel, with a stan-
dard deviation3 given by Scott’s bandwidth [19]. Finally,
the likelihood for x is a factorial distribution, a product
of the N independent PDFs:
pˆICA(x) =
N∏
n=1
pˆn(x). (6)
2 Recall that statistical independence requires that neither second-
order nor higher-order correlations exist.
3 More generally, kernels are controlled by a parameter called the
bandwidth. It decides how much to smooth each data point,
and therefore controls the bias-variance trade-off. For the case
of a Gaussian kernel, the bandwidth is the same as the standard
deviation.
4C. Flow-Based Likelihood
1. Flow-based Generative Models
For a given data vector x, the goal of generative mod-
els is to learn the distribution that x is drawn from:
x ∼ p∗(x), where the asterisk denotes the true under-
lying distribution. Once an estimate of p∗ is obtained,
new samples of x can be generated, thus the name of
this class of models.
In flow-based methods, the generative process starts
by drawing a sample z from a (simple) probability dis-
tribution that has a tractable PDF and is easy to sample
from (such as a univariate Gaussian),
z ∼ pz(z). (7)
This prior distribution then undergoes a “flow”, which
means that it is transformed repeatedly while conserving
its probability. The optimization process relies on find-
ing a series of transformations such that the resulting
distribution approaches p∗(x).
Consider a series of transformations that are bijective,
so that the relationship between z and x can be summa-
rized as
x ≡ h0 f1←−→
gK
h1
f2←−−→
gK−1
...
fK−1←−−→
g2
hK−1
fK←→
g1
hK ≡ z, (8)
such that g = g1 ◦ g2 ◦ ...gK , f = f1 ◦ f2 ◦ ...fK and
z = fθ(x) = g
−1
θ (x). If the transformation fθ(x) is
learned from the data, then the invertibility criterion en-
sures that, after drawing a sample of z, fθ can be inverted
to generate new samples of x. Furthermore, notice that
enforcing the transformations to be bijective enforces vol-
ume preservation (and unlike other generative models
such as variational autoencoders [20], the dimension of
the latent space and the data is the same). In theory,
if the transformations are expressive enough, pz can be
turned into an arbitrarily complex distribution. To this
end, the transformations tend to involve (invertible) neu-
ral networks. Figure 1 depicts how flow-based generative
models work in a simplified one-dimensional setting.
Ultimately, Eq. (8) is simply a concatenated sequence
of changes of variables, so the log-density of the final
distribution can be written as a sum of the log-PDF of the
original distribution plus the sum of the log-determinant
of the Jacobian matrix of each transformation:
log px(x) = log pz(z) + log
∣∣∣∣ det( dzdx
) ∣∣∣∣ (9)
= log pz(z) +
K∑
i=1
log
∣∣∣∣ det( dhidhi−1
) ∣∣∣∣. (10)
The loss function used for training is then simply the
negative log-likelihood over the entire training set D:
L = − 1|D|
∑
x∈D
log pθ(x), (11)
and the model can be trained using stochastic gradient
descent.
There are two main catches to flow-based models: one,
the transformations must be easily invertible, and two,
they must have an easy-to-compute Jacobian determi-
nant, since computing the determinant of a matrix scales
as n3 for an n× n matrix.
Models in the literature have tackled these issues in
different ways: the form of the transformation can be re-
stricted such that determinant identities can be exploited
[9]; the models can be made autoregressive, such that the
Jacobian is lower triangular [21]; or dimensions can be
split up and affine transformations used such that the Ja-
cobian is easy to compute [11, 13, 22]. All these methods
have their own advantages and drawbacks, but they all
have one feature in common: they sacrifice model expres-
sivity to improve the speed of the Jacobian determinant
computation.
2. FFJORD: Free-Form Jacobian of Reversible Dynamics
Due to the limited expressivity of the aforementioned
flow-based models, we opt for FFJORD [8],4 which re-
places the transformation function with an integral of
continuous-time dynamics, giving rise to continuous nor-
malizing flows (CNFs) [23]. We summarize key details
of FFJORD in this section but refer the reader to Refs.
[8, 23] for additional details on the derivation and opti-
mization procedure.
For FFJORD, the transformation from prior to data is
seen as an evolution in time. Let us define the observable
data as z(t1) and the original sample drawn from the
prior as z0 = z(t0). If we then define the time evolution
of z as an ordinary differential equation (ODE)
∂z(t)
∂t
= f(z(t), t; θ), (12)
(where f can be a neural network and θ its parameters)
we can obtain z(t1) by solving the ODE subject to the
initial condition z0 = z(t0). The change in log-density is
given by the instantaneous change of variables formula:
∂logp(z(t))
∂t
= −Tr
(
∂f
∂z(t)
)
, (13)
and thus the total change in log-density can be obtained
by integrating across time:
log p(z(t1)) = logp(z(t0))−
∫ t1
t0
Tr
(
∂f
∂z(t)
)
dt. (14)
4 https://github.com/rtqichen/ffjord
5FIG. 1: Schematic depiction of a flow-based generative model in one dimension. The left-hand panel shows a standard Normal, which
is chosen as the base distribution pz(z ≡ hK), following the notation in Eq. (8). The right-hand panel shows the target distribution, i.e.
the distribution of the data px(x ≡ h0), which is visibly more complex than the prior. The middle panel shows the distribution at an
intermediate point in the flow, h0<i<K . The green arrows reflect the direction in which training takes place: the model is fed the data x,
which then undergoes the flow into the latent space. The blue arrows reflect the generative, or sampling, direction, whereby a sample is
drawn from the prior distribution and undergoes the inverse flow to generate a data sample.
Optimizing Eq. (14) is non-trivial, and requires a
continuous-time analog to backpropagation. It can nev-
ertheless be combined with gradient-based optimization
methods to fit the parameters θ. In general, comput-
ing the trace of this transformation scales as O(n2), but
by using an unbiased stochastic estimator of Eq. (14)
Ref. [8] decreases 5 the complexity further to O(n). This
makes FFJORD scalable without having to constrain the
Jacobian, yielding a very expressive model.
A key point we want to make is that the focus in works
that employ these model is generally on their capacity
as generators, or their abstract capacity to increase the
complexity of distributions (e.g. as variational posteri-
ors). The log-likelihood is used as the training objec-
tive, and the model quality is for example judged by the
quality of the samples produced (often in a qualitative
fashion). Here, together with quantitatively discussing
sample quality, we zero-in on the quality of the likelihood
itself (showing that sample likelihood is not necessarily
indicative of likelihood quality, Appendix A), with the
goal of establishing FBLs as very accurate and versatile
DDLs that can themselves be used for inference.
5 It is shown that the variance of the log-likelihood induced by the
estimator is less than 10−4.
III. MEASURING NON-GAUSSIANITY
Quantifying the non-Gaussianity of a dataset is the
first step in understanding the applicability or shortcom-
ing of applying a Gaussian likelihood for inference. We
propose carrying out three different tests to quantify the
NG of a given dataset, which rely on testing features that
should be true if the underlying likelihood were a MVN
and act at different resolutions:
1. t-statistic of skewness and excess kurtosis of each
bin, which analyzes each bin independently;
2. transcovariance matrix [6], which considers the
Gaussianity of all pairs of points;
3. the Kullback-Leibler (KL) divergence [24] of all the
data with respect to a MVN distribution.
Notice that the latter two tests are sensitive to all
higher-order correlations in the data. The different
scopes of these three tests culminate in a very holistic
indicator of NG when combined. As we will show in
subsequent sections, the pipeline’s tiered scope is capa-
ble of shedding light into why some DDLs work in some
settings and not others, with the important consequence
that methods that have applied DDLs in the past may
have failed to capture non-Gaussianities adequately.
6A. t-statistic of Skewness and Excess Kurtosis
By having many mocks of a given observable, we can
obtain an estimate of the distribution for each bin (e.g.
the power spectrum at a specific multipole number). We
then calculate the t-statistic of skewness and excess kur-
tosis of each to diagnose a deviation away from Gaussian-
ity (under the Gaussian assumption, the null hypothesis
is zero skewness and excess kurtosis). Henceforth, for
conciseness we refer to the excess kurtosis simply as kur-
tosis.
Recall that the t-statistic is basically a measure of how
many standard deviations away from the null hypothesis
a given measure is. For a given parameter β,
t =
βˆ − βnull
SE(βˆ)
, (15)
where βˆ is the estimated value of β, βnull is the value of β
under the null hypothesis, and SE(βˆ) is the standard er-
ror of βˆ. t is thus a dimensionless quantity that measures
the deviation of the estimated parameter away from the
null hypothesis in units of the standard error.
For our purposes, β is going to be either the skewness
or the kurtosis of a sample, and βnull = 0 under the null
hypothesis that the samples are drawn from a Gaussian
distribution. The variance of the skewness of a random
sample of size n from a Normal distribution is
V̂arskew =
6n(n− 1)
(n− 2)(n+ 1)(n+ 3) , (16)
and the variance of the kurtosis
V̂arkurt =
24n(n− 1)2
(n− 3)(n− 2)(n+ 3)(n+ 5) . (17)
Taking SE =
√
V̂ar, we can thus obtain the t-statistic
for the skewness and kurtosis of each bin. One thing
to notice is that the t-statistic is an extensive quantity:
it depends on the number of data points in a bin (or,
equivalently, the number of mocks).
B. Pairwise Non-Gaussianity of Data Points
Following Ref. [6], we use the basic observation
that a sum of two independent Gaussian random vari-
ables should itself be a Gaussian random variable − if
xi ∼ N (µi, σ2i ) and xj ∼ N (µj , σ2j ), then xi + xj ∼
N (µi + µj , σ2i + σ2j ), where N (µ, σ2) is the Normal dis-
tribution with mean µ and standard deviation σ6 − to
test the pairwise non-Gaussianity of data bins.
6 Ref. [6] also tests two other conditions, regarding the product
and quotient of Normal random variables. The expected dis-
To perform this test, Ref. [6] considers the pairwise
sum of all the bins in a given observable. Consider an
ensemble of N realizations of a d-dimensional observable
x. Denoting the d elements of the ith data vector as xui ,
where i ∈ [1, N ] and u ∈ [1, d], for each pair xui , xvi with
u 6= v it is straightforward to obtain the sum
su,vi = x
u
i + x
v
i . (18)
For each pair of bins (u, v), there are N samples of the
distribution su,vi .
The N samples are grouped into b bins of a histogram
Hb. Under the Gaussian assumption, if N →∞ and b→
∞ the histogram will tend to a Gaussian distribution.
The deviation from the estimate of the density of su,vi
and the expected Normal distribution can be calculated
using the mean integrated square error (MISE):
1
b
b∑
a=1
[Hb(su,vi )−N ]2 ≡ S+u,v. (19)
Each pair of bins can be pre-processed by mean-
subtracting and whitening the 2 × 2 covariance matrix,
to destroy all the Gaussian (second-order) correlations in
the data, such that any remaining correlations are nec-
essarily of non-Gaussian origin (in practice, this means
diagonalizing the covariance matrix; we also normalize
the variance of each dimension such that the final co-
variance matrix is the identity matrix). After these two
steps each bin should be a draw from a standard univari-
ate NormalN (0, 1) if they were originally truly Gaussian,
and consequently su,vi ∼ N (0, 2).
By finding the MISE for each pair of points, Ref. [6]
builds a transcovariance matrix S+: while covariance
matrices measure Gaussian correlations between pairs of
parameters/bins, the transcovariance matrix measures
non-Gaussian correlations. The total contamination of
the uth data point is then simply the sum over a column
of the matrix:
+u =
∑
v 6=u
S+u,v. (20)
We carry out this procedure with one importance dif-
ference: instead of using a histogram of data points, we
use a Kernel Density Estimator instead. We prefer this
methodology because while the density estimate of a his-
togram is strongly dependent on the number of bins, and
thus applying Eq. (19) requires finding the value of b
that minimizes S+u,v, the KDE is insensitive to this (al-
though it does have other tuning parameters, as discussed
in Section II). We therefore modify Eq. (19):
tributions are a superposition of χ2 random variables and the
Cauchy distribution, respectively. These are both very sharply
peaked distributions and we found that estimating their density
with a limited number of mock samples was unreliable, so we
only show results for the sum.
71
b
b∑
a=1
[K(su,vi )−N (0, 2)]2 ≡ S+u,v, (21)
where K(·) denotes the KDE, and here b is simply the
number of discrete values at which we estimate the KDE
and the Normal distribution. We use a Gaussian ker-
nel with standard deviation given by Scott’s bandwidth.
Just like for the NG test above, we note that + is ex-
tensive, since it relies on summing over the columns of a
matrix whose dimension depends on the number of data
bins.
C. Non-parametric Kullback-Leibler (KL)
Divergence
Following Ref. [5], we use a non-parametric estimator
of the KL divergence to quantify the non-Gaussianity in
a dataset. The KL divergence is a well-known measure
of the (dis)similarity between two PDFs p and q:
Dn,m(p||q) =
∫
p(x) log
p(x)
q(x)
dx. (22)
For cases in which p and q are unknown and we instead
just have ensembles of draws from unknown distributions,
Ref. [25] derived an unbiased estimator of the KL diver-
gence that essentially relies on estimating the probabil-
ity density using k-Nearest Neighbors (kNN). Consider
two densities p and q, defined on Rd, and independent
and identically distributed (i.i.d.) d-dimensional samples
{X1, X2, ...Xn} and {Y1, Y2, ...Ym} drawn from each, re-
spectively. Letting ρk(i) be the Euclidean distance be-
tween Xi and its kNN in {Xj}j 6=i, and νk(i) the distance
from Xi to its kNN in {Yj}, the KL divergence estimator
can be written as:
Dˆn,m(p||q) = d
n
n∑
i=1
log
νk(i)
ρk(i)
+ log
m
n− 1 . (23)
Ref. [5] proposed estimating non-Gaussianity in an
ensemble of mocks by comparing the non-parametric KL
divergence between samples of a mock observable and
samples drawn from a MVN with mean and covariance
taken from the mocks. If the true likelihood that gave
rise to the data were Gaussian, then the KL divergence
between these two sets of samples would vanish, while
deviations away from zero would indicate the presence of
NG in the data.
Despite the theoretical appeal of this test, we find that
for the number of data samples and bins we use, it is
not quite as robust as the other two. This is due to the
curse of dimensionality: kNN-based algorithms struggle
in high-dimensional spaces due to the fast increase of
volume with increasing dimensions, which makes the data
sparse.
In Appendix C we show the variability of the KL diver-
gence estimate when comparing two MVN distributions
for different random seeds. We find that two sample dis-
tributions drawn from the same likelihood can have as
little as ∼ 20% overlap between them. So when show-
ing results for this test, we will keep this lower bound
in mind to judge whether a deviation can be due to NG
or simply due to random error.Note that, despite these
limitations, we include this test because we find that for
data with significant NG (like the one used in this pa-
per) the KL divergence estimate is much larger than the
random scatter.
IV. MOCK WEAK LENSING CONVERGENCE
POWER SPECTRA
A. Background
In the standard cosmological picture, infinitesimal
initial fluctuations in the matter density field evolved
through gravitational collapse in a highly non-linear fash-
ion to yield all the structure we have in the universe
today. Mapping the distribution of matter on cosmic
scales is non-trivial because ∼ 85% of all the matter is
dark: it does not interact with light and therefore we
cannot observe it directly. One approach to do so is to
use weak gravitational lensing (WL): as photons from
far-away background sources (such as galaxies) travel to-
wards us, the cosmic web itself acts as a gravitational
lens, distorting their paths and thus distorting the shape
of the sources.
Galaxies that are nearby will be lensed by similar struc-
ture so they will have correlated shapes. WL galaxy sur-
veys look at millions of galaxies [26] to find statistical
correlations in their shapes. The large number of galaxies
is needed both due to the intrinsic shape noise of galaxies
as well as the weakly correlated nature of the underlying
signal. These surveys construct shear maps, which can be
used to reconstruct the projected distribution of matter
in the universe between us and the sources. The resulting
surface mass density maps are referred to as convergence
maps. By providing a direct view into the distribution of
dark matter across cosmic times, convergence maps can
constrain cosmological parameters, the halo mass func-
tion, and can be cross-correlated with images at other
frequencies to learn about halo bias and dependence of
astrophysical processes on the dark matter density.
B. Mock Data
In this work, we focus on the weak lensing convergence
power spectrum. In Appendix E we detail how we ob-
tain the mock convergence maps and power spectra used
in this work. We summarize some key details here. We
8FIG. 2: Left : mock convergence power spectra as a function of multipole number `. Right : mock convergence map with a sky
coverage of 3.5× 3.5 deg. and 1024× 1024 pixels.
obtain 75,000 mock maps by running four N -body sim-
ulations with different initial seeds and using LensTools
[27] to generate convergence maps from them. Each map
has a sky coverage of 3.5 × 3.5 deg and 1024 × 1024 pix-
els. We set the density of matter Ωm = 0.3, the density of
dark energy ΩΛ = 0.7, the density of baryons Ωb = 0.046,
the variance of matter fluctuations σ8 = 0.8, the scalar
spectral index ns = 1, and the Hubble constant H0 = 72
km/s/Mpc. We obtain the convergence power spectrum
in 34 different multipole bins uniformly distributed in log
space for ` = [100, 5000] (past ` = 5000 the calculated
power spectrum deviates from theory significantly [28]).
Figure 2 displays an example of a mock convergence map
(right) and the 68% CL and 95% CLs of the convergence
power spectra in blue (left).
We point out that for the results presented in this pa-
per we do not include observational effects in the maps
such as noise or filtering. The reason for this is twofold.
First, as we will show below, the NG is strongest at the
lowest multipoles, where even a pessimistic amount of
noise level would not Gaussianize the data. Further-
more, while adding noise could Gaussianize high-` bins,
the objective of this work is to analyze the capacity of
different DDLs to capture non-Gaussianities, and thus
how strong the non-Gaussianities have to be in order to
be adequately picked up, so we opt against introducing
noise. In a follow-up paper where we study the impact of
using FBLs on parameter inference, we take into account
observational effects that would actually be present in
the data.
C. Weak Lensing Likelihood Non-Gaussianity
Here, we apply our framework in the context of weak
lensing because Ref. [6] showed that there are significant
non-Gaussian correlations in the cosmic shear correla-
tion functions (the real-space analogue of the power spec-
trum) for the weak lensing survey CFHTLenS [29]. Fur-
thermore, they showed that because the one-point corre-
lation statistics are skewed (see also [30]), WL datasets
are likely to lead to a systematically low lensing ampli-
tude. Since the WL amplitude increases with Ωm and σ8,
the authors suggest that this could (partially) explain the
discrepancy in the value of S8 = σ8
√
Ωm between WL
and CMB surveys (the so-called S8 tension [2]). Finally,
they show that the non-Gaussianities become more rele-
vant on larger angular scales, meaning that this issue will
be more relevant for upcoming wide-angle surveys such
as Euclid and LSST. This can be understood as a break
of the CLT on these scales.
For our suite of NG tests (Section III), we use the
power spectra from an ensemble of 2,048 maps instead
of the full set. The reason why we use this seemingly
arbitrary number of mocks is to have a direct point of
comparison to the caliber of non-Gaussianity discussed
in the context of galaxy power spectra in Ref. [5]: there,
the authors only have access to 2,048 mocks for their
observable. As we discussed above, our measures of non-
Gaussianity are extensive (both in terms of number of
bins and in terms of number of mocks), so an “apples to
apples” comparison between two observables requires the
same number of mocks and bins. We relegate the details
of this comparison to Appendix D, but in short, we find
that the WL power spectrum is significantly more non-
Gaussian than the galaxy power spectrum at the scales
9FIG. 3: Top: absolute value of the t-statistic of skewness (left) and kurtosis (right) of individual bins for 2,048 weak lensing mock
power spectra in red. The gray contours correspond to averaging 100 different sets of 2,048 samples drawn from a multivariate normal
likelihood with the same mean and covariance as the mock data. As expected, they correspond to t-statistic values of 1 (dark gray) and
2 (light gray). The fact that most of the red crosses lie above the Gaussian contours reflects the per-bin NG in the data. Middle: the S+
matrix for the mock data (left) and equivalent Gaussian samples (middle). The sum over columns of each matrix, +u ≡
∑
S+u,v , is shown
on the right as red crosses and gray circles, respectively. The red line is a factor of 8 higher than the gray line. Comparing the two S+
matrices, there is structure in the data that is not present in the Gaussian samples. This, and the vertical offset between the red and
gray crosses on the rightmost panel, reflect the pairwise NG in the data. Bottom: non-parametric KL divergence estimate between the
mock data and their Gaussian counterparts (red), and the Gaussian samples with themselves (gray). The fact that the gray histogram is
not perfectly centered at zero is due to the slight variability of the KL estimator in 34 dimensions, given the number of mocks considered
(Appendix C). If the data were truly Gaussian, we would expect the red histogram to lie on (or near, see Appendix C) the gray
histogram; the large horizontal offset reflects the NG in the distribution as a whole.
considered, and its potential to have a larger effect on bi-
asing inferred parameters makes it a more exciting target
of data-driven likelihood methods.
Finally, we pre-process the mock power spectra by
subtracting off the mean and whitening them using the
Cholesky decomposition of the precision matrix: Σ−1 =
LLT, where Σ is the covariance matrix and the super-
script T denotes the transpose. The data is whitened
by applying the linear transformation L on the mean-
subtracted mock data matrix. It can subsequently be
unwhitened by applying the inverse transformation.
The results of the NG tests are shown in Figure 3. The
strong non-Gaussian signatures are apparent in all three
tests. The top row shows the absolute value of the t-
statistic for the distribution of each bin as red crosses.
The dark (light) gray shaded region is the 1σ (2σ) con-
fidence level (CL) obtained from 2,048 Gaussian realiza-
tions drawn with mean and covariance extracted from
the mock power spectra. As expected, the Gaussian CL
matches a t value of 1 (2).
Clearly, the strongest NG correspond to the largest
scales (lowest `), but notice that for nearly all bins the
t-statistic is significantly larger than 2σ, and even 3σ.
In Appendix E 2 we show the individual distributions for
each bin, together with each KDE fit, which make the
statistically-significant skewness and kurtosis visible for
many of them.
The middle row shows the S+ matrix for the mock
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data (left) and for Gaussian samples drawn with mean
and covariance given by the mock data (center). The
stark difference between both panels is easily visible by
eye. The sum of each column in S+, +, is shown on the
right. The red crosses represent the mock data while the
gray circles correspond to the Gaussian samples. There is
a non-negligible gap between both, and in fact the mean
of the red crosses (shown as a horizontal red bar) is ∼ 8
times greater than the mean for the Gaussian mocks.
Finally, the histograms in the bottom row reflect the
non-parametric KL divergence test with the number of
nearest neighbors set to k = 10. Each histogrammed data
point represents a KL divergence test between the 2,048
mock power spectra and 2,048 Gaussian power spectra
drawn from an analogous MVN. We repeated this pro-
cedure 100 different times, with the red histogram show-
ing the estimated KL divergence distribution. The gray
histogram is the KL divergence of an ensemble of Gaus-
sian mocks with another ensemble of Gaussian mocks,
and therefore serves as a reference for the expected non-
parametric KL divergence. The large horizontal offset
between these two distribution reflects the fact that the
true likelihood for the power spectra is not a multivariate
Gaussian.
V. LEARNING FLOW-BASED LIKELIHOODS
(FBL)
A. Network architecture and training procedure
Before training, we apply the same pre-processing
steps as the ones mentioned in Section IV: we subtract off
the mean and whiten the data using the Cholesky decom-
position of the precision matrix. We do so because our
tests on toy Gaussian data suggest that training bene-
fits from standardizing the variance of each bin (see Ap-
pendix A), both in terms of speed and in terms of the
quality of the final likelihood fit. Furthermore, by de-
stroying Gaussian correlations in the data, the network
can focus on picking up non-Gaussian signatures, and by
subtracting off the mean all bins are equally important
to the network.
In terms of the network architecture, we stack a sin-
gle continuous normalizing flow with a hidden layer of
dimension d = 64. We use exponential linear unit (ELU)
activation functions, given by:
ELU(x) = max(0,x) + min(0, α ∗ (exp(x)− 1)), (24)
with α = 1 and ∗ denoting element-wise multiplication.
The network has 13,449 parameters.
Our mock dataset consists of 75,000 samples. We re-
serve 10% for testing, 10% for validation, and the remain-
ing 80% for training. We train the network with batches
of 500 samples using the Adam optimizer [31] and a learn-
ing rate of 0.001. We do not introduce any regularization
and thus rely on the validation loss to gauge overfitting.
The results shown in the remainder of the paper corre-
spond to training for 75 epochs.
We have checked that our results are robust to different
activation functions, network architectures, and learning
rate. Furthermore, we find that as the network is trained
on & 20, 000 samples, it is able to learn the likelihood
without overfitting (unsurprising, since as a rule of thumb
the number of training samples has to be at least greater
than the number of parameters in the model).
Before training on real data, we analyzed the fidelity
of FBLs on toy Gaussian data. We detail our results in
Appendix A, but summarize some of the relevant find-
ings for training here. By studying the learned likelihood
in Gaussian problems with singular and non-singular co-
variance matrices, we noticed that although the sample
quality was excellent in both, the recovered likelihood
becomes significantly biased and imprecise as the deter-
minant of the covariance approaches zero. Conversely,
for a full-rank covariance the likelihood was recovered
perfectly to within sampling error. Therefore, we tried
whitening the data before training and found that indeed
training is much faster and well-behaved when we do so.
B. Results
In Figure 4 we show the log-likelihood of the mock
samples under a MVN likelihood versus that of the FBL
(top), as well as the progression of the test loss as a func-
tion of iteration number (bottom). Note that we do not
expect the FBL to match the likelihood under a MVN
(quite the opposite, given the level of NG detected in
Section IV), we simply show it to see how the likelihood
values are distorted with respect to the Gaussian likeli-
hood commonly used for inference. Interestingly, we can
actually see that after a full epoch FFJORD has learned
the multivariate Normal likelihood: the likelihood values
of the test set under the FBL (blue) are in perfect agreee-
ment with the MVN likelihood (green line), and the loss
plateaus due to having found a local minimum with the
MVN likelihood. With further training, however, the
network is able to pick up on the non-Gaussianities and
we can see the loss starts decreasing while simultaneously
the deviation away from the MVN likelihood becomes
stronger in the test set.
We compare the FBL to two other DDLs: ICA with
34 components (i.e. no dimensionality reduction) and a
Gaussian mixture model with two components (chosen
by minimizing the Bayesian information criterion; from
here onwards, we refer to this model as GMM2). Note
that we fit these two likelihoods with the full set of weak
lensing mocks as well, to ensure that the comparison to
the FBL was fair. In Appendix B we show how our results
are affected by fitting the DDLs with many less mocks,
to mimick the data-limited regime in which some pre-
vious works that have applied DDLs in cosmology have
found themselves in. In short, we find that the DDLs
severely underestimate the non-Gaussianities in the data,
11
FIG. 4: Top: In blue, log-likelihood of the test set samples under a multivariate normal likelihood versus the flow-based likelihood for
various epochs. The green line is the the MVN log-likelihood against itself, shown to make deviations from Gaussianity in the FBL more
obvious. Bottom: test loss as a function of batch iteration number. Note that there are 120 iterations per epoch.
concluding that the claimed parameter shifts works that
have applied DDLs in this regime have observed are un-
likely to truly incorporate the full extent of the impact
that non-Gaussinities can have, if modeled correctly.
In Figure 5, each row corresponds to a different DDL
likelihood: ICA, GMM2, and FBL from top to bottom.
The left column shows the true mean, 68% and 95% CLs
of the mock data in blue, and the same quantities ob-
tained from sampling the DDL and unwhitening in red.
The 1σ contours of all likelihoods show excellent agree-
ment with the data, while the 2σ boundaries show small
discrepancies, especially for ICA.
The right-hand panels show the residual between the
MVN likelihood and the DDL for the test set samples.
The non-zero residual for most test set samples indicates
that the DDLs are picking up on some NG features in
the data. All three DDLs show a similar moon-shaped
residual, although it is more apparent for GMM2 and
FBL than for ICA. This shows that the MVN likelihood
is not capturing the tail-ends of the data distribution
correctly, which could have important implications in in-
ference pipelines.
By generating samples from all three likelihoods we
can also carry out the three non-Gaussianity tests de-
tailed in Section III. In Figure 6, the red contours in the
first three columns correspond to the 68% and 95% CLs
of the skewness, kurtosis, and +, from left to right, from
drawing sets of 2,048 samples from each likelihood 100
different times. They can be contrasted to the ones ob-
tained from 100 different draws of 2,048 power spectra
from the full set of mocks, which are shown in blue, and
to the ones that correspond to draws from a MVN, shown
in gray. Furthermore, the fourth column shows the KL
divergence between the mock data and a MVN likelihood
(red); between the mock data and the DDL (green); and
between a MVN and itself (gray).
ICA and GMM2 each seem to have different strengths.
ICA is able to pick up on the strong skewness and kurtosis
of the first 2-4 bins, since they are the ones that display
the strongest non-Gaussianities. On the other hand, the
GMM2 approximates the true + while failing to cap-
ture most of the skewness and kurtosis. Interestingly, by
looking at the right-hand panels of these two DDLs, we
can see that capturing the pairwise NGs is much more
strongly correlated to improving the KL divergence of
the distribution as a whole. The shortcomings of GMM2
in terms of the skewness and kurtosis are overcome by
the FBL, which shows excellent agreement with the data
except the skewness at the highest multipoles, and the
the KL divergence estimate between the FBL and the
data (green) has near-perfect alignment with the refer-
ence distribution (gray).
VI. DISCUSSION
We have shown that, for our mock weak lensing data,
neither the GMM nor the ICA likelihoods fully succeed
in capturing the NG in the data, while the FBL does so
extremely well. By considering the underlying principles
behind each of the three DDLs we can try to understand
their performance when applied to the task of capturing
non-Gaussianities.
The fact that ICA is predicated upon maximizing the
non-Gaussianity of the components means that it is able
to reproduce the distributions of independent bins, even
when these have significant skewness or kurtosis. How-
ever, because it also requires independence between di-
12
FIG. 5: Each row corresponds to a different data-driven likelihood. From top to bottom: ICA, GMM2, and FBL. Left : mock weak
lensing convergence power spectrum 68% and 95% CLs (light blue) together with the CLs obtained from sampling the DDLs (red), as a
function of multipole number `. Right : residual between the log-likelihood of each test set sample under a MVN likelihood and under the
DDL. While the samples drawn from all three DDLs appear to match the data when looking at the mean, 1 and 2σ intervals, the
likelihood is significantly different.
mensions, it destroys the non-Gaussian correlations be-
tween datapoints that the S+ test is sensitive to. On the
other hand, GMMs cannot account for strong distortions
away from Gaussianity of individual bins. The FFJORD-
based FBLs are built from transformations with uncon-
strained Jacobians, and are thus given much more free-
dom of expressivity than the other DDLs considered in
this work. Nevertheless, although the FBL outperforms
the ICA and GMM likelihoods in terms of the three NG
tests carried out, we find that there is a minimum thresh-
old for the per-bin NG below which the FBL struggles to
distinguish from a Gaussian (as can be seen for the skew-
ness at high mutipoles).
The strengths and weaknesses of each of the three
DDLs offers strong evidence that data volume is not
the only factor that will determine the success or fail-
ure of a DDL. Ultimately, having some understanding
of the type of NG present in the data is crucial to se-
lect the right model and not underestimate the impact of
NG when inferring parameters from the data. Using our
multi-resolution NG tests, which focus on increasingly
coarser levels of non-Gaussianity in the data, is benefi-
cial to faithfully diagnose the quality of the DDLs: in
isolation, they could mislead one into having false con-
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FIG. 6: Each row corresponds to a different data-driven likelihood. From top to bottom: ICA, GMM2, and FBL. From left to right:
absolute value of the t-statistic of the skewness, kurtosis, and + of each bin for 100 different sets of 2,048 mock WL power spectra (blue),
DDL samples (red), and Gaussian samples (gray). The vertical offset between the blue and gray shaded regions reflects the high NG in
the data. Overlap between the red and blue contours indicates that the DDL has captured the NG. The rightmost panel shows the KL
divergence between a Gaussian with itself (gray), between the data and the MVN likelihood (red), and between the data and the DDL
likelihood (green). The horizontal offset between the red and gray histograms reflects the fact that the true likelihood is not MVN. If the
DDL has captured the true likelihood correctly, we expect the green histogram to lie on (or near, see Appendix C) the gray histogram.
fidence in the learned likelihood (like the bin-wise non-
Gaussianity for ICA or + for GMM2), but taken to-
gether they succeed in identifying shortcomings in each
of these models. The fact that the FBLs succeed in cap-
turing the different types of NG diagnosed through the
three tests suggests that FBLs are likely to be widely ap-
plicable across datasets and domains much more readily
than ICA and GMM, which can require a trial-and-error
procedure [5].
The impact of using FBLs for parameter inference, in-
stead of MVN or another DDL, is left for a follow-up
paper, but looking at the deviations from the Gaussian
expectation can give us some insight. By comparing the
evolution of the loss during training to the likelihood of
the samples, we can see how the loss is progressively min-
imized as the likelihood of the test samples deviates from
the Gaussian expectation. The trained model shows that
the FBL boosts the lowest likelihood values the most, al-
though it also boosts the highest ones. This suggests
that, at the very least, misuse of MVN likelihoods could
be underestimating uncertainties in inferred parameters.
VII. CONCLUSION
In this paper, we have investigated the use of data-
driven likelihoods to capture non-Gaussianities in the
data. In particular, we have suggested exploiting flow-
based machine learning models. These models are inter-
esting because the loss function used for optimization is
the negative log-likelihood of the data itself. We focus on
the quality of this optimized likelihood and its capacity
to pick up non-Gaussian signatures in the training data,
with the goal of using it for inference. We refer to it as
flow-based likelihood, or FBL.
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We applied the FBL to a significantly non-Gaussian
mock cosmological dataset: the weak lensing convergence
power spectrum. We built on the work of Refs. [5, 6] to
design a suite of tests that seek to capture different non-
Gaussian features in the data − from a bin at a time
to the observable as a whole − and used it to gauge to
what extent three different data-driven likelihood meth-
ods succeed in capturing the non-Gaussianities in the
data they are fit on. We used two DDLs used in Ref.
[5] for different cosmological large-scale structure observ-
ables, ICA and GMM, and contrasted them to our pro-
posed FBL. An interesting point to keep in mind is that
the non-Gaussianities exhibited by the mock weak lens-
ing data are much stronger than the ones of the mock
galaxy power spectra used in that work, meaning that
while they found that using DDLs lead to small poste-
rior shifts compared to a Gaussian likelihood, the shift
could be greater for a dataset such as this one (see also
Appendices B, C, and D).
We found that the FBL captured the underlying like-
lihood much better than the other two DDLs we consid-
ered: neither GMM nor ICA fully succeeded in captur-
ing a vast portion of the non-Gaussianities. Through our
three NG tests we were able to gain some insight into the
applicability of each of these three DDLs, showing that
the NG structure in the data can determine whether a
given DDL is appropriate or not. Seeing the strong im-
pact of pairwise non-Gaussian correlations in WL data,
and the shortcomings of ICA in addressing them, is par-
ticularly interesting since works such as Refs. [28] used
an ICA dimensionality reduction before performing in-
ference on weak lensing data, and concluded that the
impact of a non-Gaussian likelihood were small.
Unlike GMM and ICA, which require some restric-
tions in order to fit the data (e.g. independence between
components in ICA), the FBLs used in this work are
the product of transformations with unconstrained Jaco-
bians, which allows them to be much more expressive.
Not only do they succeed in capturing the NG in the
data, but this freedom makes it likely for them to be
widely applicable across datasets with different types of
NG. Furthermore, the flexibility of the FBL when fitting
different types of NG could prove beneficial not only to
prevent having to follow a trial-and-error procedure to
find appropriate DDLs for different observables, but also
to avoid choosing a wrong one altogether.
One final consideration when weighing what DDL
to apply is also the quantity of (mock) data available
for training. While all data-driven methods are data-
intensive, out of the three methods we consider, ICA
requires significantly less parameters than GMMs, and
GMMs than FBLs. Thus, depending on the computa-
tional expense required to generate mock data, employ-
ing a FBL could be prohibitive. In such a setting, looking
at the type of NG features in the data through an ap-
proach like the one we suggest could aid the selection of
an adequate DDL that is more restrictive than an FBL
but requires less data.
We emphasize that this method is certainly not re-
stricted to cosmological data. Inference in any domain
can be improved by relaxing assumptions about the
Gaussianity of the data. In particular, there is noth-
ing about FBLs or the NG pipeline in this work that is
specific to cosmology, and can thus easily be applied in
any domain. Nevertheless, there are intriguing tensions
in cosmological data that have caused much interest in
the community [2–4] and, thus, make it an exciting tar-
get of FBLs. By relying on the Gaussian approximation
for inference, we might be biasing inferred parameters or
being falsely confident in them. While in the past this ap-
proximation may have been sufficient, as data precision
increases considerably we enter a regime in which errors
induced by using incorrect likelihoods can be significant.
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Appendix A: Toy Problems
To study the quality of the likelihoods provided by a
flow-based model such as FFJORD, we first analyze the
results with data whose likelihood is known and we can
sample from. The advantage of these toy problems is that
(1) we can compare the likelihood given by the model and
the true likelihood and (2) by being able to sample from
the likelihood, we can obtain a virtually infinite number
of unique training samples.
1. In two dimensions
Our first stepping stone is simple two-dimensional
data. The benefit in two dimensions is that we can vi-
sualize the reconstructed PDF. We train FFJORD on
a dataset whose PDF is comprised of 8 equal, symmet-
ric Gaussians arranged around a circle. We use three
stacked continuous normalizing flows with hidden dimen-
sions d = 256.
The results are shown in Figure A1. The top left panel
is the true PDF, while the middle panel is the one ob-
tained after training FFJORD. In Ref. [8], the authors
also showed these two panels. What interests us is the
difference between them and how this translates into log-
likelihood values. The top right panel shows the residual,
which is on the order of 10%. The middle row shows the
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FIG. A1: Top: true (left) and flow-reconstructed PDF (middle), together with their residual (right). Middle: true and reconstructed
marginal PDF (left) along x (red) or y (green), together with their residual (right). Bottom: fractional difference between the true
log-likelihood L and the FBL Lˆ as a function of the true log-likelihood.
same but for the marginalized probability distributions
along the x and y axes. Finally, the bottom row shows
the fractional log likelihood residual between the true log-
likelihood L and the model log-likelihood Lˆ. We can see
that the scatter is around 10-15%.
2. In higher dimensions
The next step is gauging the flow-based likelihood ob-
tained in higher dimensions, on the order of the mock ob-
servables discussed in the main text. We train FFJORD
on samples drawn from a 30-dimensional Gaussian dis-
tribution with mean
µ = 10 sin(x) (A1)
and a covariance matrix obtained from a squared expo-
nential kernel K:
K(x, x′) = σ2 exp
(
− (x− x
′)2
2L2
)
, (A2)
where σ is the standard deviation and L the correlation
lengthscale. We set σ = 1 and L =
√
8. Note that this
choice of mean and covariance was completely arbitrary.
Something that we were interested in was how the
learning was inhibited (or not) by using an approximately
singlar vs. non-singular covariance matrix. As given
above, the squared exponential kernel using bin num-
bers as values for x and x′ yields a singular covariance.
By adding “noise” to the diagonal (adding the identity
matrix), we can turn it into a full rank matrix.
The results training on data drawn from a non-singular
covariance matrix are shown in Figure A2. The two
rows of Panel (a) show the difference between the re-
constructed FBL covariance (precision) matrix and the
true one, as well as between the sample MVN covariance
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(a)
(b)
(c)
FIG. A2: Results when training FFJORD on Gaussian 30-dimensional data with mean and covariance given by Eqs. (A1) and (A2),
and noise added to the covariance to make it full rank. (a): The true covariance ΣTrue and precision matrix Σ
−1
True, together with the
MVN sample covariance ΣˆMVN and precision Σˆ
−1
MVN, and FBL sample covariance ΣˆFBL and precision Σˆ
−1
FBL, obtained from 2,000
samples. It can be seen that the FFJORD-reconstructed matrices are accurate to within sampling error. (b): On the left, the mean, 68%
and 95% CLs for the toy data in blue, and for 2,000 FBL samples in red. On the right, the difference between the true mean and the
FBL sample mean (red) and between the true mean and MVN sample mean (blue). The FBL mean, 1 and 2σ contours match the data
very well; the mean residual is of the same order of magnitude as the error due to sampling. (c): the green line corresponds to the true
log-likelihood of the test data. In blue, the log-likelihoood of the test data under a MVN for different combinations of the mean and
covariance in blue. In red, the log-likelihood of the test data under the FBL. Agreement between the red scatter points and the green
line would reflect that the FBL has learned the likelihood perfectly. The small scatter around the green line can be attributed to
sampling error, as it is also present when using a sample mean and covariance with a MVN likelihood.
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(a)
(b)
(c)
FIG. A3: Results when training FFJORD on Gaussian 30-dimensional data with mean and covariance given by Eqs. (A1) and (A2).
(a): The true covariance ΣTrue and precision matrix Σ
−1
True, together with the MVN sample covariance ΣˆMVN and precision Σˆ
−1
MVN, and
FBL sample covariance ΣˆFBL and precision Σˆ
−1
FBL, obtained from 2,000 samples. (b): On the left, the mean, 68% and 95% CLs for the
toy data in blue, and for 2,000 FBL samples in red. On the right, the difference between the true mean and the FBL sample mean (red)
and between the true mean and MVN sample mean (blue). (c): the green line corresponds to the true log-likelihood of the test data. In
blue, the log-likelihoood of the test data under a MVN for different combinations of the mean and covariance in blue. In red, the
log-likelihood of the test data under the FBL.
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FIG. B1: Same as the first three panels for the ICA likelihood in Figure 6, but fit on 2,048 mocks instead of the full 75,000. From
left to right: absolute value of the t-statistic of the skewness, kurtosis, and + of each bin for 100 different sets of 2,048 mock WL power
spectra (blue), ICA samples (red), and Gaussian samples (gray). A vertical offset between the blue and gray contours reflects the NG in
the data. Lack of overlap between the red and blue contours indicates that the ICA likelihood has not succeeded in capturing the NG.
(precision) and the true one. It can be seen that the er-
ror in the FBL matrices is of the same order than that
of the sampled MVN. The left figure in Panel (b) shows
the mean, 68% and 95% CLs from 2,000 samples drawn
from a MVN with mean and covariance given by Eqs.
(A1) and (A2) in blue, and the mean, 68% and 95% CLs
obtained from sampling the learned FBL in red. The
right one shows the difference between the true and sam-
ple FBL mean (dashed red) and true and sample MVN
mean (blue), which shows that the error in the FBL’s
mean is on the same order of magnitude as the sampling
error.
Finally, Panel (c) shows what the values of the log-
likelihood are under a MVN for the test data with dif-
ferent combinations of µ and Σ, in blue. The green line
common to all the subpanels is the true log-likelihood,
and the red points are the log-likelihood given by the
trained FBL for the same data. Clearly, the small scat-
ter about the green line visible in the FBL values is of the
same order than that due simply to sampling error when
estimating the covariance matrix from a finite number of
samples.
Figure A3 shows the analogous results but for the case
where no constant is added to the diagonal terms of the
covariance matrix and it is thus singular. Everything else
is the same as in the toy problem above. The interesting
thing to notice is that, although the sample quality is
still excellent, the quality of the likelihood is significantly
worse. In Panel (c) we see that the FBL has a much
larger scatter as well as a constant offset with respect
to the true likelihood. Furthermore, the MVN likelihood
is much more sensitive to tiny deviations away form the
true mean, as can be seen in the middle-bottom subpanel:
even though the difference between the FBL sample mean
and the true mean is very small, the likelihood values are
abysmal. This is a general feature of MVN likelihoods
with (nearly) singular covariances. Comparing the true
and reconstructed precision matrices also reflects the fact
that the model has not been able to learn the likelihood
correctly.
The dissonance between sample quality and likelihood
quality is very interesting, and emphasizes the value in
scrutinizing the likelihoods that flow-based models are
learning, as we do in this work. The point is that simply
sampling from the FBL and looking at the distribution of
generated samples does not guarantee that the likelihood
learned by the model is actually correct.
Appendix B: Data-driven Likelihoods in
Data-Limited Regimes
As their name suggests, data-driven likelihoods can
only truly thrive with plentiful data. Ultimately, these
methods are trying to estimate densities (often in very
high-dimensional spaces). We illustrate the potential
shortcomings of reaching conclusions by using DDLs fit
on a limited number of mocks in Figure B1. It shows
the same results as in Figure 6 for the ICA likelihood,
but fit on 2,048 convergence power spectrum mocks in-
stead of 75,000. Comparing these two figures it is clear
that 2, 048 mocks are not enough for the DDL to cap-
ture the skewness and kurtosis in the first few bins. It is
therefore possible that works that have operated in such
data-limited regimes (e.g. [5, 28] have underestimated
the effect that NGs can have on inferred parameters.
Appendix C: Robustness of the Non-Parametric KL
Divergence Estimator
In this appendix we test the robustness of the non-
parametric KL Divergence estimator introduced in Sec-
tion III. To do so, we estimate the same reference KL
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FIG. C1: KL divergence estimate (Eq. 23) of two ensembles of draws with respect to the same reference distribution, all drawn from
a 34-dimensional multivariate Normal likelihood with mean and covariance from the weak lensing convergence power spectra mocks.
Each panel corresponds to a different random seed.
divergence histogram as the one shown in gray in Figure
D1 for two different Gaussian datasets drawn from the
same likelihood. Figure C1 shows the results using differ-
ent random seeds. It can be seen that the degree of over-
lap can vary quite a bit, even from samples drawn from
the same underlying distribution. The leftmost panel,
with an overlapping area equal to 0.19, is the lowest we
found. Therefore, while the large horizontal offset seen
between the reference and data histograms in Figure 3
and Figure 6 still seems statistically significant, the one
seen for GMM2 in Figure 6 does not. This is likely due to
the curse of dimensionality, since the KL estimator relies
on a kNN algorithm, and further emphasizes the impor-
tance of including more fine-grained measures of NG that
are more robust with limited numbers of samples when
quantifying non-Gaussianity.
Appendix D: Galaxy Power Spectrum
Non-Gaussianity
Ref. [5] studied non-Gaussianities in two large-scale
structure observables, one of them being the galaxy
power spectrum. They used the MultiDark-PATCHY
mock catalogs [36], which were built to match the BOSS
Data Release 12 observations. In particular, they looked
at the 2,048 mocks for the North Galactic Cap (NGC)
in the redshift bin 0.2 < z < 0.5 and obtained mock
power spectra using NBodyKit [37]. They used the non-
parametric KL divergence test described in Section III to
establish the likelihood non-Gaussianity.
They then sought to build a data-driven likelihood that
would incorporate the NG. They showed that the esti-
mated KL divergence was unchanged with a GMM likeli-
hood7, but nearly vanished with an ICA likelihood. They
7 When we try fitting a GMM to the same mock dataset, we find
that the BIC is minimized for a single component. The fact that
the BIC increases monotonically with more components is due
to the number of mocks being too small to fit the large number
of parameters without overfitting. For example, with our WL
mocks we find that with 2,048 samples the BIC behaves similarly,
while with more mocks it finds the minimum at K = 2.
used this likelihood to perform importance sampling on
an MCMC chain that had been previously analyzed with
a Gaussian likelihood [38] (essentially re-weighting the
points by the ratio of the ICA likeliood to the MVN
likelihood) and found small shifts (< 0.5σ) in relevant
cosmological parameters.
We produced mock galaxy power spectra from the
MultiDark-PATCHY catalogs using the same procedure
as Ref. [5], so we refer the reader to them for de-
tails. Ultimately we obtain 2,048 mock power spectra
in 37 bins, encompassing the power spectrum monopole,
quadrupole, and hexadecapole. For the remainder of this
section, however, we truncate the power spectrum at 34
bins, so that the NG tests (Section III) are directly com-
parable to the ones in Section IV for the WL power spec-
tra (recall that the tests are extensive). Note that this
means that our measures of non-Gaussianity are conser-
vative compared to those in Ref. [5]. Just like we did for
the WL mocks, we mean-subtract and whiten the data
before running it through the NG tests.
Figures D1 and D2 are analogous to the ones shown
for the WL mock data in the main text. Comparing the
values of the t-statistics here and the ones for the WL
mocks reveals that the skewness and kurtosis are much
more pronounced in the latter. The same can be said
when comparing the mock and Gaussian S+ matrices, as
well as the vertical offset between the mock and Gaussian
+.
Keeping in mind the discussion in the main text on the
applicability of different DDLs depending on the type
of NG in the data, we can see that the fact that +
is virtually indistinguishable between the data and the
Gaussian samples, while some individual bins do exhibit
non-negligible skewness and kurtosis, could explain why
the ICA likelihood worked better in this setting than the
GMM did (though the small number of mocks might also
be a contributing factor).
The top two panels of Figure D1 also show the 68%
and 95% CLs from 2,048 samples drawn from the ICA
likelihood. It can be seen that, while slightly higher than
the Gaussian ones, few of the data points with strong NG
fall within the 2σ boundary of the ICA samples. This
corroborates our results on WL data and Appendix C,
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FIG. D1: Same as Figure 3 but for the BOSS DR12 mock galaxy power spectra, as a function of bin number. Top: the red crosses
are the absolute value of the t-statistic of skewness (left) and kurtosis (right) of individual bins for 2,048 mock galaxy power spectra.
The gray contours correspond to the one (dark gray) and two sigma (light gray) confidence level when averaging 100 different sets of
2,048 samples drawn from a multivariate normal likelihood with the same mean and covariance as the mock data. As expected, they
correspond to t-statistic values of 1 (dark gray) and 2 (light gray). In addition, the red solid and dashed lines show the 68% and 95%
CLs for 2,048 draws from the ICA likelihood fit on the data. Notice that ICA fails to capture the strong deviations from Gaussianity in
the skewness. Middle: the S+ matrix for the mock data (left) and equivalent Gaussian samples (middle). The sum over columns of each
matrix, +u ≡
∑
S+u,v , is shown on the right as red crosses and gray circles, respectively. Bottom: non-parametric KL divergence estimate
between the mock data and their Gaussian counterparts (red), and the Gaussian samples with themselves (gray). The fact that the gray
histogram is not perfectly centered at zero is due to the slight variability of the KL estimator in 34 dimensions , given the number of
mocks considered (Appendix C).
which showed that even if the KL divergence is small
between a catalog of data and a data-driven likelihood,
the DDL may not be accurately capturing the NG in
the data. We thus conclude that it is likely that the
non-Gaussian signatures in galaxy power spectrum data
could actually have a larger impact than was found in
Ref. [5], but the limited number of mocks makes this a
difficult task for a DDL to solve adequately.
Appendix E: Mock Weak Lensing Convergence Maps
1. Generating the mocks
Generating mock WL maps involves running full N -
body simulations, which consist of evolving millions of
particles under the force of gravity to simulate the for-
mation of structure from an early time, when the matter
field was nearly homogeneous, to late times, where it is
highly clustered. As a first step, we generated a primor-
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FIG. D2: Distribution for each of the 34 bins in the ensemble of 2,048 mock galaxy power spectra for the BOSS DR12 North Galactic
Cap in the redshift bin 0.2 < z < 0.5. The histogrammed values are shown in light blue, while the KDE is shown in black. The dashed
red line is a Gaussian fit to each bin.
dial power spectrum for a given choice of cosmological
parameters8 with the Boltzmann solver CAMB [39]. From
the power spectrum we used N-GenIC [40] to generate
the initial conditions for the particles in the simulation
box, and finally Gadget2 [41] to evolve the particles. We
used a box with a comoving length of 240 Mpc/h on each
side and 5123 particles. The particles were initialized at
redshift z = 100, evolved until z = 0, and snapshots
were saved at 60 different redshifts between z = 3 and
z = 0. For reasons described below, we ran four different
8 We set Ωm = 0.27, ΩΛ = 0.73, Ωb = 0.046, σ8 = 0.8, ns = 1
and H0 = 72 km/s/Mpc.
N -body simulations, all with the same underlying cosmo-
logical parameters but with different seeds for the initial
density and velocity perturbations.
To generate the convergence maps we used the soft-
ware package LensTools [27], which implements a multi-
lens-plane algorithm for ray-tracing. This algorithm ap-
proximates the three-dimensional distribution of matter
δ(x, z) (obtained from an N -body simulation) between
the source redshift zs and us as a series of discrete two-
dimensional planes perpendicular to the line of sight,
with thickness 4 and surface mass density σ:
σ(x, z) =
3H20 Ωmχ(z)
2c2a(z)
∫
4
dχ′δ(x, z(χ′)), (E1)
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where χ is the comoving distance, a = 1/(1 + z) is the
scale factor, Ωm the matter density, H0 the Hubble con-
stant and c the speed of light. Since the surface density
and the gravitational potential φ are related via the two-
dimensional Poisson equation,
∇2xφ(x, z) = 2σ(x, z), (E2)
the gravitational potential can be solved for. Then, the
angular photon trajectory β can be calculated using the
geodesic equation. Finally, the shear γ and the conver-
gence κ can be obtained, since they are elements in the
Jacobian of the angular trajectory of a photon as a func-
tion of its initial position θ:
∂β
∂θ
=
(
1− κ+ γ1 −γ2
−γ2 1− κ− γ1
)
. (E3)
To make the two-dimensional density planes we cut
each snapshot at three points (55, 167, 278) Mpc and
project slabs (along all three axes) that are 111 Mpc
thick around each cut point. The planes are generated
at a resolution of 4096 × 4096 pixels to make sure that
small-scale information is preserved. To build the con-
vergence maps we place a source at zs = 1 and 30 planes
between zs and z = 0, where a plane at a given redshift is
randomly chosen from the planes made from each of the
four different N -body simulations at that redshift. This
is done to generate random realizations of the conver-
gence field that are statistically independent. We created
1024× 1024 pixel convergence maps that have a sky cov-
erage of 3.5 × 3.5 deg. The left panel of Figure 2 shows
an example of a simulated convergence map. We ob-
tained the convergence power spectra through LensTools
as well. We ultimately obtain 75,000 mock power spec-
tra in 34 bins, uniformly distributed in log space for
` = [100, 5000], where the lower limit is set by the size of
the map and the upper limit by the fact that at higher
multipoles the numerical power spectra were shown to
deviate from theory significantly [28]. The 68% CL and
95% CLs of our mock observable can be seen in the right
panel of Figure 2.
2. Convergence Power Spectrum Distribution per
Bin
In Section IV we showed the absolute value of the t-
statistic for each bin in the ensemble of 2,048 mock con-
vergence power spectra. In Figure E1 we show the ac-
tual distribution for each bin as blue histograms. We also
show a Gaussian fit to the histogram in dashed red, and
a KDE of the distribution in black. For many of the bins,
the deviation away from zero skewness and kurtosis can
be seen by eye by comparing the Gaussian fit to either
the KDE or the histogram.
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