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A BosonSampling device is a quantum machine expected to perform tasks intractable for a
classical computer, yet requiring minimal non-classical resources as compared to full-scale quan-
tum computers. Photonic implementations to date employed sources based on inefficient processes
that only simulate heralded single-photon statistics when strongly reducing emission probabilities.
BosonSampling with only single-photon input has thus never been realised. Here, we report on
a BosonSampling device operated with a bright solid-state source of single-photon Fock states
with high photon-number purity: the emission from an efficient and deterministic quantum dot-
micropillar system is demultiplexed into three partially-indistinguishable single-photons, with a
single-photon purity 1−g(2)(0) of 0.990±0.001, interfering in a linear optics network. Our demul-
tiplexed source is between one and two orders-of-magnitude more efficient than current heralded
multi-photon sources based on spontaneous parametric downconversion, allowing us to complete
the BosonSampling experiment faster than previous equivalent implementations.
A core tenet of computer science is the Extended
Church-Turing thesis, which states that all computa-
tional problems that are efficiently solvable by physi-
cally realistic machines are efficiently simulatable with
classical resources. In 2011 Aaronson and Arkhipov in-
troduced BosonSampling, a quantum protocol for ef-
ficiently sampling the output of a multimode bosonic
interferometer [1–5]: a problem apparently intractable
with classical computation. When scaled to many bosons
this model of intermediate—i.e. non-universal—quantum
computation will provide the strongest evidence against
the Extended Church-Turing thesis.
The most experimentally accessible boson is the pho-
ton, thus serving in the initial experimental implemen-
tations of BosonSampling [6–11]. These earlier as-
says are well short of the numbers of single photons
required to probe the Extended Church-Turing thesis:
scalable photonic technology is required. The three core
technologies needed for scalable quantum photonics are:
single-photon sources [12–16]; large interferometric net-
works, with current integrated and programmable tech-
nology [11, 17–19]; and efficient photon detection, with
demonstrated number resolution [20, 21], and efficiencies
of up to 95% [22].
To date, BosonSampling implementations employed
photons obtained from spontaneous parametric down-
conversion, which output is far from ideal single-
photon Fock states, |ψ〉=|1〉, instead producing primar-
ily vacuum with a small admixture of pairs of pho-
tons, |ψ〉=√1−|λ|2∑∞n=0 λn|nn〉, where |λ|1. A non-
heralded 2n-photon source can be built by using n down-
converters, but it can only be used in specific proto-
cols where the impact of higher photon-numbers is min-
imised [23]; alternatively, it can be operated as a heralded
n-photon source by detecting n photons—one from each
downconverter—to herald the presence of their n single-
photon partners. Multi-photon rates for state-of-the-
art pulsed downconversion sources [24–27], pumped at a
standard 80 MHz repetition rate, range from ∼300 kHz
for 2 photons—thus, yielding heralded single-photons at
that rate—down to ∼3 mHz for 8 photons—accordingly,
4 heralded single-photons at that rate. For as little as 6
heralded single-photons, the rate (∼1 per year) becomes
less than the detection rate of gravitational waves [28].
Recent progress with time-multiplexing schemes [29]
can potentially increase these heralded multi-photon
rates in future experiments. Using downconversion to
manipulate many single-photons remains, however, chal-
lenging to date, which has prevented the scaling of
BosonSampling to larger photon numbers. In an ef-
fort to lessen this hurdle, an extended version of the
protocol—named randomized [4], or “Scattershot” [10],
BosonSampling—exploits heralding to obtain an algo-
rithmic enhancement, by a binomial factor, in the num-
ber of valid inputs to the protocol: BosonSampling
then becomes scalable with probabilistic, but heralded,
downconversion sources.
Quantum-dots in photonic structures [30–34] have
been recently shown to produce long streams of indistin-
guishable single-photons with large emission yields [35,
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FIG. 1. Experimental setup. (a) A dichroic mirror (DM), and a 0.85 nm FWHM band-pass filter (BP) isolate single-photon
emission at 932 nm from the 905 nm excitation laser, which is then collected by a single-mode fibre (SMF). A passive de-
multiplexer composed of beam-splitters with tunable transmittances—half-wave plates (HWP), and polarising beam-splitters
(PBS)—and compensating delay lines of 12.5 ns probabilistically converts three consecutive single photons into separate spatial
modes at the input of the BosonSampling circuit. The 6×6 linear network is composed of polarisers (Pol), half-wave plates, a
3×3 non-polarising fibre beam-splitter (FBS), and polarising fibre beam-splitters (PFBS). Six APDs are used to record two- and
three-fold correlation measurements to sample from the output distribution of the BosonSampling device. (b)-(d) Detected
and generated n-photon rates obtained directly from the demultiplexed source. The generated rates include a factor of (1/0.3)n
to describe our source modulo detector efficiencies (30% in average for the used APDs). The 4-photon count-rates are obtained
from the demultiplexer in (a) with an extra tunable beam-splitter. Curves are fits to c
(n)
max(1−e−P/P0)n, with c(2)max=186.4 kHz,
c
(3)
max=2202 Hz, and c
(4)
max=8.8 Hz, denoting maximum n-photon generated rates.
36]. Efficient temporal-to-spatial demultiplexing of these
sources will enable multi-photon experiments at scales
heretofore impossible. Here we implement a Boson-
Sampling device operated with a bright demultiplexed
source of three highly-pure single-photon Fock states
from the emission of a deterministic quantum dot-
micropillar system [31]. The high source brightness al-
lows us to implement multi-photon sources markedly
more efficient than their downconversion counterparts,
completing the BosonSampling protocol faster than in
previous implementations. Our results prove solid-state
sources an appealing candidate to constitute the basis for
future quantum photonics, in particular for the imple-
mentation of BosonSampling with larger photon num-
bers.
Source of multiple single-photon Fock states. Laser pulses
with a repetition rate of RL=80 MHz and wavelength
centred at 905 nm provide quasi-resonant excitation of
an InGaAs quantum-dot deterministically coupled to a
micropillar cavity, which itself is housed in an opti-
cally accessable cryostat (Cryo) system at 13 K. See
refs. [31, 35] for a detailed description of this quan-
tum dot-micropillar system. An optimised collection ef-
ficiency results in a record probability per pump-pulse of
finding an spectrally-isolated single-photon at the out-
put of a single-mode fiber—an absolute brightness—of
up to η0=0.14. As a result, our core source generates up
to ∼11 MHz of single-photons, modulo detector efficien-
cies, from which 3.6 MHz are detected with an avalanche
photodiode (APD) of 32% quantum efficiency [35]. The
absolute brightness depends on the laser pump power P
according to η=η0
(
1−e−P/P0), with P0=150 µW the sat-
uration power. Under quasi-resonant excitation, single-
photon sources based on non-gated quantum dots are
subject to small and random frequency jitter—known
as spectral diffusion—due to charges near the solid-
state emitter [37, 38]. This results in the emission of
photons with partial indistinguishability, which in our
case is around 50–70% depending on the exact pump
conditions [35]. We choose to operate our source at
P=1.2P0, at which point it exhibits a single-photon pu-
rity 1−g(2)(0) of 0.990±0.001, where g(2)(0)=0 holds
for an ideal |n〉=|1〉 Fock state. Our source remains
highly pure even at high pump powers, with a purity
of 0.976± 0.001 at 3P0, see Supplemental Material.
Temporal to spatial demultiplexing of the source
could be achieved with an active—temporally-varying—
switcher, such that each of n consecutive single-photons
is routed into a different spatial channel, resulting in
a scalable method to demultiplex n events from a 1-
photon source into one event of an n-photon source. A
simpler alternative is to implement a passive demulti-
plexer as depicted in Fig. 1(a). Here, photon routing
occurs by using an array of n−1 chained beamsplit-
ters with tuned transmittances as to evenly distribute,
with probability 1/n, each single-photon into one of n
possible outputs. The high absolute brightness in our
core source allows us to readily operate 2-, 3-, and
4-photon sources with this method. Figures 1(b)-(d)
show the detected, and generated—corrected for detector
efficiencies—count-rates of our demultiplexed n-photon
source: n single-photons in the same temporal mode at
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FIG. 2. Multi-photon source efficiency. n-photon proba-
bility per trial, p
(n)
pt , for our 2-, 3-, and 4-photon source
taken at 1.2P0 (solid blue, red, and green circles), and at
3P0 (dashed blue, red, and green circles). The p
(n)
pt is es-
timated for various downconversion 3-photon sources (grey
and orange circles) employed in previous BosonSampling
experiments. The Scattershot algorithm (S.S.) [4, 10] results
in an effective enhancement of p
(n)
pt (orange circles) for its
specific protocol. Our 3-photon source is between one to
two orders-of-magnitude more efficient than the downconver-
sion cases. Note that only partial heralding was employed
in all downconversion implementations. A fully heralded n-
photon source, a necessary condition to produce true single-
photon Fock state statistics with downconversion, is thus fur-
ther orders-of-magnitude less efficient than our sources.
the output of n single-mode fibres.
To estimate the efficiency of our source, we define the
n-photon probability per trial, p
(n)
pt =c
(n)
gen/Rtrial, the prob-
ability of generating a spectrally-isolated n-photon event,
at the output of n single-mode fibres, per experimen-
tal attempt. Here, c
(n)
gen is the n-photon generated rate,
and Rtrial is the “trial” rate. This allows us to compare
multi-photon sources from different systems based solely
on their efficiency, irrespective of external parameters,
such as detector efficiencies, and pump rates. For an ex-
plicit comparison, we compute p
(n)
pt for various partially
heralded 3-photon sources used in previous BosonSam-
pling experiments, see Fig. 2. Our solid-state based
3-photon source is more efficient than its downconver-
sion counterparts by one to two orders-of-magnitude, see
Supplemental Material for details on this comparison.
Note that this is achieved using a non-scalable—scaling
as 1/nn—probabilistic demultiplexer. We thus expect
our n-photon efficiency to increase super-exponentially
(∝ nn) with an active demultiplexer.
BosonSampling with solid-state photon sources. Using
this method, 2 and 3 partially-indistinguishable single-
photons are used as inputs into the BosonSampling
6×6 linear network L, consisting of 3 spatial- and 2
polarisation-encoded modes, see Fig. 1(a). The relative
temporal delay between photons is fine-tuned as to erase
their temporal distinguishability, and the use of polar-
ising fibre beam-splitters ensures that they are indistin-
guishable in polarisation.
We first input N=2 single-photons, and characterise
the M=6-mode L network—in general a non-unitary
transfer matrix due to inevitable optical losses—using the
method described in ref. [39], see Supplemental Material.
Following the theoretical model developed in ref. [40], 2
photons with a degree of indistinguishability quantified
by I, entering L in inputs {i, j} and exiting from outputs
{k1, k2} lead to a 2-fold coincidence probability:
p(2) =
(
1 + I
2
) ∣∣per(L)∣∣2 + (1− I
2
) ∣∣det(L)∣∣2 , (1)
given by the permanent (per) and determinant (det) of
the submatrix L formed with rows i, j and columns k1, k2
of L. Note that Eq. (1) reduces to the well-known formula
p(2)=
∣∣per(L)∣∣2 in the ideal case of perfect indistinguisha-
bility, i.e. I=1.
We measured all
(
M
N
)
=15 outputs in which pho-
tons exit L in different modes, so-called no-collision
events. Peak areas in temporal-correlation measurements
at these outputs allow us to extract—in a single ex-
perimental run—both the sampling distribution result-
ing from the Boson Sampler—that is, with partially-
indistinguishable photons—and that of a (classical) dis-
tinguishable sampler arising from completely distinguish-
able particles. Given an output configuration k, coin-
cidences detected under the area A0k around zero delay
∆t=0 are subject to two-photon interference: they de-
termine the Boson Sampler distribution by measuring
p
(2)
k =A
0
k. Conversely, photons leading to coincidences
around ∆t= ± l×(12.5 ns), for l integer, do not inter-
fere, and one would expect that these distributions con-
tain information of a classical sampler. Indeed, following
ref. [35], one can deduce that the distinguishable sam-
pler distribution is measured via p
(2)
k (0)=2A
r
k−Ank−Apk,
where Ark is a reference area (average in grey peaks), A
n
k
is the reduced area at negative ∆t (left orange peak),
and Apk is the reduced area at positive ∆t (right orange
peak) as shown in Fig. 3(a). Measuring only no-collision
events, however, does not provide access to the entire
output distribution, thus to obtain probabilities we nor-
malise the measured distributions to the corresponding
theoretical prediction according to Eq. (1)—that is, the
sum of experimentally obtained probabilities within the
no-collision subspace is matched to that as in theory;
and, given a 2-photon input {i, j}, Ii,j is extracted from
the measured output distribution, see Supplemental Ma-
terial.
Figure 3(b) shows our 2-photon BosonSampling re-
sults. Experimental distributions for the Boson Sampler
(blue bars) are shown for 3 different 2-photon inputs,
and their theoretical distributions (empty bars) are ob-
tained with pair-wise indistinguishabilities I1,2=0.520,
I2,3=0.540, and I1,3=0.643, respectively; in agreement
with independently measured indistinguishabilities via
two-photon interference on a 2×2 beamsplitter, see Sup-
plemental Material. For the distinguishable sampler (red
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FIG. 3. Two-photon BosonSampling. (a) Temporal-correlation measurements at no-collision outputs for 2 photons entering at
different inputs. Coincidences around ∆t=0 (blue peaks) result from two-photon interference and are thus governed by Eq. (1).
The position of reduced areas (orange peaks) indicates the temporal distance in emission from the quantum-dot: For inputs
{1, 2}, and {2, 3}, photons were emitted after one laser repetition rate 1/RL=12.5 ns, thus reduced areas appear at ±1/RL;
similarly, appearing at ±25 ns for {1, 3}, with photons emitted separated by 2 laser repetition rates. Coincidences outside ∆t=0
(orange peaks and grey peaks) involve non-interfering photons, thus contain only classical information. (b) Coincidences at
zero delay from the 15 no-collision outputs give the distribution of the Boson Sampler (blue bars), with theoretical distributions
(empty bars) given by I1,2=0.520, I2,3=0.540, and I1,3=0.643, for their respective input; whereas coincidences outside zero delay
determine that of the distinguishable sampler (red bars), with theoretical distribution (empty bars) obtained by assuming zero
indistinguishability in Eq. (1). Note that strong output configurations in the classical sampler tend to have a larger reduction
when observed in the Boson Sampler. A complete sampled distribution is obtained with 10 minutes integration time; and, in
average, a total of ∼ 40000 2-fold events are collected for any given distribution. Error bars (small light-coloured bars) are
deduced from assuming poissonian statistics in detected events.
bars), the theoretical distribution (empty bars) is cal-
culated by using Ii,j=0, ∀i, j in Eq. (1). To quantify
the agreement between theory and experiment, we em-
ploy the statistical fidelity F=∑i√pthi pexpi between nor-
malised theoretical and experimental distributions. For
our 2-photon BosonSampling, we find an average fi-
delity of F=0.9984±0.0007 across the six sampled distri-
butions in Fig. 3(b), where the error here is one standard
deviation among the six fidelity values.
We now tune the source to input N=3 single-photons
into the {1, 2, 3} mode. In this case, the probability of
detecting a 3-fold coincidence at outputs of L is [40]:
p(3) = t†6
I +∑
i 6=j
ρi,jIi,j + ρ˜
∏
i6=j
√Ii,j
 t6, (2)
with I, the 6×6 identity operator; t6, a 6-component
quantity that depends on the permanent, determinant,
and immanants of 3 × 3 submatrices T ; and the ρi,j ,
and ρ˜ matrices as explicitly defined in the Supplemental
Material. Eq. (2) reduces to p(3)= |per(T )|2 in the ideal
case of perfect indistinguishability between all particles,
i.e. Ii,j=1, ∀i, j.
Verifying the output distribution of a BosonSam-
pling device involves calculating a number of (modu-
lus squared) matrix permanents. This task is in gen-
eral computationally hard to implement efficiently on a
classical computer. The complete result of a large-scale
BosonSampling machine is thus likely to be, even in
principal, unverifiable. It has been even argued that a
large-scale BosonSampling experiment will fail to dis-
tinguish its data from the (trivial) uniform distribution—
i.e., one in which every output configuration is equally
probable [41]. In light of this, some methods have been
proposed and demonstrated for the validation of Boson-
Sampling: circumstantial evidence is provided to sup-
port that a BosonSampling machine is indeed func-
tioning according to the laws of quantum mechanics, by
ruling out that the experimentally obtained data origi-
nates from, e.g., the uniform distribution, or a sampler
with distinguishable particles [11, 42–44].
Figure 4 shows our experimental results for the 3-
photon Boson Sampler. In Fig. 4(a), the previously
determined 2-photon indistinguishabilities Ii,j are used
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FIG. 4. Three-photon BosonSampling. (a) A total of 20 no-collision 3-fold simultaneous coincidences are recorded to obtain
the Boson Sampler distribution (blue bars); the theoretical distribution (empty bars) is obtained from Eq. (2) and by using the
previously determined pair-wise indistinguishability parameters. Error bars (light-coloured bars) are deduced from poissonian
statistics in measured events. We apply the validation of BosonSampling protocol against the uniform sampler (b), and
distinguishable sampler (c). A counter (blue dots) is updated for every 3-fold event and at any point a positive value validates
the data as being obtained from a Boson Sampler as opposed to either a uniform or distinguishable sampler, see Supplemental
Material. The final data set contains a total of 6725 3-fold events collected in 9 hours, that is ∼1000 per 80 minutes; a faster
rate than in previous BosonSampling experiments.
as input for the theoretical distribution (empty bars)
according to Eq. (2), and experimental probabilities
(blue bars) are obtained by measuring the
(
M
N
)
=20 3-
fold simultaneous—i.e. around ∆t=0—coincidences for
no-collision events normalised to the theoretical predic-
tion. We find the 3-photon BosonSampling fidelity
F=0.997±0.006, where the error here results from prop-
agated poissonian statistics. In Figs. 4(b),(c), we apply
the validation of BosonSampling protocol to our data.
We record 3-fold coincidences in steps of 30 seconds, in
which time a counter is updated. For each detected 3-
fold coincidence, the counter is either increased or de-
creased in one unit, and it is designed, see Supplemental
Material, such that after an experimental run a positive
value validates the data as obtained from the Boson Sam-
pler distribution, whereas a negative counter indicates it
originates from the uniform sampler, see Fig. 4(b), or
the distinguishable sampler, see Fig. 4(c). We observed
overall increasing positive counters, thus validating our
BosonSampling device by ruling out the alternative hy-
potheses.
Note that aside these validation protocols, the increas-
ing interest in resolving the quantum or classical nature
of, in general, quantum optical experiments has recently
resulted in more general approaches to identify when a
device can be efficiently simulated by classical means [45].
Discussion We experimentally demonstrated multi-
photon interference with a highly-efficient solid-state
source: a BosonSampling device implemented with
single-photon Fock states emitted by a deterministic
quantum dot-micropillar system. A temporal to spa-
tial demultiplexing scheme resulted in multi-photon
sources between one to two orders-of-magnitude more
efficient than their downconversion versions, which al-
lowed us to complete the BosonSampling protocol
faster than in previous experiments [6–9]. An active
source demultiplexing would further boost our multi-
photon efficiency super-exponentially—with the number
of photons—potentially enabling BosonSampling with
larger photon numbers.
Furthermore, we directly observed the effect of partial
distinguishability: Our results follow closely the sampling
of permanents and immanants of matrices with contribu-
tions modulated by photon indistinguishability. More-
over, by exploiting temporal-correlation measurements
we showed that both classical and quantum 2-photon
sampling distributions can be obtained simultaneously,
which can be readily extended to multi-fold temporal-
dependent measurements in a larger BosonSampling
experiment. Potentially, this could motivate new val-
idation protocols exploiting statistics that include this
temporal degree of freedom.
The impact of partial distinguishability in Boson-
Sampling has been studied theoretically [40, 46–48],
and reported experimentally [40]. However, identify-
ing experimentally this property in isolation is challeng-
ing. Previous experiments with downconversion exhibit
photon-statistics polluted by higher-order terms [23],
which can be mistakenly interpreted as decreased photon-
indistinguishability. In fact, in many cases these
higher-order terms, and not photon distinguishabil-
ity, are the main cause of performance degradation in
downconversion-based protocols [49, 50]. The path-
way to maximise indistinguishability in efficient solid-
state sources is well known: resonant excitation of the
quantum-dot results in near-optimal values of photon in-
distinguishability [33, 34], in which case the obtained out-
put distributions will be close to the sampling of only
permanents—functions belonging to the #P complex-
ity class, in which the main complexity arguments of
BosonSampling apply.
We believe our results pave the way to the forthcom-
ing advent of quantum-dot based quantum photonics, in
which a future BosonSampling implementation with
efficiently demultiplexed and resonantly-pumped solid-
state sources may finally see the Extended Church-Turing
6thesis put to serious test.
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SUPPLEMENTAL MATERIAL
I. Single-photon purity
Figure 5 shows the single-photon purity of our source
from autocorrelation measurements at 1.2, and 3 times
the saturation power P0.
II. n-photon probability per trial
In the main text, the n-photon probability per trial,
p
(n)
pt , is defined as the probability of generating a
spectrally-isolated n-photon event, at the output of n
single-mode fibres, per experimental attempt. Here, we
expand on this concept, and elaborate on what we con-
sider as a “trial”, or “experimental attempt”.
First, a relevant concept of n-photon efficiency is that
taken at a point in which the source is readily useful,
for which reason we consider n-photon events after all
spectral filtering needed to perform the experiment; at
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FIG. 5. Second-order autocorrelation function g(2)(∆t) (log scale). A Hanbury Brown and Twiss experiment results in
coincidences every 1/RL=12.5 ns. Decreased detected events—antibunching—at ∆t=0 indicates non-classical states of light,
where an ideal single-photon Fock state exhibits g(2)(0)=0. We measure (a) g(2)(0)=0.010 ± 0.001 at P=1.2P0, and (b)
g(2)(0)=0.024± 0.001 at P=3P0, resulting in single-photon purities 1−g(2)(0) of 0.990± 0.001 and 0.976± 0.001, respectively.
the output of single-mode fibres as to straightforwardly
interconnect it with a given protocol setup; and only the
probability of generating the event—corrected for detec-
tor efficiencies—is considered to be insensitive to differ-
ent detector performances at different operating wave-
lengths.
Secondly, different sources—either from the same, or
from different systems—involve distinct experimental at-
tempts to generate them. For instance, a 3-photon source
can be obtained from:
1) A second-order downconversion event generated from
1 single laser pulse, this generates two pairs of photons,
one of which is used to partially herald the source.
2) First-order downconversion events from 2 laser pulses
in a double-pass pump configuration, which generates one
pair in the forward direction, one pair in the backward
direction, and one of the four photons is used to partially
herald the source.
3) Consecutive single-photon emission from a quantum
dot generated after 3 laser pulses, as it is the case in our
experiment.
In the above examples, distinct approaches will lead
to a different amount of attempts per unit of time to
generate a 3-photon event. Assuming a pulsed laser with
a standard 80 MHz repetition rate: For 1), we attempt
to produce the source 8×107 times a second. For 2),
although twice the number of pulses per second are sent
into a non-linear crystal, we still attempt 8×107 times a
second to generate the source. In 3), one needs 3 pulses
to generate the state, thus the number of attempts per
second is reduced to ∼ 2.7×107.
Taken this into account, we can calculate p
(n)
pt :
p
(n)
pt =
c
(n)
gen
Rtrial
=
c
(n)
det
ηdRtrial
, (3)
where c
(n)
det (c
(n)
gen) is the detected (generated) n-photon
rate; nd is the total efficiency accounting for all detectors
employed, e.g., a non-heralded downconversion n-photon
Ref. c
(3)
det (Hz) ηd Rtrial(Hz) p
(3)
pt
This Work (3P0) 51 (0.3)
3 2.7×107 7.1×10−5
This Work (1.2P0) 20 (0.3)
3 2.7×107 2.8×10−5
[40] 91 (0.6)4 8×107 8.7×10−6
[8] 39 (0.6)4 8×107 3.7×10−6
[25] 20 (0.6)4 8×107 1.9×10−6
[43] 20 (0.6)4 8×107 1.9×10−6
[10] 9 (0.6)4 8×107 8.4×10−7
[10] + Scattershot 45 (0.6)4 8×107 4.2×10−6
[6] 6 (0.6)4 8×107 5.8×10−7
TABLE I. 3-photon source efficiency. Parameters used
in estimating p
(3)
pt . For our work, we measured an average
detector efficiency of 0.3, and three detectors were used. For
the other references, we assumed a detector efficiency of 0.6,
the expected value at downconversion wavelengths, and four
detectors (three plus heralding) were used.
source uses n detectors, whereas a fully heralded one uses
2n; and Rtrial is the rate of trials.
Table I summarizes the specific values employed to cal-
culate the 3-photon p
(3)
pt , which was used in the com-
parison between our source and those used in previ-
ous BosonSampling experiments with downconversion.
The detected rates c
(3)
det used in refs. [8, 40] were ob-
tained via private communication, and rates of 90.5 Hz,
and 38.7 Hz were provided. For refs [25, 43], the 20 Hz
4-photon rates (3-photon plus heralding) were obtained
from the manuscripts. For ref. [10], 35 kHz, and 20 kHz
2-photon rates are reported in the Supplementary Mate-
rials, from where a 4-photon rate (3-photon plus herald-
ing) of 35 kHz ∗ 20 kHz/(80 MHz) = 8.75 Hz is derived.
The Scattershot approach results in an increase—in this
case, a binomial factor of
(
5
1
)
=5—in the number of valid
inputs, effectively increasing p
(n)
pt for the protocol. For
ref. [6], a detected 4-photon rate of 1.2 kHz is reported
at 100% pump power, which after spectral filtering of 3
photons (measured filter transmission of 0.5), and 20%
8pump power operation, is reduced to a 4-photon rate
(3-photon plus heralding) of 6 Hz. The values reported
for our sources are extracted from the power dependent
n-photon saturation curves, and we employed the param-
eters ηd=(0.3)
n, and Rtrial=8×107/n Hz for estimating
p
(n)
pt .
III. Expected rates
The expected n-photon count-rate is:
c(n)=
(
η0
(
1− e−P/P0
)
ηsetup
)n( 1
n
)n
RL, (4)
where η0=0.14 is the measured maximum absolute
brightness, η0
(
1− e−P/P0) is the absolute brightness at a
given relative pump power P/P0, ηsetup accounts for the
experimental setup transmission and detection efficien-
cies, the factor (1/n)
n
is due to the probabilistic nature
of the demultiplexer, and RL is the laser’s repetition rate.
We operate our source at RL=80 MHz. The mea-
sured optical transmission of our demultiplexer is
ηdemux=0.650, arising from 3 polarizing beam-splitters,
15 AR-coated mirrors, and single-mode fibre cou-
plers; which together with an average detector effi-
ciency of ηdet=0.30 results in a setup efficiency of
ηsetup=ηdemuxηdet=0.195. At P/P0=3, these parame-
ters predict, according to Eq. (4), detecting count-rates
of c(2)=13.5 kHz, c(3)=52 Hz, and c(4)=0.14 Hz, in
good agreement with the actual detected count-rates
c
(2)
det=15.1 kHz, c
(3)
det=51 Hz, and a discrepancy to the
measured c
(4)
det=0.06 Hz can be attributed to a relatively
large measurement error, see Fig. 1 of the main text.
Our BosonSampling setup contains a free-space
preparation stage with ηprep=0.723, an average cou-
pling into single-modes of a 3×3 fibre beam-splitter
of ηfc=0.877, transmission of such fibre beam-splitter
of ηfbs=0.678, and an average transmission of po-
larizing fibre beam-splitter of ηpfbs=0.767. This re-
sults in a combined BosonSampling setup efficiency
of ηBSsetup=ηdemuxηprepηfcηfbsηpfbsηdet=0.064; which at
P/P0=1.2, according to Eq. (4), predicts c
(3)=0.73 Hz,
the total 3-fold count-rate that we would expect with
completely distinguishable particles fed into the Boson-
Sampling experiment. This is consistent with our mea-
sured total 3-fold count-rate of 0.21 Hz (6725 3-fold
events collected in 9 hours) in an experiment performed
with partially-indistinguishable particles.
IV. Transfer matrix
The linear network is composed by a 3×3 fibre beam-
splitter, defining 3 spatial modes; and 3 polarizing fibre
beam-splitters, giving access to 2 polarization-encoded
modes; which combined result in a 6×6 network. Stress
applied on these fibres before the experiment tunes a net-
work L to an unknown configuration, which is then char-
acterized with the method introduced in ref. [39]. This
method consists of measuring: the probability |Li,j |2 of a
photon entering L in input i and exiting in output j, and
phase factors arg(Li,j) obtained from classical interfer-
ence patterns. These measurements allow to reconstruct
the complex elements Li,j . For all measurements pre-
sented in the main text, inputs 1, 2, and 3 of L are used.
The transfer matrix L in this subspace is given by:
L =
0.314 0.160 0.251 0.578 0.576 0.1880.561 −0.157 + 0.151i −0.319 + 0.440i −0.388− 0.033i 0.331− 0.127i −0.120− 0.226i
0.473 0.352 + 0.409i −0.054− 0.025i 0.249− 0.206i −0.559 + 0.112i 0.085− 0.118i
 . (5)
Measurement errors arise primarily from obtaining
|Li,j |2, due to power instabilities of the laser light used
for the characterization. The relative errors in these mea-
surements are all <0.01, with an average value of 0.007.
The obtained L, as in Eq. (5), is then used to cal-
culate p(n), see main text. In practice, the experimen-
tally obtained output distribution can be slightly biased
away from the theoretical prediction due to being ob-
tained with various single-photon detectors (APDs) with
different efficiencies—as opposed to the classical recon-
struction of L, where only one photodiode was used—
what, in turn, will affect protocol fidelities. We model
the effect of different detectors’ efficiencies in final pro-
tocol fidelities: p(3), for instance, is multiplied by three
relative efficiencies—belonging to the corresponding de-
tectors of a given output—whose values are given by a
random variable normally distributed around unity.
We iterated this simulation 10000 times, and com-
puted the statistical fidelity, see Fig. 6, to the the-
oretical prediction of p(3). Figure 6a shows a case
where the normal distribution has a small full-width half-
maximum (FWHM) of 1%. As expected, the result-
ing fidelities are distributed closely around the reported
fidelity F=0.997—value rounded to 10−3 precision—as
in the main text. Figure 6b illustrates a case with
FWHM=20%: the statistical fidelity is not largely af-
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FIG. 6. Impact of detectors’ efficiency mismatch. Statistical fidelity of 10000 iterations for (a) FWHM=1% (left) and (b)
FWHM=20% (left), and histograms (right) showing the number of cases that fall within a given fidelity bin.
fected even in this case with larger variation. In our
experiment, we measured the relative efficiencies of our
6 APDs to be 0.98, 1.00, 1.02, 0.95, 0.93, 0.97; from which
we obtain a distribution with a fidelity of F=0.9998 to
the case with uniform efficiencies—thus having a minimal
impact in our measurements.
V. Pair-wise indistinguishability
In a BosonSampling experiment, the main pa-
rameters changing the output distribution are particle
distinguishability—originating from either spectral, spa-
tial, or temporal mismatch—and higher-order photon
terms. The high single-photon purity of our source, as
shown in Fig. 5, evidences that higher-order terms have a
negligible impact. The major parameter that modulates
the output of our experiment is thus the pair-wise photon
indistinguishability Ii,j between photons at inputs {i, j}.
We can obtain an independent estimate of this by com-
paring experiment to a theoretical model, where Ii,j is
allowed to vary, and then minimize their variation dis-
tance d=1/2
∑
k
∣∣∣p(2),expk − p(2),thk ∣∣∣ between experimental
and theoretical distributions. As described in the main
text, p(2),exp is normalised to
∑
k p
(2),th
k . This being rele-
vant when computing d as distributions for different de-
grees of indistinguishability have different normalisation
factors. For a given 2-photon input {i, j}, Ii,j is taken as
that at the global minimum in d. We obtain I1,2=0.520,
I2,3=0.540, and I1,3=0.643, see Fig. 7.
We carried out time-correlated measurements of two-
photon interference on a 2 × 2 beam-splitter to inde-
pendently verify these degrees of indistinguishability. It
has been shown in ref. [35] that the indistinguishabil-
ity of two photons emitted by a semiconductor quan-
tum dot depends on their emission temporal distance
∆te. When both photons are emitted with the same
polarisation from the quantum dot, their indistinguisha-
bility decreases monotonically in ∆te. In our case we
obtain Ibs12.5ns=0.6360±0.0063 for photons emitted with
∆te=12.5 ns, and Ibs25ns=0.6252±0.0065 for ∆te=25 ns,
see Fig. 8. Note that for these measurements photons
are emitted with the same polarisation from the quan-
tum dot.
The amount of indistinguishability I1,3=0.643, in-
volving photons emitted with ∆te=25 ns, and
Ibs25ns=0.6252±0.0065 are in good agreement. Both
I1,2=0.520, and I2,3=0.540 involve photons emitted with
∆te=12.5 ns, therefore the minimisation method finds
similar values, these however present some discrepancy
with Ibs12.5ns=0.6360±0.0063. The quantum dot presents
a small fine structure splitting of the exciton line, which
in turn reduces the indistinguishability of photons emit-
ted from two orthogonal emissions. Inputs {1, 2}, and
{2, 3} in the BosonSampling experiment contain pho-
tons separated by the first polarising beam-splitter in the
source demultiplexer (see main text), thus they are emit-
ted with orthogonal polarisations from the quantum dot
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FIG. 7. Variation distance d between experimental and theoretical distributions. d is a global minimum at I1,2=0.520,
I2,3=0.540, and I1,3=0.643 for its corresponding 2-photon input. The variation distances at these points are respectively
d1,2=0.019, d2,3=0.037, and d1,3=0.023. These values are obtained with both experimental and theoretical distributions
normalised to the non-unity theoretical normalisation factor. When the distributions are normalised to unity, the variation
distances are d1,2=0.028, d2,3=0.049, and d1,3=0.055, respectively.
∆te=12.5ns ∆te=25ns
∆t (ns) ∆t (ns)
FIG. 8. Two-photon interference on a 2 × 2 beam-splitter. Temporal-correlation measurements result in a series of peaks
from which the degree of indistinguishability can be directly extracted via I=(R2+T 2 − A0/A)/(2RT ), with R=0.471 the
beam-splitter reflectance, T=1−R, A the average peak area outside ∆t=0 (excluding reduced peaks at ∆te), and A0 the peak
area around ∆t=0. See ref. [35] for a derivation of this formula. We obtain Ibs12.5ns=0.6360±0.0063 for ∆te=12.5 ns, and
Ibs25ns=0.6252±0.0065 for ∆te=25 ns. Errors are estimated from propagated poissonian statistics.
and exhibit a reduced value of indistinguishability com-
pared to photons emitted with the same polarisation,
consistent with the obtained values.
VI. Three-photon interference
We employ the theoretical model introduced in ref. [40]
to describe the interference of 3 photons, labeled 1, 2, and
3, scattered across a linear network L. In such case, the
probability of detecting a 3-fold coincidence at the output
{o1, o2, o3} of L is:
p(3) = t†6
(
I + ρ1,2I1,2 + ρ2,3I2,3 + ρ1,3I1,3 + ρ˜
√I1,2√I2,3√I1,3) t6; (6)
where
t6 =

1√
6
per(T )
1√
6
det(T )
1
2
√
3
imm(T ) + 1
2
√
3
imm(T213)
1
6 imm(T )− 13 imm(T132)− 16 imm(T213) + 13 imm(T312)
1
6 imm(T ) + 13 imm(T132) + 16 imm(T213) + 13 imm(T312)
− 1
2
√
3
imm(T ) + 1
2
√
3
imm(T213)

,
11
I =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

, ρ1,2 =

1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 1 0
0 0 0 0 0 −1

, ρ2,3 =

1 0 0 0 0 0
0 −1 0 0 0 0
0 0 − 12 −
√
3
2 0 0
0 0 −
√
3
2
1
2 0 0
0 0 0 0 − 12 −
√
3
2
0 0 0 0 −
√
3
2
1
2

,
ρ1,3 =

1 0 0 0 0 0
0 −1 0 0 0 0
0 0 − 12
√
3
2 0 0
0 0
√
3
2
1
2 0 0
0 0 0 0 − 12
√
3
2
0 0 0 0
√
3
2
1
2

, ρ˜ =

2 0 0 0 0 0
0 2 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1

,
I1,2, I2,3, and I1,3 are pair-wise indistinguishability val-
ues; T is a 3×3 submatrix built with rows 1, 2, and 3, and
columns o1, o2, and o3 of L; Ta,b,c is the matrix T with
rows 1, 2, and 3 rearranged in order o1, o2, and o3; and
the permanent (per), determinant (det), and immanant
(imm) of a 3× 3 matrix are defined as:
per
a b cd e f
g h i
 = aei+ bfg + cdh+ ceg + bdi+ afh,
det
a b cd e f
g h i
 = aei+ bfg + cdh− ceg − bdi− afh,
imm
a b cd e f
g h i
 = 2aei− bfg − cdh.
VII. Validation of BosonSampling
Aaronson and Arkhipov proposed a protocol to test
data against the uniform sampler [42], as a counter-
argument to the claim [41] that a large-scale Boson-
Sampling implementation would fail to distinguish
the experimental data even from that of the triv-
ial one. The method—used in Fig. 3b in the main
text—exploits available information of the sampling
device—the transfer matrix L—to define an estimator
Pest=
∏n
i=1
∑n
j=1
∣∣Li,j∣∣2, with Li,j the n×n submatrix
of the m×m transfer matrix in an experiment involving
n bosons in m modes. Unlike the permanent, Pest is
efficiently computable—thus, the protocol is scalable—
and yet is correlated with the Boson Sampler probabil-
ities. For the uniform distribution, the probability of
one photon entering L in input i and exiting in output
j is a constant (uniform) value
∣∣Li,j∣∣2 =1/m across any
input/output setting, thus the estimator takes the form
P uest= (n/m)
n
. If the sampling device is functioning cor-
rectly, one expects to observe more probable events more
often; thus the method simply consists of computing Pest
for every event observed, and keeping track of a counter
that is increased in one unit if Pest>P
u
est, and decreased
in one unit otherwise. A resulting positive counter then
validates the BosonSampling experiment by rejecting
the hypothesis that the data originates from the uni-
form sampler. Experimental evidence supporting that
this method works, even with small data samples and
experimental imperfections, was reported in refs. [43, 44].
A different protocol, used in Fig. 3c in the main text,
to test the data against a distinguishable sampler was
proposed and demonstrated by Spagnolo et. al. [43].
This method, based on the likelihood ratio test, computes
the relative—i.e., normalised to the no-collision space—
quantum and classical probabilities, pQ and pC , for every
observed output event; a counter is increased in one unit
if pQ>pC , and decreased in one unit otherwise. At the
end of an experimental run a positive counter validates a
correct functioning of the BosonSampling machine by
rejecting the distinguishable sampler hypothesis.
