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Chapter 1 
INTERFERENCE DATA AND THEORIES 
7 1 Introduction 
In this dissertation, we will concern ourselves with the domain of inter-
ference and forgetting in human memory Interference has grown out to one of 
the most important phenomena in the field of human memory This is not amaz-
ing, because not long after the first experimental investigations had started, 
investigations aimed at a deeper understanding of the mechanisms of forget-
ting, it became clear that prior and interpolated learning, denoted as inter-
ference, significantly affected memory performance This very observation also 
side-tracked the heretofore popular adagium, which stated that forgetting is 
mainly due to decay of memory traces In other words (Crowder, 1976), the 
theory of interference became tantamount to the theory of forgetting 
Since empirical investigations on learning and forgetting were started by 
Ebbmghaus at the end of the 19-th century, the body of memory phenomena accu-
mulated rapidly As usual in the science of psychology, the advance of theo-
retical approaches was retarded After performing some minor theoretical ex-
ercises in this field, a longlasting research program started about 1940 
(McGeoch, 1932, 1942, Melton & Irwin, 1940), resulting in a theory which ap-
peared to perform satisfactory uith respect to the facts Today, this theory 
is referred to by the name of classical interference theory Alas, the eufory 
did not last for a long time New facts were observed that eventually led to a 
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complete breakdown of the theory The old theory was replaced by a new one, 
but no scientific progress was gained by the new theory, since it was con-
structed purely ad hoc. This also meant that one of the most problematical 
experimental phenomena still remained unexplained. Thus, around 1970, the 
theory of interference found itself in a chaotic state. 
Parallel to the history of classical interference theory the development of 
Stimulus Sampling Theory and Markov models applied to human learning toke 
place. Both approaches fell into decay around 1970 (Anderson, 1973), because 
their domain of application remained to narrow according to the prevailing 
opinion. This led to a new strategy. Mathematically oriented psychologists 
set themselves the task to build theories that were meant to have broad appli-
cation, that is, these theories not only had to explain phenomena occurring in 
specific tasks like paired-associate, free recall, or recognition learning, 
but instead were meant to cover all of them as well as they should account for 
sentence learning and other more complex tasks From these models, the most 
important ones are known by the acronyms HAM (Anderson & Bower, 1973) and ACT 
(Anderson, 1976, 1981, 1983; Anderson & Pirolli, 1984) Besides these models, 
two other important theories were developed to be applied to the more 'simple' 
paradigms of free recall, paired-associate learning and recognition These 
are the SAM theory (Raaijmakers & Shiffnn, 1980, 1981a,b) and the convolu-
tion/correlation models of Metcalfe and Murdock (1981), Murdock (1982) and 
Eich (1982). As will be shown further on, HAM, ACT and the convolution/corre-
lation model were applied to subsets of the set of interference phenomena 
In this thesis, our task will be to develop a model based on the general 
SAM theory that will be confronted with almost the entire domain of interfer-
ence phenomena The main development of that model will be presented in Chap-
ters 2, 3 and 4 
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7 2 Mam experimental paradigms and methods of memory assessment 
In the area of interference studies, the most popular paradigm is paired-
associate learning The reason for this is mainly due to theoretical consid­
erations proposed by Osgood (1949) As a result of his analysis of interlist 
similarity it became communis opinio to investigate interference by using 
lists of stimulus-response combinations Thus, in the paired-associate de­
sign, subjects study and are tested using stimulus-response material Since 
interference is, per definition, due to interpolated and/or prior learning, 
commonly two lists of paired-associates are used, comparing recall of one or 
both lists with an appropriate control group 
12 1 Experimental paradigms 
A stimulus-response list may be symbolized by X-Y, where λ denotes the 
stimuli and Y denotes the corresponding responses Using two lists of paired-
associates, the stimuli and responses may be related in a particular way In 
order to describe the relations that might be involved between the two lists, 
we will represent the stimuli and responses using letters from the beginning 
of the alphabet The single list may be denoted by Α-B As an example, an el­
ement of this list could be 'apple-eye' The simplest interference design is 
denoted by A-B,C-D where Α-B represents the first list and C-D the second list 
(e g 'apple-eye' in list 1 and 'leaf-dog' in list 2) Both the stimuli, A 
and C, and the responses, В and D, differ in this design, a relation that 
leads to the least interference We may also use the same responses for list 1 
as well as for list 2 This paradigm is symbolized by A-B,C-B, where a corre­
sponding pair might be 'apple-eye' in list 1 and 'cat-eye' in list 2 Still 
another type of paradigm is characterized by the fact that the same stimuli 
are used in both lists This leads to the A-B,A-C design, which results in 
3 
relatively severe interference during recall For instance, in this design 
* apple-house' and 'apple-tree' constitute corresponding pairs Another com-
monly used design is denoted by A-B,A-Br Here, both stimuli and responses are 
the same in the first list as well as in the second list but in the second 
list the responses are differently paired E g 'apple-tree' and 'leaf-house' 
as members of the first list and 'apple-house', 'leaf-tree' m the second 
list The following diagram provides a compact representation of the para-
digms 
response 
same different 
stimulus 
different 
A-B,A-Br 
A-B,C-B 
A-B.A-C 
A-B(C-D 
Other types of more complicated designs are sometimes used, but most of 
them uill not be considered in this thesis Two of the more complicated de-
signs which will be used are the A-B,A-B' design and the extended A-B,A-C de-
sign written as A-B,A-C,A-D In the firstmentioned design, B' denotes that 
the list 2 responses are very similar to the corresponding ones of the first 
list (e g synonyms) In the extended A-B,A-C design, more than two lists are 
involved and these lists have the same stimuli m common but differ with re-
spect to the responses 
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The effects on forgetting of the different kinds of S-R relations mentioned 
above, may be assessed by two different methods, recognition and recall. 
1.2.2 Recognition methods 
When applied to paired-associate designs, recognition methods are mainly 
thought to measure associative loss. This interpretation stems from a classi-
cal idea which makes a distinction between associative loss and response loss 
in paired-associate retrieval tasks. Since the response is provided in the 
recognition task, only associative loss is responsible for failures. 
The recognition method is used in several variations. In one of the con-
figurations both the stimulus and the response may be presented to the subject 
who has to decide whether such a pair constituted a study pair during acquisi-
tion. A second procedure is to imbed the true response in a distractor set, 
ordinarily containing responses from the same list. The task set for the sub-
ject is to choose the correct one among the alternatives. Still another ver-
sion on the same theme is to provide the subject with all stimuli and all re-
sponses from the same list and the subject's task is to pair them correctly. 
In recall designs, to which we will now turn our attention, both response 
and associative loss are supposed to be assessed. 
1.2.3 Recall methods 
There are several methods in use to assess response recall. Historically, 
specific list i recall was the first method being used. For example, in list 
1 recall, the subject had to recall only the list 1 responses to the list 1 
stimuli. With such a method, problems may arise due to list discrimination 
failures. If one is only interested in response availability per se, then 
list discrimination failures may result in artefacts (since a subject may ac-
tually have retrieved a response from memory, but withholds it from reproduc-
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tion if he erroneously thinks it belongs to the vrong list) A simple remedy 
to this problem is to use a method known by the acronym MMFR (Modified Modi­
fied Free Recall) Using this method, the subject has to produce all respon­
ses that are paired with a specific stimulus For example, after studying the 
Α-Β,Α-C structured design, the subject receives the stimuli and tries to re­
call all corresponding responses and any order of output is correct 
Another interesting method, historically preceeding the MMFR method is the 
MFR procedure (It will come as no surprise to say that this acronym stands for 
'Modified Free Recall') Using this method, the subject is presented with the 
stimulus and he has to produce the first response that comes to mind, whatever 
it is This method is supposed to measure the relative associative strength 
with which several responses are coupled to the same stimulus 
Recall methods may be either paced or unpaced With a paced method, the 
subject receives limited recall time, whereas unlimited time is provided in an 
unpaced condition For example, the MMFR method is always used in an unpaced 
fashion Of course, we may also use a MMFR method that is paced if this leads 
to a better test of a particular theory The application of a paced or un-
pacedness MMFR method will be shown to lead to some interesting results 
7 3 Definitions 
Before reviewing data and theories, we will first present some jargon and def­
initions in order to make the dissertation more readable (See also Postman, 
1971) 
Transfer learning : Learning a second (transfer) list 
Negative transfer : Refers to the situation where the experimental group per­
forms poorer on the transfer list as compared to a control group 
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Positive transfer : The experimental group performes better on the transfer 
list relative to the control group 
Retroactive Inhibition : After learning two or more lists, the experimental 
group (E) performes poorer on the retention test of the first list as compared 
to a control group (C). As a measure, RI is usually defined as the difference 
C-E. 
Proactive Inhibition : The experimental group performes poorer on the reten-
tion test of the second list as compared to a control group As with RI, the 
measure of FI is defined as the difference C-E. 
Absolute recovery : Refers to the absolute increase in list 1 recall as a 
function of the retention interval 
Relative recovery : Relative to a control group, the experimental group shows 
less decrease in list 1 recall as a function of the retention interval. 
List discrimination : The ability of the subject to correctly identify the 
list membership of the response. 
Long Term Memory (LTM) : System where the stimuli are permanently stored 
in coded form These codes result from the control processes that have taken 
place during input (in STM). The system is characterized by its unlimited ca-
pacity. 
Short Term Memory (STM) : Represents a transitory stage of memory, where 
incoming stimuli are acted upon by control processes in order to process them 
to LTM Only a limited number of items can be handled at any time. STM may 
be regarded as the active part of LTM 
1.4 Theories 
Theories about forgetting (Crowder, 1976, Postman, 1971) may be distin-
guished on the basis of whether they are founded on the idea of decay of memo-
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ry traces or not The latter kind of theories are properly called interfer-
ence theories because they assume that forgetting results from other learning 
Mixtures of these two ideas may also be found (Anderson, 1983) 
The simple idea of decay of memory traces goes back as far as Aristotle 
The idea was taken up by Thorndike (1914) reflecting his law of (dis)use This 
law stated that memory traces decay if they are not frequently used Such a 
kind of pure decay theory was soon replaced by other theories because it was 
contradicted by observations like sudden increases in performance after a 
period of disuse (phenomenon of reminiscence) and the well-known extinction 
effect, where forgetting increases with unreinforced practice 
Theories that replaced the decay theory may be classified under the heading 
of retroactive inhibition (RI) theories By RI we mean the harmful effect in-
terpolated learning may have on original learning Such effects were first 
attempted to be explained by the consolidation theory (Müller & Pilzecker, 
1900), which states that learning has not completely finished immediately af-
ter a given study trial It was believed that there was some additional time 
needed for the memory traces to become fixated in their physiological subs-
trate. It was thought that interpolated learning disrupted this fixation pro-
cess Strong support for this theory came from the phenomenon of posttraumat-
ic retrograde amnesia Further evidence was gathered by contrasting the effect 
of a period of sleep immediately after list learning with a control group that 
stayed awake The sleep group performed better on a recall test, which was ex-
plained by the assumption that the memory trace formation process was not dis-
rupted in this group Conditioning experiments using animals as subjects also 
confirmed the theory (Jenkins & Dallenbacn,1924, Minami & Dallenbach, 1946) 
A theoretical attack on the consolidation theory was undertaken by McGeoch 
(1932) He observed that interpolated learning may affect the retention of 
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original responses even in the case where the interval between original learn-
ing and interpolated learning is quite large, for example several weeks 
Since it seems unlikely that the consolidation process takes such a long time, 
the observation can be taken as evidence against the theory Furthermore, 
original list recall does not depend on the intensity of other non-verbal 
learning, a fact that also can be regarded as contradictor> to the consolida-
tion theory The most important fact against the consolidation theor> is known 
by the name of proactive inhibition (PI) Retention of interpolated learning 
itself may deteriorate due to former learning The consolidation theory can-
not account for this fact since interpolated learning has enough time to con-
solidate 
At this point we arrive at a major theoretical development, that may appro-
priately be regarded as a research program (Lakatos and Musgrave, 1970) The 
results of this research became known as classical interference theory The 
development finds its roots in McGeoch's 1932 paper in which an alternative 
theory to the consolidation theory is proposed His theory is a three factor 
theory The theory explains forgetting by the ideas of response-competition, 
similarity between stimulus situations and control processes Response compe-
tition, the first factor, was supposed to manifest itself in situations where 
more than one response was learned to the same stimulus conditions On a re-
call test, these responses compete with each other for recall, presumably on 
the basis of their associative strengths The result of such a competition 
does not necessarily have to lead to the recall of the strongest response It 
may also happen that the weaker responses prevent the retrieval of the strong-
est Unfortunately, the idea of response-competition was not worked out by a 
mathematical model 
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The second factor, similarity between stimulus situations, refers to the 
contexts at study and at recall The stimulus situation is the situation in 
which material is studied or in which recall takes place Together with the 
nominal stimulus, the stimulus presented by the investigator, the situation 
constitutes the functional stimulus The stimulus situation is determined by 
the state of environmental components and internally generated elementary 
stimuli Given that a response is learned during a particular state of the 
stimulus situation, this study situation would constitute the most optimal 
stimulus for response recall However, due to the intrinsic randomness of 
situations, learning context and test context will differ in general and this 
causes some degree of forgetting on a priori grounds This idea finds its 
roots in a deterministic view of memory processes as presented by S-R theory 
Responses are thought to be conditioned to stimuli and if we regard the learn­
ing situation as constituting a large set of elementary stimuli (Estes, 1950, 
1955), which all become conditioned to the response, then the optimal (macro) 
stimulus is given if the situation at test exactly equals its corresponding 
input situation 
The final factor, control processes, has been given little attention in the 
literature, in fact not until a paper presented by Atkinson and Shiffnn 
(1968) We will not discuss this factor here 
A test of McGeoch's theory was performed by Melton and Irwin m 1940 They 
conducted an experiment which would have a great impact on the theoretical de­
velopment of interference theory for the next 30 years Using serial list 
learning, a control group was compared with an experimental group, where the 
experimental group was given a variable пыгЬег of study trials on the second 
list After list 2 study, list 1 relearmng started The number of correct 
responses and intrusions, ι e list 2 responses given during list 1 releam-
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ing, were recorded The reason for measuring intrusions during the recall 
test was that Melton and Irwin assumed that this measure directly reflected 
the factor of response-competition stated in McGeoch's theory The results 
may be summarized as follows RI, defined as the difference between control 
group recall and the recall of the experimental group appeared to be a neg-
atively accelerated increasing function of the number of trials on the second 
list, whereas the number of intrusions appeared to be an inverted U-shaped 
function of the same factor Considering this datapattern and sticking to the 
postulate that the number of intrusions directly reflect response-competition, 
one has to conclude that some other phenomenon is involved in RI besides re-
sponse-competition The other factor was interpreted as the unlearning of the 
original stimulus-response associations when interpolated learning takes 
place With the introduction of the unlearning hypothesis, Melton and Irwin 
rejected the Postulate of Independence stated in the theory of McGeoch This 
postulate essentially says that responses are learned independently of each 
other However, the unlearning hypothesis states that original associations 
are weakened during study of a rival response, thus rejecting the postulate 
The experimental results were replicated by Thune and Underwood (1943) using a 
paired-associate A-B,A-C design Thus, the conclusions seem to have a sound 
empirical basis 
Underwood (1948, 1957) extended the theory to explain proactive inhibition 
He interpreted the unlearning process in terms of the classical phenomenon of 
extinction observed in animal conditioning experiments During list 2 study, 
list 1 responses may accidentally be recalled, because of the fact that they 
are associated to the current stimulus However, such recalled responses are 
not reinforced since they are wrong, a situation that produces extinction 
Furthermore, it is known from animal experiments that extinction may be fol-
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lowed by spontaneous recovery of the extinguished responses Now, Underwood 
assumed that such a mechanism works in verbal learning as well Then PI, being 
an increasing function of the retention interval, could be explained as fol-
lows At the end of second list learning, the first list responses have been 
extinguished and list 2 recall is at its maximum (given a certain amount of 
study) However, as a function of the retention interval, list 1 responses 
start to recover spontaneously, that is, these responses increase m strength, 
whether it is absolute or relative, the latter in comparison to the perform-
ance of an appropriate control group In this way, list 1 responses exert an 
increasing amount of competition on the list 2 responses, leading to a deteri-
oration of second list recall Spontaneous recovery Itself was observed by Un-
derwood (1948) and Briggs (1954) using the relearning and the MFR method to 
measure response availability, respectively 
The only thing left to show was direct evidence for the unlearning effect 
itself, rather than indirect evidence derived from its assumed consequences 
such as spontaneous recovery These attempts lead us to the Barnes and Under-
wood experiment (1959) The main importance of this experiment lies in the 
use of the MMFR method and the interpretation of this procedure With this 
method, subjects have 'unlimited time' to recall both responses associated to 
the same stimulus and therefore this procedure was assumed to eliminate re-
sponse-competition Analyzing the results of their experiments, Barnes and 
Underwood still observed a downfall of the number of list 1 responses as a 
function of list 2 study trials Since it is assumed that response-competi-
tion is eliminated by using the MMFR method, the only factor left to account 
for this result is unlearning Thus, at the end of the 1950's human forget-
ting seemed to be fully accounted for by the unlearnmg/response-competition 
theory 
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Unfortunately, problems arose with the results from an experiment performed 
by Koppenaal (1963). Stated briefly, he observed PI using the MMFR method 
Retaining to the earlier assumption about MMFR, this observation is not in 
agreement with the unlearmng/response-competition theory First, there is no 
response-competition since the MMFR method is used, and secondly, there cannot 
be any form of unlearning of the second list responses, since unlearning only 
works backward in time. The effect was replicated by other researchers 
(Birnbaum, 1965, Slamecka, 1966, Houston, 1967) Another important result was 
that Koppenaal did not observe absolute nor relative spontaneous recovery 
This result also has been replicated by Slamecka (1966) 
The observation that spontaneous recovery did not always occur, was re-
viewed m a paper by Postman, Stark and Fraser (1968). They noted that, using 
the MMFR test, spontaneous recovery only manifests itself under specific con-
ditions such as overlearning of the first list Due to the observations pre-
sented above, it seemed to be time to revise or reject classical interference 
theory. 
In their 1968 paper, Postman et al proposed to replace the unlearning hy-
pothesis by the theory of response-set suppression The theory involved ideas 
of generalized response suppression (Newton & Wickens, 1956), i.e the sup-
pression of a whole list of responses, and of a selector mechanism (Underwood 
& Schulz, 1960) The theory states that during second list learning, list 1 
responses become suppressed as a whole class Thus, inhibition is by suppres-
sion of the responses of an entire list and no longer by unlearning. Further-
more, the harder it is to acquire the second list, the more the list 1 respon-
ses will be suppressed The suppression mechanism is characterized by a 
certain amount of inertia, that is, during the retention interval the suppres-
sion only releases in a gradual way This mechanism expiâmes spontaneous re-
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coveгy and its appearance in specific conditions. An interesting hypothesis 
was derived from this theory: If one supplies the stimuli with the responses, 
then no significant difference in recognition performance should be detected 
between the C-D and the Α-C paradigm, since the presentation of the responses 
should completely reduce the selection bias against list 1 responses. This 
hypothesis was indeed confirmed by Postman and Stark (1969). 
Unfortunately, the theory itself could not handle the observation of PI 
during MMFR testing. In an attempt to explain the effect, an ad hoc assump­
tion of output interference during recall was proposed. Moreover, another 
inescapable contradictory result was found by Delprato (1971) who observed 
specific pair interference. He performed an obvious experimental test by 
structuring the design in such a way that the second list contained a mixture 
of c-d and a-c pairs (with lower case letters we denote single items instead 
of whole lists). From the experimental results it was concluded that recall 
of those a-b pairs, which occurred with corresponding interfering a-c combina­
tions, is deteriorated relative to the pairs having a c-d relation. If re­
sponse suppression works on entire lists, then why shouldn't the list 1 equiv­
alents of the list 2 c-d combinations suffer from interference? The final 
conclusion left is that the theory of interference was in a bad state at the 
end the 1960's, since both the classical theory as well as the response-set 
suppression theory were not in agreement with some of the most important data 
patterns. Furthermore, the response-set suppression theory is practically ad 
hoc, since the theory could not explain the contradictory facts that were re­
sponsible for the replacement of the old theory. 
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f.5 Formal models for Interference 
Since the early seventies, formal theories were developed in order to ac­
count for the effects of interference in a quantitative way The models to be 
discussed in this section are derived from theories like HAH (Anderson & Bow­
er, 1973), ACT (Anderson, 1976, 1981, 1983) and the more recently developed 
convolution/correlation models (Metcalfe & Murdock, 1981, Murdock, 1982, Eich, 
1982) 
7.5 Г HAM 
We will start with a rather complex theory of learning and forgetting de­
noted by the acronym HAM (Human Associative Memory), which was primarily de­
veloped to be applied to the complex field of prose memory. This theory may 
be classified as neo-associatiomstic, because it is not strictly a S-R theo­
ry, but instead proposes more complex memory structures that may be denoted as 
propositions According to this theory, a sequence of items will not be encod­
ed as S-R strings as proposed by classic S-R theory, but instead such a string 
is transformed into a proposition The memory representation of such a propo­
sition involves a particular structure for the associations between its ele­
ments, a structure that may be represented as a tree Thus, the theory is ba­
sically an associationistic one, but the new concept introduced by Anderson 
and Bower is that of the proposition, which might be viewed as the basic unit 
of memory. 
If a string of items or a sentence (x,y,. ) is presented to the subject for 
study, it is acted upon by a hypothetical parser which creates a prepositional 
structure P(x,y ), see Figure 1 la (from Anderson & Bower, 1973, fig. 9.1). 
The paths between the elements are marked by labels or relations (A detailed 
example of how a proposition is fonned can be found in Anderson and Bower 
(1973, ρ 139)). The links between the elements in the structure are formed 
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(о) INPUT 
park past hipo« 
(b) MEMORY f 
e' 
a b с' 
Λείε 
park past debutante 
к
 Ч
І 
cry hippie laugh 
Figure 1 1 (a) The input tree, which is the tree representation of 
the test sentence 'In the park a hippie sang' (b) a part of the memory 
structure which represents memories about α place, time, acts and per­
sons. 
in working memory and the probability of link formation is /-expf-XfJ, where t 
denotes the time the input tree stays in STM It is assumed that the link 
formation probability is independent of the formation of other links Let us 
assume that such a structure exists in LITI and that the subject's task is to 
recognize test sentences According to Anderson and Bower (1973) recognition 
runs as follows. The test sentence is parsed into a proposition or input 
tree, such as the one displayed in Figure 1.1a. According to HAM, memory 
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search starts out from all the words given in the input tree Thus, a parallel 
search mechanism is assumed Now let us trace the search using one of the 
words The cue word and the labeled link by which the cue word is related to 
the input tree is used to retrieve instances connected to that cue word (e g 
the word 'park' may lead to several instances of particular parks known by the 
subject, see Figure 1 lb) However, apart from the correct instance, the one 
that is related to the to-be-retrieved memory tree, other retrieved instances 
are members of different memory trees It is assumed that all available con-
nections to the immediately antecedent nodes are available to the subject on 
the socalled GETLIST This is an ordered list containing the instances, where 
the ordering is governed by the rule of recency, that is, last in, first out 
Each retrieved instance, or more properly spoken, its labeled link, is com-
pared to the corresponding one belonging to the input tree If the labeled 
link matches, then the process continues by using the corresponding node from 
the input tree and its labeled association into the tree to search further 
into the memory graph. Thus the search mechanism is a recursive one, that is, 
the same search procedure now applies to the just retrieved instance 
In HAM there are essentially two ways in which recall may fail Recall may 
fail because i) Particular links were not encoded during input (remember the 
probabilistic nature of link formation), 11) Recall- or recognition time is 
limited, thus the number of link comparisons is restricted The model equiva-
lent of this restriction is accomplished by assuming that there is a probabi-
listically determined depth of search into the GETLIST 
In order to apply HAM to paired-associate learning, it is assumed that 
stimulus-response pairs are also encoded into prepositional structures Let 
us now review the ways in which HAM predicts different kinds of interference 
phenomena It should be noted that, unfortunately, Anderson and Bower do not 
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give any quantitative results, which is an unsatisfying circumstance because, 
to our experience, problems with the application of a model particularly re­
veal themselves at moments, when one is trying to fit the data in a quantita­
tive way Nevertheless, let us examine HAM's predictions Because some of 
them will be related to the A-B,A-C interference design, we should first ex­
plain the concept of partial encoding used in HAM This concept refers to the 
fact that, during learning, each input tree is first matched to already exist­
ing memory trees This may result is partial matches If such a partial match 
exists, then the novel part of the input structure is attached to the relevant 
memory tree Such a situation is depicted m Figure 1 2 (Anderson & Bower, 
1973, fig IS 2) m case of the A-B,A-C interference design 
The idea of attaching input information to already existing memory traces 
is based on efficient use of memory capacity Since the A terms already exist 
as elements of list 1 propositions, the С terms are simply attached to the 
same structure Now, RI is explained by a socalled conjunction that may be 
the result of a partial encoding A conjunction is a configuration where two 
identically labeled paths are emitted from the same node In case of the 
A-B,A-C design, RI results due to such a conjunction and because the link from 
A corresponding to the Α-C proposition is higher on the GETLIST in comparison 
to the link into the Α-B proposition This is the consequence of the (as­
sumed) temporal ordering of the instances of the GETLIST A satisfying prop­
erty is that this mechanism does not lead to massive forgetting of the list 1 
responses, because of the fact that the depth of search into the GETLIST is 
probabilistically determined Thus, links into the Α-B tree may sometimes be 
used even if the second list is learned tn some very high degree 
An interesting prediction is made with regard to the A-B,A'-C design In 
this design, the stimuli of both lists resemble each other in meaning, but are 
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Figure 1 2 Memory structure that encodes the Α-B pair "crab-cat" and 
the Α-C pair "crab-dog" The presence of a conjunction induces inter­
ference 
not equal According to HAM A and A' are word nodes connected to the same idea 
(idea or concepts refer to abstract classes) and such a configuration again 
leads to a conjunction (cf Anderson & Bower, 1973, Figure 15 4) thus produc­
ing interference in recall, a fact that is indeed observed in experiments ma­
nipulating stimulus similarity 
According to HAM, interference also arises when words are used as stimuli 
that have multiple meanings (refer to multiple concepts), because the same 
word may lead into different trees due to different concept paths Although we 
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are not aware of experimental results in this direction we doubt the appear­
ance of interference using multiple meaning words, since the subject may use 
one interpretation of the word during list 1 learning and the other interpre­
tation during list 2 learning (and in this way it can be considered as a new 
stimulus) 
The model also accounts for the results of the well-known study of Barnes 
and Underwood (1959) Remember that these investigators found increased for­
getting of the list 1 responses as a function of list 2 response strength us­
ing the MMFR testprocedure HAM predicts this result by two mechanisms 
First, there is the increasing probability of link formation for the second 
list as compared to the first list (which is due to an increasing number of 
study trials) Secondly, it may be assumed that the subject establishes mul­
tiple Α-C paths as study goes on However, it is not clear how the mechanism 
exactly works out For example, does the subject starts to form another link 
as soon as the present link is encoded7 This point represents a case where we 
are interested to see how the theory behaves quantitatively 
In the structure of HAM relearning of the Α-B list leads to a quick dissi­
pation of RI, because the relevant link into the Α-B tree immediately enters 
the top of the GETLIST after the first relearning trial This is in agreement 
with empirical data Moreover, the theory predicts the fact that the response 
latency for the Α-C interference condition is longer compared to the C-D con­
dition, because longer searches have to be made as compared to the control 
list, on the average 
HAM accounts for the occurrence of spontaneous recovery This phenomenon is 
explained by using the backward link emitted from the response This mecha­
nism works if one assumes that subjects may encounter the В response by chance 
during retrieval attempts and since this response has no interfering relations 
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with other items in the A-B,A-C design, the stimulus may easily be found If 
found, the link emitted from the stimulus into the Α-B tree enters the top of 
the GETLIST Negative transfer is generated in the same way During A-C 
study trials Α-B pairs may be recalled and such reproductions place the links 
from A into the Α-B proposition at the top of the GETLIST, decreasing the 
probability of using an Α-C link 
To complete this comprehensive list of predictions we note that HAM pre­
dicts Α-C recognition to be worse as compared to C-D recognition Although the 
empirical difference is not always significant according to the literature 
(Anderson & Watts, 1970), the pattern A-C < C-D is virtually always observed 
Problems arise for HAM if it has to account for the fact that interference 
occurs in the C-D design relative to an Α-B control group HAM has problems 
with such a result, since there are no stimulus specific interfering relations 
in the prepositional representation of this design, in other words, there do 
not exist conjunctions This problem is resolved by using the concept of con­
text Anderson and Bower assume that context becomes connected to the items 
during study Thus both X-A as well as X-B paths are formed, where X denotes 
context However, during learning of the second list (C-D) context also be­
comes associated to the list 2 items, thus developing conjunctions During 
recall, there may be an intact path from A to В If such a path exists then В 
may be recalled If such a path does not exist then it is assumed that the 
subject retrieves responses using the context path and checks for each re­
sponse whether there is a path from the response to the stimulus The disad­
vantage of the C-D condition relative to the Α-B control condition lies in the 
fact that the В responses are more difficult to find in the former case be­
cause in the C-D condition there exists a conjunctive contextual node 
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However, according to us, it seems very unlikely that such a mechanism 
could be operational The idea of a subject retrieving and checking respon-
ses only with the context cue seems highly improbable with regard to the usual 
recall time given at the test Furthermore, the independent formation of for-
ward and backward links is assumed, a constellation that is nowhere discussed 
in the book 
It is not an easy job to evaluate HAM as it has been applied to interfer-
ence phenomena First, as already has been noted above, the predictions con-
cerning interference phenomena are verbally stated and it remains to be shown 
how the exact version of the model works out This is in no way a trivial 
statement if we consider the results of HAM's application to sentence learn-
ing In that area assumptions had to be made concerning item-subject differ-
ences, assumptions that have aided in an important way in fitting the model to 
the data The results were that it was not always clear whether the naked 
model itself predicted the data or the additional assumptions Secondly, the 
model's feature of the GETLIST, which plays a central role in explaining most 
of the interference effects, seems to be failing any natural foundation The 
main problem with this theoretical element is that all links or instances are 
available to the subject This seems to be in contradiction fcith empirical 
data from category recall experiments In such experiments the subject has to 
recall as many instances belonging to a given category as possible When cu-
mulative recall is plotted against recall time the resulting plot shows a de-
accelerated function However the mechanism of the GETLIST should show a li-
neair function between number recalled and time Thirdly, why should the 
elements of the GETLIST be organized according to recency of usage This 
property is essential for numerous explanations, but again this idea seems to 
lack any natural equivalents Thus, according to our point of view, one of 
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the most crucial elements of the model accounting for interference effects is 
missing a sound logical foundation as well as an empirical foundation A sim­
ple solution to that problem may have been to assume a sampling with replace­
ment model for the generation of the instances However, we do not know what 
consequences such a change will have for the predictions 
/ 5 2 ACT 
Due to contradictory data stemming from the field of sentence learning and 
fact retrieval, HAM was eventually replaced by the ACT theory (Adaptive Con­
trol of Thought) (Anderson, 1976, 1981, 1983) At this place we will not re­
view the general ACT theory, but instead discuss the most recent application 
to interference as it has been presented in 1983 Without referring to the 
distinction between facts and procedures made in the general theory, memory is 
thought to be an associative network connecting cognitive units These cogni­
tive units may be made up of a number of elements For example, a preposi­
tional structure, if it exists, may be a unit However, in contrast to HAM, 
when a part of the cognitive unit is formed, then all of the unit's elements 
are encoded in the memory trace (the cognitive unit), not just one or two The 
encoding or trace formation process is assumed to be an all-or-none event, 
represented by probability ρ Associated to each trace is the strength of 
the trace, s These strengths play a role m computing the memory activation 
which is supposed to spread itself over the network All units of the network 
receive activation The spread of activation is a result of the fact that, 
momentarily, some part of the network is the focus of attention The units 
that are focussed upon define working memory The spread of activation is con­
ceived to rise very rapidly to its asymptotic value (Anderson, 1985) and the 
greater the distance (number of intervening units) between a focussed unit and 
another unit, the less activation the latter receives 
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In order to formalize the theory, the following is assumed. Given that a 
trace has been formed, the probability of trace retrieval, ρ , is determined 
by the amoimt of activation it absorbes. The amount of activation absorbed by 
a memory trace is proportional to s./ls., the trace strength divided by the 
sum of trace strengths corresponding to all traces. The probability of re­
trieving a trace is closely related to the retrieval time, which is supposed 
to follow an exponential distribution. 
Pr = l-e""* [1.1} 
where A denotes the amount of activation absorbed by the to-be-retrieved 
trace and τ is the maximum time allowed for recall. 
Two other assumptions are needed in order to make the model mathematically 
tractable. First, it is assumed that activation may only flow m a forward di­
rection, thus neglecting reverberatory loops. Secondly, only the proximal 
network structure is used, that is, instead of specifying the total network, 
only the network in the proximity of the foccussed units is used The latter 
assumption is reasonable if one assumes that the activation level rapidly de­
creases the greater the distance between a particular unit and the source of 
activation. 
It is not difficult to apply the theory to interference Referring to the 
A-B,A-C design, where the stimulus is presented for test, the model specifies 
two sources of activation i) one source of activation is called stimulus ac­
tivation, denoted by A , li) the other source is called context activation, 
denoted by A E g, the total amount of activation absorbed by a list 2 
trace is given by: 
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d2s2 d2s2 
A = A
s
 + A
c
 (7 2) 
K*d .s.*d2s2 nd..s..*nd2s2 
where d denotes a trace decay parameter for a list ι trace and К denotes the 
sum of extra-experimental strengths fboth lists contain η pairs) s denotes 
the strength of the trace The result of the equation should be substituted 
in Equation 1 1 For a given value of τ this results in a probability of re­
call As mentioned, τ is determined by the experimental recall period 
Anderson (1983) does not spent much attention to interference Intuitive­
ly, it seems that his model predicts some of the major interference phenomena, 
since interference is induced by the fact that the potential amount of activa­
tion available for a trace is lowered by competing traces which also absorb a 
part of the activation However, a thoroughly worked out application of the 
model remains to be shown The model will also be able to predict time-depen­
dent interference data with the help of the trace decay function, because at 
any moment during the retention interval the list 1 decay function decreases 
less rapidly than the one belonging to the second list Thus, the list 1 
strength 'increases' relative to the list 2 strength 
Probably the most interesting and counterintuitive prediction derived from 
the application of ACT to interference is, that, m case the C-D and Α-C lists 
both are learned to the same criterion, Α-C recall will be better than C-D re­
call if an unpaced MMFR test is given This prediction is confirmed by experi­
mental data (Anderson, 1983) 
According to us, the 1983 ACT model seems to be less arbitrary than the 
preceedmg one published in 1981 (Anderson, 1981) For one reason, the use of 
context association is more natural than the use of the same construct in the 
1981 application, because there, context associative strength was reset to 
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zero as soon as learning of the other list started, which is of course a very 
strange assumption 
15 3 The convolution/correlation model· CHARM 
One of the more recently developed theories is founded on the mathematics 
of convolution and correlation algebra (Metcalfe & Murdock, 1981, Murdock, 
1982, Eich, 1982) A special application to interference has been performed 
by Eich (1982), known as CHARM (Composite Holographic Associative Recall Mod-
el) The starting points for using such methods are two currently popular 
ideas about the recall mechanism and memory The first idea is that memory is 
distributed, that is, the memory trace cannot be localized at some particular 
place in the brain This idea is strongly supported by animal experiments per-
formed by Lashley in the ^SO's, who demonstrated that lesions made in the 
brain of rats did not impair retrieval The phenomenon that a system is not 
completely impaired by certain damaging events finds its analoque in the phys-
ics of holography, the field where the mathematics of convolution and correla-
tion has been fruitefully applied to Secondly, there currently exists a 
strong preference for the idea that stimuli, whatever they are, consist of a, 
presumably, large number of features or components Both ideas may easily be 
formalized if one uses convolution and correlation algebra Another great ad-
vantage of this formalization is that the idea of associative retrieval (S"»R) 
is an inherent feature of the mathematics 
In the convolution/correlation model, items or stimuli are formally repre-
sented as vectors For mathematical convenience such a vector, f, contains an 
odd number of cells f[-(n-1)/2), f(-(n-1}/2+11, , ftO), ,f(Cn-1)/21 
Thus the cells are centered around f(0) Each cell value of the vector f de-
notes the item's strength on some particular feature Two items or vectors, f 
and g, are associated with each other by the convolution operation *: 
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I 
Then a particular cell χ of the convolution vector f*g[x) denotes the sum of 
all products fUiçLx'ï) > such that for each product involved, the combination 
of the numbered cells from f and g sum to X i and χ should be such that fil) 
and g[x-i) are defined Such associations are added to one common memory vec­
tor, which is denoted by M 
M = Σ lf*g). 
к * 
where к varies from 1 to η, the number of paired-associates Retrieval of a 
response is represented by the correlation operation #, 
f*gix)= I fU)gix*n 
Ì 
where the difference of the vector indices, second index minus the first, 
within a combination equals X. 
Let f denote the stimulus, then g'=f#M denotes the retrieved response How-
ever, the retrieved response vector, g', will be somewhat distorted The dis-
tortion is due to the fact that, by adding vectors (associations) to the memo-
ry vector, 'noise' will be present when one 'retrieves' the response vector by 
the correlation operation. That is, as more and more vectors are added to the 
memory vector, a retrieved vector will resemble its original input vector less 
and less To make a decision as to which response the distorted vector g' 
corresponds, the dot product, g''h, is taken with every vector h in the lexi-
con The lexicon contains the set of 'undistorted' items The lexical item 
producing the highest dot product is given as the response Such a mechanism 
naturally accounts for the occurrence of intrusions 
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With this model, it has been shoun that probability of recall decreases as 
more and more associations are added to the memory vector This result immedi­
ately explains the fact that recall of the C-D design is worse compared to a 
Α-B control group, because, although this design does not contain item specif­
ic interfering associations, there is a list length effect in this design, 
corresponding to a greater number of associations added to the memory vector 
Mathematically it may be shown, that by adding more associations to the memory 
vector, the variance of the retrieved vector increases, leading to ал increas­
ing number of errors during the lexical decision process Metcalfe and Mur-
dock (1981) showed that there exists a simple relation between the number of 
features (F) in the vector, the number of associations (£) stored m the mem-
ory vector and the probability of recall 
F 
Plrecall) - к -
E 
Furthermore, the model accounts for the MMFR data obtained by Barnes and 
Underwood (1959), where the subjects were asked to recall both responses upon 
presentation of the stimulus cue The result is explained as follows Due to 
the correlation operation, which represents retrieval, a vector containing a 
mixture of the original b and с responses is obtained from the memory vector 
a#[a*b+a*c)=b*c+noise[a*b)+noisel.a*c) This equation explicitly shows the 
noise factor Taking dot products between the retrieved vector and the lexi­
cal items (for the sake of the argument we will assume that the lexicon only 
consists of items b and c), whether the b or the с vector will give the high­
est dot product depends on the number of list 2 trials More list 2 trials 
lead to a higher probability that the lexical item representing the second 
list response is chosen because it will obtain the highest dot product This 
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results from the fact that the second list features have higher values in com-
parison to the features of the competing first list responses as soon as the 
second list receives more study trials than the first list. The model also 
explains Osgood's (1949) results on interlist similarity and it agrees with 
the Postulate of Independence (McGeoch, 1932; Martin, 1972; Greeno, James, Da-
Polito & Poison, 1978). 
One of the disadvantages of the present model is that no context vector is 
available. Some attempts have been made by Metcalfe and Murdock (1981) to in-
troduce a context vector in the model to explain free recall data. However, 
the reason to include the context vector at that place was only to bootstrap 
the retrieval system (because if there is no initial cue given, then nothing 
can be retrieved from the memory vector). It may be shown however, that the 
model needs something like a context vector. Remember that the list length ef-
fect is explained by the fact that increasing the number of associations in 
the memory vector leads to an increase in the variance (noise) of the re-
trieved vector. But, adding 10 or 20 pairs to the memory vector cannot have a 
significant effect on this factor, since there already exist millions of asso-
ciations in the memory of a subject entering the laboratory. Thus, something 
is needed that restricts the 'search set'. A simple way out of this problem 
is to assume a context vector that is convoluted with each item or each asso-
ciation. However, what kind of interpretation should be given to its features? 
One interpretation might be to propose that context biases the perception and 
thus the encoding of an item (cf. Bower, 1972). 
1.6 The SAM theory 
In the following we will describe the general SAM theory from wich we will 
derive a model that will be applied to the field of interference. For a full 
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account of the theory and its applications, see Raaijmakers and Shiffrm 
(1980, 1981a, 1981b) and Gillund and Shiffrm (1984) It should be emphasized 
that we will only review some of the basic features of the SAM theory, without 
referring to any application of the theory The description which follows is 
needed to equip the reader with basic knowledge, or refresh his knowledge, 
about the theory, and in order to enable him/her to follow the discussion 
about incorporating the context fluctuation model (Chapter 2) into the SAM 
theory The main application of the SAM theory to paired-associate designs 
will follow in the third chapter Starting with Chapter 3, the reader should 
be familiar with the context fluctuation model as presented in Chapter 2 
The SAM theory has grown out of the theoretical work started by Shiffrm 
(1968, 1970) The theory can be said to combine features of associative net-
work models (Anderson & Bower, 1973) with features from sampling or urn models 
(Shiffrm, 1970) Besides these features, SAM explicitly refers to strategic 
and control processes used by the subject during storage and retrieval Con-
siderations of such control processes is important because they may influence 
the to-be-obtained data patterns to a great extent (Atkinson & Shiffrm, 
1968) Thus, like some other theories, a distinction is made between the 
'hardware' of the system and the 'software' or processes that are under the 
subject's control 
SAM is a theory for memory retrieval based on a probabilistic search mecha-
nism operating on a permanent memory store called long-term memory, or LTM 
Besides LTM, the theory makes use of an input buffer, STM (short-term memory), 
where control operations such as encoding are performed on the incoming infor-
mation The buffer has a limited capacity It may at most contain r items 
Although sometimes suggested m the literature, STM should not be regarded as 
a distinct memory, but simply as that part of LTM that is temporarily activat-
ed 
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SAM is a theory that only applies to LTM The theory describes how re-
trieval processes operate on memory Furthermore, memory is assumed to be 
permanent Once information is stored, it is not subject to decay As a cor-
ollary of this assumption, forgetting is equivalent to retrieval failure 
According to SAM, LTM consists of a large number of discrete units called 
images Images contain the encoded information about an event or an item or 
even a paired-associate, encountered by the subject during study The infor-
mation encoded in such an image may be regarded as a set of informational ele-
ments The image is regarded as a unit, because we assume that its elements 
are very strongly associated among each other as compared to the connections 
they may have to elements residing in other images Thus, the images may by no 
means be as discrete as we will treat them We will assume that the error re-
sulting from this conception will be negligible 
How are these images created'' According to the SAM theory, they result from 
information 'transfer' from STM to LTM For example, during the acquisition 
phase, a number of items may stay in the buffer Besides item information, we 
assume that contextual information is always automatically resident in this 
buffer (the description of this kind of information and its effects as a re-
trieval cue will be more thoroughly discussed in Chapter 2) Due to the buff-
er process both context and item information is stored in an image Associa-
tive information build up during the occupation of items m the STM buffer is 
also transferred to LTM During the recall test, the subject searches LTM 
for the relevant images The search is conceived as a cue dependent probabi-
listic process, that is, the subject must use context and/or item information 
as a cue in order to retrieve something from LTM If the subject has learned 
words, then the possible cues are supposed to be the words plus the context 
cue 
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At this moment we have arrived at a concept called 'retrieval structure' 
A retrieval structure may be represented as a matrix where the rows present 
all possible cues, whereas the columns represent the images in memory Cells 
within such a matrix give the associative strengths that may exist between 
cues and images (see Figure 1.3, derived from Raaijmakers, 1979; p. 33). 
С 
II 
IT 
1 
s(l) ä(2) 
s(l) s(l,l) s(l,2) 
s(2) s(2,l) s(2,2) 
s(n) s(n,l) s(n,2) 
s (η) 
s(l,n) 
s(2,n) 
s(n,n) 
Figure 1 3 The retrieval structure used for free recall predictions. 
The row symbols represent the search cues, whereas the images are 
found at the top of the columns С denotes context. The symbol I rep­
resents a list item. The strengths are displayed within the cells 
The retrieval structure may in fact be regarded as a simplified storage 
structure that contains the essential information needed to compute the image 
retrieval probabilities 
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The sampling probability, the probability of sampling a particular image I 
from LTM, given the retrieval cues Q., Q, is given by the ratio 
Π s(Qrll)w¡ 
'V'/iQ/ <V-
Ι Π s(Q.,l.ìw, 
к I I k 
This is SAM's sampling probability in its most general form For our pur­
poses, the 'weighting coefficients' w will all be set equal to one The de­
nominator contains the products of associative strengths between each cue and 
a particular memory image These products are summed across all memory images 
involved A product relation is used because this relation tends to favor the 
sampling of images which are strongly associated to all cues rather than to a 
subset of the retrieval cues 
After the subject has sampled an image from memory, he has to decode its 
information This decoding process is supposed to be fallible The probabili­
ty of success depends on the sum of the strengths to the cues being used The 
recovery probability, as it is called, is given by 
P
r
(',lQ; QJ = 1-exp(- I wflQjJJ) 
Again, we will take w =7 for all / Note that the implicit assumption in 
this formula is that cues do not overlap in their sets of informational ele­
ments Loosely written, Q,i\Q, - 0 If there is overlap, then the weighting 
coefficients may be used as a correction factor, a possibility which we will 
not use in the model to be proposed The abovepresented equations constitute 
the kernel of the SAM theory 
As has been described, the associative strengths are supposed to be created 
if two items occupy the buffer at the same time Let t. and t. denote the time 
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item /· alone, and item /. simultaneous with item /. stay in the buffer, then, 
slCJl')=flt¡), sll^l )=s{l.,li)=at.., and 5(/ ¡ , l¡ì^btj, where С denotes the con­
text cue That is, the context is associated to image I, (or item, we will 
neglect the difference between the two for the moment) with an amount of 
strength that depends on presentation time (see Chapter 2) Item /, is associ­
ated to image /. with an amount of strength that is proportional to presenta­
tion time and the strength is symmetrical if we use words as items (Raaijmak-
ers, 1979; p. 106) Also, each item is associated to its own image which is 
called 'self strength'. These strengths enter the retrieval matrix Further­
more, since all items are pre-experimentally related to each other in one way 
or another, items being not simultaneously rehearsed in the buffer still have 
a residual associative strength. 
Besides the strengths built up during presentations, SAM also supposes in­
crementing of strengths if an image is retrieved and recovered during memory 
search. All strengths between cues and the recovered image are then increment­
ed by a certain constant. 
In previous papers (Raaijmakers Ь Shiffnn, 1980, 1981a, 1981b), it has 
been shown that this theory is successfully applied to an appreciable range of 
experimental paradigms. Unfortunately, the theory could only be applied in 
the form of a computer program using the Monte-Carlo simulation technique, be­
cause analytical derivations would have been too complex. The simulation tech­
nique has several disadvantages as compared to analytically derived solutions 
when fitting the model to the data Practically spoken, one cannot minimize 
the difference between data and predictions by using a computer program de­
signed to minimize such differences, when the predictions are generated by 
simulations Secondly, and as a consequence of the previous point, the prob­
lem of parameter identifiability cannot be solved. Fortunately, we will show 
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that analytical derivations of the model are possible If we apply SAM to the 
field of paired-associate learning. 
As mentioned in the beginning of paragraph 1 6, in Chapter 2 we will pres-
ent a context fluctuation model, which will be shown to determine SAM's con-
text cue strength The development of the theory of contextual fluctuation 
will be needed in order to account for time-dependent interference phenomena 
such as spontaneous recovery and proactive inhibition The interface between 
the SAM theory and the context fluctuation model will be played by SAM's con-
text cue strength This factor, which was treated as a constant, or time-inde-
pendent element, in previous applications of the SAM theory, will now be made 
time-dependent by the rules of context fluctuation. Thus, in the second chap-
ter we will be concerned with a extensive development of SAM's context cue 
strength A by-product of this development will be a model for list discrimi-
nation However, whereas the first will be intensively used in the applica-
tion of SAN to interference (Chapter 3), the list discrimination model will be 
of minor importance. 
As noted, it will be shown that the context cue will perform a major func-
tion m predicting an important subset of interference data These pre-
dictions, together with other predictions will be presented in Chapter 3 where 
an application to the most important phenomena is shown A quantitative con-
frontation of the model with data which we have collected and with data from 
Anderson (1981) is discussed in Chapter 4 At the end of Chapter 4 we will 
add some remarks about competing models like ACT and the convolution/correla-
tion model In Chapter 5, we will investigate the validity of certain pat-
terns of reaction time data that were predicted by our model, but which may 
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suffer from an artefact. Ve will finish the dissertation with an Epilogue, in 
which we discuss some metatheoretical problems encountered with verbal models, 
such as classical interference theory. Furthermore, we will make a little 
note about the SAM model and the measurement of memory. 
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Chapter 2 
A MODEL FOR CONTEXTUAL FLUCTUATION 
2.1 Introduction 
In the last decade, the role of contextual factors has become a major theme 
In learning and memory research. This is both the case In animal research 
(under the heading of 'state dependent learning') and in human research The 
experimental phenomena Indicate that the similarity between encoding context 
and retrieval context is an important determinant of the probability of re-
calling an item However, the concept of context has always remained rather 
vague. Over the years it has been defined as the Internal and external state 
as perceived by the subject. Although a relatively large amount of experimen-
tal work has been performed, little progress has been made on the theoretical 
level, with the exception of Estes (1950,1955) and Bower (1972). 
Host experimental work on the context factor started in the last ten years, 
although some important experiments date back to the 1950's One of the best 
known experiments revealing the influence of contextual factors was performed 
by Bilodeau and Schlossberg (1951) In this experiment a paired-associate in-
terference design was used in which context was introduced as an independent 
variable by using different learning environments (rooms) The experiment 
consisted of three conditions The control group (A) learned only one list of 
paired-associate items and recalled it in the same environment. One of the 
experimental groups (B) was given the classical interference treatment with 
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study and recall in the same environment Group С was the one of major inter­
est These subjects recalled list 1 in the same environment in which it was 
learned, whereas the second list was acquired in a different environment The 
hypothesis to be tested stated that the amount of retroactive inhibition (RI) 
is not only influenced by the similarity of the two lists, but is also deter­
mined by the degree of congruence of the two contexts in which the material 
has been learned If the context in which list 2 is acquired differs consid­
erably from the list 1 context, then there should be a decrease in the amount 
of RI if the test context is identical to the list 1 learning context This 
prediction was confirmed by the data The data showed the ordering A > С > В 
(mean recall scores) Furthermore, a consistent but non-significant differ­
ence in the amount of negative transfer on list 2 was obtained between condi­
tions В and С Group С learned the second list more rapidly These two re­
sults support the idea that context is an important factor that should be 
taken into account by theories designed to explain interference phenomena 
A similar experiment manipulating the environmental context was set up by 
Godden and Baddeley (1975) Using seadivers as subjects, a list of words was 
either learned on land or under water and subsequently recalled in one of 
these two environments All four possible conditions were used and the re­
sults indicated strong context-dependent recall performance When the recall 
environment was the same as the learning environment, 12 45 items were re­
called on the average, whereas in the non-congruent conditions a mean score of 
S 50 items was observed Thus a significant gain of 46« was obtained relative 
to the non-congruent conditions We will call this phenomenon the environ­
mental reinstatement effect (Smith, 1979) This effect is not the same as the 
phenomenon in the Bilodeau and Schlossberg study, because there list 1 recall 
depended on the second list study environment 
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A more detailed and better controlled experiment on the environmental 
reinstatement effect was set up by Smith (1979) Strand (1970) had criticized 
experiments on the environmental reinstatement effect She pointed out that 
the effect might be an artefact, since a performance decrement in the 'differ­
ent environments' group could be attributed solely to the unfamiliarity with 
the new environment, which could be disruptive to the subjects In the experi­
ment reported by Smith (1979, Exp I) this factor was controlled for and yet 
the usually obtained effect was observed Furthermore, a deeper understanding 
of the mechanism by which context exerts its influence can be obtained from 
the results of another experiment reported by Smith (1979, Exp III) In this 
experiment there were four conditions defined by two factors A list of words 
was either learned and recalled in the same environment (SC Same Context) or 
both environments differed (DC Different Contexts) The second factor was 
the number of environments (rooms) in which the subject had been working on a 
number of irrelevant tasks during the day he stayed in the laboratory That 
is, besides learning a list of words in one particular room (room В in Smith' 
article), the subject had to do some non-verbal tasks in either one or four 
other rooms (Rooms A, C, D and E) The recall test was given the next day 
Subjects in the SC condition were tested in room В whereas the DC groups tried 
to recall the list of words in an entirely new room (F) The results showed 
that recall deteriorated with the number of rooms the DC group had experienced 
the day before This confirmed the hypothesis that subjects (if they are aware 
of the successfulness of this strategy) try to recall the input context, which 
they need as a retrieval cue However, this attempt is less successful the 
more different contexts that have been encountered This effect is quite sim­
ilar to the well-known list length phenomenon (Raaijmakers & Shiffrin, 1980, 
1981a) and suggests that contextual information behaves like any other type of 
information that may be used as a cue for recall 
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The experiments discussed all attempted to manipulate the external con­
text Similar results have been obtained m experiments manipulating the in­
ternal state of the subject A nice example of this is an experiment by Bower, 
Monteiro and Gilligan (1978) in which the mood of the subject was controlled 
by posthypnotic suggestion An interference design was used, just as in the 
Bilodeau and Schlossberg study It was shown that list 1 and list 2 recall 
could be manipulated by equating the internal context at time of recall with 
one of the two list contexts at time of study In the experimental groups, 
the list 1 context always differed from the list 2 context, whereas there was 
no context change for the control group The results showed that if the in­
ternal context at test was similar to the learning context at study, then re­
lease from RI was obtained for the experimental group relative to the control 
group In the same way proactive inhibition (PI) could be diminished by equat­
ing the test context with the list 2 study context 
The abovementioned experiments have in common that different contexts were 
used, that is, context was changed drastically between different lists 
There are other phenomena that can be explained by assuming a more gradually 
changing context This assumption implies that the similarity of two contexts 
is determined by the distance in time This means that the context at time 
t(/) will be more similar to the context at time t(i*i) than to the one at time 
t[i+k] where к > / A prime example of such a phenomenon is the socalled 
spacing effect (Glenberg, 1976, 1979) For example, in a number of such ex­
periments, subjects serve in a continuous paired-associate task in which some 
pairs are repeated twice with differing intervals between repetitions Fur­
thermore, the interval between the last prpspntation and test (the retention 
interval) may also be varied In such a paired-associate paradigm, the data 
show an initial increase in the probability of recall, which is followed by an 
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eventual decrease as the interrepetition interval Is increased Similar ex­
periments have been done with free recall lists However, in this paradigm the 
number of associative connections formed is ал uncontrolled factor That is, 
both contextual change and number of different associative connections are 
confounded with the interval length In Glenberg's (1979) component-levels 
theory, which represents one of the most successful explanations of such spac­
ing effects, the assumption of a gradually changing context plays a prominent 
role. 
As remarked above, despite the heavy use of the concept 'context' in recent 
verbal theories, the assumption of a gradually changing context (as well as 
sudden changes in context) has not been formally incorporated in currently 
popular mathematical models for learning and memory As was already men­
tioned, the only two such attempts were made by Estes (1955) and Bower (1972), 
both developed in the tradition of Stimulus Sampling Theory In Estes' model, 
the stimulus or situation in which a subject has to learn a response is repre­
sented as a set of elements. On a learning trial, the subject samples 5 of 
these elements from the set S, which is itself a subset of the population 
set of elements 5* Some or all of these sampled elements may become condi­
tioned to the (to be learned) response (e.g. a rat pressing a bar as being 
the response to the onset of a visual signal Both the environment and the 
signal define the situation). During the intertrial (or intersession) inter­
val there is a gradual exchange between the elements in S and S' (the comple­
ment of 5) This will cause a decrease in the expected number of conditioned 
elements (e) remaining in 5. The probability of a correct response during 
test is simply defined as the ratio e/S In this way, Estes (1955) derives a 
formula for the probability of a correct response as a function of the inter-
trial interval and the number of reinforcement trials Because Estes defines 
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the whole situation as a factor determining the response probability, this 
model can be Interpreted as a contextual fluctuation model 
Another theory based on SST is Bower's encoding variability model (Bower, 
1972) Bower's starting point is the concept of encoding variability as pro-
posed by Martin (1968) Following Martin, Bower developed a model in which a 
fluctuating context determines the encoding of a study item It is assumed 
that an item carries with it a set of encoding operators (elements) of which a 
small set will be active at any moment in time These active operators define 
the way in which the item is encoded The activation-probability distribution 
over the set of operators is determined by the contextual environment Thus, 
during study, the item is encoded in a particular way If this Item would be 
presented for recognition immediately after Its first presentation, then it 
would be perfectly recognized as having being presented before since the same 
operators are active due to an unaltered contextual state However, as the 
retention interval increases there will be an exchange between the active and 
inactive sets of operators due to contextual change As a consequence of this 
process, the active operators at test will not in general constitute the same 
set of active operators as the one during study This means that the item at 
test will not be encoded in the same manner as during study In this way, 
probability of recognition (Bower does not present a worked out theory for 
paired-associate recall) decreases as a function of the retention interval 
Thus, in Bower's model context does not directly influence the probability of 
correct recognition That is, context is not itself conditioned to the re-
sponse It influences recognition through the encoding mechanism 
We will now turn to the main purpose of this chapter In the next sec-
tions, we will develop a model for contextual fluctuation which will be m -
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corporated in the SAM theory (Raaijmakers & Shiffrin, 1981a) We will show 
that the incorporation of the context model within the SAM theory, using the 
context cue as the obvious interface between both theories, leads to a model 
that easily explains a large number of time-dependent characteristics Spe­
cial attention will be given to interference phenomena 
As was shown by Bilodeau and Schlossberg (1951) and Bower, Monteiro and 
Gilligan (1978), context seems to be an important factor determining inter­
ference effects The SAM theory assumes that context acts as a search cue 
similar to other retrieval cues such as category names In the SAM theory, 
context has been used as the factor that allows the memory search to be fo­
cused on the target list of items Moreover, Raaijmakers & Shiffrin (1981a, 
ρ 129/130) assume that contextual change is one of the major factors deter­
mining forgetting For example, it is easily shown that SAM can explain the 
environmental reinstatement effect simply by utilizing two different context 
cues representing the two environments Figure 2 1 gives an example In a 
simulation of the effect, two lists were 'recalled', each under the same/dif­
ferent context conditions (see above, Godden & Baddeley, 1975) The figure 
shows that recall decreases if the test context (SI or S2 in the figure) dif­
fers from the input context 
Although SAM is able to handle interference effects, it cannot as yet ex­
plain the time-dependent characteristics of these phenomena One aspect of 
the SAM model that could be made time-dependent is the associative strength of 
the context cue to the stored images Thus, in the next section we will de­
velop a context fluctuation model This model will then be incorporated into 
the SAM model and will be used to explain interference phenomena such as RI 
and PI In addition it will cover list discrimination effects as a function 
of the interlist interval and the number of list presentations It should be 
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/ igu e 2 1 Results of a simulation of the environmental reinstatement 
effect by the SAM model List recall is predicted for the case where 
learning context and test context are the same and in case they are 
different 
noted that the latter extension of the fluctuation model will be of minor im­
portance and it will only be used in some special applications as described in 
Chapter 3 However, since list discrimination can be important in interference 
designs, we have decided to develop and present this extension 
2 2 Description of the model 
The model that we will discuss is an element-based context model in the 
tradition of Stimulus Sampling Theory We will present the model as it ap-
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plies to the paired-associate learning paradigm although it could undoubtedly 
be generalized to other paradigms such as free recall 
Let us start with a verbal description of the model Following Estes 
(1950, 1955) and Bower (1972), context (both the internal and external con­
text) will be represented as a mathematical set of elements However, at any 
given time only a part of this context is perceived by the subject and this 
subset is therefore denoted as the current context A more exact definition 
of the concept of 'current context' will be given at the end of this section 
Elements which are part of the current context are said to be in the active 
state All other elements are inactive Furthermore, we assume that at any 
moment in time only a fixed number, n, of the elements can be in the active 
state With the passage of time, the current context changes due to a fluctu­
ation process This process establishes that inactive elements may become ac­
tive, whereas active elements may become inactive This mechanism is shown m 
Figure 2 2 In this figure, с denotes the probability that an exchange occurs 
during a small time interval At 
Before applying these ideas to the paired-associate design, we will first 
discuss how these notions relate to the concept of contextual information as 
used in the SAM theory According to the SAM theory, at the time of study 
both item information and context information will be stored in long-term mem­
ory In the paired-associate version of the SAM theory, it is assumed (see 
Chapter 3) that both the S-R pair and the contextual elements are encoded as a 
unit (image, episode) (Raaijmakers & Shiffrm, 1980, 19В1а, 19 1Ь) In the 
previous sentence we also implicitly defined an important characteristic of 
active elements Only elements in the active state can be encoded in images 
It is assumed that both the associative strength between items of the same 
pair and the contextual associative strength are determined by the presenta-
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set of inactive 
elements 
set of active 
elements 
Figure 2 2 A graphic description of the fluctuation process assumed 
in the context model During the time interval At there exists a 
probability с that two elements, one active and one inactive, are ex­
changed between subsets 
tion time In order to relate this to the context model, it seems quite natu­
ral to assume that the number of active elements which will be encoded in the 
image is a function of presentation time 
One additional assumption has to be made in order to extend the model to 
describe list discrimination processes It is supposed that a stored element 
may become associated to a listcode 'List i' (Anderson & Bower, 1972) By this 
we mean that a stored element may carry with it information about the list in 
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which the S-R pair appeared Hence, it is assumed that a decision concerning 
the list membership of an Item, will have to be based on the contextual ele­
ments encoded in the memory trace of that item With this assumption, the 
model can be extended in order to handle list discrimination phenomena 
We will now apply these ideas to a paired-associate interference design 
(Α-Β,Α-C), by elaborating these ideas in a simple example Imagine that a 
subject is given one study trial on a list 1 stimulus-response pair (a-b) and 
one study trial on the corresponding a-c pair, followed by a retention test 
(Α-B denotes a list of paired associates, whereas a-b symbolizes an individu­
al pair) Thus, both 'lists' contain only one S-R pair This particular 
situation is illustrated in the following scheme 
a-b t. a-c t, test 
where t. and t-> represent the interlist interval and the retention interval, 
respectively Consider what happens when the a-b pair is presented to the 
subject for study As noted, there exists a universe of context elements, of 
which a subset of η elements are said to be active Before any pair is stud­
ied, all elements will be denoted by the symbol y, which means that such ele­
ments are not as yet encoded within any image During presentation of the 
a-b pair, any active contextual element and only an active element may be en­
coded in the item's image Thus, the encoding process is probabilistic Such 
an encoded element is denoted by x1, which has subscript 'l' because it be­
longs to a list 1 image Not encoded elements remain members of class y 
During the interlist interval t«, the fluctuation process causes a new sample 
of the context elements to be active during presentation of the a-c pair 
This active set will contain x. and y elements Some of the active y elements 
are stored within the a-c image These elements will be symbolized by x« 
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However, an active x. element can also be stored within a list 2 image If 
this happens, then this element refers to two different traces (a-b and a-c) 
belonging to different lists, that involve the same stimulus terms Such an 
element is no longer denoted by x1 Instead we will refer to it by χ (over­
lap element) At the end of the retention interval (f·,) the active set will 
eventually contain x., x_, χ and y elements These elements constitute the 
context cue used to retrieve images from memory Its associative strength to 
an image from list ι is assumed to be proportional to the sum of activated x, 
(i=l,2) and χ elements 
After the subject retrieves a response by using the stimulus and the con­
text cue, he has to make a decision concerning list membership In this pro­
cess, it is supposed that the elements recovered from a retrieved image deter­
mine the discrimination probability, where unique elements (if they are 
associated to the list code) increase the probability of a correct decision, 
while elements referring to both lists deteriorate it This situation will be 
modelled by a detection model developed by Luce (1963) For this moment we 
have kept the outline for the list discrimination process very simple Addi­
tional assumptions will be needed before we can set up a formal model for this 
part of some memory tasks This will be done in paragraph 2 7 
Summarizing, we always have two sets of context elements, those active and 
those inactive Active elements may be encoded during a study trial The prob­
ability of recall during a test trial is a function of the intersection of the 
subsets of context elements active at test and the elements encoded in an im­
age Recovered from an image, elements may give list information Now we can 
give a more stringent definition of 'the current context' The current con­
text is defined by those elements that directly influence the probability of 
recall (the active elements) 
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Sofar we have described the mechanisms by which context is supposed to in­
fluence memory performance At this point, we have to consider some assump­
tions to be made concerning the fluctuation process before we can develop the 
mathematical model in the next section. It will be assumed that during a 
learning trial the contextual state remains fixed, i.e active elements remain 
active and similarly for inactive elements This simplifying assumption is 
made primarily to keep the model mathematically tractable. If one would as­
sume that the context fluctuates within as well as between learning trials, 
one would have to treat all items individually, which would lead to difficult 
and practically unsolvable complications. The above assumption therefore im­
plies that we disregard an item's position in the list. 
In addition, we will have to make some decisions concerning the relation­
ship between the elements encoded on a given trial in the images (traces) cor­
responding to different items. It seems unlikely that the same subset of ac­
tive elements is encoded in all images, especially since it is also assumed 
that the number of elements encoded depends on the presentation time It will 
therefore be assumed that the encoding of active elements in a memory image is 
governed by a stochastic process and that the subsets of active elements which 
are encoded in the images of different items are independent samples from the 
set of elements that constitutes the current context 
In order to help the reader understand the model, we will give a summary of 
the assumptions just described. 
- Context is represented by a universe of elements. 
- This universe of elements is partitioned in two subsets of elements, active 
elements, π in total, and inactive elements. 
- During a list learning trial no exchange occurs between the two subsets. 
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- Exchange only occurs during the time interval between two list learning tri­
als (the intertrial interval), during the interval between two different lists 
(interlist interval) and during the retention period 
- During a list learning trial only the active elements may be encoded In an 
image. 
- Storage of an active element is a stochastic process Then, a random sample 
of the set of active elements is encoded in an image and the probability of 
encoding is a positive function of the presentation time. 
- An element which is encoded in a list 1 image is denoted by x.. If it is 
only encoded in a list 2 image then it is symbolized by x,. Not encoded ele­
ments are referred to by the symbol y χ elements are elements that are en­
coded in both a list 1 image and a list 2 image, images that share the same 
stimulus. 
- Encoded elements may become associated to the listcode. 
2 3 The mathematical model 
The most general form in which we can formalize the abovepresented ideas is 
probably by the use of matrices. Ve can visualize the state of all elements 
by the following matrix. 
'11 
1 
0 
1 
'12 •• 
0 
1 
'21 
0 
1 
'22 •• 
In this matrix, the rows correspond to the individual elements whereas the 
columns correspond to the images in memory The first subscript of a column 
image denotes the list to which the image contents belongs The second sub-
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script differentiates between Images corresponding to the same list A 'zero' 
at the intersection of a row and a column denotes the fact that the row ele­
ment is not stored in the column image A 'one' indicates the storage of that 
particular element The matrix only gives the state of the elements as far as 
storage is concerned However, this matrix does not tell us anything about 
the state of the fluctuation process With this general approach, one has to 
use a computer to simulate the fluctuation process as depicted in Figure 2 2 
With such a simulation of the fluctuation process, at any time a subset of the 
row elements constitutes the active set Such a general approach may be use­
ful in cases in which not all Items from the list are available equally often 
to the subject (in particular In repeated recall situations in which the sub­
ject does not recall all items The consequence of this is that they cannot 
be treated as a group) However, such an analysis seems to be unwieldy and 
therefore we will simplify the situation by deriving formulae that give the 
expected number of active encoded elements as well as the expected total num­
ber of encoded elements 
Using the assumptions stated above, we will first derive an equation that 
gives the expected number of elements from a certain class ν (v= χ., χ,, χ or 
y) which are active following t seconds of fluctuation, given that the state 
at t-0 is known This equation can be derived by solving the following dif­
ferential equation 
dA 
— = HA' - M 
dt 
and 
A'= К - A 
51 
where A denotes the expected number of active elements from a certain class 
v. A' represents the expected number of elements that are inactive and also 
belong to v. К equals their sum: A+A'. % can be interpreted as the rate at 
which an inactive element becomes active, whereas β gives the rate at which an 
active element becomes inactive. Then by substitution, 
dA 
— = кг - (τ • ъ)А 
dt 
The solution of this differential equation i s : 
А(П = /ífOJe"(!r*B)t+ К {í - e ' ^ ' W } (2.7} 
ï • í 
Thus A(t} gives the number of elements from class ν that are expected to be 
active following t seconds of fluctuation. 
Next, we need a learning equation, i.e. a formula that gives the expected 
number of active elements that will be stored in an image during a study tri­
al. We will assume that the increase in the number of stored elements is pro­
portional to the number of active elements being as yet unconditioned (i.e. 
not stored). This assumption is crystalized in the following differential 
equation: 
dC 
— = a(n-C) 
d-t 
where С denotes the expected number of conditioned (and active) elements, η 
refers to the number of elements being active and α represents a rate factor. 
The solution is: 
C ( T ) = C(0)e"OT + n(í-e"atJ 
where τ is equal to the presentation time. Hence the probability that an ac­
tive element that has not already been encoded in the image, is stored during 
a study trial of τ seconds is equal to 
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w = = 1 - e'" (2 2Ì 
n-C(0} 
Equations 2.1 and 2.2 will be used in order to derive formulae that will 
give the expected number of elements from class ν that are active t seconds 
following the last learning trial (Í.,) on list 2 and L. learning trials on 
list 1. The following scheme shows an example of the multitrial list learning 
situation: 
Α-B tj Α-B t; Α-B t2 Α-C t? Α-C t3 TEST 
We will give a brief summary of the notational system that will be used. 
A (i,l,t): A function that gives the expected number of elements from class 
v, which are active t seconds after the j-th learning trial on 
list 2 and following ι learning trials on list 1. If 1=0 then we 
are only considering the list 1 learning phase 
К [1,lì: Gives for arbitrary / (list 1) and ƒ (list 2) trials the total number 
of elements belonging to class ν 
The equations we will present are difference equations (Goldberg, 1958). 
It should be noted that, although we will use three different time interval 
lengths, in fact all intervals may be of arbitrary length. In case of list 1 
learning trials, we will show the reader a quasi-analytical solution of 
Aj(l,0,t). The fact that these difference equations cannot be solved analyt­
ically is due to the conditioning probability w. Thus, in practice, one 
should compute the expected values by successive applications of these differ­
ence equations. Let us start with list 1 trials (.1=1,1-0) Previous to the 
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first learning trial, η elements of class y will be active, since none of the 
elements has been encoded as yet. Immediately after the first trial, n*w of 
these elements are conditioned and thus turned into x1 elements During the 
intertrial interval fluctuation occurs and on the second trial another subset 
of the remaining y elements is transformed into x. elements Thus in general 
we have the following difference equation for x. elements: 
Κ,ί/,0) = Κ,α-Ι,Ο} * wAy(l-1,0,tj) 
= Kf{h1,0J * w{AyU-1,0,0i е-'1*^/ • Kylì-1 ,ΟΜ*,» 
where hit) is defined by: 
1 + 9 
The terms between {} directly stem from Equation 2.1. Following an intertrial 
interval of length t. seconds, the expected number of active x. elements will 
be· 
Ajll.O.t,) = Α,ΙΙ,Ο,Ο) e-i1*"'» • KjU.Omtj) 
Due to the conditioning process, the number of y elements decreases. This 
leads to: 
KyU.O) ' Ky(i-1,0)-[lKjt¡,01-Kj{i-1,0)} 
= К U-l ,0ni-*h(tt))-A (i-1,0,0)w e"(T*B)tí 
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At the start of the /'th fluctuation period, the number of active y ele­
ments is given by 
Ay(i.0,01 = (l-wHAyV-I.O.Oie'WMl * Ky(h1 .OMt,)} 
Using the abovepresented equations for fjf/,0), ΑΛΙ,Ο,ί.), К [¡,0), 
А (1,0,0) and starting from the first learning trial, one can derive a quasi-
analytical solution for A.(l,0,t.), 
• l {wAyU-j,0,0)e~Ut1nt*6it1 * {K,r/-/,0)*wKy(/'-/,<m/7(t,)e"'(T*e,tn} 
+
 Σ {/1v(/,0,0)e"(ar+"rí*ífv(/,0)/i(t,))w/>(t,) 
1=1 У У ' ' 
which shows that Α.(ί,0,t.) is, even in this simple case, a function of other 
unsolved variables There is no way that we are aware of in which we can solve 
this rather complicated equation analytically. Therefore, in case of list 2 
learning trials, we will restrict ourselves by only giving the relevant dif­
ference equations First, we need the state of affairs at the end of the in­
terlist interval, which is given by: 
AjiLj,0,t2) = AjCLj.O.OJe'11*^ * Κ,ίί,,,Ο)/.^) 
and 
Ay(Lv0,t21 = n-AjlLj.O.tJ 
where L . denotes the last list 1 trial Using these values, we can formulate 
two difference equations for each kind of element class ν during second list 
learning For the x. elements these are given by: 
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Κμΐ-,,η = K1(L1,i-iyw{A1[L1,¡-1,0) e"(r+S)t7* /CyCÍ., j-ÍMt,)} 
Α,Ο-,,Ι,ΟΊ = d-wìAjCLj.l-l.tj] 
Thus, the number of these elements diminishes, because they may become overlap 
elements. In case of y elements we have 
К yd-,.П = К (Lj.i-I) - w(A lLvr1,0ìelì^)tn К (/.,,/- nh(tj)) 
Ay(L1,i,0) = U-wJAyiLjJ-l.t,) 
Active у elements may be encoded in list 2 images and will then be referred to 
as x.. For x, elements we find, 
K^Lyi) = K2iLvi-1) * wAyCLjJ-l.t,-) 
A2i.L1,i,0i = A2ÍLv¡-1,0)e'ít*i')tU ff2fí.,,/-r)hft,) * w>4y(í.,,/-;,í,) 
which can be used to compute Ap(L.,j,t). As has been described in the previ-
ous paragraph, x. elements encoded in list 2 images are referred to as overlap 
elements. The abovepresented equations are also obtained for the overlap ele-
ment class: 
KoÍLvn = K0dv¡-1) * wAjlLjJ-l.t,} 
A0(.LvhO) = i4o(í.,,/-í,0Je"í,r*P,tí* KJLjJ-limt,] * w/t,íí.,,/-í,t,) 
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from which A (i.«,/',() may be computed. With this system of difference equa-
tions, one can compute the state of activation at the end of the last list 2 
trial (£.•))· The results of these calculations can be used to compute the ex-
pected number of active elements of each class (x., x-, x · У) at the time of 
test. As a check on these calculations, the total number of active elements 
should be equal to n. Parenthetically, it might be noted that some of the 
abovepresented difference equations can be analytically solved when w=7. 
Furthermore, the reader should note that К (I J) gives the expected number of 
class ν elements that will be found in a recovered image: Except for the case 
where v=y, these total numbers of encoded elements will be needed in the list 
discrimination formulae. 
2.4 Implementation in SAM 
In the previous section we have developed a theory of context fluctuation 
which now has to be interfaced with the SAM theory by the use of SAM's context 
cue strength. In the original SAM model, the context strength depends on 
presentation time and is given by s=By*x which is independent of retention 
time (Θ, may be regarded as a scaling constant). At this point we will have 
to find a correspondence between the old SAM Sj*t contextual strength and the 
present context model. The most natural assumption would be that the contex­
tual associative strength as used in the SAM theory, is proportional to the 
intersection between the number of active context elements at test and the el­
ements stored within an image. Regarding a list i image, the intersection will 
consist of a number of active x. and χ elements. Hence, the associative 
strength (.St) between the context cue at test and a particular list i image is 
equal to: 
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η 
The implementation of this context model in SAM poses a number of other 
problems which we will briefly discuss In SAM, associative strengths are in­
cremented after successful recall (a learnmg-during-retrieval assumption) 
For paired-associates this means that the interitem strength and the contextu­
al strength will be incremented after recall of the response Within the 
context model, the increment should be proportional to the number of active 
elements that are not encoded in the image This process can be understood as 
follows Recalling a response means that the subject was able to recover the 
Image (the representation of this pair in long-term memory) This means that 
the content of such an image was activated at that moment We assume that 
during this period, the active contextual elements which were not already 
stored in this image, may now be stored into this memory image I e, they are 
stored together with the other elements from the recovered image When the 
subject is tested a second time on this stimulus-response pair, the expected 
overlap between context cue and image will be larger than before which leads 
to a higher recall probability 
However, if one wants to work with these incrementing processes, then one 
will have to resort to Monte-Carlo simulation methods and use the general 
method as presented at the beginning of this section, treating all items indi­
vidually Since the data that we will consider do not seem to require this 
incrementing assumption (it will only lead to a little increase in overall in­
terference and thus lowering the overall recall patterns) we will work with 
the simplified model without a learning-dunng-retneval assumption 
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Furthermore, it should be noted that it is assumed that during repeated 
presentations of a stimulus-response pair, such a pair is always recognized: 
I.e. its image which was stored at the first presentation, is always success-
fully recovered as it is presented for repeated study trials. Thus, the pres-
ent model could be generalized by assuming that on a repeated presentation 
context elements are added to the memory image of a previous presentation, if 
that image is retrieved on the second presentation. If it is not recognized 
(i.e not retrieved), then a new image would be formed. Such a more complicat-
ed study-phase retrieval model may be important for the explanation of spacing 
effects, but does not seem to be necessary for the modelling of list learning 
paradigms. 
Finally, we have to discuss the introduction of overlap elements as a sepa-
rate class of elements. This idea has its foundation in experiments done by 
Smith (1979) and designs where the interlist interval is varied. Experimental 
results from such studies indicate that subjects are able to remember informa-
tion about the study context before they start recall, which leads to enhanced 
performance. This observation may be handled by our model if we assume that 
the subject uses the current context in order to sample contextual elements 
not active at the time of recall. This retrieval strategy may be shown to lead 
to enhanced recall if the subject is able to retrieve unique elements pointing 
to the list he is trying to recall. Obviously, this strategy will only be 
successful if there are relatively few overlap elements, since overlap ele-
ments do not help in focussing the search on a particular list. At the end 
of Chapter 3, we will discuss this matter in further detail and present pre-
dictions for recall enhancement based on a contextual retrieval mechanism. 
59 
2 5 Identlfiabillty of the parameters 
Detailed inspection of the model reveals some problems concerning parameter 
identification First, it can be shown that the parameter η in Equation 2 3 
is not identifiable, because the expected number of elements active (of any 
class) is proportional to л As a consequence of this property this parame­
ter cancels out of the contextual strength equation 
A second point to note is that if one tries to fit data in which presenta­
tion time (τ) has been a constant and a list is presented for only one trial, 
then Θ, and α (Equations 2 2 and 2 3) are not identified This can be proven 
in the following way Consider the presentation of an item With τ seconds of 
study tine, we may compute the number of elements stored in its image Let 
this value be C(t) Following a t seconds retention interval, the context 
strength will be (see Equation 2 1) 
j = { C ( i ) e " ( , r + e ) t * C(T;/7( f ) }e 2 
If τ is set at a constant value within the experiment and thus constant within 
the model, then a, upon which C ( 0 depends, and Θ, are interchangable and 
therefore unidentifiable A simple solution to this problem is to fix α at 
some arbitrary value or at a value found in previous applications It should 
be noted that as soon as more than one list presentation is given, then both α 
and By can be separately identified For additional remarks about identifi-
ability, see Appendix A 
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2 6 Some characteristics of the context fluctuation model 
In this section we will consider applications of and predictions made by 
the context model The examples are based on the following parameter values 
ϊ=0 01, P=0 035, β2=0 20, τ=« 0, o=0 62, f?=70 and t2=70 These values are 
more or less arbitrarily chosen They however confonn to the demands that they 
are not situated at the extremes of there corresponding domains and they are 
representative in the sense that the general pattern of results does not alter 
if we chose another subset of values 
First, we computed the number of active elements (say x.) as a function of 
the retention interval given 2, 10 or 20 list presentations Remember that 
contextual strength is directly proportional to the number of conditioned ele­
ments that are active The results are presented m Figure 2 3 It is shown 
that the number of presentations immediately influences the number of active 
elements and the asymptotic values that are reached It can be shown (see 
Chapter 3) that this mechanism describes the relation between initial response 
strength and forgetting as observed by Slamecka and McElree (1983) 
Figure 2 4 shows a few plots based on the model's equations giving expected 
total number of class ν elements as a function of study trials The figure 
shows expected total number of class ν elements existing immediately after 
each of five list 1 trials and three list 2 trials Obviously, during list 1 
learning trials the number of x. elements increases steadily Furthermore, 
after the interlist interval, a number of these x. elements transform into χ 
1 о 
elements, while the number of x. elements start to increase during list 2 
learning trials 
Figure 2 5 presents the continuous change of active elements as a function 
of the retention interval This figure shows a continuous growth in the num­
ber of active у elements over the retention interval With this property of 
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time 
Пдиге 2.3 A single list is presented for 2, 10 or 20 trials. The 
number of active conditioned elements corresponding to this manipula­
tion are shown as a function of the retention interval 
the model forgetting (as a function of the retention interval) is easily ex­
plained, because у elements are not connected to any of the to-be-recalled re­
sponses (or images) 
In Figure 2 6 total numbers of class ν elements are shown as a function of 
length of the mtertrial interval The behaviour of these curves leads to the 
conclusion that distributed learning should be better than massed learning, 
because the total number of elements conditioned (of whatever kind) increases 
with larger mtertrial intervals. This socalled distributed learning effect 
is a well known phenomenon (Robinson, 1921; Hovland, 1938) 
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Figure 2Л Expected total number of class ν (v = χ,, χ,, χ , or y) 
elements existing immediately after each of five list 1 trials and 
three list 2 trials. К denotes the expected total number of class ν 
elements existing after / list 1 trials and / list 2 trials. 
In Figure 2.7 it is shown that the production of the total numbers of elements 
belonging to a certain class is strongly influenced by the interlist interval: 
Increasing the interlist interval leads to fewer overlap elements, which will 
be shown to result in enhanced list discrimination. Furthermore, the number 
of overlap elements may have considerable influence on recall if we consider 
the hypothesis that subjects may be able to retrieve contextual information 
before starting recall. This point has already been discussed in the section 
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Figure 2.5 The number of active class ν elements as a function of the 
retention interval. 
describing the implementation of the present model in SAM. If both lists have 
a large number of elements in common, then contextual information retrieval 
will not help the subject much, because he will mainly retrieve new overlap 
elements that also point to both lists Data from Smith (1979) and Bilodeau 
and Schlossberg (1951) may be interpreted in this way (Also see the end of 
Chapter 3). 
The most interesting predictions are concerned with spontaneous recovery 
and PI, being functions of the retention interval. Let 5* and 5л be the con­
textual strengths for a list 1 and a list 2 item respectively. Then, accord­
ing to SAM, the probability of sampling a list 1 image is approximately: 
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Figure 2.6 Total number of class ν elements as a function of inter-
trial interval lengths at the end of five list 1 trials and three list 
2 trials. 
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Figure 2.7 The total number of overlap elements as a function of the 
interlist interval. Unique elements are also depicted. 
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θ, * Ï,»52/Sr 
Perhaps this equation might be better understood after we have introduced 
the SAM model for paired-associate learning (Chapter 3). For the moment how-
ever, the effect of contextual change is the only thing of importance and the 
effect can be apprehended by the following: fhe probabilities of recall asso-
ciated with response R1, connected to the stimulus S with strength ^, and re-
sponse R, (strength T« ) depend on the ratio s./s.. The behavior of this ra-
66 
tio as a function of time is shown in Figure 2.8. The ratio Sj/s. decreases as 
the retention interval increases This causes an increase in p(A«|5J, the 
phenomenon which is known under the name 'spontaneous recovery'. By the same 
mechanism ρ(Λ.|5)=ϊ|/{Ι«+θ«ί./s») decreases (proactive inhibition), because 
this probability is a function of sj/s,. 
1.70· 
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Figure 2.8 The context strength ratio s_/s. as a function of the re­
tention interval. 
The context strength however, is not only involved in the sampling formula of 
the SAM model, but also in SAM's socalled recovery function (see Chapter 1). 
The recovery probability is a monotonie function of both the context strength 
and other associative strengths According to the fluctuation model, the con­
text strength of the second list decreases faster than the one from list 1, 
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since the decrease in context strength is deaccelerated Thus, it is also 
true that the decrease in recovery probability for list 1 is retarded as com­
pared to the second list context strength Then this alone could establish 
relative spontaneous recovery Depending on the parameter values, spontaneous 
recovery will be either relative or absolute Both cases have been found in 
experimental data (Koppenaal, 1963, Birnbaum, 1965, Postman, Stark & Fraser, 
1968) 
2 7 List discrimination 
Let us now consider the extension of this model to list discrimination 
During study of each S-R pair, the subject samples at random к elements (k £ 
л) from the current context, which is assumed to be constant during a par­
ticular learning trial These elements are encoded in the image Thus, each 
active element has a constant probability w (Equation 2 2) of being encoded 
during presentation of a S-R pair If such an element is encoded, it may be 
conditioned to the listcode ι with probability г This may be represented by 
the following Markov chain, 
Í-W 1-r 
9'—.9 .LCO/ 
w г 
where state I' means that the element is not encoded, I denotes the encoded 
state, whereas LC means that the element is conditioned to the list code 
With such a mechanism, list length appears to be an important variable de­
termining the probability that an element is conditioned to the list code 
This dependency will now be discussed 
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In order to determine the probability of correct list discrimination, we 
will have to derive the probability that an element that is recovered from a 
list 1 image is conditioned to the list 1 code and/or to the second list code 
Obviously, such an element will have been active at least once during list 1 
presentations (otherwise It could not have been encoded in the Image) The 
first thing that we will need is the probability distribution f(k,m)Ac'): The 
probability that an element has been active к times during list 1 learning 
and m times during list 2 learning, given that it has been active at least 
once during list 1 presentations To derive this function /(/c,m|/4c), we will 
make use of a Markov chain in which the states correspond to the number of 
times the element has been active. The Markov chain corresponding to list 1 
presentations is represented by the following transition matrix, T.: 
Tr 
>-1 
s 
( о 
'-2 
-1 
P2 
"; 
I-P2 
1-Pj 
Pi 
h 
0 
1-P2 
1-P, 
0 
η 
where ν denotes the initial vector The states of this Markov chain are de­
fined as follows 
5.; Including the current learning trial / on which the element is active, 
the element has been active for / trials 
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S ,: The element has been active for / trials, but on the current trial it is 
inactive 
In this matrix p« denotes the probability that an element is active on 
trial h, given that it has been active on trial h-1 The symbol p, denotes 
the probability that the element is active on trial h, given that it has been 
inactive on trial h-1. L. represents the maximum number of times the element 
may be in the active state. Thus L. equals the total number of list 1 pres­
entations. The maximum number of times that an element may be active, depends 
however on the trial at which it became active for the first time Thus, we 
will have to find the probability distribution of ζ , p(Z=z\Ac): The prob­
ability that an element was activated for the first time on trial z, given 
that it has been active at least once during list 1 presentations Then 
p(Z=z & Ac) 
p(Z=Z\Ac) = 
pi Ac) 
From this it follows that 
d 
p(Z=1\Ac) = (2 4) 
1-U-dW-p2)L1~'1 
[1-dU1-P2)Z'2P2 
p(Z=z\Ac) = z>2 [2.5} 
J-n-dK'-P^'"' 
where (У~Т/(Х-*р) denotes the probability that this element was active on the 
first list 1 trial Ζ and β can be found in Equation 2.1. 
From Markovian theory we derive the following vector· 
"ζ
 = vT1Ll~Z i2·«) 
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where the vector α contains the state-probability distribution of an element 
at the end of L.-z additional trials, given that it started in state S.. ζ 
denotes the trial at which the element was activated for the first time. 
Using Equations 2.4, 2.5 and 2.6, we arrive at the unconditional probabili­
ty distribution connected with the states: 
о = Σ p(Z=z\Ac}vT1L1~z (2.7) 
where α is a vector. 
We will now consider what happens to our element during list 2 learning 
trials. We will first present the list 2 transition matrix T, with state SQ 
added, because our particular element does not have to be active at all during 
list 2 trials. 
T2= 
'-1 
w = 0 
0 
'-1 
P, Í-P, 
Pj I-P3 
0 
0 
Pu 
u2 
u1 
1-u2 
1-й, 
The matrix W seems to be a little bit unusual to represent an 'initial 
vector'. However, we have to distinguish between starting in state SQ or 
state 5. as a function of being active on the last list 1 trial (+) or being 
inactive at that moment (-). u. and Up, as well as p, and р„ have a similar 
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interpretation as p . and p, except that they may have other values depending 
on the length of the interlist (Intertrial) interval Let t, denote the num­
ber of list 2 trials Then it follows that 
C= AWT2
L2'1 (2 8] 
where the matrix С contains the joint probability distribution over all list 
1 and list 2 states Matrix A is defined as follows 
A - = ai i f state σ,= + 
Α ι - a. if state a = -
else Α.. = 0 
where a. represents the / 'th vector element from a (Equation 2 7) If we sum 
all pairs of states S. and 5 to form a single state 5 (by pre- and postmul-
tiplying С with certain properly designed selection matrices), we arrive at a 
matrix which will be denoted by С . This matrix contains all joint probabil­
ities f(k,m\Ac), the probability distribution of the events that an element 
found in a list 1 image at the end of the retention interval has been active 
during к list 1 trials and m list 2 trials An example of the way in which 
the abovepresented formulae work out is given in Appendix В 
Next, we will have to derive the expected number of images in which the el­
ement is stored during the к trials of list 1 study in which this element has 
been active Our element was found in a list 1 image and therefore it has been 
active at least once On the trial on which the element was stored in the im­
age, there was the possibility that it was also stored in h-1 (here, h de­
notes the length of list 1) other images as well As we know, each of these 
events has probability w of occurring Tf this element has been active for к 
trials, then it has had k*h-1 additional opportunities of being stored, each 
with probability w (Of course an element can only be stored once in the 
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same image, but it is also true that it can be In a 'storage state' if the 
same item is presented for another tine). Thus we arrive at the binomial dis­
tribution for the number of times (X) the element is stored during list 1 
trials. 
'
f
*
/
'-
,
 ж-f Ir*/.-* p(X=x\Ac) = [ V '('- Г " * xil 
x-1 
The probability that an element, given that it Is stored in χ images, is 
conditioned to the list code is : 
PLC = ' - C - ^ " 
r refers to the list-code conditioning probability. 
This leads us to the expected probability that the element is associated 
with the list 1 code (remembering that it is stored in at least one list 1 im­
age): 
L C
' x=1 x-1 
= 1 - {1-rW-*r)k*h~1 
or, in words, the expected conditional probability equals the complement of 
the probability of not becoming conditioned to the list 1 code. For list 2 
presentations a similar analysis leads to: 
f(P L C 2|m) = 1-l1-wrlm*9 
which gives the probability that this particular element is conditioned to the 
list 2 code, where g denotes the length of list 2 (note that it is possible 
that the element is not stored in any list 2 image). 
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Finally, we will use f(k,т|Лс) m order to derive the expected uncondi­
tional probability that this element is connected to the list 1 code denoted 
by LC1 and the probability that it is connected to the list 2 code (LC2): 
Ί
 = £ (PίC7 , = I { l fV<MAc)) {7 - (l-rHI-wr)***'1) 
к m 
and 
r2 = ElPLC2i = Σ ί Σ Г(к,т\Ас» {1 - (1 - wr)"1*9) /π к 
Thus г· represents the expected unconditional probability that the element, 
which was found In a list 1 image, is conditioned to list code i This deri­
vation could also be performed in case of an element found in a list 2 image 
It can be shown that this leads to a similar solution We only have to inter­
change Lj and Ly, and h and g These values are then substituted in the 
equations in order to arrive at the probabilities r. and r. corresponding to 
an element recovered from a second list image 
The expected total number of list 1 image elements conditioned to either or 
both list codes is given by Q. and Q, 
Q2=lK^K0)r2 
where К denotes the expected total number of class ν elements stored within 
the image Finally we need a equation that transforms Q. and Q, into a prob­
ability of correct list discrimination For this purpose we will use Luce's 
detection model (1963) with bias parameter iff) In this way, we find that 
the probability of deciding that the list 1 response, Rj, belongs to list 1 
is equal to· 
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v1 r1 
p(L,st ί|Λ;} = = 
v1 * v2 r1 * 6^^г2 
where V denotes the strength of the information in favor of list ι (Vj-Q. 
and Vo-GfOQ,) fi(t) depends on the retention interval t and is arbitrarily 
defined by 
Thus, with short retention intervals δΓί)=δ_ and when we set 6 =7 then the 
о о 
subject's decision to emit a response is only determined by list discrimina­
tion and not by any kind of bias Furthermore, 6(oo)-0, because it is not un­
reasonable to assume that the subject's strategy is to emit every recalled re­
sponse in cases in which response retrieval becomes hard (which is the case as 
f* oc) The bias parameter may of course be manipulated by instructions given 
to the subject Exactly the same derivation holds for a list 2 image 
Although we presented a socalled all-or-none conditioning model with re­
spect to the list code association mechanism, it should be mentioned that an­
other plausible model relies on a gradual strengthening of the association be­
tween an element and the list code For example, we may assume that the amount 
of list information given by an element is proportional with the number of im­
ages in which it is stored The expected number of list 1 and list 2 images 
containing the particular element found in a list 1 image at recall time, is 
equal to 
r, = Σ { Σ f{k,m\Ac)){1+{l<h-1)w) 
' к m 
and 
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г, = Σ { Σ f(k,m\Ac»{mgw) 
1
 m к 
As far as we know, the foregoing analysis represents one of tbe very few 
models describing list discrimination Bower's (1972) model is another exam­
ple Although some of the assumptions may appear to be a little bit arbi­
trary, the reader should not judge to fast about this list discrimination mod­
el Such a judgment would have to be based on existing experimental analyses 
of list discrimination data, analyses which can be shown to be rather Incom­
plete For example, in most list discrimination experiments in which a recog­
nition task is utilized, retrieval and list discrimination functions are con­
founded The observed list discrimination probability functions usually 
decrease as a function of retention time (Winograd, 1968) However, recogni­
tion probability also decreases In terms of the SAM model, a recognition 
failure may indicate that the subject was not able to retrieve the correct im­
age Our equations, however, only apply to list discriminations that are 
based on retrieved images 
Let us now examine some predictions made by this model in case a list 1 
response has been retrieved and the subject has to decide in which list the 
item was originally presented These predictions are shown in Figure 2 9 and 
2 10 Parameter Ï was set equal to 0 0001, β equals 0 035, w=0 3, r=0 1 and 
both lists consisted of 25 items The values were arbitrarily chosen but are 
not unreasonably concerning there domain The interlist and intertrial inter­
val were both set equal to 10 units 
From Figure 2 9 it may be concluded that the probability of a correct deci­
sion increases with an increasing interlist interval 
76 
1.00 
К О · " 
3 
0.50 
100 
INTERLIST INTERVAL 
Figure 2.9 List discrimination in case of a list 1 response plotted 
as a function of the interlist interval. 
This probability also increases if both the number of list 1 and the number of 
list 2 presentations increase simultaneously (Figure 2 10). For a fixed num­
ber of list 1 trials, list discrimination deteriorates as a function of the 
number of second list presentations (Figure 2 10, denoted by crosses), because 
ал increasing number of context elements becomes conditioned to both list 
codes By the same reasoning, the probability increases if list 1 presenta­
tions outnumber list 2 trials Note that in all these predictions the bias 
parameter is held constant (6(f)=í). 
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Figure 2 10 List discrimination as a function of both the number of 
list 1 and list 2 presentations, where the number of second list pres­
entations is depicted In the figure itself 
Although not shown In a figure, the model also predicts that increasing the 
list length of a particular list leads to an increase in the list discrimina­
tion for that list. 
The predictions shown in Figure 2 10 are supported by experimental results 
found in the literature (Winograd, 1966). In case of the other predictions, 
we were not able to find any relevant data 
There is another, counterintuitive, prediction made by this model The 
model predicts that list discrimination is not a function of the retention in-
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terval. This hypothesis is supported by experiments performed by Koppenaal 
(1963) and Slamecka (1966). In these experiments list discriminations were 
made on recalled responses (thus on the proper images) and there was no sig-
nificant relation between list discrimination and the retention interval. 
Winograd (1968) concludes that the literature presents ample data that show a 
surprising degree of list discrimination retention as long as only the set of 
recalled responses is considered. It should be mentioned that this property 
of the model fits well within the SAM framework: It agrees with the assumption 
that, within a reasonable delay, there is no decay (or no detectable decay) of 
memory traces. To be honest, it also should be mentioned that these experi-
mental results may be due to selection artefacts. The responses recalled at 
long intervals may well have 'stronger' traces than the ones not recalled. 
2.8 Conclusions 
Evaluating the obtained results, we may conclude that the model agrees 
quite well in a qualitative sense with the experimental data and we think that 
the context fluactuation model will be a powerful extension of the SAH model. 
Moreover, although we have, understandably, focused on the relation to the SAM 
model, it should be noted that our results may also be useful for other quan-
titative theories that incorporate the notion of a fluctuating context. 
In the following chapters we will show the results of incorporating the 
just discussed model in the larger framework of the SAM theory. 
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APPENDIX A 
In the applications of the context model we have considered thusfar, most 
parameters are identifiable. However, it may happen that in some special ap-
plication, certain parameters may turn up to be no longer identifiable. In 
the applications of the SAM/context-fluctuation model, we are not able to ob-
tain parameter values directly by solving simple equations by hand. Instead we 
have to resort to computer minimization procedures : Procedures that minimize 
the difference between data and model predictions with the help of a socalled 
loss-function. Using such methods, problems concerning identiflability may be 
checked by minimizing the following function (Poison & Huizinga, 1974) using 
for example the STEPIT (Chandler, 1965) minimization routine: 
gl«*} = — ; ¡ 
(β*-β)'(β*-β) 
where θ is a column vector of parameter values corresponding to the minimum of 
the loss-function /(), β denotes another column vector containing any possi­
ble set of parameter values, ζ should be set at a sufficiently high value in 
order to force the search for optimal parameter values in such a direction 
that f(B ) remains as close as possible to flB). In order to minimize the 
complete function, values of θ have to be found that are as far from the ini­
tial parameter values as possible and at the seme time maintaining its associ­
ated loss value at a minimum (which is f(6)). Then, ideally spoken, unidenti-
fiability of the parameters is shown if g[B ) is minimized, f[B)=f[0 ] and θ 
does not equal θ . 
Unfortunately, we encountered a problem with this procedure. The problem 
arises as soon as parameters differ markedly in their sensitivity with regard 
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to the loss function f() In other words, for certain parameters there may 
exist a range of values for which the derivative is nearly zero This may 
* 
cause the function g(6 ) to benefit most by changing such parameters For 
example, suppose that we have a three-parameter model, one very insensitive 
but identifiable and two other interchangable, or unidentifiable, parameters 
Imagine that all three parameters walk away from their initial values This 
might be observed since the two interchangable parameters do not increase 
f(Q ) relative to the real minimum by drifting away from their corresponding 
values in θ However, the one that is identifiable may also drift away from 
its original value, since the function f is not sensitive enough to changes in 
this parameter That is, although changes in this parameter may affect f[B ) , 
the function to-be-minimized, 3(8 ), still decreases since its denominator 
increases relative to the value of the numerator This situation prevents us 
from drawing conclusions about the identiflability of our parameters, since 
/(θ*) i nei 
Fortunately, this problem may be circumvented simply by minimizing f(] it­
self using different initial starting values If some parameters are not iden­
tifiable, then it is very unlikely that the computer search-routine ends up 
with the same original estimates because in case of non-identiflability there 
exists a continuous line through the parameter space connecting all parameter 
values that generate the same ƒ() value 
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APPENDIX В 
As an example of the use of the list discrimination matrix equations, we 
will consider the application of the model in case of two learning trials on 
list 1 and two trials on the second list. The intertrial interval t- is set at 
10, whereas the interlist interval, t., is 20 units long Furthermore, 
ï=0.0007 and i=0 035. The list 1 transition matrix is then given by: 
r,- s.r 
S1 
1 о 0 
001 .999 0 
70 .30 0 
Using Equation 2.7, we arrive at the vector a: 
a = (.54 , .23 , .23) 
Τ2 and W are given by: 
S2 
S
-1 
τ f s, 
S
o 
w= * 
. 
1 
.001 
.70 
0 
0 
0 
0 
.999 
.30 
0 
0 
0 
0 
0 
0 
.001 
.001 
.50 
0 
0 
0 
.999 
.999 
.50 
Before we will compute matrix C, containing the probability distribution over 
all states, we will first transform vector a in matrix A: 
0 
23 
0 
.54 
0 
.23 
Equation 2.8 enables us to compute the matrix C.' 
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C= 5 
•*2 
.79 
.0 
.0β 
.08 
.0 
.03 
.0 
.0 
.0 
"О 
.27 ' 
.23 
.11 
We will now apply certain selection matrices to С and transform it into to 
С by using the following equation: 
C*= D'CB' * D'CA 
where the quotation mark means that we must transpose the matrix. In this 
equation: 
A= 
0 0 0 
0 1 0 
0 1 0 
0 0 0 
B= 
10 0 0 
0 0 0 0 
0 0 0 1 
D= 
1 0 
0 1 
0 1 
where Л is a (2*ί_2 by L2*1) matrix, В is (i-^+i by 2*L2) and D i s (2*L ;-i by 
* 
L.). This leads to С : 
.79 
.03 
"1 
.08 
.03 
"0 
.27 
.3« 
which gives the probability distribution over the assembled states, 5. and 
S .. For example, the probability is 0.27 that an element, which is found in 
a list 1 image, has been active twice during list 1 trials and it has not been 
active during list 2 trials. 
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Chapter 3 
A QUALITATIVE ACCOUNT OF CLASSICAL INTERFERENCE PHENOMENA 
3.1 Introduction 
In this chapter, we will show that the SAM theory incorporated with the 
context fluctuation model is able to account for a large number of reliable 
and well-known interference phenomena. We will use one set of parameter val-
ues to generate all the predictions. However, because these data sets come 
from different experiments using different experimental materials, only quali-
tative comparisons can be made. The reader has to wait for the next chapter 
where the model will be compared quantitatively with experimental results 
gathered in our laboratory. 
At the end of Chapter 1 we discussed the general SAM theory. We then pre-
sented the context fluctuation model (Chapter 2) and interfaced it with the 
SAM theory. In the present chapter and the next chapter, we will present the 
SAM/Context-fluctuation model as applied to paired-associate interference de-
signs Therefore, we first have to discuss the way in which the SAM theory 
will handle these types of learning-designs. 
3.2 The theory applied to pal red-as soci ate designs. 
The SAM theory (Raaijmakers & Shiffrin, 1981a) can be described as a cue-
dependent probabilistic search theory of retrieval. Its goal is to account 
for retrieval phenomena observed in experiments dealing with long-term memory 
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(LTM) The theory was briefly described in Chapter 1 In the present chap­
ter, we will present the elaboration of the theory and its concepts in rela­
tion to paired-associate modelling 
Let us consider the presentation of a paired-associate (a-b) This pair 
enters short-term memory (STM, the active part of LTM) In SAM, STM is repre­
sented by a limited capacity buffer, that may be occupied by at most г items 
Associative bonds are built up between items that currently reside in this 
buffer In free recall, the buffer process (replacement of items as new items 
enter the buffer) is responsible for the well-known primacy effect However, 
this primacy effect is not observed in paired-associate tasks, a fact that 
leads to the conclusion, that at any time the buffer is only occupied by a 
single paired-associate and that the next presented pair always replaces the 
previous one (Raaijmakers & Shiffrin, 1981b) In SAM it is assumed that dur­
ing the stay in the buffer, information about the to-be-learned items is 
transferred from STM to LTM This information is stored in a socalled memory 
image An image (or episode) may be considered as a unit of memory Ve will 
assume that, using paired-associates, both stimulus and response information 
are stored within the same image (see the appendix for a further discussion on 
this issue) This assumption differs from earlier applications of the SAM 
theory, where it was proposed that only one word could be encoded in an image 
However, it may be shown that, in the case of paired-associates, this change 
in representation does not alter the predictions (Raaijmakers & Shiffrin, 
1961b) The reason why we treat the encoding process in this way is purely a 
matter of simplicity Furthermore, contextual information is also stored in 
this same image In addition, it is proposed that the amount of item/context 
information stored, is positively related to the presentation time 
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In order to retrieve such an image from memory, cues are needed, such as 
the stimulus Loosely spoken, the associative strength between the cue and an 
image is regarded to be a function of the overlap between the information 
available in the cue and the information stored in the image The strength 5 
between the stimulus S and its corresponding image R, containing both the 
stimulus and the response, depends on the presentation time and is given by 
s(R,S} = et 
where t represents presentation time and θ denotes the rate of information 
transfer per unit of time After a subject has learned η paired-associates, 
there will be η corresponding images in LTM 
At test, the subject is given the stimulus and is asked for the response 
It is assumed that his search for the correct image is governed by the follow­
ing rules The subject samples images from LTM with the help of the context 
cue С and the stimulus cue The selection probability for image / is modelled 
by Luce's (1963) choice rule 
slR/.CMR^S) 
The denominator gives the sum of strengths between cues С and S and the 
various images Note that the individual strengths are multiplied This may 
be based on the following consideration For multiple cues we need a function 
F that gives us the associative strength between the cues used and an image 
We will require that F is proportional in all its arguments (the individual 
strengths) This requirement ensures that the sampling mechanism tends to 
sample those images that are strongly connected to all cues in stead of only 
to a subset of them Thus 
nx1SVX2S2 XmSm): Xfxf '"„FIS,,*^ .,Sm) 
This leads to the conclusion that F() is a product relation. 
Thus, if a subject uses both the stimulus cue and the context cue in his 
search for image /, then the strength between cues and image is 
ifR/.,C,S)=5(/?/,C)i(R/,S). 
Sampling an image is, however, not enough for recall, It should also be 
successfully recovered: I.e. with the help of the information found in the im­
age, the subjects tries to reconstruct the item (in this case the name of the 
response) This decoding or recovery process is fallible. It is assumed that 
the probability of successful recovery is a positive function of the associa­
tive strengths. The SAM theory proposes the following equation for success­
ful recovery: 
P
r
iR,\c,s)* ι -
 е
-*(*п -*іКпС) 
Thus, the probability of recovery is a function of the sum of cue-
strengths. Another assumption to be mentioned is related to the recovery 
probability If recovery does not succeed using a certain set of cues, then it 
will (within the same test trial) never succeed with this particular set of 
cues. 
According to SAM a number of retrieval, or sampling, attempts are made. 
The search may end because of two reasons The first reason is that the sub­
ject retrieves and recalls a response The second way in which the search may 
terminate is in case the limit on the allowed number of samples has been 
reached (parameter LMAX in SAM). 
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According to the general SAM theory, we also must increment the associative 
strengths corresponding to the probe cues after successful recall, i.e. recall 
of a response may have about the same effect as a study trial. This assumption 
has been used to predict certain results in the free recall paradigm. However, 
it does not seem to be necessary to use incrementing in our model: The pattern 
of the predictions that we will consider does not change whether incrementing 
is used or not. Not using the incrementing option leads however to a great 
advantage: This enables us to present analytically derived predictions. 
Thus, we do not necessarily have to use the Monte-Carlo simulation technique 
as in previous applications of the SAM theory. 
In the present applications of the theory, we have to assume something 
about the way the model will treat multitrial learning. In former applications 
of SAM, the model only has been applied to single trial experiments. In case 
of multitrial learning, we will simply assume, that, during each presentation 
of the paired-associate, the subject recognizes the pair (i.e. the subject re­
trieves its image) and stores additional information in this same image. Thus, 
each pair has only one image left in memory. In order to compute the associa­
tive strength of a word cue, we assume equal increments each time the pair is 
presented for study. Context cue strength is computed following the deriva­
tions presented in Chapter 2. 
Thus, we define the (expected) contextual strength, the strength with which 
the context cue refers to image i, by: 
slR;\C) = lA.*A0)a2 
A. represents the expected number of x. (i=l,2) elements in the context cue 
and A the expected number of overlap elements (cf. Equation 2.3). Due to 
the fluctuation process A. and A change, causing a continually changing con-
Θ9 
textual strength It will be shown that this aspect of the model enables us to 
predict various time-dependent interference effects. 
List discrimination will not be used m deriving the predictions, except m 
case of the Thune and Underwood (1943) data, where intrusions are explicitly 
presented. 
Finally, we will have to present the socalled retrieval structure matrices 
(Raaijmakers & Shiffrin, 1981a) In such a matrix the rows represent the cues 
and the columns represent the images. The associative strengths between cues 
and images are given in the cells We will present four of such structures 
corresponding to the C-D, Α-C, C-B and A-Br interference designs because these 
are needed for prediction purposes The retrieval structures are given in 
Figure 3.1. 
It should be noted that none of these strengths are equal to zero. That 
is, stimuli and responses that were not presented as a pair during study do 
have residual associative strengths, strengths that may be found in the off-
diagonal cells. These residual associations are based on the assumption that, 
in practice, all memory objects are associated with each other preexpenmen-
tally The bottom rows of each matrix contain the contextual strengths 
In the following section we will present, one by one, the predictions de­
rived from the model and compare them with corresponding data patterns found 
in the literature. 
3 3 Application of the model to interference designs 
First, we will present predictions concerning retroactive interference and 
compare them with the results from Barnes and Underwood (1959), Thune and Un­
derwood (1943) and McGovern (1964). Then we will show qualitative fits to re­
sults steaimmg from PI designs as they were used by Koppenaal (1963), Under-
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Figure 3.1 Retrieval structures corresponding to the C-D, Α-C, C-B, 
and A-Br design. Matrix rows represent search cues, whereas the col­
umns correspond to the memory images. 
wood (1949) and Anderson (1983). The model is shown to generate absolute 
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recovery as well as relative recovery These predictions will be compared with 
data from Briggs (1954) and Postman, Stark and Fraser (1968) Next, the con-
troversy between Greeno, James, DaPollto and Poison (1978) and interference 
theorists concerning the independence Postulate is discussed within the frame-
work of the present model Another interesting set of interference data is 
found in studies on negative and positive transfer Such effects were theo-
retically described by Osgood (1949) by his, socalled, transfer and retroac-
tion surface We will show that our model predicts the shape of this surface 
Interesting observations concerning forgetting functions will be discussed re-
ferring to experimental results obtained by Slamecka and McElree (1983) 
These functions will be compared with the model's predictions Finally, we 
will discuss the application of the model to recognition tasks which have also 
been used in interference paradigms Such data were gathered by Postman and 
Stark (1969) and Anderson and Watts (1971) to test Postman's response-set 
theory 
As has been noted above, we will use the same set of parameter values for 
all predictions The parameter values and their meanings are presented in Ta-
ble 3 1 
As should be noted, the parameter Z, representing all preexpenmentally 
existing associations with non-list items, is included for generality It is 
presented in the denominator of the sampling equation as an additive constant 
This parameter becomes important as soon as the context strength reduces to a 
relatively low value The parameter values are chosen in such a way, that the 
various patterns of predictions are in agreement with the phenomena as pre-
sented in this chapter Furthermore, all retention intervals are based on the 
same, arbitrary, unit 
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Table 3.1 
Paremeter values and their meanings 
θ 1, List 1 interitem associative strength 
T., List 2 interitem associative strength 
Θ-, contextstrength scale parameter 
8-, residual associative strength 
I, context fluctuation parameter 
0, context fluctuation parameter 
LMAX, number of allowed samples 
Z, preexperinental associative strengths 
a, rate parameter (Equation 2.2) 
t., length of the intertrial interval 
t., length of the interlist interval 
r, probability of listcode conditioning 
List discrimination probabilities : 0.46, 0.66 
0.05 
0.05 
0.30 
0.01 
0.0001 
0.035 
4 
0.001 
0.60 
5.0 
10.0 
0.01 
0.78, 0.87 
3.3.1 Retroactive Inhibition 
Barnes and Underwood (1959) performed an experiment utilizing the A-B,A-C 
design. In this experiment, the lists consisted of eight paired-associates. 
List 1 was learned to one perfect anticipation trial, whereas list 2 was ei­
ther given one, five, ten or twenty study trials. A MMFR test was adminis­
tered following the last trial on the interpolated list. Their results indi­
cated that list 1 recall decreases as a function of the number of second list 
presentations, whereas list 2 recall increases. To arrive at a qualitative 
fit, we simulated these results using the Monte-Carlo simulation technique. 
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This technique requires that the model is represented by a computer program 
The algorithm that is supposed to describe the recall process is shown in Fig­
ure 3 2 It will be assumed that the acquisition stage has already taken 
place so that a retrieval structure exists 
The interpretation of this algorithm is as follows The counter ι denotes 
the stimulus to be presented to the statistical subject Using the stimulus 
cue and the context cue the subject searches long-term memory for the R. (or 
a-b) and the R, (a-c) images The recovery process starts as soon as one of 
these two images has been sampled This may lead to two different outcomes 
If recovery succeeds, then the strength between the stimulus and the response 
may be incremented by an amount denoted by INC For generality the incre­
menting process is shown in Figure 3 2, but, as mentioned earlier, we will not 
use an incrementing process Thus, we set INC=0 
The retrieval of a response may or may not be followed by a list membership 
decision A box is drawn around this part of the flowchart, because it is 
only needed in case of the Thune and Underwood predictions 
However, if recovery or sampling fails then the counter L is incremented 
and another sampling attempt is made as long as L Φ LM AX After the statis­
tical subject produces a response, he may continue his search for the other 
response {'ONE LEFT') if testing is by the MMFR method (MMFR='Y' ) Note 
that the unpacedness of the MMFR test is represented in the program by the as­
sumption that L is reset to zero if one of the two responses has been re­
called, leaving an additional number of LMAX sampling attempts for the other 
response In case both responses have already been recalled, the following 
stimulus, if any, is 'presented' by increment-ing counter / 
The results produced by this algorithm (using the parameter values as shown m 
Table 3 1, where INC is set to zero and disregarding the blocked part of the 
flowchart) are presented in Figure 3 3 
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Figure 3.2 The recall algorithm as used for the computer simulation. 
In case of MMFR recall, the blocked region of the flowchart should be 
disregarded. This part of the flowchart should only be taken into ac-
count in case of the Thune and Underwood simulation. For a more de-
tailed explanation, see text. 
It may be concluded that the model fits the pattern of data found by Barnes 
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and Underwood The model accounts for this pattern because of the list 2 re­
sponse strength This strength increases as a function of the number of list 
2 presentations, causing the sampling probability of a list 1 response to de­
crease, fchereas at the same time both the sampling and the recovery probabili­
ty of the second list responses increase Note that the model predicts retro­
active interference on a MMFR test despite the fact that no unlearning is 
assumed 
The previous prediction and the prediction to follow next do not depend on 
the context fluctuation process One can also predict them by using a context 
strength which is constant 
Such deteriorations in the recall of list 1 responses may also be observed 
using the list 1 recall method instead of MMFR However, besides response 
competition, results with this method are partly influenced by list discrimi­
nation failures Relevant data were presented by Thune and Underwood (1943) 
Using the A-B,A-C design, five acquisition trials were given on list 1 whereas 
the subject received the interpolated list for either two, five, ten or twenty 
trials Furthermore, a control group was run Both lists consisted of ten 
paired-associates and relearning of the first list always started approximate­
ly twenty minutes after the final list 1 study trial Results showed that the 
measure of RI, ι e control group recall minus the recall score obtained from 
the experimental group, increased as a function of the number of second list 
presentations, whereas the number of intrusions, ι e list discrimination 
failures, appeared to be an inverted U-shaped function of this variable In 
order to simulate these results, we relied upon the algorithm as shown in Fig­
ure 3 2 However, an adaptation has to be made That is, the search process 
terminates as soon as one response, either right or wrong, has been recalled 
(MMFR='N') List discrimination has now to be considered as a part of the 
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NUMBER OF TRIALS 
ON THE SECOND LIST 
Figure 3 3 Predictions for the Barnes and Underwood study Number of 
second list presentations are presented by values on the abscissa In 
the figure, L. denotes the list 1 response curve, whereas Lj denotes 
the list 2 curve. 
algorithm. For this mechanism we will asume the following If a response is 
recalled that cannot be identified as belonging to one of the lists, then it 
is produced, because we believe that most subjects try to recall as many re­
sponses as possible However, only in the case where he is sure that the re­
sponse is wrong, i.e. if he retrieves a list 2 response, Kj-'Λ/', and he is 
able to identify it as such, LD='Y', then he will withhold this response from 
mentioning it and continues his search 
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The list discrimination probabilities are derived from the list discrimina­
tion extension of the context model These probabilities, corresponding to 2 
(0 46), 5 (0 66), 10 (0 78) and 20 (0 87) list 2 trials, are shown at the bot­
tom of Table 3 1 together with the probability of listcode conditioning г 
Predictions made by the model are shown in Figure 3 4 Again, the results ob­
tained from the model are in agreement with the data 
4.0 . 
3.0 . 
2.0 . 
1.0 • 
2 5 10 20 
NUMBER OF TRIALS ON 
THE SECOND LIST 
Figure 3 t Predictions for the Thune and Underwood study The ordi­
nate corresponds both to the RI curve as well as to the intrusion 
function 
It must be mentioned that, to our experience, the intrusion function de­
pends on the parameter values, ι e , the inverted U-shaped function is not a 
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Control Group 
Mean Recall RI 
Intrusions 
parameter-free prediction According to the model, a monotomcally decreasing 
intrusion function may be observed as well This can be explained as follows 
The number of intrusions observed depends on two factors The first one is 
list discrimination, the second one is the recall probability of a second list 
response Both processes account for the inverted U-shaped function as shown 
above However, these variables may interact in such a way that only a mono-
tonically decreasing function is observed To our experience, this takes 
place in particular if the list discrimination probabilities happen to in­
crease relatively rapidly as a function of the number of second list trials 
The consequence of such a constellation might be as follows Assume that a few 
responses are recalled in case of say two study trials on the interpolated 
list These are given incorrectly as a response with a high probability The 
reverse is true when list 2 has been given many study trials In such a situ­
ation, a monotomcally decreasing intrusion function will be observed 
Finally, we will apply the model to data obtained by McGovern (1964) 
McGovern compared the four major interference designs (C-D, C-B, Α-C and A-Br) 
with each other We will consider the list 1 recall scores presented in her 
article In this experiment list 1 was learned to one errorless trial, requir­
ing approximately nine presentations The second list was presented for fif­
teen trials followed by list 1 recall For the following it is important to 
note that, at the moment of recall, the subject received all stimulus terms at 
once and was instructed to guess if he was uncertain about a particular asso­
ciation Furthermore, two scoring procedures were used The first is called 
'stringent', because with this procedure, a response is only counted as being 
correct if given to the correct stimulus In the 'liberal' scoring procedure, 
a response is considered as being correct if merely recalled With the strin­
gent scoring method the ordinal results indicated that C-D = C-B > A-Br = A-C 
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However, the lenient method produced quite different results, namely C-B > 
A-Br > C-D > Α-C In other words, if the response occurs in both lists, it is 
more likely recalled than if it only occurs once 
Before we present the predictions for this experimental setup, we will 
first discuss the analytical method that was used to obtain these predictions 
According to our theory, the probability of sampling the target image at least 
once (for example a list 1 image, R., in the A-B,A-C design), given a maximum 
of m (a shorthand for LMAX) sampling attempts, is given by the first part of 
Equation 3.1. If the subject samples the correct image, his chances of recov­
ering it are given by the second part of the equation. The product of both 
parts defines the probability of recall given a maximum of m possible sam­
pling attempts 
p(R;|S,C) = {Г - (Í - ps)m)[1 - e~V~sn (3.1) 
where 
B1ts1 
Ps , li.« 
denotes the sampling probability following one study trial For к study tri­
als, the interitem strength becomes kB.t. Most of the symbols in these equa­
tions are described in Table 3.1. s. and η denote the list i context strength 
and the list length, respectively. It should be noted that this equation is 
only valid if we neglect incrementing processes We will also neglect list 
discrimination processes. These processes are most prominently present in the 
A-Br paradigm, but they only have the effect of lowering the overall perform­
ance 
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As an aid in deriving the sampling probabilities for each design employed 
in McGoverns experiment, Figure 3 5 shows the different interfering relations 
in a pictorial way 
A-B,C-D 
A-B, A-C 
©' ^© 
^ — A-B,C-B 
A-B.A-B]l 
Figure 3 5 Pictorial representation of the retrieval structures as 
shown in Figure 3 1 Images are denoted by encircled alphabetical 
characters corresponding to the stimulus and the response The stimu­
lus cue is not encircled Solid lines between the cue and the images 
represent strong associative connections, whereas dashed lines denote 
residual associative connections 
For example, in the Α-C design, the stimulus a is shown to be strongly con­
nected to image (a-b) and image (a-c) In addition, it is marginally connect-
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ed to Ιη·1) other list 1 images and another (n-7) list 2 images. Using the 
contextual strengths, we arrive at the sampling probability as shown In Equa­
tion 3.2. Inserting the parameter values as presented in Table 3.1, we may 
predict list 1 recall assuming a stringent scoring method and disregarding 
list discrimination. The results are shown in Table 3.2, column (a), and 
agree quite well with McGovern's experimental observations 
Table 3 2 
Predictions for McGoverns (1964) experiment 
Mean recall scores 
A-B,C-D 
A-B,C-B 
A-B,A-C 
A-B.A-Br 
(a) (b) 
5.03 5.05 
5.03 5 66 
2.11 2.12 
2 11 6.29 
Note: (a) stringent method; 
(b) liberal method 
From Figure 3.5 it may be verified, that the difference between recall for 
the C-D and C-B relation on one side and the Α-C and A-Br relations on the 
other side is due to the strongly interfering association of the second list 
response for the latter cases. 
We also derived recall predictions in case of the liberal scoring method. 
It may be assumed that this method solely measures response availability. Ac­
cording to the model, this scoring procedure may have a remarkable effect in 
case of the C-B and A-Br design, since in the C-B design the same response is 
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learned in two different contexts and in the A-Br design two different stimuli 
may retrieve the same response. Hence, in both cases each response is part of 
two images, one from each list. 
In order to show how we arrive at the analytical equations, we will derive 
such an equation in case of the C-B design. We will assume that the response 
belonging to a stimulus may be found in the (a-b) image or, via the residual 
association in the (c-b) image. Furthermore, Figure 3.5 indicates that the 
same list 2 image may also be sampled using the other, residually, associated 
stimuli. This procedure is supposed to mimic the effects of the guessing in­
struction used by McGovern. If we denote the sampling probability and recov­
ery probability of image (a-b) by X and Γ respectively, the probabilities 
connected with image (c-b) with y and S, and the sum of sampling probabili­
ties of any other image by w, then the probability of recalling a particular 
response b using its associated stimulus is: 
m m-/ ml 
I I 
1=0 i =0 ¡ !jHm-ì-l)l 
where dl-0 if 1=0, else d1=1. The same rule is required for d2 and /. m is 
a shorthand for LMAX. The sum of sums in the second part of the equation 
denotes all probabilities of either not retrieving a-b and c-b with a and the 
probabilities of the events of retrieving a-b and/or c-b but not recovering 
them. The equation may be simplified to: 
р{Ь)={7- т-И-ЯНТ-(7-г}(>-і)} * sA * rB 
where A=(,1-x)m-wm and S=(7-yj'n-wm. Furthermore, the response may also be 
recalled if the subject searches long-term memory with one of the n-1 residu­
ally associated stimuli. The probability that the response is recalled using 
such a stimulus may also be derived by the above reasoning. Denoting this 
probability by p'(b), we arrive at the overall probability PJb): 
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plb] = 7 - Σ Σ xll1-r)d1ylU-s)d2wm''~l 
Pt[b) = 1-[1-р(ЬП(1-рЧЬ))п 
In саье of the other paradigms, such probabilities may be derived in a sim­
ilar way These equations lead to the results as presented in Table 3 2, col­
umn (b). As mentioned above, the predicted increase in A-Br recall reflects 
the fact that two different stimuli may produce the same response. Thus, each 
response has a higher probability of being recalled than the responses in the 
corresponding C-D design, in spite of the interfering relationships This is 
also true for the C-B design. However, predicted C-B recall does not surpass 
A-Br recall, although this is observed in McGoverns data In spite of the 
latter result, which shows that the model (given the present set of parameter 
values) does not predict the increase in C-B recall as strongly as emperically 
observed, we may conclude that the model fits these data reasonably well 
Moreover, it is interesting to note that this outcome can be predicted using 
fairly simple assumptions 
The above results lead to the conclusion that the model is able to handle 
the major RI findings We will now turn our attention to proactive inhib­
ition 
3 3.2 Proactive Inhibition 
Experimental results have indicated that PI is a function of the degree of 
prior learning and of the retention interval (Underwood, 1949, Houston, 1967, 
Koppenaal, 1963) When list 2 learning is immediately followed by a retention 
test, PI will not be observed. As the length of the interval increases, a 
monotonie Increase in PI is observed which eventually reaches ал asymptotic 
value Remember that the observation of PI in MMFR tests poses a very compli-
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cated problem to the unlearning/response-competition theory However, it will 
be shown that our model does not have any problems with this phenomenon This 
will be confirmed by fitting data from Koppenaal (1963) and Underwood (1949) 
in a qualitative way. 
Koppenaal used the MMFR method of recall and observed an increase in PI as 
a function of the retention interval Before we will present the model's ac­
count of this observation, we will first derive an analytical equation. Stick­
ing to the representation of the MMFR method as used in the computer simula­
tions, we may derive the probability of, for example, R- recall in the 
following way: Either R- is recalled as the first response in m (the short­
hand for LMAX) sampling trials or the other response, R., is recalled within 
the first m sampling trials and there remain another m sampling trials for R-
to be recalled. To start with the first possibility, we have to derive the 
probability that R. is recalled before R.. After learning both lists, the 
stimulus is associated strongly to R. and R. whereas it is residually associ­
ated to the other responses (R ). The event that R. is recalled before R. may 
be accomplished in different ways. First, irrelevant responses, denoted by R , 
may be sampled and recovered before recalling R,. Secondly, R. may be sampled 
before sampling R, but the recovery attempt of the former fails. If recovery 
of R. does not succeed then it will fail also on successive retrieval attempts 
with probability one, because the same set of cues is still used. As this 
rule is also applied to R,, this implies that R, will only be recalled if re­
covery is successful when the image is sampled for the first time. From these 
considerations we may derive the probability for the following event During 
η sampling attempts neither R. nor R. is remembered but at the (n*1}-th draw 
R, is sampled for the first time and successfully recovered: 
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f(n)= i ι ( )p(Ä,)/P(Ä0j',"/n-=Ja)p(R,)P 
where δ-0 if / =0, else 6=7 p(R 1 denotes the sampling probability α and β 
correspond to the recovery probabilities associated with R1 and R. respective­
ly Since we have a maximum of m sampling attempts the total probability is 
m-7 
F[m)= Ζ finì 
π=0 
Simplifying t h i s sum, we f i n a l l y arr ive a t 
i-p(R0)m 
F[m}= aßp(Ä2K } • tt1-*){1-[1-plR2}lm) (3 J ) 
I-PIR0) 
The probability of recalling R, after R, has been recalled within the first 
m sampling trials equals 
ι PlRjPiRiWi-U-plR,» П 
ι =o
 0
 '
 г 
Then the combined probability of recalling R, in the MMFR situation is given 
by 
?-p(/ym 
p(«2)={oßp(R2) *plR1]al1-[1-p(Ri]im]u) - fil1-aH1-(1-p[R21m) (3 4) 
1-P(*o> 
Using this equation and the parameter values from Table 3 1, we generated 
PI predictions for Koppenaal's experimental setup The results are shown in 
Figure 3 6 for various interval lengths (arbitrary time units) 
In this figure, recall decreases in both the control condition and in the 
PI condition However, relative to the control condition (C), the second list 
response curve (Ц) decreases faster, which leads to an increase in PI (C-L-) 
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In order to understand how the model accounts for this effect we will first 
rewrite the sampling probability ρ (Equation 3.2), the probability of sam­
pling a list 2 response, as follows: 
V 
where w denotes all residual strengths. This equation clearly shows that the 
sampling probability is a function of the ratio of the contextual strengths 5. 
and Sj. The dependence of this ratio on the retention interval is shown in 
Chapter 2, where s./s. is plotted. Since the latter decreases, the inverse in­
creases with time. 
The consequence of this is that PI is induced, because for list 2 responses 
the sampling probability deteriorates with the increase of the retention in­
terval which is not only due to simple forgetting (see section 3.3.6 dealing 
with forgetting functions), but which is also due to a relative increase in 
list 1 contextual strength. Thus, the ratio s./sj is responsible for this re­
sult. It should be noted that, empirically, PI will eventually decrease for 
very large retention intervals. This should be evident from the fact that re­
call for both the control condition as well as for the experimental condition 
eventually reaches zero. 
Another interesting experiment was performed by Underwood (1949). He manip­
ulated both the amount of prior learning and the retention interval. In this 
experiment, subjects were run using the A-B,A-C design. The second list was 
learned until six responses were anticipated correctly. The first list was ei­
ther learned to a criterion of three responses correct, eight responses cor­
rect or 100% correct plus five additional (over)learning trials. The retention 
test was administered following an interval of either 20 minutes or 75 min-
107 
6.0 
4.0 
2.0 
5 50 ! 00 300 1000 
RETENTION INTERVAL 
Figure 3 6 Predicted patterns of Koppenaal's 1963 study Control 
group recall as well as 4MFR list 2 recall are depicted in the figure 
Their difference is denoted by the PI curve 
utes The results indicated that forgetting of list 2 increased as a function 
of the degree of prior learning The length of the retention interval seems 
to have no effect in enhancing PI in this experiment 
Our model accounts for these patterns by the increasing amounts of inter-
ference exerted by the increasing number of study trials on the first list 
Increased forgetting depending on the retention interval is due to a decreas-
ing context strength However, the model also predicts an increase in PI due 
to the ratio s./Sy As noted, this is not observed in Underwood's data since 
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PI remains relatively stable However, if we consider his data corresponding 
to the longest interval, we may conclude that the lack of a further decrease 
m recall as compared to the 20 minutes interval condition is due to floor ef­
fects In the recall scores Figure 3 7 shows the predicted patterns based on 
Equation 3 1 Equation 3 1 is used because Underwood applied the relearnlng 
method, which is paced Again, the model behaves in a satisfactory way If we 
had used lower interitem strengths we could have shown that a lack of increase 
in PI is due to floor effects in recall 
< 
6.0 
4.0 
2.0 
NUMBER OF TRIALS 
ON THE FIRST LIST 
Figure 3 7 Predicted list 2 recall patterns in case of the Underwood 
(1949) PI study Retention intervals τ (the same arbitrary unit as 
used elsewhere in this chapter) are depicted in the figure 
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Very interesting empirical cases are those in which a particular phenomenon 
is 'positive' depending on certain parameter values and 'negative' if based on 
other values. Thus, the phenomenon is parameter dependent. Such empirical 
observations were made by Anderson (1983, see also Postman, Stark & Burns, 
1974). The situation is as follows. The negative interfering effects of prior 
learning (PI) are usually much stronger in case of the Α-C design than with 
the C-D design. However, if second list recall probabilities are made empiri­
cally equal by giving more study trials to the Α-C list (which suffers from 
negative transfer) and testing recall with an unpaced MMFR test, then Α-C re­
call will surpass C-D recall. This counterintuitive phenomenon is predicted 
by Anderson's ACT model (see Anderson, 1983). It can be shown however, that 
our model leads to the same prediction. In order to see this, it should be 
realized that the sampling formula is based on relative strength, whereas the 
recovery probability is based on absolute strength. Following Anderson's 
(1981) logic, let f(.R) be the sampling probability for the image correspond­
ing to response R and g(.R) be the recovery probability. If we equalize list 2 
recall probabilities for C-D (R ,) and A-C (R ) lists, then, according to the 
model, we must have: 
nR
cd)9l*cdWRac)9lRac) 
Because the Α-C condition suffers from negative transfer, this condition 
requires more list 2 learning trials than the C-D list in order to end up 
equally. The consequence of this is that Α-C responses have higher absolute 
strengths than the C-D responses after the end of list 2 learning. Thus 
9lR
cd) < 9lRac) 
no 
However, since the response probabilities are equalized, it must also be 
true that. 
f(Rcd) > f(Racl 
Consider what happens if list 2 learning is followed by an unpaced reten­
tion test. This means that the model's parameter LMAX may be set at a rela­
tively high value. As a consequence of this: 
n*
cd)°n*aci 
However, g(} does not depend on LMAX and thus: 
nR
cd)9lRcd) < flR^glR^i 
which demonstrates the prediction. 
In order to support this conclusion, we simulated this phenomenon as fol­
lows. List 1 is presented for five trials, the second list is learned to a 
criterion of 70% correct for both designs. A recall test follows the reten­
tion interval Both tests were given LMAX sampling attempts in order to 
keep the two designs fully comparable. The predicted results are shown in 
Figure 3.8 where C-D and Α-C recall scores are plotted as a function of 
LMAX, which in fact represents the degree of 'unpacedness' of the retention 
test. 
The results indeed show that, as a function of LMAX, Α-C recall eventual­
ly exceeds ('negative Pl'l C-D recall (for related observations about inter­
ference and test-unpacedness, see Adams, Marshall and Bray, 1971) A general 
corollary which follows from this result, is that statements such as 'the re­
sponse strengths are equalized' are model dependent That is, equal recall 
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probabilities may not necessarily imply equal response strengths Thus, ac­
cording to our model, if one establishes equal recovery probabilities for 
both the C-D and the Α-C design, this implies unequal sampling probabilities 
and vice versa. We will return to this matter in Chapter 4, where we will 
consider the relationship between response latency and response probability 
5.0 
4.0 
3.0 • 
2.0 •*-
RECALL TIME 
(ARBITRARY UNITS) 
Щ А Х 
Figure 3.8 Application of the model to a PI design, where the C-D and 
the Α-C condition are brought up to an equal recall level. Recall is 
depicted as a function of LMAX, the degree of unpacedness of the re­
tention test. 
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3 3 3 Spontaneous recovery 
In the section on PI, we reasoned that the ratio s./s, is responsible for 
the time-dependent character of this phenomenon, since the ratio increases as 
a function of the retention Interval The inverse of this ratio is involved in 
the sampling probability of the list 1 response Since the inverse ratio de-
creases, the probability of sampling a list 1 response may increase, thus es-
tablishing spontaneous recovery In addition, the recovery function aids in 
establishing a relative spontaneous recovery effect This has been implicitly 
explained in Chapter 2 There we noted that, during the retention interval, 
the list 1 context strength decreases less rapidly as compared to the list 2 
context strength, since list 2 is the most recently learned list (for which 
the context strength has not been stabalized immediately following the last 
trial on list 2) This argument is also true for a control list, which is 
learned in the same timeperiod as the second list Then we have relative spon-
taneous recovery, because the control list's recovery function decreases more 
rapidly than the one corresponding to list 1 With these mechanisms, data 
from Briggs (1954) and Postman, Stark and Fraser (1968) are accounted for 
We will first show the model's predictions for Briggs' (1954) MFR data, who 
observed spontaneous recovery Using the A-B,A-C design Briggs' subjects 
were interrupted at certain specific recall levels Immediately after an in-
terruption, list stimuli were shown and the subject had to produce the first 
response that came to mind (MFR method) The most interesting result for the 
moment is the increase in list 1 responses produced as a function of the 
length of the retention interval The same pattern of results can be analyt-
ically derived from our model Before considering the outcome, we will dis-
cuss the method used 
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Becausp we are dealing with the MFR method, we will have to derive the 
probability of recall of, say, response R. before the other response R«, where 
both are attached to the same stimulus In Briggs' study recall terminates as 
soon as R., R, or R is recalled For our predictions recall of R is irrele-1 ¿ о о 
vant Therefore, we will assume that recall only terminates if R. or R« is 
remembered This reduces the problem to deriving the probability of recalling, 
say, R, before R- Because we have already derived the equation for such a 
probability (Equation 3 3), we ma> substitute the experimental parameter val­
ues used in Briggs' experiment into that equation Solving the resulting 
equations, we arrive at the predictions shown in Figure 3 9 
We may conclude that the predictions are m good agreement with Briggs' 
data Recovery of list 1 responses is indeed predicted by the model 
The model may be extended to the A-B,A-C,A-D design where MMFR recall is 
used as a measure of forgetting Such data were presented by Postman et al 
(1968) In this experiment, the retention interval was either two or twenty 
minutes The results showed that Α-D recall is a decreasing function of the 
retention interval, Α-C recall remains stable, whereas Α-B recall increases in 
absolute terms, thus showing absolute spontaneous recovery Using an extension 
of Equation 3 4, recall patterns were generated and the reader may verify from 
the left panel of Figure 3 10 that the recall patterns behave in the same way 
as obtained by Postman et al (1968) 
However, the result is not as simple as shown When we derived the pre­
dictions, we plotted predicted recall as a function of five different inter­
vals as depicted in the right panel and we observed a list 1 recall function 
that is slightly U-shaped The panel on the left just depicts two of these 
five intervals and, of course, they are chosen in such a way as to resemble 
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Figure 3.9 Analytically derived predictions for Briggs' 1954 study. 
R, denotes the list 1 MFR response curves. R. symbolizes the second 
list MFR response curves. 
Postman's observations. Looking at the right panel, we may have found one of 
the reasons for the confusions that accompanied experimental investigations of 
the recovery phenomenon In this particular design, absolute recovery may sim-
ply be Overlooked' if we happen to select the 'wrong' points of observation 
(Intervals 5 and 50). 
For the more simple two lists design the same reason for overlooking abso-
lute recovery may have been into the play. We verified this by computing pre-
dictions in the A-B,A-C MMFR recall situation. Figure 3 11 shows list 1 re-
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Figure 3 10 Predictions of Postman et al 1968 study Left panel) For 
two different retention intervals (arbitrary unit) Eight panel) For 
five different retention intervals The panel on the left consist of 
the retention intervals 50 and 100 which are derived from the right 
panel R denotes list ι 
sponse recall as a function of the retention interval First, consider the two 
uppermost curves The (slightly) U-shaped one has been computed m t h the pa­
rameter values as shown in Table 3 1, whereas the other one was obtained when 
the interitem strength parameter was set at 0 20 
Detailed inspection of the probabilities of sampling and recovery revealed 
the mechanism which generates the curve in the middle In cases where the in-
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teritem strength is high, changes in contextual strength have no influence on 
the recovery probability, because this function will then already be at its 
asymptotic value However, in cases where the intentem strength is relative-
ly low, the recovery probability strongly depends on changes in contextual 
strength When we plotted the sampling and recovery probabilities that pro-
duced the middle curve, we observed that the main increase m the sampling 
probability (due to j,/s«) occurred at a later point m time as compared to 
the moment where the main decrease in the recovery probability (due to the de-
crease of context strength) started The latter starts immediately after the 
end of list 2 learning This mechanism causes an initial decrease In the re-
call function, which is followed by an increase 
We have not been able to find any evidence for this (U-shape) prediction in 
the literature This may be not surprising, since our model predicts a rather 
small effect Moreover, we observed that the effect disappears as soon as the 
preexpenmental associative strength is set at a somewhat higher value than 
the one shown in Table 3 1 Result1! with Z-0 01 are presented in the same 
figure Thus, according to the model, the pattern of observations is highly 
parameter-dependent Concerning the l-shape, the effect seems too small to be 
detectable by statistical tests 
Another reason uhy spontaneous recovery may not be detected may also be due 
to internal parameter values Forgetting may occur at such a rapid rate, which 
is indirectly due to high extra-experimental associative strengths, that the 
spontaneous recovery process cannot compensate for it This notion is analog-
uos to Underwood's (1948) conception He proposed that, during the retention 
interval, list 1 response strength is determined by two opposing processes, 
recovery and normal forgetting 
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Figure 3.11 Spontaneous recovery for the A-B,Α-C design. The upper 
curve Is generated using 8.-0.20, 2=0.001. The middle curve corre­
sponds to θ.=0.05, 1=0.001 and the lower curve is computed using 
θ.=0.05, Z=0.01 All other parameters are set equal to their corre­
sponding values presented in Table 3.1. 
We further wish to make an important note showing additional evidence for 
our and Anderson's point of view (section 3 3 2) that relative and absolute 
associative strength is involved in processes of memory. The evidence comes 
from Postman's et al. (1968) conclusions about the conditions in which spon­
taneous recovery manifests itself These authors conclude that absolute spon­
taneous recovery is mainly found in experiments where list 1 is overlearned. 
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This very conclusion is fully accounted for by our model The reason is sim-
ple Overlearning results in such high associative strengths between items 
that the probability of recovery approximates one In other fcords, it doesnot 
depend on context strength fluctuations anymore Then, by the behaviour of the 
ratio Sy/Sj absolute spontaneous recovery is esthablished by the sampling pro-
cess Thus, Postman's et al (1968) conclusion turns in favour of our model 
In less extreme situations, absolute spontaneous recovery may be detected if 
the sampling probability increases more rapidly with respect to the decrease 
in recovery probability That is, when the list 1 context strength has already 
gone through the range of most rapid function decrease and has more or less 
stabilized 
3 3 1 The independence phenomenon 
An assumption that has led to much debate (Greeno et al , 1978) is the in-
dependence postulate proposed by McGeoch (1932) This postulate states that 
responses become associated to a common stimulus in an independent fashion 
Intuitively, this does not agree uith the unlearning concept It implies that 
the acquisition of R, does not affect the associative strength between the 
stimulus and the already connected response R.. (however, see Postman & Under-
wood, 1973) 
As Greeno et al (1978) are the prime defenders of the postulate and since 
they have presented impressive empirical evidence supporting this assumption, 
we will describe their logic in gathering relevant data Their argument, 
starting from the premise that the postulate is wrong, goes as follows Re-
sponse R» leads to the unlearning of R.. as it becomes associated to the same 
stimulus as is connected with R. The amount of interference increases as the 
response strength of R,, increases Furthermore, the higher the R, response 
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strength, the higher its recall probability However, the more unlearning of 
the R, response, the lower the recall probability of this response These ar­
guments lead to the conclusion that we should observe the following relation 
between the conditional and unconditional probabilities pCR^Rj] < p(Ri)· 
However, the majority of the data indicates independence. Indeed, the evi-
2 
dence seems very strong If one plots the cumulative distribution of X val­
ues obtained in a number of experiments, this distribution can be nicely fit 
2 
by a X distribution with 1 degree of freedom, as would be expected if the as­
sumption of independence holds (Greene, James & DaPolito, 1971). 
Some possible artefacts concerning this result, dealing with subject-item 
selection effects, are discussed by Hintzman (1972) In this section, we will 
present predictions made by our model which are in agreement with the observa­
tions of Greeno's et al.. We also discuss some problems that may arise with 
these experiments. 
We used the algorithm as presented in Figure 3.2 (MMFR and without the list 
discrimination part). Table 3.3 shows the results, which are classified ac­
cording to whether the first list was learned to criterion or was given a con­
stant number of study trials (the second list was always given 4 study tri­
als), whether there were both subject and item differences or not and whether 
incrementing is used. We also investigated cases with subject-differences-
only and item-differences-only. Each result is based on 100 simulation runs. 
The lists consisted of 8 pairs each. Thus, the total number of observations 
2 2 
involved in computing a φ coefficient is 800 Using the relation Χ -Νφ , an 
absolute value of •=0.069 would be significant at the 5 percent level. Let us 
now discuss the results presented m Table 3.3. 
According to our model, associating a second response to a stimulus does 
not affect the strength of the first response Using this fact, the model pre-
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Table 3 3 
Predictions concerning the independence of associations 
a-Without subject-item differences, 
INC=0, learning to criterion •= +0 05 
b-With subject-item différences 
INC=0, learning to criterion, μ = Ι,μ = 05 *= -0 08 
с-Item-differences-only, 
INC=0, learning to criterion, μ = 2 •= -0 14 
d-Item-differences-only, 
INC=0, 4 learning trials on list Ι, μ = 2 *= -0 13 
e-Subjeet-differences-only, 
INC=0, learning to criterion, μ = 2 •= -0 07 
f-Subjeet-differences-only, 
INC=0, 4 learning trials on list 1, μ = 2 *= +0 04 
g-Without subject-item differences, 
learning to criterion and 
With incrementing (INC=0 05) •= +0 01 
(INC=0 50) *= -0 12 
diets independence as long as the sampling counter L is reset to zero if one 
of the two responses is recalled I e recalling one of the two responses 
does not have a negative effect on the sampling probability of the remaining 
response This is confirmed by a simulation, where there are no subject-item 
differences This situation resulted in φ=0 OS (Table 3 3a), a value that is 
well within the region of acceptance 
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Let us now turn to the matter of subject-item differences The subject-
item differences were created by sampling subject and item-difficulty values 
independently from a normal distribution Α/(μ,ο ) for each subject-item combi­
nation The sum of these two values determined the associative strength for 
that particular combination Thus, within the same subject, the 'subject pa­
rameter' remains constant The averages of the two distributions, μ for the 
subject distribution and y, for the item distribution, are also shown in the 
table These averages are not exact, since we resampled values if a value was 
selected that happened to be smaller than a certain criterion (associative 
strengths must have a positive value) The variance of both distributions is 
one Using both subject and item differences we obtained #=-0 08 (Table 3 3b) 
which is borderline significant 
Before providing the reason why the model does predict dependence in the 
case of item-subject differences, we will first present two extreme examples 
resulting in positive and negative dependence 
The examples are based on extreme sampling fluctuations concerning subjects 
and items First, it may happen that subjects are sampled which are highly 
bimodally distributed with respect to learning capacities This may cause re­
call dependence, because good subjects probably recall both responses, whereas 
bad subjects have a high probability to recall neither This argument has 
been given by Hintzman, but it may only be true if both lists are presented 
for the same number of trials The effect may be reversed if learning to cri­
terion is involved The influence of such an experimental arrangement will be 
discussed below 
Secondly, consider a list of η paired-associates Suppose that n/2 of 
these pairs have very strong R. responses accompanied by very weak R. respon­
ses For the other n/2 stimuli the situation is exactly the opposite In 
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this case it may be observed that p(Rj)- 5 whereas piR^Rji-O Thus a neg­
ative correlation is produced Whereas these examples produce dependence, it 
is also true that in both situations the absolute strength of R. is not af­
fected by learning R, as is suggested by the unlearning hypothesis Although 
such arrangements are very unlikely, it is instructive to show that dependence 
may be observed without using some kind of unlearning factor 
Let us continue with the result presented in the table We observed 0=-O Οβ 
using both subject and item differences However, as shown in the examples, 
subject differences may lead to positive coefficients whereas item differences 
may lead to negative ones Therefore we will analyze the effects of subject 
differences and item differences separately If we simulate our model using 
only item differences, the table shows values that indeed confirm our idea 
about the effect of item differences Thus, whether or not there is learning 
to criterion, item differences induce negative correlations (Table 3 3c and d 
-0 14 and -0 13 respectively) This is explained by the fact that stronger 
associations tend to be recalled more frequently and because of the fact that 
they are relatively strong, as compared to the strength of the competing re­
sponse, the probability of recalling the other response is relatively low be­
cause of severe interference excerted by the item recalled PÍRARfl < 
Let us now investigate the effect of subject differences only The table 
clearly shows that there is a difference in the sign of the coefficient as to 
whether list 1 is studied for a constant number of trials (+0 04) or whether 
it is learned to criterion (-0 07) (Table 3 3e and f) In case of a constant 
number of trials, there is a small positive correlation, indicating that good 
subjects tend to recall both responses whereas bad subjects tend to recall 
neither The magnitude of the effect depends on the variance of the subject 
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distribution. However, by introducing learning to criterion (e g. 90% correct 
recall), the sign of the coefficient changes from positive to negative. At 
first sight, this may seem strange but the problem is solved if one realizes 
that learning to criterion introduces strength differences. Thus, the same 
list 2 strength may be accompanied by different list 1 strengths in the popu-
lation of subjects. This will lead to a negative correlation because of the 
reasons given above. Moreover, this will also hold if all subjects are equal 
in their learning abilities. This effect leads to the following conclusions. 
The observed negative correlation (-0.08) in the subject-item difference case 
probably reflects both a negative correlation due to item differences as well 
as to subject differences since there was learning to criterion. Also, ac-
cording to our model, in the ideal case where there are no subject-item dif-
ferences, testing the independence hypothesis is only justified if both lists 
are presented to each subject for a same number of trials. 
Furthermore, there exists another way for the model to generate dependence. 
This will be the case if we set the increment parameter at a sufficiently high 
value. Note that there will be incrementing during all test periods, thus also 
during the aquisition phase. The results are shown at the bottom of Table 3.3 
(g). Clearly, we have to use an incremental value of a much higher magnitude 
(0.50) as compared to the value of the interitem strength parameter (0.05) to 
obtain a significant effect. The effect of incrementing is twofold: It intro-
duces differences in strengths resulting in a negative correlation as dis-
cussed above and secondly, if a response is recalled during the MMFR test, in-
crementing the strength of the retrieved response results in a decrease in the 
probability of recall of the remaining response. Note that i) We only assume 
incrementing of interitem associative strengths, thus no contextual increment-
ing is used and ii) With a relatively large number of trials on both lists, 
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incrementing during the MMFR test will not have much effect upon recall of the 
other response because the intent em strengths already are at a relatively 
high value 
The previous discussion leads to several conclusions First, as has been 
shown above, a model based on the independence of associations may predict 
significant correlations due to learning differences, incrementing during re­
call tests, and, as an external reason, by subject-item differences Second­
ly, based on the results with our model and according to Hintzman (1972), as 
long as there are subject-item differences or incrementing processes, it will 
not be easy to prove the independence of associations Moreover, the effect 
of the learning method has been shown Learning to criterion may have a dif­
ferent effect on the 0 coefficient as compared to situations where a constant 
number of learning trials is given 
3 3 5 Osgood's transfer and retroaction surface 
Osgood (1949) proposed a model that predicts the degree of second list 
transfer following prior learning According to his model, the amount of 
transfer depends on the similarity between the stimuli used in both lists and 
the similarity between the responses of both lists His model is represented 
by a three dimensional surface where the x-axis represents the stimulus simi­
larity dimension and the y-axis the response similarity dimension The z-axis 
gives the amount of transfer for combinations of χ and y 'values' In terms of 
the conventional interference designs, the corners of the x-y plane represent 
the C-D, Α-C, C-B and Α-B list 2 configurations 
The surface may be described as follows If one moves from the Α-B corner 
to the Α-C corner positive transfer is gradually changed into negative trans­
fer Going from the Α-C corner to the C-D corner, negative transfer is re-
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placed be neutrality, where the C-D relation has been defined as representing 
the zero transfer reference level. From the C-D corner to the C-B corner 
transfer remains zero, whereas positive transfer is induced if one moves from 
C-B to A-B. 
It will be shown that our model predicts the edges of this surface. Start­
ing with the induction of negative transfer, we simulated the amount of this 
effect by moving from the Α-B comer to the Α-C comer. We will first de­
scribe the representation of the Α-B, Α-B' transfer design, where B' denotes a 
response that may be more or less similar to the first list response, ranging 
from identity (Α-B) to complete difference. Positive transfer is accomplished 
in the following way: We will assume that if the second list response resem­
bles its accompanying first list response, then it is incorporated in the same 
image. Thus, instead of the two images formed in the Α-C representation, one 
image may be formed in the Α-B' positive transfer design. This induces posi­
tive transfer because the associative strength between stimulus and image, and 
between context and image, increases due to a greater number of study trials, 
since only one image is formed instead of two. 
The values on the Α-B Α-C axis are represented in our model by assuming 
that the second list's number of Α-C pairs increases in comparison to the num­
ber of Α-B pairs: Thus, an increasing number of positive transfer pairs is re­
placed by interfering Α-C combinations. Note that we treat the situation in 
an all-or-none manner: The second list response is either placed in the cor­
responding list 1 image or it is not. Figure 3.12 presents the results. Mov­
ing from Α-B to Α-C it is shown that an initial positive amount of transfer is 
gradually replaced by negative transfer. 
From Α-C to C-D the stimulus attribute changes, which we represented by a 
gradually decreasing associative strength between the second list's stimulus 
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Figure 3.12 Application of the model to Osgood's transfer surface 
The corners in the plane correspond to the four major transfer de-
signs The ordinate corresponds to mean recall (transfer) The AB-AC 
and CB-CD axis represent the dimension where the responses from the 
transfer list change from same to different as compared to the first 
list The AB-CB and AC-CD axis correspond to stimulus change. 
and the first list's image This results in a decreasing amount of negative 
transfer as is shown in the figure. 
Next we follow the x-axis from C-D to C-B It may easily be shown that our 
model predicts no changes m transfer, because the second list stimuli remain 
different from the first list stimuli. 
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Moving from the C-B corner to the Α-B corner, positive transfer is induced 
by assuming a gradual replacement of zero transfer level C-B pairs by A-B 
pairs. Thus, we have shown that our model is consistent with Osgood's obser­
vations . 
3.3.6 Forgetting functions 
In our model, forgetting is partly explained by assuming a contextual fluc­
tuation process. Thus, if we could induce a retention interval without any in­
terpolated learning, forgetting would still be predicted. Although we will 
not discuss the matter in detail, it might be noted that classical interfer­
ence theory has some difficulty in providing a convincing explanation for this 
phenomenon. It has been proposed that this type of forgetting is due to extra-
experimental interference but this hypothesis has not been supported by empir­
ical results. It is easily shown that our model predicts such results, but 
here we are mainly interested in a related result, namely that the rate of 
forgetting does not seem to be affected by the original response strength, a 
phenomenon extensively treated by Slamecka and McElree (198Э). 
Slamecka and McElree observed that, as long as the recall probabilities are 
not too low, recall functions starting at different values (hence based on 
different response strengths) decrease in a parallel fashion. This result 
seems to hold for a wide range of experimental manipulations affecting initial 
response strength. According to Slamecka and McElree (1983), contemporary 
theories of memory have surprisingly little to say about the phenomenon. Our 
model, however, indeed predicts this pattern of results. A sample of forget­
ting functions has been derived for different associative strengths using 
Equation 3.1. The results are presented in Figure 3.13. 
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Figure 3 13 Predicted forgetting functions for lists differing m 
initial associative strengths The differences in associative 
strengths are accomplished by calculating the strengths for either 2, 
4 or 6 study trials 
As can be seen, there is no doubt that these predicted functions agree with 
the experimental findings. The model thus explains the empirical fact that 
normal forgetting, as defined by Slamecka and HcElree, is independent of stim­
ulus-response associative strengths Whether or not such a pattern of results 
is described as 'equal forgetting' depends of course on the way 'equal forget­
ting' is defined (see the discussion by Loftus, 1985) All that can be said, 
is that the present model can accomodate such results without introducing dif­
ferent forgetting parameters. 
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3 3 7 Recognition 
Finally, we will discuss an application of the model to recognition Rec­
ognition tasks became important in interference experiments after Postman, 
Stark and Fraser (1968) proposed the response-set theory It was argued that 
this theory could be tested with recognition tasks We will not go into this 
discussion here, but instead we will present the data as they are observed 
with the recognition method. 
Recognition experiments have been performed using the four major designs 
C-D, C-B, Α-C and A-Br In those designs, usually four responses are present­
ed along with the stimulus to the subject One of the responses is the cor­
rect one that was associated to the stimulus during list learning The fol­
lowing pattern of results has been found (Postman & Stark, 1969) The C-D, 
C-B and Α-C design obtained about equally high (list 1 retention) recognition 
scores, whereas only the A-Br design seemed to suffer from interference ef­
fects Thus, to the surprise of most investigators practically no deteriora­
tion in Α-C recognition relative to the C-D performance could be detected 
This observation severely undermined the unlearning hypothesis 
A note on this result has to be made First, Α-C as well as C-B list 1 
(retention) recognition seems to be consistently less compared to C-D recog­
nition, m spite of the fact that the difference is usually not statistically 
significant Secondly, the difference between the C-D design on the one hand 
and C-B, Α-C and A-Br designs on the other hand is greater if the acquisition 
phase involves learning by recall instead of learning by recognition More­
over, detailed examinations concerning these comparisons have revealed that 
A-Br recognition mainly suffers from negative list discrimination effects (An­
derson & Watts, 1971) If both the list 1 as well as the list 2 response are 
presented among the alternatives, the subject may recognize both of them quite 
well, but he may not correctly discriminate them according to list membership 
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Thus, the model should account for three observations (we will not treat 
the observed difference between learning by recall and learning by recogni-
tion) i) A-Br recognition deteriorates relative to the other designs if both 
responses are present m the alternative set, 11) There will be practically no 
differences between these four designs if list discrimination problems are 
avoided and 111) There is a consistent but small difference between the C-D 
design and the others 
To apply the model to recognition we will first have to assume something 
about the retrieval cues involved Apparently, in recognition experiments the 
subject is presented with more then two cues The usual context cue, the stim-
ulus cue and the response cues We will assume that the subject uses the re-
sponse cues given in the set of alternatives one by one This means that at 
any time he only uses three cues The context cue, the stimulus and one re-
sponse The strength with which these cues point to image R is the product of 
the three associative strengths 
s(R/)C,S,«)=ifR/)C)sfR/,S)s(R/,RJ 
Figure 3 14 shows the retrieval structures for the four conditions in a picto-
rial manner 
We assume that there are two ways in which the subject may identify the 
correct response The first one is that the correct image is found using the 
correct pair as a cue The second way is that the correct image is found us-
ing an incorrect S-R pair as a cue constellation When this happens, it is 
assumed that, as a check on the correctness of the response found in the re-
trieved image, the subject searches the alternative set and of course finds 
the matching response and thus recognizes it 
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Figure 3.1Q Pictorially presented retrieval structures in case a rec­
ognition task is utilized. Only strong associations (solid lines) are 
shown. 
It is intuitively clear that this model is in agreement with the fact that 
recognition usually is better than recall: The reason is that three cues are 
used instead of two. Simulation results of the model are presented in Table 
3.4, where a distinction is made whether A-Br suffers from list discrimination 
problems or not. It should be noted, that the usual method of making up the 
alternative set is used: Three randomly chosen responses from the same list 
are selected to function as distractors. Thus, in case of the A-Br design, the 
competing response may not always be within the set. The Α-B list as well as 
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the interpolated list consisted of eight paired-associates. Therefore, a maxi­
mum score of 8.00 could be potentially obtained. 
Table 3.4 
Recognition predictions. 
A-B,C-D 
A-B,C-B 
A-B,A-C 
A-B,A-Br 
A-B,A-Br 
6.80 
6.52 
6.47 
5 . 6 6 ( a ) 
6 . 2 9 ( b ) 
Note: Mean number of recognized 
items. (a) list dicrimination 
effects included, (b) without 
list discrimination problems. 
From Table 3.4 it can be concluded that, in agreement with the experimental 
results, A-Br recognition is deteriorated. However, the bottom row shows that 
the recognition of A-Br pairs increases as soon as the competitor is eliminat­
ed from the alternative set. In agreement with the data, there is a small 
difference between the C-D design on the one hand and the other designs on the 
other hand. This may also be concluded from Figure 3.14. In fact the model 
predicts C-D > C-B=A-C > A-Br if we use expected values (instead of simula­
tions which results are affected by sampling error). The reason is, that 
there are more interfering relations involved ir the C-B, Α-C (and even more 
in the A-Br) designs relative to the C-D paradigm. A strong piece of evidence 
for this assertion is the observation that recognition of the Α-C list is sig-
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nificantly less when compared to the C-D condition, using a PI design (Post­
man, Stark & Burns, 1974) 
3 1 Discussion 
Evaluating the above results, we may conclude that the model's qualitative 
accounts of the data are quite impressive, especially since all predictions 
are based on the same set of parameter values 
The model presents two major advantages to classical interference theories 
First, ал important step taken by this model is that it accounts for interfer­
ence data in a semi-quantitative way Secondly, the model is more parsimoni­
ous than the older theories For example, instead of the two concepts unl­
earning and response-competition used in the classical theory, our model is 
able to predict the same data by only using the mathematical analogue of the 
concept of response-competition 
Furthermore, in our model time-dependent forgetting functions, with and 
without interpolated material, are accounted for by only assuming a contextual 
fluctuation process Classical interference theorists like Underwood and 
Postman (1960) theoretically considered the same phenomenon of single list re­
tention They proposed an explanation in terms of extra-experimental proactive 
and retroactive interference affecting single list retention by means of natu­
ral language habits. This theoretical exercise led to some experimentally te­
stable hypotheses The outcomes were, however, disappointing (Underwood & 
Keppel, 1963, Postman, 1961, Postman, 1971) 
Moreover, our model provides a reason why the MMFR method may be free from 
response-competition in some situations, whereas in other situations this 
factor may not be assumed to be eliminated The point is that truly unpaced 
tests do not exist in practice According to the model, a test will only be 
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free from response-compete ion if the subject is urged to continue searching 
for very long times Essentially, this implies that there is no stop criteri-
on Thus the model shows that in practical situations, the M4FR test will 
probably not eliminate response-competition and therefore the occurrence of RI 
on such tests is explained 
Also, our model not only generates both relative as well as absolute recov-
ery, but it can be used to explain whv there may be problems to detect abso-
lute recovery Most important, our model explains the specific manifestations 
of absolute spontaneous recovery, a result that links with other analyses in 
which memory processes are considered to depend on both relative and absolute 
associative strength (Anderson, 1961) Beside this, it predicts counterintui-
tive behaviour of list 1 recall, the slightly U-shaped recall curve, as a 
function of the retention interval length depending on the parameter values 
However, we have not been able to find anj evidence nor contradictory results 
for this peculiar behaviour of the model As has already been mentioned, such 
curves may not be detected in real data because of the existence of preexperi-
mental associations 
There is one important issue that has not been dealt with yet This issue 
has to do with the reinstatement of the study context at time of test As has 
been shohn implicitly in this chapter, the C-D design suffers from interfer-
ence because of the fact that the context at time of test refers to two dif-
ferent lists, which has the effect of increasing the list length of the to-be-
recalled list as compared to the control condition In SAM, the list length 
phenomenon, which occurs both in free recall studies as well as in paired-as-
sociate experiments, is in fact due to the inability of the subject to focus 
the memory search to a more restricted part of the entire search set 
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It has been shown in the literature, that it is possible to manipulate the 
context at time of test, both by the subject as well as by experimental ar­
rangement (See Chapter 2, Bilodeau & Schlossberg, 1951, Godden & Baddeley, 
1975, Bower, Monteiro & Gilligan 1978, Smith, 1979) These studies showed that 
recall deteriorates when the test context differed to an appreciable extent 
from the study context (Godden & Baddeley, 1975) Moreover, RI as well as PI 
could be released using proper context manipulations (Bilodeau & Schlossberg, 
1951, Bower, Monteiro and Gilligan, 1978) Furthermore, Smith (1979) showed 
that his subjects were able to exert control over the context cue and, as may 
be ijnportant to emphasize, he showed that context behaves like any other type 
of memory information He was able to show that retrieval of contextual in­
formation was affected by a kind of 'list length' effect The more different 
contexts the subject had encountered, the more retrieval failed 
Now the point to be made is that in the above we relied on the assumption 
that the contextual fluctuation process determined the constitution of the 
context cue at the time of test That is, we did not consider the possibility 
that the subject first tries to reinstate the study context before starting 
recall Our context model was, however, set up in a way to accomodate such a 
strategy and, what is more important, to predict the effectiveness of this 
strategy depending on certain experimental parameters Therefore, we will now 
show that the model explains the rise in recall when subjects are instructed 
to use such a strategy and we will present predictions that show that this 
strategy becomes less effective as a function of a decreasing interiist inter­
val We will give an example using the Α-Β,Α-C interference design 
The idea of contextual information retrieval has been worked out in the 
following manner Given that the subject tries to recall list 1, we suppose 
that he is able to use the active list 1 context elements, those elements that 
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uniquely refer to the list 1 code, to retrieve inactive elements To make such 
a mechanism work, we assume that the list 1 elements themselves are associated 
to other list 1 elements and overlap elements but not to unique list 2 ele­
ments We also assume that the number of retrieved elements from both classes 
is proportional with the number of active list 1 elements and the number of 
inactive elements These assumptions lead to the following equations, where 
ζj and г denote the number of retrieved unique elements and overlap elements, 
respectively с is a scaling constant that will be set to one 
Zj = cAjlKj-Aj) 
A denotes the number of active elements from a certain class and К symbolizes 
the total number belonging to that particular class 
We will further assume that the allowed number of active elements will not 
exceed n, the size of the active set This leads to a mechanism where the 
retrieved elements replace active χ,, χ , and у elements (active elements from 
the other list, active overlap elements and non-conditioned elements) until 
most (depending on how many elements can be replaced) or all retrieved ele­
ments are included m the context cue 
Computed results with and without such a contextual information retrieval 
process are shown in Figure 3 IS In order to produce these results, an 
A-B,A-C design was simulated, where the interlist interval length is the inde­
pendent variable and the parameter values are as before (see Table 3 1). 
Futhermore, two functions are computed corresponding to the cases where only 
unique elements are retrieved and where both kinds of elements are retrieved 
First, the figure shows that context retrieval has a remarkable effect on re­
call Secondly, as is clearly shown, an increasing interlist interval may have 
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a increasing benificial effect on recall in the context retrieval condition 
We use the word 'may', because if the retention interval is too short, the re­
call curve starts at a lower value and decreases as a function of the inter-
list interval The reason for starting at a lower value is caused by the fact 
that the number of active list 1 elements, needed for retrieval, just starts 
to grow after the final list 2 study trial Since our retrieval function г 
has a maximum at A=K/2, using a longer retention interval, recall may start 
at a higher value, due to the fact that more elements are retrieved (See Fig­
ure 2 5) Recall may increase, as shown m the figure, because the retrieval 
mechanism can compensate for the decreasing number of active list 1 elements 
(since the interval between list 1 and test is confounded with the interlist 
interval See Slamecka and Ceraso, 1960) 
The reason why the recall function may increase is simple Increasing the 
interlist interval leads to less overlap elements, elements that are also re­
trieved at the time of test and that refer to both lists instead of only to 
the to-be-recalled list. 
Also shown in the figure is the fact that retrieval of both unique as well 
as overlap elements leads to better recall than the retrieval of unique ele­
ments only One of the reasons for this observation may simply be that the 
contextual strength is higher when both kinds of elements are retrieved which 
results in a higher value of the probability of recovery Thus, it is shown 
that our model can account for such retrieval effects and, quite interesting, 
it shows that its effectiveness also depends on the retention interval 
It might be interesting to note, that even if the original study context 
could be reinstated perfectly, this situation would not lead to the same level 
of original recall, since some of the elements will have become overlap ele­
ments referring to the competing list 
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Figure 3 15 Prediction of list 1 recall in the Α-Β,Α-C interference 
condition as a function of the interlist interval length These func­
tions show the dependence between the interlist interval and the ef­
fectiveness of retrieved contextual information 
In Chapter 4, we confront the model with interference data that will be 
fitted m a quantitative way These data were obtained from experiments con­
ducted in our laboratory The reason for performing such experiments is that 
we wanted to establish homogeneous data sets that are to be accomodated by the 
model simultaneously The parameter estimates produced by this fit will be 
compared with each other Furthermore, the model will be fit to Anderson's 
(1981) data and we will compare these estimates with the estimates obtained 
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from our experiments. This may be interesting because the essential differ-
ence between Anderson's experiment and ours lies in the material used. A par-
ticular interesting question is whether the model can be fitted to the re-
sponse latencies as well as to the recall probabilities observed in this ex-
periment. 
140 
APPENDIX A 
Retrieval structures and pai red-as sociate designs. 
The sampling and recovery equations constitute the kernel of the SAM theo­
ry. However, before one can apply these equations to certain memory designs 
such as paired-associate paradigms, one has to specify the retrieval struc­
ture, involving cues and images In the following, we will discuss the impor­
tant role played by the retrieval structure in predicting the data. We will 
mainly focus our attention on the kind of image representation one may pro­
pose. 
We will restrict ourselves to paired-associate modelling During paired-as-
sociate learning, a stimulus response pair is presented to the subject for 
study In a recall task, the subject is provided with the stimulus in order to 
recall the response In a recognition task, both members of the pair are pre­
sented to the subject and he has to decide whether or not both items have been 
presented as a pair during study First, we will refer to the recall situ­
ation. This task may be represented by several different retrieval structures, 
where two possibilities are given In the following diagram, assuming a stimu­
lus-response pair a-b has been studied and a is presented for test 
a »<σ> .<b> (A lì 
a •<σ b> ÍA.2) 
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where the images are enclosed by <> In the first representation (A 1), both 
members are assumed to be stored as different images In trying to recall re­
sponse b, the subject first has to find the image of a which is in turn con­
nected with the image of b This situation is known as the Hoffding problem 
The problem is that if the subject encounters some other encoding of the stim­
ulus a, for example <o' >, then using the latter as a cue will not enable him 
to retrieve image b (neglecting residual pathways) The fact that he may re­
trieve <a'> with the help of a is because we assume that o resembles the en­
coding <σ'>, where <b> does not share features with <σ'> but only with a If 
the subject finds <o'>, he will probably think that a has not been presented 
during study at all, since he does not recognize it Thus he will probably 
also end his search, since if it has not been presented for study, then there 
exist no associated response A confirming study for the situation given 
above can be found in Martin (1972) 
In representation A 2, both items are stored in the same image The impor­
tant advantage of this representation is that all contextual elements associ­
ated with these two items are stored together In the first representation 
each image may have different contextual elements, a situation that increases 
the complexity of our model A property of the second representation is that 
the response may immediately be retrieved by the stimulus, instead of first 
recognizing the stimulus However, a problem arises if one considers the 
fact, that the presented stimulus may be perfectly recognized, while on the 
other side the subject may not be able to retrieve the response This situ­
ation seems a paradoxical one, since recognizing the stimulus implies that the 
subject has been able to retrieve the image, which also contains the response 
A possible solution to this paradox might be to assume independent recovery 
probabilities for each item contained in the image This immediately generates 
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the risky hypothesis that one may observe a subject recalling the response, 
while at the same time he is unable to recognize the stimulus Another solu­
tion to the question m which way the subject may recognize the stimulus while 
not recalling the response can be found in a paper by Gillund and Shiffrin 
(1984) They propose that recognition is mediated by the value of the denomi­
nator in SAM's sampling formula That is, a well learned item, well learned in 
the sense that it has been associated to a large number of other items, may 
produce a relatively large amount of episodic activation, quantified by the 
denominator of the sampling formula In this way, recognition of the stimulus 
does not imply response recall 
In our model we have chosen for what we will call the one-image representa­
tion (A 2), because it seemed that both representations are data-equivalent 
(Raaijmakers & Shiffrin, 1981b) Furthermore, since the issues discussed 
above have not been settled, representation A 2 was the one preferred because 
it is the more simple one 
The A-B' design and its representation 
No problems with the chosen representation were met until we studied Post­
man and Stark's (1969) results with respect to the Α-B' design Before dis­
cussing the problem, the following has to be noted The problem arises if we 
also consider recognition data using paired-associates While we have proposed 
a recognition model that is based on the same mechanism as recall (See Chapter 
3, paragraph 3 3 7), it must be remembered that a more thorough investigation 
has been performed by Gillund and Shiffrin applying SAM in a totally different 
way to recognition phenomena (see above) Thus, in no way we will defend our 
recognition model as strongly as possible, but instead use it because i) The 
validity of the model is supported by the fact that it generates predictions 
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that are in agreement tith data from interference experiments using recogni­
tion tasks and 11) Assuming that the model is correct, we will illustrate the 
fact that the choice of a particular retrieval structure may be of great im­
portance for purposes of data fit 
Referring back to the A-B' design, it is known that this design leads to 
positive transfer during list 2 recall There exists evidence for the hy­
pothesis that positive transfer is accomplished because the subject uses the 
first response as a mediator during list 2 study Assuming such a process, it 
seems not unreasonable to represent this situation by the following retrieval 
structure. 
a » <σ b b'> {A 3) 
Thus, both responses are stored m the same image Using such a representa­
tion, the learning of the second list is viewed as a repetition of the first 
one. The associative strength in A 3 is equal to θ (strength built up during 
list 1 study) plus T, the strength added during list 2 study This represen­
tation expiâmes the observation of positive transfer during A-B' learning 
Furthermore, the model predicts that there will be an increase in list 1 re-
sponse reproduction during the retention test as a function of the number of 
list 2 study trials. We were not able to find much evidence for this pre-
diction, but some confirming data can be found in Barnes and Underwood (1959) 
who employed an A-B' design They observed that recall of the first list did 
not depend on the number of trials on the interpolated list Thus, at least 
no RI was detected Unfortunately, the predicted increase in recall cannot be 
verified using these data, since there was a near asymptotic performance in 
recall 
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However, looking at the recognition data obtained by Postman and Stark 
(1969) during transfer learning, A-B' recognition scores appear to lie beneath 
the C-D recognition level. Following our recognition model as presented in 
the present chapter, the retrieval structures are as follows: 
for A-B' and, 
<o b b'> (A.t) 
<a b> 
(A.5) 
-» <c d> 
in case of C-D recognition. Assuming that the solid connections represent 
equal associative strengths, one would expect A-B' recognition to be better 
than C-D recognition. There can be no artefact produced by list discrimina-
tion failures since the list 1 response (b) was not presented among the al-
ternatives. A simple solution to this deviation of the model with respect to 
the observed data is given by the following representation of the A-B' design 
for recognition: 
-»<o b> 
-»<o b'> 
This results in the proper ordinal relation C-D > A-B' for transfer recog-
nition. Consequently, we assume the same retrieval structure in case of re-
call: 
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о-£-*<« b> 
a 
<σ b'> 
Here, the subject either may directly retrieve the <ab'> image, or he may 
first find the < o b > image and subsequently uses both cues in order to re­
trieve the <ab'> image. This representation and its proposed search mechanism 
may generate a higher recall score relative to the control condition if and 
only if LMAX is high: In such a situation, the sampling probabilities, which 
depend on LMAX, do no longer play an important role, which leads to an ad­
vantage in the Α-B' design, where searching with both cues a and b involves 
higher recovery chances. This reasoning is confirmed by simulation results. 
However, the need for relatively high LMAX values remains tins at is factory. 
A new problem arises for representation A.6 and A.7 while considering data 
from Underwood (1951), who studied the effect of number of list 1 study trials 
and response similarity on second list transfer. His data clearly show that 
there is a positive relation between the number of study trials on the first 
list and the amount of positive transfer, if there is a high degree of re­
sponse similarity. Our retrieval structure presented in (A.7) cannot account 
for the relation observed by Underwood. We may show this by deriving the 
probability of recall (assuming LMAX=1 for the sake of the argument): 
U 2(7-e"
W2) es7(J-e"
e
~
5
n Jas^l-e'1'''^) 
P0(b')= 
ïj,*es-*w BSJ+IJ.+W Гаі.*8 5«+ 
where s, denotes context strength for list i and w denotes the sum of residual 
associative strengths. 
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Hence, by using representation (A 7) we must conclude that an increase in 
the number of study trials on the first list (represented by parameter β) 
leads to a decrease in the probability of recalling the second list response 
On the other hand, this observation is easily accounted for if we use the one-
image representation; <abb'> Remember that changing from the one-image rep­
resentation to the two-image representation was caused by the conflicting ob­
servation of Α-B1 negative transfer in a recognition task (Postman & Stark, 
1969) Since we were not able to find experiments in the literature dealing 
with the same kind of experiment Postman and Stark used, we may handle conser­
vative and stay with the one-image representation as long as the Postman and 
Stark finding is not as yet firmly founded on empirical grounds 
The above discussion clearly demonstrates the non-triviality of the re­
trieval structure representation In this chapter, we concluded that the 
model is in agreement with the data, and thus indirectly with our representa­
tion of memory images as long as Postman and Stark's results are not unequivo­
cally excepted 
A final note should be made about a frequently used distinction encountered 
in the literature between response loss and associative loss (e g Postman & 
Stark, 1969) In our representation, the mechanisms for recall and recogni­
tion are equivalent, that is, in both tasks, successful reproduction depends 
on retrieving the relevant image from memory Thus, in our model associative 
loss /5 response loss Furthermore, recognition does lead to higher perform­
ance not because of the sheer fact that the response is present, thus encom­
passing the problem of response loss as suggested by Postman et al , but be­
cause the response acts as an additional cue , 
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Chapter 4 
A QUANTITATIVE EVALUATION OF THE MODEL 
4 1 Introduction 
In the previous chapter, we presented a model which predicts many of the 
standard interference phenomena described in the literature However, all 
data fits have necessarily been performed in a qualitative way because of the 
fact that, as has been argued in that chapter, experiments from which the 
datapatterns were obtained differed too much in the materials used, experimen-
tal design and the like Furthermore, and, probably most important, is the 
fact that many reports published in the past do not give the information 
needed for fitting the data quantitatively, perhaps because of the extensive 
use of verbally stated theories For these reasons and because we wanted data 
that conform as closely as possible to the technical assumptions on which SAM 
is based, such as retrieval from long-term memory, we will present a database 
that is in agreement with these demands 
Then the main goal of the present chapter is to evaluate the quantitative 
fits of our model to these data Subsequently, we will discuss currently pop-
ular mathematical models, which also cover the field of interference They 
already have been examined to some extent in Chapter 1 We will revisit the 
ACT theory developed by Anderson (1976, 1981, 1983) and the convolution and 
correlation model developed by Murdock (1982) and Eich (1982) 
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In this chapter we will show quantitative predictions of the model to the 
experimental results obtained at our laboratory Four of such experiments 
were conducted The first three experiments were performed in such a way that 
material, experimental design and the like were fully comparable in order to 
produce results that only were supposed to depend on the experimental parame-
ters, such as presentation time That is, we will assume that the theoretical 
parameter values, e.g the associative strengths, are approximately equal 
across experiments, since we used the same kinds of material, instructions 
etc The fit between model and data will provide us with estimates for these 
theoretical parameters As we have already shown in chapter 2, we know the 
conditions under which the model parameters are identifiable This knowledge 
enables us to discuss the obtained estimates on a sound basis, that is, for 
the first time, SAM's parameters may be compared with each other on proper 
grounds 
In order to let the database be as large as possible, we have included data 
from two preliminary experiments, denoted below as Experiment la and lb, that 
were performed to establish the optimal general procedure for the experiments 
Whereas the first three experiments are socalled parametric experiments, which 
were intended only to manipulate some experimental parameters, parameter val-
ues that may directly be inserted in the theoretical model (i e they need not 
be estimated), the fourth experiment is of a quite different nature This ex-
periment was performed to test the contextual fluctuation model in the, intui-
tively, more suitable environment of a continuous paired-associate (CPA) para-
digm The reason for employing this kind of design is based on the idea that 
it fits the contextual fluctuation assumptions better as compared to a list 
structured design, because of the fact that we do not have to assume a static 
context during a whole list presentation Furthermore, the continuous presen-
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tation of items is supposed to provide a continuously changing context The 
experiment may be said to test time-dependent interference effects at the mi-
cro-level, because the presented pairs were related in the a-b, a-c manner 
Finally, we will show that the model also fits some interesting data presented 
by Anderson (1981) on the relation between response latency and response prob-
ability 
The first two experiments to be presented (Experiment la and lb) were con-
ducted in order to observe the effects on Rl in situations were the subjects 
receive only one learning trial (and a test feedback) on each list This is 
in contrast with the classical literature, where the number of study trials 
usually is in the order of ten trials The fact that we ran an experiment 
with such a few number of study opportunities is that, according to our model, 
this situation should show interfering effects too, although probably less m 
magnitude as compared to multitrial list learning experiments 
Next we present an experiment (II) were multiple presentations are given 
for each list In experiment III we vary both the number of interpolated 
lists as well as the list length, where the effects of the latter variable on 
RI are as yet not examined in the literature The model predictions to these 
data are shown and discussed Apart from these results, we present the CPA 
experiment and the fit of the model to it 
t 2 Experiment la 
In most previous studies on memory interference, a multitrial learning pro-
cedure has been used The first and second list have usually been presented 
either for a fixed number of trials or until a given criterion (e g 80% cor-
rect) was reached The first experiment to be presented here has been per-
formed in order to investigate whether RI will be observed using a one trial 
presentation plus feedback procedure instead of a multitrial procedure 
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A similar design was used in a study by Tulving and Watkins (1974) They 
showed that anomalous results (i e higher first list than second list recall 
on a final MMFR test) could be observed due to exaggerated negative transfer 
if no immediate testing of the first list is used The reason for this obser­
vation probably lies in the fact that subjects try to recall the first list 
response during second list learning, anticipating the final recall test 
(Arkes h Lyons, 1979) For this reason we have included immediate testing af­
ter the presentation of each of the two lists, followed by a final MMFR test. 
On the initial tests, feedback, in the sense that the correct response was 
presented, was given after each tested item Thus, this experiment was per­
formed in order to investigate the question whether RI can be observed if one 
uses only two learning trials (if we consider the feedback procedure as an ad­
ditional study trial) for both lists 
4.2.1 Method 
Design Although we used three interference designs, C-D, Α-C and A-Br, 
only the C-D and Α-C paradigms will be of importance in this paper, since list 
discrimination effects might exist in the A-Br paradigm which are too large 
to be ignored, Such effects will not be considered in the current application 
of the model The three paradigms were presented according to a within-sub-
jects design The order of presentation was by means of a latin-square 
Subjects 12 subjects volunteered in this experiment and were either re­
warded with Dfl β 00 or with undergraduate credit points (if they were stu­
dents in Psychology) ' 
Materials Each list consisted of 15 paired-associates All words used 
were unrelated common Dutch nouns, which were selected from Uit den Boogaart 
(1975) Pairs of these words were formed by randomly selecting the stimulus 
1
 The same applies to all experiments described in this chapter 
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and response members from a master set before starting an experimental run 
Procedure A PDP11/RSX system controlled the presentation of the study 
and test trials First list 1 was presented to the subject for study Each 
pair was presented on a video screen for 4 seconds Subjects were instructed 
to stop rehearsing a presented pair as soon as it was replaced by a new study 
pair They were also told not to try to recall the list 1 response as a stimu­
lus was presented with a competing response during the Α-C condition After 
the final pair was studied, the screen was cleared and the subject had to per­
form an arithmetic task during approximately 25 seconds This task involved 
the summation of digits that were presented one after another 1 e , a number 
between 400 and BOO was displayed followed by numbers between 1 and 9, each 
displayed for 2 seconds Such a task is needed because we are only interested 
in retrieval from long-term memory Immediately after the subject gave the 
answer to the arithmetic task, the recall test started Stimuli were presented 
to the subject in a random order, and his task was to recall the corresponding 
response At the moment of recall, he pushed the response button (used to 
register response latency), and reported the response orally He was given 
feedback by presenting the correct response for two seconds on the video 
screen In this way, both lists were studied and tested The retention test 
was by means of a unpaced MMFR procedure Oral recall was used in all tests 
and the responses were registered using a tape recorder In this experiment 
and in the experiments to be described below, the subjects received training 
trials before the actual experiment started 
4 2 2 Results 
Mean recall performance and RI scores, that is, immediate list 1 recall 
during study minus recall during the MMFR test, are presented in Table 4 1 
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Contrary to the results obtained by Tulving and Watkins (1974), the RI scores 
are negative, that is, recall at the MMFR test is higher than original recall. 
This probably reflects a learning effect during test as a result of the feed­
back procedure. As already has been noted, the feedback acts like an addi­
tional learning trial which is reflected in relatively higher scores on the 
final MMFR test. The present results show lower RI estimates for the C-D 
condition as compared to the Α-C condition, indicating interference from the 
competing response According to the analyses of variance (including the not 
presented A-Br scores), there are no significant CD/AC/ABr factor effects dur­
ing list 1 learning (.F{2,20)=1 35, p=0.28) nor did we obtain a significant 
effect for this factor on the RI scores, F(2,20)=0.34, p=0.77. The latter 
could be due to the fact that Α-C and A-Br means were almost equal, thus re­
ducing the variance due to the paradigm factor. None of the interaction ef­
fects was significant. It should be noted that we are not very interested in 
the results of the ANOVA, since we will mainly be concerned with the pre­
dictions of our model with regard to these data. The results of ANOVA's will 
still be given mainly in order to give the reader some idea about the degree 
of significance of effects Then, even if an effect is not significant it will 
still be used in the quantitative predictions, since the model should predict 
large as well as small differences between the various data means correctly. 
Thus, the present experiment shows that one can observe RI even in situ­
ations involving only two reinforcements per list, although we admit that the 
magnitude of interference is rather small. 
Ц. 3 Experiment lb 
In the previous experiment only a single interfering list was presented be­
tween original learning and the final MMFR test. In Experiment lb we used 
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Table 4 . 1 
Data from Experiment Ia 
Immediate t e s t i n g MMFR 
L l L 2 L l L 2 
C-D | 8 .66 8 .50 9.75 11 .33 
Α-C | 9 . 9 1 6.75 10.50 9 . 3 3 
NOTE: L. denotes l i s t i . HI d e n o t e s the 
ι 
difference score between initial list 1 recall 
and recall at the retention test. 
three interfering lists. With such a constellation, we hoped to increase the 
effects of interference Although the same kind of experimental design is also 
used in Experiment III (see below), we will treat this experiment separately 
because of the differing number of study trials involved. Only the C-D and A-C 
paradigms were used. 
4.3.1 Method 
Design The C-D and Α-C paradigms consisted of three interfering lists. 
The conditions are denoted by A-B,C-D,E-F,G-H and A-B,A-C,A-D,A-E. All sub­
jects participated within both paradigms. Half of the subjects were given the 
C-D paradigm first followed by the Α-C paradigm, whereas the order was re­
versed for the other half of the subjects. 
Subjects 12 subjects participated in the experiment. 
Materials See Experiment la. 
Procedure The same procedure as in Experiment la was used. Lists were 
related in a C-D or Α-C fashion. All lists consisted of 15 paired-associates 
RI 
-1.09 
-0.59 
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presented for 4 seconds each. Two seconds of feedback presentation were given 
during initial test trials. Thus the subject had the opportunity to study 
each list twice. 
4.3.2 Results 
Table 4.2 shows the results. No significant CD/AC factor effect was found 
for the first test trial (List 1), F(1,10)=0.6Q, p=0.44. There is a (border-
line) significant effect on the RI scores: F(1,10)=1.17, p=0.06. 
The upperright panel of Figure 4.1 depicts the combined RI scores from Ex-
periment la and lb. The figure clearly demonstrates the effect of the number 
of interpolated lists on RI. 
Table 4.2 
Data from Experiment lb 
lunediate recall MMFR 
4 L2 L3 L4 4 L2 4 
C-D | 9.58 9.58 9.42 10.83 | 9.25 9.83 10.08 
A-C | 8.67 7.67 8.33 8.33 | 6.25 5.92 8.17 
Note: RI is defined as the difference between L. 
immediate recall and L. MMFR recall. 
«.« Experiment II 
In the present experiment we used a multitrial list learning design, a type 
of design that is most frequently used in interference experiments. Three 
important variables, which were assumed to have a great impact on some of the 
model's parameters, were included in this experiment. These variables are: 
-presentation time of a paired-associate (T: 2 or 4 seconds). 
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Figure 1.1 Top half, data: RI scores derived from Experiments la, lb 
and III. Left panel: RI scores from Experiment III Right panel: RI 
scores belonging to Experiments la and lb. On the horizontal axis, 
the number of presented lists (2,A) is given together with the list-
length (either 15 or 30 pairs). Open circles correspond to the A-C 
condition uhereas the filled circles denote the C-D condition. Bottom 
half Predictions of the model. The 30 item condition of Experiment 
III is left out of this panel; See text. 
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-number of trials on list 2 (TR 1, 3 or 5 trials) 
-A-B,C-D paradigm vs the A-B,A-C paradigm (CD/AC). 
The interval between the last list 2 trial and retest varied in such way that 
the retention test started at approximately the same time interval after list 
1 learning. This factor will not be used in the analyses of variance, because 
it is completely confounded with the number of learning trials on list 2, TR 
4 4.7 method 
Design Each subject participated in two conditions, one in which the two 
lists had a C-D relationship and one in which they had an Α-C relationship. 
The subjects were divided in 6 groups of 12 subjects each Groups differed 
with respect to the factor TR. Within each group, 6 subjects were given the 
C-D lists first and the Α-C lists second, whereas the other 6 subjects studied 
the Α-C lists first (order factor) The number of list 2 learning trials was 
varied between subjects 
Sub/ects 72 subjects participated in the experiment. 
Materials See Experiment la 
Procedure In this experiment a subject learned two lists of paired-asso­
ciates. The lists could have the A-B,C-D relationship or the A-B,A-C relation­
ship The first list was always presented three times to the subject and the 
second list was given either 1, 3 or 5 presentations. After list 1 and list 2 
learning, the subject was tested again for the list 1 responses The length 
of the time interval from the last list 2 test until the retest depended on 
the number of list 2 presentations in such a way that the retention test al­
ways started at approximately the same time interval following list 1 learn­
ing During the time interval between list 2 and the retest of list 1, the 
subject worked on a sum verification task. Schematically, the design was as 
follows 
158 
Lj O Τ // Lj Ο Τ if Lj Ο Τ # L 2 Ο Τ V RETEST L 1 
where L. denotes list 1 presentation, L. denotes list 2 presentation, 0 means 
arithmetic task, Τ means test, and V represents the verification task. 
The entire experiment was automated The subject was seated in front of a 
terminal and a PDP11/RT11 system controlled the experiment. Within a design, 
each paired-associate was presented on the terminal screen for t seconds. 
Immediately after the last paired-associate was presented, the subject started 
to sum digits. The answer to the arithmetic task was typed m by the subject. 
Then he pushed down the return button whereafter the test of the just present­
ed list started. A randomly chosen stimulus was presented for test If the 
subject recalled the list 1 response, he first gave a return signal which en­
abled the program to compute the response latency and after typing in the re­
sponse he gave a second return signal Subsequently, the next stimulus was 
presented for test No feedback was given during the acquisition tests The 
retention test consisted of unpaced list 1 recall. 
At the end of the condition the responses were checked up typing errors 
After this error check had been made, the program computed means of response 
recall and means of the reaction times and created a raw datafile. 
4 4.2 Results 
We will discuss the results both in terms of the number of correct respon­
ses and m terms of the latencies of the responses. The reader is referred to 
Table 4.3, where mean recall scores are presented List 1 learning curves 
were obtained by averaging scores within each level of presentation time 
List 2 trial scores were averaged within each T,CD/AC configuration and the 
last part (list 1 recall) presents mean scores which were obtained by sub­
tracting the RI estimates from the initial (averaged) AB, level (AB, denotes 
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the third test trial on list 1 during aquisitlon). The RI estimates were ob­
tained by transforming the original retest scores into difference scores, 
AB,-retest within groups. 
Table 4.3 
Data from Experiment II 
IMMEDIATE TESTING 
RETEST L 
C-D|2 6.38 10.08 12.31 6.86 10.79 12.54 13.91 13.91 11.82 11.73 11.23 
|4 8.06 12.06 13.91 8.27 12.33 13.87 14.66 14.91 13.58 13.00 13.50 
A-C|2 4.47 9.04 10.87 13.00 14.00 11.40 10.07 9.40 
|4 7.00 12.66 14.25 14.75 14.75 12.83 11.92 12.09 
NOTE: Τ denotes presentation time. L. denotes list 1 and the retention 
test for list 1 followed either after 1, 3 of 5 list 2 study trials. In 
the case of list 1 acquisition trials, the scores are averaged over the 
Α-C and C-D levels and they are displayed in the 'C-D' rows. The averages 
in the first column of list 2 are based on 48 subjects, the second and 
third column are based on 24 subjects and the next two columns are based 
on 12 subjects. All cells under the heading 'RETEST L, ' each involve 
scores of 12 subjects. 
Figure 4.2 shows a graphic presentatmn nf the results. 
There were no significant interactions in the ANOVA's. In some of the analy­
ses, the order factor was significant. This poses no problem, because of the 
CD/AC balancing within groups. 
160 
3 H с 
unn un 1 
Figure 1 2 Results from Experiment II Top half, data List 1 learn­
ing data, list 2 learning data and retention scores are depicted in 
this figure The curves are distinguished according to the kind of 
interference design (C-D, Α-C) and to presentation time (t = 2 sec, 4 
sec.) Bottom half· Predictions of the model 
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In the first three list 1 tests only presentation time was significant 
(p<.0001) There is no CD/AC factor effect as it should be, because this ef­
fect should not become manifest until the presentation of list 2. 
On the first list 2 test there is a negative transfer effect, since C-D > 
Α-C and the effect is significant: F(.1,69)=29 32, p=0.0001. Presentation 
time is also significant (F(1,69)=33 93, p=0.0001). 
The last analysis is on the RI estimates. In this retest situation, all 
three factors played a role and from these variables CD/AC {.F[1,6B)=32.31, 
p=0.0001) and TR IF(1,68)=11.01, p=0 00/5) exerted a significant effect on 
the testscore Presentation time is not significant, F(1,68)=1 75, p=0 /9, 
probably because we used difference scores. RI seems to be independent of the 
initial AB 3 level. 
In Figure 4.3 we have plotted response latency as a function of probability 
of recall during list 2 learning. They are classified according to presenta­
tion time The reason for presenting this relationship will become apparent 
when we discuss results from Anderson (1981). For each list 2 trial we com­
puted the probability correct and the average response latency It can be 
seen that the Α-C latencies are always slower than the C-D latencies, holding 
the probability of recall constant This agrees with observations made by An­
derson (1981). 
We conclude that the variables were well manipulated in terms of the ef­
fects they should have according to the literature and to SAM One final com­
ment has to be made Figure 4.2 shows a lack of decrease in the retention test 
for the Α-C condition with 5 interfering study trials on the second list. This 
is probably an artefact, since the group from which this datapoint has been 
obtained showed list 1 overlearning That is, list presentation probably has 
been continued after most of the subjects within the group already had ac-
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Figure 1.3 Response latency data derived from Experiment II. Response 
latency (msec.) is plotted as a function of the probability of re­
sponse recall. The left panel depicts the data where the presentation 
time was 2 seconds. The panel on the right gives the relation for the 
condition involving 4 seconds of presentation time. Regression equa­
tions are depicted near the straight lines. 
quired the whole list. In such situations, recall is no longer a sensitive in­
dicator of learning performance. 
1.5 Experiment lil 
An important determinant of memory performance is the length of the list. 
This factor has been given no attention in the literature on interference. 
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Because of the effects it has in free recall and paired-associate learning 
(Raaijmakers & Shiffrin, 1980), we have taken it up in an interference design. 
In this experiment three factors were involved. The lists could constitute a 
C-D or aii Α-C design, denoted as the CD/AC factor. List length (LL) was var­
ied from 15 pairs to 30 pairs. That is, both lists consisted either of 15 or 
30 pairs. The number of interfering lists (NL) was either 1 or 3. 
1.5.1 Method 
Design The paradigms were A-B.C-D and A-B,A-C for the NL=1 condition,and 
A-B,C-D,E-F,G-H and A-B,A-C,A-D,A-E in case of the condition involving three 
interfering lists. Within a condition, all lists consisted of either 15 or 30 
paired-associates. The list length factor and the number of interfering lists 
constituted 4 (2*2) possible combinations, each of them imbedded in the C-D or 
Α-C structure. The CD/AC factor was used as a between-subjects factor in order 
to keep this factor constant for a given subject. The other two factors were 
made within-subjects factors in such a way that a subject performed on two of 
the combinations on one day and on the other two on the next day. The presen­
tation order of these within-subjects factors was imbedded in a latin-square 
design in order to minimize carry-over effects. 
Subjects 24 subjects participated in the experiments. 
Material In this experiment, the master set consisted of 1500 Dutch 
nouns. 
Procedure The subject studied either two or four lists. No feedback was 
given during initial test trials. After the final list was tested, the sub­
ject was given an MMFR test. In case the subject performed under the C-D de­
sign, only one list response had to be produced to each list stimulus. In the 
Α-C paradigm, the subject tried to produce all associated responses. The MMFR 
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method is assumed to eliminate potential list discrimination effects The en­
tire experiment was controlled by a PDP11/RT11 machine and the subject's re­
sponses were handled in the same way as described in Experiment II 
1 S.2 Results 
Table 4 4 presents the obtained results The initial learning trials are 
relatively unstable because only 12 observations are involved in each data-
point. However, the main interest lies m the part containing the retroactive 
inhibition scores As usual, they are computed by subtracting the retention 
score from the first list (immediate test) score These datapoints behave much 
more orderly The RI scores are depicted m the left panel of Figure 4 1 
Table 4.4 
Data from Experiment III 
IMMEDIATE TESTING 
LL Lj L 2 L 3 L 4 RI(2) RI(4) 
C-D | IS 8.30 8 30 9 40 9.00 0 50 1.83 
| 30 12 25 14 20 14 30 13 60 0 75 1.30 
Α-C | 15 9.55 8.80 8.00 7.50 1 13 3 30 
| 30 14.10 13 90 11 80 13.00 0.80 3.00 
NOTE: RI(n) denotes the interference score in 
the η-lists condition. 
Applying AN0VA to the RI scores leads to the following results. The CD/AC 
factor (Ff? ,63)=7 86, p=0 0?) and the NL factor ÍF(,1,63)-3f 40, p=0 000?) are 
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significant, whereas the list length factor, IX, produces no significant dif-
ferences (F[1,63)=0 74, p=0 393) One of the Interaction effects, CD/AC*!«,, 
is also significant The lack of a significant list length effect is surpris-
ing We will discuss this result in a while 
4 6 Model predictions 
The qualitative application of the SAM/Context-fluctuation model has been 
described in Chapter 3 Since we have used the MMFR method to measure reten-
tion of list responses m some of the experiments, we will use the model 
equivalent of this test as it has been described in the previous chapter 
There it was assumed that, if an associated response is retrieved during the 
first LMAX sampling attempts and if it is successfully recovered, the count-
er Z. is reset to zero, leaving another LMAX sampling attempts for the re-
maining response(s) This operation is applied each time an associated re-
sponse is recalled within LMAX sampling attempts The equation for the 
probability of recall resulting from this representation of the MMFR method 
has also been derived in Chapter 3 (Equation 3 4) As the reader might note, 
m Experiment II the subject was instructed to recall only the list 1 response 
during the retention test Although this experiment is not exactly based on 
the MMFR procedure, we will assume that the subject follows a similar strat-
egy, since an unpaced test was used 
During initial learning, i e the acquisition phase, we will assume list i 
recall, that is, only LMAX attempts are allowed in order to retrieve the 
relevant response (Equation 3 1) This representation is also used for the 
retention test in the C-D condition, because only one response is involved in 
that situation 
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To complicate matters, we also have to take into account the fact that 
there may be learning-to-learn effects in the data If we take a closer look 
at the data of Experiment II, we observe positive transfer for the C-D condi­
tion We will assume that this effect reflects a learnmg-to-learn phenomenon, 
despite the fact that the subjects were given a training list before perform­
ing in the actual experiment (see also below Anderson's 1981 data) Since 
learning-to-learn effects influence the amount of associative strength trans­
mitted to long-term memory per unit of presentation time, we have to define a 
relation between the model's associative strength built up at each study trial 
and the trial number One of the simplest ideas is to use a negative exponen­
tial formula to model this learning-to-learn effect, since it is known from 
the literature that the learning-to-learn effect eventually approaches an as­
ymptotic value, that is, the subject's learning ability stabilizes Thus, we 
have assumed that 
B(<) = e
o
tC7-e"/s) 
where ι denotes the total number of trials (thus including all list presenta­
tions) that has been given until the present list test and δ is a scale param­
eter t represents presentation time The total strength accumulated for a 
specific stimulus-response pair (e g a list 1 pair) on the n-th study trial 
is given by 
» η 
θ = Σ β(/) 
where one should not continue to sum strength as the index ; 'passes through' 
list 2 trials Thus, in all accounts of the data yet to be presented, the 
learning-to-learn assumption will be part of the model 
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In order to fit the model to the data, the STEPIT minimization routine 
(Chandler, 1965) will be used The parameter LMAX, which is an integer 
variable, will be treated as a real-valued variable, because STEPIT only oper­
ates on continuous functions and secondly, because subjects will differ in 
their LMAX values, thus the best estimate will probably not be an integer at 
all Furthermore, as important thing to note, we must emphasize that we can­
not perform statistical tests with the model, because no appropriate tests are 
available for the kind of data fits we will conduct Therefore, discussions 
about the parameter estimates will have no exact basis 
After performing some initial minimization runs on the computer, we ob­
served that our model could not account for the absence of the list length ef­
fect in the third experiment There, we manipulated both the number of inter­
polated lists as well as the length of the lists It was found that list 
length did not have an effect on our estimate of RI It is not immediately 
obvious that there must be a list length effect according to the model, since 
we are concerned with a measure of RI, which is defined as the difference be­
tween recall on the original learning trial and recall on the retention test 
It may be shown however, that, even with this kind of measure, the model 
should predict a list length effect To make this clear, let us assume for 
the sake of the argument that LMAX-1 and that the recovery probability is 
unity Then for the C-D paradigm, it may be shown that RI is given by the 
function fin), which gives the difference between recall on the original test 
trial and the amount of recall on the retest, where η denotes the length of 
the list, wich is the same for both lists For n=1 and rrOo this function 
equals 
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'2 V 
fUÌ = and flooì = fl1ì 
s1*s2 β3 
where ir denotes the list ι contextual strength and θ. and θ, are the interi-
tem associative strength and the residual strength, respectively. The func­
tion increases with π (for one reason θ Λ > θ,) Thus, our model predicts a 
list length effect using our definition of RI. 
What then, might be responsible for the observed datapattern7 One of the 
reasons that we are able to give is based on item differences. We might as­
sume that there are a number of pairs involving very strong interitem connec­
tions, which are practically not affected by heavy amounts of interference. 
Another possibility is, that, for the list lengths n=15 and n-30, the func­
tion f might imply f(15)-f(30), that is, the function values are at asymptotic 
value 
However, both reasons seem to be contradicted by the fact that there is an 
increase in C-D interference if we compare the one and three lists interpola­
tion condition with each other Although there is a difference between these 
two situations (the former contains more pairs in the same list, whereas in 
the latter, there are simply more interpolated lists), according to SAM, both 
situations still will cause the usual list length effect 
Whatever the reason for the lack of list length effect might be, we eventu­
ally decided to leave the 30 item condition out of our database Then, we will 
only employ the 15 items condition in the parameter estimation process, since 
this condition has the same list length as used in the other experiments. In 
the section on conclusions we will show that, to our knowledge, other models 
are also unable to explain the anomalous result discussed above 
169 
Continuing our investigation, we first tried to fit the remaining experi­
mental results simultaneously Although the results were not bad, i.e. the 
datapatterns were approximated to a fair degree, we were not satisfied with 
the fit. Another problem was that the mimimization routine used too much com­
puter time. Because of this, we couldn't run the routine the number of times 
we wanted in order to be sure that an absolute minimum had been found instead 
of local minima. We decided to divide the database in two subsets, subset Δ 
consisting only of experiment II and subset В made up of experiments la, lb 
and III (15 items condition) fitting each subset separately. The reason for 
dividing the database in this way and not another is that we made a difference 
between experiments using multitnal learning (A) and experiments using multi­
ple interfering associations (B). We were interested in the differences in 
parameter values, because we wanted to see the reasons why a simultaneous fit 
did not result in a satisfactory accomodation to the data and whether the ac­
count of the model to these individual subsets is more satisfactory. The re­
sults are shown in Figures 4.1, 4.2, 4.4 and 4.5. The parameter values corre­
sponding to each subset are presented in Table 4.5. 
Let us first discuss the model fit to the data making up subset A. Visual 
inspection of the top and bottom halves of Figure 4.2 reveals that the fit is 
quite satisfactory The model accounts for negative transfer and for the dif­
ference in RI behaviour of the C-D and Α-C condition, as it should In Figure 
4.4, we have plotted the relation between predicted and observed recall 
scores. Ideally spoken, the points should all lie on the diagonal A global 
measure of the model fit, r , correlation squared involving the averages, is 
also depicted in the figure The figure confirmes our earlier conclusions. 
The parameter estimates are presented in Table 4.5 (subset A). They behave 
quite natural, i.e there are no values that are situated at the extreme of 
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Figure 4 4 The relation between the predicted recall scores for Ex-
periment II and the data г is the square of the correlation coeffi­
cient computed on the data means 
their domain, except for a, the rate parameter in the element conditioning 
formula (see Equation 2.2) In agreement with the data we observe that the 
parameter associated with the learning-to-learn formula, 6, has such a value 
that the learning-to-learn effect plays a role in the predictions The param­
eter LMAX is of the magnitude found in earlier model fits (see Raaijmakers & 
Shiffrin, 1980) The sum of the context parameters $ and Ï (determining con-
text fluctuation rate) suggest relatively rapid fluctuation (a conclusion that 
can be derived by using Equation 2.1, The experimental retention intervals are 
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equal to T=2 for the condition with five trials on the second list and 1^10 
for the condition where the subjects received only one presentation on the 
second list) 
Figur» 4 1 and 4 5 present the results for subset В (Experiments la, lb and 
III) The fit seems not bad at all and therefore we will discuss the parame­
ter estimates First, the model does not seem to need a learning-to-learn ef­
fect, since 6 is of such a magnitude that the amount of strength increment is 
constant for all study trials Comparing the parameter estimates for subsets 
A and B, we see that the interitem strength, the residual associative strength 
and LMAX are comparable in magnitude The context parameters have a rela­
tively low value in subset В 
An explanation for the differences in parameter values between the two sub­
sets may find its origin in the way we represent the MMFR procedure The rep­
resentation remains a little bit arbitrary and has nothing to do with the mod­
el That is, in order to apply the SAM/Context-fluctuâtion theory (or 
theories in general) co a particular experiment, one is always forced to use 
certain additional and sometimes arbitrary assumptions However, if inserted 
in the model, these assumptions affect the model fit and the parameter esti-
mates This particular MMFR representation may be responsible for the differ-
ences in the two subsets of estimates, since in subset В the MMFR procedure 
was extended to four response alternatives At first glance there seems to be 
no problem with such an extension However, we accidentically observed that 
for some configuration of parameter values, e g the values obtained in subset 
A, predicted RI in the C-D condition equals predicted RI in the Α-C condition 
for the kind of experiments making up subset В This may come as no surprise, 
since in the C-D condition there are only LMAX sampling attempts allowed in 
the search, whereas in the Α-C condition LMAX is reset to zero each time a 
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Table 4.5 
Parameter estimates and loss values 
subset A subset В 
Exp. II Exp. la,lb,IH Exp. IV Anderson fit 
β1 
β2 
β3 
ь 
Г 
ШАХ 
Ï, 1 
α 
δ 
ν 
w 
Loss value(**) 
0.16 
1.05 
0.043 
1.24 
1.08 
6.58 
-
.2.22 
0.60 
-
-
7.18 
0.23 
0.040 
0.032 
0.038 
0.60 
5.11 
-
0.55 
22.0 
-
-
13.99 
0.27 
2.30 
0.0084 
0.00012 
0.18 
86.4 
0.20 
0.20(*) 
-
-
-
0.0021 
0.07 
1.58 
0.013 
0.045 
0.022 
5.03 
-
4.29 
0.18 
0.58 
0.64 
129.44 
NOTE: Θ. and Ϊ.: interitem associative strength, θ_: context 
scale parameter, Θ,: residual associative strength, β and T: param­
eters of the context fluctuation process, LMAX: number of allowed 
sampling attempts, a: conditioning parameter, δ: learning-to-learn 
parameter, ν and w: parameters used for transformation purposes 
with regard to latency predictions (*) Parameter was fixed at the 
corresponding value. (**) The loss value is based on a sum-of-
squares function except for the fit of Anderson's data which is X 
like. (-) Not used. The intertrial interval, interlist interval 
and retention interval were set to 2.0 units, except for Exp. II 
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with a retention interval of 2 0 units (five list 2 trials), 6 0 
units (three list 2 trials) and 10 0 units in case of two list 2 
trials). 
ω 
α 
6.0 
4.0 
2.0 
0.0 
-2.0 -
EXP. Ia : * 
EXP. Ib : О 
EXP. Ill: · 
г -0.96 
-2.0 
Figure 4 5 The relation between predicted recall scores and the data 
from subset B. 
response is recalled. This may result in equal RI measures because, although 
there is a higher amount of interference in the Α-C condition, the MMFR mecha­
nism ensures enough recall oppertunities in order to reduce the amount of RI. 
This observation may explain why a simultanpous fit of all experimental re­
sults taken together, did not produce a close enough correspondence between 
model and data Clearly, there are some mcomparabilities between both sub­
sets. 
174 
The present discussion also shows that it may not always be easy to repre-
sent certain experimental procedures in the model Such representations must 
either be experimentally verified or the subject must be instructed to 'fol-
low' such a representation As an alternative, instead of giving LUI AX new 
sampling opportunities after response reproduction, one might argue for a rep-
resentation where the subjects spends less and less time to search for the 
following response In such a representation LMAX decreases as a function 
of the number of responses already found 
Last but not least, we mention the fact that, if we insert the parameter 
values corresponding to subset 6 in the model and we make predictions for both 
the 15 items as well as the 30 items condition of Experiment III, we observe 
much higher RI values for the 30 items condition This observation is in cor-
respondence with the earlier conclusion that our model cannot account for this 
data pattern 
4 J Experiment IV 
In our application of the context model to list learning designs, we have 
assumed that context fluctuation only occurs during the intertrial and inter-
list intervals Context is supposed to remain constant during a particular 
list presentation This assumption was made for mathematical reasons, not be-
cause we suppose that context actually behaves in this way With this simpli-
fying assumption, time-dependent memory effects could be predicted However, 
we felt the need to test the fluctuation mechanism in a way that more closely 
reflected the assumptions on which the model is based In our opinion the 
fluctuation process may be more closely approximated in a continuous paired-
associate (CPA) paradigm The reason for this is twofold The constant context 
period may now be defined as the presentation time of the individual item 
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(pair), thus reducing the deviation from the ideal (model) situation Second­
ly, m a CFA task a continuous stream of Items is presented to the subject, a 
stream that is supposed to aid in establishing a continuously changing con­
text. 
In the experiment to be presented, we used an a-b,a-c interfering relation­
ship among the paired-associates, because with this design context may produce 
a-b recall patterns that are quite different from their a-c equivalents. 
These pairs were tested following several other intervening test and study 
pairs We expected to observe proactive inhibition and spontaneous recovery in 
this paradigm. The following scheme shows the basic design for this micro-
level experiment. 
a-b tj a-c t. Τ 
where the interval length t. and t, are a direct function of the number of in­
tervening pairs. Τ denotes the MMFR test for a related a-b and a-c pair 
Such a design should generate the usual interference effects Thus, given (., 
we predict that as t* increases, a-c recall decreases (PI, although we will 
not compare its recall levels with an appropriate control item) and a-b recall 
should show either an absolute or relative increase (spontaneous recovery). 
These predictions were discussed in Chapter 3. We also may vary interval t. 
holding ty constant. The model then predicts a decreasing function in case of 
a-b recall, because less and less active elements overlap with the elements 
contained in the a-b image. However, a-c recall should increase by the same 
argument. That is, there is less interference due to less contextual overlap 
with the contents of a-b). According to Slamecka & Ceraso (1960) the latter 
temporal manipulation has never been studipri adequately (we are not aware of 
investigations on this matter after 1960) and as such presents a new pre­
diction. It should be noted that these are verbal predictions, that is, we 
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know that the model is able to generate such results However, as has been 
shown in Chapter 3, these predictions appear to be parameter dependent 
Therefore, the only thing we are interested in is of course the way in which 
the model actually behaves after an optimal choice of the parameter values 
Let us now describe the experimental setup and the results 
4 7 1 Method 
Design We ran two sub-experiments, IVa and IVb In experiment IVa, the 
a-b,a-c interval was held constant using 5 intervening study and test pairs, 
whereas the retention interval was varied by inserting 2, 5 or 12 intervening 
pairs In Experiment IVb just the opposite was done Each pair was presented 
for 3 seconds on the video display The CPA structure contained 500 study and 
test pairs, some of the study pairs being dummy pairs needed to fill the 
space Not all conditions (i e a particular configuration of t. and ty] oc-
cur ed equally often in the CPA structure Some conditions occurred 48 times 
and the least occunng condition was inserted for 46 times This is due to 
the fact that the CPA structure consisted of a constant number of 500 'e-
vents' 
Subjects A total number of 20 subjects participated in both experiments 
Materials We used a master set of 1355 Dutch nouns The random composi-
tion procedure was applied as in the previous experiments 
Procedure The subject was acquainted with the task during initial train-
ing trials A PDP11/RT11 computer system controlled the entire experiment On 
tests, the subject typed in the responses, which were checked up typing errors 
at the end of the session Thereafter, the computer program computed several 
statistics, such as the number of correct responses 
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4 7 2 Results and predictions 
The results are presented by the solid lines depicted in Figure 4 6 Each 
datapoint is based on approximately 960 observations, depending on the number 
of Instances a certain condition appeared in the CFA structure. The verbal 
predictions do not fully agree with the data pattern The predicted increase 
in a-c recall in Experiment IVb is not observed in the data However, what 
will be important is the quantitative fit between the model and the data For 
example, can the model predict relative spontaneous recovery, which is ob-
served here- a-b recall does not decrease as fast as does a-c recall in exper-
iment IVa. Such an instance may depend on particular parameter values and 
thus it is parameter-dependent 
The model was fitted by letting it predict the probability of recall at 
each test point in the CFA structure as it was presented to all subjects All 
these probabilities were then averaged within a certain condition and compared 
to the real data point that was computed in the same way A sum-of-squares 
loss-function was minimized m order to accomplish the best fit The model 
equivalent of the HMFR method was used in order to produce the recall prob-
abilities. In order to compute the sampling probability, we have to know the 
sum of residual strengths at an arbitrary point in the CFA structure At 
point i this sum is given by. 
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2 5 12 
NUMBER OF INTERVENING ITEMS 
Figure 1.6 Data (solid lines) and predictions (dashed lines) for Ex­
periment IV. The panel on the left corresponds to the data from Ex­
periment IVa. The panel on the right gives the results for Experiment 
IVb. Rj refers to a-b recall, whereas R 2 denotes the response curve 
for the second pair (a-c). 
w = θ, Σ 5(0 i* І,к 
where SU) denotes the contextual strength of the pair that was presented / 
intervening items back. ^ denotes the residual strength parameter. As an 
example, в^Ц) represents the associative strength between the context and 
the stimulus to a residually associated image studied just before the recall 
test. ƒ and к denote the position of the a-b and a-c pair and should not be 
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included in this sum Test pairs should also be disregarded, because we do not 
assume any incremental processes Since s(/) is a decreasing function, it 
will be clear that one function of context is to focus the search on the items 
presented last Since the presentation time was set equal to 3 seconds, each 
intervening pair added this amount of time to the total delay 
The dashed lines in Figure 4 6 represent the predictions of the model It 
may be concluded from the figure that the fit is quite good. For example, the 
model predicts relative spontaneous recovery in the sense that a-b recall de­
creases less rapidly than a-c recall With these parameter values it can also 
account for the relatively stable level in a-c recall as shown in Experiment 
IVb 
Except for parameter Θ, and a, all parameters are identifiable The esti­
mates of the parameters are presented in Table 4 5 (the third column), where α 
is fixed at 0 20 It should be mentioned that different associative strengths 
are obtained for the first and second pair, appropriately reflecting the fact 
that a-b recall seems stronger than a-c recall (see the data patterns) 
A surprising result is that LMAX is estimated at 86 4 This may seem to 
be an unusual high value, but we will show that the model needs such a high 
value in order to fit the data patterns Due to this magnitude of LMAX, 
there will be no effect of the sampling probability in Experiment IVa, since 
these probabilities will all equal 1 0 The observed patterns in IVa are ful­
ly accounted for by the recovery process, whose probability is determined by a 
constant item associative strength and a variable contextual associative 
strength, the latter depending on the interval Since the distance in time 
between a-c and test increases in Experiment IVa, pic) decreases p(b) re­
mains constant, although the distance between a-b and test also increases. 
This is due to the fact that the minimum distance to the retention test equals 
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eight for the a-b pair which is at a point where the decrease in context 
strength stabilizes. Furthermore, there is no influence of the interfering a-c 
pair on the a-b recall via the sampling process, as noted above 
In Experiment IVb, the probability of a-c recall remains at approximately 
the same level, because its distance to the retention test remains constant 
and the context strength is high enough to ensure that the sampling probabili­
ty almost equals 1 0 (given the estimated number of sampling attempts) How­
ever, in spite of the fact that LMAX is very high, the sampling probability 
of a-b is severely deteriorated m the case where a-b is at a distance of 12 
intervening items from a-c In that situation, the relative contextual 
strength of a-b (in comparison to a-c and the residual strengths) is at such a 
low value that even 86.4 sampling attempts will not result in a very high sam­
pling probability Of course, the recovery function is also responsible for 
the effect. As the reader might note, the explanations are somewhat complex, 
but this is inevitable since the recall probabilities are determined both by 
absolute as well as by relative associative values Considering this analy­
sis, we have to recognize the fact that the CPA data are not complete enough 
to appeal to all model elements In the present case, the recovery function 
alone seems to be able to explain the patterns (although there is a little ef­
fect of sampling) This is because we didn't had the luck to hit on an abso­
lute recovery pattern 
From these evaluations, we conclude that the context model works well at 
the micro level. Obviously, the CPA design may be a helpful tool in analyzing 
the effects of contextual change 
*.ί Anderson's 1981 Experiment 
As mentioned previously, in most experiments on interference the data are 
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not reported in such detail that a quantitative fit can be evaluated An in­
teresting exception is an experiment by Anderson (1981) on the relation be­
tween response latency and response probability Since the previous applica­
tions of our model do not involve a quantitative fit to the response times, it 
would be interesting to see whether our model can account for the observed re­
lationships and to compare the obtained goodness-of-fit value with the one ob­
tained by Anderson (1981) using a model based on his ACT theory Furthermore, 
since Anderson used different materials, digits as compared to words in our 
experiment, we are in the position to compare the effect of such a difference 
on the parameter estimates Anderson gathered data from a multiple learmng-
relearning experiment, where he contrasted a C-D design with an Ά-C' design 
Unfortunately, the Α-C design was in fact a A-Br design and the use of the 
first ten digits as the list responses may have stimulated guessing behaviour 
Nevertheless, along with Anderson, we will assume that these data behave ac­
cording to the Α-C design We will also assume that the effects of guessing 
are negligible 
In both designs the subject received 8 anticipation trials on the first 
(Α-B) list followed by 8 anticipation trials on the second list (C-D or A-C) 
Thereafter, 4 relearning trials were given on list 1 followed by another 4 
relearning trials on list 2 The results of this experiment, presenting recall 
probabilities and response latencies, are depicted in Figure 4 7 by the dashed 
lines A closer look at these data reveals positive transfer on C-D anticipa­
tion trials (Anderson, 1981, ρ 330), probably reflecting differences in list 
difficulty and/or learning-to-learn effects The latter will be assumed in the 
predictions as has been done in the quantitative approaches to our own experi­
ments (see above) 
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Figure t.7 Response probabilities and latency data (dashed lines) 
from Anderson's (1981) experiment depicted as a function of trials on 
list i. The solid lines correspond to the predictions obtained from 
our model. Within trials, the curves having higher latencies and low­
er probabilities correspond to the Α-C interference design 
In order to be able to account for the response latencies, we have to re-
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late our model to these kind of data To establish the relation, we will as­
sume that the response latency is positively related to the number of sampling 
attempts Since the response latencies are derived only from responses actu­
ally recalled, i.e responses that are retrieved within the allowed recall 
time, we have to derive E[L\R 1, the expected number of samples, given re­
call within a maximum of m sampling (a shorthand for LMAX) attempts Thus, 
Ll1-psiL'1psPr 
m
 L=1 
"> ι .ι 
г li-p
s
)L 'pj> 
which may be shown to equal 
E(L\Rm) -
1 - lmp
s
 + 1П1 - P
s
)m 
PSU - υ - psi
m} 
where ρ represents the probability of sampling in one draw and ρ is the 
probability of recovery. 
Furthermore, we have to transform E(L\R_] into real time. This will be 
accomplished by using a lineair transformation and adding a constant denoted 
by v, representating encoding and decision processes. 
RT = ν * wE(L\Rm) (4 1) 
Also, since all recall tests were paced, we will assume that retrieval at­
tempts stop as soon as LMAX has been reached. 
The loss-function used in fitting Anderson's data (we have averaged Ander­
son's list 1 data before estimating the parameters) was the same as in his pa­
per, inserting the reported standard deviations. Although Anderson calls his 
2 
loss-function X , it should be noted that it is not statistically correct to 
use it as such 
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The predictions made by our model are depicted in Figure 4 7 by the solid 
lines The value of the corresponding loss function is 129 44 Visual in­
spection of Figure 4 7 and Figures 4 8 and 4 9 leads to the conclusion that 
the overall fit is quite satisfactory Thus, our model passes this 'maximally 
demanding test' as Anderson (1981, ρ 329) called it We cannot directly com­
pare our loss value with the one obtained by Anderson, because he fitted two 
data sets (recall and recognition) simultaneously Therefore, we fitted his 
model to the same subset of data considered above For his model we obtained a 
loss value of 53 39 which is about half the size of the loss value obtained 
for our model 
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Figure 4 8 The relationship between model predictions and response 
probability measurements m Anderson's (1981) experiment 
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DATA 
Figure 1.9 The relationship between the predictions from our model 
and the response latencies in Anderson's (1981) experiment. 
The difference between our loss value and the one produced by Anderson's 
model may not be so very important, since our model predicts the data fairly 
well according to visual inspection. This conclusion is based on the experi­
ence that if a good qualitative fit is obtained, a good quantitative fit, i.e. 
a significant decrease in the loss value, may also be obtained by using a num­
ber of ad hoc assumptions. For example, Anderson makes the assumption that 
there is a speed-up in the intercept time, the time for encoding and decision 
processes. We do not use this assumption, since ν (Equation 4.1) is con­
stant. To show the effect of deleting this process in his model, we fixed the 
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speed-up parameter, b, to zero before starting the minimization process The 
program then returns with of loss value of 90 36 Thus, a considerable in­
crease in the loss value results if one of the ad hoc assumptions is deleted 
Furthermore, it should be noted that Anderson argues that his data show item-
difficulty differences Because of this conclusion, Anderson uses different 
trace formation probabilities for the first trial on a new list and for the 
remaining trials However, in contrary to his argument for doing this, such 
item-difficulty differences cannot be distilled from his data 
The general conclusion is, that, if we invest enough time and effort, we 
may also be able to further decrease the loss value using some well chosen set 
of ad hoc assumptions Such an exercise would not, however, add much to our 
understanding We have therefore chosen not to make such assumptions and to 
use the model as it has been presented m previous applications 
Two remarks have to be made about the parameter estimates A close look at 
Table 4 5 (fourth column) reveals that both the intentera associative 
strength, 8w, and the residual strength parameter, θ,, have higher values for 
our data, where both the stimuli as well as the responses were nouns, as com­
pared to the estimates for Anderson's data, who used digits as response ma­
terial This is m agreement with the general observation that word-digit 
pairs are more difficult to learn than word-word pairs Secondly, we have not 
used the restriction 5=v+wLMAX, which might have been done because only 5 
seconds of response time were allowed in Anderson's experiment Therefore, 
all three parameters remained free Substituting the corresponding estimates 
m v+wLMAX, we find the maximum number of seconds recall time used, which 
amounts to 3 80 seconds This may indicate that the subjects did not use the 
recall time completely Furthermore, there is a difference between the esti­
mates of the context parameters, β and У, and the estimates for these parame-
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ters in Anderson's data We should admit that the reason for this lack of 
correspondence is not clear 
We will now discuss an interesting functional relationship between Α-C vs 
C-D response latencies and response probability Such functions were first 
presented by Anderson (1981), who argued that these functions can be explained 
by models which are based on relative associative strength as well as on abso­
lute strength Although we already presented a similar kind of logic in Chap­
ter 3, predicting inverted PI effects, here we will show the consequences for 
response latency. 
According to the SAM theory, the probability of recall is a product of the 
probability of sampling, denoted by a function f and a function describing the 
probability of recovery, g f is a function of the relative strength, whereas 
g is a function of the absolute strength of the response R Let the sampling 
probability be mapped into a response latency by the function h That is, we 
assume that the response latency is only determined by the duration of the 
sampling process Hence h is assumed to be a function of the relative 
strength Then the probability correct is: 
PC=f(R)g(R} 
and the response time function is, 
RT=h(Ri 
We assume that if two sampling probabilities are equal then the corresponding 
latencies are also equal to each other Тпич f and h are monotone in the sam­
pling probability. 
íes 
We will partly apply the same logic as used in Chapter 3, where we de-
scribed the 'negative PI' effect If we have a probability correct for the 
C-D condition and an equal probability correct for the interference condition 
then. ^(R-jJffC .)=A(R )g(/? J Note that the interference condition 
needs more trials to establish this equality because it suffers from negative 
transfer This means that the absolute strength will be higher in the inter-
ference condition Hence, SC.-.J) will be smaller than ffC ) To maintain 
equality, it must be the case that '("(-wJ > ^"ac^ From this and the fact 
that the latency, h, is inversely related to the sampling probability, we may 
conclude 
hlRcd1 < »C«oc) 
Thus in the interference condition the absolute associative strength is great-
er (g is greater) because of the fact that more trials are taken in this con-
dition in order to attain the same probability of recall The sampling func-
tion is based on relative strength and therefore the subject has to make more 
samples in the interference condition, on the average This can be illustrat-
ed with some data points from Anderson's experiment During list 2 learning, 
CD- (the second list 2 trial) and AC, have equal probabilities of recall name-
ly 0 71 and the latencies are respectively 1345 and 2125 msec Similarly, for 
CD- and AC, (probability correct equal to 0 84 and response latencies of 1150 
and 1798 msec respectively) and CD, and AC5 (0 92 and 1075 versus 1650 msec) 
As is shown in Experiment II of this paper (Figure 4 3), we replicated this 
finding. 
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In Figure 4 10, we have plotted the relationship between response latency 
and response probability as derived from the predictions made by our model to 
Anderson's data A part of Anderson's latency data (the Α-C latencies) are 
plotted m the corner panel First, note that our model accounts for the 
theoretical relationship However, we will show that Anderson's data and our 
model are even stronger related In Figure A 10, we have classified the A-C 
latencies also to whether they stem from the relearnmg trials As the data 
and the predictions show, there is a worsening in the response latency for the 
interference condition when we compare list 2 trials, list 1 relearnmg trials 
and list 2 relearnmg trials This Is simply explained if we, for example, 
compare a list 1 relearnmg pair with a list 2 learning pair Assume that 
they have the same recall probability Now, we know that the pair in the rel-
earnlng condition has had more study trials, thus it has a higher probability 
of recovery Since both pairs have the same probability of recall, the pair in 
the relearnlng phase must have a lower sampling probability and thus a higher 
response latency 
4 9 Conclusions 
It seems fair to state that the model introduced by us is in agreement with 
most experimental data discussed in this chapter A problem encountered is 
the lack of a list length effect in the third experiment However, no conse­
quences will be drawn from this result before experiments are conducted that 
replicate the finding and show that the phenomenon cannot be classified as an 
artefact If the phenomenon happens to be reliable, then it will undoubtedly 
be a stimulating source for new theoretical developments Further research 
also has to be done uith regard to the results of the fourth experiment (the 
continuous paired-associate paradigm) where we observed an unusual high value 
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Figure 1 10 Plot of the relation between response probability ρ and 
response latency (only for p>0 701 Response latencies obtained in 
Anderson's (1981) experiment are presented in the upper right corner. 
The symbols refer to whether the latencies belong to list 2 trials, 
list 1 relearning trials or list 2 relearning trials 
for the parameter LMAX. The latter seems to be due to some 'poverty' m the 
datapatterns. 
Considering Table 4 5 once again, it reveals the relative stability of the 
parameters ,, ^ and LMAX (except for the case of Experiment IV). This 
stands in contrast to the variety of estimated values for the parameters re­
lating to context. This observation requires a deeper investigation, probably 
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evaluating both experimental design as well as parameter identiflability prob-
lems. 
Finally, we will show that neither of the two models (CHASM, ACT) is able 
to account for the anomalous list length effect as observed in Experiment III 
It is easy to see that Anderson's (1983) ACT model predicts a list length ef-
fect, simply because ACT contains the same list length mechanism as the SAM 
model. The convolution/correlation model will also have insuperable difficul-
ties with this result, since the addition of associations to the memory vector 
inevitably leads to more interference. This is true, because in this model 
C-D recall is affected by list length and therefore RI is affected too 
4. /0 Discussion 
Although we have no Intention at all to make a choice between the formal 
models mentioned in this dissertation, it may be of some value to reconsider 
these models at the present moment. In Chapter 1, the 1983 version of the ACT 
model has been discussed. There we noted that the model has not really been 
applied to the various interference phenomena. However, an antecedent of the 
model, the 1981 version of ACT (Anderson, 1981), has been applied by Anderson 
to data collected in his own laboratory (see paragraph 4 8). 
The model closely corresponds to the 1983 version, but differs at some 
points. The model contains an all-or-none trace formation mechanism and grad-
ual strengthening of existing traces In the case of paired-associate learn-
ing, the stimulus and the response as well as the context all enter in such a 
trace Now, if a trace has been formed, its associated strength value s is in-
cremented each time its elements are studied. In the same manner, the connec-
tion with the context is increased. When a stimulus is presented for test to 
the subject, it is assumed that an amount of activation (A) spreads itself 
192 
over the memory network A part of the total amount of activation is absorbed 
by the to-be-retrieved trace and this part of the activation is directly pro­
portional to the context strength C(n), which depends on the number of con­
secutive trials on the same list, n, and the ratio of the trace strength to 
the sum of all trace strengths (s/S) The waiting time until a particular 
trace is retrieved is assumed to follow the exponential distribution with rate 
parameter \={С(п)*5/5}Л. 
As mentioned in Chapter 1, there are two reasons for recall failure First, 
the relevant trace may not exist because the all-or-none traceformation pro­
cess may have failed Secondly, the trace may exist, but it cannot be re­
trieved within the recall time permitted to the subject To apply this model 
to the experimental data, Anderson inserted some ad hoc assumptions such as a 
speed-up process. Together with these assumptions, the model predicts the 
data quite well. Furthermore, his theory agrees with the probability/response 
latency relationship. 
However, a serious drawback of the 1961 application of ACT to interference 
is the way in which context is treated. Anderson makes the assumption that, 
at the moment of relearning, the contextual associative strength start again 
at zero Why should these associations be completely lost if an interpolated 
list is ΙββΓηβα' Another clear disadvantage is that this model cannot predict 
the list length effect observed in paired-associate designs (see e g Raaij-
makers & Shiffrin, 1981b). Neither the context nor the stimuli are residually 
related to the other list traces and therefore these traces do not absorb ac­
tivation that would result in a decline of the probability of retrieval of the 
relevant trace Still another problem is how the model handles the effects of 
presentation time Is this factor implicitly incorporated in the encoding 
probabilities or in the trace strengths or both7 
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As noted above and in the first chapter, Anderson (1983) has presented a 
new model, based on the most recent version of ACT, called ACT*, that makes 
somewhat different assumptions. In the 1983 model, there exists only one 
trace stiength parameter for each trace. The trace is thus characterized by 
one value which, in relation to the sum of trace strengths, gives the propor­
tion of activation that is absorbed. That is, stimuli, responses and context 
constitute different sources of activation in the 1983 model. Thus, In the 
1981 model there was one amount of activation and several 'cue' strengths, 
'stimulus strength' and a 'context strength', whereas in the 1983 model there 
are several sources of activation and only one trace strength 
Furthermore, according to the formulas applied to interference designs, 
context activation is supposed to be allocated to all list traces in propor­
tion to the trace strengths. This feature provides the model with the means to 
predict the list length effect and, as is most important, in a parameter free 
manner (list-length predictions must necessarily be parameter free because 
this effect is independent of experimental manipulations). 
Another advantage of the 1983 model is that it may be applied to explain 
time-dependent memory phenomena This is accomplished by the fact that Ander­
son assumes trace strength decay. The decay function is assumed to be t[i) 
(t denotes the retention time elapsed since trial О However, this function 
only reflects the decay of the strength added on study trial /. According to 
the 1983 paper, the total strength after η study trials is. 
" -h 
S = l tin 
I 
This equation reflects the idea that the system is able to make a differ­
ence between information (or strength) stored at different moments in time. 
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Although plausible, it should be noted that this representation differs from a 
commonly made assumption, which states that the decay is greater, the more in-
formation is stored 
Although the decay function may be used to account for time-dependent phe-
nomena, the contextual explanation seems to be more preferable, since it ex-
plaines both forgetting and contextual retrieval effects Besides this argu-
ment against the use of a decay function, amply data have demonstrated that, 
within reasonable retention intervals, trace decay seems to be a minor or even 
negligible source of variance for forgetting 
Even with a particular decay assumption, it remains to be shown how the 
model works out when it is applied to the entire field of interference In 
particular, we are looking forward to an application of the model to his 1981 
data 
Comparing our model with ACT, we note that both models are nearly data-e-
quivalent This may readily be understood, since both models contain relative 
and absolute strength elements Furthermore, they both contain context fac-
tors One way m which the models could be distinguished is to gather evidence 
for the idea of all-or-none encoding as proposed by Anderson However, it is 
known from the literature on the discussion about all-or-none versus gradual 
strength models that the evidence for one of the two standpoints is far from 
being generally excepted Even worse, it does not seem possible at all to de-
sign a 'crucial' experiment on this matter Since both kinds of effects, all-
or-none and gradual strengthening of traces, have been observed in experiments 
(whether or not they where artefacts), this let Anderson to propose a model 
that contains both all-or-none and gradual associative processes 
Thus, we do not think that experiments can be designed that distinghuish 
between the SAM model and the ACT model on the basis of all-or-none phenomena 
195 
The difference between the models with respect to trace decay is a minor one, 
since future evidence for this effect may be taken into account by SAM by sim­
ply inserting a decay function in this model as well The important differ­
ence between SAM and ACT and in favor of SAM is the worked out context model 
incorporated in the latter theory The advantages of SAM to ACT are then two­
fold First, although both use a context factor, SAM'ε contextual processes 
generate time-dependent forgetting, whereas ACT treats this phenomenon by us­
ing an additional, thus less parsimonious, factor called decay Secondly, the 
context model enables SAM to explain context retrieval effects, which cannot 
be accounted for by ACT 
Another recent and, at first glance, promising model Is the socalled convo­
lution/correlation model proposed by Metcalfe and Murdock (1981), Murdock 
(1982) and Elch (1982) To recapitulate, the model assumes a distributed memo­
ry and is based on the convolution and correlation operations used in holo­
graphic models (see Borsellino & Poggio, 1973) Basically, it assumes that as­
sociating two items corresponds to convoluting the corresponding item vectors, 
the result of which is added ('stored') to a general memory vector Retrieval 
of one item, using the other as a cue, is represented by correlating the item 
vector with the memory vector Here, we will not have much to add about this 
model, because the advantages and disadvantages have already been treated in 
the first chapter Remarkable is the fact that, although the model is a to­
tally different representation of the memory system, it does quite well in 
predicting certain interference and free recall effects The great difference 
between the convolution/correlation model on one hand and ACT and SAM on the 
other hand in representing the memory system may be of great value In the 
near future it may appear that subsets of data cannot be explained by and/or 
cannot easily be modelled by either kind of representation alone Then, just 
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like in physics, where there exists both wave and particle models for the same 
scientific domain, we may have two representations that fit different kinds of 
data. Therefore, we must not reject one of the models too fast. Instead we may 
decide which representation to use for prediction purposes and/or analytical 
purposes. Thus, whereas both representations may have something to say about 
interference, SAM and ACT may be more easily applied to free recall, whereas 
the convolution/correlation representation fits better to designs stemming 
from experiments dealing with concept development or the contents of memory 
traces. 
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Chapter 5 
THE RELATION BETWEEN RESPONSE LATENCY AND RESPONSE PROBABILITY 
5.Í Introduction 
One of the most interesting predictions derived from our theory as well as 
from the ACT model (Anderson, 1976, 1981, 1983) is the predicted difference 
between the reaction times in the C-D and the Α-C designs The prediction 
states that the response latency will be longer in the interfering condition 
when the response probabilities are equal Data confirm this predicted rela­
tionship A detailed discussion on this matter has been given m Chapter 4 
Unfortunately, one should be sceptical about this result, since it may be 
an artefact due to list discrimination problems encountered by the subject in 
the Α-C condition Therefore, a detailed analysis of the process generating 
the response latencies should be undertaken Thusfar, only a monotonical re­
lation between the latency generating parts of the SAM model as well as of the 
ACT model and raw measures such as reaction time means has been assumed By 
no means can these models account for the latency density functions normally 
observed in experimental data, because these functions appear to be right 
skewed. 
In this section, we will discuss the results of attempts made to analyze 
latency data observed during the transfer stage of the C-D and the Α-C de­
signs Ve will use a model that contains a parameter which refers to the mem­
ory mechanism proper and other parameters which are assumed to reflect other 
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time consuming processes The eventual aim of this investigation is to per­
form statistical tests about hypothesized relations between the parameter val­
ues of the proposed latency mechanism 
S 2 A model for response latency 
Obviously, the latency generating mechanism of the SAM theory corresponds 
to the number of sampling attempts made before the response is retrieved In 
the original SAM theory latency can only take on discrete values, since the 
number of samples is discrete However, for reasons becoming evident, we will 
use the continuous form of the sampling process The continuous counterpart 
of the discrete sampling process generates an exponential distribution of re­
action times (McGill, 1963) Unfortunately, such a distribution is not in 
agreement with experimentally observed reaction time distributions Moreover, 
it seems unlikely that the latency between stimulus onset and response is ful­
ly determined by just one process 
Therefore, we will assume that other processes, such as encoding, decoding 
and decision processes will also affect the delay of the response production 
Assuming that there are a large number of such submechanisms in play, each 
producing an individual latency distribution, independently from each other 
and all contributing to the same extent to the total variance, the central 
limit theorem guarantees that the sum of such random variables approaches a 
normal distribution (Of course we will also obtain a normal distribution in 
case there are just a few submechanisms, each producing a distribution that is 
approximately normal) Furthermore, we will assume that the latencies gener­
ated by the memory mechanism proper are also independent of the delays pro­
duced by the other submechanisms Then we may convolute the exponential densi­
ty function, eft), with the normal density function, π(μ,ο J, the result of 
which is given by 
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exp{-(t-v)/x * α2/2τ2} {ff-v)/o - σ/τ} ,,, 
fit] = J e У l 2 dy , 
(Hohle, 1965, Ratcliff & Murdock, 1976) The density function f(f) consists 
of the parameters τ, у and о, where τ is a parameter which can be interpreted 
as being the continuous analogue of the discrete sampling probability Param­
eters μ and σ are the mean and variance of the latencies generated by all ir­
relevant processes 
Next, we will have to specify hypotheses about the behaviour of the parame­
ters during the transfer phase (the phase from which the data were obtained) 
Since τ corresponds to the memory mechanism, we expect τ to decrease as a 
function of the number of study trials, because list 2 associative strength 
increases According to the original prediction about the relationship be­
tween response latency and response probability (See Chapter 4), we must pre­
dict τ . < τ for all trials Futhermore, we have to state predictions 
about the behaviour of у and σ First, since we do not have any idea about 
the behaviour of the variance of the normal part of the convolution and being 
parsimoniously, we simply state " ,=o Concerning y, we will assume that 
у .=y for all trials That is, the mean of the sum of irrelevant latencies 
may vary as a function of the number of learning trials, for example decrease, 
but they must stay equal for both conditions We did not want to predict that 
у remains constant since there are indications that encoding and decision pro­
cesses become faster as learning progresses (sec Grossman, 1959, Newell & Ro-
senbloom, 1981) Thus μ may decrease as a function of trials 
The hypotheses about у and τ will be tested by the likelihood ratio test 
The statistic -2lnL./L follows a X ίπ-k) distribution, as the number of ob­
servations approaches infinity (Kendall & Stuart, 1967) If the statistical 
tests support the hypothesis that the v's do not differ and τ . differs sig-
201 
nificantly from '_-· then we have some confirmation for the idea that the 
predicted relation is due to the memory system sec 
To complicate matters, we also have to incorporate the fact that there will 
exist subject-item differences in recall data Thus, we will not assume that 
the latencies are generated by the same distribution During the last years 
there is an upsurge in interest about the consequences of pooling individual 
reaction time distributions into a group distribution The problems and pos­
sible solutions to questions raised by the effects of subject differences on 
the pooled distribution are extensively discussed by Ratcliff (1979) and Thom­
as and Ross (1980) The latter theoretically investigated the Vincentizing 
pooling procedure, a method which amounts to averaging distribution quantlies 
over subjects Using the Vincentizing method to obtain a pooled distribution, 
Thomas and Ross state the conditions under which the parameter values of the 
pooled distribution are simple functions of the original ones Their approach 
is only valid if the distributions F generated by different subjects are mem­
bers of the same family Given that some subsidiary conditions are fulfilled, 
the Vincentizing method will result in a group distribution whose parameter 
values are a function h {1/пІЬ(в)) of the original parameter values Θ, if 
and only if the distribution function, F, can be written as 
hit) 
They also show that, m case of Hohle's convolution model, the method of Vin­
centizing can be applied in a useful way (the group distribution parameters 
are in that case simple functions of the original parameters), if and only if 
o=fct 
However, this method only works if there are no item differences involved 
That is, the method assumes that all latencies within the same subject are 
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generated from the same distribution having the same parameter values Al­
though this might be a good approximation to situations involving very simple 
tasks, such as pressing a response button at the onset of a light, the assump­
tion may not hold in the situation of paired-associate recall For such a 
task it is known that items vary in difficulty to a large extent This may 
easily be verified, since if there were only subject differences and all la­
tencies produced by a particular subject stem from the same distribution, then 
the averaged latencies should be equal for all items Such a result is cer­
tainly not found m experimental data Therefore, we will assume that the pa­
rameter τ is a function of a subject parameter θ and an item parameter Ϊ We 
will use an additive model τι,~*>
ι
**, &s a n aside, we should mention that we 
also have performed some exercises with a multiplicative model, ti.=6 Ϊ, How­
ever, our experience was that, if one of the rows or one of the columns of the 
data set has latencies that are approximately normally distributed, then the 
minimization program used to perform the datafit will try to set the corre­
sponding row or column parameter to zero, which leads to a very high likeli­
hood, causing -2lnL to become increasingly negative This situation does not 
occur with the additive model 
In order to test our hypotheses, we performed the following experiment We 
compared the C-D and Α-C condition in a within-subjects design All paired-as-
sociates were made up of unrelated items Each subject received the same 
lists of paired-associates In this way we can conceive of a subject parame­
ter and of an item parameter 20 subjects took part in the experiment All 
lists consisted of 15 pairs The pairs were presented for 3 seconds on the 
video screen List 1 was given three study and test trials whereas the second 
list was presented for five corresponding trials An M4FR test followed the 
retention interval 
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The results showed negative transfer as well as RI. We also found an in­
verted U-shaped intrusion function during transfer trials. Thus, the usual 
phenomena of interference were observed. After inspection of the data set we 
decided to remove the data from six of the subjects because they did not seem 
to have performed according to one of the most essential instructions, namely 
that they were not allowed to press the response button before retrieving the 
response (their responses were in the order of 300 msec and less). 
Each of the five data sets (corresponding to the five transfer trials) were 
fit by the model using the minimization program MINUIT. One fit was performed 
with li_jrV„, whereas these two parameters were let free in the other fit. 
co oc 
The т.. parameter's were also tested. It should be noted that, since the same 
subject performed in both conditions, the subject parameters remained the same 
between conditions. The results are shown in Table 5.1. 
Table 5.1 
Parameter estimates (msec.) and likelihood ratio test 
transfer trial 
W 
0 
T
cd 
T
ac 
-21ηΙ^/Ι,
η
 (**) 
-21nLk/Ln (***) 
1 
1054 
260 
936 
989 
0.20 
31.8(*) 
2 
753 
96 
801 
957 
0.70 
71.5(*) 
3 
665 
111 
475 
646 
5.00(*) 
69.0(*) 
4 
615 
101 
436 
601 
1.50 
83.6(*) 
5 
605 
103 
438 
501 
3.60 
40.5(*) 
Note: (*)significant at 0.05; 
(**)test u
c d = v a c ; 
( * * * ) t e S t T l j i C d - T i J > a c 
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The first row of -llnL^IL values correspond to the hypothesis about μ Each 
of these statistics has a limiting distribution that is X [1) distributed We 
observe that only one of the statistics lies in the rejection region, the one 
corresponding to the third trial Thus, the present analysis largely supports 
the hypothesis that the sum of irrelevant latency times do not differ between 
conditions The table further displays the fact that τ decreases (τ repre­
sents the averaged value of all mdiMdual τ parameters within conditions) 
and the likelihood ratio test (bottom row) supports the hypothesis that τ . < 
τ for every transfer trial 
An additional remark should be made Above we have discussed some troubles 
encountered in analyzing these data In case the reader might have thought 
that there are no further problems, we must disappoint him With the present 
analysis there remains the problem that (at least) the subject parameters are 
of an incidental nature Kendall and Stuart (1967) review the fact that the 
maximum-likelihood estimates of structural parameters are not necessarily con­
sistent in the presence of incidental parameters Since we do not know much 
about the consequences of this problem for the present analysis, futher re­
search is warranted Fortunately, a pilot study of the estimation procedure 
to simulated data led to satisfactory results That is, the estimates were 
equal to the corresponding population values 
5 3 Conclusions 
We may conclude that the results confirm the idea that the memory mechanism 
is responsible for the observed relationship between response latency and re­
sponse probability If list discrimination plays a role in establishing the 
response delay, then it seems to be negligible An additional note should be 
made There is a relation between the inverted U-shaped intrusion function as 
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observed in our data and the likelihood ratio values coming from the tests on 
μ Both have their maximum at the third trial and decrease in magnitude (ex­
cept for the ratio statistic on trial 5) towards the first and last trial As 
speculative as it might be (see Chapter 3, where we discuss the mechanisms in­
volved in producing the intrusion function), the relation between test trial 
and the magnitude of the likelihood ratio statistic can be predicted if we as­
sume that the intrusion function reflects list discrimination problems Thus, 
the more intrusions, the harder the list discrimination process has been, the 
more time consumed by this process which may led to a significant result 
(μ >li j) In the context of the present results, this reasoning adds to the 
plausibility of the convolution model 
Although the abovepresented analysis has led to a favourable outcome, it is 
by no means a strong confirmation of the idea that the relationship is due to 
the memory mechanism First of all, it remains to be shown that the convolu­
tion model is an adequate model for recall latencies Some tests of the model 
were made with recognition data (Ratcliff & Murdock, 1976) which led to rela­
tively satisfactory results However, further investigations are warranted. 
Another point is the incorporation of subject-item differences Although we 
think this leads to a more valid analysis of the data, the particular function 
used to combine the subject and item parameter remains arbitrary 
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Chapter 6 
EPILOGUE 
6 1 Introduction 
In this epilogue, we will attempt to take some distance from our preceding 
treatment of SAM and the other memor> theories m order to discuss more gener-
al problems concerned with theorizing in the way it took place in classical 
interference theory and in the formal approaches Thus, this epilogue is aimed 
at a metatheoretical evaluation of verbal theories on the one hand and formal 
models on the other hand 
6 2 Verbal theories 
Classical interference theory may be regarded as one of the most comprehen-
sive verbal theories that has been developed in modern psychology From a me-
tatheoretical viewpoint it seems interesting to evaluate such a verbally stat-
ed model, Particularly because in psychology so many researchers prefer the 
verbal or qualitative way of theory building 
Before starting to present our doubts against verbally stated theories we 
must admit that, in particular classic interference theory has given rise to 
an enormous growth of empirical knowledge in the field of human learning and 
forgetting and, therefore has been a very stimulating framework 
However, it cannot be denied that this way of theorizing has ended in a 
state of chaos We think that there are several reasons for this and in the 
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following we will try to pin them down One of the reasons is the fact that 
the advocates of the theory have proposed several postulates or assumptions 
that, either were not worked out in detail or they were badly chosen from a 
metatheoretical point of view The assumptions we have in mind, always were 
made at moments were 'crucial' experiments had to be performed 
For example, let us consider the assumption stating that the MMFR method 
eliminates response-competition and the assumption that the number of observed 
intrusions directly reflects response-competition The latter one represents a 
traumatic kind of theoretical strategy so often encountered in psychology, 
known as 'operationalism' The attempt to measure a hypothetical construct or 
process In this case an attempt was made to measure response-competition di-
rectly (Melton & Irwin, 1940), simply by assuming that it could be measured if 
one counted the number of intrusions The idea must have been arisen from a 
too simplistic, or black box, approach to memory, since everyone who ever has 
been subject in a two-list learning experiment knows the introspective obser-
vation that responses are edited on list membership before they are (or are 
not) produced However, this viewpoint is not amazing given the intellectual 
climate of those days (the behaviorism) but its consequences (after the obser-
vation that the intrusion curve appeared to be an inverted U-shaped function 
of the number of list 2 trials) has given way to a long period of speculation 
in the wrong direction 
The prime problem here is that Melton and Irwin postulated something which, 
on the contrary, had to be explained That is, the phenomenon that had been 
explained by the response-competition theory (the RI curve) was now made a 
problem because of the fact that these investigators equated intrusions as a 
measure for response-competition However, considering the fact that the re-
sponse-competition hypothesis already successfully explained the effect of 
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several experimental variables on RI, the most logical direction to take had 
been to try to explain the intrusion curve as a new phenomenon Of course, the 
response-competition hypothesis cannot account for the intrusion-curve, but 
one should not blame the theory for this observation Instead, one should rec-
ognize that the number of intrusions is a complete new measure used to assess 
a certain aspect of memory McGeoch's theory of response-competition only had 
been used to explain 'number-recalled' data 
Thus, apart from the fact that we think that the intrusion function itself 
had to be explained instead of just equating it with response-competition, one 
should avoid the commonly used procedure of 'operationalism' alltogether 
Proposing a certain memory mechanism (or a hypothetical process in general) is 
one thing, finding a measure for the process is quite another thing Accord-
ing to us, the best way of theorizing m a problematical scientific area like 
psychology is to try to explain experimental results that mainly consist of 
the same simple measures, where the results or variances in the measurements 
are mainly due to manipulations of clearly defined experimental variables 
(such as presentation time, number of trials etc ) Another demand for scien-
tific progress in our area seems to be to try to keep stimulus sets as homoge-
neous as possible in order that all items address to the same psychological 
mechanism and in order to avoid that subjects utilize different control pro-
cesses on different items 
Although the 'Intrusion' assumption may be defended by the fact that it 
does not seem completely illogical to derive it from the theory as one is 
working from a behavionstic point of view (without considering the metatheor-
etical demand discussed above), the MMFR postulate is even worse As has been 
mentioned, it was simply assumed that the MMFR method eliminates response-com-
petition Therefore Postman (1971) has called it an a priori assumption, an 
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assumption that is not further explained We believe that this proposal 
should never have been used as a postulate at all The assumption that the 
MMFR procedure eliminates response-competition should have been derived from 
some theory about the memory mechanism, for instance something like a sampling 
without replacement model (Baddeley, 1976) 
Unfortunately, such a conception of an underlying response-competition 
mechanism has never been made explicit by the interference theorists In the 
same way, the unlearning mechanism has never theoretically been uncovered 
Here we have touched one of the primary weak points in this kind of theor-
izing The theory, and many other theories in psychology, just described what 
is observed Observing that the attachment of two responses to one stimulus 
deteriorates recall performance led to the hypothesis (explanation) of re-
sponse (sic') competition Observing list 1 deterioration during MMFR recall 
(as a function of list 2 trials) led to the hypothesis of unlearning And 
that was the final station of theory building 
We think that a verbal theory has the function of a jumping-board to a fur-
ther specification of the 'null-level' terms (such as response-competition and 
unlearning) into detailed process-specifications ('higher level' theorizing) 
This is necessary for two reasons First one has to make explicit the pro-
cesses one has in mind regarding these 'null-level' terms in order that all 
members of the scientific community have the same empirical interpretation of 
the theory and thus will use it in the same way for prediction purposes Sec-
ondly, and here we will arrive at another weak point in the theoretical wan-
derings of the interference theorists, one has to formalize these specified 
processes The reason for this is that it leads to quantitative predictions 
and, as we have concluded from our own model, some of the predictions might 
appear to be parameter-dependent (cf spontaneous recovery, Chapter 3), a 
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meta-theoretical issue which was completely neglected by these investigators 
To recall the spontaneous recovery matter Interference theorists just pre-
dicted a rise in list 1 recall as a function of the retention interval The 
fact that it was difficult to observe led to a mistrustment of the theory 
Thus, we believe that a formal model, where theoretical processes are 
worked out m detail, should be a logical successor of any, initially roughly 
stated, verbal theory As a byproduct, the 'null-level* terms become super-
fluous 
However, this is a necessary but not a sufficient condition for good theory 
building in psychology The reason for its insufficiency lies in the problem 
of subject-item differences encountered in psychological experiments Since 
formal psychological models will usually be of a stochastic nature, we, ideal-
ly spoken, would like to obtain observations that are replicable in order to 
evaluate the theory However, a replicable observation is one for which the 
experimental factors are the same and the theoretical parameters (for in-
stance, the subject or item parameters) also remain the same Unfortunately, 
in psychology we 'replicate' observations without being able to hold these 
theoretical parameters constant In fact we use a weaker defmiton for repli-
catability We only assume that the theoretical model holds for all subjects 
Now, m theory building one eventually would like to test the model (we 
are looking forward to the day that this 'would like' will be replaced by the 
verb 'must', since testing a model does not seem to be ordinary practice in 
psychology) Theory testing may lead to great difficulties if one has built a 
theory that needs to be tested using statistics based on subsets of the obser-
vations, instead of statistics derived from the overall set Here, subject-
item differences present themselves unpleasantly Using statistics which are 
based on subsets of the observations will lead to subject-item selection arte-
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facts. A prime example of a theory that was not properly designed with respect 
to this problem is Anderson and Bower's HAM (1973). In order to test the 
theory, additional assumptions about subject and item distributions were need-
ed. Eventually It was not clear whether the naked model Itself could explain 
the data or the additional assumptions were responsible for the fit between 
model and data. Thus, due to certain properties of the domain of research of 
psychology it seems necessary to try to build stochastic models that can be 
evaluated using statistics derived from the overall data. 
6.3 The SAM/Context-fluctuation theory 
As the reader might note, the SAM/Context-fluctuation theory satisfies the 
abovepresented demands. It has replaced the 'null-level' term of response-com-
petition by formally specified processes. Furthermore, in the context model, 
many of the vaguely stated concepts of Glenberg (1976) and Smith (1979) have 
been quantitatively worked out. All this enables the model to detect complex 
things like parameter-dependent predictions. Also, since the model does not 
have to be tested on subsets of the data, it does not encounter problems with 
subject-item selection artefacts. 
Although this all sounds nicely, we must emphasize that even formallly 
stated models contain primitive terms, terms that are not any further ex-
plained or formalized. Images, associations, response strength, contextual 
elements are primitive terms of the SAM/Context-fluctuation theory Some spec-
ulations have been made for example about the images (Raaijmakers & Shiffrin, 
1981a), but any other speculation will do as well. The point is, that, if one 
does not carefully handle the interpretations of these terms, then they also 
may give rise to the same problems encountered by the classical interfensts. 
In any case, theorizing will be much more advanced than during the days of the 
interferists. 
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δ.V Parameter estimates and measurement 
Finally, we will present a little note about the matter of measurement of 
memory. That is, we will discuss a byproduct of theory building, namely the 
parameter estimates obtained by fitting the model to the experimental data. 
Measurement is, and has remained, one of the most difficult problems faced by 
modern psychology. In principle, assuming that our memory model holds for the 
domain of human memory, we are in the position to measure the subject's memory 
or, more precisely, the strength parameters. And, eventually, we would like to 
compare these measures between subjects. 
For instance, let us consider measuring a subject's associative strength 
parameter (or, the amount of associative strength built up per unit of time). 
First it must have been derived from a measurement procedure where several ex­
perimental parameters were varied in order to ensure that the theoretical pa­
rameter is identifiable. Secondly, lists of items have to be used in order to 
be able to compute probabilities of recall. The latter procedure probably 
leads to a complication of the matter, since this procedure will require in­
dividual subject and item parameters and a function relating these parameters 
to the associative strength parameter. Assuming that the subject parameter 
remains constant, and assuming that the item parameter values are drawn at 
random from an item-difficulty distribution, the final estimate of such a 
theoretical parameter can be compared to measures derived from other subjects. 
A related question is whether the estimate satisfies the demand of specif­
ic objectivity (Fisher, 1974). Specific objectivity refers to the question 
whether the subject parameter estimate is vulnerable to change as we present 
different subsets of items to the subject, subsets which are drawn from the 
universe of all items covering the same domain of discourse. And, for the re­
verse case, does the item parameter changes if we use different subsets of 
subjects? 
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Directly related to the above is the relationship between strength, and the 
subject and item parameters (see Chapter 5). The particular kind of relation-
ship is probably highly interrelated with the question of specific objectivi-
ty. These and related questions deserve further investigation. 
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SUMMARY 
This dissertation is concerned with the application of the SAM theory to 
interference phenomena m human memory The present application is a continu-
ation of previous applications to free recall tasks (Raaijmakers & Shiffrm, 
1981a) and recognition tasks (Gillund & Shiffrin, 1984) In those areas, spe-
cial models derived from the general theory have performed quite well 
In the first chapter, the reader is introduced into the field of interfer-
ence and forgetting The experimental methods used are discussed and a general 
overview of the field is given by chronologically presenting data as well as 
classical theories 
In the remaining part of Chapter 1, we describe some of the formal ap-
proaches to the effects of interference These formalizations are derived 
from HAM (Anderson & Bower, 1973), from the ACT theory (Anderson, 1976, 1981, 
1983) and from the application of convolution/correlation algebra to human 
memory (Murdock, 1982, Eich, 1982) Predictions obtained from these models are 
presented and the theories are critically evaluated Starting with HAM, a re-
view is given of the (qualitative) predictions derived from the theory Al-
though the model seems to behave quite satisfactory, we criticize the theory 
on its concept of the GETLIST and the use of context The first one plays a 
central role in the predictions The mechanism of the GETLIST establishes 
forgetting But, paradoxically, the GETLIST itself is immune to any kind of 
information loss Context is invoked in order to explain list length effects 
It is argued that the way in which this factor is used for explanation purpos-
es remains very unrealistic 
The successor of HAM, the ACT theory, has also been applied to our field of 
interest According to us, the 1983 version of ACT and our own model almost 
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seem to be data-equivalent A clear difference between both models is that 
ACT does not use a worked out model for context In ACT, context is treated as 
a constant factor How then can ACT account for time-dependent data7 The an-
swer probably lies m the use of a decay function« that is, Anderson proposes 
the existence of trace decay However, predictions concerning spontaneous re-
covery etc have to be shown yet 
The third model that has been discussed is the holographic model of Murdock 
(1982) and Eich (1982) At first glance the model is very interesting because 
its mathematics very naturally represent the ideas of a distributed memory, 
the componentlal basis of items, and, most important, associative recall The 
model has been applied to some well-known interference phenomena Although 
the predictions are quite satisfactor), there remain some theoretical prob-
lems One of these problems resides in the use of a 'lexicon', a concept that 
plays a central role in the theory and which, paradoxically enough, seems to 
be based on distinct memory traces Another problem is the lack of a factor 
that is able to restrict the search set, such as the context cue in the SAN 
theory The final part of the first chapter presents a short overview of the 
SAM theory 
In Chapter 2, we introduce the context fluctuation model which is needed in 
order to predict time-dependent memory phenomena The reason for making the 
context cue time dependent is twofold i) Context, in one or another way, has 
been viewed as that part of the learning system that causes variability in re-
trieval and whose effects might depend on time in a lawful way (Estes, 1950, 
1955), li) In SAM, it is assumed that memory traces do not decay, or at least 
there is no detectable decay with respect to the usual retention intervals, 
thus leaving context as the only reasonable factor that may generate time-de-
pendent relationships 
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It is qualitatively shown that our context model predicts certain time-de-
pendent phenomena As an extension of the model, we have developed a mechanism 
that may account for list discrimination processes Such decision processes 
corae into play where multiple responses are connected to the same stimulus and 
recall is with respect to a particular list Disregarding this process may 
lead to wrong interpretations of such data (Underwood, 1945) It is shown that 
the list discrimination model predicts data gathered by Winograd (1968) 
In Chapter 3 we discuss the application of the SAM plus context fluctuation 
model to well-known interference data It is concluded that the model does not 
have an} problems with this wide range of datapatterns Moreover, the model 
predicts that certain datapatterns are parameter-dependent, which, for exam-
ple, is observed with the phenomenon of spontaneous recovery 
The end of the chapter presents a detailed investigation about the effects 
of context retrieval before starting recall This matter has been studied in 
detail during the last few years (Smith, 1979), where it has been shown that 
the amount of forgetting may be significantly reduced if the subject is asked 
to retrieve context information (stored at input time) prior to the recall 
test We conclude that our model may be easily applied to such situations and 
it seems to generate the right qualitative predictions 
As a logical continuation of the qualitative predictions made in Chapter 3, 
in Chapter 4 we discuss quantitative predictions of our model to data we have 
collected Data stemming from two-trial learning and a multiple-trial learn-
ing task were reasonably well predicted by the model However, the model can-
not account for the anomalous result from our third experiment which showed 
that retroactive interference was not affected by the length of the list The 
other two formalized models, the convolution/correlation model and the ACT 
model, also have no account for this effect Further investigations about the 
reliability of the phenomenon seem to be warranted 
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Besides data stemming from traditional list learning experiments, we also 
confronted the model with data from a continuous paired-associate experiment, 
since we believe that this kind of task conforms closer to the context model 
The model was able to account for the obtained datapattern, confirming our 
ideas about contextual processes 
Furthermore, we applied the model in a quantitative way to data from Ander­
son (1981), accounting for both recall and response latency These data are 
explained quite well, although Anderson's own model, ACT, did better according 
to the value of the loss-function However, this appears to be due to certain 
well chosen ad hoc assumptions, assumptions that have nothing to do with the 
actual model 
At the end of Chapter 4 we revisit the two competing models, ACT and the 
convolution/correlation model We emphasize the possible advantage of the dif­
ference in representation between the convolution/correlation model on the one 
hand and ACT and SAM on the other hand According to us, the latter two mod­
els seem to be data-equivalent However, the advantage of the SAM model is 
that it incorporates an elaborated context model, whereas this important fac­
tor is left unexplained in the ACT model 
In Chapter 5 we revisit the relation between response latency and response 
probability in C-D and Α-C designs as observed by Anderson (1981) We argue 
that there might be an artefact in this relationship due to list discrimina­
tion problems encountered by subjects performing under the Α-C design Since 
a list discrimination process is in play during Α-C recall, the whole relation 
might as well be due to a time-consuming list decision process instead of the 
memory process sec Therefore, we present a model that might account for re­
sponse latencies observed in paired-associate learning The model contains pa­
rameters that refer to the memory system as proposed by the SAM theory, and 
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parameters which are related to (irrelevant) encoding and decision latency 
generating mechanisms Unfortunately, we had to work ourselves through a lot 
of problems before the model could be applied щ a useful way The model is 
the convolution between the exponential density function (derived by trans­
forming SAM's sampling mechanism into a continuous one) and the normal density 
function, reflecting the sura of other latencies The exponential rate parame­
ter is supposed to be a function of a subject and an item parameter Disre­
garding possible problems that may arise with the incidental nature of the pa­
rameters, we tested certain hypotheses about the parameters using a log 
likelihood ratio test The results favour the idea that the memory system is 
(for the greatest part) responsible for the retarded response production dur­
ing Α-C recall relative to the C-D baseline 
We finish the dissertation with an epilogue In that part of the disserta­
tion we discuss some metatheoretical problems concerned with verbal and formal 
theories In particular we strongly argue against the, still popular tradi­
tion, of proposing verbal instead of formal models in psychology, and devising 
operational definitions for the concepts in a verbally stated theory 
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SAMENVATTING 
In de onderhavige dissertatie behandelen we de toepassing van de SAH theo-
rie op interferentie verschijnselen zoals die zich voordoen in geheugen expe-
rimenten. De huidige toepassing van de SAM theorie kan gezien worden als een 
logisch vervolg op recente applicaties in het domein van free recall taken 
(Raaijmakers & Shiffrin, 1981a) en recognitie taken (Gillund & Shiffrin, 
1984). Op beide gebieden bleken de van de algemene SAM theorie afgeleide mo-
dellen goed te voldoen. 
In Hoofdstuk 1 wordt de lezer geïntroduceerd in het domein van interferen-
tie en vergeten. De aldaar gebruikte experimentele methoden worden besproken 
en er wordt een algemeen overzicht gegeven van dit gebied door chronologische 
presentatie van zowel data als theorieën. 
In de rest van Hoofdstuk 1 beschrijven we enige formele benaderingen van 
interferentie effecten. Deze formele benaderingen zijn afgeleid van HAM (An-
derson Ь Bower, 1973), van de ACT theorie(Anderson, 1976, 1981, 1983) en van 
de toepassing van convolutie/correlatie algebra op het terrein van het mense­
lijk geheugen (Murdock, 1982; Eich, 1982). Voorspellingen van deze modellen 
worden gepresenteerd en de theorieën worden kritisch ge'èvalueerd. Beginnend 
met HAM geven we een overzicht van de voorspellingen afgeleid van deze theo-
rie. Ofschoon het model redelijke voorspellingen lijkt te doen, bekritiseren 
we het model op haar concept van de GETLIST en op het gebruik van context. 
Het concept van de GETLIST speelt een centrale rol in de voorspellingen. Het 
mechanisme van de GETLIST bewerkstelligt 'vergeten'. Paradoxaal genoeg blijkt 
de GETLIST zelf immuun te zijn voor informatie verlies. Lijst lengte effecten 
worden met behulp van context verklaard. We beargumenteren dat de vorm waarin 
context als verklaring wordt gebruikt erg onrealistisch aandoet. 
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De opvolger van HAM, de ACT theorie, is ook toegepast op ons gebied van 
interesse We komen tot de conclusie dat de 1983 versie van ACT en ons eigen 
model waarschijnlijk data-equivalent zijn Een duidelijk verschil tussen beide 
modellen is dat het ACT model geen uitgewerkt context model in zich herbergt 
In het ACT model wordt context als een constante factor beschouwd Hoe is het 
dan mogelijk voor het model om tijdsafhankelijke data te verklaren? Het ant -
woord ligt waarschijnlijk in het gebruik van een decay functie, ofwel, Anderson 
veronderstelt spoor-verval Echter, het blijft te bezien of het model feno-
menen zoals spontaan herstel kan voorspellen 
Het derde model dat we bespreken is het holographische model van Murdock 
(1982) en Eich (1982) Op het eerste gezicht lijkt het een erg aantrekkelijk 
model, omdat de ideeën van een gedistribueerd geheugen, de componentiele basis 
van items en associative herinnering inherent zijn aan de wiskundige represen-
tatie Het model is toegepast op enige wel bekende interferentie verschijnse-
len Ofschoon de voorspellingen heel behoorlijk zijn, blijven er toch een aan-
tal theoretische problemen bestaan Een van die problemen heeft betrekking op 
het 'lexicon', een concept dat een centrale rol speelt in de theorie en welke, 
paradoxaal genoeg, gebaseerd lijkt te zijn op localiseerbaarheid van geheugen 
sporen Een ander probleem is het gebrek aan een mechanisme dat de zoekverza-
meling beperkt, zoals context in de SAM theorie In het laatste gedeelte van 
het hoofdstuk wordt een overzicht van de SAM theorie gegeven 
In Hoofdstuk 2 introduceren we het context fluctuatie model, een model dat 
nodig is voor bet prediceren van tijdsafhankelijke geheugen verschijnselen Er 
zijn twee redenen waarom we kiezen voor de context cue als tijdsafhankelijke 
factor i) Context is vaak beschouwd als dat gedeelte van het leer systeem 
dat variabiliteit veroorzaakt in het herinneren en waarvan de effecten wetma-
tig met de factor tijd zouden samenhangen (Estes, 1950, 1955), ii) In SAM 
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wordt verondersteld dat geheugen sporen niet aan verval onderhevig zijn, of in 
ieder geval is het verval niet detecteerbaar voor wat betreft gebruikelijke 
retentie intervallen, zodat context als enige aannemelijke tijdsafhankelijke 
factor overblijft 
We laten op qualitatief niveau zien dat het model tijdsafhankelijke effec-
ten voorspelt Daarnaast wordt de context fluctuatie theorie uitgebreid voor 
het verklaren van lijstdiscriminatie processen Deze processen spelen een rol 
indien meerdere responsen aan dezelfde stimulus gekoppeld zijn en de taak van 
het subject is alleen die responses te reproduceren welke tot een specifieke 
lijst behoren Het buiten beschouwing laten van deze processen kan tot ver-
keerde interpretaties van de data leiden (Underwood, 1945) We laten zien dat 
dit lijstdiscriminatie model data van Winograd (1968) voorspelt 
In het derde hoofdstuk bespreken we de toepassingen van het SAM/Context-
fluctuatie model op welbekende interferentie resultaten We concluderen dat 
het model geen problemen heeft met deze grote variatie aan gegevenspatronen 
Het model voorspelt verder dat sommige gegevenspatronen parameter-afhankelijk 
zijn, zoals bijvoorbeeld het verschijnsel van spontaan herstel 
Aan het eind van hetzelfde hoofstuk bespreken we de effecten van het opha-
len van contextuele informatie uit het geheugen voordat het subject zich items 
probeert te herinneren Deze strategie is diepgaand onderzocht gedurende de 
afgelopen Jaren (Smith, 1979), en gebleken is, dat herinnering aanmerkelijk 
wordt verbeterd indien voor de start van een hennneringstest eerst contextu-
ele informatie, opgeslagen ten tijde van input, wordt opgehaald We mogen 
concluderen dat ons context model gemakkelijk toegepast kan worden op dit 
soort situaties en dat het de juiste qualitatieve voorspellingen genereert 
Als een logisch vervolg op de qualitatieve predicties in het derde hoofd-
stuk gaan we in Hoofdstuk 4 in op quantitatieve voorspellingen van door ons 
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verzamelde gegevens Gegevens van twee-trial leer-experimenten en multiple-
trial leer-experimenten blijken door het model redelijk verklaard te kunnen 
worden Het model кал echter op geen enkele wijze de gegevens van ons derde 
experiment verwerken In dat experiment bleek dat retroactieve interferentie 
niet wordt beïnvloed indien we de lijstlengte variëren De twee andere, for-
meel uitgewerkte modellen, het convolutie/correlatie model en het ACT model 
hebben ook geen verklaring voor het fenomeen Het lijkt in ieder geval nodig 
om de betrouwbaarheid van het verschijnsel in de toekomst nader te onderzoe -
ken. 
Naast de data van traditionele lijst experimenten confronteerden we het 
model ook met gegevens van een continu experiment met gepaarde-associaties 
We vermoeden dat een dergelijke taak beter overeenstemt met de assumpties die 
aan het context model ten grondslag liggen Het model blijkt de experimentele 
data te kunnen verklaren, zodat onze ideeën over contextuele processen hiermee 
ondersteund worden 
Het model werd ook toegepast op data uit een experiment van Anderson 
(1961), waarbij het zowel herinneringsresultaten als respons latentie data 
diende te voorspellen Het model voldoet goed, hoewel we moeten toegeven dat 
Anderson's eigen model, ACT, een lagere verlies-waarde opleverde Echter, dit 
laatste is voornamelijk te danken aan het gebruik van enige goedgekozen ad hoc 
assumpties, assumpties die eigenlijk niets met het feitelijke model van doen 
hebben 
Op het einde van het vierde hoofdstuk gaan we nogmaals in op de twee con-
currerende modellen, het convolutie/correlatie model en het ACT model We be-
nadrukken de mogelijke voordelen van de verschillen in representaties tussen 
het convolutie/correlatie model aan een kant en het ACT en SAM model aan de 
andere kant De laatste twee modellen zijn waarschijnlijk data-equivalent 
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De SAH theorie bevat nu echter een uitgewerkte context theorie, een belangrijke 
factor die onbehandeld blijft in ACT 
In het vijfde hoofdstuk gaan we nader in op de door Anderson (1981) onder-
kendeen geobserveerde relatie tussen de kans op de respons-herinnering en de 
latentie van de respons w b C-D and A-C designs We merken op dat er sprake 
kan zijn van een artefact in de relatie, een artefact dat te wijten is aan 
lijstdiscnminatie problemen die subjecten ondervinden tijdens de herinnering 
van A-C gestructureerde lijsten Aangezien we weten dat lijstdiscnminatie een 
rol speelt tijdens de herinnering van de A-C lijst, is het heel wel mogelijk 
dat de geobserveerde relatie te wijten is aan een tijdconsumerend lijstdiscri-
roinatie proces in plaats van het geheugen proces sec Vanwege dit mogelijke 
artefact presenteren we een model dat mogelijkerwijs respons latenties in ge-
paarde-associatie taken kan verklaren Het model bevat parameters welke refe-
reren naar het geheugen systeem zoals dat wordt verondersteld in de SAM theorie, 
en het model bevat parameters die gerelateerd zijn aan (irrelevante) encoding 
en decisie-latenties genererende mechanismen Helaas ondervonden we bij het 
toepassen van het model een aantal lastige problemen Het model is de convo-
lutie tussen een exponentiële dichtheidsfunctie (die we verkrijgen indien we 
SAM's ophaal mechanisme continuiseren) en de normale dichtheidsfunctie welke 
de som van irrelevante latenties verdisconteerd We veronderstellen dat de 
parameter van de exponentiële verdeling een functie is van een subject parame-
ter en een item parameter Indien we mogelijke problemen rond de incidentele 
geaardheid van de parameters laten voor wat ze zijn, kunnen we met behulp van 
de log-likelihood functie hypotheses omtrent de parameters testen De resul-
taten hiervan geven ondersteuning van het idee dat het geheugen systeem, voor 
het grootste gedeelte, verantwoordelijk is voor de vertraagde response repro-
ductie in de A-C conditie 
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We eindigen deze dissertatie met een epiloog. Hierin bespreken we enige me-
tatheoretische zaken omtrent verbale en formele theorieën. In het bijzonder 
bestrijden we ten krachtigste de, nog steeds populaire, traditie van het wer-
ken met verbale theorieën in de psychologie en het erейren van operationele 
definities voor theoretische constructen. 
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Stellingen 
1. Interferentie verschijnselen kunnen verklaard worden met behulp van het 
SAM/Context-fluctuatie model. 
2. In het SAM/Context-fluctuatie model is het optreden van absoluut spontaan 
herstel parameter-afhankelijk. 
3. Het Context-fluctuatie model verklaart effecten van context informatie 
retrieval op geheugenprestaties. 
4. Spontaan herstel, 'negatieve' PI en de relatie tussen respons latentie en 
respons kans in interferentie taken ondersteunen het idee dat zowel absolute 
als relatieve associatieve sterkten een rol spelen in geheugen taken. 
5. Het uitblijven van een lijst lengte effect in het A-B,A-C interferentie 
design kan niet verklaard worden door het SAM/Context-fluctuatie model, 
noch door het ACT danwei het CHARM model. 
6. Context-fluctuatie kan het best onderzocht worden in zgn. continue leertaken. 
7. Poison en Huizinga's (1974) methode ter bepaling van de identificeerbaarheid 
van parameters is onvoldoende algemeen toepasbaar. 
Poison, P.G. & Huizinga, D. (1974) Statistical methods for absorbing 
Markov chain models for learning: Estimation and identification. Peyaho— 
metrika, 39, 3-22. 
Θ. Verschijnselen die zich voordoen bij reproductie van in serie geleerde items 
kunnen beschreven worden door de SAM theorie indien men naast relationele 
cue-informatie een boomstructuur van de te gebruiken cues onderkent. 
9. Gegeven het feit dat stimuli binnen het subject meestal geen eenduidige re­
presentatie hebben, dient de impliciete vooronderstelling in Meettheorieën 
dat men in een meetprocedure met een constante verzameling A van elementen te 
maken heeft, zeker indien deze elementen slechts op nominaal niveau meetbaar 
zijn, sterk betwijfeld te worden. 
10. De resultaten van de Pepsi-cola proef lijken eerder te duiden op smaak indif-
ferentie dan op de interpretatie alszou 54% van de subjecten deze drank boven 
Coca-cola prefereren. 
11. Het in de studiegids van de Open Universiteit voorkomende Kort Lager Onderwijs 
Progranma werpt een nieuw licht op de discussie omtrent het niveau van onderwijs 
van deze instelling. 
Studiegids Open Universiteit, mei 19B6; Pagina 12. 
12. De grote wetenschappelijke vooruitgang in de natuurwetenschappen van de 17 en 
1Θ eeuw is niet in de minste mate te danken geweest aan het ontbreken van ge­
avanceerde statistische software pakketten. 
13. Er bestaat een positief verband tussen de mate van abstractheid van kunst in 
een bepaald tijdperk en het aantal kunstenaars in het betreffende tijdperk. 
14. Beter geen kerncentrale in de hand dan tien in de lucht. 
Stellingen behorende bij het proefschrift van 
Ger-Jan M. Mensink, Interference and forgetting in human memory, 
Nijmegen, 29 oktober 19Θ6. 


