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The structure of the initial system-environment state is fundamental to determining the nature
and characteristics of the evolution of such an open quantum system. The usual assumption is to
consider that the initial system-environment state is separable. Here, we go beyond this simple case
and derive the evolution equations, up to second order in a weak-coupling expansion, that describe
the evolution of the reduced density matrix of the system for any arbitrary system-environment
initial state. The structure of these equations allows us to determine the initial conditions for which
a Lindblad form can be recovered once applying the Markov and secular approximations.
The dynamical properties of the reduced density ma-
trix of an open quantum system (OQS) are strongly de-
pendent on the initial condition considered [1]. In this re-
gard, Pechukas [2] was the first to point out that initially
correlated states between the system and its environment
might lead to dynamics that do not preserve the property
of complete positivity. This idea was the subject of an
intense debate with Alicki [3], who argued that all phys-
ically meaningful initial states should lead to complete
positive dynamics. Since those early papers, this subject
has been the basis of many works that aim at formally
determining which types of initial state lead to certain
desirable properties such as linearity or complete posi-
tivity [4–12]. The existence of initial correlations may
modify not only the system dynamics, but also the ex-
change of information between the system and the envi-
ronment that exists during the decoherence process. In
this regard, an initial flow of information from the envi-
ronment to the system has been linked to the presence
of such initial correlations [13] (see also [1, 14] and refer-
ences therein). More recently, the occurrence of system-
environment correlations generated during the evolution
has been linked to non-Markovianity [15, 16].
Many previous studies of system dynamics for an ini-
tially correlated state consider an exactly solvable model
[13, 17–19]. Other proposals analyze the reduced dy-
namics of an OQS considering an initial thermal state
for the full system and expanding it into a first term,
which is separable, and a second term, which accounts for
the correlations and is of first order in the coupling pa-
rameter between system and environment [20, 21]. This
allows one to consider standard projection operator tech-
niques in combination with a weak-coupling expansion.
A third approach is based on correlated projection oper-
ators [1, 22–25], where a fixed form for the relevant (in
the sense that its trace over the environment gives rise
to a good approximation of the reduced density oper-
ator of the system) part of the total density operator is
assumed as an ansatz. In addition, the reduced hierarchi-
cal equations of motion, which are particularly adapted
to exponentially decaying environment correlation func-
tions, have also been extended to deal with correlated
initial conditions [26].
Here, we adopt a different approach that is based on
considering a reduced propagator of the evolution oper-
ator in a Bargmann coherent state basis as defined in
[27–29], and on a weak-coupling approximation between
system and environment. Based on this, we derive an
evolution equation for the reduced density matrix that is
valid for any arbitrary initial state and for any environ-
ment spectral density, and is also free from any ansa¨tze.
Moreover, the resulting equation is deterministic, i.e. its
practical usage does not rely on a stochastic sampling
like the derivation in [29]. The analysis presented here
can also be straightforwardly extended to multi-level or
many body OQSs. In addition, considering this equation
in the Markov and secular approximation limits, we show
what types of initial states (do not) give rise to an equa-
tion that is of a Lindblad form, and, therefore, (do not)
preserve complete positivity.
Let us consider an OQS with Hamiltonian HS , lin-
early interacting with a harmonic oscillator environment
described by a Hamiltonian HB =
∑
λ ωλa
†
λaλ, such that
the total Hamiltonian is
Htot = HS +HB +B
†L+BL†, (1)
with B =
∑
λ gλaλ an environment operator that de-
pends on the ladder operators aλ, a
†
λ, and L is an op-
erator acting on the Hilbert space of the system. The
gλ’s are the coupling constants, which can be made real,
and the ωλ’s are the frequencies of the environment har-
monic oscillators. Let us consider initial states of the
general form
ρtot(0) =
M∑
γ=1
φγs (0)⊗ φγB(0), (2)
where M is an integer, and φγs (0) and φ
γ
B(0) are system
and environment operators, respectively. The reduced
density matrix at a time t can then be written as
ρs(t) = TrB{UI(t)ρtot(0)U†I (t)} =
M∑
γ=1
ργs (t), (3)
2where we have defined ργs (t) = TrB{UI(t)φγs (0) ⊗
φγB(0)U†I (t)}, with UI(t, 0) = eiHBte−iHtott the evolution
operator in the interaction picture. Let us now consider a
Bargmann coherent state basis for the environment [30],
so that each state is given as a tensorial product of the
states of all the oscillators |z0〉 = |z0,1〉|z0,2〉...|z0,λ〉...,
and define
φγB =M00′ [fγ(z∗0 , z′0)|z0〉〈z′0|], (4)
where we have considered the closure relation
of the Bargmann basis M0[|z0〉〈z0|] = 1, and
the definitions M0[· · · ] =
∫
dµ(z0) · · · , and
M00′ [· · · ] =
∫
dµ(z0)
∫
dµ(z′0) · · · , with the Gaussian
measure dµ(z0) =
∏
λ
d2z0,λ
π e
−|z0,λ|
2
. Also, in Eq. (4), we
have introduced the functions fγ(z∗0 , z
′
0) = 〈z0|φγB |z′0〉.
Hence, we can write the reduced density operator as in
Eq. (3), where now
ργs (t) =M00′ [ργs (z0, z′0|t)], (5)
with ργs (z0, z
′
0|t) = fγ(z∗0 , z′0)M0′′ [G(z
′′∗
0 , z0|t, 0)φγs (0)
×G†(z′∗0 , z′′0 |t, 0)], written in terms of the reduced propa-
gators G(z′′∗0 , z0|t, 0) = 〈z′′0 |UI(t, 0)|z0〉. Such quantities,
introduced in [27] and further generalized in [28, 29],
are the matrix elements of the total evolution opera-
tor in the Bargmann coherent basis of the environment.
Hence, they are defined in the Hilbert space of the sys-
tem, representing transitions between the environmental
state |z0〉 to |z′′0 〉. The evolution equation for each coef-
ficient, ργs (z0, z
′
0|t) can be written as (see Supplementary
Material (SM) for details),
dργs (z0, z
′
0|t)
dt
= −i[HS, ργs (z0, z′0|t)]+
z0,t[ρ
γ
s (z0, z
′
0|t), L†] + z′∗0,t[L, ργ(z0, z′0|t)]+(∫ t
0
dτα(t − τ)[Vτ−tLργs (z0, z′0|t), L†] + H.c.
)
, (6)
up to third order in the perturbative parameter, with an
initial condition given by
ργ(z0, z
′
0|0) = fγ(z0, z′0)M0′′ [ez
′′∗z0ez
′∗
0
z′′ ]φγs (0)
= fγ(z0, z
′
0)e
z′∗
0
z0φγs (0), (7)
where we have used G(z′′∗0 , z0|0, 0) = 〈z′′0 |z0〉 = ez
′′∗
0
z0 . In
Eq. (6) we have also defined VtA = e
iHStAe−iHSt for any
system operator A, z0,t = i
∑
λ gλz0,λe
−iωλt, where z0,λ
are the complex eigenvalues of the annihilation opera-
tor, aλ|z0,λ〉 = z0,λ|z0,λ〉, and α(t, τ) =
∑
λ g
2
λe
−iωλ(t−τ),
which is the environment correlation function.
In order to proceed further and derive the evolution of
Eq. (5), it is necessary to compute the averageM00′ [· · · ]
of Eq. (6). The resulting equation for ργs (t) can be writ-
ten as (see SM)
dργs (t)
dt
= −i[HS, ργs (t)]+
Aγ(t)[Vtφ
γ
s (0), L
†] + Aˆγ(t)[L, Vtφ
γ
s (0)]+(∫ t
0
dτBγ(t, τ)[[Vτ−tL, ρ
γ
s (t)], L
†]+
∫ t
0
dτCγ(t, τ)[L, [ργs (t), Vτ−tL
†]]+
∫ t
0
dτα(t − τ)[Vτ−tLργs (t), L†] + H.c.
)
, (8)
where we have defined a series of correlation functions
Aγ(t) = i
∑
q gqe
−iωqtVγAq, Aˆγ(t) = −i
∑
q gqe
iωqtVˆγAq,
Bγ(t, τ) =
∑
qq′ gqgq′e
−iωqteiωq′ τVγBqq′ , and Cγ(t, τ) =
−∑qq′ gqgq′e−iωqte−iωq′ τVγCqq′ , with
VγAq = M00′ [z0qfγ(z∗0 , z′0)ez
′∗
0
z0 ],
VˆγAq = M00′ [z′∗0qfγ(z∗0 , z′0)ez
′∗
0
z0 ],
VγBqq′ = M00′ [z0qz′∗0q′fγ(z∗0 , z′0)ez
′∗
0
z0 ],
VγCqq′ = M00′ [z0qz′0q′fγ(z∗0 , z′0)ez
′∗
0
z0 ]. (9)
For reasons that will become clear later, we shall expand
Bγ(t, τ) = Bγ,neq(t, τ)+Bγ,eq(t−τ), whereBγ,neq(t, τ) =∑
qq′ (1 − δqq′)gqgq′e−iωqteiωq′τVγBqq′ and Bγ,eq(t − τ) =∑
q g
2
qe
−iωq(t−τ)VγBqq. Note that Eq. (8) involves certain
correlation functions that depend on t and τ , but not
on their difference t − τ . Hence, as we will see below,
these functions will vanish for environments at equilib-
rium. The form of the functions (9) for a general envi-
ronment operator, φγB =
∑
np
cγ
np
|n〉〈p|, where |n〉 is the
Fock basis and HB is diagonal is discussed in detail in the
SM. This allows to determine for which particular initial
states the coefficients (9), and therefore the correlation
functions, are non-vanishing.
Different types of initial state— Let us consider first
special linear states (SL), which, following the definition
in [9], are states of the general form (2) where we can re-
write φγB(0) = ρ
γ
B(0), and φ
γ
s (0) = ρ
γ
s (0), since they cor-
respond to density matrices. Thus, the reduced density
operator of the system at t = 0 is ρs(0) =
∑M
γ=1 φ
γ
s (0).
Also, the dynamics given by (8) can be represented by a
Hermitian map ΛγH(t) such that
ρs(t) =
∑
γ
ΛγH(t)ρ
γ
s (0), (10)
with ΛγH(t) = 11S . We may additionally consider two
different situations, (a) when some ργB(0) are not diag-
onal in the basis of HB: for those terms we find that
TrB[Bρ
γ
B(0)] 6= 0, since B is an operator that in general
represents transitions between states in the environment
energy basis; or (b) when all ργB(0) are diagonal in the ba-
sis of HB, and thus TrB[Bρ
γ
B(0)] = 0. This corresponds
3to a situation where each ργB(0) represents the density
operator of an environment in equilibrium. Since each
ργB(0) can be expressed in terms of a f
γ(z∗0 , z
′
0) that con-
tains the same powers of z0 and z
′∗
0, the corresponding
ργs (t) has an evolution equation simpler than Eq. (8):
dργs (t)
dt
= −i[HS, ργs (t)]
+
(∫ t
0
dτBγ,eq(t− τ)[[Vτ−tL, ργs (t)], L†]
+
∫ t
0
dτα(t − τ)[Vτ−tLργs (t), L†] + H.c.
)
, (11)
where now all correlations depend on time differences t−τ
as is typical of environments in equilibrium.
Let us now consider non-special linear states (NSL),
which can be written as Eq. (2), but with Trs{φγs (0)} =
TrB{φγB(0)} = 0 for some γ. As such, and contrary to
SL states, NSL states do not fulfill the property that the
reduced density operator of the system at t = 0 is a sum
of all φγs (0). Indeed, the initial reduced density matrix
is a limited sum ρs(0) =
∑N
γ=1 φ
γ
s (0), where N < M ,
while ρs(t) =
∑M
γ=1 ρ
γ
s (t). Hence, in this case we can
not consider a Hermitian map Λγ(t) such that ρ
γ
s (t) =
Λγ(t)ρ
γ
s (0) for γ = 1, · · · ,M as before, as that would
require having Λγ(0) = 0 for all the γ > N , which would
contradict the property of linear maps, Λγ(0) = 11S.
For initially decorrelated states ρtot(0) = ρs⊗ρthB , with
ρthB a thermal equilibrium state, it is known that the
Markov and secular approximations on a second-order
weak-coupling master equation lead to a Lindblad form
[1, 25]. When considering these approximations in the
more general second-order Eq. (8), we find that
dργs (t)
dt
=
∑
ω
γA(ω)[Vtφ
γ
s (0), L
†(ω)]
+
∑
ω
γˆA(ω)[L(ω), Vtφ
γ
s (0)]
+
(∑
ω
γB(ω, ω
′)[[L(ω), ργs (t)], L
†(ω′)]
+
∑
ω
γC(ω, ω
′)[L(ω′), [ργs (t), L
†(ω)]]
+
∑
ω
γ(ω)[L(ω)ργs (t), L
†(ω)] + H.c.
)
. (12)
Here we make use of the spectral decomposition of the
coupling operators L(ω) =
∑
ǫ−ǫ′=ω Π(ǫ)LΠ(ǫ
′), with
Π(ǫ) representing a projection onto the eigenspace be-
longing to the eigenvalue ǫ of HS , which is assumed to
have a discrete spectrum. These coefficients and the
derivation of Eq. (12) can be found in the SM. The
relevant observation here is that, in general, only when
γA(ω) = γC(ω, ω
′) = γneqB (ω, ω
′) = 0, with γB(ω, ω
′) =
γeqB (ω) + γ
neq
B (ω, ω
′), Eq. (12) acquires a Lindblad form
dργs (t)
dt
=
(∑
ω
γeqB (ω)[[L(ω), ρ
γ
s (t)], L
†(ω)]
+
∑
ω
γ(ω)[L(ω)ργs (t), L
†(ω)] + H.c.
)
. (13)
Of the three cases discussed above, this one corresponds
to that of an environment in an equilibrium state. In the
following, we illustrate our formalism for two different
examples.
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FIG. 1: Evolution of the von-Neumann entropy for pure states
of the form ρNSLtot (0) (thick lines; finite initial entropy), and
ρSLtot(0), (thin lines; zero initial entropy), for increasing values
of the laser intensity ranging from ǫ = 0 (red) to 0.02 (violet)
in steps of 0.001, with σ =
√
0.1 in Eq. (14), A = √0.5,
B = √0.25, and C = √0.25. The frequency transitions are
ω1 = 1, and ω2 = 0.5, and the parameters for the spectral
density J(ω) are α = 0.005, ωc = 5. The frequency window is
chosen up to ωm = 100. All frequencies are in units of ωs = 1.
Example 1— Let us consider a three-level atom in a V -
configuration, shown in Fig. 1, that is coupled to the elec-
tromagnetic field, with the transition |g〉 ↔ |e2〉 driven
by a laser with frequency ωL and coupling ǫL. In the laser
rotating frame, the Hamiltonian is given by Eq. (1), with
HS =
∑
j ∆jσ
+
j σj+ǫL(σ2+σ
+
2 ), HB =
∑
k∆ka
†
kak, and
L = σ1 + σ2. Here, we have defined ∆j = ωj − ωL, and
∆k = ωk − ωL, with ωj and σj = |g〉〈ej | corresponding
respectively to the transition frequencies and transition
operators from each of the two excited states |ej〉 to the
single ground state |g〉. The environment is characterized
by a linear dispersion relation ωk = ck (we set c = 1),
and a sub-ohmic spectral density J(ω) = αω1/2e−ω/ωc .
We first consider an initially entangled state with the
environment, which is a NSL of the form ρNSLtot (0) =
|Ψ0〉〈Ψ0|, with |Ψ0〉 = Aσ+1 |g〉|0〉 + Bσ+2 |g〉|0〉 +
C∑k Gk|g〉|1k〉, where |1k〉 is the state with zero exci-
tations in all modes and one excitation in the mode with
4frequency ωk, and
Gk =
√
e−(k−k0)2/2σ2
σ2π
, (14)
with σ the Gaussian width. Also, the normalization con-
dition requires that |A|2 + |B|2 +∑k |Gk|2|C|2 = 1. This
state, expressed in a coherent state basis, is
|Ψ0〉 =
∫
dµ(z0)|ψ(z0)〉|z0〉, (15)
with |ψ(z0)〉 = A|e1〉 + B|e2〉 + C
∑
k Gkz∗0k|g〉. The re-
sulting initial density matrix can be written as Eq. (2),
with f0(z∗0 , z
′
0) =
∑
kk′ GkG∗k′z∗0kz′0k′ , f1(z∗0 , z′0) = 1,
f2(z∗0 , z
′
0) =
∑
k G∗kz′0k, and f3(z∗0 , z′0) =
∑
k Gkz∗0k.
Then, we consider a SL ρSLtot(0) = |ψs〉〈ψs| ⊗ |ψb〉〈ψb|,
where |ψs〉 = Aσ+1 |g〉 + Bσ+2 |g〉 + C|g〉, and |ψb〉 =
(1/
√
2)(|0〉+∑k Gk|1k〉). The evolution equation for the
reduced density matrix ρs(t) is also given by an equation
of the general form (8) (see SM for details). Fig. 1 shows
the evolution of the entanglement between the V−atom
and its environment, as measured by the von-Neumann
entropy, for these two types of initial condition. Different
curves correspond to different laser intensities ǫ in a rain-
bow scale, where the larger the intensity the more blue
the curves. As can be observed, the two initial condi-
tions lead to dramatically different dynamics and steady
states: while ρSLtot(0) produces an entanglement growth,
ρNSLtot (0) shows an entanglement decay from the initial
value.
Example 2— We now analyze the dynamics of a two-
level system with states |g〉 and |e〉 coupled to a bosonic
field, considering a total Hamiltonian (1) with HS =
ω1σ
+σ, HB =
∑
k ωka
†
kak, and L = σ + σ
+, with
σ = |g〉〈e|. We first consider an initially entangled mixed
state of the form ρNSLtot (0) =
∑2
j=1 ρ
j
tot(0), with ρ
j
tot(0) =
|Ψj0〉〈Ψj0|, and |Ψj0〉 = Aj
∑
k Gjk|g〉|1k〉 + Bj|e〉|0〉. Here,
Gjk is given by Eq. (14) with a j−dependent Gaussian
amplitude σj . Expressed in a coherent state basis, each
j is given by the general expression (15), with coefficients
|ψj(z0)〉 = Aj
∑
k Gkz∗0k|g〉 + Bj |e〉. Note that this state
can also be written in the general form (2), ρNSLtot (0) =∑2
j=1
∑3
γ=0 φ
jγ
s (0) ⊗ φjγB (0), with φj0s (0) = |Aj |2|g〉〈g|,
φj1s (0) = |Bj |2|e〉〈e|, φj2s (0) = B∗jAj |g〉〈e|, and φj3s (0) =
BjA∗j |e〉〈g|; and φjγB (0) given by Eq. (4) with the same
coefficients f jγ as in the first example. Indeed, this state
is NSL, since TrB{φjγB (0)} = 0 for γ = 2, 3 in both j. The
normalization condition is
∑
j(|Bj |2 +
∑
k |Gjk|2|Aj |2) =
1. For the same system, we now consider an initial state
of the form ρSLtot(0) =
∑2
j=1 ρ
j
s⊗ρjB where ρjB = |ψjb〉〈ψjb |,
and ρjs = |ψj0〉〈ψj0|, with |ψj0〉 = Aj |g〉 + Bj|e〉, and
|ψjb〉 = (1/
√
2)(|0〉 + ∑k Gjk|1k〉). Let us consider the
evolution of the emission rate R(t) = −d〈σz(t)〉/dt, with
σz = 2σ
+σ+1. In the Markov limit and for a single atom
coupled to an environment in equilibrium, this quantity
R
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FIG. 2: Evolution of the emission rate R(t) for an initial state
ρNSLtot (0) (top panel), and a SL state, ρ
SL
tot(0) (middle panel).
Also, Gjk depends on σq = 1, and σ2 =
√
0.5. The coupling
parameter is α = 0.05 for both NSL and SL cases. The co-
efficients are A1 =
√
0.5 and B1 =
√
0.5, A2 =
√
0.8 and
B2 =
√
0.20). The bottom panel corresponds to the decor-
related (DC) initial state ρDCtot (0) = |ψ0〉〈ψ0| ⊗ |0〉〈0| with
|ψ0〉 = A|g〉 + B|e〉, and A = B = 0.5. The different curves
in all panels correspond to different values of the atomic fre-
quency ω1 ranging from 0.1 (red) to 3.1 (violet) in steps of 0.2,
where ωs is our unit, and we consider a sub-ohmic spectral
density with α = 0.005.
has a positive value at t = 0 and thereafter decays un-
til the atomic population reaches its steady state. Non-
Markovian effects lead to an initial increase of R(t), due
to the increase of the atomic dissipation rate from zero
to a finite value (see bottom panel of Fig. 2). However,
as observed in Fig. 2, the presence of initial correla-
tions (top and middle panels) leads to a rate that initially
acquires negative values, which produces an initial gain
in populations. A similar increase of populations (and
thus negative values of R(t)) can also be observed when
considering zero correlations but an environment not in
equilibrium (see example 3 in SM).
In summary, we have derived a general set of equa-
tions that characterize the evolution of an OQS consid-
ering an arbitrary total (system and environment) initial
state. These evolution equations contain not only the
terms that appear in the master equation for initially
decorrelated states, but also other terms that depend
on new correlation functions. These correlations depend
on the coefficients (9), which are non-vanishing only for
certain types of initial states. We note that the practi-
cality of the derived equation is based on the fact that
these coefficients are computed, for each case, by solv-
ing well-known Gaussian integrals. In addition, we have
5shown that only initial states of the general form (2), with
TrB{φγB(0)} = 1 (i.e. SL) and TrB{BφγB(0)} = 0 for
all γ, give rise to a Lindblad equation under the secular
and Markov approximations. Finally, we have illustrated
the use of our formalism with two different examples:
a driven three-level atom in a V−configuration, while
considering two different types of initial pure states, en-
tangled and non-correlated; and a two-level atom, while
considering an initially entangled mixed state and an ini-
tially correlated mixed state.
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Supplementary material: A weak coupling master equation for arbitrary initial
conditions
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DERIVATION OF EQ. (6)
Let us first derive Eq. (6) in the main text. To this order, and following a procedure similar to the one in [1], we
consider the evolution equation for the propagator G(z′′∗0 , z0|t, 0),
dG(z∗i , zi+1|t, 0)
dt
= −iHSG(z∗i , zi+1|t, 0) + Lz∗tG(z∗i , zi+1|t, 0)
− L†zi+1,tG(z∗i , zi+1|t, 0)
− L†
∫ t
0
dτα(t − τ)Vτ−tLG(z∗i , zi+1|t, 0) +O(g3). (.1)
with zi+1 = z0 and zi = z
′′
0 . In this equation, we have defined the functions zt as
zi,t = i
∑
λ
gλzi,λe
−iωλt, (.2)
where zi,λ are the complex numbers such that aλ|zi,λ〉 = zi,λ|zi,λ〉, and α(t, τ) =M[zi,tz∗i,τ ] =
∑
λ g
2
λe
−iωλ(t−τ) is the
environment correlation function. Considering (.1), the evolution equation of ρs(z0, z
′
0|t) can be written as
dργ(z0, z
′
0|t)
dt
= −i[HS, ργ(z0, z′0|t)]− z0,tL†ρs(z0, z′0|t)− z′∗0,tρs(z0, z′0|t)L
+
∫ t
0
dτα(t − τ)L†Vτ−tLργ(z0, z′0|t)−
∫ t
0
dτα∗(t− τ)ργ(z0, z′0|t)Vt−τL†L
+ LM0′′
[
z′′
∗
0,tG(z
′′∗
0 , z0|t, 0)|ψ0(z∗0)〉〈ψ0(z′0)|G†(z′∗0 , z′′0 |t, 0)
]
+ M0′′
[
z′′0,tG(z
′′∗
0 , z0|t, 0)|ψ0(z∗0)〉〈ψ0(z′0)|G†(z′∗0 , z′′0 |t, 0)
]
L†. (.3)
In order to obtain the master equation up to second order in the perturbative parameter, we can use the perturbative
expansion in the interaction picture with respect to the system:
G(z′′∗0 , z0|t1, 0) =
{
1 +
∫ t1
0
dτz′′∗0,τVτ−t1L−
∫ t1
0
dτz0,τVτ−t1L
†
−
∫ t1
0
dτ
∫ τ
0
dτ ′α(τ − τ ′)Vτ−t1L†Vτ ′−t1L+
∫ t1
0
dτ
∫ τ
0
dτ ′z′′∗0,τz
′′∗
0,τ ′Vτ−t1LVτ ′−t1L
−
∫ t1
0
dτ
∫ τ
0
dτ ′z′′∗0,τz0,τ ′Vτ−t1LVτ ′−t1L
† −
∫ t1
0
dτ
∫ τ
0
dτ ′z0,τz
′′∗
0,τ ′Vτ−t1L
†Vτ ′−t1L
−
∫ t1
0
dτ
∫ τ
0
dτ ′z0,τz0,τ ′Vτ−t1L
†Vτ ′−t1L
†
}
G(0)(z′′∗0 , z0|t1, 0). (.4)
Such an expansion, up to first order in g, reads
G(z
′′∗
0 , z0|t, 0) =
(
1 +
∫ t
0
dτz′′
∗
0,τVτ−tL−
∫ t
0
dτz0τVτ−tL
†
)
G(0)(z
′′∗
0 , z0|t, 0) +O(g2);
G†(z′
∗
0, z
′′
0 |0, t) = G†(0)(z′∗0, z′′0 |0, t)
(
1−
∫ t
0
dτz∗0,τVτ−tL+
∫ t
0
dτz′′0,τVτ−tL
†
)
+O(g2), (.5)
where G(0)(z
′′∗
0 , z0|t, 0) = exp (−iHSt) exp (z
′′∗
0 z0), and G
†,(0)(z′
∗
0, z
′′
0 |0, t) = exp (iHSt) exp (z′∗0z′′0 ), shall be inserted
in the average of the noise term z′′0,t, such that we get
M0′′ [z′′0,tG(z′′∗0 , z0|t, 0)|ψ0(z∗0)〉〈ψ0(z′0)|G†(z′∗0 , z′′0 |t, 0)]
2=
∫
dµ(z′′0 )
(
z′′0,t
(
1 +
∫ t
0
dτz′′
∗
0,τVτ−tL−
∫ t
0
dτz0τVτ−tL
†
)
e−iHStez
′′
∗
0
z0 |ψ0〉
〈ψ0|
(
1−
∫ t
0
dτz∗0,τVτ−tL+
∫ t
0
dτz′′0,τVτ−tL
†
)
eiHStez
′∗
0
z′′
0
)
+O(g2). (.6)
In order to perform the average over z′′0 it is necessary to take into account that z
′′
0,t = i
∑ν
λ=1 gλz
′′
0,λ exp (−iωλt), so
that the average M0′′ in fact represents a set of multi-dimensional integrals over each harmonic oscillator. Hence,
M0′′
[
z′′0,te
z
′′
∗
0
z0ez
′∗
0
z′′
0
]
= i
ν∑
λ=1
gλe
−iωλt
(∫
dµ(z′′0,1)e
z′′∗
0,1z0,1ez
′∗
0,1z
′′
0,1 · · ·
∫
dµ(z′′0,λ)z
′′
0,λe
z′′∗
0,λz0,λez
′∗
0,λz
′′
0,λ · · ·
∫
dµ(z1,ν)e
z′′∗
0,νz0,νez
′∗
0,νz
′′
0,ν
)
. (.7)
Taking this into account, and the following general identities for Gaussian integrals:
∫
dµ(z1,λ)z1,λe
z∗
1,λz0,λez
∗
0,λz1,λ = z0,λe
z∗
0,λz0,λ ,
∫
dµ(z∗1,λ)z
∗
1,λe
z∗
1,λz0,λez
∗
0,λz1,λ = z∗0,λe
z∗
0,λz0,λ ,
∫
dµ(z∗1,λ)z
∗
1,λz1,λe
z∗
1,λz0,λez
∗
0,λz1,λ = (1 + z∗0,λz0,λ)e
z∗
0,λz0,λ , (.8)
we get for (.6),
M1
[
z′′0,tG(z
′′∗
0 , z0|t, 0)|ψ0〉〈ψ0|G†(z∗0 , z′′0 |t, 0)
]
= z0,tρ
(1)
s (z
∗
0z0|t) +
∫ t
0
dτα(t − τ)Vτ−tLρ(0)s (z∗0 , z0|t), (.9)
up to second order in the perturbative parameter g. The former expression is written in terms of
ρ(1)γ(z0, z
′
0|t) = ρ(0)s (z0, z′0|t) +
∫ t
0
dτz′∗0,τ [Vτ−tL, ρ
(0)γ(z0, z
′
0|t)]
+
∫ t
0
dτz0,τ [ρ
(0)γ(z0, z
′
0|t), Vτ−tL†], (.10)
which is the first-order expansion of ργ(z0, z
′
0|t). Note that the last expression is in terms of
ρ(0)γ(z0, z
′
0|t) = e−iHSt|ψ0(z0)〉〈ψ0(z′0)|eiHStez
′∗
0
z0 . (.11)
This quantity appears in a term that is already of first order in g, which means that we can consistently replace
ρ(1)γ(z0, z
′
0|t) ≈ ργ(z0, z′0|t). Hence, up to second order, we find
M0′′
[
z′′0,tG(z
′′∗
0 , z0|t, 0)|ψ0(z∗0)〉〈ψ0(z′0)|G†(z′∗0 , z′′0 |t, 0)
]
= z0,tρs(z0, z
′
0|t) +
∫ t
0
dτα(t − τ)Vτ−tLρs(z0, z′0|t). (.12)
In the same way, and once again up to second order in g, we have
M0′′
[
z′′
∗
0,tG(z
∗
0 , z0|t, 0)|ψ0(z∗0)〉〈ψ0(z′0)|G†(z′∗0 , z′′0 |t, 0)
]
= z′∗0,tρs(z0, z
′∗
0 |t, 0) + ρs(z0, z′0|t)
∫ t
0
dτα∗(t− τ)Vτ−tL†. (.13)
Inserting (.12) and (.13) in (.3), we get the evolution for ρs(z0, z
′∗
0 ) up to second order, as given by Eq. (6) in the
manuscript.
3DERIVATION OF EQ. (8)
Let us now derive the evolution equation (8) of the manuscript, by considering the average M00′ [· · · ] of Eq. (6).
To this order, we need to solve the terms M00′ [z0,tργ(z0, z′0|t)] and M00′ [z′∗0,tργ(z0, z′0|t)] in Eq. (6). Since the
quantities zi,t are already of first order in the weak coupling parameter g, we can replace M00′ [z0,tργs (z0, z′∗0 |t)] =
M00′ [z0,tρ(1)γs (z0, z′∗0 |t)], where ρ(1)γs (z0, z′∗0 |t) is the expansion of ργs (z0, z′∗0 |t) up to first order:
ρ(1)γs (z0, z
′
0|t) = ρ(0)γs (z0, z′0|t)
+
∫ t
0
dτz′∗0,τ [Vτ−tL, ρ
(0)γ
s (z0, z
′
0|t)] +
∫ t
0
dτz0,τ [ρ
(0)γ
s (z0, z
′
0|t), Vτ−tL†], (.14)
and where the zero-order terms are
ρ(0)γs (z0, z
′
0|t) = Vtργs (z0, z′0|0), (.15)
with ργs (z0, z
′
0|0) = fγ(z∗0 , z′0)Vtφγs (0)ez
′∗
0
z0 . Thus, we find, up to second order in g, that
M00′ [z0,tρ(1)γs (z0, z′∗0 |t)] =M00′ [z0,tρ(0)γs (z0, z′∗0 |t)]
+
∫ t
0
dτ [Vτ−tL,M00′[z0,tz′∗0,τρ(0)γs (z0, z′∗0 |t)]] +
∫ t
0
dτ [M00′ [z0,tz0,τρ(0)γs (z0, z′∗0 |t)], Vτ−tL†]. (.16)
As before, we solve the three main terms of the last expression as
M00′ [z0,tρ(0)γs (z0, z′∗0 |t)] = Aγ(t)Vtφγs (0),
M00′ [z0,tz′∗0,τρ(0)γs (z0, z′∗0 |t)] = Bγ(t, τ)Vtφγs (0),
M00′ [z0,tz′0,τρ(0)γs (z0, z′∗0 |t)] = Cγ(t, τ)Vtφγs (0), (.17)
up to second order in g, and the functions A, B and C are defined in the main text. The resulting equation for ργs (t)
can be written as in Eq. (8) by just considering the fact that the functions B and C are already of second order in
g so that it is possible to replace ρ
(0)γ
s (t) = Vtφ
γ
s (0) = ρ
γ
s (t) in those terms in full consistency with the second-order
weak coupling equation.
GENERAL FORM FOR THE COEFFICIENTS IN EQ. (9) FOR AN ARBITRARY φγB AND GENERAL
PROPERTIES OF THE GAUSSIAN INTEGRALS
Let us now specify the functions f(z∗0 , z
′
0) appearing in the Bargmann representation of a general environment
operator φγB =
∑
np
cγ
np
|n〉〈p|, where |n〉 is the Fock basis in which HB is diagonal. Then we find that
fγ(z∗0 , z
′
0) =
∑
np
cγ
np
〈z0|n〉〈p|z′0〉 =
∑
np
cγ
np
∏
λλ′
(z∗0,λ′)
pλ′ (z′0,λ)
nλ
√
nλ!pλ′ !
. (.18)
Correspondingly, we find that the coefficients of Eq. (9) in the main text, namely
VγAq = M00′ [z0qfγ(z∗0 , z′0)ez
′∗
0
z0 ],
VˆγAq = M00′ [z′∗0qfγ(z∗0 , z′0)ez
′∗
0
z0 ],
VγBqq′ = M00′ [z0qz′∗0q′fγ(z∗0 , z′0)ez
′∗
0
z0 ],
VγCqq′ = M00′ [z0qz′0q′fγ(z∗0 , z′0)ez
′∗
0
z0 ], (.19)
can be written as
VγAq =
∑
np
cγ
np
√
nq + 1δnq+1,pq
∏
λ6=q
δnλpλ ,
VγBqq′ = (1− δqq′ )
∑
np
cγ
np
√
(nq + 1)nq′δnq+1,pqδnq′−1,pq′
∏
λ6=qq′
δnλpλ + δqq′
∑
np
δn,pCnnnq,
VγCqq′ = (1− δqq′ )
∑
np
cγ
np
√
(nq + 1)(nq′ + 1)δnq+1,pqδnq′+1,pq′
∏
λ6=qq′
δnλpλ
4+ δqq′
∑
np
cγ
np
√
(nq + 2)(nq + 1)δpq,nq+2
∏
λ6=q
δnλpλ . (.20)
From these expressions, it can be seen that in an evolution up to second order in the weak coupling parameter, we
can only capture the effects of diagonal elements of φγB(0) that correspond to transitions between certain Fock states
(see Table I). Similarly, this also means that we will only be able to capture the entanglement between the system and
the environment that involves environment states which are related according to the column in the right-hand side
of Table I. We finally note that in the previous calculation and throughout the paper, we have utilized the following
Gaussian integrals: ∫
dµ(z0)(z
∗
0,λ)
pλ(z0,λ)
nλ = δnλpλnλ!,∫
dµ(z0)e
z′∗
0,λz0,λ(z∗0,λ)
pλ = (z′
∗
0,λ)
pλ ,∫
dµ(z′0)e
z′∗
0,λz0,λ(z′0,λ)
nλ = (z0,λ)
nλ ,∫
dµ(z0)e
z′∗
0,λz0,λ(z∗0,λ)
pλ(z0,λ) = pλ(z
′∗
0,λ)
pλ−nλ , (.21)
where, as earlier defined,
∫
dµ(z0) =
∫
dµ(z0,1) · · ·
∫
dµ(z0,λ) · · · .
TABLE I: Transitions corresponding to the off-diagonal elements of the density matrix that can be captured with an OQS
evolution up to second order.
Non-vanishing V Transition
VAq |n1, · · · , nq + 1, · · · 〉 ←→ |n〉
VBqq′ (q 6= q′) |n1, · · · , nq + 1, · · · 〉 ←→ |n1, · · · , nq′ − 1, · · · 〉
VBqq |n〉 ←→ |n〉
VCqq′ (q 6= q′) |n1, · · · , nq + 1, · · · · · · , nq′ + 1, · · · 〉 ←→ |n〉
VCqq |n1, · · · , nq + 2, · · · 〉 ←→ |n〉
DERIVATION OF EQ. (12).
Let us compute the Markov and secular limits of Eq. (8) in order to analyze for which initial states the resulting
equation has a Lindblad form. To this order, and following the standard method that is considered for initially
decorrelated conditions [2, 3], we first re-write Eq. (8) in the interaction picture with respect to the system:
dργs (t)
dt
= Aγ(t)[Vtφ
γ
s (0), VtL
†] + Aˆγ(t)[VtL, Vtφ
γ
s (0)] +
(∫ t
0
dτBγ(t, τ)[[VτL, ρ
γ
s (t)], VtL
†]
+
∫ t
0
dτCγ(t, τ)[VtL, [ρ
γ
s (t), VτL
†]] +
∫ t
0
dτα(t − τ)[VτLργs (t), VtL†] + H.c.
)
(.22)
and consider the spectral decomposition of the coupling operators L(ω) =
∑
ǫ−ǫ′=ω Π(ǫ)LΠ(ǫ
′), where Π(ǫ) represents
a projection onto the eigenspace belonging to the eigenvalue ǫ of HS , which is assumed to have a discrete spectrum.
Note also that L+(ω) = L(−ω). In terms of these quantities, Eq. (.22) can be re-written in the long-time limit as
Eq. (12) in the main text, where we have defined the coefficients:
γA(ω) = i
∑
q
gqe
−i(ωq−ω)tVAq,
γB(ω, ω
′) = (1− δqq′ )
∑
qq′
gq′gqVBqq′e−i(ωq−ω
′)t
∫ ∞
0
dτei(ωq′+ω)τ + δqq′
∑
q
g2qe
−i(ω−ω′)t
∫ ∞
0
dτei(ωq−ω)τVBqq,
γC(ω, ω
′) =
∑
qq′
gq′gqe
−i(ωq−ω
′)t
∫ ∞
0
dτe−i(ωq′−ω)τVCqq′ ,
γ(ω) =
∑
q
g2qe
−i(ω−ω′)t
∫ ∞
0
dτei(ωq−ω)τ . (.23)
5which can be further simplified as
γA(ω) = i
∑
q
gqVAqδ(ωq − ω),
γB(ω, ω
′) = γneqB (ω, ω
′) + γeqB (ω, ω
′),
γC(ω, ω
′) =
∑
qq′
gq′gqδ(ωq − ω′)
(
δ(ωq′ − ω)− iP 1
ωq′ − ω
)
VCqq′ ,
γ(ω) = δ(ω − ω′)
∑
q
g2q
(
δ(ωq − ω) + iP 1
ωq − ω
)
, (.24)
where P denotes the Cauchy principal value, and we have defined
γneqB (ω, ω
′) = (1− δqq′ )
∑
qq′
gq′gqVBqq′δ(ωq − ω′)
(
δ(ωq′ + ω) + iP 1
ωq′ + ω
)
,
γeqB (ω, ω
′) = δqq′δ(ω − ω′)
∑
q
g2qVBqq
(
δ(ωq − ω) + iP 1
ωq − ω
)
= γeqB (ω). (.25)
NUMERICAL EXAMPLES
Example 1
We now consider an initially entangled state with the environment, |Ψ0〉 = Aσ+1 |g〉|0〉+Bσ+2 |g〉|0〉+C
∑
k Gk|g〉|1k〉,
where |1k〉 is the state with zero excitations in all modes and one excitation in the mode with frequency ωk, and
Gk =
√
e−(k−k0)2/2σ2
σ2π
. (.26)
This state, expressed in a coherent state basis, is
|Ψ0〉 =
∫
dµ(z0)|ψ(z0)〉|z0〉, (.27)
with |ψ(z0)〉 = A|e1〉 + B|e2〉 + C
∑
k Gkz∗0k|g〉. The resulting initial density matrix can be written as Eq. (2) in the
main text, with ΦγB(0) given by Eq. (4), with the coefficients
f0(z∗0 , z
′
0) =
∑
kk′
GkG∗k′z∗0kz′0k′ ,
f1(z∗0 , z
′
0) = 1,
f2(z∗0 , z
′
0) =
∑
k
G∗kz′0k,
f3(z∗0 , z
′
0) =
∑
k
Gkz∗0k, (.28)
for γ = 0, · · · , 3, and φ0s(0) = |C|2|g〉〈g|, φ1s(0) = |A|2|e1〉〈e1| + |B|2|e2〉〈e2| + AB∗|e1〉〈e2| + BA∗|e2〉〈e1|, φ2s(0) =
C∗A|e1〉〈g|+ C∗B|e2〉〈g|, and φ3s(0) = φ2†s (0). With this choice, the only non-vanishing coefficients in Eq. (9) are
V3Aq =
∑
k
Gkδkq,
V0Bqq′ =
∑
kk′
2GkG∗k′δq′k′δqk, (.29)
which, when replaced in the definition of the correlation functions in the main text, lead to
A3(t) = i
∑
k
gkGke−iωkt,
Aˆ2(t) = −i
∑
k
gkG∗keiωkt = A3∗(t),
6B0(t, τ) =
∑
kk′
2gkGkgk′G∗k′e−iωkteiωk′τ ,
B1(t, τ) =
∑
k
g2ke
−iωk(t−τ). (.30)
Now we need to evolve Eq. (8) in the main text, which, component-wise, can be written as
dρ0s(t)
dt
= −i[HS , ρ0s(t)] +
∫ t
0
dτB0(t, τ)[[Vτ−tL, ρ
0
s(t)], L
†]
+
∫ t
0
dτα(t − τ)[Vτ−tLρ0(t), L†] + H.c.,
dρ1s(t)
dt
= −i[HS , ρ1s(t)] +
∫ t
0
dτα(t − τ)[Vτ−tLρ1s(t), L†] + H.c.,
dρ2s(t)
dt
= −i[HS , ρ2s(t)] +A2(t)[L, Vtφ2s(0)]
+
∫ t
0
dτα(t − τ)[Vτ−tLρ2(t), L†] + H.c.,
dρ3s(t)
dt
= −i[HS , ρ3s(t)] +A3(t)[Vtφ3s(0), L†]
+
∫ t
0
dτα(t − τ)[Vτ−tLρ3s(t), L†] + H.c. (.31)
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FIG. S1: Population results for Example 3: Evolution of the population, P (t), for an initial state ρNSLtot (0) (top panel), and an
SL state, ρSLtot(0) (bottom panel). Also, Gk depends on σq = 1. The coefficients are A =
√
0.5 and B = √0.5. The different
curves correspond to different values of the atomic frequency ω1 ranging from 0.05 to 0.85 in steps of 0.05. Also, ωs is our unit,
and we have consider a sub-ohmic spectral density with α = 0.005.
If we now consider an initial state ρSLtot(0) = ρs(0)⊗ρB(0), where ρB(0) =M00′ [
∑
γ f
γ(z∗0 , z
′
0)|z0〉〈z′0|] =
∑
γ φ
γ
B(0),
and ρs(0) = |ψ0〉〈ψ0|, with |ψ0〉 = A|e1〉+ B|e2〉+ C|g〉. We note that in contrast to the previous case, this state is a
special linear state, since TrB{ρB} = 1. The evolution equation for the reduced density matrix ρs(t) is given by an
equation of the general form
dρs(t)
dt
= −i[HS, ρs(t)]
+
∑
γ
Aγ(t)[Vtρs(0), VtL
†] +
∑
γ
Aˆγ(t)[VtL, Vtρs(0)]
+
(∫ t
0
dτ
∑
γ
Bγ(t, τ)[[Vτ−tL, ρs(t)], L
†]
+
∫ t
0
dτ
∑
γ
Cγ(t, τ)[L, [ρs(t), Vτ−tL
†]]
+
∫ t
0
dτα(t − τ)[Vτ−tLρs(t), L†] + H.c.
)
.
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FIG. S2: Rate results for Example 3: Evolution of the emission rate R(t) for the same parameters and cases of Fig. S1.
Example 3
We now analyze the dynamics of a two level system like the one in Example 2 in the main text, i.e. considering a total
HamiltonianHS+
∑
λ ωλa
†
λaλ+B
†L+BL† withHS = ω1σ
+σ, HB =
∑
k∆ka
†
kak, and L = σ+σ
+, with σ = |g〉〈e|. We
then consider an initially entangled state of the form ρNSLtot (0) = |Ψ0〉〈Ψ0|, and |Ψ0〉 = A
∑
k Gk|g〉|1k〉+B|e〉|0〉, with Gk
given in Eq. (.26). For the same system, we also consider an initial separable state of the form ρSLtot(0) = ρs(0)⊗ρB(0)
where ρB(0) = |ψb〉〈ψb|, and ρs(0) = |ψ0〉〈ψ0|, with |ψ0〉 = A|g〉 + B|e〉, and |ψb〉 = (1/
√
2)(|0〉 +∑k Gk|1k〉). This
means that, although the system is initially decorrelated, the environment is not in an equilibrium state in the sense
described in the main text, i.e. it contains off-diagonal elements in the basis of HB. As shown in Fig. S1, the
populations for both initially entangled state ρNSLtot (0), and initially decorrelated (but non-equilibrium) state ρ
SL
tot(0)
present an initial growth just as in Example 2 of the main text. As shown in Fig. S2, this corresponds to initial
negative values for the decaying rate R(t).
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