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Previously, we introduced a distance (similarity)-based mapping for the visualization of high-dimensional patterns and their relative
relationships. The mapping preserves exactly the original distances from all points to any two reference patterns in a special two-dimen-
sional coordinate system, the relative distance plane (RDP). We extend the RDP mapping’s applicability from visualization to classiﬁ-
cation. Several of the classiﬁers use the RDP directly. These include the standard linear discriminant analysis (LDA), nearest
neighbor classiﬁers, and a transvariation probabilities-based classiﬁcation method that is natural in the RDP. Several reference directions
can also be combined to create new coordinate systems in which arbitrary classiﬁers can be developed. We obtain increased conﬁdence in
the classiﬁcation results by cycling through all possible reference pairs and computing a misclassiﬁcation-based weighted accuracy. The
classiﬁcation results on several high-dimensional biomedical datasets are compared.
 2006 Elsevier Inc. All rights reserved.
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The principal goal of acquiring biomedical spectra of
bioﬂuids and tissues [1,2], mass spectra, e.g., from proteo-
mics [3–5], etc., and microarray expression proﬁles [6–9],
etc. is to non-invasively discriminate diseases and disease
states. Biomedical data are characterized by relatively few
patterns (N = O (10)–O (100)) that are initially presented
in a very high-dimensional feature space (L = O (1000)–
O (10000)). These two characteristics lead to the two curses
aﬄicting any analysis of such high-dimensional data: the
curse of dimensionality and the curse of dataset sparsity
[10]. Any analysis of such data requires special consider-
ations. One inevitable corollary of dealing with high-
dimensional feature spaces is that visualization of such data
is an essential ﬁrst step of any exploratory data analysis.1532-0464/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2006.04.001
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from L to 1–3 dimensions.
Several such dimensionality reduction mappings exist.
They all attempt to preserve all pattern-to-pattern distanc-
es, necessarily only approximately. However, when the
ultimate aim of visualization/projection is group discrimi-
nation, we only need to preserve class or cluster separabil-
ity. With this perspective in mind, we recently [11]
proposed a simple, yet exact visualization approach that
maps any high-dimensional pattern to a special plane we
call the relative distance plane (RDP). The mapping can
be used either as an exploratory tool, or as a conﬁrmatory
one, if class labels are available for members of the diﬀerent
classes comprising the dataset. The mapping preserves class
separability. Here, we extend its applicability to explore
direct classiﬁcation in the RDP (two dimensions), or even
in one dimension, i.e., with respect to a particular reference
line/axis, and compare its eﬃcacy with those of other one-
and two-dimensional classiﬁers.
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For a two-class problem, assume Nk L-dimensional
samples in class k, k = 1,2. The total number of samples
is N = N1 + N2. The ‘‘patterns’’ (samples) of the N-sample
dataset in the L-dimensional feature space are
Xj = [Xj1, . . . ,XjL], j = 1, . . . ,N. When augmented by the
two class centroids, C1, C2, this gives a Q · L data matrix,
Q = N + 2.
The RDP mapping is a distance (dissimilarity)-based,
intrinsically nonlinear projection. It only requires a single
computation of a distance matrix D = [Djk], j,
k = 1, . . . ,N in some user-selected metric or dissimilarity
measure. (The approach is equally applicable when only
a matrix D is available.) This is computationally quite fea-
sible for the number of samples (N = O (100)) we general-
ly encounter in biomedical applications. Our method is
based on the fact that the three distances between any
three points in the original L-space are exactly preserved
when displayed in any 2D coordinate system (V,T). Such
triangulation mapping method has indeed been suggested
[12], but never exploited either as a visualization tool
[11] or, in particular, for direct classiﬁcation, as we pro-
pose here.
The RDP mapping consists of the following steps:
1. Choose some distance (or dissimilarity) measure and
compute the corresponding Q · Q distance matrix.
2. Select any two patterns R1 (”Xj) and R2 (”Xk) in the ori-
ginal L-dimensional space as a reference pair; the dis-
tance D (R1,R2) ” D12 has already been computed in
Step 1. The line through R1 and R2 deﬁnes a reference
axis or reference line onto which one can further project
the data from the RDP.
3. For each pattern Xm, m „ j, k, denote its distances to
the reference patterns by D1m ” D (Xm,R1) and
D2m ” D (Xm,R2). The Euclidean (V,T) coordinates
(Vm,Tm) in the RDP for all points Xm,
m = 1,2, . . . ,Q  2, m „ j,k, areV m  V ½Xm ¼ ðD212 þ D21m  D22mÞ=2D12; ð1aÞ
Tm  T ½Xm ¼ ðD21m  V 2mÞ1=2: ð1bÞ
(Setting R1 (Vm) = 0, R2 (Vm) = 1 scales D12 to 1 and sim-
pliﬁes Vm, Tm.)
Note that from the three given distances it is equally
easy to compute the (V,T) coordinates in another distance
metric. Because it is distance-based, the RDP display is
independent of the metric in which we eventually express
the (V,T) coordinates, which however, will be diﬀerent
for diﬀerent metrics. For instance, in the L1 norm, the
expressions equivalent to Eqs. (1a) and (1b) are even
simpler:
Tm ¼ ðD1m  D2m þ D12Þ=2;
V ¼ ðD þ D  D Þ=2:m 1m 2m 12Project all points in the RDP onto the current V (hori-
zontal) axis, and create a histogram. (If the two reference
points are the class centroids, this projection is the RDP
representation of the LDA-provided reference line in the
original, L-dimensional space.) If the histogram is multi-
modal, or at least skewed, then the R1  R2 axis provides
a ‘‘potentially interesting’’ line traversing the original L-
space. If the current R1  R2 axis is not ‘‘interesting’’, all
other pairs of points (Rj,Rk) of the Npair = Q (Q  1)/2
set are available for inspection and testing.
When projecting the patterns onto some reference axis,
our approach is a discretized, optimization-free version of
Projection Pursuit [13,14], conﬁned however to the Npair
lines through existing pattern pairs. (Note however, that
once displayed in the RDP, maximally discriminatory ref-
erence lines not traversing any original pattern pairs might
suggest themselves.) The distance in the original L-space of
point Xm from any reference axis is Tm. Thus, we can dis-
play all points of the dataset, without distorting their origi-
nal distances to the two reference patterns.
It is in principle possible (conﬁrmed in practice) that in
the RDP, two reference points from the same class would
separate classes better. We shall also explore this
possibility.
Current interest [15–17,22,23] in direct dissimilarity-
based classiﬁcation [18] provides an important link,
because the RDP mapping would not only convert high-di-
mensional feature vectors into distances (dissimilarities)
prior to classiﬁcation, but also allow the conversion of
raw dissimilarities into low-dimensional coordinate repre-
sentations for subsequent classiﬁcation. In the following,
we place RDP-based classiﬁers in the context of standard
classiﬁcation methodology, conﬁned however to the one
or two dimensions created by the RDP mapping.
3. Classiﬁers in the RDP
There are several reasons to develop a (possibly nonlin-
ear) classiﬁer directly in the RDP. Because the samples in
the RDP are two-dimensional, one can simply select a set
of s points (Vk,Tk), k = 1, . . . , s, that optimally separate
the two classes in the RDP, and ﬁt to them some piecewise
linear or even smooth function y = f (V,T). Although
high-dimensional distance relationships are not preserved
in general, except relative to the two reference points,
classiﬁcation of new exemplars might only be ambiguous
if they were to fall ‘‘close’’ to the separating curve
f (V,T). What is ‘‘close’’ is, of course, data- and metric-
dependent.
3.1. Statistical classiﬁers
We assume that some exploratory analysis of the origi-
nal L-dimensional feature space has already been carried
out via the RDP mapping. Based on this exploration, if
at all possible (or necessary), reduce the dataset from the
original L features to a set of M optimal features
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approach (see e.g., [28]).
Then the following is a reasonable procedure in the
RDP (with some abuse of notation, bold fonts below
denote both the original L-dimensional vectors and two-di-
mensional vectors or matrices in the RDP):
Step 1:
Assuming two classes, consider the subset of all
NC ” (N1 + 1)(N2 + 1) possible reference pairs (including
the class centroids C1, C2) whose components belong
to diﬀerent classes. This set is fR1i  Xð1Þi ;R2j  Xð2Þj g,
i = 1, . . . ,N1 + 1, j = 1, . . . ,N2 + 1, where X
ð1Þ
i denotes
sample i of class 1, Xð2Þj sample j of class 2. Cycle
through this subset, and for each pair (R1i,R2j) map
the remaining patterns. Then develop classiﬁers for the
mapped patterns, one for each reference pair. Thus, we
can explore the dataset in detail, from NC diﬀerent
‘‘perspectives’’.
Step 2:
For each reference pair/axis (R1i,R2j), a simple general-
ization of the Nearest Mean Classiﬁer (NMC) is
fGNMCðxjR1i;R2j; bÞ ¼ ½x bR1i þ ð1 bÞR2jtðR1i  R2jÞ
ð2Þ
The pattern to be classiﬁed is x. The superscript ‘‘t’’ de-
notes the transpose. The pair (R1i,R2j) extends and general-
izes the class means (C1,C2). The parameter b (0 6 b 6 1)
controls the position of the separating ‘‘hyperplane’’ (line
in the RDP) that is perpendicular to the R1i  R2j axis
and shifts from the standard halfway position (b = 1/2),
and possibly further reduces the misclassiﬁcation error.
Note that this process extends the conventional, class-cen-
troid-based approaches.
When M (or L) < N, a generalized LDA-like discrimi-
nant function in the RDP is
F GLDAðxjC1i;C2j; a; bÞ ¼ ½x bC1i þ ð1 bÞC2jt
0
WðaÞ1
ðC1i  C2jÞ; 0 6 a 6 2 ð3Þ
with mapping to the R1i  R2j axis. Here, C*1i and C*2j
are the class centroids, calculated after excluding the
above two reference points (‘‘leave-two-out’’). W (a)1Fig. 1. Inﬂuence of the Anderson–Bahadur parameter a on class distribution a
pair (29,123); (middle) a = 1.44, b = 0.43, c = 11.0, reference pair (44,102); (is the inverse of the appropriately modiﬁed pooled
covariance matrix, W (a) = a p1W1 + (2  a)p2W2, Wk is
the covariance matrix of class k, k = 1,2, p1,
p2 = 1  p1, are the prior class probabilities, and a is a
parameter, 0 6 a 6 2. W(1.0) gives the well-known
Mahalanobis distance, used in standard LDA. For
a „ 1.0, we obtain the Anderson-Bahadur (AB) general-
ization of LDA [19]. In fact, we can optimize a to equal-
ize the misclassiﬁcation probabilities P1, P2 for the two
classes, or, for a given P1, minimize P2 or vice versa.
[19]. Again, b determines the position at which the par-
allel separating hyperplane crosses the reference axis, i.e.,
b shifts the LDA hyperplane (shown as a dashed line);
this hyperplane, however, is unlikely to be perpendicular
to the axis, especially when both reference points derive
from the same class.
In Fig. 1, we show the inﬂuence of the parameter a
on both the mapping distribution and on the subse-
quent classiﬁcation. (The parameter c, to be discussed
later, controls the rotation of the hyperplane.) The
two extremes, a = 0.0 (reference pair 29,103) and
a = 2.0 (reference pair 52,102) produce distinctly diﬀer-
ent distributions in the RDP. For a = 0.0, class 1
(training set: red disks, test set: yellow triangles)
appears much more heterogeneous than for class 2
(blue disks and green triangles), whereas the reverse
applies when a = 2.0. The optimal a = 1.44 (reference
pair 44,102) provides the most balanced distributions
for both classes. Of course, using the Anderson-Baha-
dur approach is not conﬁned to the RDP. However,
the visualizability of the consequences of changing a,
combined with the additional ﬂexibility provided by
optimized and optimizable reference pairs, makes classi-
ﬁcation in the RDP particularly attractive and
powerful.
Whether the reference points derive from diﬀerent clas-
ses or from the same class, two classiﬁcation possibilities
arise:
(a) The additional mapping of the data points onto the
reference axis (a 1D classiﬁcation) is optimal, i.e.,
fGNMC(x|R1i,R2j;b), is best for some b.nd classiﬁcation in the RDP. (Left) a = 0.0, b = 0.57, c = 6.1, reference
right) a = 2.0, b = 0.39, c = 9.0, reference pair (52,102).
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2D, possibly 2-parameter linear classiﬁer, such as
fGLDA (x|C*1i,C*2j;a,b), or some more general non-
linear classiﬁer will be needed.
An example of the ﬁrst possibility is shown in Fig. 2.
This is a mapping from ﬁve dimensions into the RDP.
The optimal one-dimensional separation of training sets
(TS; red & blue disks) and validation (test) sets (VS; yellow
& turquoise triangles) is along the line joining the class cen-
troid (1) of class 1 and sample # 66 from class 2. In Fig. 3
we present the situation when the two classes separate only
in the RDP (dashed line represents the separating LDAFig. 2. Two-class (prostate cancer vs. healthy) mass spectra, originally
15,154-dimensional, reduced to 5 features. RDP mapping with training
(TS) and validation (VS) sets. TS (red and blue disks), VS (yellow and
turquoise triangles). Classes (both TS and VS) separate perfectly when
mapped to the reference axis deﬁned by reference points 1 (class 1) and 66
(class 2). (For interpretation of the references to color in this ﬁgure legend,
the reader is referred to the web version of this paper.)
Fig. 3. The classes are separable only in the RDP (dashed line represents
the separating LDA line ‘‘hyperplane’’). Both reference points (41 and 46)
derive from the TS of class 1.
Fig. 4. As in Fig. 3. Both reference points (78 and 83) derive from the TS
of class 2.‘‘hyperplane’’). Both reference points (41 and 46, enclosed
in a red ellipse for emphasis) derive from the TS of class 1.
Similarly, in Fig. 4, both reference points (78 and 83)
belong to class 2. Nevertheless, for both cases a simple
LDA separates the classes.
3.2. Classiﬁers speciﬁc to the RDP mapping
In addition to the basically standard statistical classiﬁers
discussed above, there are two useful possibilities for clas-
siﬁcation in the RDP. The ﬁrst one involves the reference
axes.
3.2.1. Classiﬁcation in a plane deﬁned by two reference axes
For N (= N1 + N2) M-dimensional two-class patterns,
there are, when the two centroids are included, at least
NC = (N1 + 1)(N2 + 1) possible reference axes in the
RDP, if the reference pairs consist of two patterns that
derive from diﬀerent classes. (This number increases signif-
icantly if the reference axes are allowed to belong to the
same class.) Thus, selecting any two reference axes Aj and
Ak, and using the corresponding Vj (Xm) and Vk (Xm) values
as the two coordinates for sample Xm, one can display, and
classify all patterns in this (generally oblique) coordinate
system. The choice of the pair Aj and Ak determines the
accuracy of the classiﬁer. Choosing Aj and Ak such that
they are individually good classiﬁer directions is more than
likely optimal. However, (near-) orthogonality of Aj and Ak
does not seem to be required. In fact, based on the tests we
have conducted on diﬀerent datasets, the angles distended
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at least for the datasets tested, tend to be in the 20–70
range. We demonstrate classiﬁcation in the plane formed
by two reference axes in Section 4. Extension to higher
dimensions is immediate.
3.2.2. Transvariation-based classiﬁcation
The other possibility for classiﬁcation, called transvaria-
tion, is quite natural when the RDP mapping is further con-
ﬁned to projecting into the single dimension deﬁned by any
reference axis.
Two groups, g1 and g2, transvariate on a variable y with
respect to their corresponding average (median) values Cy1
and Cy2 if the sign of some of the N1N2 diﬀerences yi1  yj2
(i = 1, . . . ,N1, j = 1, . . . ,N2), is opposite to that of
Cy1  Cy2. Any diﬀerence satisfying this condition is called
a ‘‘transvariation’’ [20]. Of the several possible measures of
transvariation, the transvariation probability seems to be
particularly useful for classiﬁcation [21]. It is deﬁned as
ptrans12 ¼ 2t12=N 1N 2; ð4aÞ
t12 ¼
XN1
j¼1
XN2
k¼1
gðyj1; yk2ÞCy1<Cy2 ð4bÞ
t12 is the number of transvariations between the two
groups, with
gða; bÞma<mb ¼
0; if a < b;
1=2; if a ¼ b;
1; if a > b:
ð4cÞ
This is the most robust (least aﬀected by outliers) of the
three transvariation-based measures because it uses only
counts. In practice, the high-dimensional data are ﬁrst pro-
jected onto some line traversing the original feature space,
and ptrans12 is calculated with respect to that line.
For transvariation-based classiﬁcation in the RDP, the
variable y is the (horizontal) coordinate V (Ri,Rj), Eq.
(4b) with respect to which transvariation probability is
assessed, and the two medians would be computed for
and from the one-dimensional projected data. Thus, we
have N1N2 possible one-dimensional classiﬁcation results.
In Figs. 1, 2 and 6, any vertical line between the red margin
lines could indicate the transvariation result.
A transvariation-based classiﬁer provides more informa-
tion about misclassiﬁcation than mere accuracy: It also
probes the extent by which the misclassiﬁed samples are
‘‘buried’’ in the wrong class, unlike a statistical classiﬁer,
such as GNMC (Eq. (2)), which assesses classiﬁcation error
simply by counting the misclassiﬁed samples.
Dissimilarity-Based Classiﬁcation (DBC) [15] makes
contact with RDP-based mappings. It advocates using k-
member reference sets, sampled only from one of the clas-
ses, to create k new features that are the distances (or dis-
similarities) between the remaining N  k samples and
members of the set. Then conventional classiﬁers are devel-
oped using such features. The authors show that these clas-siﬁers may have smaller classiﬁcation errors than k-nearest-
neighbour classiﬁers.
The sequential extension of the RDP mapping to a
(k  1)-simplex (for visualizability purposes naturally con-
strained to k = 2 or 3) could also produce k distance-de-
rived features for classiﬁcation. Appropriately scaled, the
k features could also be the distances, although analytical
expressions [extending Eqs. (1a) and (1b)] are also deriv-
able, at least for k = 3.
4. Results
We demonstrate the above-described RDP classiﬁcation
options/capabilities on high-dimensional, but sparse bio-
medical datasets. In Figs. 2–4, we show the mapping of a
two-class prostate cancer vs. healthy dataset to the RDP.
We ﬁrst reduced the original, 15,154-feature (the measured
mass/charge ratios) proteomic mass spectra to ﬁve features
via a wrapper-based feature selection, using LDA. The red
disks represent the training set (TS), the yellow triangles
the validation set (VS) of the prostate cancer exemplars.
Similarly, the blue disks and turquoise triangles correspond
to the TS and VS of the healthy class. Fig. 2 shows that the
two classes (both TS and VS) separate perfectly when
mapped down to the reference axis deﬁned by reference
points 1 (class 1) and 66 (class 2). (Note that the optimal
reference axis traverses only the class 1 centroid, but not
that of class 2.) This perfect separation is both with respect
to the one-dimensional transvariation classiﬁer and with
respect to LDA (dashed line). Although it was not really
necessary, we optimized the two parameters in Eq. (3),
obtaining a = 1.44, b = 0.52.
We have implemented in the RDP [11], both the one-
and two-dimensional Kolmogorov–Smirnov (K–S) tests,
and Kuiper’s test. For the mapping in Fig. 2 we compute
1.00, with p = 1.1 · 1018 for the 1D K–S, 0.89,
p = 1.8 · 1017 for Kuiper’s and 0.93, p = 6.5 · 1014 for
the 2D K–S. The signiﬁcance level of the observed K–S sta-
tistics is indicated by p (as the probability of rejection of
the null hypothesis that the two distributions are the same).
Figs. 3 and 4 present examples when the classes separate
only in the RDP. For Fig. 3, with reference pair (41,46),
both from the TS of class 1, the tests give 0.95,
p = 5.7 · 107 (1D K–S), 0.93, p = 1.0 · 1015 (Kuiper’s)
and 0.86, p = 4.0 · 1012 (2D K–S). The relatively large
(0.95 and 0.93) values for the 1D tests reﬂect the fact that
the 2 two-class histograms overlap only relatively weakly.
For Fig. 4, with reference pair (78,83), both from the TS
of class 2, we compute 0.57, p = 2.2 · 106 (1D K–S), 0.55,
p = 5.6 · 105 (Kuiper’s) and 0.92, p = 2.0 · 103 (2D K–
S).
As expected, the 1D K–S and Kuiper’s tests now have
smaller values, 0.5, suggesting considerable overlap,
whereas the 2D K–S test is still indicating good separation
(0.92). This reﬂects the particular two-dimensional distri-
bution of these data points and the heuristic, Monte Car-
lo-based simulations of the maximum cumulative
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plane. For more details, consult [27].
We demonstrate a classiﬁcation possibility in the plane
deﬁned by a pair of reference axes. The dataset is massFig. 5. (a) Classiﬁcation of mass spectra of ovarian cancer using two
reference axis pairs (83–71) and (71–74), after feature space reduction to
three from the original, 15,154 dimensions. The angle between the two
axes is 31.53, the value a for the Anderson–Bahadur parameter is 1.06. (b)
Classiﬁcation of mass spectra of ovarian cancer using two reference axes
(160–178) and (214–257).spectra of ovarian cancer vs. normal subjects, with a
15,154-dimensional initial feature space. The two RDP ref-
erence axes chosen traverse data point pairs 83–71 and 71–
74. In Fig. 5a, we display the mapping onto these two axes.
Fig. 5b shows another pair, 160–178 and 214–257, also
demonstrating that any choice of the two axes is legitimate
as long as 3 of the 4 reference points diﬀer. Note that for
Ntotal samples there are Ntotal (Ntotal + 1)/2  1 unique
pairs of reference axes that can be tested for classiﬁcation
accuracy, a large number even for limited Ntotal. This pro-
vides great ﬂexibility for assessing classiﬁcation accuracy.
5. Discussion
5.1. Characterization of the dataset via the RDP
classiﬁcation
A useful categorization of the NC pairs is their ability to
separate the two classes in the RDP. For any given pair, we
can assess this by optimizing Eq. (2) with respect to b. Note
that this categorization still gives the worst-case classiﬁca-
tion scenario, because it assumes mapping onto the refer-
ence axis (a one-dimensional classiﬁcation). Thus, there
will be cases when the classes are not separable in one
(the V) dimension, but will be in the RDP (e.g., by an obli-
que line relative to the reference axis, or generally by a spe-
ciﬁc, arbitrary curve.) This second, more general option
produces an LDA-type classiﬁer in the two-dimensional
RDP.
Some of the possible ambiguity can be resolved by
cycling through all NC reference pairs, and for every pair,
assigning the new exemplar Xnew to one of the two classes.
Then the reliability of a class assignment can be assessed by
the size of the fraction 0 6 F (Xnew) 6 1 of NC reference
pairs for which Xnew was assigned to class 1, say. The closer
F (Xnew) > 1/2 to 1, the more likely that the assignment to
class 1 is correct. Instead of this majority voting, one could
assess assignment reliability by computing some function
(e.g., the mean or the median) of the NC probabilities
Pk (Xnew), k = 1,2, . . . ,NC.
Consider the case when the two classes are separable
without misclassiﬁcation. In particular, for a given metric,
let n0 6 NC be the number of reference pairs that perfectly
separate the two classes in RDP (the ‘‘perfect pairs’’). Then
the fraction F = n0/NC is an overall measure of how easy it
is to separate the two classes under consideration. Thus, if
via some feature reduction method one found several,
equally accurate classiﬁers in an M-dimensional
(2 <M < L) feature space, ties could be broken among
the M-feature classiﬁers by comparing misclassiﬁcation
errors when going from theM-space to the RDP. An exam-
ple is provided for the prostate cancer dataset (Fig. 2), for
which two error-free classiﬁers were found in a 5-dimen-
sional reduced feature space, with no overlap of the ﬁve
discriminating features [11]. However, mapping from these
two distinct feature sets to the RDP clearly showed a better
generalization potential of one of these.
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to the two reference points (e.g., the two class centroids).
Furthermore, in general, the patterns’ RDP displays will
not correspond to the best possible classiﬁcation achievable
in the original L-space. That is because any projection into
a lower dimensional space leads to a loss of degrees of free-
dom. Consequently, the number of misclassiﬁcations in the
current RDP will likely be an upper bound to that in any
dimension greater than two. This may be mitigated by
the ﬂexibility to choose any pair of reference points (e.g.,
two putative or otherwise identiﬁed ‘‘support vectors’’) to
recompute a new RDP mapping and possibly improve clas-
siﬁcation accuracy. The examples presented clearly support
this notion.
6. Future developments
The sample size N = N1 + N2 of O (10)–O (100) per
class, typical for biomedical data, implies that the RDP
mapping, viewed as a discretized version of projection
pursuit, may not explore the original, high-dimensional
feature space suﬃciently thoroughly to identify the opti-
mal reference direction(s). However, we can create new
reference pairs, hence reference directions, via several
procedures:
6.1. Neighborhood-based dataset augmentation
Consider the following K-nearest neighbor approach.
1. Select sample Xi, i = 1, . . . ,N. Choose an integer kP 1,
k = 1, . . . ,K. This will determine the size of the neigh-
borhood of Xi, consisting of its K nearest neighbors.
2. Generate a uniformly distributed random number on
each of the K lines joining Xi and one of its K neighbors.
Their positions deﬁne the K new, surrogate patterns,
Xi ðkÞ. Observe that if the original pattern was either
misclassiﬁed or is in or near the overlap region between
the two classes, the class label of the new pattern Xi will
likely be assigned to the class it is closer to and not to the
class of Xi. This will avoid creating surrogate patterns
only in the convex hull of the class to which Xi belongs.
By cycling through the N original samples, we create KN
new ones.Fig. 6. Displaying the improvement of the LDA separating ‘‘hyper
surface’’ by rotating it by 11.0.6.2. K-centroid-based dataset augmentation
This is an alternate approach to augment limited-sized
datasets. The procedure is simple:
1. Choose an odd integer KP 3.
2. Select either all CK
N subsets of size K, or if this set is too
large, a random subset of predetermined size, M, with a
reasonable range, e.g., CK
N > M P KN .
3. Calculate the M centroids of the K-pattern subsets.
These form the new, surrogate samples, augmenting
the original N patterns to (M + 1)N.4. To get the new class labels, compute the K nearest neigh-
bors for each of the M centroids. Because members of
the K-pattern subsets may belong to either or both clas-
ses, we assign the centroids to the class whose nearest
neighbors are in the majority.6.3. Approximate distance clustering/classiﬁcation (ADC)
ADC is another distance-based nonlinear projection
method [24–26]. The ADC method is based on nearest-
neighbour notions and uses a family of randomized projec-
tions from the set I in L-space to lines (i.e., to 1D), indexed
by w subsets of observations W i  I (witness set),
i = 1, . . . ,w, with cardinality |Wi| = k < N, where k is the
number of samples in each of the w witness sets. When
used for classiﬁcation, one selects the Wis randomly from
only one of the classes. Computing the distances of all
other patterns in the data to the various witness set mem-
bers and recording the minimum values produces the one-
dimensional mapping of interest. In practice, a classiﬁer is
developed for each of the w (w odd) witness sets, and from
these the r 6 w best crossvalidated classiﬁcation results are
averaged [25].
The philosophies of the ADC andRDPmappings are dif-
ferent. However, it is possible in principle that in the RDP,
two reference points from the same classwould separate clas-
ses better. (In theADC context, k = 2.) Figs. 3 and 4 conﬁrm
this in practice. One of our future plans is to compare the rel-
ative eﬃcacies of the ADC- and RDP-based classiﬁers.
We also plan on exploring a new crossvalidation
approach, suggested by, and particularly suited to the
RDP. This involves the ‘‘leave-two-out’’ option referred
to earlier. The two left-out samples are the reference point
pairs. There are N (N  1)/2 of these, rather than the N
138 R.L. Somorjai et al. / Journal of Biomedical Informatics 40 (2007) 131–138samples in the standard leave-one-out crossvalidation. One
can develop classiﬁers based on the remaining N2 sam-
ples and assign the two left-out samples. This approach
would probe and assess more thoroughly the classiﬁcation
accuracy inherent in the dataset.
Another extension involves an optimal rotation of the
2D class-separating line by some angle c. Positive c rotates
this LDA line counterclockwise, negative c rotates it clock-
wise. The pivot point lies along the line joining the two class
centroids (computed after excluding the two reference
points). An example is provided by the ovarian cancer mass
spectra, for which better separation could have been found
by rotating the LDA line (Fig. 6). Thus, while originally
there are two optimizable parameters in the generalized
LDA equation (Eq. (3)), this can be increased to three by
also optimizing c. Note that these three parameters can be
optimized sequentially. As an example, for Fig. 1, the best
parameters are b = 0.57, c = 6.1 (a = 0.0), b = 0.43,
c = 11.0 (a = 1.44), and b = 0.39, c = 9.0 (a = 2.0).7. Conclusion
We introduced the notion of direct classiﬁcation of
L-dimensional patterns (L arbitrarily large) in two and/
or one dimensions, and outlined and demonstrated its fea-
sibility and power, using several high-dimensional biomed-
ical datasets. We demonstrated the utility of a statistical
classiﬁer, LDA, and Gini’s transvariation method, natural
for the RDP mapping. Several possible extensions were
also sketched, including a potentially very powerful combi-
nation of pairs of reference axes derived from the RDP
mapping. In future publications, we shall report on a more
detailed comparative set of experiments on the diﬀerent
possible classiﬁers in the RDP, or derived from the RDP
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