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According to the U.S. Energy Information Administration (EIA), the Building
Sector consumes nearly half (47.6%) of all energy produced in the United States.
Seventy-five percent (74.9%) of the electricity produced in the United States is used
just to operate buildings. At the same time, decision making for building operations
still heavily rely on human knowledge and practical experience and may be far from
optimal.
In a step toward mitigating these deficiencies, this dissertation reports on a
program of research to identify opportunities for using semantic models and reason-
ing in building system operations. The work focuses on knowledge-based control
and fault detection for heating, ventilation and air conditioning (HVAC) systems.
Decision-making procedures for building system operations are complicated by the
multiplicity of participating domains (e.g., architecture, equipment, sensors, occu-
pants, weather, utilities) that need to be considered. The key opportunity of this
approach is a means to utilize semantic models for knowledge representation, inte-
gration of heterogeneous data sources, and executable processing of semantic graph
models in response to external events. The results of this dissertation are con-
densed into three case-study applications; (1) Semantic-assisted model predictive
control (MPC) for detection of occupant thermal comfort, (2) Semantic-based util-
ity description for MPC in a chiller plant operation, and (3) Knowledge-based fault
detection and diagnostics for HVAC systems.
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Over the past twenty years the notion of intelligent buildings (IBs) has has
matured from conceptual frameworks to early phase implementations due to the
potentials they offer for maximized occupants comfort with an optimized energy
profile. Intelligent buildings are now envisioned as an integral part in achieving
bigger goals of having smart cities in urbanized areas. Moreover, future buildings
design guidelines are now heavily influenced by intelligent buildings capabilities [56].
Although some buildings are categorized as so-called intelligent, the application of
intelligence in buildings is at the very best far from ideal [32].
There are various definitions for intelligent buildings Some definition of Intel-
ligent buildings state that creates an environment which maximizes the effectiveness
of the buildings occupants while at the same time enabling efficient management
of resources with minimum life-time costs of hardware and facilities, some other
definitions focused on the role of technology for automation and control of building
functions. A comprehensive review of definitions for intelligent buildings has been
done by Ghaffarianhoseini and co-investigators [56]. However, due to the emergence
of Internet of Things (IoT) technologies and their impact on intelligent buildings,
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new expectations are expected from the terminology. Memoori [90] predicts that
the traditional building automation systems (BASs) will evolve into a BIoT over the
next five years. These technologies and applications are poised to deliver increased
efficiencies in all aspects of building intelligence from monitoring, analyzing and
control without humans’ intervention.
Modern buildings are now equipped with the state-of-the-art building automa-
tion systems making so-called best autonomous control decisions based on the ac-
quired sensor data. The drawback of this approach is the decisions are made based
on analysis of data with not based on the underlying knowledge.
This dissertation explores the extent to which emerging Semantic Web tech-
nologies can be exploited to both represent information and knowledge about the
state of building and its surrounding domains. Moreover, integrate these technolo-
gies into modern control strategies such as model predictive control (MPC) to facili-
tate decision-making process by utilizing integrated knowledge of weather, occupant,
utility.
1.2 Motivation
Within the United States, buildings are responsible for about 40% of energy
usage and with demands for energy expected to increase into a foreseeable future,
socio-economic pressures will drive the need for cities that are increasingly sustain-
able and smart about their consumption of energy resources [68, 131]. Due to the
portion buildings contribute to city energy profile, intelligent buildings are where
2
opportunities exist for education and research.
According to a 2003 survey on commercial building energy consumption, heat-
ing, ventilation and air-conditioning (HVAC) systems are responsible for half of the
energy consumed in commercial buildings [49]. Many of HVAC systems plagued by
less-than-optimal operations and poorly maintained equipment. The long life-span
and the footprints of buildings further emphasizes the importance of architectural
and engineering disciplines to tackle these challenges [119].
Requirements for HVAC simulation and control are driven by a near-term
trend toward performance-based design of buildings, and in a longer view, per-
formance of buildings connected to the energy grid [138]. The importance of the
control strategy in HVAC systems operation is due to several factors. First, as peo-
ple become more aware of the benefits of increased comfort in a (indoor) controlled
environment, those experiences lead to higher expectations [104,141]. Second, there
is a growing need to reduce energy consumption, particularly of fossil fuels [59,141].
As a result, advanced control algorithms are required to achieve low levels of energy
consumption in the buildings.
These facts, coupled with long-term forecasts for a steady increase in the
demand for energy, point to a strong need for new approaches to building climate
control that reduce levels of energy demand and greenhouse gas emissions.
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1.3 State-of-the-Art Building Energy Control
State-of-the-art buildings are now recognized not only by their sustainable
design and architecture, but more importantly by their functionality without the
intervention of humans.
BASs provide a centralized control of a building’s HVAC, lighting and other
systems in an automated fashion. Due to significant improvements in sensing ca-
pabilities and automated control strategies have caused modern buildings operating
more efficiently and started adhering to the ever increasing demand for better indoor
environmental quality. Due to the advancements in sensing systems for building en-
ergy monitoring, BASs have much data about the building but, the data has too
little structure. Consequently, the control decisions are made merely on numeric val-
ues obtained from the sensors and the knowledge derived from data is overlooked.
Moreover, in many cases, the building control unit use strategies that are based on
practical experience. As a case, the control logic may be programmed to work based
on a fixed schedule (time dependent), or implemented as a set of rules (rule-based)
which may be far from optimal.
To address these shortcomings there is a need for new approaches to build-
ing control strategies that employ mixtures of formal and advance MPC control
algorithms. The formal methods will provide the MPC controllers in integrative
knowledge about the building state as compared to the state value inputs in the
conventional MPC. The MPC algorithms will then ensure that the optimal deci-
sion is made within the constraints based on the current integrative knowledge of
4
building and surrounding domains.
1.4 Research Scope and Objectives
This dissertation focuses on taking the initial step in integrating semantic
web technologies for knowledge representation and reasoning in real buildings. The
scope of investigation includes development of ontologies and rule sets to study
the potentials offered by these technologies in HVAC systems simulation settings. It
investigates how ontologies from a multitude of domains – utility, weather, occupant,
and sensor – along with relevant rule sets can work together to provide multi-domain
decision making support to the operation and fault detection in HVAC systems. To
this end, we propose that the ontologies be developed in OWL2 and modified in
Apache Jena [7], and that Jena Rules be used for the representation and creation of
new knowledge.
Furthermore, it investigates leveraging this integrative semantic knowledge in
MPC controller for HVAC systems. This investigation is supported by case studies
relevant to HVAC systems, where the MPC queries the knowledge bases to obtain
knowledge regarding occupancy position (Occupant and Building Ontology) and
utility tariffs (Utility Ontology) to make optimal control decision. Simulation of
these test problems involved use of the Modelica Building Library [92] and techniques
for co-simulation between model predictive control (MPC) for the physical model
is performed. Lastly, it investigates how automated inference-based fault detection
and diagnostics can be achieved with developing ontologies. This approach is also
5






































Figure 1.1: Framework for implementation of semantic models using ontologies,
rules and reasoning mechanisms.
tested with a test problem.
To understand the appeal and potential of the proposed approach, Figure 1.1
shows the interconnection of knowledge base and physics-based systems. In real
buildings, the sensors collect data from physical components, i.e. pump, valve.
The data will be stored in the relevant ontologies. A change in the system state
will change the property values for the individuals in ontologies. Consequently,
ontological data will trigger the reasoner to perform rule checking tasks. Firing
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the rules will trigger the data being processed based on the rule sets. and their
information will be used in decision making tasks. After decisions are made, the
required actions will performed by actuators. For the building, each domain, i.e.
building, environment, weather, sensor and occupant will have a graph that evolves
according to a set of domain-specific rules.
1.5 Research Hypothesis and Questions
Research Hypothesis. The hypothesis of the proposed program of research is as
follows:
Automated building operations can benefit from semantic knowledge
representations and reasoning procedures designed to take advantage of
Semantic Web technologies, data-driven development of ontologies and
rules, and modern techniques in software engineering.
The motivating tenet of the research is that, ultimately, these next-generation tech-
niques will become an integral part of procedures for optimized building automa-
tion, where monitoring, simulation, and optimization-based control decisions are
made without the intervention of humans. This capability will allow humans to
spend more time participating in the activities for which the building environment
was created, and from system-level building perspective, lead to superior levels of
building energy systems performance.
Research Questions. The program of investigation will attempt to answer the
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following research questions:
1. Knowledge Representation. How can the knowledge of surroundings, i.e.,
occupants, weather, equipment be passed to control units?
2. Inferencing. What mechanisms can control units utilize to infer information
from existing data? How easily can these reasoning mechanisms span domains?
3. Integration. What platform infrastructures make sense in terms of supporting
integration of ontologies and rule sets with advanced control strategies and
state-of-the-art system simulation models?
4. Automated Inference-based Fault Detection and Diagnostics (FDD).
How can FDD mechanisms be implemented to mimic human thinking pro-
cesses used to identify the source of a fault, possibly requiring comprehensive
cross-domain knowledge of the system and its surroundings?
5. Software. What role can modern software technologies (e.g., JAXB) play in
the development of software that can easily handle a variety of data specifica-
tions? What opportunities exist for simplifying software prototypes through
the judicious use of software design patterns?
1.6 Contributions
This dissertation project investigates opportunities for using semantic mod-
els and reasoning in building system operations, with a focus on knowledge-based
control and fault detection for heating, ventilation and air conditioning (HVAC)
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systems. Portions of this work have been published in conference proceedings
[9, 37–40, 43–45] and archival journals [41, 42], and can be highlighted as follows:
1.6.1 Contribution 1: Framework for Data-Driven Semantic-based
Reasoning
In state-of-the-art development of semantic models, a common strategy is to
provide classes and data properties for all possible configurations within a domain, as
well as linkage to related domains. For example, in the integrated model-centric en-
gineering ontologies (IMCE) developed at JPL (Jet Propulsion Laboratory) during
the 2000-2010 era [15, 126], the electrical engineering ontology (i.e., electrical.owl)
imports the mechanical engineering ontology (i.e., mechanical.owl). Both the elec-
trical and mechanical engineering ontologies import a multitude of foundation on-
tologies (e.g., analysis.owl, mission.owl, base.owl, project.owl, time.owl) and make
extensive use of multiple inheritance mechanisms in the development of new classes.
However, multiple inheritance can cause ambiguity in several scenarios.
In a step toward mitigating this problem, the first contribution of this disserta-
tion is development of semantic-modeling framework (see Figure 1.2) that supports:
(1) concurrent data-driven development of domain models, ontologies and rules,
and (2) executable processing of events. Instead of creating ontologies and then
developing a few rules for validation of model properties, the goal is to put the
development of data, ontologies and rules on an equal footing. A key advantage
of this approach is that it forces designers to provide semantic representations for
9












































Domain Data Models and
Figure 1.2: Contribution 1: Systems architecture supporting: (1) concurrent data-
driven development of domain models, ontologies and rules, and (2) executable
processing of events.
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data that are needed in decision making, and increases the likelihood that data not
needed for decision making will be left out. Rules will be developed for verification
of domain properties and processing of faults through reasoning with data sources,
possibly from multiple domains. Implementation of the latter goal leads to semantic
graphs that will dynamically adapt to the consequences of incoming data and events
(e.g., changing occupant locations and weather events) acting on the system.
The second strategy is to minimize the use of multiple inheritance in the
specification of OWL ontologies and, instead, explore opportunities for replacing
inheritance relationships by object property relations and rules that reach across
disciplinary boundaries. In order for the architectural framework to be both scal-
able and adaptable to changing external conditions, the ontologies will need to be
modular, and the rules will need to act both within a domain and across domains.
1.6.2 Contribution 2: Framework for Integration of Semantic and
Physics-based Modeling
The second contribution involves integration of semantic models (ontologies)
with advanced control strategies, such as those provided by MPC, and system sim-
ulation data, for example, as generated by Modelica models. The key benefit of this
contribution is a means for MPC to use inferred knowledge about the system for its
decision making.
Figure 1.3 depicts how semantic web technologies such as ontologies are used






































Figure 1.3: Contribution 2: Integration of semantic model with control systems and
building energy simulation models.
inference-based decision making through expressive features of Descriptive Logic
(DL) based on the existing data came from building energy simulations and the
environment. This inferred knowledge will be set as inputs to optimization-based
control methods such as MPC.
1.6.3 Contribution 3: Framework for Event-based Fault Detection
and Diagnosis
The third contribution is development of a semantic framework for event-
based fault detection and diagnostic framework that mimics a human’s thinking in
detecting a fault and diagnosing the underlying cause.
















Figure 1.4: Architecture for coupled integrated semantic physical models in building
simulations for Fault Detection and Diagnostics (Adapted from Delgoshaei, Austin
and Pertzborn [42].
in buildings. This approach utilizes knowledge repositories, ontologies, for storing
automation/simulation data and then apply inference-based reasoning techniques to
obtain additional higher level of information. The rules will identify a discrepancy in
an expected behavior to detect a fault. Moreover, for any specific system configura-
tion new rules can be developed to set the evidence as the system dynamic changes
over time. Finally, with semantic querying of the ontology. A list of detected faults
and their associated causes can be identified.
1.6.4 Contribution 4: Improved Understanding for using Software
Design Pattern to support Systems Integration
The fourth contribution of this dissertation is an improved understanding for
how software design patterns can enable the system modeling and systems integra-
tion visions implied by Figures 1.1 and 1.2. While it is relatively easy to draw a
13
Figure 1.5: Collage of software design patterns.
Figure 1.6: Collage of composite software design patterns and simple applications.
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picture for how you think a system should work, creating a software prototype that
actually works is an entirely different matter. The judicious use of software design
patterns, sometimes in ways that are far from obvious, can make the difference be-
tween a prototype system that barely works and one that works so well it’s clear it
will scale beyond the bounds of the current study.
Figures 1.5 and 1.6 are collages of software design patterns used throughout
this work. For example, Jena uses the observer design pattern to detect (and then
handle) events in the semantic graph. The model-view-controller (MVC) software
design pattern plays a central role in the development of software for executable
statecharts (see Figure 1.1). In Figure 1.6, the visitor design pattern (not shown)
is used to create a bridge between the ontology and data models. The composite
hierarchy pattern is used in the modeling of building floor plans (see Case Study 3
in Chapter 5).
1.7 Organization
The dissertation is organized into six chapters and one appendix. Chapter 2
introduces concepts, languages and tools used in the Semantic Web. These tools
and languages will be used extensively in semantic modeling. Chapter 3 summa-
rizes the existing modeling, simulation and control strategies for building systems.
Knowledge representations and the ontologies developed relevant for building HVAC
energy systems are discussed in Chapter 4. In Chapter 5 we exercise the proposed
methodologies and analysis procedures by working step by step through three case
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study problems:
1. Semantic-assisted model predictive control (MPC) for detection of occupant
thermal comfort,
2. Semantic-based utility description for MPC in a Chiller Plant Operation,
3. Knowledge-based fault detection and diagnostics for HVAC systems.
Chapter 6 contains the conclusions of this study along with suggestions for future
work. Appendix A is a brief overview of systems integration and behavioral simu-
lation with Whistle, a prototype scripting language developed during the course of
these studies.
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Chapter 2: Language and Tools for Semantic Knowledge Represen-
tation
This chapter introduces the Semantic Web vision, and the range of languages,
technologies and tools found in its implementation. Basic capabilities of the resource
description framework (RDF) and Web Ontology Language (OWL) are described
in Sections 2.2 and 2.2.2.
Simple case study problems involving event-driven behavior modeling of com-
ponent dynamics, and modeling of HVAC components in buildings with ontologies
(Jena) and rules (Jena Rules) is presented. Finally, Section 2.5.4 ties out the above-
mentioned concepts and describes how they will be used in the next generation of
intelligent buildings.
2.1 The Semantic Web
2.1.1 Semantic Web Vision
The World Wide Web was invented in 1989 by Tim Berners-Lee, with the ini-
tial purpose to meet the demand for automatic information-sharing among members
of scientific communities [17]. At that time, Berners-Lee identified two main goals
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for the World Wide Web:
1. To make the Web a collaborative medium and,
2. To make the Web understandable and automatically processable by machines.
Over the past twenty years the first part of this vision has come to pass. The
development of Web browsers created a means for humans to retrieve and render
information, and then manually interpret and understand the meaning of the con-
tent. A second more ambitious vision for the Web is support for semantic data
structures and pathways for machine-to-machine communications that carry the se-
mantic meaning for data in addition to its values. Thus, instead of broadly searching
for someone based, perhaps based on a few keywords, semantic web provides a means
to search precisely for someone based on their name, plus semantic relationships to
places of employment, attendance at events, age, and so forth.
2.1.2 Semantic Web Technical Structure
Figure 2.1 illustrates the technical infrastructure that supports the Semantic
Web vision, and the range of languages which we will employ to build system-
behavior models.
Each layer exploits and uses capabilities of the layers below. The lower layers
provide capability for addressing resources on the Web, linking documents, and
representing multiple languages. Specifically, the extended markup language (XML)
enables the construction and management of data organized into tree structures,
18
Figure 2.1: Technologies in the Semantic Web Layer Cake [51].
which is fine for storing data, but less suitable for integration of data from multiple
sources. The resource description framework (RDF) takes a step toward solving
this problem by allowing for the modeling of graphs of resources on the Web. An
RDF Schema (RDF-S) provides the basic vocabulary for RDF statements, and the
machinery to create hierarchies of classes and properties. Our semantic models
make extensive use of the Web Ontology Language (OWL) and expressive features
of descriptive logic (DL) formalisms. Inference-based mechanisms allow a system
to infer a new statement from existing statements. Semantic Web features and
language capabilities provide the foundations for representing knowledge bases (e.g.,
in the building, HVAC equipment and weather domains) and reasoning over that
knowledge to detect faults and systematically verify hypotheses through evaluation
of supporting evidence. This dissertation uses OWL for semantic modeling.
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2.2 Languages for Semantic Modeling
The following are the most common ontology description languages.
2.2.1 Resource Description Framework (RDF)
XML is a mark-up language that supports portable encoding of data. That
is, it is limited to represent information that can be organized within hierarchical
relationships. Consequently, RDF was introduced as a graph-based assertional stan-
dard model for data interchange on the Web. RDF extends the linking structure of
the Web to include the relationship between the resources on the web represented
as a triple structure. This approach allows structured and semi-structured data
to be mixed and shared across different applications. In the Semantic Web, RDF
identifies recourses by their Web identifiers (URIs). RDF can represent circular ref-
erences between resources, graph-based models, and resolve the inherent problem of
the hierarchical structure of XML. Triples are described by assertions, the smallest
expression of information, referred to as facts. RDF captures assertions made in
simple format of a “triple” by connecting a subject to an object through a predicate
(verb), shown in Figure 2.2.
RDF is a simple representation of domain facts, focused on describing the
instances and the mapping to their types (rdf:type). In this representation, however,
the semantic is missing it is possible to assert facts that are not semantically sound.





Figure 2.2: Example of RDF triple where node A is a subject, ”predicate” is a verb,










Figure 2.3: A simple RDF graph showing information about James.
These RDF triples are consisting of a subject (this is the entity the statement is
about), a predicate (this is the named attribute, or property, of the subject) and an
object (the value of the named attribute). They are all denoted by unique URIs.
Each property will have a specific meaning and may define its permitted values, the
types of resources it can describe, and its relationship with other properties. Ob-
jects are denoted by a datatype or URI. Figure 2.3 illustrates, for example, a graph
model of relationships relevant to a person named James. Here are the associated
triples serialized in Turtle syntax:
@prefix : <http://www.example.org/> .
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:James rdf:type :Man .
:James :livesIn ‘‘Mayland" .
:James :eats ‘‘Burritos" .
:James :hasAge ‘‘32" .
:livesIn rdf:type rdf:Property .
:eats rdf:type rdf:Property .
:hasAge rdf:type rdf:Property .
Limitations of RDF. One limitation of RDF is that it is not expressive enough to
capture knowledge attributes such as existence and cardinality, transitivity, inverse
or symmetrical properties [57]. This makes this framework weaker to describe re-
sources in sufficient detail. Also, RDF is not based on a mathematical logic and as
a result does not support reasoning mechanisms. Moreover, in RDF representation
has no semantic restrictions on data. As a case, it is possible to assert a statement
like : Burritos : eats“James”. It is a perfect an meaningful assertion in RDF. How-
ever, it is semantically wrong. The Web Ontology Language (OWL) was developed
to address the weaknesses of RDF.
2.2.2 Web Ontology Language (OWL)
The Web Ontology Language (OWL) is a description logic based (DL-based),
mathematical theory, knowledge representation language with the highest level of
expressivity for constructing ontologies. OWL is based on the basic features of RDF,
but extends and improves the basic features of RDF by enhancing the expressive-
ness and support for richer property definitions (e.g., transitivity), class property
restrictions (e.g., someValuesFrom), quality cardinality restrictions (e.g., Qualified-
Cardinality “3 ) equality between classes (e.g., sameAs) and relations between classes
(complementOf). These additional capabilities allow ontological systems to use rea-
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soning structures and infrastructure to infer new facts (triples) from existing ones




















Figure 2.4: An OWL graph of relationships describing the semantics about a Human.
To explain some of the powerful features of OWL previous example is revisited.
Figure 2.4, and the formal representation in RDF/XML syntax in Figure 2.5 describe
an ontology about a person and the associated properties. The class Man, Human,
State, Food, Mexican Food defined. James, Maryland, Buritos are now individuals
of classes Man, State and Mexican Food. A class may have a datatype property such
as :hasAge. These properties are simple datatypes, e.g., String, double, boolean.
Moreover, classes can have object properties that define the relationship between
two classes. In this example property :eats is the object property that defines the
relationship between the individuals in class Human and the individuals in class
Food. This feature will prevent assertions that are semantically wrong. For example
: Burritos : eats : James. is not a valid assertion in OWL.





































Figure 2.5: Formal definition of a Person and Properties in OWL.
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range of a property. The rdfs:domain of a property specifies that the subject of any
statement using the property is a member of the class it specifies. Similarly, the
rdfs:range of a property specifies that the object of any statement using the property
is a member of the class or datatype it specifies.
The English-like syntax of OWL makes it a much easier to understand and use
as a logical language such as SHOIN DL. There are two versions of OWL used for
ontology description, OWL1 and OWL2. For example, using DL feature of OWL,
triple : Jamesrdf : type : Human is inferred from triples : Jamesrdf : type : man
and : manowl : subClassOf : Human.
Today, ontologies are developed in OWL for a diverse range of application
areas spanning engineering, medicine, biology, geography, and defense. As a case in
point, NASAs SWEET ontologies [115] and BioPAX [18], are the ontologies used in
engineering and biology respectively.
Versioning of OWL. OWL1 encompasses language variants, species, of OWL Lite,
OWL DL, and OWL Full distinguished by their increasing level of expressiveness.
OWL Lite allows the expression of simple syntax and constraints but little support
for inferencing. OWL DL has a user-friendly abstract syntax, inferencing is decidable
and the language is computationally complete. OWL Full is the most expressive
version of OWL1 that is compatible with RDF and RDFS languages. OWL2 adds
more features to OWL1 but does not change expressiveness, semantics, complexity
of the language. Moreover, it makes some patterns easier to write which allows for
more efficient processing in reasoners. New features include of OWL2 are the support
25
for properties like DisjointUnion, DisjointClasses, NegativeObjectPropertyAssertion
and NegativeDataPropertyAssertion.
OWL2 comprises three independent profiles (or sub-languages) that restrict its
structure in different ways : expressiveness (OWL2 - EL), Querying (OWL2 - QL)
and Reasoning (OWL2 - RL). These profiles follow the trends with OWL1 spices.
i.e., OWL Lite (limited expressiveness), OWL1 DL (decidable with support for DL)
and OWL1 Full (full expressiveness) [57].
Syntax. OWL 2 ontology consists of a single set of axioms that include both
conceptual and instance level statements. The syntax is easy to read and close to
English. As a case, in abstract sysntax EquivalentClasses(Person Human) or rdf
syntax< Person, rdfs : subClassOf,Human > describes that Class People is the
same as Class Human.
2.3 Semantic Modeling with Ontologies and Rules
Semantic models consist of creating graphs of individuals (specific instances),
and inference-based rules in the form of if < conditions > then < consequent >.
Together all these pieces form a knowledge base for a specific domain. As a case,




An ontology is a formal and explicit representation of the concepts of a domain
as classes and the relations between those classes as “Object Properties” (the con-
nection between two objects of classes). Moreover, the classes may have attributes
that are stored as a simple data type “Datatype Properties”. Ontologies, also, pro-
vide ways to define taxonomical (hierarchical) relationship between the classes that
result in the inheritance of object and datatype properties in the subclass from the
superclass.
Following is an example in mechanical equipment ontology.
• Classes: Valve, Cooling Coil
• Datatype properties: coilTemperature (double), isClosed (Boolean), coilSet-
point(double)
• Object Property: hasValve
2.3.2 Individuals
Individuals are instances of ontology concepts. They are the existing data in
the domain.
Individuals: :ValveI, :ValveII, :Ccoil, :Hcoil
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2.3.3 Axioms
Axioms are logical statements about the relationships between properties and/or
classes in the domain. These statements are asserted to be true in the domain be-
ing described. One common paradigm to assert axioms is in triple-based format.
<subject, predicate, object>. The subject is the Axiomatic systems are better can-
didates than non-axiomatic systems for representing the formal models to be used
in the inferencing process [81]. Axiomatic systems are systems composed of axioms.
Many logic systems fall into the axiomatic category, e.g., first-order and descriptive
logic (DL) that is the logical formalism for ontologies defined in OWL.
• Stored Axiom: <:Coil :hasValve :Valve>
• Stored Facts: <:Hcoil :hasValve :ValveII>
2.3.4 Reasoning
One of the key features of using ontologies is using a reasoner to derive addi-
tional truths, facts, about the concepts being modeled. In the example above: the
assertions <:Hcoil :hasValve :ValveII> , <Ccoil coilTemperature 35> and <:Ccoil
:coilSetpoint 35> entails the deduction that <:ValveII :isClosed true> based on the
following inference-based rule. The inference-based rules are mechanisms to derive
new information based on the existing data stored in the ontology in the form of: if
<conditions> then <consequent>.
// -- An inference-based Rule that infers the valve is closed
// if the setpoint is equal to the temperature.
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(?coil rdf:Type :coil) (?coil :setPoint ?sp)
(?coil :coilTemperature ?cp) equal(?cp,?sp)
(?coil :hasValve ?valve) -> (?valve: isClosed true)
Stored facts : <Hcoil :hasValve :ValveII>
<:Ccoil :coilTemperature 35>
<:Ccoil :coilSetpoint 35>
Inferred facts:<:ValveII :isClosed true>
There are different ontology descriptions with varying features and capabilities
explained in Section 2.2. Their purpose is to define ontologies that include classes,
properties and their relationships to encode the semantics of the domain in a way
that is machine processable. That is, these languages provide a standard and un-
ambiguous way for machines to effectively understand and reason about contextual
information or context may refer to an existing entity of the domain such as, people,
equipment, sensor. In essence, these contextual information shape the knowledge of
the domain processable by machines.
2.4 Semantic Web Tools
This section provides an overview of the OWL and Jena for the Semantic Web
modeling.
2.4.1 OWL Supported Tools
There are application programming interfaces APIs such as OWL API, Thea,
OWLink, Jena API and development and editorial environments (e.g., Protege [103],
Swoop [75] ) that support OWL. The major DL reasoning systems that support
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OWL syntax are Pellet [112], Racer [60], HermiT [93], FaCT++ [121]. SPARQL is
the querying language for RDF [97]. However, since OWL can be serialized to RDF,
SPARQL languages can be used in OWL ontologies. However, their knowledge of
OWL is incomplete. A more efficient language to query OWL ontologies is SQWRL
[97].
2.4.2 Working with Jena and Jena Rules
Our prototype software implementation makes extensive use of Apache Jena
and Jena Rules. Apache Jena [7] is an open source Java framework for building Se-
mantic Web and linked data applications. Jena provides APIs (application program-
ming interfaces) for developing code that handles RDF, RDFS, OWL and SPARQL
(support for query of RDF graphs).
The Jena inference features allow a range of inference engines, reasoners, to
be used on semantic models. Jena Rules is one such engine. Jena Rules employs
facts and assertions described in OWL to infer additional facts from instance data
and class descriptions.
As illustrated in Figure 2.6, it also provides support for the development of
builtin functions that can link to external software programs and streams of data
sensed in the real world. For the implementation of the vision implied by Figure
1.2, particularly support for spatial and temporal reasoning, the latter turns out
to be crucially important because, by default, OWL only provides builtin datatype
















Figure 2.6: Framework for forward chaining of facts and results of builtin functions
to new assertions (derived facts).
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false) and character strings (i.e., string). To combat the lack of support for com-
plex data types, such as those needed to represent data for spatial and temporal
reasoning, we adopt a strategy of embedding the relevant data in character strings,
and then designing built-in functions and external software that can parse the data
into spatial/temporal models, and then make the reasoning computations that are
required.
2.5 Simple Examples
2.5.1 A Jena Rule to Reset the Room Setpoint.
The following is an example of Jena rule that reset the room setpoint when
room is not occupied. In this representation if all the assertion in the left hand side




[Rule01: (?ts rdf:type sen:TemperatureSensor)
(?ts bld:isLocated bld:?r)(?r bld:occupied false)
(?r bld:hasSetpoint ?setPoint)
lessThan(?setPoint,23C) -> resetSetPoint(?setPoint,20)]
2.5.2 Simplified Modeling of Event-Driven Component Dynamics
This example demonstrates a basic ontology- and rule-based modeling of sys-
tem components, valve and coils, with Jena and Jena rules. Ontologies and rules
(Jena Rules) are defined for simplified behavior modeling of coil and valve dynamics.
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Once the this semantic model is assembled, the graph of individuals, and relation-
ships will evolve in response to events.
Definition of the Component Ontology. Figure 2.7 shows a simplified compo-
nent ontology, the relationship among valve and coil classes and properties.
Figure 2.7: Relationship between classes and properties in the component ontology.
The ontology class Valve has properties: operationalAge, nominalAge, isShutOff,
and replacementDate. They will be modeled as data types double, double, boolean
and date, respectively. Class coil has datatype properties of setpoint and tempera-
ture that are double and an object property of hasValve that models the relationship
between a specific coil and valve. CoolingCoil and HeatingCoil classes are a special-
ization of Coil.
Adding Facts and Rules.
Fact 1: ValveI was replaced on October 1, 2010.
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Fact 2: CoilI hasValve ValveI.
Fact 3: CoilI has a setpoint of 21°C.
Fact 4: CoilI has a temperature of 24°C.
The following rules can be declared:
Rule 1: For a given a replacement date and a current time, a built-in function
getAge() computes the valve’s operational age. When the operational age is
the same as nominal age, the flag for dueForReplacement is set to true.
Rule 2: For all the coils at anytime, if the coil temperature is the same as the coil
setpoint, the coil valve will be shut off.
Figure 2.8 shows the evolution of the ontology graph defining properties of CoilI






























Oct. 1, 2010 Oct. 1, 2010 Oct. 1, 2010
Feb 1, 2011
Figure 2.8: Evolution of ontology graph as a function of time.
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Some of the data (e.g., valve’s replacement date) remains constant over time. Other
data (e.g., such as whether or not the valve is due for replacement or being shut
off) is dynamic and depends on the rule execution. The rules will be triggered
when specific time event happens (event-driven) or the data changes in the graph
(data-driven).
Definition and Organization of Ontology Classes. The abbreviated fragment
of code below demonstrates the creation of the component ontology classes, their
assembly into a hierarchy, and definition of data properties for the class Coil in
Jena API.
// Define classes ...
valve = model.createClass( ns + "Valve");
coil = model.createClass( ns + "Coil");
coolingCoil = model.createClass( ns + "CoolingCoil");
heatingCoil = model.createClass( ns + "HeatingCoil");
// Define relationships among classes ...
coil.addSubClass ( CoolingCoil );
coil.addSubClass ( HeatingCoil );
// Create data properties for the class Person ...
setpoint = model.createDatatypeProperty( ns + "setpoint");
setpoint.setDomain(coil);
setpoint.setRange( XSD.double );
hasValve = model.createObjectProperty( ns + "hasValve");
hasValve.setDomain( coil );
hasValve.setRange( valve );
The data property temperature is a double. The object property hasValve is of
type Valve. Notice that since CoolingCoil and HeatingCoil are a subclasses of
Coil, they automatically obtained the properties setpoint and hasValve through
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class hierarchy inheritance.
Adding Individuals to the Component Model. After constructing the on-
tology, the next step is to define the individuals, the data associated with each
individual, and the relationship of one individual to other individuals. The frag-
ment of code below establishes a name space for the component ontology, creates
a graph model for the storage of individuals and their data and object properties,
and then creates a valve Individual, ValveI, and a data property statement for the
replacement date.
// Namespace for the valve ontology ...
String ns = "http://building.org/valve#";
// Create ontology model (a graph) ...
OntModel model = ModelFactory.createOntologyModel();
// Add "ValveI" to the component graph model ...
Individual valveI = boy.createIndividual( ns + "ValveI" );
model.add ( valveI );
// Create statement: ValveI replacement date is 2010-10-01.
Literal rdate = model.createTypedLiteral( "2010-10-01", XSDDatatype.XSDdate );
Statement cbd = model.createStatement(valve1, hasReplacementDate, rdate );
model.add ( cbd );
Time Event-Driven and Data-Driven Graph Transformations (Jena Rules).
Given the facts and the rules described above, graph transformations will occur as
the time and data change. ValveI was replaced on October 1, 2010. Given a re-
placement date and a current time, a built-in function getAge() computes ValveI ‘s
operational age. Furthermore, rule rules can be defined to identify if the valve is due
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for replacement. Figure 2.8 shows the evolution of a graph defining the properties
of ValveI as a function of time and property changes. The abbreviated fragment of
code below is taken from the Jena Rules for the component ontology.
@prefix : <http://austin.org/valve#>.
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.
// Rule 01: Coil Replacement Rule ....
[ rdfs01: (?valve rdf:Type :Valve) (?valve :hasNominalAge ?nage)
(?valve :hasReplacementDate ?rdate)(?valve :hasOperationalAge ?oage)
getAge(?rdate ?oage) greaterThan(?oage,?nage) ->
(?valve :dueForReplacement true) ]
// Rule 02: Valve Shut off ....
[ rdfs02: (?valve rdf:Type :Valve) (?coil rdf:Type :Coil) (?coil :has ?valve)
(?coil :temperature ?t)(?coil :setpoint ?s) equal(?t,?s) ->
(?valve :isShutOff true) ]
These rule examples indicate how the graph dynamics change as the time and data
change. The first rule serves two purposes. First, given a valve’s replacement date,
the GetAge function computes the operational age of the valve and inserts it into the
semantic model via the hasOperationalAge data property. Secondly, it identifies if
the valve is due for replacement if the operational age is the same as the nominal
age. The second rule example indicates how the behavior of a component can be
described in terms of rules. As a case, when the coil temperature reaches the setpoint
temperature, the
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2.5.3 Semantic Modeling of Valve Behavior
Figure 2.9 illustrates the appeal of behavior modeling with ontologies and










Rule 3: When valve is fully opened, flow fraction flow is at 100%
Rule 2: When valve is open, flow and bypass fraction flow is propotional 
to the position of the valve position
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Figure 2.9: Schematic for a valve ontology and rules.
The upper right corner illustrates the system ontology that describes the in-
terconnection between valves and valve controllers in HVAC systems. The upper
left side shows some possible rule sets for directing the flow (through bypass or flow
port) in a three way mixing valve. The bottom side of the figure shows the evolution
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of a graph defining the properties of a valve (valve I) and a controller (controller 1)




Figure 2.10: Schematic for a three-port valve.
A mixing valve is composed of a flow port, and bypass port and has properties:
flow fraction flow and bypass fraction flow. These two properties range from 0-1.
When the valve stem position is fully closed, the bypass fraction flow is at 100% or
the bypass fraction flow property in the ontology is equal to 1. The same situation
holds for flow port. However, it directs 100% of the flow when the valve is fully
closed. Valve controllers can also be used to control mixing valves. If the stem
position is at 0 (valve closed), flow will be going through the bypass port. If the
valve stem position is 1 (valve fully opened), flow will go through flow port. Any
fractions in between, will impose both ports to stay partially open. The following
is the code snippet of Jena rules to mimic the described three port valve behavior.
@prefix val: <http://austin.org/valve#>.
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.
[ ValveClosed: (?x rdf:type val:Controller) (?x val:ValvePosition ?y)
(?x val:controls ?v) equal(?y,0) ->
(?v val:fractionFlow 0) (?v val:bypassFlow 1)]
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[ ValveOpened: (?x rdf:type val:Controller) (?x val:ValvePosition ?y)
(?x val:controls ?v) equal(?y,1) ->
(?v val:fractionFlow 1) (?v val:bypassFlow 0)]
// Define classes ...
valve = model.createClass( ns + "Valve");
mixing = model.createClass( ns + "Mixing");
balancing = model.createClass( ns + "Balancing");
// Define relationships among classes ...
valve.addSubClass ( mixing );
valve.addSubClass ( balancing );
// Create data properties for the class Person ...
hasValvePosition = model.createDatatypeProperty( ns + "valvePosition");
hasValvePosition.setDomain(controller);
hasValvePosition.setRange( XSD.double );
hasBypassFlow = model.createDatatypeProperty( ns + "hasBypassFlow");
hasBypassFlow.setDomain(valve);
hasBypassFlow.setRange( XSD.double );
2.5.4 Semantic Modeling in Intelligent Buildings
Semantic Web technologies are maturing fields and continue to be appealing
in many new application domains from next generation health care [48] and biology
[116], to transportation [34] intelligent systems. The central idea behind Semantic
Web is to enhance data on the World Wide Web by so-called metadata, which
describes the meaning (semantics) of the data. This feature is the key element in
processing data in intelligent systems.
Due to advancements in sensor capabilities versus their cost and data col-
lection systems in buildings, there is too much data with too little structure for
decision-making units to consume in the buildings. In state-of-the-art building con-
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trol strategies, rule-based or model-based, decisions are made based on numeric
value, content, of a system attribute e.g., pressure in a duct, temperature in a room.
An integral element to future intelligent buildings is the capability utilize semantic
information regarding the building and its surrounding domains such as, occupants,
weather, and utility. This feature will empower the control logic to make decisions
based on the semantic and not just numeric values. As a case, instead of responding
to the room temperature value being greater than a threshold of 28°C, the controller
will react when a room temperature is “warmer” than a target temperature. On-
tologies and rules can provide the semantic info-structure required to achieve the
following goals in intelligent building in the following ares:
• Semantic inquires of the system state,
• Reasoning capabilities to infer new knowledge from existing data,
• Intelligent information integration from heterogeneous domains.
Achieving these goals will provide mechanisms for knowledge-based control,
automatic fault detection and diagnostics, building code compliance checking and
utility tariff description in smart grid applications in the next generation of smart
buildings.
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2.6 Data-Driven Approach to Generation of Individuals in Semantic
Graphs














Figure 2.11: Data-driven approach to generation of individuals in semantic graphs.
Figure 2.11 illustrates a data-driven approach to the generation of individuals
in semantic graphs. First, data is imported into Java Object data models using
JAXB, the XML binding for Java. After the ontologies and rules have been loaded
into the Jena Semantic Model, the semantic model creates instances of the relevant
OWL ontologies by visiting the data model and gathering information on the indi-
viduals within a particular domain (e.g., building, sensor, occupant). Once the data
has been transferred to the Jena Semantic Model and used to create an ontology
instance, the rules are applied.
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Chapter 3: State-of-the-Art Engineering for HVAC Analysis and De-
sign
This chapter discusses state-of-the-art approaches to behavior modeling, simu-
lation and co-simulation, and strategies of control for HVAC system operations. The
principal objective in presenting this information is to lay the groundwork for studies
that involve the integration and co-simulation of model predictive control (MPC)
with Modelica, all running on the BCVTB (Building Controls Virtual Test-Bed)
environment. Looking forward, this framework can be viewed as step toward an op-
erating systems view of HVAC behaviors (see Figure 3.1), and control of operations















Figure 3.1: Operating systems view of HVAC behaviors, and control of operations
in response to environmental processes.
The second objective of this chapter is to review state-of-the-art capabilities






















Figure 3.2: Co-simulation framework for integration of model predictive control
(MPC) with physical systems simulation with Modelica (Dymola).
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Chapter 5. It is noted that this dissertation is not the first attempt at introducing
modern concepts of computer science to the field of building performance simulations
– in fact, a number of researchers [31, 108] report that others have tried, and failed
because the results were not perceived as being useful.
Section 3.1 introduces models of computation (MoC) for the development of
HVAC analysis procedures. Sections 3.2 describes state-of-the-art capabilities in
building performance simulation. The various tools are organized into three cat-
egories: (1) procedural-based tools, (2) equation and object-based tools, and (3)
actor-based tools. Section 3.4 explains the different levels of control for HVAC sys-
tem operations, and reviews the benefits of using MPC in control. Finally, related
work in procedures for fault detection and diagnostic analysis for HVAC is presented
in Section 3.5.
3.1 Models of Computation for Behavior Modeling
3.1.1 Introduction to Models of Computation
A model of computation is an abstract, but formal, specification of how a
computation can progress. Such a specification will include the class of functions
that can be computed, the associated cost (or measure of complexity in terms of time
and required memory) of computation, and ease with which an algorithm or solution
procedure may be expressed. Theoretical studies on models of computation are
important because they create a pathway for analysis of required resources and/or
an assessment of the limitations of a computer.
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Models of computation are relevant to this study because modern HVAC sys-
tems are also cyber-physical systems. Challenges in the analysis of cyber-physical
systems can be traced to: (1) fundamental differences in the way physical and cyber
systems work, (2) the difficulty in modeling interactions (or coupling) between the
cyber and physical elements of a system, and (3) the lack of mathematical frame-
work for dealing with cyber-physical concerns in a unified way. On the physical side
of the problem, continuous behaviors can be described by differential equations.
When the physical system properties are not known precisely, notions of function-
ality and performance are not assured, and instead need to be quantified in terms
of reliabilities. A physical system will usually provide some kind of warning before
failure. Cyber systems, on the other hand, have behaviors that are dominated by
logic (discrete), and a tiny logical errors in a cyber system can sometimes trigger
system-level failures that occur without warning.
In practice, time-dependent environmental processes, such as air loops and
water loops will be modeled on the physical side of the problem, and control algo-
rithms (with ontologies and rule sets) on the cyber side of the problem. An expedient
pathway forward is to decompose the space of analysis problems into a network of
computations, with each node addressing an aspect of the computation in a man-
ner that is most convenient for the specific problem at hand. Figure 3.3 shows, for
example, a small network of models of computation. Models of computation can
potentially include finite state machines (FSMs), communicating finite state ma-
chines (CFSMs), continuous time (ODEs), continuous time over spatial dimensions
(PDEs), discrete event systems, data flow models and signal models. The physical
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Figure 3.3: Different parts of a system are modeled with different computational
models. The separate models of computation are integrated into a single frame-
work. Models of computation can potentially include finite state machines (FSMs),
communicating finite state machines (CFSMs), continuous time (ODEs), continuous
time over spatial dimensions (PDEs), discrete event systems, data flow models and
signal models.
side of the problem will be modeled as networks of physically connected objects.
Objects at the component level will be assembled into networks of objects at the
system level. Numerical procedures will compute the system state (e.g., distribu-
tions of mass flows and pressure) and time-history behavior in response to daily
variations in temperature.
3.1.2 Five Approaches to System/Model Development
Figure 3.4 shows five approaches to system/model development: (1) causal
modeling, (2) acausal modeling, (3) object-oriented, (4) equation-based, and (5)






















Figure 3.4: Five approaches to system/model development: (1) object-oriented,
(2) actor-based, (3) equation-based, (4) causal modeling, and (5) acausal modeling
(Adapted from Lee [83]).
1. Causal Modeling. A causal model is an abstract model that describes the
causal mechanisms of a system, for example, the direction of signal/data or
fluid flow throughout a networked system. Causal modeling techniques are
often packaged as networks of computational blocks, with each block having
ports and pre-defined notions of input and output. System components are
linked through their input-output variables to form an HVAC system (or sub-
system) assembly, and in such a way there exists a computational pathway to
a feasible solution.
2. Acausal Modeling. Acausal modeling is a declarative modeling style where
modeling consists of the specification of equations instead of (cause-and-effect
type) assignments. Acausal approaches to modeling are ideal for system be-
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haviors governed by the solution to physics equations. Most finite element and
structural analysis problem solving procedures are acausal.
3. Object-Oriented Modeling. Object-oriented modeling procedures are con-
cerned with the capture and processing of knowledge and data through the
definition of classes, relationships among classes, mechanisms for data storage,
and definition of methods to support computation on objects.
4. Equation-based Modeling. Equation-based modeling techniques describe a
system in terms of differential-algebraic equations. Individual components are
represented by a set of equations and their corresponding variables. Compo-
nents may have continuous behavior or discrete behavior over time.
5. Actor-based Modeling. Actors operate as concurrent processes each having
their own thread of execution, and will respond to streams of incoming data
(e.g., a controller will respond to streams of data from sensors).
3.1.3 Co-Simulation: Coordination and Synchronization of Subsystem-
Level Processes
With a steady trend toward engineering systems becoming progressively large
and complex now in place, it is important that we search for new ways to keep
designers productive.
One solution to this challenge is to adopt a decompositional approach to mod-
eling of heterogeneous systems, where different parts of a problem – subsystem-level
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Figure 3.5: Three strategies of data exchange in energy co-simulation: (1) strong
coupling of time-dependent states, (2) loose coupling with sequential simulator ex-
ecution, and (3) loose coupling with parallel simulator execution.
or discipline-specific concerns – will be distributed and computed in a manner that
is most convenient to their needs. The last step is to combine the results, which
imply the need for computational infrastructure that is coupled, and can coordinate
and synchronize the underlying concurrent processes.
Figure 3.5 shows three strategies of data exchange in co-simulation: (1) strong
coupling of time-dependent states, (2) loose coupling with sequential simulator ex-
ecution, and (3) loose coupling with parallel simulator execution.
3.2 State-of-the-Art Tools for Building Performance Simulation
Computational tools for simulation of HVAC behaviors and performance have
been in development since the 1960s. Over the years, these tools have evolved to
take advantage for new capabilities in computer hardware (e.g., available storage,
processing speed) and computer science (e.g., languages, interpreters and compilers,
operating systems) as they come along. From a computational standpoint, state-of-
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the-art tools for building performance simulation can be classified as being either:
(1) procedural-based, (2) equation- and object- based, or (3) Actor-based.
3.2.1 Procedural-Based Tools
A partial list is as follows [3]:
1. TRNSYS is a component-based tool for transient simulation of a building and
assorted energy systems [35].
2. EnergyPlus is computational tool for whole building energy simulation as well
as load calculations [36].
3. HVACSIM+ is a component-based tool designed to support dynamic simulation
of HVAC systems, selection of components, controls and sizings [29].
4. At the system level, the engineering equation solver (EES) numerically solves
systems of linear and non-linear algebraic and ordinary differential equations.
EES is popular within the HVAC simulation community because it provides
features for solving equations that involve thermodynamic transport.
While the majority of these tools aim to simulate building energy consumptions and
entail various capabilities for the building energy simulations [35], few of them are
targeted toward real-time performance assessment of HVAC systems.
Both TRNSYS and HVACSIM+ assume that component-level behaviors can
be defined by causal models of behavior. System-level behaviors correspond to a
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time-history of pressure-driven flows through a network of connected components.
At each step in a time-history analysis, Newton-like solution strategies [113] are used
to determine distributions of pressure (and corresponding pipe flows) throughout the
system.
3.2.2 Equation- and Object-based Tools
A partial list of equation- and object-based simulation tools is as follows [3]:
4. At the component level, EES provides support for explicit representation of
equations.
5. Modelica [55] is a declarative language for the specification of equations and
mathematical models that allow acausal modeling. Compared to conventional
black-box approaches to component modeling and simulation, equation-based
methods provide engineers with a transparent means to understand the struc-
ture of the equations that need to be solved. The modeler can define equations
symbolically, compute derivatives in numeric, symbolic, and automated fash-
ion. The Modelica language is also object oriented; as such, it provides support
to the organization of classes in to hierarchies, and the development of reusable
software packages. Further efficiencies are provided by graph-theoretic algo-
rithms to reduce the complexity of system of equations, and by built-in run-
time tools to automatically generate and compile sets of equations into code
for simulation computations.
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The Modelica Buildings Library. The Modelica Buildings Library is a free, open
source, tool for modeling building energy systems with equation-based component
modeling [137]. The library is still a work-in-progress; on-going work includes, for
example, the addition of new features to account for computational fluid dynamics
or CONTAM airflow simulations [143].
Remark. There have been a number of studies aimed at comparing the performance
of equation-based modeling with procedural modeling. Wetter and Haugstetter
[135] report, for example, that the required development time for Modelica is less
than that needed for implementation of a model with similar physics in C/C++.
Thus, considering its strong language features and great simulation performance,
this dissertation utilizes the Modelica language and the Dymola environment in the
development of the case study applications.
3.2.3 Actor-based Tools
A partial list of actor-based simulation tools is as follows:
6. Ptolemy II [19] is a design platform for the component-based modeling and
design of embedded systems. Models are constructed as a set of interacting
components, with models of computation governing the semantics of compo-
nent interaction.
7. The Building Controls Virtual Test Bed (BCVTB) acts as a middleware to
manage the data exchange between different simulators, with each simulator
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implemented as an actor [136]. It provides mechanisms to link to building
automation systems (BAS) through the BACnet protocol, and couple simula-
tion models that can be encapsulated in functional mock-up units (FMU) with
other simulators. Building performance simulation (BPS) programs such as
Energy Plus, Dymola, MATLAB and Simulink can be deployed as actors. It is
based on Ptolemy II [19] and is implemented in Java. We refer the interested
reader to Wetter [134] for an in-depth summary of BCVTB capabilities and
the mathematics behind the data exchange during co-simulation.
BCVTB Related Work The BCVTB has been employed in a number of research
studies. For example, Kwak and colleagues [82] used the BCVTB framework acted
as middleware among a weather forecast program, EnergyPlus, and MPC-enabled
computations for prediction of energy consumption. They used real-time building
energy simulation models and daily updated weather forecasts to compute energy
consumption by MPC algorithms and compared the results with measured energy
consumption values. The results of this comparison were within the allowable sta-
tistical error range. Sagerschnig [107] utilized BCVTB and simulation to asses the
performance results of two control strategies – rule-based and MPC – for a real
building in Munich. Lastly, in a multi-domain investigation of energy consumption
and the need to provide a comfortable temperature range for workers in production
plants, Hafner et al. [61] utilized BCVTB for co-simulation between Dymola (for
building energy simulation) and Matlab and Simulink (for control studies).
The Functional Mock-Up Interface (FMI). The functional mock-up interface
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(FMI) [53] is an open-source standard designed to support exchange of dynamic
models and enable links between disparate simulation programs. Each participant
of the co-simulation is required to be described as a Functional Mock-up Unit
(FMU), composed of of xml-files and compiled C-code, and libraries. The FMI
standard has been adapted in many application cases in HVAC systems. For ex-
ample, Nouidui and co-workers [96] have used FMI technique to couple EnergyPlus
with other simulation programs. Nicolai [95] tested the application of the FMI
co-simulation between detailed physical building models coupled to Modelica-based
HVAC component and plant models.
3.3 BCVTB Software Architecture with MoC Annotations
Figure 3.6 is the same as Figure 3.2, except for annotations highlighting
the models of computation used in various parts of the BCVTB architecture in-

























Figure 3.6: Annotated co-simulation framework for integration of model predictive
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Figure 3.7: Multi-level control structure for HVAC systems.
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3.4 State-of-the-Art Control for HVAC
During the last two decades, many researchers in field of HVAC have devoted
considerable effort to the development and application of proper control methods.
From a modeling perspective, controllers are represented by series of equations or
set of formal logical rules that must be satisfied in every simulation step.
Solutions to this problem are complicated by the large scale of networks (which
need to be controlled) and the prevalence of distributed systems. To deal with this,
HVAC controllers can be divided into two categories as follows:
Supervisory Controllers. High-level supervisory controllers constrain the behav-
ior of the uncontrolled system. That is, to put restriction of the behavior of the
plant. They consider the system level characteristics and interactions among all
components in the system and their associated variables. The operation of HVAC
systems under supervisory control has been studied in [62,69,71,84,94,128,129,142].
Local Controllers. Low-level local controllers that allow HVAC systems to operate
properly and to provide adequate services. Local controllers can be divided into
[130]:
• Sequencing controllers define the order and conditions associated with switch-
ing equipment ON and OFF. As a case, pump sequencing controller, fan se-
quencing controller are examples of such category.
• Process controllers adjust the control variables to meet the required set point
considering the system dynamic characteristics. The typical process controllers
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used in the HVAC field are P, P-D, P-I, P-I-D controllers.
3.4.1 Supervisory Control Strategies
An overall classification of main supervisory control methods used in HVAC
systems is illustrated in [130]. According to this work, supervisory control in HVAC
systems could be classified into at least three categories, including model-free su-
pervisory, model-based supervisory, or hybrid supervisory control method. It is
important to note that such a classification may not be the best approach since
there are no clear boundaries among some control methods. The term model-based
method or a model-free method depends on whether or not numerical models are
used.
Shangwei [130] classifies the control methods using physical models, gray-box
models, and black-box models into the category of model-based methods. The
model-free supervisory control methods do not require a mathematical model of the
targeted system. Expert systems, or pure learning approaches can be grouped into
the model-free category. The selection of the control methods for a supervisory
control application plays a critical role in the development of an effective control
strategy to the optimal operation of HVAC systems.
3.4.2 Model Predictive Control
Model-predictive control (MPC) is a method for constrained optimal control,
which originally came from process industries such as oil refineries and chemical
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plants, in the late seventies and early eighties. Today, it covers a wide range of
applications from setpoint tracking in buildings control to trajectory tracking in
autonomous vehicle and cost reduction in economical systems. MPC deals with
modeling processes to optimize the control signals based on predicting how the
signals will evolve in future. The main principle of MPC is to compute a control
signal to minimize an objective function, which is usually a function of the system
states. The state space control model is then used as a constraint in the optimization
problem. The MPC algorithm is usually set up to compute the optimal control signal
over some period of time (steps in the future), but only the control signal at the first
time step is applied before the optimization is resolved and a new control signal is
generated. An application of MPC can be found in regulating the temperature of
a space by controlling the temperature of the supply air from HVAC. Since HVAC
systems tend to respond very slowly, MPC algorithms can be utilized to predict the
next step system behavior and apply the appropriate control inputs in advance.
One of the reasons MPC is gaining traction in the building systems research
community, is due to the superior levels of performance of MPCs in optimizing
building climate control while satisfying occupant thermal comfort. These emerging
approaches minimize an objective function and employ dynamic models of system
behavior in the evaluation of problem constraints.
Model predictive control (MPC) techniques are designed to optimize the per-
formance of nonlinear systems (e.g., HVAC), and can easily deal with multi-input
multi-output systems (e.g., multiple control variables, CV), and system constraints
and nonlinearities in an intuitive way [125]. A second important aspect of using
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MPC in building control stems from the method’s ability to implement the satis-
faction of occupant thermal comfort as a constraint. One approach to maintaining
occupant comfort is to maintain the temperature within an acceptable band based
on general comfort guidelines [28]. A second approach is to incorporate simplified
mathematical models for thermal comfort within the control algorithms. Predicted
mean vote (PMV) stands among the most recognized static thermal comfort models
and predicts a mean value for the vote of a large group based on the heat balance
of the human body. This index is computed based on two personal (e.g., metabolic
rate) and four environmental (e.g., air temperature) factors.
In economic MPC, the goal is to optimize a user defined cost function subject
to system constraints, which include simplified models of the physical behavior.
The result of the optimization is a sequence of control actions for the time horizon.
These actions act as inputs to either the simplified model used in the optimization
or more complex dynamic models of the system that have the means to update
the state of the system for the optimization in the next iteration. MPC algorithms
have been adopted in various domains from plant operation to building control.
Chandan et al. [25] have utilized MPC in the optimization of operating cost for a
combined cooling, heating and power (CCHP) plant. Their results indicate that
use of MPC leads to levels of attainable performance that are 8.5% better than
what is possible with rule-based control. Faruque et al. [50] have presented a co-
simulation engine GridMat; the purpose of it is to co-simulate the power systems
models as well as testing different control algorithms that are modeled in Simulink
to optimize power consumption of houses in a residential micro-grid problem. Their
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MPC techniques reduced the power consumption compared to the baseline control
and direct load control (DLC). Kolokotsa et al. [80] have combined MPC control
with a Building Energy Management System (BEMS). Optimal setpoints that satisfy
indoor environmental quality constraints are computed by an MPC that takes a
prediction of the indoor environment conditions as an input. This approach has
been tested on a real building in Hania, Greece, with satisfactory results. A similar
approach has been used by Privara [102] for MPC-enabled temperature control in a
real building. Estimates of potential savings range from 17-29%.
During the past decade, there have been numerous studies [24,27,54] focusing
on the interactions of building control and occupant thermal comfort. They mainly
focus on developing control architectures that reduce energy consumption while ac-
counting for models of thermal comfort (i.e., PMV, DTS). For example, Castilla
et al. [24] have presented a hierarchical thermal comfort PMV based control where
the upper layer includes a non-linear MPC and the lower layer is a PID controller,
which is in charge of reaching the setpoints set by MPC. This control approach was
tested in a typical bioclimatic room. The results show a 53% savings in energy when
the proposed structure was used as compared to energy savings by a classical MPC.
Freirea and co-investigators [54] have implemented PMV-based model predictive
control in two case studies, with the results indicating that is it is possible to simul-
taneously maintain thermal comfort and reduce energy consumption [30]. Cigler et
al. [28] used the PMV index in the MPC optimization formulation. Their results
indicate that when optimizing the PMV index in MPC, the energy is reduced 10%-
15%. Another approach is to identify dynamic thermal sensation (DTS) models for
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occupant thermal comfort and express the thermal sensation as a function of time
and indoor temperature. A DTS-based MPC was compared to a PMV-based MPC
to control the temperature of a chamber [27]. The experimental results revealed
that the DTS-based MPC using occupant feedback allowed for significant energy
saving while maintaining occupant thermal comfort as compared to the PMV-based
MPC. In DTS-based MPC, the room and thermal sensation models are the dynamic
transient models utilized in MPC.
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3.5 State-of-the-Art Procedures for Fault Detection and Diagnostic
Analysis in HVAC Systems
Within the building sector, degraded or poorly-maintained equipment account
for 15 to 30 % of energy consumption in commercial buildings [76]. Approximately
50 to 67 % of air conditioners (residential and commercial) are either improperly
charged or have airflow issues [77,111]. Faulty heating, ventilating, air conditioning,
and refrigeration (HVAC&R) systems contribute to 1.5 to 2.5 % of total commer-
cial building consumption [140]. Much of this energy usage could be prevented by
utilizing automated condition-based maintenance.
3.5.1 Automated Fault Detection and Diagnostics
Automated fault detection and diagnostic (FDD) techniques provide a means
of detecting unwanted conditions (i.e., “faults”) in systems by recognizing deviations
in real-time or recorded data values from expected values, and then diagnosing the
causes leading to the faults. FDD techniques provide mechanisms for condition-
based maintenance of engineered systems (e.g., buildings, health monitoring, power
plants and aviation systems). Proper implementation of FDD can enable pro-active
identification and remediation of faults before they become significantly deleterious
to the safety, security, or efficiency of the operating system.
During the last decade, considerable research has focused on the develop-
ment of FDD methods for HVAC&R systems. This work has been driven, in part,
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by the historically less-than-optimal operation of many state-of-the-art HVAC sys-
tems. Yet, in spite of recent advances in building simulation, automation and con-
trol (see the arrangement of ontologies, rules, reasoning and simulation software
in Figure 1.4), automatic methods for FDD of building systems remain at a rel-
atively immature stage of development. As a result, we require more advanced
FDD techniques that leverage the untapped capabilities of building automations
integrated with methods in artificial intelligence and semantic modeling. These in-
terdisciplinary FDD systems can benefit from utilizing knowledge repositories for
storing automation/simulation data and the inference-based reasoning techniques
to obtain additional higher information, such as sensors location, equipment service
area. State-of-the-art fault detection methods are equipment and domain specific
and non-comprehensive. As a result, the applicability of these methods in different
domains is very limited and they can achieve significant levels of performance by
having knowledge of the domain and the ability to mimic human thinking in iden-
tifying the source of a fault with a comprehensive knowledge of the system and its
surroundings.
3.5.2 Procedures for Fault Detection
3.5.3 Procedures for Diagnostic Analysis of Faults
Recent advances in building automation technologies provide a means for sens-
ing and collecting the data needed for software applications to automatically detect
and diagnose faults in buildings. During the past few decades a variety of FDD
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techniques have been developed in different domains, including model-based, rule-
based, knowledge-based, and simulation-based approaches. Katipamula and Bram-
bley summarize FDD research for HVAC systems [76]. Their work also describes
different fundamental FDD methods under the two main categories of model-based
and empirical (history-based) approaches. The major difference is in the nature of
the knowledge used to formulate the diagnostics. Model-based diagnostics evaluate
residuals between actual system measurements and a priori models (e.g., first prin-
ciple models). Data-driven empirical strategies, on the other hand, do not require
a priori models. The models used in model-based methods can be quantitative
or qualitative. Quantitative models represent the requisite a priori knowledge of
the system in terms of mathematical equations, typically as explicit descriptions of
the physics underlying system components. Qualitative models, conversely, combine
concepts such as descriptive “states” and “rules” into statements that are axiological
instead of mathematical, expressing operational correctness or desirability through
an axiology, a value system, appropriate to each physical application. As a result,
the building system operation can be continuously classified as being either faulty
or not faulty.
Rule-based strategies are one example of qualitative model-based FDD meth-
ods. Rules can be based on first principles or they can be inferred from historical
experiments, but in either case they represent expert qualitative knowledge that no
purely quantitative representation could model. The first diagnostic expert systems
for technical fault diagnosis were developed at MIT by Scherer and White [109].
Since then, diagnostic systems have evolved from rule-based to model-based and
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expert systems approaches. Semantic models offer a means for the representation
of distributed and explicit knowledge and provide ways through inference-based
rules to derive implicit knowledge. Berners-Lee and co-workers [17] points out to
the benefits of ontology usage for knowledge representation, and utilizing high-level
reasoning capabilities in the area of agent-based control solutions. Exploitation of
semantics and ontologies in the area of agent-based engineering systems has become
one of the hot topics recently. The main reason behind this trend is the success and
promotion of Semantic Web technologies to enable languages that are both machine
and human processable. Semantic Web-based applications have been developed in
the areas of health care [48], biology [85, 116], and transportation [34]. In the area
of fault detection and diagnostics, Batic [13] has developed an ontology-based fault
detection and diagnosis system and tested it on airport ontologies to detect the
high level irregularities in the operation of airport heating/cooling plants. Also,
Schumann [110] highlights the potential impacts of artificial intelligence techniques
such as ontologies on tackling the challenges in obtaining a unified diagnosis frame-
work. The benefit of this approach is that ontologies are an essential technology
guaranteeing data and information interoperability in heterogeneous and content-




This chapter has highlighted state-of-the-art methods of analysis and tools
for behavior modeling with various models of computation, simulation (and co-
simulation), control, and fault detection and diagnostics.
Energy simulation software packages cover a wide range of complexity, from
simple (Excel-spreadsheet) to tools for complex domain-specific analysis (e.g., finite
element analysis of fluid-flows around complex geometries). Most of these software
tools provide computational support for domain-specific tasks, and abstract from
consideration other factors that might affect system performance. Based on the fea-
tures of the modeling languages, equation-based, object-oriented languages such as
Modelica and supporting tools like Dymola are powerful tools for modeling building
systems.
It is now evident, however, that as the drive for energy reduction in build-
ings intensifies [2,105], future buildings will need to move toward the use of control
strategies [20, 21, 26, 73, 123] that result in superior levels of energy performance.
State-of-the-art energy control strategies are incapable of handling the multi-domain
complexities (and account for semantic representations and knowledge) and inter-
acting domains. To address these challenges there is a need for new approaches
to building simulation control that employ mixtures of formal and mathematical
model-based control algorithms. One solution is to exploit Semantic Web technolo-
gies in the area of HVAC control.
A common problem with verification of control algorithms in building systems
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prior to deployment in real buildings is the difficulty of software implementation
and systems integration. Thus, moving forward, there is a strong need for: (1)
new approaches to software engineering for building control system applications, (2)
publicly available tools (or methodologies) for the study of building system behavior
and control with MPC, and (3) modular, extensible tools that can easily handle a
multiplicity of high- and low-level building model abstractions, and a method to
evaluate the effectiveness of MPC with respect to these models.
Lastly, state-of-the-art fault detection methods are equipment and domain
specific and non-comprehensive. As a result, the applicability of these methods in
different domains is very limited and they can achieve significant levels of perfor-
mance by having knowledge of the domain and the ability to mimic human thinking
in identifying the source of a fault by using that comprehensive knowledge of the
system and its surroundings.
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Chapter 4: Knowledge Representation in Building Domain
The scope of building systems is large; the interacting domains span across
different areas from building structure and topology, to internal and external envi-
ronment conditions, utility, inhabitants, and mechanical equipment. Recent studies,
such as [58], explore the use of formal ontologies as a way of specifying content-
specific agreements for the sharing and reuse of knowledge. State-of-the-art building
simulation systems, lack the ability to utilize the knowledge of the building and its
surrounding domains. This knowledge can be explicit and represent the facts, or
maybe implicit by reasoning through the facts to derive new information. This chap-
ter explains the formal information models and knowledge structures that represents
the underpinning knowledge bases of a building.
4.1 Introduction
State-of-the-art building control strategies make decisions based on numeri-
cal values obtained from physical domains. They tend to overlook the semantic
knowledge and the essential information to the building energy such as occupant,
weather, utility, equipment and building geometry. Ambient Intelligence (AmI) is
an area that is gaining attention in the application of intelligent systems. In the
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early 90s, with the emergence of so-called “ubiquitous computing,” it was suggested
that computer and electric systems should be integrated into a physical environment
and behave in an intelligent, reasonable way based on their understanding of the
domain [133]. In this context, modern building automation and simulation systems
should utilize an interface to understand the semantics behind the building static
information and the dynamic and evolving characteristics, and to make the appropri-
ate preliminary decisions based upon them. As a case in point, it has been shown by
Braun [?] that in chilled water plants, storage-priority control provided near-optimal
performance when there were significant differentials between on-peak and off-peak
energy charges. However, without time-of-use (TOU) energy charges, chiller-priority
performed better. In this case, having the knowledge of utility domain will impact
the control strategy. To achieve this goal, this chapter builds upon the foundation
introduced in Chapter 2 and proposes how Semantic Web technologies will act as
a layer of abstraction in representing the semantic knowledge of the underpinning
and surrounding domains for buildings. In this software infrastructure, ontologies
are the semantic models that represent the key concepts of each domain, along with
their properties and their interconnections. Moreover, inference-based rules defined
on these concepts and reasoning capabilities provide mechanisms on deriving new
information based on the existing data stored in the ontologies.
Figure 4.1 depicts how domain specific ontologies utilize the concepts defined
in foundational, meta domain, ontologies of time and space along with spatial and
temporal reasoning. As a case, the “Room” concept in Building ontology utilizes
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Figure 4.1: Domain specific and domain independent ontologies
The domain-specific ontologies and rules are organized into three groups: (1)
engineering ontologies and rules, (2) surrounding environment ontologies and rules,
and (3) economic ontologies and rules. In Figure 4.7 red rectangles with heavy
dashed edges are used to highlight the important classes that participate in the
presented rules.
4.2 Previous Work
While technological advances have been made to modernize building simula-
tion and control frameworks, such solutions rarely experience widespread adoption
due to the lack of a generic descriptive model that would ease the deployment of
such frameworks in different buildings with minor adoption cost. Recent attempts
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have sought to address this issue through data standards and metadata schemes.
As a case in point, the Brick project [12] is an effort to achieve that goal. Brick
provides uniform schema for representing metadata in buildings. It provides core
ontology defining the fundamental concepts and their relationships. This semantic
infrastructure was tested using six buildings Building Management Systems (BMSs)
with sensors and equipment from different vendors. They were tested against dif-
ferent criteria of completeness, representing all the metadata information (such as a
sensors location, type, etc. contained in a buildings BMS), expressiveness, captur-
ing all important relationships between data points that are explicitly or implicitly
mentioned in a buildings BMS. Other research projects have also, investigated and
developed ontology based approaches to the building automation domain [139] have
used ontologies as the generic application model facilitating an integration of hetero-
geneous building automation networks. They combined classical data-driven energy
analysis with novel knowledge-driven energy analysis that is supported by ontology
and rulesets. The analysis is performed on information collected from building au-
tomation devices and inference of an energy waste based on the state of those devices
and the user behavior. Valiente [124] utilizes a semantic framework, IntelliDomo,
to represent ambient intelligence. IntelliDomo allows managing the control of the
building automation system itself. The state of the components that comprise a
determined domotic installation is continuously obtained from the database where
its values are stored and translated into instances of OntoDomo ontology. With this
information, together with the SWRL rules defined by the user, IntelliDomos infer-
ence engine would fire the appropriate rules that will change the state of the system
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devices. [47] focuses on the ontology development process to deliver an intelligent
multi-agent software framework (OntoFM) supporting real time building monitor-
ing. Their framework is comprised of, interrelated ontologies, including building
ontology, sensor ontology and supporting ontology (mereology and topology ontolo-
gies) with the purpose of supporting the real time knowledge query of the underlying
multi-agent framework. Mahdavi [88] introduced an ontology and associated data
models for the representation and incorporation of multiple layers of data pertain-
ing to inhabitants, indoor and outdoor environmental conditions, control systems
and devices, equipment, and energy flows. This richly structured data representa-
tion will facilitate the collection, storage, sharing and analyses of monitored data in
different applications including building automation, facility management, building
diagnostics, and building performance simulation. Han [63] proposed BMS system
architecture that is based on ontology and inference engine. It gathers various sen-
sors data and equipment state data to decide the status of the building and to output
control commands. Corry [33] proposed an ontology that receives data from building
objects, sensors and simulation models and assessed that data in a structured way.
That is, to use the ontology as a repository, or data integration tool. Han [64] used
a rule-based ontology reasoning for context-aware building management to reduce
energy waste. They use Jena Rules for reasoning purposes in context and policy.
Moreover, the framework has been tested for a real office to estimate the effect of
energy saving measures. Furthermore, energy simulation was performed with and
without the rule-based ontology system. The results were more promising regard-
ing lower energy waste when a rule-based ontology approach was used. Han [65]
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utilizes ontology and inference rule sets for smart home control of appliances. Jena
API was used to develop the ontology framework and the inference rule sets. Terka
and co-workers [117] explain the conversion of an EXPRESS schema representing
Industry Foundation Classes (IFC) into an OWL ontology. IFC is the standard
used for BIM. Beetz [16] developed a converter to transform any format using an
EXPRESS schema, like IFC to RDF. Baumgartel [14] study an optimization frame-
work for green building design. They used the converted RDF from BIM models
and provided input to the simulation model based on the values from the ontology.
In above-mentioned literature, ontologies have been used as either a unified data-
model and they dont leverage the untapped potentials of reasoning and inference
offered by semantic web technologies. These capabilities should be used alongside
the advanced monitoring and control techniques that operate based on mere digital
values.
Our goal in building automation and control is to emulate human thinking
and inferencing processes. For our purposes, this can be interpreted as event-driven
decision making and control with a semantic description of domains and associated
rules. To achieve this goal, it is necessary to have network/Web access and awareness
of the environmental and building system state and formal systems for inferencing
processes. This chapter elaborates how Semantic Web technologies can play a pivotal
role in achieving this goal.
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4.3 Meta-Domain Ontologies and Rules
In systems analysis, a meta model defines the languages (semantics) and pro-
cesses (structure and constraints) from which models can be formed. The meta
model for SysML [87] defines, for example, more than 250 entities from which SysML
diagrams can be constructed. The semantic modeling counterpart of software en-
gineering meta-models is meta-domain ontologies and rules that have universal ap-
plication to the implementation of targeted domain models. Sometimes the name
fundamental is used instead of meta-domain. In either case, semantic descriptions of
time, space, physical units and currency can all be thought of as essential elements
for describing how our world actually works.
This research employs temporal reasoning in computations to define electricity
tariffs and applicable rates for specific intervals of time. And it uses spatial reasoning
to determine the relationship of sensor and occupants to geometric entities such as
rooms and building zones.
4.3.1 Temporal Ontology and Rules
Temporal Theories. Hayes [66] identifies six main concepts of time. Among this
set, four are selected to support ontological representations of time in engineering.
They are:
1. Time-interval: Pieces of time located on the temporal continuum serve as the
basis for the temporal theory
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2. Time-duration: A constant amount of time.
3. Time-point: The notion of a point in time supports this temporal theory;
Sometimes this concept is assimilated to a “position in temporal coordinate
system” which has no duration, but is useful in locating an event.
4. Time-dimension: Time is considered a physical dimension such as length, mass
or voltage, with unit and physical properties.
Existing ontologies of time employ a combination of these four concepts, but are
otherwise strongly influenced by the targeted need for which they were developed.
In OWL-Time [118], the time ontology based upon the Web Ontology Language
(OWL), Instant and Interval serve as foundational temporal entities.
Allen’s Interval Algebra. Allen’s temporal interval calculus [5, 6] identifies thir-
teen relationships between any ordered pair of convex time intervals.











intDuring ( I1, I2 ) intOverlaps ( I1, I2 )intFinishes ( I1, I2 )intStarts ( I1, I2 )
intMeets ( I1, I2 )intBefore ( I1, I2 )
Figure 4.2: Schematic of Allen’s temporal intervals. [101]
The seven main relationships are illustrated in Figure 4.2. Six inverse relations also
exist.
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Given two time intervals I1 and I2, a time-point t and a proposition φ, we can
ask a variety of questions about the time domain, such as:
1. Does t occur within I1?,
2. Is the interval I1 equals to I2?,
3. What interval represents the temporal intersection of I1 and I2?,
4. Does interval I1 contains interval I2?,
5. Does interval I1 occur before or after interval I2?
6. Do intervals I1 and I2 meet?
7. Do intervals I1 and I2 start and/or end at the same instants?
Logical questions include:
1. Does the proposition φ hold within the interval I1?, and
2. If φ holds during the interval I1, does it hold during I2 too? Does the proposition
φ hold before or after the interval I1?.
Prototype Temporal Ontology and Rules. Figures 4.3 and 4.4 illustrate the
classes and properties in the prototype time ontology, and sample rules for comput-
ing the relationship between intervals of time.
The time ontology is defined by four classes; TemporalEntity, OpenTimeInter-
val, Instant and ProperTimeInterval. The classes OpenTimeInterval, Instant and
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Figure 4.3: Time ontology and associated data and object properties.
Jena Rules
// Time Rule 1: Deduction of happensBefore time instants....
[ TimeRule01: (?x rdf:type te:Instant) (?y rdf:type te:Instant) (?x te:hasTime ?t1)
(?y te:hasTime ?t2) lessThan(?t1,?t2) -> (?x te:happensBefore ?y) ]
// Time Rule 2: Deduce if a time instant is inside a time interval
[ TimeRule02: (?x rdf:type te:TemporalEntity) (?y rdf:type te:Instant)
(?x te:beginsAt ?t1) (?x te:endsAt ?t2) lessThan (?t1, ?t2)
(?y te:hasTime ?t3) lessThan(?t1,?t3) greaterThan(?t2,?t3) ->
(?y te:isInInterval ?x) ]
Figure 4.4: Two rules for reasoning with time.
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ProperTimeInterval are subclasses of TemporalEntity. Temporal entities are defined
by three properties, hasDuration (duration), beginAt (dateTime) and endsAt (date-
Time). An open time interval adds two more properties, hasTimeAnchor (dataTime)
and hasDuration (string). Instances of time add the data property hasTime (data-
Time), plus two object properties, happensAfter and happensBefore. The latter are
enough to create ordered lists of instances of time. Proper time intervals add prop-
erties to support the results of computations that evaluate the relationship among
intervals of time (e.g., intBefore, intAfter, intContains, intMeets, intFinishedBy).
Figure 4.4 shows two illustrative rules for reasoning with instances and in-
tervals of time. The first, determines if an instance of time (?x) occurs before a
second instance of time (?y). Notice how the the Jena Rules builtin function has
been designed to work with dataTime arguments. The second rule deduces if a time
instance (?y) lies inside the interval (?x). Rules can also be written to fill out the
range of Allen’s interval calculus (see Figure 4.2).
4.3.2 Spatial Ontology and Rules
Spatial logic is concerned with regions and their connectivity, allowing one to
address issues of the form: what is true, and where? Formal theories for reasoning
with space – points, lines, and regions – are covered by region connected calculus
[106]. A robust implementation of two-dimensional spatial entities and associated
reasoning procedures is provided by the Java Topology Suite (JTS) [74].















Figure 4.5: Abbreviated representation of spatial (geometry) ontology and associ-
ated data and object properties.
Jena Rules
// Rule to check if a sensor is inside a room ...
[ BuildingRule01: (?r rdf:type bld:Room) (?r bld:hasGeometry ?rg)
(?rg geom:hasGeometry ?rjts) (?s rdf:type sen:Sensor)
(?s sen:hasGeometry ?sg) (?sg geom:hasGeometry ?sjts)
getPointInPolygon(?sjts,?rjts,?t)
equal(?t, "true"^^xs:boolean) -> (?s bld:isInRoom ?r)]
Figure 4.6: Rules to determine the rooms in which sensors have been placed.
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abbreviated representation of our experimental spatial (geometry) ontology and as-
sociated data and object properties. High-level classes – abstract concepts – are
provided for entities that represent singular geometry (e.g., AbstractGeometry) and
groups of entities (e.g., AbstractGeometryCollection). Specific types of geometry
(e.g,, Polygon, MultiPoint) are organized into a hierarchy similar to the Java im-
plementation in JTS. The high-level class AbstractGeometry contains a Datatype
property, hasGeometry, which stores a string representation of the JTS geometry.
For example, the abbreviated string “POLYGON (( 0 0, 0 5, ... 0 0))” shows the
format for pairs of (x,y) coordinates defining a two-dimensional polygon. This fea-
ture allows a semantic model to visit a domain data model, and gather a complete
description of the two-dimensional geometry. Within Jena Rules, families of builtin
functions can be developed to evaluate the geometric relationship between pairs
of spatial entities (e.g., to determine whether or not a point is contained within a
polygon). Figure 4.6 shows, for example, the Jena Rule that identifies the room in
which a sensor is placed. An English translation of the rule fragments is as follows:
If (?r) is a room with geometry (?rg) and string representation (?rjts), and (?s) is a
sensor with geometry (?sg) and string representation (?sjts), then the builtin func-
tion getPointInPolygon(?sjts,?rjts,?t) will determine if the sensor (point geometry)
is inside the room (polygon geometry) and return the result as a boolean (?t). If (?t)
is true, then the sensor is inside the room and a new relationship (?s bld:isInRoom
?r) is created. A similar rule would be written to establish the relationship between
sensors and HVAC zones.
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Figure 4.7: Schematic of building ontology classes and properties.
Jena Rules
[ BuildingRule02: (?r1 rdf:type bld:Zone) (?r1 bld:hasGeometry ?r1g)
(?r1g geom:hasGeometry ?r1jts)
(?r2 rdf:type bld:Zone) (?r2 bld:hasGeometry ?r2g)
(?r2g geom:hasGeometry ?r2jts)
notEqual( ?r1jts, ?r2jts ) getPointInPolygon( ?r1jts, ?r2jts, ?t)
equal(?t, "true"^^xs:boolean) -> (?r1 bld:intersects ?r2)]
Figure 4.8: Rule to check if two zones intersect.
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4.4 Engineering Ontologies and Rules
In this dissertation, the engineering ontologies and rules cover four domains: (1)
buildings, (2) mechanical equipment for HVAC systems, (3) sensors, and (4) proce-
dures for fault detection and diagnostics.
4.4.1 Building Ontology and Rules
The overall performance of buildings depends on the building fabric consisting of
the building roof, walls, windows and doors. The material, orientation, and building
geometry and topology. The prototype building ontology and rules (see Figures 4.7
and 4.8) provide computational support for the representation of two-dimensional
floorplan geometry, modeling relationships between elements of floorplan geometry
and sensors, zones for HVAC control, and building elements such as doors, windows
and walls. The latter are modeled as subclasses of a component that has geometry
described by a JTS string.
Connections to the mechanical equipment and occupancy domains are achieved
through data properties for the building environment state; see, for example, has-
RoomSetpoint and isOccupied. Object properties record the relationship of a room
to relevant HVAC zones and sensors. Windows have the boolean data property
isOpen to record whether or not a particular window is open. As we will ee soon in
the case study problem, this parameter plays a pivotal role in diagnostic analysis of
the causes leading to a fault in mechanical equipment.
The prototype software implementation has one rule for determining the spa-
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Figure 4.9: Schematic of equipment ontology classes and properties.
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tial relationship among zones of the building. The rule systematically retrieves the
JTS geometry of each zone, verifies they are not equal, and then uses the builtin
function getPointInPolygon() to verify their geometric relationship. As previously
noted, these backend computations are handled by the Java Topology Suite soft-
ware [74].
Jena Rules
// Close the valve when the coil temperature is the same as coil setpoint.
[ EquipmentRule01: (?coil rdf:type eq:Coil) (?coil eq:hasCoilSetpoint ?sp)
(?coil eq:hasCoilTemperature ?cp) equal(?sp,?cp)
(?coil eq:hasValve ?valve) ->
(?valve eq:isShutOff "true"^^xs:boolean)
// If the valve is shut, the temperature of the air that passes through the coil
// has to be the same. Otherwise, the valve is leaky
[ EquipmentRule02: (?hwv rdf:type eq:Valve) (?hwv eq:isShutOff "true"^^xs:boolean)
(?c rdf:type eq:Coil)(?c eq:hasValve ?hwv) (?c eq:Tad ?t1)
(?c eq:Tas ?t2) notEqual(?t2 ?t1) ->
(?hwv eq:isLeaky "true"^^xs:boolean)
(?hwv eq:hasNormalOperationalStatus "false"^^xs:boolean)
// If the a valve fails, the AHU fails too ...
[ EquipmentRule03: (?hwv rdf:type eq:Valve) (?AHU eq:hasCoil ?c) (?c eq:hasValve ?v)
(?v eq:hasNormalOperationalStatus "false"^^xs:boolean) ->
(?AHU eq:hasNormalOperationalStatus "false"^^xs:boolean)]
Figure 4.10: Rules for establishing the operational status and simple operations of
mechanical equipment.
4.4.2 Mechanical Equipment Ontology and Rules
Figures 4.9 and 4.10 illustrate the concepts (i.e., ontology classes), properties
(i.e., data and object properties) and rules governing the operation and identification
of faults in mechanical systems equipment. In practice, datatype property values
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associated with the various ontologies will be set from streams of data either per-
formed by a simulation tool (e.g. EnergyPlus, Dymola and TRNSYS) [36, 79, 120],
or perhaps from measurements taken in a real building, working in conjunction with
BACnet protocols [22] and a co-simulation middleware.
The semantic graph shown in Figure 4.9 is quite broad, covering concepts of
HVAC systems from chillers and fans to zones. The scope of our investigation focuses
on faults associated with valves, coils and air handling units. Basic rules (see Figure
4.10) are provided for: (1) controlling the flow in a coil valve, i.e., close the valve
when a target setpoint is reached in the coil, (2) determining if a valve is leaky, i.e.,
when the temperature changes across the coil, (3) identifying situations where the
normal operational status of a valve is false. Thus, we are able to determine that
when a cooling coil valve is faulty, the associated air handling unit is also faulty.
4.4.3 Sensor Ontology and Rules
Figure 4.11 shows the classes and properties in our experimental sensor on-
tology. Our goal is to provide computational support for modeling: (1) sensor
operation, including when a sensor reading might be outside an acceptable working
range, and (2) determining the location of a sensor relative to the environment in
which it is embedded. These objectives are achieved with three classes: Sensor,
Measurement, and the external class Geometry. Support for modeling various types
of sensor (e.g., temperature sensor, flow sensor, and CO2 sensor) is provided through
the definition of specialized sensor classes that subclass Sensor. The class Measure-
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Figure 4.11: Sensor ontology classes and properties.
Jena Rules
// Simple rule to check if a sensor is broken ...
[ SensorRule01: (?s rdf:type sen:Sensor) (?s sen:hasMeasurement ?m)
(?m sen:hasValue ?r) isOutOfRange(?m ?t) ->
(?s sen:isBroken ?t) ]
Figure 4.12: Rule to compute intersection of zones.
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ment has data properties to keep track of the current sensor value, the time, and
the units associated with the measurement.
Two sensor rules (see Figure 4.12) are supported: (1) To determine if a sen-
sor reading is beyond the acceptable range, (2) To determine the room in which
the sensor is located. The first rule uses the classes Sensor and Measurement and
associated properties. The second rule uses the classes Sensor and Geometry.
Figure 4.13: Fault detection and diagnostic ontology classes and properties.
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Jena Rules
// General purpose rule for recording when a fault has occurred.
[FDDRule01: (?st rdf:type fdd:State) (?st fdd:hasCurrentValue ?csv)
(?st fdd:belongsToFault ?F) (?st fdd:hasExpectedValue ?esv)
notEqual(?csc,?esv) -> (?F fdd:hasOccured ’’true’’) print(’faultoccured’)]
Figure 4.14: Rule for detecting a faulty state.
4.4.4 Fault Detection and Diagnostic Ontologies and Rules
This ontology captures the knowledge required for the process of detecting a
fault in a system and identifying the root causes of the anomaly. The fault detection
and diagnostic (FDD) ontology (see Figure 4.13) captures the knowledge needed
for: (1) identifying that a fault exists, and (2) systematically diagnosing the fault to
find the root causes. The main classes in this process are State, Fault, Hypothesis
and Evidence. State is a high-level state representation that has data values –
see, for example, the boolean properties hasExpectedValue and hasCurrentValue –
common to many types of state representation. Our experimental FDD ontology
also supports DTSState, a subclass of State, designed to represent states associated
with dynamic thermal sensation (DTS).
4.4.5 Fault Detection and Diagnostic Procedures
Figure 4.15 is a flowchart for fault detection and the identification and verifi-
cation of relevant hypotheses and supporting evidence. The step-by-step prcedure

























Figure 4.15: Flowchart for identification of faults, and identification and verification
of hypotheses and supporting evidence.
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the classes State, Fault, Hypothesis and Evidence. A fault is indicated when the
current and expected values of a state are in conflict. Each fault has a hypothesis
that needs to be supported by evidence. The evaluation procedure works back-
wards. Verification of the evidence is a prerequisite to validating a hypothesis. In
an implementation of the procedure, data properties indicate whether or not a fault
has been verified, whether or not a hypothesis has been verified, and whether or not
supporting evidence is valid. This procedure is mirrored by a set of rules shown in
Figure 4.14.
4.5 Surrounding Environment Ontologies and Rules
The surrounding environment ontologies and rules include model support for
the building occupants and weather phenomena.
4.5.1 Occupant Ontology and Rules
While several studies [4, 86] have recently identified the importance of including
inhabitants as an integral part of simulation and control of energy systems and in-
door environments, present-day procedures rely on predetermined occupancy sched-
ules [46] and/or empirical estimates based on sensors [78]. For fault detection and
diagnostic analysis of mechanical equipment in buildings, solutions are complicated
by the strong coupling of human presence, comfort and behavior, to details of the
building state (e.g., whether or not a window is open) and surrounding environment
(e.g., what side of the building is in the sun).
92
Figure 4.16: Schematic of occupant ontology classes and properties.
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Jena Rules
// Determine romm in which an occupant is located.
[ OccupantRule01: (?r rdf:type bld:Room) (?o rdf:type occ:Occupant)
(?o occ:hasOccupantGeometry ?og)
(?og geom:hasGeometry ?ojts)
(?r bld:hasGeometry ?rg) (?rg geom:hasGeometry ?rjts)
getPointInPolygon(?ojts,?rjts,?t)
equal(?t, "true"^^xs:boolean) ->
(?r bld:hasOccupant ?o) print(?o,’OccupantisInRoom’,?r,?t)]
// When positive values of DTSIndex are greater than 0.3, an occupant is not comfortable.
[ OccupantRule02: (?oc rdf:type occ:Occupant)
(?oc occ:hasDTSIndex ?v) greaterThan(?v,0.3)




Figure 4.17: Rule for occupants location and thermal comfort.
Figures 4.16 and 4.17 take a first step toward the development of an ontology
and rules for modeling occupant presense. The ontology expands upon the work of
Mahdavi and Taheri [88], and considers four subcategory problems: (1) location,
(2) actions (e.g., open/close window), (3) attitudes (e.g., thermal sensation) and (4)
preferences in terms of temperature and moisture of the air. We model occupant
location with a point geometry in the building, Figure 4.17 shows two rules that
infer occupant’s location and thermal comfort respectively.
One way to populate this ontology, in simulation, is with the occupants’ be-
havior data obtained from the occupancy simulation frameworks such as DNAS and
from models such as obXML [70]. In the case of real buildings, CO2 and other sensor
data will be used. The knowledge stored in this ontology will be used in deriving
implicit knowledge. As a case, occupant’s location will be used to infer occupant’s
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presence in a room.
Figure 4.18: Partial view of weather ontology classes and properties (Source:
Adapted from Staroch [114]).
4.5.2 Weather Ontology and Rules
Based upon the work of Staroch [114], Figure 4.18 presents the concepts
that are used in Weather Ontology. The main concepts are Weather Phenomenon,
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Jena Rules
// Use current temperature value to identify a frosty temperature condition ...
WeatherRule01: (?t rdf:type we:Temperature) (?t we:hasTemperatureValue ?tv)
lessThan(?tv,0) -> (?t rdf:type we:Frost)
(?t, we:isCondition, "true"^^xs:boolean) print(?tv,’FrostCondition’)]
// Use current temperature value to identify a heat temperature condition ...
WeatherRule02: (?t rdf:type we:Temperature) (?t we:hasTemperatureValue ?tv)
greaterThan (?tv,30) -> (?t rdf:type we:Heat)
(?t, we:isCondition, "true"^^xs:boolean) print(?tv,’Heat’)
Figure 4.19: Rules to detect weather condition.
Weather Report, and Weather State. The weather state is composed of different
Weather phenomenon class holds the physical attributes regarding the weather such
as the temperature, pressure, solar radiation, wind and cloud. Weather data is ob-
tained from [132], a free and open source API (application programming interface)
that provides access to historical as well as current and future forecast weather data
from an online server. A Weather report can include data about the current weather
or a forecast, specified in terms of start time and duration. For example, a medium
range weather report has duration of more than 3 hours, with a start time of less
than 12 hours into the future.
Figure 4.19 presents two rules that use the current temperature value to iden-
tify frost and heat temperature conditions. A Frost temperature condition occurs
when observed temperature is below 0°C. A Heat temperature condition occurs when
observed temperature is above 30°C. Similar temperatures range can be defined for
Cold, Below Room Temperature (at least 10°C and less than 20°C), and so forth.
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This knowledge is very valuable for equipment operation. As a case, use ther-
mal energy storage to make ice when there is heat advisory in the forecast.
4.6 Economic Ontologies and Rules
4.6.1 Utility Ontology and Rules
On important area of knowledge representation for building simulations is the
utility domain. It is gaining more attention in building-to-grid-integration appli-
cations. One draw back of the state-of-the-art building simulation systems is the
utility tariff is not modeled into the simulation in an easy to change, machine read-
able format. This ontology, along with its rule-sets, will provide a semantic model
for defining different seasons, and time interval during a day for mid, off, and on
peak rate structures. The benefit is that it is scalable and can be extended to include
different utility tariffs. The building blocks of this ontology are borrowed from the
time ontology used by Petgna [100], mainly the time interval and time instant.
Utility Ontology and Rule Sets. The purpose of this ontology is to capture
the essential concepts involved in modeling of utility tariffs. The semantic modeling
expands the temporal framework developed by Petnga and Austin [100]. It uses Jena
API to create an ontology for defining electricity tariffs by extending the concepts
from the time ontology. Temporal reasoning is achieved by defining rules that reason
about time. For example, temporal reasoning is used to determine if a specific point
in time is in an interval, or if an interval of time happens before another interval.
The classes of the utility ontology are extensions from the time ontology.
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Figure 4.20: Schematic of utility ontology.
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Figure 4.20 is a graphical representation of concepts, properties and relation-
ships in the utility ontology. At the center of the ontology is the class “Season,”
which is a time interval with a beginning and an end date time. Depending on
the rate structure, each season may have one or more, e.g., on/off/mid peak/peak,
intervals. This is represented in Class “Peak Interval.” A peak interval has a be-
ginning and an end time in each day, and has an associated rate. The rules will
determine if any point of time is a peak time and what the associated rate is. The
rules identify which season the time of use belongs to. It then identifies which rate
structure within that season applies based on the hour in a day. Finally, it checks
to see if the hour is a peak hour and what the associated utility price is.
Figure 4.21 displays some sample Jena rules defined for the Utility ontology.
UtilityRule01 identifies the season of operation based on “Time-of-the-Use”. Fol-
lowing that, UtilityRule02 decides which rate category (on/off/mid) applies to a
specific time. UtilityRule03 sets the flag of “onPeak” equal to the value of “isPeak”
in that time interval, i.e., if time of use is in the on-peak category, the flag is set to
“true”. Finally, UtilityRule04 deduces the cost of electricity based on the hour and
date of use.
4.7 Semantic Integration of Building Ontologies and Rules
This framework for knowledge representation will support semantic interoper-
ability for different control algorithms to receive the data with unambiguous, shared
meaning. This capability is a requirement to enable machine computable logic,
99
Jena Rules
// Utility Rule deduction if a time instant is in an regular hour interval
[ UtilityRule01: (?interval rdf:type te:TemporalEntity) (?interval te:endsAt ?end)
(?interval te:beginsAt ?begin) (?t rdf:type te:Instant)
(?t te:hasTimeValue ?time) lessThan(?begin,?time)
lessThan(?begin,?end) greaterThan(?end,?time) ->
(?t te:isInHourInterval ?interval) print(?t,?interval,’inHour’)]
// Rule 16 deduction if a time instant is in before/after midnight hourly interval
[ UtilityRule02: (?interval rdf:type te:TemporalEntity) (?interval te:endsAt ?end)
(?interval te:beginsAt ?begin) (?t rdf:type te:Instant)
(?t te:hasTimeValue ?time) greaterThan(?begin,?end)
lessThan(?begin,?time) ge("23:59:59"^^xs:time,?time) ->
(?t te:isInHourInterval ?interval) print(?t,?interval,’inHour’) ]
[ UtilityRule03: (?interval rdf:type te:TemporalEntity) (?interval te:endsAt ?end)
(?interval te:beginsAt ?begin) (?t rdf:type te:Instant)
(?t te:hasTimeValue ?time) greaterThan(?begin,?end)
lessThan("00:00:00"^^xs:time,?time) greaterThan(?end,?time) ->
(?t te:isInHourInterval ?interval) print(?t,?interval,’inHour’)]
// Inferring the utility rate based on the season and the hourly intervals
[ UtilityRule04: (?tou rdf:type te:TimeOfUse) (?tou te:isInInterval ?season)
(?tou te:hasTimeValue ?time) (?tou te:isInHourInterval ?hourInterval)
(?interval rdf:type te:Season) (?interval te:hasPeak ?hourInterval)
(?hourInterval te:hasRate ?rate) (?tou te:isInInterval ?interval) ->
(?tou te:hasPrice ?rate)
print(?season,?tou,?hourInterval,?rate,’hasPrice’)]
// Setting peak charge to true for OnPeak
... details of UtilityRule05 removed ...
// Setting peak charge to true for MidPeak
... details of UtilityRule06 removed ...
// Setting peak charge to false for OffPeak
... details of UtilityRule07 removed ...
// Determining if a specific interval has high peak (mid or on) or has low peak (off)
[ UtilityRule08: (?t te:isInHourInterval ?interval) (?interval te:isPeak ?peak) ->
(?t te:onPeak ?peak)]
Figure 4.21: Sample Jena rules for utility ontology.
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inferencing, knowledge discovery, and data federation between information systems.
4.8 Summary
This chapter elaborated the ontologies required for knowledge representation
in building simulation systems. This technique is highly scalable since the ontolo-
gies are decoupled from the building simulation and it can be extended to include
more domains of interest. As a case, a domain that represents a building policy of
operation and whether or not the building meets code requirements. This extensible
approach allows users to extend new informational dimensions as with adding new
ontologies with their governing rules. Finally, this section elaborates on the rele-
vance of the domain independent ontologies in the development of domain ontologies
by showing a case study in the case of building simulation domain. Utilizing seman-
tic inference-based rules has several advantages: (1) Rules that represent policies
are easily communicated and understood, (2) Rules retain a higher level of inde-
pendence than logic embedded in systems, (3) Rules separate knowledge from its
implementation logic, (4) Rules coupled from the model can be changed without
changing source code or the underlying model, and (5) The Framework is extensi-
ble and can expand to include more constraints. An inference-based approach to
problem solving is particularly beneficial when the application logic is dynamic (i.e.,
where a change in a domain needs to be immediately reflected throughout the ap-
plication) and rules are imposed on the system by external entities. Both of these
conditions apply to the simulation and control of energy systems in buildings.
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Chapter 5: Case Study Applications
This chapter presents three case study applications covering knowledge repre-
sentation in building monitoring and control, and fault detection and diagnostics.
The applications areas are as follows:
1. Semantically-enabled control strategy for building simulation that includes
model predictive control (MPC) for detection of occupant thermal comfort,
2. A semantic-based utility description for MPC in a Chiller Plant Operation,
3. Knowledge-based fault detection and diagnostics for HVAC systems.
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5.1 Case Study 1: Semantically-Enabled Control Strategy for Build-
ing Simulation with MPC and Modelica (Dymola)
5.1.1 Problem Description
The case study examines the problem of conditioning a large five-zone room











Figure 5.1: Plan view of large room with five thermal zones.
The system has one air-handling unit (to serve the five zones), and one economizer
to take advantage of outdoor air if the condition permits.
5.1.2 Problem Goals
The goal of this case study is to understand how different control strategies
perform with regard to room setpoint tracking and occupants thermal comfort level.
Two control case studies are considered:
Control Case 1: A rule-based supervisory control strategy where the room set-
point is based on time and a fixed schedule.
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Control Case 2: A co-simulation approach that incorporates optimization-based
MPC control with semantic knowledge to adjust the setpoint temperature for
the occupied zones so that thermal comfort requirements are not violated.
The MPC computes the optimal zone temperature subject to constraints of
the occupant dynamic thermal sensation model and the room physical models.
In both cases, the control objective is to keep the dynamic thermal sensation (DTS)
index in the recommended range of -0.5 to 0.5 when the large room is occupied.
5.1.3 Problem Setup
Figure 5.2 is a schematic of the physical system model and Dymola environ-
ment, and a zoomed-in view of BCVTB integration with the physical model.
For the physical simulation, the room model along with the VAV boxes, air-
conditioning unit, and the local PI and PID controllers are adapted from examples
developed in the Dymola environment and distributed in the Modelica Buildings
Library [92]. This library allows for rapid development of building systems models
and has components for co-simulation purposes. The supervisory control is imple-
mented using the Modelica State-Graph library. The library is used to represent
state machines and capture how the system transitions through various states and
occurrences of the events [99]. The MPC is implemented in Matlab in order to
take advantage of that program’s extensive library of optimization routines. Co-
simulation between the MPC and Dymola is implemented in BCVTB.





















































































of dynamic behavior that are significantly simpler – often orders of magnitude sim-
pler – than those used for simulation of the physical system. As such, estimates of
building performance within the MPC decision making process are less accurate than
those generated by full-scale building simulations. To improve upon state-of-the-art
capability and close this gap, this research proposes a new architectural framework
for co-simulation, Figure 3.2, that uses simplified models for DTS-based MPC de-
cision making coupled with higher fidelity models for estimating actual building
performance through BCVTB middleware. The higher fidelity models include de-
tailed time-history simulations with tools such as Modelica, but can also include
regression analyses based upon real-world data. In real building applications, the
simulation model in Figure 3.2 is replaced by an interface with a real building using
the BACnet protocol [22].
Data Exchange and Co-Simulation Framework. Figure 5.3 is a flowchart that
represents the data exchange between the participating simulation actors in Control
Case 2. The process begins with the MPC actor receiving the inputs of different zone
temperatures from the physical models and weather forecasts; the MPC provides
an optimal room setpoint back to the physical model. It is important to note that
the supervisory control, can override the DTS-based MPC setpoint and provide
the relevant control signals to the Modelica models. In the test case setup, room
setpoints are only passed to the local PID controllers when the building is occupied





Room Temperature Room Temperature Control Signal






Figure 5.3: Flow diagram for data exchange in BCVTB
Figure 5.4: BCVTB framework DTS-based MPC and Modelica simulation model.
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A schematic of the co-simulation framework and communication among the
participating simulators is shown in Figure 5.4. For the dynamic sensation model
(simulated in MATLAB) and the physical model in Dymola, the simulation time step
is 900 seconds. Synchronization of computational results occurs at each time step
– in particular, the MPC actor exchanges the setpoint temperature with the indoor
zone and outdoor temperature in Dymola. Figure 5.5 shows the setpoint, room
temperature, and control signal for this configuration. Finally, Figure 5.6 illustrates
the representative implementation of the DTS model for this configuration.
DTS-based MPC Formulation. Based on the model developed by Chen et
al. [27], the DTS-based MPC formulation optimizes the occupant comfort level.














Equation 5.1 minimizes the energy consumption by decreasing the difference between
the setpoint (i.e., supply) and the room temperature. Its second purpose is to
minimize the difference between two consecutive indoor temperatures. The cost
function is subject to the minimum and maximum possible supply temperature and
the thermal sensation index range.
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Figure 5.6: Dynamic thermal sensation model – Acceptable range is -0.5< DTS <
0.5
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q(k) represents the optimization slack variable. The simulation time and horizon
time step are represented by t and k, respectively. In this equation, Tchmbr(t) and
Tsply(t) denote the chamber and supply air temperature, respectively.
Subject to:
ymin − q(t+ k|t) ≪ TS(t+ k|t) ≪ ymax + q(t+ k|t)q(t+ k|t) ≫ 0 (5.2)
q(t+ kIt) ≫ 0 (5.3)
Constraints on supply air temperature:
Tminsply ≪ Tsply(t+ k|t) ≪ T
max
sply (5.4)
−∆Tsply ≪ Tsply(t+ 1|t)− Tsply(t) ≪ ∆Tsply (5.5)
Where the chamber dynamic model is represented by:
Tchmbr(t+ k + 1|t) = 0.965 ∗ Tchmbr(t+ k|t)
+0.0286 ∗ Tsply(t+ k|t) + 0.0523 ∗ Tsply(t+ k − 1|t)
−0.0257 ∗ Tsply(t + k − 2|t)− 0.0315 ∗ Tsply)(t+ k − 3|t)
+0.0133 ∗ Tout(t+ k|t) + 0.0232 ∗Gin(t + k|t)
(5.6)
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and the dynamic thermal sensation model is described as:
TS(t+ k|t) = f(Tchmbr(t + k|t), Tchmbr(t + k − 1|t), ...) (5.7)
In these equations, Tout denotes the outside temperature and Gin represents the
internal gain. Variable TS represents the thermal sensation index.
Dynamic Room Model Identification. The data-driven model of the chamber
temperature is borrowed from Chen et al. [27], who performed a regression analysis
on data collected from a 8.5 m*2.7 m*3.9m chamber to see how the temperature
varies over time.
Tchmbr(t+ 1) = 0.965 ∗ Tchmbr(t) + 0.0286 ∗ Tsply(t)
+ 0.0523 ∗ Tsply(t− 1)− 0.0257 ∗ Tsply(t− 2)
− 0.0315 ∗ Tsply)(t− 3) + 0.0133 ∗ Tout(t) + 0.0232 ∗Gin(t)
(5.8)
Equation 5.8 is a discrete dynamic model of the chamber behavior. It shows how
a future value of chamber temperature is computed based on previous values of
the chamber temperature and the supply temperature. The sampling time of this
model is 60 seconds. The investigators observed that the predicted chamber air
temperature agrees with the measured chamber temperature with the coefficient of
determination R2 = 99.14.
Dynamic Thermal Sensation model Identification. A data-driven state-space
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DTS model with Wiener structure has been developed by Chen et al. [27]. This
empirical model is based on the results of survey questionnaires obtained for different
indoor temperatures; it captures the occupant’s thermal sensation due to changes
of indoor temperature through Equations 5.9 and 5.10.
x(t + 1) = 0.798.x(t) + 0.0610.x(t− 1)+




exp[−0.558.(x(t)− 7.931) + 8.166] + 1
+ d(t) + v(t) (5.10)
Equation 5.9 represents how the future value of thermal sensation is computed based
on chamber temperature. Equation 5.10 describes how the observed mean vote is
accounted for in the thermal sensation model. Here, x denotes the thermal sensation
state (7-point scale) and y denotes the observed mean vote of thermal sensation.
Parameters e and v represent the process noise and measurement noise respectively.
The parameter d is an offset parameter and its nominal value is 0.994.
5.1.4 Results
The computational experiments extend over a five-day period during the hot
season. The results are displayed in Figures 5.7 through 5.10. The negative and
positive values of the DTS index indicate perceptions of temperature that are cold
and warm, respectively. For a comfortable person the DTS index value is between
-0.5 to 0.5. A stringent consideration is between -0.3 to 0.3. Note that based on the
ASHRAE scale for thermal sensation, a value of 1 is considered slightly warm. Figure
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5.7 shows the DTS index versus time for Control Case 1. In this computational
strategy, the setpoint values are based on occupancy schedule, but do not vary as
a function of time. It tries to increase the setpoint before the occupants enter the
spaces and decrease the setpoint around the time occupants are scheduled to leave.
The simulation results indicate that the DTS index goes beyond the acceptable
range of -0.5 to 0.5 to 0.8.
Figure 5.8 shows the DTS index versus time for Control Case 2. Notice that
in this case the DTS index is bounded by -0.6 to 0.6 – an almost acceptable range
– which is slightly higher than the recommended range. It is important to note
that DTS stays in the acceptable range during the occupied time and goes beyond
the comfortable range when transitioning from night setbacks to setpoints. It is
speculated that a limitation of this approach stems from steady-state assumptions
used in the formulation of the DTS model – as such, the model may be incapable of
representing accurate values of perceived sensation in a fluctuating indoor temper-
ature (i.e., the zone temperature rises dramatically during scheduled night setbacks
when the zones are assumed to be unoccupied).
Figure 5.9 shows the temperature trend over time when MPC is not imple-
mented and only the rule-based strategy is in effect (Control Case 1). It shows that
even during occupied hours, the zone temperatures do not follow the setpoint closely.
Figure 5.10 depicts the zone temperature under Control Case 2. Notice that during
the occupied time, the zone temperatures track the MPC setpoint closely. However,
during the night setback, the rule-based supervisory control will increase the zone
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Figure 5.8: Dynamic thermal sensation index versus time (sec) for Control Case 2.
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Figure 5.9: Profiles of room occupancy, rule-based setpoint, and temperature versus
time (sec) for Control Case 1.
Figure 5.10: Profiles of room occupancy, MPC setpoint, and temperature versus
time (sec) for Control Case 2.
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This causes MPC to fail.
5.1.5 Findings
The results include identification of limitations on HVAC systems simulation
and control performance, which, in turn, point to opportunities for our future de-
velopment. First, it was identified that low DTS values are achieved through the
co-simulation of DTS-based MPC and physical building models with the knowledge
about occupant presence in the zone. Second, current thermal comfort research
reports extensively on various aspects of the human thermal response to stable
chamber conditions where the indoor operative temperature is at steady state [?].
It follows that dynamic thermal sensation models do not faithfully represent true
thermal sensation when there is a considerable change in the chamber temperature.
The current DTS model does not account for transient environmental conditions
caused by variations in room setpoint tracking occupant thermal sensation. Thus,
we propose that future programs of work should mitigate these limitations through
the use of models that account for fluctuations in indoor temperature [52]. A sec-
ond need involves enhancing the current air side rule-based (i.e., state machine)
supervisory control with MPC based chilled water plant control. In such problem
setups, the results of plant MPC will set optimal setpoints for cooling and heating
coils. Finally, after testing different control approaches on the simulation models, we
will move on to integrating the tested control strategies with real buildings through
BACnet protocols.
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The co-simulation defines a pathway toward the systematic evaluation of differ-
ent control such as MPC control and other (i.e., rule-based) strategies in real building
systems, with the scope of this study linking DTS-based MPC control to building
Modelica models and thermal properties of the inhabitants. Not all of the strategies
explored in this study led to good (or even satisfactory) levels of system perfor-
mance. For example, strategies of rule-based control that do not include a thermal
sensation model result in levels of room temperature extending beyond accepted
ranges of thermal comfort. However, when a co-simulation of DTS-based MPC and
Modelica physical models of building and HVAC is employed alongside BCVTB
(i.e., Control Case2), it is possible to achieve levels of comfort for the occupants
(i.e., DTS value between -0.5 and 0.5) that are superior to values obtained by the
use of rule-based approaches (i.e., Control Case1). Having this co-simulation frame-
work will be an important part of the groundwork for evaluating new approaches to
simulation and optimization of building systems performance, supported by com-
binations of regression models of measured data, complex physical simulations and
different MPC methods.
This framework can be extended to include the ontologies that represent the
knowledge of building. The results of building energy simulations will be stored in
those ontologies for further processing and knowledge management to be used in
semantic-assisted MPC control.
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5.2 Case Study 2: Knowledge-Assisted MPC for Utility Representa-
tion
State-of-the-art building simulation control methods incorporate physical con-
straints into their mathematical models, but omit implicit constraints associated
with policies of operation and regulation. To overcome these shortcomings, one so-
lution is to exploit Semantic Web technologies in building simulation control. Such
approaches provide the tools for semantic modeling of domains, and the ability to
describe the policy and regulations in terms of rules in those domains.
5.2.1 Problem Description
In a step toward enabling this capability, this application case tests a semantics-
assisted control strategy for building simulations that integrates ontologies and rea-
soning mechanisms into a Model Predictive Control (MPC) formulation. This in-
tegrated control strategy was tested for MPC involving the operation of a cooling,
heating and power plant equipped with a thermal energy storage (TES) unit that
is optimized for utility rates. The study investigated three different electricity tariff
structures associated with cities of Austin, New York, and San Francisco and their
impact of the plant operation [67].
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5.2.2 Problem Goals
The goal of this prototype implementation is to integrate domain specific on-
tologies, such as Utility domain, and the associated rules for capturing utility rate
constraints in system simulations. The main advantage is that these models are
decoupled from control strategies such as MPC and are scalable and easy to adapt.
For example, if the utility tariff changes.
5.2.3 Problem Setup
The predictive control approach will exploit dynamic models, thermal energy
storage, and predictions of zone loads, utility rates to minimize energy cost while
meeting equipment and thermal comfort constraints. At each time step of the
prediction horizon, the ontology is queried by the MPC unit to determine (via
temporal reasoning) the applicable electricity rate tariff. The rules in the ontology
support time-variant electricity pricing (TOU).
Architecture for Coupled Semantic/MPC HVAC Control. Figure 5.11
shows a simplified architecture for simulation and control.








Figure 5.11: Architecture for coupled semantic/MPC HVAC system control.
It is composed of two parts of the semantic model and MPC control. Electricity rate
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predictions for the MPC stem from the semantic model and associated reasoning
processes described in Section 4.6.1.




Time horizon Utility rate
Initial conditions
Time Ontology Utility Ontology
Combined cooling, heating, and power plant 
Figure 5.12: Multi-level control structure for HVAC systems.
At the beginning of the time horizon, the MPC optimization routine acquires the
predicted utility rate and initial conditions for the decision variables from the on-
tology.
Figure 5.13 shows that the city of Austin has a summer season that begins on 05/01
and ends on 10/30. During this season from 2 p.m. to 8 p.m. are on-peak hours.
The electricity rate tariff is based on time-of-use (TOU) which breaks up the day into
two or three time intervals, i.e., off-peak, on-peak, mid-peak. In addition, months
are categorized as either the heating or cooling season. This approach encourages
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customers to shift the load away from the times of the day that demand and rates
are higher. However, it does not necessarily lead to less energy consumption during
critical peak periods, such as heat waves.
Formulation of Model Predictive Control Problem. The study adapts the
MPC algorithm developed by Chandan and co-workers [25] for modeling and cost
optimization of a combined cooling, heating and power (CCHP) plant. The plant
consists of three electric chillers that can provide chilled water to a campus for cool-
ing, a stratified thermal energy storage unit (TES), two generators, a gas turbine, a
steam turbine, and a heat recovery unit. The plant supports co-generation, where
the heat recovered from generators is utilized for production of thermal energy and
electricity. TES is used to reshape the cooling demand during the course of a day
by reducing the cooling load met by the chiller banks. The inputs to MPC are
the cost of electricity and the building cooling load. The decision variables are the
chiller mass flow rates, mass flow rate supplied to the building, the chiller supply
temperature, the return temperature from the building, power supplied by the gas
































14 True 0.654 2010/30/2016
Time of Use Summer SummerOnPeak
beginsAt endsAt beginsAtonPeakhasPrice hasTime hasTimeValue isPeak hasRate endsAt
0.654 05/1/2016 True 08/08/2016
(b) Section of the Utility ontology for City of Austin, Texas
Figure 5.13: Utility tariff ontology and snapshot of semantic graph values for City
of Austin, Texas
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QCHW,i(k) = 1000QCooling(k) (5.12)
Electricity Demand Constraint: For all k = 1, 2, ..., 24









Equation 5.11 is the objective function to be minimized by MPC with the prediction
horizon of 24 hours. The first term represents the cost of electricity and the second
term is the cost of fuel (gas). Equation 5.12 captures the constraint on meeting the
campus cooling demand with the chillers. Equation 5.13 shows the balance between
the electricity purchased, produced and consumed. The left hand side represents
the total electricity purchased from the grid and generated on campus. The right
hand side shows the campus electricity demand, pumps, chilled water plant, cooling
tower fan, and chiller electricity consumption. Equations 5.12 and 5.13 are the
system constraints for the objective function.
Thermal Energy Storage Dynamics (TES). Figure 5.14 is a schematic of the





























Figure 5.14: Schematic of the thermal energy storage.
The model employs a stratified two layer TES, where Ta and Tb denote the top and
bottom layer water temperatures, respectively. The TES is operated in two modes.
In charging mode the chiller bank will provide chilled water to the load and the
TES. In discharging mode, chilled water from the TES and chiller bank are supplied
to the load.
The time variation in thermal energy storage temperature in both charging
and discharging modes is given by the following set of equations:
(a) Charging Mode Equations:
Overall Mass Flow Balance
ṁT = ṁCHW − ṁL (5.14)
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= fa,cṁT cpw(Tb − Ta) + UcA(Tb − Ta) (5.15)




= fb,cṁT cpw(Tin,c − Tb) + UcA(Ta − Tb) (5.16)
Supply Valve Temperatures
Tin,c = TLS = TCHWS (5.17)
Return Valve Temperatures
ṁTTout,c + ṁLTLR = ṁCHWTCHWR (5.18)
(b) Discharging Mode Equations:
Overall Mass Flow Balance
ṁT = ṁL − ṁCHW (5.19)




= fa,dṁT cpw(Tin,d − Ta) + UdA(Tb − Ta) (5.20)
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= fb,dṁT cpw(Ta − Tb) + UdA(Ta − Tb) (5.21)
Supply Valve Energy Balance
ṁTTout,d + ṁCHWTCHWS = ṁLTLS (5.22)
Return Valve Temperatures
Tin,d = TCHWR = TLR (5.23)
Equation 5.24 illustrates the heat transfer rates in charging and discharging
modes. Here, QCHW , QL, QT , and δ are chilled water heat transfer, campus demand,
thermal storage heat transfer, and the thermal storage control signal, respectively.
QCHW = δ(QL +QT ) + (1− δ)(QL −QT ) (5.24)
These equations also serve as constraints in the MPC formulation.
5.2.4 Simulation Results
Figure 5.15 shows the results of the simulation with integrated control. The
MPC control method was tested under three different rate tariffs structures associ-
ated with Austin, New York City, and San Francisco. The benefit of defining the
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rate tariff in a semantic model and inference-based rules is that the MPC method is
unchanged even as the electricity tariff structure is changed. It is important to note
that all three case studies use the same temporal logic (rule sets), however, different
ontologies are created for each city to represent the semantics of the electricity tariff
for that specific city.
Figure 5.15a, bottom, shows the thermal storage control signal (i.e., 1 charge
and 0 discharge) based on the inferred electricity rate for the city of Austin. Note
that the discharging process begins when the electricity rate increases (depicted on
the top), during the on-peak and mid-peak periods. Figures 5.15c and e depict
the rate structure and the TES control signal during a specific TOU in NYC and
San Francisco, respectively. The impact of the TES control strategy on chiller
cooling loads for the city of Austin is shown in Figure 5.15b. Figures 5.15d and f
illustrate the chiller, TES and campus heat transfer rates for New York City and
San Francisco, respectively. Note the difference between TES heat transfer rates
between these three cities. NYC and Austin benefit more from TES during peak
periods as compared to San Francisco due to the small deviations between on- and
off-peak rates (a flat rate structure).
The operational cost of the plant on the simulated day is $26,654, $32,900,
$20,700 for NYC, San Francisco, and Austin, respectively. In terms of the sim-
ulation time, NYC, with three utility rate variations during a day, requires less
computational time than Austin and San Francisco which each have five utility rate
variations. The elapsed time using a personal desktop with Core i7-4470 3.4GHz
CPU and 32 GB RAM was 263.3, 437.5, and 314.2 seconds for NYC, San Francisco,
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(a) Austin summer TES control (b) Austin summer Q
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(c) New York City summer TES control (d) New York City summer Q
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(e) San Francisco summer TES control (f) San Francisco summer Q
Figure 5.15: Simulation results for Austin, New York City and San Francisco; For




The integrated approach provides a pathway toward robust strategies of con-
trol that take into account not only the physical constraints, but also the domain
specific constraints and regulations of the operating environment. The numerical
experiments indicate that MPC converges faster if inputs and initial conditions for
the decision variables are obtained based on inferred results of the semantic rules.
In this case application, the predicted electricity rate as well as initial conditions for
chiller mass flow rates are obtained from the semantic model.
129
5.3 Case Study 3: Knowledge-Based Fault Detection and Diagnostics
The third case study application exercises the framework for knowledge-based
fault detection and diagnostic analysis (proposed in Chapter 4), by working step-
by-step through a scenario triggered by occupant discomfort in a conditioned space.
The case study shows how heterogeneous data and knowledge from a variety of
sources and domains can be integrated into a single semantic graph, how ontologies
and rules can work together to detect the existence of a fault, and then diagnose
the causes by systematically considering hypotheses and the supporting evidence.
5.3.1 Problem Description
Figure 5.16 is a plan view of the case study problem setup, consisting a small
two-room building architecture, three sensors and three building occupants. Not
shown is the mechanical equipment responsible for conditioning the room tempera-
ture and achieving acceptable levels of occupant comfort. The mechanical equipment
consists of an air handling unit (AHU). The AHU has a coil (i.e., for heating and
cooling). The water temperature that flow to the coil is managed by a valve.
Three rules are responsible for the operation and classification of faults in the
mechanical equipment:
• Close the valve when the coil temperature is the same as coil setpoint.
• If the valve is shut, the temperature of the air that passes through the coil has




Occupant 1 Occupant 2
Occupant 3
Room 1 Room 2
Figure 5.16: Plan view of two-room building architecture, sensors, and building
occupants.
• If the a valve fails, the AHU fails too.
One measure to evaluate thermal comfort for the occupants is through computing
the thermal sensation as a function of environmental factors such as outdoor and
indoor temperature and some personal factors such as clothing levels. A dynamic
model to compute thermal sensation (DTS) index to was introduced by Chen and
co-workers [27]. According to thermal sensation scale suggested by ASHRAE [1], an
acceptable range for occupancy comfort is the interval [−0.3, 0.3]. By comparing the
current and expected values in a DTS state, the rules in Figure 4.14 will infer the
existence of a faulty state, and then systematically examine the evidence associated
with each hypothesis to find a root cause.
5.3.2 Snapshot of Semantic Graph Model Assembly
Figure 5.17 shows a snapshot of the building, equipment, sensor, weather, and


















































































Figure 5.17: Snapshot of fully assembled semantic graph model.
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Table 5.1: Instances of states, hypotheses, and evidence for identifying the cause for
abnormal occupant thermal comfort value.
Class Individual Description
State DTSState 1 The DTS index in between [−0.3, 0.3].
Fault TCFault 1 The DTS index lies outside the interval
[−0.3, 0.3] when the air-handling unit is op-
erating.
Evidence
Evidence 1 The CO2 sensor reading is above the normal
range the and that shows the window is open.
Evidence 2 The outdoor temperature is greater than
room setpoint.
Evidence 3 A sensor’s reading is outside the range that
indicates the sensor is broken.
Evidence 4 A component is AHU is malfunctioning that
results in an abnormal operation of AHU.
Hypothesis
Hypothesis 1 Warm outside air is leaking into the room
through an open window –> Supported by
Evidence 1 and Evidence 2.
Hypothesis 2 The serving air-handling unit has abnormal
operation. –> Supported by Evidence 4.
Hypothesis 3 The room sensor that provides feed-back to
AHU reaching its target setpoint is broken
–> Supported by Evidence 3.
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Jena Rules
// Evidence Rule 01: A window is open base on C02 concentration in the room.
// -------------------------------------------------------------------------
[ EvidenceRule01: (?cs rdf:type sen:CO2Sensor) (?cs bld:isInRoom ?room)
(?r bld:hasWindow ?w)(?cs bld:hasReading ?m) lessThan(?m,600)
greaterThan(?m,400) (?e fdd:hasEvidenceID ?n)
equal("1"^^xs:integer,?n) ->
(?w building:isOpen "true"^^xs:boolean) (?e fdd:isTrue "true"^^xs:boolean) ]
// Evidence Rule 02: Outside temperature is warmer than the setpoint.
// -------------------------------------------------------------------------
[ EvidenceRule02: (?r rdf:type bld:Room) (?r bld:hasSetpoint ?sp)
(?t rdf:type we:Temperature) (?t we:hasTemperatureValue ?tv)
greaterThan(?tv,?sp) equal("2"^^xs:integer,?n) (?e rdf:type fdd:Evidence)
(?e fdd:hasEvidenceID ?n) -> (?e fdd:isTrue "true"^^xs:boolean) ]
// Evidence Rule 03: Temperature sensor in a room is broken.
// -------------------------------------------------------------------------
[EvidenceRule03: (?ts rdf:type sen:TemperatureSensor) (?ts bld:isInRoom ?room)
(?ts bld:isBroken ?t) equal(?t, "true"^^xs:boolean)
equal("3"^^xs:integer,?n) (?e rdf:type fdd:Evidence)
(?e fdd:hasEvidenceID ?n ->(?e fdd:isTrue "true"^^xs:boolean) ]
// Evidence Rule 04: Malfunction is in the Air Handling Unit.
// -------------------------------------------------------------------------
[EvidenceRule04: (?AHU rdf:type eq:AHU)
(?v eq:hasNormalOperationalStatus "false"^^xs:boolean)
equal(?t, "true"^^xs:boolean) equal("4"^^xs:integer,?n)
(?e rdf:type fdd:Evidence)-> (?e fdd:isTrue "true"^^xs:boolean) ]
// FDD Rule 02: Indicate when thermal comfort in a conditioned room has expected value.
// ------------------------------------------------------------------------------------
[FDDRule02: (?AHU rdf:type eq:AHU)(?AHU eq:servesRoom ?r)(?r bld:hasOccupant ?oc)
(?oc occ:hasDTSState ?dts) (?AHU eq:status ?s) equal(?s "Operating") ->
print(’Expected DTS’,?oc)(?dts fdd:hasExpectedValue "true"^^xs:boolean)]
Figure 5.18: Fault detection diagnostic rules for operation of a heating coil and for
checking evidence 3 and evidence 4.
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tic graph model contains instances of ontologies (individuals), relationships among
individuals (often spanning domains), and data values associated with various indi-
viduals.
From a fault detection and diagnostics standpoint, the main points to note are
as follows:
• Occupant 1 is located in Room 1.
• Room 1 has window, a temperature sensor (Sensor 001), and a carbon dioxide
sensor (Sensor 002). HVAC services are provided to Room 1 by air handling
unit AHU 001. AHU 001 has a coil (Coil 001); Coil 001 has a valve (Valve
001).
• The datatype property for AHU001 “normal Operation” is set to false. This
setting is based on the system data and the result of equipment rules 01
through 03 being triggered.
• The setpoint temperature for Room 1 is 24 C, but the current temperature
reading for Sensor 001 is 57 C.
• OccupantRule02 sets the ”isComfortable” datatype property for Occupant1
to “false” as the result of a DTSindex value of 4.
• Occupant 1 has dynamic thermal sensation (DTS) state DTSState 1. DTSState
1 indicates a thermal comfort fault (TCFault1), which will be diagnosed by
looking at three hypotheses and their supporting evidence.
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• The relationship between Hypotheses 1 through 3 and supporting evidence is
shown along the bottom of Figure 5.17. Users may query the semantic graph
to find the correct hypotheses and valid supporting evidence.
5.3.3 Test Problem Scenario and Hypothesis Evaluation Procedure
The test problem scenario assumes that the numerical value of occupant ther-
mal comfort in a conditioned room has fallen outside the acceptable range. This is
detected by FDD Rule 01. With this scenario in place, any one of three hypotheses
could potentially be true. To identify the correct hypothesis, the system reasons
among the facts and identifies the evidence existing in different domains,
• The outdoor temperature is higher than the setpoint (weather) and the window
in the room is open (building, sensor, weather).
• The air-handling unit is malfunctioning (mechanical equipment),
• The room sensor providing feed-back to the air-handling unit to reach its
target setpoint is broken (sensor).
As a result, this task will require comprehensive reasoning over multiple domains and
identifying the supporting evidence to the most probable hypothesis. To achieve this,
we used the proposed framework and implemented ontologies for weather, building,
occupant, sensor and equipment domains. The ontologies are populated with data.
In general this data will be obtained from simulations or real buildings.
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5.3.4 Synthesis of Multi-domain Rules
Table 5.1 describes the instances for key concepts of FDD ontology as they
apply to the test case problem, and explains details of the individuals for FDD
ontology. For the case study problem, the chain of dependency relationships between
hypotheses and supporting evidence is as follows:
• Hypothesis 1 is that warm outside air is leaking into the room through an
open window. Evaluation of this hypothesis is supported by execution of two
evidence rules, EvidenceRul01 and EvidenceRule02.
• Hypothesis 2 is that the serving air-handling unit has abnormal operation.
Evaluation of this hypothesis is supported execution of EvidenceRule04.
• Hypothesis 3 states that the room sensor that provides feedback to AHU
reaching its target setpoint is broken. Supporting evidence is provided by the
execution of EvidenceRule03.
Figure 5.18 presents the fault detection diagnostic rules for: (1) Operation of a
heating coil, (2) Checking evidence 3 and evidence 4, and (3) Detecting when the
thermal comfort in a conditioned room matches its expected value.
5.3.5 Multi-domain Rule Evaluation
Figure 5.19 shows a snapshot of multi-domain evaluation and forward chaining
of rules. From an evaluation standpoint, the eight rules can be clustered into two
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pathways, the first focusing on fault detection and the second focusing on diagnostic
investigation of probable causes, represented as hypotheses and supporting evidence.
Fault Detection: The first pathway identifies the existence of a fault and is covered
by rules 1 through 4:
• Rule 01: Use OccupantRule01 (see Figure 4.17) to determine when an occu-
pant is located in a room.
• Rule 02: Use FDDRule02 (see Figure 5.18) to determine the expected comfort
of an occupant.
• Rule 03: Use OccupantRule02 (see Figure 4.17) to determine the current com-
fort of an occupant.
• Rule 04: Use OccupantRule02 (see Figure 4.17) to compute when a fault has
occurred.
determine in which room an occupant is located and whether or not the current
value of occupant comfort matches the expected value of comfort. In the snapshot,
activation of Rule 01 determines that: Occupant1 is located in Room1. A separate
execution would also determine that Occupant2 is also located in Room1. Activation
of Rule 02 is based upon the output of Rule 01, state data from the building domain,
the relationship of the air handling unit to Room1. In the snapshot trace, the output
of Rule 02 states that DTSState for Occupant1 is true and that Occupant1 has a






































































































































































































































































































































































































































































































































































expected values of comfort (see F7 and F9), as indicated by the values of current
and expected values of DTSState.
Fault Diagnostics: By systematically examining hypotheses and supporting evi-
dence, the second pathway diagnoses the causes of a fault. For the scenario outlined
in Figure 5.19, this procedure is covered by rules 5 through 8:
• Rule 05: Use EquipmentRule01 (see Figure 4.10) to determine if a valve is
shut.
• Rule 06: Use EquipmentRule02 (see Figure 4.10) to determine if the coil has
failed.
• Rule 07: Use EquipmentRule03 (see Figure 4.10) to determine whether or not
the air handling unit has failed.
• Rule 08: If EvidenceRule04 (see Figure 5.18) evaluates to true then Hypothesis
3 is true.
The rule for determining whether or not the valve is shut takes input values from
the Coil001 CoilSetpoint (44) and CoilTemperature (44) (see F12 and F13), and
checks to verify that the coil has a valve. In our scenario, the rule output (F14)
is true, indicating that Valve001 is shut, and hence in Rule 06 normal operation
evaluates to false. A simple check to verify that the coil belongs to air handling
unit AHU001 generates the conclusion that normal operation of the AHU is false
(see F19). Finally, input from the room occupancy test and a test to verify that
AHU001 is connected to Room1, leads to the conclusion Evidence 4 is supported
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and Hypothesis 2 is valid. Finally, we note that except for the room occupancy in-
formation feeding into Rule 08, the fault detection and diagnostics pathways operate
independently.
5.3.6 Findings
This application served as an example to demonstrate knowledge-based frame-
work for fault detection and diagnostics. The underlying process closely mimics the
“thinking process” that humans follow in identifying and diagnosing the causes of a
fault. Thus, the steps of gathering data for the participating domains, populating
ontologies with individuals, and using rules to detect and diagnose faults and their
causes is easy for humans to understand and generally applicable to other domains
(e.g., building energy, automotive, health care) for FDD purposes. Capabilities of
the prototype implementation have been demonstrated by working step by step
through the procedure of detecting and diagnosing the source of faults in an HVAC
system.
Key advantages of this approach include: (1) it is decoupled from the system
simulation, (2) it is comprehensive, and (3) it is scalable. In fact, the process for
expanding an application to include new domains as they come along is very straight
forward. The inference-based rules are guaranteed to check at anytime if a changed
occurred in an ontology resulting in event-driven fault detection and diagnostic.
Finally, inference-based rules provide mechanisms in capturing chain effects that
exist in the nature of system failure – for example, if a valve is not operational, the
141
evidence that AHU is not operating properly also holds true.
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Chapter 6: Conclusion and Future Work
6.1 Conclusions
Summary of Work. This dissertation lays the groundwork for a new capability
in engineering analysis, where semantic web technologies, languages, and rule sets,
are integrated with procedures for knowledge representation and reasoning in real
buildings. This knowledge representation will have applications in supervisory con-
trol and fault detection and diagnostics in buildings. The scope of investigation
included development of ontologies and rule sets to study the potentials offered by
these technologies in HVAC systems simulation settings. The ontologies were de-
veloped to represent knowledge about the domains essential to building energy such
as utility, weather, occupant, equipment, building structure and sensor. Ontologies
map data from these domains to familiar concepts that are related to each other
and the rule sets provide mechanisms for knowledge expansion in the ontologies.
This approach integrates sources of data that are semantically heterogeneous to
produce cross-domain information required for decision making and fault detection
in HVAC systems. The ontologies have been developed in OWL2, which provides
strong support of reasoning in DL. Rules are defined as Jena Rules. Event-based
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graph transformations lead to the creation of new knowledge.
Contributions. The contributions of this research are three-fold:
• Developed a semantics-based framework where domain ontologies and rule-sets
are created and populated with system data. This framework will transform
simulation data to semantic knowledge.
• Leveraged integrative semantic knowledge in MPC controller for supervisory
decision making. The knowledge-assisted MPC will integrate descriptive logic
with optimization techniques for optimized context-aware control. This control
can respond to time and changes in the data as the graph ontologies have the
time and data change listeners.
• Developed semantic fault detection and diagnostics framework that mimics a
human’s thinking to detect a fault and identify the cause of it.
Discussion. The semantic framework is used to enhance building control strategies
to make decisions based on a comprehensive semantic knowledge of different domains
and implement semantic fault detection and diagnostics techniques that are based
descriptive logic formalisms. The rule sets provide mechanisms to integrate the
semantic constraints of a certain domain (regulations) with physical constraints
described as mathematical equations. This technique is highly scalable since the
ontologies are decoupled from the building simulation and it can be extended to
include other ontologies. This semantic framework can be utilized in areas such as
compliance management for building codes and building-to-grid applications.
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6.2 Future Work
The future work will expand current co-simulation strategies to include FMI
techniques that are supported by many building simulation tools. Moreover, the
semantic framework will utilize new and faster, compared to XML, data format such
as JSON (Javascript Object Notation) to extract semantic information of simulation
results. The semantic framework will be deployed in environmental chambers and
integrated with on-line building control strategies to test the efficacy of the proposed




Figure 6.1: Hybrid behavior of a valve.
Further work is needed to improve our capabilities for modeling of components
having hybrid behaviors – see, for example, the hybrid behavior model for valve
shown in Figure 6.1, and Figure A.7 – including the development of XML markup
languages for the model components (e.g., states, events, transitions) and the visual
layout of executable statecharts. Our present-day capabilities in this area are slow
and tedious.
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Moreover, future work will address the uncertainty in automated reasoning.
They are different methodologies such as, bayesian inference, for constructing prob-
abilistic arguments about model-based information and knowledge. This capability
is very important in fault detection and diagnostics applications.
Ultimately, this approach will be tested in real building application. The
challenge in this path is that to ensure the sequence of adding and removing in
the rules. The other challenge is that the obtained data may not be a high quality
data useful for decision making tasks. In general, ontologies are perfect models
for working with data from the Internet of Things (IoT). The semantic framework
can receive data from web-based resources. In the future generation of buildings
with IoT, these models and web services will be used to unlock value from the vast
quantity of data being generated by smart devices.
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Chapter A: Systems Integration and Simulation with Whistle
This appendix describes our present-day capabilities for physics-based dis-
crete and continuous behavior modeling of systems with Whistle, an object oriented
scripting language used for modeling cyber-physical systems (CPS). Whistle was
developed with one observation and one simple idea in mind. First the observation:
From the standpoint of CPS design, behaviors in the physical world are constrained
by physics (e.g., Newton’s laws). Designers have much more freedom to design the
cyber world. It follows that if we want to do a better job at CPS simulation and
design, then a practical pathway forward is to provide cyber with the mechanisms
to be informed about the processes happening in the physical world.
If we were able to design computer languages that understand notions time
and space and physical units, then the cyber would certainly be better positioned for
decision making which, in turn, would improve correctness of system functionality
and performance. We will see how existing modules developed in Java code can be
imported into Whistle environment and become part of the admissible syntax. Exe-
cutable statecharts were integrated with Whistle for modeling the discrete behavior
and differential equations were used to capture the transient behavior of the system
components.
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A.1 Whistle Scripting Language Design
Whistle Scripting Language Design. Scripting languages [98,127] are designed
for rapid, high-level solutions to software problems, ease of use, and flexibility in
gluing application components together. Whistle departs from standard scriting
languages in that physical units are embedded within the basic data types, matrices,
and method interfaces to external object-oriented software packages. Figure A.1
shows, for example, how units are derived in Whistle.
Whistle uses a small number of data types (e.g., physical quantities, matrices
of physical quantities, booleans and strings). Features of the language that facilitate
the specification of problem solutions include: (1) liberal use of comment statements
(as with C and Java, c-style and in-line comment statements are supported), (2)
consistent use of function names and function arguments, (3) use of physical units
in the problem description, and (4) consistent use of variables, matrices, and looping
and branching structures to control the flow of program logic.
Whistle is implemented entirely in Java. It uses the tools JFlex (the Fast
Scanner Generator for Java) [72] and BYACC/J (an extension of Berkeley YACC for
Java) [23] to handle the parsing and lexical analysis of tokens and statements, Java
Collections for the symbol table, and a variety of tree structure representations of
the abstract syntax tree. A good introduction to symbol tables and abstract syntax
tree representations can be found in the compilers and interpreters text by Mak [89].
Whistle builds upon ideas prototyped in Aladdin [8,10,11] a scripting environment
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Figure A.2: Parse tree for x = 2 in.
149
for the matrix and finite element analysis of engineering systems.
A.2 Example 1. Parsing a Simple Assignment Statement
Whistle parses problem specifications into an abstract syntax tree, and then
executes the statements by traversing the syntax tree in a well-defined manner. To
see how this process works in practice, let’s begin by working step by step through
the details of processing the assignment statement:
prompt >> x = 2 in;
Figure A.2 shows the parse tree for this statement. The interpreter parses and stores
the character sequence “2 in” as the physical quantity two inches. Notice how 2
juxtaposed with in implies multiplication; we have hard-coded this interpretation
into the scripting language because 2 in is more customary and easier to read than
2 * in. This quantity is discarded once the statement has finished executing. The





<VARIABLE id="x" level="0" />






Compound statements allow for the modeling of sequences of individual statements.
The assignment is defined by two parts, a variable having an identifation “x” and a
quantity constant having the value 2.0 in.
---------------------------
QUANTITY NAME AND VALUE
---------------------------
Quantity Name : x




Units Name : "in" Length Exponent : 1 Temp Exponent : 0
Units Type : US Mass Exponent : 0 Radian Exponent : 0
Scale Factor : 0.0254 Time Exponent : 0
----------------------------------------------------------------------
Table A.1: Symbol table storage for quantity x = 2 in.
Internally, the quantity constant is automatically converted to its metric coun-
terpart. Table A.1 shows the name and value of variable “x” as well as details of
the units type, scale factor and exponent values.
A.3 Example 2: Oscillatory Flow between Two Tanks
Whistle supports the representation of differential equations in their discrete
form, and solution via numerical integration techniques.
As a case in point, the problem of computing the oscillatory flow of fluid
between two tanks as illustrated in Figure A.3 can be simulated using Whistle. Let
v(t) and Q(t) be the velocity (m/sec) and flowrate (mˆ3/sec) in the pipe, measured
positive when the flow is from tank 1 to tank 2. For a pipe cross section, Ap, and











Figure A.3: Summary of forces acting on a pipe element connecting two tanks.







When water depths H1(t) ̸= H2(t), a pressure differential will cause fluid to flow
through the pipe. Transient behavior of the fluid flow is obtained from the equations















Notice that each term in equation A.2 has units of acceleration, and that damping
forces work to reduce and overall amplitude of accelerations. Damping forces are
proportional to pipe roughness and inversely proportional to pipe diameter. The
time-history response is computed by creating discrete forms of equations A.1 and
A.2, and systematically integrating the first-order equations of motion with Euler
integration. First, the update for momentum balance is given by:
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Figure A.4: Tank water levels (m) versus time (sec).
Figure A.5: Volumetric flow rate (m3/sec) versus time (sec).
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Updates in the water depth for each tank are given by:













If the tank and pipe components are defined as follows:
// Define tank and pipe components ....
tank01 = RectangularWaterTank();
tank01.setName("Tank 01");
tank01.setHeight( 10 m );
tank01.setBaseWidth( 3 m );
tank01.setBaseDepth( 5 m );
tank01.setWaterLevel( 5 m );
tank02 = RectangularWaterTank();
tank02.setName("Tank 02");
tank02.setHeight( 5 m );
tank02.setBaseWidth( 2.0 m );
tank02.setBaseDepth( 2.5 m );
tank02.setWaterLevel( 1 m );
pipe01 = Pipe();
pipe01.setLength( 5.0 m );





velUpdate = g/pLength*( h01Old - h02Old )*dt;
velNew = velOld + velUpdate - velFluid;
shows the essential details of computing the fluid velocity update with Euler inte-
gration. During the executable phases of simulation (right-hand side of Figure ??),
the runtime interpreter checks for dimensional consistency of terms in statements
before proceeding with their evaluation. Figures A.4 and A.5 are plots of the tank
water levels (m) versus time (sec), and volumetric flow rate (m3/sec) versus time
(sec), respectively.
A.4 Example 3: Continuous/Discrete Behavior of a Tank with Water
Supply System
An executable statechart package was integrated with Whistle to demonstrate
discrete behavior, In this example, modeling flow in a tank with water supply and
shut-off valve was explored. This example, adapted from Turns [122], illustrates the
steady and transient states of mass conservation and control volume of a tank with
a shut-off valve and water supply system.
The system behavior corresponds to four states as follows: (I) The tank is
empty, (II) The tank is being filled to a depth of 1 m, (III) The shut-off valve is
opened and the water level is decreasing, (IV) The water level in the tank reaches
a steady state and does not change. Based on conservation of mass for an unsteady














ρAt = ρv1A1, (A.6)
where H(t) is water height in the tank in m, ρ is water density and is equal to
997kg/m3, At is cross-section area of the tank in m2, A1 is cross-section area of
supply pipe in m2, v1 is average velocity of inlet water in m/sec. When the water
height is 1 m, the shut-off valve opens and the height of water in the tank will be





ρAt = ṁ1 − ṁ2, (A.7)
where ṁ1 and ṁ2 are the instantaneous mass flow of inlet and outlet pipes in kg/s:
ṁ2 = ρv2A2, (A.8)
where A2 is the cross-section area of the outlet pipe in m2:
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Figure A.7: Time-history response for a tank having a water supply and shut-off
valve. Upper plot: tank water level (m) versus time (sec). Lower plot: discrete
statechart behaviors at various points in the time-history response.
ṁ1 = ρv1A1, (A.9)
v2(t) = 0.85
'
g (H(t)− z), (A.10)
where v(t) is outlet velocity in m/s and z is the location of the shut-off valve in m.
In order to mimic the physical equations, we used the scripting language to model
components of the tank, supply, and exit pipes with their associated parameters.
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The fragment of script below illustrates the essential details of defining the
circular water tank and pipe components:




// Define supply pipe ....
pipe01 = Pipe();
pipe01.setRadius( 10.0 mm );
The heart of the time-history simulation is a looping construct that contains two
cases (or discrete states) for physical behavior:
// Case 1: Water level is below 1 m:
DepthUpdate = pipe1Velocity * pipe1Area*dt / tankArea;
DepthNew = DepthOld + DepthUpdate;
response01 [i][0] = i * dt;
response01 [i][1] = DepthNew;
DepthOld = DepthNew;
// Case 2: Water level is above 1 m:
massFRSupplyPipe = rho*pipe1Velocity * pipe1Area;
velocityExit = 0.85*Sqrt(g*(DepthOld - 0.1 m));
massFRExitPipe = rho* velocityExit*pipe02.getArea();
massFlowRateCV = massFRSupplyPipe - massFRExitPipe;
dHeight = massFRCV/(rho*tankArea)*dt;
DepthNew = DepthOld + dHeight;
response01 [i][0] = i * dt;
response01 [i][1] = DepthNew;
DepthOld = DepthNew;
Figure A.7 shows the time-history response of the water level in the tank as it transi-
tions from an empty tank to steady state where the water level remains unchanged
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t height of 0.9 m. In order to visualize the discrete behavior of this system, we
employ our previously developed executable statechart package [37]. This package
is capable of modeling and implementation for event-driven behavior with finite
state machines. It supports modeling for: (1) Simple, hierarchical and concurrent
states, start and final states, (2) History and deep-history pseudostates in hierar-
chical states, (3) Fork and join pseudostates for concurrent states, (4) Segmented
transitions using junction points, and (5) Events, guards and actions for transitions.
Visualization of the statechart behaviors is supported through use of mxGraphics










shows how a statechart element for the water tank is created in an input file de-
veloped by the scripting language, and how the language is capable of triggering
an event to the statechart when the water level exceeds 1 m. The bottom level of
Figure A.7 shows how different regions of continuous behavior correspond to the
discrete states in the tank statechart.
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