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Abstract
In the following paper, we analyse the ID3-Price in the German Intraday Con-
tinuous electricity market using an econometric time series model. A multivariate
approach is conducted for hourly and quarter-hourly products separately. We esti-
mate the model using lasso and elastic net techniques and perform an out-of-sample,
very short-term forecasting study. The model’s performance is compared with bench-
mark models and is discussed in detail. Forecasting results provide new insights to
the German Intraday Continuous electricity market regarding its efficiency and to
the ID3-Price behaviour.
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1 Introduction
The constant development of the weather-dependent renewable energy production in Ger-
many requires a flexible market in which power plants can balance their production forecast
errors that may be caused by changing, unpredicted weather conditions. The introduction
of intraday electricity markets addresses these problems and lets market participants trade
energy continuously until 30 minutes before the delivery begins in the whole market and
until 5 minutes before the delivery begins within respective control zones. Although the
intraday markets’ popularity grows rapidly, the corresponding literature does not follow its
pace.
While the electricity price forecasting (EPF) in day-ahead markets is willingly re-
searched, there are, to the best of our knowledge, only a few articles regarding the fore-
casting of intraday electricity prices. To be specific, Andrade et al. (2017) performed a
probabilistic price forecasting of electricity prices, and Monteiro et al. (2016) carried out a
forecasting of intraday electricity prices using artificial neural networks. Both these papers
are based on the Spanish market data. Recently Uniejewski et al. (2019) conducted re-
search regarding the forecasting of intraday electricity prices that is close to our direction.
They carried out a very-short term price forecasting of the ID3-Price index for hourly prod-
ucts in the EPEX German Intraday Continuous market. There is definitely more literature
on the intraday electricity markets regarding other topics than the EPF. Ziel (2017), Pape
et al. (2016) or Gonza´lez-Aparicio and Zucker (2015) investigate the impact of fundamental
regressors on the formation of intraday prices. On the other hand, Kiesel and Paraschiv
(2017) or Aı¨d et al. (2016) focus their research on bidding behaviour in the intraday market.
The following paper aims to take a closer look at the electricity price formation in the
intraday market. We want to understand better the intraday market itself and the processes
that drive the price formation of both hourly and quarter-hourly Intraday Continuous
products. Therefore, we focus our attention on the ID3-Price index. We model it in
a multivariate manner, which is a well-known technique in the electricity price forecasting,
see Weron (2014). We utilize an autoregressive approach, but we also make use of the
continuity of the Intraday Continuous market. Our goal is to take advantage of all the
information that is available on the market. Additionally, as external regressors, we take
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into consideration the results of the Day-Ahead and Intraday Auctions, and the imbalance
volume from the balancing market. Let us note that we do not make use of any fundamental
regressors, e.g. wind or solar forecast errors.
In the next section, we shortly explain the intraday market rules and the function of the
ID3-Price index. We briefly analyze the aforementioned ID3, and, based on it, we define a
more general intraday price measure called xIDy. Then, descriptive statistics are presented
and the stationarity of the ID3 prices is examined. In the third section, we discuss a
variance stabilization transformation, following the recommendations of Uniejewski et al.
(2018), and we describe the model estimation techniques, i.e. the least absolute shrinkage
and selection operator (lasso) of Tibshirani (1996) and the elastic net regularization of Zou
and Hastie (2005). Then, we propose a full information model and present benchmark
models. In the fourth section, we describe a forecasting study, utilized error measures, the
Diebold and Mariano (1995) test, and a measure of the importance of coefficients as in Ziel
(2016). In the fifth section, we present results, and we conduct an in-depth discussion of
these. We compare the forecasts of the considered models, and we take a closer look at
the variable selection for the best performing models. We close the following paper with a
conclusion.
2 Market Description
Trading in the German Intraday Continuous market begins every day at 15:00 for hourly
products and at 16:00 for quarter-hourly products of the following day. The Intraday
Continuous market is preceded by the Day-Ahead Auction and the Intraday Auction, which
take place daily at 12:00 and 15:00, respectively, see EPEX (2018). For a better visualisation
see Figure 1. We describe there only the aforementioned products, but there is more trading
taking place daily in the German electricity market, for instance, a forward market, a
balancing auction, or an EXAA auction. For more details see Viehmann (2017).
In the forward and day-ahead markets, a term ”Price” is pretty straightforward, but
concerning the intraday market it is not that clear what one means when speaking of an
”Intraday Price”. Considering the last transaction’s price as the product’s current price
may be misleading. The volatility of the prices is highly dependent on the volume of traded
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Figure 1: The daily routine of the German electricity market. d corresponds to the day of
the delivery and s corresponds to the hour of the delivery.
energy — the smaller the volume is, the more scattered the prices can be. This pattern
often results in temporal jumps of prices. Thus, several price measures were introduced by
EPEX: Price Index, ID3-Price, and ID1-Price. The measures are applied to each product
separately, so it gives us 24 values of each for the hourly products and 96 values for the
quarter-hourly products. The Price Index is a volume-weighted average of the prices of
the transactions in the whole trading period, ID3-Price is a volume-weighted average of the
prices of the transactions during the last 3 hours of trading, and the ID1-Price is analogous
to the ID3-Price averaging the last hour of the prices instead of 3 hours. The transactions
that take place in the respective control zones later than 30 minutes before the delivery are
not taken into account in the calculation of these indices.
2.1 ID3-Price
In the following article, we focus our attention on the ID3-Price because of the importance of
this index. It serves as an underlying for the German Intraday Cap/Floor Futures. With
these financial instruments, market participants can hedge against positive or negative
price spikes in the German electricity market, see EEX (2018). Let b(d, s) be a start of the
delivery of product s on day d. By Td,s3 = [b(d, s)− 3, b(d, s)− 0.5) we denote a time frame
between 3 hours and 30 minutes before the start of the delivery, where [x, y) stands for a
half-open interval. The EPEX definition of the ID3-Price is as follows.
EPEX IDd,s3 :=
1∑
k∈Td,s3 ∩T d,s V
d,s
k
∑
k∈Td,s3 ∩T d,s
V d,sk P
d,s
k , (1)
4
where T d,s is a set of timestamps of transactions regarding the product s on day d, V d,sk
and P d,sk are the volume and the price of k-th trade within the transaction set T
d,s
3 ∩ T d,s
respectively.
For the calculation of the ID3-Price domestic and cross-border transactions are taken
into account while the so-called cross-trades, i.e. trades within the same counterparty, are
excluded. In the case of no trades within the Td,s3 period, the averaging window is extended
to the whole trading period of the product s on day d. If no trades at all are present, then
for quarter-hourly products the respective Intraday Auction value is used and for hourly
products, the respective Day-Ahead Auction result is used.
In the purpose of our analysis, we want to reconstruct the EPEX ID3 as well as it is
possible. Unfortunately, the data that is available to market participants do not consist of
the information whether each transaction was a cross-trade or not. Besides, we disregard
the block trades, which are not that common in Intraday Continuous market and are
associated only with a small volume of traded energy. Since we aim at a very short-term
price forecasting, we want to be able to use all the information available on the market at
the time of forecasting. The price measures constructed by EPEX tell us the price level
either for the full period of trading or the last few hours of trading. To get to know the
price value of a product at a particular time during the trading period, we define an xIDy
function as follows.
xID
d,s
y :=
1∑
k∈Td,sx,y∩T d,s V
d,s
k
∑
k∈Td,sx,y∩T d,s
V d,sk P
d,s
k , (2)
where Td,sx,y = [b(d, s)− x− y, b(d, s)− x), x ≥ 0 and y > 0.
For the calculation of the xIDy we use the same transaction types as EPEX does in
the calculation of their indices, but we change its behaviour in the case of no trades in the
considered time frame Td,sx,y. That is to say, in the case of no trades instead of extending
the averaging window to the whole trading period, we set the xIDy price to the price of the
last transaction that occurred before the time frame Td,sx,y. If no trades are present before
the considered time frame, we use the Intraday Auction and Day-Ahead Auction values,
similarly as it is done for the EPEX ID3. One can see that with the definition (2) in most
cases EPEX ID3 = 0.5ID2.5 and EPEX ID1 = 0.5ID0.5. These would differ only in the case
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Figure 2: Illustration of combining xIDy on longer time frames using multiple xIDy of
shorter time frames. d corresponds to the day of delivery and s corresponds to the hour of
delivery.
of no transactions in the considered time frame, which is a rare event. Thus, in purpose of
our analysis when mentioning ID3, we will have 0.5ID2.5 in our minds.
Let us note that the xIDy possesses a so-called weighted additivity property. This means
that if we consider a disjoint split of the Td,sx,y period
Td,sx,y =
⋃˙
j
Td,sxj ,yj =
⋃˙
j
[b(d, s)− xj − yj, b(d, s)− xj) (3)
for j ∈ {0, 1, . . . , J}, where x0 + y0 = x+ y and xJ = x. Then
xID
d,s
y =
∑
j xj ID
d,s
yj
Vd,sxj ,yj∑
j V
d,s
xj ,yj
, (4)
where Vd,sx,y =
∑
k∈Td,sx,y∩T d,s V
d,s
k . The proof can be found in the Appendix. This property
is useful in a computational optimization and can be helpful in a better understanding of
the relation between the xIDy for different x and y. An example is shown in Figure 2.
Naturally, we can split the Td,sx,y period to time frames that are not equally long and we can
continue constructing xIDy until the beginning of trading.
2.2 Descriptive statistics
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Figure 3: Distribution of transactions in the
intraday market over time to delivery.
In the purpose of our analysis, we use the data
regarding the Intraday Continuous transac-
tions. The data consist of hourly and quarter-
hourly products, and they span the date
range from 01.01.2015 to 29.09.2018. Besides,
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we use the corresponding data regarding the
Day-Ahead Auction, Intraday Auction, and
Balancing Volume as external regressors. Fig-
ure 3 shows the distribution of transactions
in the German intraday market depending on
the time to the delivery. Let us note that most of the transactions of both considered types
happen in the last hours before the delivery of the product. This distribution is even more
skewed for quarter-hourly products. Over 70% of all hourly and over 80% of all quarter-
hourly trades take place during the ID3 time frame. Thus, considering the ID3 as a price
measure for the intraday market is a reasonable idea.
Table 1 presents the basic summary statistics regarding the number of transactions
that are traded in the hourly and quarter-hourly Intraday Continuous market. We observe
that, on the average, there are around 472 transactions per product in the hourly intraday
market, and at the same time, on the average, there are around 130 transactions per
product in the quarter-hourly intraday market. Bearing in mind that there are 4 times
more quarter-hourly products than the hourly ones, it is clear that, on the average, there
is more trading taking place in the quarter-hourly intraday market. Moreover, we see that
it is not only theoretically possible that there are no trades on a particular product. Let us
note that there are also instances with a huge number of trades, comparing to the average.
In Table 2, we report the basic summary statistics of the volume traded in the intraday
market and we compare them with the statistics of the volume traded in the day-ahead
market. Obviously, the day-ahead market is incomparably bigger in terms of the traded
volume than the intraday market, but the German Intraday Continuous market gains the
relevance every year, what is depicted in Figure 4.
Min. 1st Qu. Median Mean 3rd Qu. Max.
hourly 6 280 421 472.19 603 19479
quarter-hourly 0 70 109 129.72 172 1434
Table 1: Summary statistics of the number of transactions traded in the hourly and quarter-
hourly German Intraday Continuous market per product
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Min. 1st Qu. Median Mean 3rd Qu. Max.
Day-Ahead Auction 14948.8 23528.58 26842.05 27596.18 31008.43 51465.5
Intraday Hourly 12.3 2517.8 3546.3 3773.52 4781.85 15173.2
Intraday Auction 4.22 77.62 117.72 142.54 182.35 1239
Intraday Quarter-Hourly 0 69.22 114.11 128.92 171.41 939.25
Table 2: Summary statistics of the energy volume (MWh) traded in the German Day-Ahead
and Intraday markets per product
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Figure 4: Energy volume
traded in the Intraday Con-
tinuous market over years
Figure 5 presents the ID3-Price, the Day-Ahead Price, and
the Intraday Auction Price of hourly and quarter-hourly prod-
ucts over time. Let us note that the variance of prices is
substantial and the outliers occurrence is quite often. Still,
the quarter-hourly products tend to exhibit higher variance
of prices and outliers appearance frequency than the hourly
products. This behaviour is even better visible in Figure 6.
We present there the weekly sample mean of: the ID3-Price
for both considered product types, the Day-Ahead Price, and
the Intraday Auction Price. Let us note that Figure 6a
is smoother than Figure 6b. The latter one exhibits a so-
called jigsaw pattern, which is broadly explained by Kiesel
and Paraschiv (2017). Based on these plots, it is obvious that
the ID3 price for hourly products is less volatile. It is worth
mentioning that, weekly, the intraday prices perform similarly
to the day-ahead prices. The latter ones are well-described in the literature, see e.g. Ziel
et al. (2015a). In Figure 6, we observe that the prices on the average behave almost iden-
tically from Tuesday to Friday, regardless of the product type. The prices on Monday are
very similar to those between Tuesday and Friday, despite the night hours. Analogously to
the day-ahead prices, we observe a weekend effect, which means that the prices are lower
on Saturday, and on Sunday they are even lower than on Saturday.
In order to gain meaningful insights regarding the stationarity of the ID3 prices, we
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perform three tests. The first one is the Dickey-Fuller test (Dickey and Fuller, 1979), the
second is the Augmented Dickey-Fuller test (Said and Dickey, 1984) and the third test is the
Phillips-Perron (Phillips and Perron, 1988). All of them evaluate the null hypothesis that a
unit root is present in an autoregressive model against the alternative that the considered
data is stationary or trend-stationary. The Dickey-Fuller test is the basic one, while the
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Figure 5: ID3-Price of hourly products (top), ID3-Price of quarter-hourly products (sec-
ond top), Day-Ahead Price (third top) and Intraday Auction Price (bottom) over time.
Red lines indicate the initial rolling window period. The histograms with kernel density
estimates are presented on the right.
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Augmented Dickey-Fuller and Phillips-Perron tests are extensions to the first one. The
tests are applied to the ID3 prices of every product separately. This means that we run
each test 120 times. Resulting p-values are smaller than 0.01 for every test and every ID3
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Figure 6: Weekly sample mean of: (a) ID3-Price for hourly products, (b) ID3-Price for
quarter-hourly products, (c) Day-Ahead Price and (d) Intraday Auction Price.
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series. Due to this, we reject the null hypothesis that there is a unit root in any of the ID3
price series.
3 Model description
3.1 Data transformation
The ID3 index represents high volatility and exhibits price spikes, which can be seen in
Figure 5. This may lead to biased model estimation and inaccurate forecasts. Uniejewski
et al. (2018) have shown that the usage of the variance stabilizing methods results in higher
quality forecasts. Thus, before the model estimation, we apply a median normalization and
an asinh transformation to stabilize the variance. These are not new to the electricity price
forecasting and are used in many research papers.
The median normalization of price Pd,s is given by the formula
pd,s =
1
MAD(Ps)/z0.75
(Pd,s −Med(Ps)), (5)
where Med(Ps) is the median of Pd,s in the D = 365-day calibration sample, MAD(Ps)
is the median absolute deviation around the sample median in the calibration sample and
z0.75 is the 75% quantile of the standard normal distribution. Here we adjust the MAD
dividing it by z0.75 to ensure its asymptotical consistency to the standard deviation. We
use the median normalization because of its robustness, which is useful when dealing with
heavy tailed data.
The area hyperbolic sine (asinh) transformation is given by the formula
Yd,s = asinh(pd,s) = log
(
pd,s +
√
p2d,s + 1
)
, (6)
where pt is the normalized price. If we worked on a market with strictly positive electricity
prices, a logarithmic transformation would be sufficient. Since the German electricity
market allows for negative prices, this is no longer an option. The asinh transformation can
handle all real values and has a logarithmic tail behaviour as the log, but for both positive
and negative values. Thus, it solves all issues concerning the heavy tails in the data. In the
paper of Uniejewski et al. (2018) it is shown that, considering the quality of the forecasts,
11
it performs very well among the other variance stabilization methods. The only problem
with this transformation is that it is non-linear and the backward transformation is not that
obvious as usual. To be specific, as Uniejewski et al. (2018) mentioned, sinh(E(Yd,s)) 6=
E(sinh(Yd,s)) = E(pd,s). In the literature (e.g. Uniejewski et al., 2019; Ziel and Weron,
2018) this problem is often either ignored or it is assumed, that the values of Yd,s are close
to 0, where the asinh is approximately linear. In this paper we take two approaches to this
problem: in the first one, we do it the mathematically incorrect way, i.e. we assume that
Ê(Pd,s) = Ê(pd,s) · b̂+ â ≈ sinh(Ê(Yd,s)) · b̂+ â, (7)
where Ê(Yd,s) is the corresponding forecast of Yd,s, b̂ and â are the adjusted sample MAD
and the sample median from the equation (5), respectively. In the second approach, we do
it the correct way
Ê(Pd,s) = Ê(pd,s) · b̂+ â =
∫
sinh(x)dF̂Yd,s · b̂+ â, (8)
where F̂Yd,s is an empirical cumulative distribution function of Yd,s. We estimate the cu-
mulative distribution function by F̂Yd,s(t) =
1
D
∑d−1
j=−D+d 1Ê(Yd,s)+ε̂j,s≤t, where ε̂j,s are the
in-sample residuals. Therefore, the correct backward transformation (8) comes to
Ê(Pd,s) =
∫
sinh(x)dF̂Yd,s · b̂+ â =
1
D
d−1∑
j=−D+d
sinh
(
Ê(Yd,s) + ε̂j,s
)
· b̂+ â. (9)
3.2 Estimation techniques
In the following paper, we consider only linear models, thus we utilize 3 estimation methods:
the ordinary least squares (OLS), the least absolute shrinkage and selection operator (lasso)
and the elastic net, which is a linear combination of the lasso and ridge regressions. We use
the OLS estimation only with very simple models, while the lasso and elastic net methods
with more complex models that contain a very big number of regressors. The OLS is a
standard, well-known estimation method of linear models, therefore we focus our attention
on the latter ones.
The lasso method, which was introduced by Tibshirani (1996), is a regularized model
estimation technique. It is often used in the literature in the sake of variable selection,
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e.g. by Ziel (2016), Uniejewski and Weron (2018) or Uniejewski et al. (2019). Thanks to
the lasso’s shrinkage property, we can easily handle models with many parameters. Let us
assume that we possess a model in an OLS representation as following
Yd,s = X
′
d,sβs + εd,s, (10)
where X
′
d,s is a vector of the input regressors and βs is a vector of the corresponding coef-
ficients. Let us note that we perform a median normalization and an asinh transformation
on all input regressors X
′
d,s and for all regressors we calculate the MAD around the sample
median in the calibration sample excluding those observations that are equal to the corre-
sponding median. This operation does not change much for the continuous variables, but
helps to preserve the dummy variables. Since the lasso technique requires the regressors to
be additionally standardized, i.e. with 0 mean and the variance equal to 1, we introduce it
with
Yd,s = X˜
′
d,sβ˜s + ε˜d,s. (11)
We perform this scaling using the corresponding sample mean and standard deviation.
Having β˜s, we can easily calculate βs of (10) by rescaling. The lasso estimation method is
a penalized regression approach that uses an L1 penalty on the number of parameters. Let
D be the number of observable days. Then the lasso estimator
̂˜
β
lasso
s is given by
̂˜
β
lasso
s = arg min
β
{
D∑
d=1
(Yd,s − X˜
′
d,sβ)
2 + λs
p∑
i=1
|βi|
}
, (12)
where λs is a tunable parameter and p is a number of regressors.
The elastic net method, which was introduced by Zou and Hastie (2005), can be con-
sidered as a correction of the lasso method that overcomes some of the latter’s limitations.
The difference to the lasso estimator is that the elastic net linearly combines the L1 and
L2 penalties of the lasso and ridge methods. The elastic net estimator
̂˜
β
elnet
s is given by
̂˜
β
elnet
s = arg min
β
{
D∑
d=1
(Yd,s − X˜
′
d,sβ)
2 + αλs
p∑
i=1
|βi|+ 1− α
2
λs
p∑
i=1
β2i
}
, (13)
where α is an elastic net mixing parameter. Let us note that if we set α = 1, then the
estimator
̂˜
β
elnet
s becomes in fact the lasso one. Subsequently, we fix the α parameter to 0.5,
so the elastic net method uses the lasso and ridge penalties evenly.
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A crucial parameter for the lasso and elastic net estimators is the λs. The larger the
value is, the more variables are included in the model, so a proper tuning exercise of this
parameter is essential. In the literature appear many approaches, but we utilize the one
described by Ziel (2016). That is to say, since the estimation algorithm is very fast, we
utilize an exponential grid Λ = {λi = 2i|i ∈ G}, where G is an equidistant grid from -10 to
4 of length 100 and for each out-of-sample iteration we compute the model for all λi. In
each iteration, we choose the tuning parameter λs ∈ Λ based on the minimization of the
Bayesian information criterion (BIC). As the BIC is regarded as a conservative information
criterion, it is suitable for the high-dimensional regression setting that we are considering.
For the implementation of the lasso and elastic net methods we use the R package glmnet
developed by Friedman et al. (2010).
3.3 Full information models
As we mentioned before, our goal is to build a model that uses all the information that
is available on the market at the time of forecasting, which is in our case 3 hours and 15
minutes before the delivery. To be specific, we want to forecast the value of the ID3 just
before its time interval. For this purpose, we construct for each product a linear model
IDd,s3 =
∑
j∈{−1,0,1}
24∑
k=1
∑
x∈IH(j,k)
β
(1)
j,k,x
H
xID
d−j,k
0.25 +
14∑
j=2
24∑
k=1
β
(2)
j,k
HIDd−j,k3
+
∑
j∈{−1,0,1}
96∑
k=1
∑
x∈IQH(j,k)
β
(3)
j,k,x
QH
xID
d−j,k
0.25 +
14∑
j=2
96∑
k=1
β
(4)
j,k
QHIDd−j,k3
+
14∑
j=−1
24∑
k=1
β
(5)
j,kDA
d−j,k +
14∑
j=−1
96∑
k=1
β
(6)
j,k IA
d−j,k +
7∑
j=1
β
(7)
j DoW
d
j
+
14∑
j=0
96∑
k=1
β
(8)
j,kBV
d−j,k + εd,s,
(14)
where Ii(j, k) = {0, 0.25, 0.5, . . . , b(d − j, k) − ci(d − j) − 0.25, b(d − j, k) − ci(d − j)} for
i ∈ {H,QH} and ci(d) stands for the beginning of trading of a product type i on day d.
Model (14) consists of 8 main components, excluding an error term. The first one is a set
of all xID0.25 values between the beginning of trading and the time of forecasting. That is
to say, we split this time frame, similarly as is presented in Figure 2, but we use denser,
14
15 minutes grid. We perform this for all hourly products of the previous day, the current
day, and of the next day, if the trading of the following day products has already begun,
i.e. after 15:00 the current day.
An illustration of this set is shown in Figure 7. This figure presents a correlation between
the ID3 of an hourly product with the delivery at 20:00 and all available values of the above
described xID0.25. In red, we crossed out the time points, for which the trading has not
yet begun. White triangle in the top-right area of the plot indicates the time points, for
which the trading is already finished. In this example, we would forecast at 16:45, that
is 3 hours and 15 minutes before the delivery. The time of forecasting is highlighted by a
dark-red vertical line. Everything that is on the left of this line, is the information that we
get from the first component of our model. Let us note that in this example trading for the
following day has begun. Thus, we can use in the model the first volume-weighted prices
of the following day. Let us also notice that the correlations are quite high, especially if we
look at the most recent value of the product with the delivery at 20:00, which is 3.25ID0.25.
The second component of the model are the values of ID3 of all hourly products for all
days between two weeks and two days before the current day. These values can supply our
model with some weekly or bi-weekly information. The third and fourth components of the
model are quarter-hourly equivalents of the first and second components, respectively. The
fifth component is a set of the Day-Ahead Auction results. It consists of the day-ahead
prices of all hourly products for the last two weeks, the current day and the following day
if they are already announced. The sixth component of the model is an Intraday Auction
equivalent of the fifth one and the seventh component consists of the day of the week
dummies.
The eighth component is a set of quarter-hourly balancing volumes. Market partici-
pants often look at the balancing market when trading in the intraday market, so some
information from this market may be useful for our model. Thus, we include the quarter-
hourly balancing volumes from two weeks to 30 minutes before the time of forecasting. As
a balancing volume, we use the sum of imbalances of all German Transmission System Op-
erators. This data is published every quarter-hour, 15 minutes after the end of the delivery,
e.g. the imbalance volume for the delivery between 16:15 and 16:30 is announced at 16:45.
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Therefore, in the model, the most recent balancing volume is the one with the start of the
delivery 30 minutes before the time of forecasting. Let us note that the reason for using
balancing volumes instead of balancing prices is the fact that the latter ones are published
with a delay of two months (Viehmann, 2017). It is worth to mention that in the Intra-
day Continuous market, there are time-to-maturity effects which affect heavily the price
formation. However, we are only interested forecasting the ID3, thus the time-to-maturity
is always the same in this study, i.e. 3 hours and 15 minutes. For that reason, we cannot
use it as a regressor.
Each of the aforementioned components supplies our model with a very big amount of
regressors, especially the xID0.25 components. Due to this, the model contains at least 16580
explanatory variables (in the case of products with delivery at 00:00) and at most 26259
(in the case of a quarter-hourly product with delivery at 23:45). Thus, in the purpose of
the model estimation, we utilize the lasso and elastic net methods. We expect the most
recent price of the corresponding product s, i.e. 3.25ID
d,s
0.25 to be the most informative for the
model, so we want to favour this regressor. Therefore, we perform the model estimation in
three ways. The first way, we do not penalize the model for the size of the corresponding
coefficient β̂
(i)
0,s,3.25, where i ∈ {1, 3}, depending on the product type. The second way, we fix
the corresponding coefficient to 1, i.e. β̂
(i)
0,s,3.25 = 1. The third way, we do not interfere in the
coefficient estimation. To summarize, we estimate our model in 3 ways, using 2 methods
and 2 approaches to the backward transformation. In total, this gives us 12 versions of
this model. We abbreviate them with FI.X.Y.Z, where FI stands for full information, X
∈ {lasso, elnet} indicate the estimation method, Y ∈ {notpen, penal, fixed} describe the
way of the coefficient estimation and Z ∈ {IC,C} indicate the approach to the backward
transformation of the asinh. For instance, FI.lasso.penal.C stands for the full information
model estimated using the lasso with a standard penalty and correctly back-transformed.
3.4 Benchmark models
The first benchmark model that we utilize is the corresponding day-ahead price, i.e.
ÎD
d,s
3 = DA
d,s or ÎD
d,s
3 = IA
d,s, (15)
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depending on the product type. We denote it as Naive.DA. This model is based on the
assumption that both the intraday prices and the day-ahead prices are determined by the
same factors. It has been already used as a benchmark model in the forecasting of intraday
prices by Uniejewski et al. (2019). The second benchmark model is a new approach, but
at the same time, a very intuitive one. To be specific, we define it by the aforementioned
most recent 15-minutes price of the corresponding product, i.e.
ÎD
d,s
3 = 3.25ID
d,s
0.25. (16)
Based on Figure 7 we expect it to be a good benchmark model, and we denote it as
Naive.MR1. The third benchmark model is a little modification to the second one. We
take into account 2.5 hours of the most recent transactions instead of 15 minutes. We
denote it by Naive.MR2 and the model formula is given by
ÎD
d,s
3 = 3.25ID
d,s
2.5. (17)
The fourth benchmark model is based on the ARX model by Uniejewski et al. (2019),
which, on the other hand, is inspired by the expertDoW,nl model of Ziel and Weron (2018)
and is given by the formula
IDd,s3 =β1ID
d−1(s≤4),(s−4) mod S+1
3 + β2ID
d−1,s
3 + β3ID
d−2,s
3 + β4ID
d−7,s
3 + β53.25ID
d,s
0.25
+ β6DA
d,s +
7∑
j=1
β6+jDoW
d
j + ε
d,s,
(18)
where S is a number of products of a given type. Model (18) holds for hourly prod-
ucts, in the case of quarter-hourly products we swap DAd,s with IAd,s. Let us note that
ID
d−1(s≤4),(s−4) mod S+1
3 is the most recent observed ID3 value at the time of forecasting.
IDd−1,s3 , ID
d−2,s
3 and ID
d−7,s
3 account for the autoregressive effects of the previous days, i.e.
the same product yesterday, two days ago and a week ago. The difference between our
modification of the ARX model and the one used by Uniejewski et al. (2019) is the most
recent value. We consider three versions of the ARX model. In order to understand the
importance of modelling using transformed data, we apply this model to non-transformed
prices and asinh-transformed prices with an incorrect and a correct backward transforma-
tion. We denote them by ARX.non, ARX.asinhIC and ARX.asinhC, respectively.
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The last, but not the least benchmark is a slightly modified lasso-estimated model
of Uniejewski et al. (2019). The mentioned modification is an addition of the respective
quarter-hourly products to its formula. The research of Uniejewski et al. (2019) was done
only for the hourly products, therefore the quarter-hourly ones are not considered there.
Since the lasso technique can easily handle a big amount of regressors, instead of construct-
ing two separate models for different product types, we consider one that contains more
information. The formula is as follows
IDd,s3 =
d,s−4∑
i,j=d−7,s
β
(1)
i,j
HIDi,j3 +
d+1,24∑
i,j=d−7,s
β
(2)
i,j DA
i,j +
7∑
j=1
β
(3)
j DoW
d
j
+
d,s−13∑
i,j=d−7,s
β
(4)
i,j
QHIDi,j3 +
d+1,96∑
i,j=d−7,s
β
(5)
i,j IA
i,j + εd,s.
(19)
The original notation was adjusted, so it fits our convention. Let us note that this
model uses the values of the Day-Ahead and Intraday Auction prices if they are al-
ready published, similarly as we do in the full information model. Due to more regres-
sors present in the model, to avoid overestimation, we do not use their best perform-
ing model, i.e. LASSO(λ6), where λ6 = 10
− 13
6 . Instead, we tune the λs parameter as
described in Section 3.2, but using the same Λ grid as in Uniejewski et al. (2019), i.e.
Λ = {10− 19−i6 |i ∈ {1, . . . , 10}}. We denote this model as Lasso.AR.
4 Forecasting Study and Evaluation
Since we deal with time-series data, we utilize a rolling window scheme. This approach
is taken in the majority of electricity price forecasting studies. For a meaningful forecast
evaluation, we consider a D = 365-day window size. The initial data range is highlighted
with red lines in Figure 5. In our research, we apply only multivariate models, which in
our case results in 120 models (24 for hourly and 96 for quarter-hourly products). The
aim of this paper is a very short term forecasting, i.e. we want to forecast the ID3-Price 3
hours and 15 minutes before the delivery of the corresponding product. This means that
for each product we fit a model to the data from 01.01.2015 to 31.12.2015 and we forecast
the ID3-Price for the next day. Then we move our window forward by one day and repeat
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the exercise until the end of the out-of-sample set. Our out-of-sample data span the date
range from 01.01.2016 to 29.09.2018, which gives us N = 1003 days of meaningful forecasts.
We utilize the mean absolute error (MAE) and the root mean squared error (RMSE)
as the forecasting measures. The RMSE is the optimal least square problems measure,
yet it is sensitive to outliers. Thus, we apply also the MAE, which is more robust, but it
is designed to measure the performance of forecasting the median, while we forecast the
mean. The MAE and the RMSE are given by
MAE =
1
S ·N
N∑
i=1
S∑
s=1
∣∣∣IDD+i,s3 − ÎDD+i,s3 ∣∣∣ , (20)
RMSE =
√√√√ 1
S ·N
N∑
i=1
S∑
s=1
∣∣∣IDD+i,s3 − ÎDD+i,s3 ∣∣∣2. (21)
Let us note that we evaluate the forecasts separately for hourly and quarter-hourly prod-
ucts. Moreover, in purpose of better understanding models’ performance over the day, we
calculate also the MAE and the RMSE for each product. We denote them by MAEs and
RMSEs. They are defined as follows
MAEs =
1
N
N∑
i=1
∣∣∣IDD+i,s3 − ÎDD+i,s3 ∣∣∣ , (22)
RMSEs =
√√√√ 1
N
N∑
i=1
∣∣∣IDD+i,s3 − ÎDD+i,s3 ∣∣∣2. (23)
The RMSE and the MAE are widely used in the EPF literature to provide a ranking
of models, e.g. by Ziel (2016) or by Uniejewski et al. (2019). However, these cannot draw
statistically significant conclusions on the outperformance of the forecasts of the considered
models. Therefore, we also calculate the Diebold and Mariano (1995) test, which tests
forecasts of model A against forecasts of model B. In the following paper, we compute
the multivariate version of the DM test as in Ziel and Weron (2018). This is in contrast
to the majority of the EPF literature, where the DM test is performed separately for each
product, see Weron (2014). The multivariate DM test results in only one statistic for
each model that is computed based on the S-dimensional vector of errors for each day,
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where S ∈ {24, 96} for hourly and quarter-hourly products, respectively. Therefore, denote
ε̂A,d = [ε̂A,d,1, ε̂A,d,2, . . . , ε̂A,d,S]
′ and ε̂B,d = [ε̂B,d,1, ε̂B,d,2, . . . , ε̂B,d,S]′ the vectors of the out-
of-sample errors for day d of the models A and B, respectively. The multivariate loss
differential series
∆A,B,d = ||ε̂A,d||i − ||ε̂B,d||i (24)
defines the difference of errors in || · ||i norm, i.e. ||ε̂A,d||i =
(∑S
s=1 |ε̂A,d,s|i
)1/i
, where
i ∈ {1, 2}. For each model pair, we compute the p-value of two one-sided DM tests. The
first one is with the null hypothesis H0 : E(∆A,B,d) ≤ 0, i.e. the outperformance of the
forecasts of model B by the forecasts of model A. The second test is with the reverse null
hypothesis HR0 : E(∆A,B,d) ≥ 0, i.e. the outperformance of the forecasts of model A by
those of model B. Let us note that these tests are complementary, and we perform them
using two norms: || · ||1 and || · ||2. Naturally, we assume that the loss differential series is
covariance stationary.
For a better understanding of the full information model, we perform a coefficient
analysis of the best performing one. We can easily study the variable selection thanks
to the lasso and elastic net shrinkage and regularization properties. As the measure of
the importance of a standardized parameter β˜s,i we consider the fraction of the absolute
standardized parameter of a model to the sum of all absolute standardized parameters as
in Ziel (2016)
ιs,i =
|β˜s,i|∑p
j=1 |β˜s,j|
. (25)
Naturally, 0 ≤ ιs,i ≤ 1 and
∑p
i=1 ιs,i = 1. The larger ιs,i, the larger the relative impact
of the corresponding parameter to the ID3-Price of product s. We estimate the values of
ιs,i by applying the plug-in principle to the estimators
̂˜
βs and compute the corresponding
sample mean across the rolling window.
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MAEH RMSEH MAEQH RMSEQH
Naive.DA 5.0042 (.04) 7.9653 (.146) 7.643 (.028) 11.701 (.122)
Naive.MR1 3.3343 (.026) 5.278 (.113) 7.706 (.029) 11.714 (.185)
Naive.MR2 3.5006 (.028) 5.5877 (.12) 7.511 (.028) 11.433 (.178)
ARX.non 3.5033 (.027) 5.4421 (.099) 6.977 (.026) 10.529 (.121)
ARX.asinhIC 3.4416 (.027) 5.4925 (.116) 6.858 (.027) 10.627 (.128)
ARX.asinhC 3.4364 (.028) 5.4217 (.109) 6.896 (.024) 10.462 (.118)
Lasso.AR 4.4619 (.037) 7.1529 (.156) 7.109 (.027) 11.116 (.131)
FI.lasso.notpen.IC 3.3738 (.027) 5.4191 (.115) 7.02 (.027) 10.902 (.131)
FI.lasso.notpen.C 3.3538 (.026) 5.3229 (.111) 6.891 (.026) 10.543 (.131)
FI.lasso.fixed.IC 3.3325 (.027) 5.2739 (.112) 7.56 (.028) 11.52 (.179)
FI.lasso.fixed.C 3.3391 (.027) 5.2751 (.111) 7.541 (.028) 11.486 (.178)
FI.lasso.penal.IC 3.7364 (.033) 6.2817 (.144) 7.035 (.028) 11.251 (.132)
FI.lasso.penal.C 3.5803 (.031) 6.0132 (.141) 6.72 (.027) 10.703 (.137)
FI.elnet.notpen.IC 3.3741 (.027) 5.4194 (.113) 7.314 (.028) 11.33 (.127)
FI.elnet.notpen.C 3.3543 (.027) 5.323 (.115) 7.185 (.027) 10.957 (.125)
FI.elnet.fixed.IC 3.3331 (.026) 5.2742 (.111) 7.61 (.028) 11.588 (.171)
FI.elnet.fixed.C 3.3401 (.026) 5.2754 (.113) 7.599 (.028) 11.565 (.177)
FI.elnet.penal.IC 3.6878 (.033) 6.1059 (.141) 7.002 (.027) 11.138 (.126)
FI.elnet.penal.C 3.5588 (.03) 5.8723 (.131) 6.712 (.026) 10.625 (.129)
Table 3: MAE and RMSE values for the considered models. The corresponding estimated
standard deviations are given in parenthesis. Bolded values indicate the lowest error in
each column. The models that are not significantly worse than the best (indicated by the
2-sigma range of the best model) are underlined.
5 Results and Discussion
5.1 Forecast evaluation
In Table 3, we present the MAE and RMSE values for all considered models. Next to
the error values, we report the corresponding standard deviations estimated using 1000
bootstrap replications. We calculate the errors separately for the hourly and quarter-hourly
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products. Figures 8 and 9 present the p-values of the DM test for the hourly and quarter-
hourly products, respectively. The results for the hourly products are quite surprising. The
FI.lasso.fixed.IC model gives the lowest error for both MAE and RMSE, but these values
are not significantly different from the errors of the naive model (16). Based on the DM test
results shown in Figure 8, we observe that none of the considered models is significantly
better than the aforementioned naive. Let us recall that the Naive.MR1 models the ID3
price with a weighted-average price of the transactions that take place not earlier than 15
minutes before the forecasting time. This is an indication of a weak-form efficiency of the
market, as based on the market data there is no arbitrage possible for risk-neutral traders,
similarly to established financial markets. The same behaviour was captured by Ziel et al.
(2015b) in the German-Austrian day-ahead markets. To be specific, they found the naive
EXAA model to be the best for the results of the EPEX Day-Ahead Auction. The naive
EXAA model uses as the predictor simply the price of the EXAA, which publishes the
l
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Figure 8: Results of the Diebold-Mariano test for the hourly products. (a) presents the
p-values for the || · ||2 norm, (b) the values for the || · ||1 norm. The figures use a heat map
to indicate the range of the p-values. The closer they are to zero (→ dark green), the more
significant the difference is between forecasts of X-axis model (better) and forecasts of the
Y-axis model (worse).
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Figure 9: Results of the Diebold-Mariano test for the quarter-hourly products. (a) presents
the p-values for the || · ||2 norm, (b) the values for the || · ||1 norm. The figures use a heat
map to indicate the range of the p-values. The closer they are to zero (→ dark green), the
more significant the difference is between forecasts of X-axis model (better) and forecasts
of the Y-axis model (worse).
results 1 hour and 40 minutes before the submission in the EPEX Day-Ahead Auction.
The other full information models, which do not penalize for using the most recent value
or have the corresponding coefficient fixed to 1, perform not much worse. In terms of MAE
and RMSE, all of them are not significantly different from the FI.lasso.fixed.IC and of
course than the Naive.MR1. Based on the DM test, the forecasts of the models with the
most recent value coefficient set to 1 are not significantly worse than the forecasts of the
Naive.MR1. On the other hand, the FI.lasso.fixed.IC appears to be significantly the
best among all the considered models, excluding the naive most recent value. The expert
models perform very well too, while the Naive.DA and the Lasso.AR perform the worst.
Let us note that these models are the only ones that do not contain the most recent value,
which turns out to explain the final ID3 price very well. Let us emphasize that the correct
way of the backward transformation in most cases returns lower errors and significantly
better forecasts than the incorrect way.
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Figure 10 shows models’ performance for the hourly products separately over the day.
We see there clearly that the models, that do not consist of the Naive.MR1, perform the
worst in every hour. The ones that use the most recent value, but penalize its usage, give
better results, but still, they are worse than the models that favour the most recent value
or the Naive.MR1 itself. Among these, it is not easy to distinguish the best one based
on Figure 10. Moreover, all models perform better during night hours than day hours,
especially the peak ones.
The situation is slightly different for the quarter-hourly products. Based on Table 3 the
Naive.MR1 does not perform that well. Also, the DM test results, presented in Figure
9, indicate its poor performance. This suggests that the quarter-hourly intraday market is
not weak-form efficient and still an autoregressive or deterministic structure can be found
there. In terms of the MAE, we receive the lowest error for the full information model
estimated using the elastic net with a standard penalty and correctly back-transformed,
i.e. FI.elnet.penal.C. Very similar and not significantly different value is received for the
FI.lasso.penal.C model. In terms of the RMSE, the best performing model turns out
to be the asinh-transformed and correctly back-transformed expert model. Although, the
other expert models and the aforementioned full information models have their RMSEs
in the 2-sigma range of the ARX.asinhC. Based on Figure 9, the models whose fore-
casts significantly outperform other models’ forecasts are the FI.lasso.penal.C and the
FI.elnet.penal.C. According to the results of the DM test, the forecasts of these models
are not significantly different. The other models that perform well are the ARX models,
while the worst performing are the naives and the full information models that have the
most recent value coefficient fixed to 1.
Figure 11 shows the models’ performance for the quarter-hourly products over the day.
Let us note that here the results are not that explicit, as in Figure 10. The error values
exhibit the jigsaw pattern that is present for the quarter-hourly prices in Figure 6b. It
means that the models do not handle well this pattern. The considered models perform
much worse for the quarter-hourly than for hourly products. The reason for this may be
the higher volatility of the quarter-hourly market, especially the higher rate of the outliers
occurrence. Another reason may be the lower liquidity of this market 3 hours and 15
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Figure 10: Performance measures for hourly products
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Figure 11: Performance measures for quarter-hourly products
minutes before the delivery. Figure 3 shows that by this time, a very little number of
transactions takes place in this market. This may explain also the poor performance of the
Naive.MR1.
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5.2 Variable selection
We perform a variable selection analysis for the best full information model for the hourly
products, i.e. FI.lasso.fixed.IC and for the best performing model for the quarter-hourly
products, i.e. FI.elnet.penal.C. Table 4 shows the four most relevant coefficients in the
model FI.lasso.fixed.IC for each hourly product. Let us note that for almost every hour
the most recent value has the importance of more than 99%. This explains why this model
is not significantly different from the Naive.MR1. This may be an important hint that
Importance: 1 Importance: 2 Importance: 3 Importance: 4
00:00 H3.25ID
d,00:00
0.25 (99.86) BV
d−1,17:15 (0.04) H4.75ID
d,00:00
0.25 (0.03)
QH
9.25ID
d−1,20:45
0.25 (0.03)
01:00 H3.25ID
d,01:00
0.25 (99.7)
QH
0.5ID
d−1,22:15
0.25 (0.18)
QHIDd−9,07:303 (0.06) IA
d−2,08:00 (0.04)
02:00 H3.25ID
d,02:00
0.25 (99.09) DA
d−13,06:00 (0.54) QH14.5ID
d,06:45
0.25 (0.25) BV
d−1,22:15 (0.04)
03:00 H3.25ID
d,03:00
0.25 (99.92) BV
d−8,06:00 (0.06) QH14.5ID
d−1,07:00
0.25 (0.02)
QH
5.25ID
d−1,04:45
0.25 (0)
04:00 H3.25ID
d,04:00
0.25 (99.92) BV
d−3,15:45 (0.04) QH0ID
d−1,13:45
0.25 (0.02) IA
d−14,21:45 (0.02)
05:00 H3.25ID
d,05:00
0.25 (99.9) BV
d−2,02:30 (0.06) IAd,00:45 (0.02) QH8.25ID
d,02:45
0.25 (0.01)
06:00 H3.25ID
d,06:00
0.25 (99.47)
QH
12.75ID
d−1,23:15
0.25 (0.17)
QH
6ID
d−1,23:45
0.25 (0.15)
QH
6.25ID
d−1,23:45
0.25 (0.11)
07:00 H3.25ID
d,07:00
0.25 (99.7)
QH
5.75ID
d−1,19:30
0.25 (0.12)
QH
8.5ID
d,00:45
0.25 (0.07)
QH
12.5ID
d−1,22:00
0.25 (0.03)
08:00 H3.25ID
d,08:00
0.25 (99.86)
QH
9.25ID
d,02:45
0.25 (0.03)
QH
5ID
d−1,15:45
0.25 (0.02)
QH
14ID
d−1,21:30
0.25 (0.02)
09:00 H3.25ID
d,09:00
0.25 (99.46)
QHIDd−6,21:303 (0.48)
QH
16.5ID
d,09:00
0.25 (0.04)
H
26ID
d−1,23:00
0.25 (0)
10:00 H3.25ID
d,10:00
0.25 (99.08)
QH
4ID
d,09:45
0.25 (0.24)
QH
4.25ID
d,10:00
0.25 (0.11)
QH
2.75ID
d,02:45
0.25 (0.11)
11:00 H3.25ID
d,11:00
0.25 (99.78)
QH
3ID
d,00:00
0.25 (0.22)
12:00 H3.25ID
d,12:00
0.25 (99.73) BV
d−7,20:15 (0.27) QHIDd−9,00:153 (0) BV
d−8,19:15 (0)
13:00 H3.25ID
d,13:00
0.25 (99.82)
QHIDd−9,07:153 (0.12)
QHIDd−9,09:303 (0.03)
QHIDd−12,21:153 (0.02)
14:00 H3.25ID
d,14:00
0.25 (99.92)
QH
3ID
d−1,11:00
0.25 (0.05) BV
d−1,21:00 (0.01) BVd−1,16:30 (0.01)
15:00 H3.25ID
d,15:00
0.25 (97.57)
QHIDd−7,06:453 (1.09) IA
d−9,06:00 (0.42) BVd−9,23:30 (0.25)
16:00 H3.25ID
d,16:00
0.25 (99.03)
QHIDd−4,13:453 (0.23) IA
d−7,20:00 (0.16) IAd−7,17:00 (0.1)
17:00 H3.25ID
d,17:00
0.25 (98.53)
QH
5.25ID
d,06:15
0.25 (1.11)
QH
4.75ID
d,05:30
0.25 (0.09)
QHIDd−7,21:303 (0.05)
18:00 H3.25ID
d,18:00
0.25 (99.67) IA
d−10,09:00 (0.11) QH0.25ID
d−1,15:30
0.25 (0.07)
QH
16ID
d,08:30
0.25 (0.06)
19:00 H3.25ID
d,19:00
0.25 (98.68)
QH
3.5ID
d−1,16:45
0.25 (0.44)
QH
2.75ID
d−1,16:45
0.25 (0.38)
QH
1.75ID
d−1,16:45
0.25 (0.15)
20:00 H3.25ID
d,20:00
0.25 (99.92)
QH
7.25ID
d,07:30
0.25 (0.04)
QH
2.5ID
d−1,16:45
0.25 (0.01) BV
d−14,19:30 (0.01)
21:00 H3.25ID
d,21:00
0.25 (98.55) IA
d1,07:00 (0.5) IAd−10,18:00 (0.36) QH2.25ID
d,19:45
0.25 (0.34)
22:00 H3.25ID
d,22:00
0.25 (99.02)
QH
25.5ID
d1,20:00
0.25 (0.21) BV
d−6,00:00 (0.18) IAd1,01:45 (0.15)
23:00 H3.25ID
d,23:00
0.25 (99.96)
QH
3.25ID
d,03:15
0.25 (0.03) BV
d−5,22:00 (0) BVd−10,03:00 (0)
Table 4: Most relevant coefficients in the model FI.lasso.fixed.IC for hourly products
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there is no more information that we can get from this data, despite the most recent
value. There is no clear pattern in the selection of the second and the third most relevant
coefficient, especially that the corresponding values are very small.
The tables regarding the importance of parameters for the model FI.elnet.penal.C
for the quarter-hourly products can be found in the Appendix. Table 5 shows that for
the night and early-morning products the corresponding Intraday Auction value is a very
relevant variable. This pattern appears, but is not that strong in Tables 6 and 7. The most
recent value of the corresponding product and the most recent value of the closest hourly
product seem relevant for many products too. This suggests that the most recent value
is an informative variable, even though it is not that good alone, as it is for the hourly
products. Let us note that the information from the balancing market and from the hourly
day-ahead market is non-existent in the 4 most important variables. Most of the regressors
that appear there are the xIDy prices from the Intraday Continuous market. The pattern of
choice of the xIDy prices is not clear, except the fact that most of the important variables
have their delivery before the corresponding product.
6 Summary and Conclusion
We conducted an electricity price forecasting study in the German Intraday Continuous
market. We utilized a new model that makes use of the market’s continuity and estimated
it using well-known techniques. We compared it with seven benchmark models to measure
its performance. We performed the analysis separately for the hourly and quarter-hourly
products. The results for the hourly products suggest that there is no more information
that we can get from the transactions data, despite the most recent price, which means that
here we deal with a weak-form efficient market. Therefore, none of the considered models
performed better than the naive most recent value. This is very similar to the relation
between the German-Austrian EXAA and EPEX day-ahead markets that is exhibited by
Ziel et al. (2015b).
On the other hand, the results for the quarter-hourly products have shown that there is
some space for improvement. For this market, the most recent value did not give satisfying
results. The reason for this may be a lower number of transactions by the time of forecasting
28
when comparing with the market of the hourly products. In the case of the quarter-hourly
products, the full information model estimated using the elastic net with a standard penalty
and correctly back-transformed performed the best. The variable selection analysis of this
model has shown that the most relevant regressors are: the corresponding Intraday Auction
price, the most recent value of the corresponding product, and the most recent value of the
closest hourly product.
An important outcome of the following paper is the analysis of the asinh’s backward
transformation. We have shown that the mathematically correct approach to this problem
gives significantly better forecasts than the common, incorrect one. This is clearly depicted
in Figures 8 and 9. We see that comparing the same models back-transformed correctly
and incorrectly results in most cases in significantly better forecasts when using the correct
backward transformation. Having this and the approach’s simplicity on our minds, we
strongly encourage to use it.
Future research can go in different directions. Likely the proposed model can be im-
proved using other estimation methods. The next natural step forward is the inclusion of
fundamental variables in the model, like e.g. weather forecasts or outages of power plants.
Another possible direction is probabilistic forecasting, including a detailed volatility anal-
ysis. It is certain that due to the growth of the intraday market and the scarcity of the
literature on this subject, still a lot of research needs to be conducted.
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Appendix
The xIDy weighted-average additivity property
Proposition. Let us consider a disjoint split of the Td,sx,y period
Td,sx,y =
⋃˙
j
Td,sxj ,yj =
⋃˙
j
[b(d, s)− xj − yj, b(d, s)− xj) ,
where j ∈ {0, 1, . . . , J}, x0 + y0 = x+ y and xJ = x. Then
xID
d,s
y =
∑
j xjID
d,s
yj
Vd,sxj ,yj∑
j V
d,s
xj ,yj
, (26)
where Vd,sx,y =
∑
k∈Td,sx,y∩T d,s V
d,s
k .
Proof. To prove the property, we apply the above disjoint of the time frame Td,sx,y to the
definition (2) of the xIDy.
xID
d,s
y :=
1∑
k∈Td,sx,y∩T d,s V
d,s
k
∑
k∈Td,sx,y∩T d,s
V d,sk P
d,s
k
=
1∑
k∈(
⋃˙
jT
d,s
xj,yj)∩T d,s
V d,sk
∑
k∈(
⋃˙
jT
d,s
xj,yj)∩T d,s
V d,sk P
d,s
k
=
1∑
k∈⋃˙j(Td,sxj,yj∩T d,s) V d,sk
∑
k∈⋃˙j(Td,sxj,yj∩T d,s)
V d,sk P
d,s
k
=
1∑
j
∑
k∈Td,sxj,yj∩T d,s
V d,sk
∑
j
∑
k∈Td,sxj,yj∩T d,s
V d,sk P
d,s
k
=
1∑
j V
d,s
xj ,yj
∑
j
Vd,sxj ,yj
Vd,sxj ,yj
∑
k∈Td,sxj,yj∩T d,s
V d,sk P
d,s
k

=
1∑
j V
d,s
xj ,yj
∑
j
Vd,sxj ,yjxj ID
d,s
yj
=
∑
j xj ID
d,s
yj
Vd,sxj ,yj∑
j V
d,s
xj ,yj
.
(27)
Quarter-hourly products coefficients relevance
In this section, we present the tables consisting of the most relevant coefficients in the
model FI.elnet.penal.C for each quarter-hourly product.
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Importance: 1 Importance: 2 Importance: 3 Importance: 4
00:00 IAd,00:00 (27.23) QH3.25ID
d,00:00
0.25 (11.35)
QH
0.5ID
d−1,21:15
0.25 (7.09)
QH
3.5ID
d,00:00
0.25 (5.52)
00:15 H1ID
d−1,22:00
0.25 (8.2) IA
d,00:15 (7.71) H3ID
d,00:00
0.25 (6.99)
H
2ID
d−1,23:00
0.25 (6.09)
00:30 H2.75ID
d,00:00
0.25 (7.67)
H
3.75ID
d,01:00
0.25 (6.8)
H
4ID
d,01:00
0.25 (6.65) IA
d,00:30 (4.07)
00:45 IAd,00:45 (24.74) H3.5ID
d,01:00
0.25 (8.48)
H
2.5ID
d,00:00
0.25 (7.12)
QH
3.25ID
d,00:45
0.25 (6.9)
01:00 IAd,01:00 (15.75) H2.25ID
d,00:00
0.25 (8.06)
QH
3.25ID
d,01:00
0.25 (6.04)
H
1.25ID
d−1,23:00
0.25 (3.86)
01:15 H2.25ID
d,00:00
0.25 (17.91)
H
2ID
d,00:00
0.25 (13.95)
H
3ID
d,01:00
0.25 (12.03)
H
3.25ID
d,01:00
0.25 (10.13)
01:30 H2.75ID
d,01:00
0.25 (12.22)
H
1.75ID
d,00:00
0.25 (8.82)
H
3ID
d,01:00
0.25 (8.04)
H
3.25ID
d,01:00
0.25 (7.06)
01:45 IAd,01:45 (19.91) H2.5ID
d,01:00
0.25 (14.14)
H
1.5ID
d,00:00
0.25 (6.09)
QH
2.25ID
d,00:45
0.25 (3.96)
02:00 IAd,02:00 (11.19) H1.25ID
d,00:00
0.25 (10)
H
2.25ID
d,01:00
0.25 (7.33)
QH
9.75ID
d,02:00
0.25 (5.64)
02:15 H1ID
d,00:00
0.25 (11.29)
H
2ID
d,01:00
0.25 (8.64)
H
3ID
d,02:00
0.25 (8.14)
H
2.25ID
d,01:00
0.25 (4.59)
02:30 H1.75ID
d,01:00
0.25 (10.26)
H
2.75ID
d,02:00
0.25 (6.53)
H
5.75ID
d,05:00
0.25 (5.1)
H
2.5ID
d,01:00
0.25 (4.29)
02:45 QH1.25ID
d,00:45
0.25 (9.99) IA
d,02:45 (9.86) IAd,03:45 (6.21) H2.5ID
d,02:00
0.25 (5.41)
03:00 IAd,03:00 (12.46) H1.25ID
d,01:00
0.25 (7.03)
QH
0.5ID
d,00:15
0.25 (6.95)
QH
3.25ID
d,03:00
0.25 (5.93)
03:15 H1ID
d,01:00
0.25 (12.36)
H
1.25ID
d,01:00
0.25 (8.85)
H
3ID
d,03:00
0.25 (5.95)
H
2ID
d,02:00
0.25 (4.39)
03:30 H2.75ID
d,03:00
0.25 (7.92)
H
4.75ID
d,05:00
0.25 (5.11)
H
5ID
d,05:00
0.25 (4.45)
H
1.75ID
d,02:00
0.25 (3.91)
03:45 IAd,03:45 (10.99) QH3.25ID
d,03:45
0.25 (8.11)
QH
2.25ID
d,02:45
0.25 (6.46)
H
4.5ID
d,05:00
0.25 (6.34)
04:00 IAd,04:00 (20.91) QH11.75ID
d,04:00
0.25 (9.99)
QH
3.25ID
d,04:00
0.25 (6.78)
H
2.75ID
d,03:00
0.25 (3.57)
04:15 H2ID
d,03:00
0.25 (10.84)
H
3ID
d,04:00
0.25 (8.93)
H
1ID
d,02:00
0.25 (8.64)
H
2.25ID
d,03:00
0.25 (4.46)
04:30 H2.75ID
d,04:00
0.25 (11.54)
H
3ID
d,04:00
0.25 (7.57)
H
4.25ID
d,05:00
0.25 (6.43)
H
4.5ID
d,05:00
0.25 (6.17)
04:45 IAd,04:45 (11.21) QH3.25ID
d,04:45
0.25 (8.54)
H
3.5ID
d,05:00
0.25 (4.98)
H
4.5ID
d,05:00
0.25 (4.55)
05:00 IAd,05:00 (17.9) QH3.25ID
d,05:00
0.25 (8.38)
H
1.25ID
d,03:00
0.25 (6.62)
H
2.25ID
d,04:00
0.25 (2.98)
05:15 H3ID
d,05:00
0.25 (8.7)
QH
3.25ID
d,05:15
0.25 (7.82)
H
2ID
d,04:00
0.25 (5.02)
H
1ID
d,03:00
0.25 (4.39)
05:30 H3.75ID
d,06:00
0.25 (8.7)
H
3ID
d,05:00
0.25 (6.87)
H
2.75ID
d,05:00
0.25 (5.26)
QH
3.25ID
d,05:30
0.25 (4.71)
05:45 IAd,05:45 (8.93) QH3.25ID
d,05:45
0.25 (7.93)
QH
4.25ID
d,05:45
0.25 (6.43)
H
3.5ID
d,06:00
0.25 (6.28)
06:00 QH3.25ID
d,06:00
0.25 (15.94) IA
d,06:00 (15.24) QH4.75ID
d,06:00
0.25 (5.32)
QH
4.5ID
d,06:00
0.25 (4.27)
06:15 H3ID
d,06:00
0.25 (16.08)
H
3.25ID
d,06:00
0.25 (14.59)
H
3.5ID
d,06:00
0.25 (9.19)
QH
3.25ID
d,06:15
0.25 (8.6)
06:30 H2.75ID
d,06:00
0.25 (9.46)
QH
3.25ID
d,06:30
0.25 (8.42)
H
3ID
d,06:00
0.25 (6.19)
H
3.75ID
d,07:00
0.25 (4.91)
06:45 IAd,06:45 (14.27) QH3.25ID
d,06:45
0.25 (12.63)
QH
3.75ID
d,06:45
0.25 (7.45)
H
2.5ID
d,06:00
0.25 (7)
07:00 IAd,07:00 (24.12) H2.25ID
d,06:00
0.25 (11.14)
QH
3.25ID
d,07:00
0.25 (9.02)
H
2.5ID
d,06:00
0.25 (7.5)
07:15 H3ID
d,07:00
0.25 (14.41)
H
3.25ID
d,07:00
0.25 (10.77)
H
2ID
d,06:00
0.25 (10.03)
H
3.5ID
d,07:00
0.25 (5.68)
07:30 H2.75ID
d,07:00
0.25 (11.29)
H
3ID
d,07:00
0.25 (10.43)
H
3.25ID
d,07:00
0.25 (6.81)
H
1.75ID
d,06:00
0.25 (6.53)
07:45 IAd,07:45 (10.82) H2.5ID
d,07:00
0.25 (10.67)
QH
3.25ID
d,07:45
0.25 (8.55)
QH
2.25ID
d,06:45
0.25 (5.25)
Table 5: Most relevant coefficients in the model FI.elnet.penal.C for each quarter-hourly
product from 00:00 to 07:45
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Importance: 1 Importance: 2 Importance: 3 Importance: 4
08:00 IAd,08:00 (20.21) H2.25ID
d,07:00
0.25 (12.55)
H
2.5ID
d,07:00
0.25 (7.26)
H
1.25ID
d,06:00
0.25 (6.77)
08:15 H2ID
d,07:00
0.25 (12.69)
H
3ID
d,08:00
0.25 (12.65)
H
2.25ID
d,07:00
0.25 (8.89)
H
3.25ID
d,08:00
0.25 (8.72)
08:30 H2.75ID
d,08:00
0.25 (8.9)
H
3.75ID
d,09:00
0.25 (8.71)
H
1.75ID
d,07:00
0.25 (8.01)
H
4ID
d,09:00
0.25 (5.79)
08:45 QH3.25ID
d,08:45
0.25 (8.03)
QH
3.5ID
d,08:45
0.25 (6.11)
H
4.5ID
d,10:00
0.25 (5.16)
H
3.5ID
d,09:00
0.25 (4.99)
09:00 H2.25ID
d,08:00
0.25 (12.31) IA
d,09:00 (10.3) H1.25ID
d,07:00
0.25 (9.98)
H
2.5ID
d,08:00
0.25 (6.55)
09:15 H3ID
d,09:00
0.25 (12.57)
H
2ID
d,08:00
0.25 (8.24)
H
3.25ID
d,09:00
0.25 (7.34)
H
3.5ID
d,09:00
0.25 (5.24)
09:30 H2.75ID
d,09:00
0.25 (11.52)
H
3.75ID
d,10:00
0.25 (10.47)
H
4.75ID
d,11:00
0.25 (6.95)
QH
1.5ID
d,07:45
0.25 (5.5)
09:45 QH2.25ID
d,08:45
0.25 (10.65)
H
3.5ID
d,10:00
0.25 (10.41)
H
4.5ID
d,11:00
0.25 (8.26)
H
2.5ID
d,09:00
0.25 (6.57)
10:00 H2.25ID
d,09:00
0.25 (9.05)
H
1.25ID
d,08:00
0.25 (6.71)
QH
3.25ID
d,10:00
0.25 (6.44)
H
3.25ID
d,10:00
0.25 (4.55)
10:15 H3ID
d,10:00
0.25 (10.87)
H
2ID
d,09:00
0.25 (9.71)
H
3.25ID
d,10:00
0.25 (6.8)
H
2.25ID
d,09:00
0.25 (6.3)
10:30 H3.75ID
d,11:00
0.25 (7.57)
H
4ID
d,11:00
0.25 (6.52)
QH
1.5ID
d,08:45
0.25 (6.31)
H
2.75ID
d,10:00
0.25 (5.97)
10:45 IAd,10:45 (9.72) H3.5ID
d,11:00
0.25 (8.78)
QH
3.25ID
d,10:45
0.25 (8.55)
QH
1.25ID
d,08:45
0.25 (7.58)
11:00 H2.25ID
d,10:00
0.25 (9.14)
H
3.25ID
d,11:00
0.25 (8.1)
H
1.25ID
d,09:00
0.25 (7.3)
QH
0.75ID
d,08:30
0.25 (4.61)
11:15 H3ID
d,11:00
0.25 (11.51)
H
2ID
d,10:00
0.25 (8.43)
H
3.25ID
d,11:00
0.25 (7.91)
H
4ID
d,12:00
0.25 (5.25)
11:30 H2.75ID
d,11:00
0.25 (8.85)
QH
2.5ID
d,10:45
0.25 (8.58)
H
3.75ID
d,12:00
0.25 (7.82)
H
3ID
d,11:00
0.25 (6.4)
11:45 QH3.25ID
d,11:45
0.25 (7.62)
QH
2.25ID
d,10:45
0.25 (6.51)
H
4.5ID
d,13:00
0.25 (5.39)
H
3.5ID
d,12:00
0.25 (5.3)
12:00 QH3.25ID
d,12:00
0.25 (7.38)
H
2.25ID
d,11:00
0.25 (6.06)
H
1.25ID
d,10:00
0.25 (4.97)
QH
1.75ID
d,10:15
0.25 (4.47)
12:15 QH1.75ID
d,10:45
0.25 (8.87)
H
3ID
d,12:00
0.25 (7.66)
H
4ID
d,13:00
0.25 (4.88)
H
2ID
d,11:00
0.25 (4.85)
12:30 H3.75ID
d,13:00
0.25 (9.85)
H
2.75ID
d,12:00
0.25 (6.66)
QH
2.5ID
d,11:45
0.25 (6.17)
H
4.75ID
d,14:00
0.25 (5.64)
12:45 QH2.25ID
d,11:45
0.25 (9.27)
H
3.5ID
d,13:00
0.25 (8.86)
H
4.5ID
d,14:00
0.25 (7.9)
QH
1.25ID
d,10:45
0.25 (4.52)
13:00 QH3.25ID
d,13:00
0.25 (6.93)
H
2.25ID
d,12:00
0.25 (6.17)
QH
0.75ID
d,10:30
0.25 (5.23)
QH
2.25ID
d,12:00
0.25 (4.72)
13:15 H3ID
d,13:00
0.25 (10.34)
H
2ID
d,12:00
0.25 (6.85)
QH
1.5ID
d,11:30
0.25 (5.01)
H
3.25ID
d,13:00
0.25 (4.48)
13:30 H2.75ID
d,13:00
0.25 (7.7)
QH
2.5ID
d,12:45
0.25 (7.14)
H
3.75ID
d,14:00
0.25 (5.94)
H
3ID
d,13:00
0.25 (5.34)
13:45 QH3.25ID
d,13:45
0.25 (10.69)
QH
2.25ID
d,12:45
0.25 (8.82) IA
d,13:45 (5.56) H3.5ID
d,14:00
0.25 (4.57)
14:00 QH1ID
d,11:45
0.25 (8.86)
QH
3.25ID
d,14:00
0.25 (7.43)
QH
0.75ID
d,11:30
0.25 (5.75)
H
1.25ID
d,12:00
0.25 (5.62)
14:15 QH1.75ID
d,12:45
0.25 (8.16)
H
3ID
d,14:00
0.25 (8.12)
QH
0.75ID
d,11:45
0.25 (6.06)
H
2ID
d,13:00
0.25 (4.97)
14:30 QH2.5ID
d,13:45
0.25 (5.43)
QH
1.5ID
d,12:45
0.25 (4.02)
H
3.75ID
d,15:00
0.25 (4)
H
2.75ID
d,14:00
0.25 (3.01)
14:45 QH3.25ID
d,14:45
0.25 (9.19) IA
d,14:45 (9.18) QH2.25ID
d,13:45
0.25 (6.4)
H
4.5ID
d,16:00
0.25 (4.04)
15:00 IAd,15:00 (9.68) QH1ID
d,12:45
0.25 (7.86)
QH
3.25ID
d,15:00
0.25 (7.63)
QH
3.5ID
d,15:00
0.25 (7.16)
15:15 H3ID
d,15:00
0.25 (8.62)
H
2ID
d,14:00
0.25 (5.26)
QH
1.75ID
d,13:45
0.25 (3.98)
H
3.25ID
d,15:00
0.25 (3.68)
15:30 H3.75ID
d,16:00
0.25 (7.62)
QH
4.75ID
d,17:00
0.25 (4.5)
QH
3.25ID
d,15:30
0.25 (4.12)
QH
4.25ID
d,16:30
0.25 (3.69)
15:45 QH3.25ID
d,15:45
0.25 (11.13)
QH
2.25ID
d,14:45
0.25 (7.88) IA
d,15:45 (6.41) QH23.25ID
d,15:45
0.25 (3.62)
Table 6: Most relevant coefficients in the model FI.elnet.penal.C for each quarter-hourly
product from 08:00 to 15:45
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Importance: 1 Importance: 2 Importance: 3 Importance: 4
16:00 QH3.25ID
d,16:00
0.25 (8.75)
QH
2.25ID
d,15:00
0.25 (5.93) IA
d,16:00 (5.76) QH1ID
d,13:45
0.25 (5.37)
16:15 H3ID
d,16:00
0.25 (10.64)
H
2ID
d,15:00
0.25 (8.65)
H
3.25ID
d,16:00
0.25 (4.9)
QH
0.75ID
d,13:45
0.25 (4.83)
16:30 QH2.5ID
d,15:45
0.25 (8.85)
QH
1.5ID
d,14:45
0.25 (6.8)
QH
3.25ID
d,16:30
0.25 (6.69)
H
3.75ID
d,17:00
0.25 (6.43)
16:45 QH3.25ID
d,16:45
0.25 (14.18)
QH
2.25ID
d,15:45
0.25 (6.27)
QH
3.5ID
d,16:45
0.25 (6.22) IA
d,16:45 (5.75)
17:00 QH3.25ID
d,17:00
0.25 (12.52) IA
d,17:00 (7.51) QH0.75ID
d,14:30
0.25 (5.56)
QH
2.25ID
d,16:00
0.25 (5.07)
17:15 H3ID
d,17:00
0.25 (9.46)
H
2ID
d,16:00
0.25 (6.86)
QH
3.25ID
d,17:15
0.25 (5.95)
H
3.25ID
d,17:00
0.25 (5.89)
17:30 QH3.25ID
d,17:30
0.25 (11.39)
H
2.75ID
d,17:00
0.25 (8.62)
H
3.75ID
d,18:00
0.25 (8.1)
QH
1.5ID
d,15:45
0.25 (7.71)
17:45 QH3.25ID
d,17:45
0.25 (16.95)
H
3.5ID
d,18:00
0.25 (7.65)
QH
3.5ID
d,17:45
0.25 (7.41)
QH
4ID
d,17:45
0.25 (6.98)
18:00 QH3.25ID
d,18:00
0.25 (11.91) IA
d,18:00 (10.56) QH3.5ID
d,18:00
0.25 (8.7)
QH
3.75ID
d,18:00
0.25 (5.39)
18:15 H3ID
d,18:00
0.25 (12.5)
H
3.25ID
d,18:00
0.25 (10.3)
H
3.5ID
d,18:00
0.25 (6)
H
3.75ID
d,18:00
0.25 (4.8)
18:30 H3.75ID
d,19:00
0.25 (10.41)
H
2.75ID
d,18:00
0.25 (10.2)
QH
3.5ID
d,18:45
0.25 (7.56)
H
4ID
d,19:00
0.25 (6.34)
18:45 QH3.25ID
d,18:45
0.25 (17.11)
QH
3.5ID
d,18:45
0.25 (12)
H
3.5ID
d,19:00
0.25 (8.99) IA
d,18:45 (6.89)
19:00 IAd,19:00 (12.86) H2.25ID
d,18:00
0.25 (10.45)
QH
3.5ID
d,19:00
0.25 (7.83)
H
3.25ID
d,19:00
0.25 (7.02)
19:15 H3ID
d,19:00
0.25 (16.86)
H
3.25ID
d,19:00
0.25 (9.59)
H
3.5ID
d,19:00
0.25 (8.02)
H
3.75ID
d,19:00
0.25 (7.86)
19:30 H2.75ID
d,19:00
0.25 (10.95)
H
3.75ID
d,20:00
0.25 (8.68)
QH
2.5ID
d,18:45
0.25 (8)
H
4ID
d,20:00
0.25 (5.59)
19:45 QH3.25ID
d,19:45
0.25 (16.51) IA
d,19:45 (8.42) H3.5ID
d,20:00
0.25 (7.58)
QH
3.5ID
d,19:45
0.25 (7.08)
20:00 QH3.25ID
d,20:00
0.25 (13.41)
H
2.25ID
d,19:00
0.25 (10.34) IA
d,20:00 (8.26) H3.25ID
d,20:00
0.25 (6.71)
20:15 H3ID
d,20:00
0.25 (14.15)
H
2ID
d,19:00
0.25 (10.82)
H
3.25ID
d,20:00
0.25 (8.46)
H
3.5ID
d,20:00
0.25 (5.92)
20:30 QH2.5ID
d,19:45
0.25 (12.58)
H
3.75ID
d,21:00
0.25 (10.58)
H
2.75ID
d,20:00
0.25 (9.93)
QH
2.75ID
d,19:45
0.25 (7.27)
20:45 IAd,20:45 (14.84) QH2.25ID
d,19:45
0.25 (11.15)
H
3.5ID
d,21:00
0.25 (8.67)
QH
3.25ID
d,20:45
0.25 (7.31)
21:00 H3.25ID
d,21:00
0.25 (13.19)
H
2.25ID
d,20:00
0.25 (6.82)
H
3.5ID
d,21:00
0.25 (6.32)
QH
0.75ID
d,18:30
0.25 (4.94)
21:15 H3ID
d,21:00
0.25 (16.15)
H
3.25ID
d,21:00
0.25 (7.56)
QH
3.25ID
d,21:15
0.25 (6.37)
H
3.5ID
d,21:00
0.25 (4.32)
21:30 H2.75ID
d,21:00
0.25 (10.25)
H
3ID
d,21:00
0.25 (9.52)
H
3.75ID
d,22:00
0.25 (8.83)
H
4ID
d,22:00
0.25 (6.1)
21:45 QH3.25ID
d,21:45
0.25 (8.81)
QH
2.25ID
d,20:45
0.25 (8.47)
QH
3.5ID
d,21:45
0.25 (8.45)
QH
1.25ID
d,19:45
0.25 (4.72)
22:00 IAd,22:00 (11.85) QH3.25ID
d,22:00
0.25 (10.01)
H
3.25ID
d,22:00
0.25 (9.32)
H
3.5ID
d,22:00
0.25 (8.37)
22:15 H3ID
d,22:00
0.25 (16.17)
H
3.25ID
d,22:00
0.25 (6.85)
QH
3.25ID
d,22:15
0.25 (4.45)
H
3.5ID
d,22:00
0.25 (4.03)
22:30 H2.75ID
d,22:00
0.25 (13.31)
H
3ID
d,22:00
0.25 (7.54)
QH
3.25ID
d,22:30
0.25 (6.29)
H
4ID
d,23:00
0.25 (4.92)
22:45 QH3.25ID
d,22:45
0.25 (11.39)
QH
3.5ID
d,22:45
0.25 (10.01)
H
2.5ID
d,22:00
0.25 (9.18)
H
3.5ID
d,23:00
0.25 (8.59)
23:00 QH3.25ID
d,23:00
0.25 (20.34) IA
d,23:00 (7.69) H2.25ID
d,22:00
0.25 (6.6)
QH
3.5ID
d,23:00
0.25 (6.36)
23:15 H3ID
d,23:00
0.25 (11.44)
H
2ID
d,22:00
0.25 (9.93)
QH
3.25ID
d,23:15
0.25 (7.38)
H
3.5ID
d,23:00
0.25 (6.58)
23:30 H3ID
d,23:00
0.25 (14.49)
H
2.75ID
d,23:00
0.25 (14.23)
H
3.25ID
d,23:00
0.25 (11.18)
H
3.5ID
d,23:00
0.25 (8.83)
23:45 QH3.25ID
d,23:45
0.25 (15.19)
H
2.5ID
d,23:00
0.25 (10.95)
H
2.75ID
d,23:00
0.25 (9.58) IA
d,23:45 (5.7)
Table 7: Most relevant coefficients in the model FI.elnet.penal.C for each quarter-hourly
product from 16:00 to 23:45
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