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Abstract
The flow around two identical circular cylinders, arranged in configurations where
one of the cylinders is immersed in the wake of the other, is studied using numerical
simulations. Two aspects of such flows were considered. The first is the stabil-
ity of nominally two-dimensional time-periodic wakes to three-dimensional pertur-
bations. We investigated flows around tandem and staggered arrangements with
diverse centre-to-centre distances. Direct stability analysis and numerical simula-
tions were employed, and the results are compared to those obtained for the flow
around an isolated cylinder. The onsets of the three-dimensional instabilities were
calculated and the unstable modes are fully described. In addition, we assess the
nonlinear character of the bifurcations and physical mechanisms are proposed to
explain the instabilities. The second aspect considered in this thesis is the flow-
induced vibration experienced by a rigid cylinder when it is mounted on an elastic
base and immersed in the wake of a fixed identical cylinder. Tandem arrangements
with centre-to-centre distances varying from 1.5 to 8 cylinder diameters were tested.
The flow was simulated using an Arbitrary Lagrangian-Eulerian approach that cou-
pled the solution of the structure equations with that of the flow. Two- and three-
dimensional simulations were performed to assess the mutual influence between the
three-dimensional flow structures in the wake and the motion of the cylinder. The
response of the downstream cylinder is compared to that of an elastically-mounted
rigid isolated cylinder. Based on the simulation results we propose physical mecha-
nisms to explain the origin of the excitation.
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Chapter 1
Introduction
The flow around circular cylinders has been extensively studied due to its practi-
cal importance in engineering and scientific relevance in fluid mechanics. On the
engineering side, there are a number of devices in mechanical, civil and naval en-
gineering where circular-cylindrical structures are used. Examples of such devices
are heat exchangers, chimneys and offshore platforms. In scientific terms, the flow
around circular cylinders exhibits various important physical phenomena, such as
separation, vortex shedding and turbulence in the wake, at relatively low flow speed.
When circular cylinders are grouped in close proximity, the flow field and the
forces experienced by the cylinders are entirely different from those observed when
the bodies are isolated in the fluid stream. The effect of the presence of other bodies
in the flow is called flow interference, and it has crucial importance in aerodynamics
and hydrodynamics. For example, in all the devices mentioned at the beginning of
this chapter it is common to have circular-cylindrical structures grouped together.
This thesis examines the effect of a specific type of flow interference on two different
aspects of the flow: the early stages of the transition to turbulence in the wake of the
flow around fixed cylinders and the flow-induced vibrations of an elastically-mounted
rigid cylinder. We start by presenting a synopsis of some pertinent features of the
flow around a single cylinder.
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(a) Re = 0.16 (b) Re = 26
Figure 1.1 – Visualisation of low Reynolds number flows around a circular cylinder.
(a) creeping flow, (b) steady symmetric separated flow. Flow is from left to right.
Adapted from Van Dyke (1982).
1.1 The flow around an isolated circular cylinder
The governing non-dimensional parameter in the incompressible flow of a newtonian
fluid around a smooth circular cylinder is the Reynolds number, which is defined as
Re ≡ ρU∞D
µ
,
where ρ is the density of the fluid, U∞ is the free-stream speed, D is the cylinder
diameter and µ is the dynamic viscosity of the fluid. When the Reynolds number is
progressively increased from Re = 0, the flow experiences successive transitions and
diverse flow regimes are observed.
For extremely low Reynolds numbers (Re . 4), the fluid goes round the cylinder
and the boundary layers do not separate from the cylinder wall at any point. The
resulting flow field, illustrated in figure 1.1(a), is steady and also known as creeping
flow. For 4 . Re . 45, separation is observed, and steady symmetric re-circulation
bubbles are formed immediately downstream of the cylinder. Figure 1.1(b) shows
a visualisation of a flow at this regime. The region downstream of the cylinder
delimited by the cylinder wall and separated shear layers is called near wake.
Further increase of the Reynolds number makes the steady vortices to become
unstable and the flow bifurcates to a time-periodic state, in which opposite-signed
vortices are periodically shed from the opposite sides of the near wake; this is known
as the primary instability of the wake. A vortex wake, known as von Ka´rma´n wake
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Figure 1.2 – Vortex shedding in the flow around a circular cylinder at Re = 140.
Adapted from Van Dyke (1982).
and depicted in figure 1.2, is observed downstream of the cylinder. This wake is
two-dimensional for 47 . Re . 190 if special care is taken with respect to the
ends of the cylinder (Williamson, 1989; Eisenlohr & Eckelmann, 1989; Hammache
& Gharib, 1989). The vortices are shed at a fixed frequency, which only depends on
the Reynolds number. The non-dimensional form of this frequency is the Strouhal
number, which is defined as
St ≡ fD
U∞
,
where f is the vortex shedding frequency, usually expressed in Hz.
For Re ≥ 190, the wake becomes unstable to infinitesimal three-dimensional
perturbations and the vortices are no longer two-dimensional, as can be seen in
figure 1.3. This transition is known as secondary instability, and is the beginning of
the route to turbulence in the wake. At this regime, the flow loses a great deal of its
spatial and temporal regularity, although it is still possible to identify the vortices
being shed at a predominant frequency. The next stage in the route to turbulence
is the transition in the separating shear layers, which occurs at Re ≈ 1000. In this
thesis, we focus on flows whose Reynolds number are less than 1000; for an overview
of higher Reynolds number flows, we recommend the monograph by Zdravkovich
(1997).
The periodic vortex shedding generates oscillatory forces on the cylinder. The
forces on the plane of the cross-section of the cylinder can be decomposed into drag
– the force acting in the same direction of the free-stream – and lift – the force
acting in the cross-stream direction. These forces are non-dimensionalised using the
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Figure 1.3 – Three-dimensional instability of the von Ka´rma´n wake at Re = 210.
The cylinder is on the left, parallel to the page, and the vortex tubes are visualised
using smoke. Adapted from Williamson (1992).
dynamic pressure of the free-stream
CD =
Fx
1
2
ρU2∞DL
, CL =
Fy
1
2
ρU2∞DL
,
where CD and CL are the drag and lift coefficients, respectively, Fx and Fy are the
drag and lift forces, respectively, and L is the cylinder length. If these forces are
decomposed into mean and oscillatory components, it can be seen that, for flows
with laminar boundary layers (Re < 105), the mean drag coefficient, CD, has a value
of order O(1), while the mean lift coefficient is zero. In contrast, the oscillatory lift
coefficient, C ′L, is more significant than the oscillatory drag coefficient.
Due to the existence of these oscillatory forces imposed by the flow, flexible cylin-
ders and rigid cylinders mounted on flexible structures vibrate when immersed in a
uniform stream. This vibration occurs predominantly in the cross-stream direction
and since the origin of the forces is associated with the vortex shedding, this type
of structural response is called vortex-induced vibration (VIV). VIV is a strongly
nonlinear phenomenon, since the movement of the cylinder alters the flow field,
and the flow field is ultimately responsible for the forces exerted on the cylinder.
This interaction between the flow and the cylinder motion makes the prediction of
the response of the cylinder extremely complicated, even for structures that can be
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modelled using linear equations.
When studying VIV, besides the Reynolds number, the structural parameters
also play a role in the response of the cylinder. Considering the simplest case of a
rigid cylinder mounted on an elastic base with negligible structural damping, such
that the structure can be modelled as a mass-spring system, we can define the mass
ratio, m∗, as
m∗ ≡ 4M
ρpiD2Lsub
, (1.1)
whereM is the total mass of the oscillating system and Lsub is the submerged length
of the cylinder; and the reduced velocity, Vr, as
Vr ≡ U∞
fnD
, (1.2)
where fn is the natural frequency of the structure in vacuum. Figures 1.4 and 1.5
show characteristic structural responses of a circular cylinder subjected to VIV. In
figure 1.4, it can be seen that significant amplitudes of vibration are observed for
a limited range of reduced velocities, and that the size of this range as well as the
maximum amplitude of vibration depend on the mass ratio. In figure 1.5, it is shown
that within this same reduced velocity range the cylinder responds at a frequency
close to the natural frequency of the structure. Measurements of the velocity at
arbitrary points in the wake show that the vortices are shed with the frequency of
oscillation of the cylinder, and not with the frequency they would be shed if the
cylinder was fixed. Therefore, it is said that, in this reduced velocity range, the
vortex shedding is locked to or synchronised with the cylinder vibration, so we refer
to this range as lock-in or synchronisation range. The existence of a well-defined
synchronisation range at which the cylinder vibrates with the highest amplitudes
indicates that VIV is a type of resonant response.
1.2 Wake interference
As mentioned at the beginning of this chapter, flow interference may completely
change the character of flows around bluff bodies. One of the most severe types of
interference, and the type on which this thesis focuses, is wake interference, which
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Figure 1.4 – Amplitude of vibration expressed in terms of cylinder diameters, A∗max,
as a function of the reduced velocity Vr in the vortex-induced vibrations of circular
cylinders with mass ratios m∗ = 10.1,  (Khalak & Williamson, 1999), and m∗ = 248,
 (Feng, 1968). Adapted from Khalak & Williamson (1999).
happens when the cylinder is immersed or in close proximity to the wake of another
bluff body. In such situations, the flow impinging on the cylinder is usually totally
different from the free stream. In order to illustrate how different the flow field and
fluid loads can be under the influence of wake interference, figure 1.6 shows wake
visualisations of the flow around two circular cylinders in tandem arrangements with
various separations, and figure 1.7 displays the variation of the drag coefficient with
the cylinder separation, also for the flow around circular cylinders in tandem.
The number of publications on flows around circular cylinders affected by wakes
of other circular cylinders is not small. However, the parameter space to be in-
vestigated in such flows is considerably larger than in the flow around an isolated
cylinder. For instance, we can vary the streamwise and cross-stream separations
between the bodies, the orientation of the axis of the cylinders, the number of cylin-
ders and the ratio between the diameters of the cylinders. Furthermore, in the case
of flow-induced vibrations, we can also consider some cylinders fixed and others al-
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Figure 1.5 – Frequency response, f∗ = foscillation/fn, of circular cylinders with mass
ratios m∗ = 10.1, N , and m∗ = 20.6, ◦ , subjected to VIV. The horizontal line is
the natural frequency of the structure and the diagonal line is the vortex shedding
frequency of a fixed circular cylinder at the same Reynolds numbers. Adapted from
Khalak & Williamson (1999).
lowed to oscillate in one or two directions, in addition to using different structural
parameters for each cylinder. Because of this large number of parameters to be
analysed, the basic understanding about flows with wake interference is far from
being comparable to the knowledge on the flow around an isolated cylinder. This
thesis aims at decreasing this gap.
In this work we investigate flows around two identical, parallel circular cylinders
of diameter D, separated by a streamwise centre-to-centre distance Lx and a cross-
stream centre-to-centre distance Ly (figure 1.8). This is a very useful model to study
wake interference, since the number of parameters is kept to a reasonable quantity
for a proper systematic analysis so the basics of the interference mechanisms can
be more easily understood. Here, the scope is restricted to staggered arrangements
(Lx/D 6= 0 and Ly/D 6= 0) and tandem arrangements (Lx/D ≥ 1 and Ly/D = 0),
since these are the configurations for which wake interference is possible. Two
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(a)
(b)
(c)
(d)
(e)
(f )
(g)
Figure 1.6 – Wakes of the flow around (a) an isolated circular cylinder and around
two circular cylinders arranged in tandem, with centre-to-centre separations equal to
(b) 16D, (c) 10.4D, (d) 8.5D, (e) 8.5D, (f ) 6.6D and (g) 3.6D; Re = 62 for all cases.
Adapted from Thomas & Kraus (1964).
different aspects of such flows are addressed in this thesis. The first is the secondary
instabilities in nominally two-dimensional, time-periodic wakes of flows around fixed
cylinders in tandem and staggered arrangements. The second is the flow-induced
vibration of a rigid cylinder mounted on an elastic base, placed downstream of a
fixed cylinder in a tandem arrangement.
Tandem and staggered configurations are simple in geometry, but complex in
terms of flow phenomena at low Reynolds numbers, since the flow reaching the
downstream cylinder is unsteady and has a dominant frequency; in addition, differ-
ent vortex shedding regimes are observed depending on the relative position of the
bodies. In the following sub-section, relevant publications on the general character-
istics of the flow around two equally-sized circular cylinders in tandem and staggered
arrangements are reviewed. Some important papers on the main topics of this thesis,
namely secondary instabilities in the wake and flow-induced vibration in flows with
32
Figure 1.7 – Mean drag coefficient as a function of the centre-to-centre separation
in the flow around two circular cylinders in tandem arrangements. The subscripts 1
and 2 refer to the upstream and downstream cylinder, respectively; Re = 3.55× 104.
Adapted from Igarashi (1981).
wake interference, are also briefly discussed in the following section; however, these
topics are more thoroughly reviewed in chapters 3 (secondary instabilities) and 7
(flow-induced vibration).
1.2.1 Literature review – general features of flows with wake
interference
Early scientific works on wake interference in the flow around bluff bodies can be
traced back to the first half of the 20th century. These investigations were mainly
concerned with the forces on structural components in close proximity, as for exam-
ple Biermann & Herrnstein Jr (1933). In that paper, the authors used wind tunnel
tests to measure the drag of streamlined and round struts in different configurations,
including tandem arrangements. Of special interest for this thesis are their results on
the flow around round struts in tandem arrangements. The authors found out that
the drag of these bodies in combination was always less than the sum of the drags
of the same bodies tested separately. Besides that, one of the most important fea-
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Figure 1.8 – Schematic drawing of two identical circular cylinders in a staggered
arrangement. If Ly = 0, the cylinders are said to be in a tandem arrangement.
tures of the flow around circular cylinders in tandem was identified in their results:
a discontinuity in the value of the aerodynamic forces at a streamwise separation
between 3 and 4 diameters, when the separation is varied continuously. However,
the authors did not present a satisfactory explanation for this phenomenon.
Later, a few interesting papers that used flow visualisation to explain some of
the physics associated with wake interference in tandem arrangements were pub-
lished. Thomas & Kraus (1964) tested different tandem configurations under the
same Reynolds number (Re = 62), and observed very different wakes according to
the centre-to-centre distance between the cylinders (figure 1.6). For large separa-
tions (Lx/D ≥ 6.6), the vortices interacted in different ways in the far wake (20 to 30
diameters downstream of the leeward cylinder), giving rise to distinct wake config-
urations and widths. For separations equal or less than 3.6D, the authors observed
suppression of the vortex wake. Zdravkovich (1972) extended the work of Thomas &
Kraus (1964) by varying the Reynolds number in the range 40 ≤ Re ≤ 250, as well as
the centre-to-centre distance. He compared the wakes of the tandem configurations
with that of an isolated cylinder at the same Reynolds numbers, and observed that
the transition to turbulence in the wake seemed to occur later in terms of Reynolds
number for tandem configurations with separations less than 4 diameters.
Ishigai et al. (1972) attempted to present a more complete overview of the in-
terference in the flow around bluff bodies by performing experiments in a low speed
wind tunnel using two circular cylinders in tandem, staggered and side-by-side ar-
rangements and varying the Reynolds numbers between 1500 and 15000. They em-
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ployed heated cylinders and the Schlieren method to identify the flow patterns. The
authors also measured the vortex shedding frequency by placing hot wire anemome-
ters in the wake and evaluated the pressure distribution on the surface of the cylin-
ders using taps on the wall of the models. Regarding the tandem arrangements,
the authors identified two different patterns: in the first the wake was formed only
downstream of the leeward cylinder and in the second there was a von Ka´rma´n wake
in-between the cylinders. The flow switched from one pattern to the other at longi-
tudinal separation Lx/D = 3.8. Regarding the staggered arrangements, their main
conclusions were that the size of the near wake varied widely with the separation
between the cylinders and that the size of this region had a dominant effect on the
shedding frequency. For all arrangements they investigated, the shedding frequency
was different from that of a single cylinder.
Zdravkovich (1977) made a very comprehensive review about the flow around two
circular cylinders in tandem, side-by-side and staggered arrangements. He discussed
force and pressure measurements, flow patterns and Reynolds number and surface
roughness effects. His considerations about tandem and staggered arrangements are
of particular interest for the present work.
With respect to tandem arrangements, Zdravkovich (1977) reproduced many of
the experimental data published up to that moment and showed that many authors,
but not all of them, had found a separation for which a jump in the forces acting
on the cylinders was observed. The value of this separation was in the range 3.5 ≤
Lx/D ≤ 3.8, depending on the Reynolds number. He explored this discontinuity
utilising force measurements, pressure distributions and velocity measurements in
the wake, and discussed how these quantities varied when the separation between
the cylinders was continuously changed. Like Ishigai et al. (1972), he concluded that
this discontinuity was due to the existence of two different flow patterns; the flow
exhibits one pattern or the other depending on the separation between the cylinders
and the Reynolds number. Zdravkovich also reported that close to the discontinuity
the flow switched from one pattern to the other intermittently.
The separation for which this discontinuity appeared was named critical spacing
or critical separation. It is also common to refer to this separation as drag inversion
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separation, since the drag on the downstream cylinder is usually negative in relation
to the free-stream direction for separations shorter than the critical and positive for
separations larger than the critical (see figure 1.7). In general, when the separation
was increased beyond the critical value, the upstream cylinder experienced the com-
mencement of vortex shedding, a drop of the base-pressure coefficient and a jump of
the drag coefficient. The effects on the downstream cylinder were the disappearance
of the reattachment points on the front side, a drop of the base and side pressure
coefficients, a jump in the vortex shedding frequency and a jump of the gap pressure
and drag coefficients.∗
There was considerably less discussion on staggered arrangements in Zdravkovich
(1977), but the author raised a few interesting points. The first of them was the fact
that the lift force experienced by the downstream cylinder always had a mean value
pointing towards the wake centreline. The author also investigated the origin of this
force and concluded that it was due to the displacement of the upstream cylinder
wake by the downstream cylinder. One of the effects of this displacement was that
the bulk of the flow approaching the downstream cylinder was directed towards the
gap between the cylinders and the stagnation point of the downstream cylinder was
moved outwards in relation to the wake.
Subsequent publications on the flow around circular cylinders in tandem and
staggered arrangements started to focus on the classification of the different flow
regimes, which depend on Reynolds number and centre-to-centre distance. Each
flow regime was associated to distinct wake configurations and aerodynamic force
behaviours. Although the classifications differed in the level of detail, all agreed on
the existence of the above-mentioned discontinuity in the aerodynamic forces, and
that this was associated to a very significant change in the flow pattern. A well-
regarded example of this kind of publication is Igarashi (1981). In that paper, the
author focused exclusively on tandem arrangements, varying the centre-to-centre
separation in the range 1.03 ≤ Lx/D ≤ 5.0. The arrangements were tested in
∗From this point on, the term “drag inversion” will be used in preference to the term “critical”
in order to avoid confusion, since the term “critical” is used later in this text to refer to the
Reynolds numbers at the onset of the secondary instabilities in the wake.
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a wind tunnel, for 8.7 × 103 ≤ Re ≤ 5.2 × 104, and diverse measurements were
performed, as well as flow visualisation. The author classified the flow into seven
different patterns, and reported the existence of bi-stable flow in the vicinity of the
drag inversion separation.
Another example of paper that concentrated on the classification of the flow
regimes is Zdravkovich (1987). He extended a review on the flow around pairs of
circular cylinders made ten years before (Zdravkovich, 1977), also analysing flows
at post-critical regimes (i.e., flows at very high Reynolds number, so the boundary
layers on the cylinder wall are turbulent), flows around clusters of more than two
cylinders and flows around an arrangement using cylinders of different diameters. He
proposed that the interference flow regimes should be classified into three different
categories. The first was proximity interference, when the cylinders are close to each
other but none of them is submerged in the wake of the other. The second, which
is the type of interference investigated in the present thesis, was wake interference,
which takes place when one cylinder is near or submerged into the wake of the
other. The third and last was proximity-and-wake interference, which represents a
combination of proximity and wake interference effects.
Again, we restrict our attention to tandem and staggered arrangements. For tan-
dem arrangements, the author reported the existence of three different flow regimes.
He reported that for (1 < Lx/D < 1.2 to 1.8) the free shear layers separated from
the upstream cylinder did not reattach on the downstream cylinder. For (1.2 to
1.8 < Lx/D < 3.4 to 3.8) the free shear layers separated from the upstream cylinder
reattached on the downstream cylinder. Finally, for (Lx/D > 3.4 to 3.8), a complete
von Ka´rma´n wake was formed in the gap between the cylinders. The author also
stated that the flow was bistable in the transitions between the regimes.
Regarding staggered arrangements, Zdravkovich (1987) found two different
regimes: gap flow (for small distance between the cylinders) and wake displace-
ment (for large centre-to-centre distances). The mean lift coefficient was always
directed towards the wake centre-line, for both regimes.
The most extensive work regarding the identification of patterns in the flow
around circular cylinders in staggered arrangements was carried out a few years
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later by Sumner et al. (2000). The authors employed particle image velocimetry
and videos of flow visualisation to characterise the behaviour of the separating shear
layers and of the vortices in the wake. The centre-to-centre distance between the
cylinders was varied from 1D to 5D, and the angle of incidence (angle between
the line linking the centres of the cylinders and the free-stream direction) from
0◦ to 90◦. The experiments were conducted at low subcritical Reynolds numbers
(850 ≤ Re ≤ 1900). The authors identified nine different flow patterns, which were
analysed in detail. Many interesting flow features, such as shear layer reattachment,
induced separation, vortex pairing and synchronisation and vortex impingement
were observed. However, the data presented in Sumner et al. (2000) are essentially
two-dimensional and no assessment of the spanwise correlation of the observed struc-
tures was made. Later, Sumner et al. (2005) extended the work of Sumner et al.
(2000), presenting values of the mean aerodynamic forces and vortex shedding fre-
quencies obtained from wind tunnel experiments for all the different flow patterns,
for 3.2× 104 ≤ Re ≤ 7.4× 104.
The first computational works on tandem arrangements aimed to reproduce the
different flow regimes by means of numerical simulations. Diverse two-dimensional
methods were used. For example, Slaouti & Stansby (1992) employed the Random-
Vortex Method to simulate the flow around side-by-side and tandem arrangements
at Re = 200. The centre-to-centre distances were in the range 1.2 ≤ Lx/D ≤ 10.0
for the tandem arrangements. Mittal et al. (1997) used a stabilised Finite Element
formulation to compute the flow around tandem arrangements with Lx/D = 2.5 and
Lx/D = 5.5 and around a staggered arrangement with Lx/d = 5.5 and Ly/D = 0.7.
The Reynolds numbers tested were 100 and 1000. Meneghini et al. (2001) studied the
flow around tandem and side-by-side arrangements using the Finite Element Method
to compute the flows. The Reynolds number was varied between 100 and 200 and the
centre-to-centre distances were 1.5 ≤ Lx/D ≤ 4 for the tandem arrangements. Jester
& Kallinderis (2003) used a finite element method to perform simulations of the
flow around tandem, side-by-side and staggered arrangements with diverse centre-
to-centre separations. They presented a detailed study of transitions between flow
states and hysteresis effects. Akbari & Price (2005) extended the experimental work
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of Sumner et al. (2000), reproducing five different flow regimes using computational
simulations and scrutinising the physical features observed in each. They used a
two-dimensional numerical Vortex Method, and performed simulations at Re =
800. In general, these publications reproduced the regimes observed for tandem and
staggered arrangements qualitatively, and were successful in clearly showing that the
drag inversion separation also depended on the Reynolds number due to the change
in the formation length, particularly when the flow is two-dimensional. However,
they failed to quantitatively match the values of the forces and the drag inversion
separation with the experimental results for Re ≥ 200, because of the presence of
three-dimensional structures in the real flow for such Reynolds numbers.
More recent studies are more sophisticated, using stability theory and three-
dimensional simulations to get physical insight on the flow. Mizushima & Suehiro
(2005) investigated the transition between steady and time-periodic flow for two
circular cylinders in tandem by means of numerical simulation and stability anal-
ysis. In 2006, three works using three-dimensional direct numerical simulations of
the flow around tandem arrangements were published independently, almost at the
same time. Deng et al. (2006) employed the Virtual Boundary Method to perform
two- and three-dimensional simulations of selected configurations. Their main con-
clusion was that the transition to three-dimensional flow in the wake was delayed
if the cylinders were separated by a distance smaller than the drag inversion spac-
ing. Carmo & Meneghini (2006) performed two- and three-dimensional simulations
for diverse centre-to-centre distances at Reynolds numbers in the range of early
wake transition (160 < Re < 320). Using Strouhal number data and vorticity con-
tours, it was concluded that the presence of three-dimensional structures affected
the flow in different ways, depending on the interference regime. In order to identify
the effects of three-dimensional structures and cylinder spacing, Papaioannou et al.
(2006) also performed two- and three-dimensional simulations of the flow around
two circular cylinders in tandem. They observed that two-dimensional simulations
under-predicted the drag inversion spacing. In addition they noticed that, for three-
dimensional fluctuations, the presence of the downstream cylinder at centre-to-centre
distances less than the drag inversion spacing had a stabilising effect, whereas if the
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downstream cylinder was placed at a distance greater than the drag inversion spac-
ing, it had a destabilising effect. Although these investigations have indicated that
the presence of three-dimensional structures greatly affects the observed flow regime
and that, depending on the centre-to-centre distance, the three-dimensional struc-
tures in the wake can be considerably different from those observed in the flow
around a single cylinder, no paper has yet fully characterised the modes, mecha-
nisms and onsets of the three-dimensional instabilities in the time-periodic wake of
the flow around circular cylinders with wake interference.
Given the number of differences observed in the forces exerted on cylinders sub-
jected to wake interference when compared to the single cylinder case, one expects
that the flow-induced vibrations experienced by a flexible cylinder or a compliantly-
mounted rigid cylinder will also be different depending whether the cylinder is im-
mersed in a vortex wake or not. A few papers on this matter have been published,
most of them were concerned with vibrations within the synchronisation range.
Scientific works on the flow-induced vibration of bluff bodies subjected to wake
interference started to appear around three decades ago, and experimental papers
on the subject have been consistently published since then. King & Johns (1976)
investigated the vibration of two flexible cylinders in tandem by performing experi-
ments in a water channel. Bokaian & Geoola (1984) carried out experiments on the
flow around circular cylinders in tandem and staggered arrangements, the upstream
cylinder being fixed and the downstream one being rigid and mounted on an elastic
base that allowed cross-stream displacement. Zdravkovich (1985) investigated the
behaviour of two flexible circular cylinders placed in diverse arrangements using a
wind tunnel. Brika & Laneville (1999) utilised wind tunnel experiments to study
the flow induced vibrations of a flexible circular cylinder, allowed to vibrate in one
plane only, immersed in the wake of a rigid cylinder. Assi et al. (2006) performed
experiments on the flow-induced vibrations of a elasticaly-mounted rigid cylinder
in the wake of a fixed identical cylinder, using a water channel. All these works
concluded that the wake interference led to a larger response amplitude and wider
synchronisation range.
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More recently, there has also been a few computational studies on the flow-
induced vibrations of two circular cylinders in tandem. Examples of this type of
work are Mittal & Kumar (2001), Jester & Kallinderis (2004) and Papaioannou
et al. (2008). In all these papers, the computations were two-dimensional and fo-
cused on reduced velocities within the synchronisation range. In general terms, they
confirmed the main conclusions of previously published experimental data.
All in all, the structural response of a circular cylinder subjected to wake inter-
ference within the synchronisation range does not differ greatly in qualitative terms
from that of an isolated cylinder. However, some papers have also reported that
cylinders subjected to wake interference also experienced vibrations with high am-
plitudes for higher reduced velocities, outside the synchronisation range (Bokaian &
Geoola, 1984; Zdravkovich, 1985; Brika & Laneville, 1999; Hover & Triantafyllou,
2001). In most cases, the amplitude levels were even higher than those observed
in the lock-in. An example of the response of a circular cylinder mounted on an
elastic base allowed to oscillate in the cross-stream direction, placed downstream of
an identical circular cylinder is shown in figure 1.9. Although the reduced velocity
for which this peculiar type of response starts to be significant seems to depend on
various aspects, such as the separation between the cylinders and the mass ratio, all
the papers agree on the fact that an upper reduced velocity limit for which these vi-
brations would cease does not seem to exist. There has not been a consensus on the
physical mechanism of this response, and this is reflected in the myriad of different
names used to refer to it: wake-induced galloping (Bokaian & Geoola, 1984), fluid-
elastic response (Zdravkovich, 1985), wake interference galloping (Brika & Laneville,
1999) and galloping (Hover & Triantafyllou, 2001) are some examples.
1.3 Scope and structure of the thesis
As mentioned earlier in this chapter, this thesis analyses two different aspects of the
flow around circular cylinders subjected to wake interference, the first being the early
stages of the transition in the wake and the second being the flow-induced vibration
of an elastically-mounted rigid cylinder immersed in the wake of an identical fixed
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Figure 1.9 – Comparison between (a) the response of a circular cylinder mounted
on an elastic base allowed to oscillate in the cross-stream direction, placed 4.75D
downstream of an identical circular cylinder and (b) an elastically mounted isolated
cylinder with the same structural parameters. The mass ratio of the structure is
m∗ = 3.0. Adapted from Hover & Triantafyllou (2001).
cylinder. Regarding the first aspect, the goal of the present work is to use asymptotic
stability theory and direct numerical simulations to study in depth the secondary
instabilities that take place in the wake. We are particularly interested in the changes
that occur in the transition in the wake when the flow around these configurations
is compared to the flow around a single cylinder. With respect to the flow-induced
vibration of circular cylinders subjected to wake interference, we focus on the high
reduced velocity response of the downstream cylinder. Computational simulations
were employed to get physical insight into the mechanism responsible for the high
amplitudes of vibration that are observed.
The remainder of this thesis is structured as follows. In chapter 2 the basics of the
numerical method employed in this thesis, the Spectral/hp Method, are presented.
We then proceed to the study of the wake transition in the flow around circular
cylinders subjected to wake interference, starting in chapter 3, where the secondary
instabilities of the flow around a single cylinder are reviewed in detail. We also
present a more detailed review of publications that dealt with the three-dimensional
transition in the wake of the flow around circular cylinders in tandem arrangements.
In chapter 4 the methodology used for the stability analysis of the two-dimensional
42
time-periodic flows and for the characterisation of the secondary instabilities is out-
lined. The results and discussions regarding the secondary instabilities in the flow
around two circular cylinders in tandem arrangements are presented chapter 5. The
same methodology was applied for the flow around selected staggered arrangements,
and the results and analysis concerning these configurations are presented in chap-
ter 6.
The subsequent chapters cover the study of the flow-induced vibrations of cir-
cular cylinders under the effect of wake interference. In chapter 7 an overview on
vortex-induced vibrations is presented, with a thorough literature review of works
on the flow-induced vibrations in tandem arrangements. In chapter 8, the numer-
ical method utilised to perform the flow-induced vibration simulations is set forth.
In chapter 9 the results regarding the flow-induced vibrations are presented and
analysed. Finally, in chapter 10 conclusions are drawn.
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Chapter 2
The Spectral/hp Method
In this work, the Spectral/hp Method was employed for the discretization of the
partial differential equations that arise from the mathematical modelling of the
physical phenomena investigated. The fundamental concepts and formulation of
this method are outlined in this section. For a complete reference on the subject,
the interested reader should refer to the textbook by Karniadakis & Sherwin (2005).
For the cases investigated in this thesis we consider an incompressible viscous flow
of a Newtonian fluid. This type of flow is governed by the Navier-Stokes equations.
These equations can be written in non-dimensional form using the cylinder diameter
D as the reference length and the free-stream flow speed U∞ as the reference speed:
∂u
∂t
= −(u · ∇)u−∇p+ 1
Re
∇2u, (2.1)
∇ · u = 0, (2.2)
where u ≡ (u, v, w) is the velocity field, t is the time, p is the static pressure,
assumed to be scaled by the constant density ρ, Re = ρU∞D/µ is the Reynolds
number where µ is the dynamic viscosity of the fluid, assumed to be constant.
The stability and fluid-structure interaction problems deal with slightly modified
versions of (2.1) and (2.2). The discretization and solution methods adopted for
these modified equations are based on the methodology presented in this section,
but there are some important additional features in both cases. Details on the use
of the Spectral/hp method for the stability calculations are given in chapter 4 and
additional information on the implementation of the Arbitrary Lagrangian-Eulerian
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(ALE) formulation for flow-induced vibration problems is given in chapter 8.
The partial differential equations (2.1) and (2.2) must be discretized in order to
be numerically solved by a computational algorithm. The Spectral/hp Method is a
discretization scheme whose basic ideas derive from the Finite Element Method and
from the classic Spectral Method. The basic idea of the Finite Element Method is
to subdivide the domain of interest Ω in a number of non-overlaping sub-domains
or elements, Ωe, and then build up the solution of the differential equation from a
sequence of local approximations, defined on each of the elements. These local ap-
proximations consist of linear combinations of functions that belong to a previously
chosen set that is called expansion base, and are subjected to certain constraints
that ensure some degree of continuity of the global approximation on Ω. Usually,
low-order functions such as linear or quadratic polynomials are used in the expan-
sion base, and convergence of the solution is achieved by refining the subdivision
of the domain Ω where the solution is sought (mesh refinement). In contrast, the
classic Spectral Method employs high-order functions to approximate the solution
of the differential equations in the entire domain, without employing any spatial
discretization. In this case, the convergence of the solution is achieved by increas-
ing the order of the approximation functions. The Spectral/hp Method combines
the two main features of these two classic methods: it employs high-order func-
tions in the expansion base of a Finite Element formulation, taking advantage of
the geometric flexibility of the Finite Element Method and of the high accuracy of
the Spectral Method. For this reason, convergence of the solution can be achieved
through mesh refinement, which is also called h convergence, or by increasing the
order of the functions utilised in the expansion base, and this is called p convergence;
hence the name of the method. The main advantage of the Spectral/hp Method (or
of high-order methods in general) over low-order methods such as Finite Element,
Finite Volume and Finite Differences, is that, for sufficiently smooth problems, the
computational cost to obtain an approximate solution with very small error is lower.
Therefore, the Spectral/hp Method is specially suitable for problems that involve
complex geometry and require a high level of accuracy.
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2.1 The weighted residuals framework and the
Galerkin formulation
The idea of solving a set of partial differential equations in a spatial domain Ω con-
sists of finding an approximate solution that satisfies a finite number of conditions.
The choice of the conditions which are to be satisfied is what defines the numer-
ical method. Like the Finite Element Method, the Spectral/hp Method uses the
framework of weighted residuals to specify these conditions. This framework can be
described considering a linear differential equation in a domain Ω denoted by
L(u) = 0, (2.3)
subject to appropriate initial and boundary conditions. The approximate solution
we seek has the form
uδ (x, t) = u0 (x, t) +
Ndof∑
j=1
uˆj(t)Φj(x), (2.4)
where Φj(x) are analytic functions called the expansion (or trial) functions, uˆj(t)
are the Ndof unknown coefficients, and u0 (x, t) is selected to satisfy the initial and
boundary conditions. The functions Φj(x) should satisfy homogeneous boundary
conditions, i.e. they should be zero on Dirichlet boundaries, since the boundary
conditions of the problem are already satisfied by u0 (x, t). Substituting the approx-
imation (2.4) into (2.3) gives a nonzero residual, R:
L(uδ) = R(uδ). (2.5)
In order to have a unique way of determining the coefficients uˆj(t), a restriction can
be placed on the residual R so (2.5) is reduced to a system of ordinary differential
equations in uˆj(t). If the original equation (2.3) is independent of time then the
coefficients uˆj can be determined directly from the solution of a system of algebraic
equations.
The method of weighted residuals consists in placing a restriction on R such
as the inner product of the residual with respect to an arbitrary test (or weight)
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function is equal to zero, that is,
(v(x), R) = 0, (2.6)
where the function v(x) is the test function and the inner product (f, g) over a
domain Ω is defined as
(f, g) =
∫
Ω
f(x)g(x)dx. (2.7)
If (2.6) holds true for any v(x), the approximation uδ is exact. We relax this re-
quirement by choosing v(x) to be represented by an arbitrary linear combination of
a finite set of known functions, that is,
v(x) =
Ndof∑
i=1
aivi(x), (2.8)
where the coefficients ai are arbitrary and vi(x) are known functions. Substituting
(2.8) and (2.5) into (2.6) and using the definition (2.7) leads to
∫
Ω
Ndof∑
i=1
aivi(x)L(uδ)dx = 0. (2.9)
If we assume that L is independent of time and explicitly use the expression of the
approximation (2.4) into (2.9), we get
∫
Ω
Ndof∑
i=1
aivi(x)L
[
u0(x) +
Ndof∑
j=1
uˆjΦj(x)
]
dx =
Ndof∑
i=1
ai
{∫
Ω
vi(x)L[u0(x)]dx+
∫
Ω
vi(x)L
[
Ndof∑
j=1
uˆjΦj(x)
]
dx
}
= 0.
Since ai is arbitrary, we now have a set of algebraic equations which is sufficient to
determine uˆj:
Ndof∑
j=1
{
uˆj
∫
Ω
vi(x)L[Φj(x)]
}
dx = −
∫
Ω
vi(x)L[u0(x)]dx, i = 1, 2, . . . , Ndof .
This set of equations can be written in matrix form
Auˆ = b, (2.10)
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where uˆ is the vector with the coefficients uˆj, the components of the matrix A are
Aij =
∫
Ω
vi(x)L[Φj(x)]dx,
and the vector b is given by
bi = −
∫
Ω
vi(x)L[u0(x)]dx.
Within the framework of weighted residuals, the choice of the expansion func-
tions Φi(x) and test functions vj(x) is what determines the numerical scheme. The
Spectral/hp Method uses the Galerkin formulation, in which the set of test func-
tions is the same as the set of expansion functions, i.e., vj(x) = Φj(x). The Galerkin
formulation has some significant mathematical properties, such as uniqueness of the
solution, orthogonality of the error to the test space in the energy norm and min-
imisation of the energy norm of the error (for details, see Karniadakis & Sherwin,
2005).
2.2 Fundamental concepts of the Spectral/hp dis-
cretization
In this section, we outline the expansion bases we have employed, as well as the pro-
cedures to perform differentiation and integration necessary to evaluate the matrix
A and the right-hand side vector b of (2.10).
2.2.1 Two-dimensional expansion bases
In this thesis, we carried out two- and three-dimensional simulations of the Navier-
Stokes equations. For the two-dimensional simulations, quadrilateral and triangular
elements were used. The three-dimensional simulations were performed using the
same discretization employed in the two-dimensional simulations supplemented by
a Fourier expansion in the spanwise direction (see section 2.3). In this section, the
expansion bases used in the two-dimensional discretizations are described.
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The expansion bases used in this work are based on a modal one-dimensional
basis. This basis is expressed as
φp(ξ) = ψ
a
p(ξ) =

1− ξ
2
, p = 0,(
1− ξ
2
)(
1 + ξ
2
)
P1,1p−1(ξ), 0 < p < P,
1 + ξ
2
, p = P,
(2.11)
where ξ is the one-dimensional coordinate, which varies from −1 to 1, and P1,1p (ξ) is
a type of Jacobi polynomial of order p. This polynomial has the property of being
orthogonal to all polynomials of order less than p when integrated with respect to
(1− ξ)(1+ ξ). For details on the definition of these polynomials, see Karniadakis &
Sherwin (2005).
We define the two-dimensional standard region Q2 for quadrilateral elements as
Ωst = Q2 = {−1 ≤ ξ1, ξ2 ≤ 1} .
This region is trivially defined by a standard Cartesian coordinate system (figure
2.1(a)), so it is straightforward to construct a two-dimensional basis by taking a
product of the one-dimensional basis (2.11), which can be thought of as a one-
dimensional tensor, in each of the Cartesian directions, that is,
φpq (ξ1, ξ2) = ψ
a
p(ξ1)ψ
a
q (ξ2), 0 ≤ p, q, p ≤ P, q ≤ Q. (2.12)
We note that the polynomial order of the multi-dimensional expansions may differ
in each coordinate direction, that is, P can be different from Q. However, in this
thesis the same order in both directions were always used. Figure 2.2 shows this
two-dimensional expansion basis for polynomial order P = 4.
An important property of the modal expansion (2.12) is that it can be decom-
posed into boundary and interior modes. Boundary modes are all the modes which
are nonzero on the boundary of the standard region, whereas interior modes are
those which are zero on all boundaries. This property is particularly convenient
when a C0 global expansion base is required, since a global expansion can be gen-
erated from the local expansions simply by matching the shape of the boundary
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Figure 2.1 – Standard regions for (a) quadrilateral, and (b) triangular elements in
terms of the Cartesian coordinates (ξ1,ξ2). Adapted from Karniadakis & Sherwin
(2005).
Figure 2.2 – Two-dimensional expansion basis of order P = 4 for a quadrilateral
element, constructed from a tensorial product of two one-dimensional expansions.
Adapted from Karniadakis & Sherwin (2005).
modes. In a two-dimensional expansion, the boundary modes are the vertex modes,
which are those which have a unit magnitude at one vertex and zero at all other
vertices, and the edge modes, which are modes which have support along one edge
and are zero at all other edges and vertices.
In order to apply the same ideas for triangles, the tensor product expansion
concept needs to be generalised. This is possible if a collapsed coordinate system is
used to represent the standard region Ωst for triangles. This collapsed coordinate
system is based on the mapping of a square to a triangle by making two adjacent
vertices of the square coincide. The resulting standard region T 2 is shown in figure
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2.1(b) and can be expressed as
Ωst = T 2 = {(ξ1, ξ2)| − 1 ≤ ξ1, ξ2, ξ1 + ξ2 ≤ 0} .
To develop a suitable tensorial-type basis for this standard region, we need to adopt
a coordinate system whose local coordinates have independent bounds within T 2.
A suitable coordinate system is defined by the transformation,
η1 = 2
1 + ξ1
1− ξ2 − 1,
η2 = ξ2,
(2.13)
which has the inverse transformation
ξ1 =
(1 + η1)(1− η2)
2
− 1,
ξ2 = η2.
These new coordinate system (η1, η2) defines the standard triangular region by
T 2 = {(η1, η2)| − 1 ≤ η1, η2 ≤ 1} ,
which is identical to the definition of the standard quadrilateral region of the Carte-
sian coordinates. Using the collapsed system of coordinates, the expansion basis for
a triangular region is defined as
φpq(ξ1, ξ2) = ψ
a
p(η1)ψ
b
pq(η2), (2.14)
where the modified one-dimensional expansion base ψbpq(η) is given by
ψbpq(η) =

ψaq (η), p = 0, 0 ≤ q ≤ Q,(
1− η
2
)p+1
, 0 < p < P, q = 0,(
1− η
2
)p+1
1 + η
2
P2p+1,1q−1 (η), 0 < p < P, 0 < q < Q
ψaq (η), p = P, 0 ≤ q ≤ Q.
(2.15)
This expansion basis is illustrated in figure 2.3. Like the expansion basis (2.12)
used for quadrilateral elements, (2.14) can also be decomposed into boundary and
interior modes.
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Figure 2.3 – Two-dimensional expansion basis of order P = 4 for a triangular ele-
ment, constructed from a tensorial product of two modified principal functions ψap(η1)
and ψbpq(η2). Adapted from Karniadakis & Sherwin (2005).
One of the main advantages of using tensorial basis is that the expansion func-
tions in each direction ξ1 and ξ2 (η1 and η2 for triangles) are uncoupled. Therefore,
techniques such as sum-factorisation (Karniadakis & Sherwin, 2005) can be applied
to the basic operations of the method, resulting in a significant gain of computational
efficiency.
2.2.2 Elemental operations
The global domain Ω is decomposed into elemental subdomains Ωe that can then be
mapped to standard regions, in which an expansion basis is defined. The Galerkin
formulation requires that integration and differentiation are made at elemental level,
and then the contributions of each element are summed up during the assembly of
the global matrix system.
In this work we employed Gaussian quadrature to numerically perform the inte-
grations with high accuracy, consistent with exact integration for linear operators.
The Gaussian quadrature defines a series of integration points on which the val-
ues of the integrand must be known. Therefore, when differentiating a function we
typically require the value of the derivative at the quadrature points.
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2.2.2.1 Numerical integration – Gaussian quadrature
When employing the method of weighted residuals we have to evaluate, within each
elemental domain, integrals of the form∫ 1
−1
u(ξ)dξ. (2.16)
In a p-refinement approach, u(ξ) is problem specific, so an automated way to evalu-
ated such integrals is needed. This motivates the use of numerical integration. The
fundamental concept is to approximate the integral by a finite summation of the
form ∫ 1
−1
u(ξ)dξ ≈
Q−1∑
i=0
wiu(ξi),
where wi are specified constants of weights and ξi are distinct points in the interval
[−1, 1].
The Gaussian quadrature is a particularly accurate numerical integration tech-
nique for smooth integrands. The technique consists in representing the integrand
as a Lagrange polynomial hi(ξ) using the Q specified points ξi,
u(ξ) =
Q−1∑
i=0
u(ξi)hi(ξ) + (u), (2.17)
where (u) is the approximation error. If (2.17) is substituted into (2.16), the integral
is then represented as a summation:∫ 1
−1
u(ξ)dξ =
Q−1∑
i=0
wiu(ξi) +R(u),
where
wi =
∫ 1
−1
hi(ξ)dξ (2.18)
and
R(u) =
∫ 1
−1
(u)dξ.
Equation (2.18) defines the weights wi in terms of the integral of the Lagrange
polynomial. In order to calculate this integral, the location of the polynomial zeros
ξi are needed. Since u(ξ) is represented by a polynomial of order Q− 1, the approx-
imation will be exact, i.e. R(u) = 0, if u(ξ) is a polynomial of order Q − 1 or less.
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However, there is a choice of zeros which permits the exact integration of polyno-
mials of order higher than Q − 1, and this is the core of the Gaussian quadrature.
The zeros used in the Gaussian quadrature are zeros of Jacobi polynomials, and
a complete description of the appropriate polynomials to be used and the result-
ing formulas employed to calculate the weights are given in Karniadakis & Sherwin
(2005). When employing Gaussian quadrature, polynomials of order 2Q− 1 can be
integrated exactly if all zeros are interior to the interval −1 < ξi < 1. If the zeros
include one of the end-points of the interval (-1 or 1), the method is also known as
Gauss-Radau quadrature, and polynomials of order 2Q−2 can be integrated exactly.
Lastly, if the zeros include both end-points of the interval (-1 and 1), the method
is called Gauss-Lobatto and polynomials of order up to 2Q − 3 can be integrated
exactly. The Gauss quadrature can be extended to a more general rule, which is
called the Gauss-Jacobi quadrature. This rule includes the factor (1 − ξ)α(1 + ξ)β
in the integrand, that is,∫ 1
−1
(1− ξ)α(1 + ξ)βu(ξ)dξ =
Q−1∑
i=0
wα,βu(ξα,βi ), (2.19)
where wα,β and ξα,βi are the weights and zeros which correspond to the choice of
the exponents α and β. If α = β = 0, then the standard Gauss quadrature is
recovered. The Gauss-Jacobi quadrature rules can be derived for a Lobatto and
Radau distribution of zeros too and are useful when considering triangular elements,
as will be shown below.
The concepts presented above for one-dimensional expansions can be easily ex-
tended to the two-dimensional standard quadrilateral region Q2 = {−1 ≤ ξ1, ξ2 ≤
1},
∫
Q2
u(ξ1, ξ2)dξ1dξ2 =
∫ 1
−1
[∫ 1
−1
u(ξ1, ξ2)|ξ2dξ1
]
dξ2 '
Q1−1∑
i=0
wi
[
Q2−1∑
j=0
wju(ξ1i, ξ2j)
]
,
where Q1 and Q2 are the number of quadrature points in the ξ1 nad ξ2 directions,
respectively.
The extension for the two-dimensional standard triangular region T 2 = {−1 ≤
ξ1, ξ2, ξ1 + ξ2 ≤ 0} is a little more involved, since a coordinate transformation
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is needed in order to get constant integration bounds. This transformation is the
same as that described by (2.13), used in the formulation of the expansion basis to
generate the collapsed coordinate system. If we express the two-dimensional integral
over the region T 2 using the collapsed coordinate system (η1, η2), we obtain∫
T 2
u(ξ1, ξ2)dξ1dξ2 =
∫ 1
−1
∫ 1
−1
u(η1, η2)
∣∣∣∣ ∂(ξ1, ξ2)∂(η1, η2)
∣∣∣∣ dη1dη2 (2.20)
where ∂(ξ1, ξ2)/∂(η1, η2) is the Jacobian of the Cartesian to collapsed coordinate
transformation and can be expressed by:
∂(ξ1, ξ2)
∂(η1, η2)
=
1− η2
2
.
Equation (2.20) can be approximated using the one-dimensional Gaussian quadra-
ture rules as∫ 1
−1
∫ 1
−1
u(η1, η2)
1− η2
2
dη1dη2 =
Q1−1∑
i=0
wi
[
Q2−1∑
j=0
wju(η1i, η2j)
1− η2
2
]
, (2.21)
where η1i and η2j are the quadrature points in the η1 and η2 directions, respectively.
Nonetheless, the presence of the term (1−η2)/2 in the integrand of (2.21) makes the
Gauss-Jacobi rules more convenient in this case, since the this term can be included
directly in the quadrature weights by setting α = 1, β = 0. The resulting integration
scheme over T 2 is∫ 1
−1
∫ 1
−1
u(η1, η2)
1− η2
2
dη1dη2 =
Q1−1∑
i=0
w0,0i
[
Q2−1∑
j=0
wˆ1,0j u(η1i, η2j)
]
,
where
wˆ1,0j =
w1,0j
2
.
As a result, the Gauss-Jacobi rule uses fewer quadrature points than the standard
Gauss quadrature rule to achieve an equivalent accuracy for triangles.
The Lobatto-type quadrature is preferred in numerical discretizations of partial
differential equations, since the inclusion of the end-points of the interval [−1, 1]
is helpful when setting boundary conditions and ensuring C0 continuity of the ex-
pansion basis. However, when working with triangular elements, we use the Radau
distribution in the η2 direction (which includes the point at η2 = −1, but not the
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point at η2 = 1) since it avoids the need for explicit calculation of any information at
the degenerate vertex (η1 = −1, η2 = 1). This vertex does not cause any problems
when integrating over T 2, but it does add complications when differentiating in T 2.
2.2.2.2 Collocation differentiation
When using the method of weighted residuals, we have to integrate functions that
belong to the expansion basis and/or their derivatives. Since these derivatives are
always inside integrals, and we use Gaussian quadrature to evaluate the integrals,
we typically require the value of the function derivatives at the quadrature points
ξi (nodal points). The technique employed here to obtain these values is called
collocation differentiation and consists in an automated procedure to calculate the
derivatives when the expansion functions φp(ξ) are represented as Lagrange poly-
nomials hp(ξ). Differentiation of this form is also referred to as differentiation in
physical space.
If we assume that the approximation uδ(ξ) is a polynomial of order equal to or
less than P , than it can be exactly expressed in terms of Lagrange polynomials hi(ξ)
through a set of Q nodal points ξi as
u(ξ) =
Q−1∑
i=0
u(ξi)hi(ξ), hi(ξ) =
∏Q−1
j=0,j 6=i (ξ − ξj)∏Q−1
j=0,j 6=i (ξi − ξj)
,
where Q ≥ P + 1. Therefore, we can represent the derivative of u(ξ) as
du(ξ)
dξ
=
Q−1∑
i=0
u(ξi)
dhi(ξ)
dξ
.
Consequently, the derivative at the nodal points ξi is given by
du(ξ)
dξ
∣∣∣∣
ξ=ξi
=
Q−1∑
j=0
diju(ξj),
where
dij =
dhj(ξ)
dξ
∣∣∣∣
ξ=ξi
.
The elements of the differentiation matrix dij can be expressed using Jacobi poly-
nomials and the zeros ξi. The complete formulae can be found in Karniadakis &
Sherwin (2005).
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Like for the numerical integration, the concepts presented above for one dimen-
sion can be extended to two-dimensions. If we consider a standard quadrilateral
region Q2, a expansion of the form
uδ(ξ1, ξ2) =
P1∑
p=0
P2∑
q=0
uˆpqφpq(ξ1, ξ2),
can be represented in terms of Lagrange polynomials,
uδ(ξ1, ξ2) =
Q1−1∑
p=0
Q2−1∑
q=0
upqhp(ξ1)hq(ξ2),
where
upq = u
δ(ξ1p, ξ2q), Q1 > P1, Q2 > P2,
and ξ1p and ξ2q are the zeros of an appropriate Gaussian quadrature. The partial
derivative with respect to ξ1 is therefore
duδ
dξ1
(ξ1, ξ2) =
P1∑
p=0
P2∑
q=0
upq
dhp(ξ1)
dξ1
hq(ξ2).
Taking into account that for Lagrange polynomials hp(ξi) = δpi, we can write the
derivative with respect to ξ1 at a nodal point (ξ1i, ξ2j) as
duδ
dξ1
(ξ1i, ξ2j) =
P1∑
p=0
P2∑
q=0
[
upq
dhp(ξ1)
dξ1
∣∣∣∣
ξ1i
δqj
]
=
P1∑
p=0
upj
dhp(ξ1)
dξ1
∣∣∣∣
ξ1i
.
The partial derivative with respect to ξ2 can be evaluated in a similar way,
duδ
dξ2
(ξ1i, ξ2j) =
P2∑
q=0
uiq
dhq(ξ2)
dξ2
∣∣∣∣
ξ2j
.
For the triangular region T 2, the representation of the expansion basis in terms
of Lagrange polynomials using the collapsed coordinates (η1, η2) is:
uδ(ξ1, ξ2) =
P1∑
p=0
P2∑
q=0
upqhp(η1)hq(η2),
where upq = u
δ(η1p, η2q) and η1p and η2q refer to the nodal points of the Lagrange
polynomial. The partial derivative with respect to the Cartesian system ξ1 and ξ2
may be determined by applying the chain rule:
∂
∂ξ1
∂
∂ξ2
 =

2
1− η2
∂
∂η1
2
1 + η1
1− η2
∂
∂η1
+
∂
∂η2
 . (2.22)
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Like for the quadrilateral region, the partial derivatives with respect to η1 and η2 at
the nodal points are given by
duδ
dη1
(η1i, η2j) =
P1∑
p=0
upj
dhp(η1)
dη1
∣∣∣∣
η1i
, (2.23a)
duδ
dη2
(η1i, η2j) =
P2∑
q=0
uiq
dhq(η2)
dη2
∣∣∣∣
η2j
. (2.23b)
Finally, substituting (2.23a) and (2.23b) into (2.22) we obtain the partial derivatives
of the approximation uδ with respect to the Cartesian coordinates (ξ1, ξ2).
Since the differentiation is performed in the physical space (using the coefficients
upq) and the integration is calculated in the transformed space (using the coefficients
uˆpq), it is necessary to evaluate upq from uˆpq and vice-versa. This is achieved by
performing backward and forward transformations, which will be presented in the
next section.
2.2.2.3 Backward and forward transformations
The utilisation of modal bases like (2.12) and (2.14) makes it necessary to evalu-
ate the physical values from expansion basis coefficients (backward transformation)
and vice-versa (forward transformation). A backward transformation is simply a
summation defined by
uδ(ξ1i, ξ2j) =
∑
p
∑
q
uˆpqφpq(ξ1i, ξ2j),
but the evaluation of a forward transformation is more involved. The usual pro-
cedure to perform this transformation is to use the weighted residuals framework,
following the same method described in section 2.1.
The approximation error between the representation of the function in the trans-
formed and physical spaces, R(u), is given by∑
pq
uˆpqφpq(ξ1, ξ2)− u(ξ1, ξ2) = R(u).
If we take the inner product of both sides by a test function v(ξ1, ξ2), and set the
term (v,R(u)) to zero, we obtain(
v,
∑
pq
uˆpqφpq(ξ1, ξ2)
)
= (v, u). (2.24)
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Again, the choice of the test function defines the numerical scheme. If we evaluate
(2.24) at the quadrature points, we get a linear system that relates the expansion
basis coefficients to the physical values. In this thesis, we adopt the Galerkin pro-
jection, which consists in choosing the test function to be the same as the expansion
basis, so that (2.24) can be written as
∑
pq
(φrs, φpq)uˆpq = (φrs, u).
This is a linear system whose coefficient matrix is given by
∑
pq(φrs, φpq), the vector
of unknowns is uˆpq and the right-hand side vector is (φrs, u). Performing the forward
transformation for smooth functions using the Galerkin projection has a numerical
error of the same order as the approximation error.
2.2.2.4 Operations within general-shaped elements
In the previous sections, we saw how the expansion bases are defined in the quadrilat-
eral and triangular standard regions, and how to perform integration and differentia-
tion within these regions. In this section, we extend these concepts to general-shaped
elements by introducing an iso-parametric mapping between general Cartesian co-
ordinates (x, y) and local Cartesian coordinates (ξ1, ξ2). In order to obtain this
mapping for straight sided elements, only information about the vertices is neces-
sary. For Spectral/hp methods, large elements are usually employed, since high-
order functions are utilised to approximate the solution within the element. That
being the case, approximating a curvilinear boundary with straight-sided elements
is not generally a satisfactory approach, thus developing a mapping for curvilinear
elements is also necessary.
The mapping from the standard region to the actual shape for a straight-sided
triangle whose vertices have coordinates {(xA, yA), (xB, yB), (xC , yC)} is:
x = χe1(η1, η2) = x
A1− η1
2
1− η2
2
+ xB
1 + η1
2
1− η2
2
+ xC
1 + η2
2
,
y = χe2(η1, η2) = y
A1− η1
2
1− η2
2
+ yB
1 + η1
2
1− η2
2
+ yC
1 + η2
2
,
(2.25)
where vertex C is mapped to the collapsed vertex. The mapping (2.25) can also be
60
expressed in terms of the local Cartesian coordinates (ξ1, ξ2):
x = χe1(ξ1, ξ2) = x
A−ξ2 − ξ1
2
+ xB
1 + ξ1
2
+ xC
1 + ξ2
2
,
y = χe2(ξ1, ξ2) = y
A−ξ2 − ξ1
2
+ yB
1 + ξ1
2
+ yC
1 + ξ2
2
.
(2.26)
Similarly, the bilinear mapping for a straight sided quadrilateral is expressed by
x = χe1(ξ1, ξ2) = x
A1− ξ1
2
1− ξ2
2
+ xB
1 + ξ1
2
1− ξ2
2
+
xC
1 + ξ1
2
1 + ξ2
2
+ xD
1− ξ1
2
1 + ξ2
2
,
y = χe2(ξ1, ξ2) = y
A1− ξ1
2
1− ξ2
2
+ yB
1 + ξ1
2
1− ξ2
2
+
yC
1 + ξ1
2
1 + ξ2
2
+ yD
1− ξ1
2
1 + ξ2
2
.
(2.27)
For curvilinear elements, we employed an iso-parametric mapping which maps
the curved edge to the standard region using the expansion basis. The mapping
thus has the form:
x = χi(ξ1, ξ2) =
p=P1∑
p=0
q=P2∑
q=0
xˆipqφpq(ξ1, ξ2),
and similarly for y. Note that the mappings defined in (2.26) and (2.27) also have
this form: for these cases the coefficients of all but the vertex modes are zero. The
advantage of utilising the expansion basis in the mapping is that all the differentia-
tion rules explained in section 2.2.2.2 can be applied.
Having defined the iso-parametric mapping from the standard region to a general-
shaped element, the integration and differentiation rules can be extended. To inte-
grate within a general-shaped elemental region Ωe, we apply a change of coordinates
to the integration ∫
Ωe
u(x, y)dxdy =
∫
Ωst
u(ξ1, ξ2)|J |dξ1dξ2, (2.28)
where |J | is the Jacobian due to the coordinate transformation and is expressed as
J =
∣∣∣∣∣∣∣∣
∂x
∂ξ1
∂x
∂ξ2
∂y
∂ξ1
∂y
∂ξ2
∣∣∣∣∣∣∣∣ =
∂x
∂ξ1
∂y
∂ξ2
− ∂x
∂ξ2
∂y
∂ξ1
. (2.29)
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For the differentiation, the chain rule has to be applied. Since we are using iso-
parametric mappings, i.e. mappings that are one-to-one and have inverse, the dif-
ferential operator can be written as

∂
∂x
∂
∂y
 = 1J

∂y
∂ξ2
∂
ξ1
− ∂y
∂ξ1
∂
ξ2
− ∂x
∂ξ2
∂
ξ1
+
∂x
∂ξ1
∂
ξ2
 .
2.2.3 Fourier expansion in homogeneous domains
In the computational simulations of this thesis, the circular cylinders are considered
to be infinitely long. If we take the spanwise direction as the z coordinate, a three-
dimensional basis φpqr(x, y, z) can be constructed in terms of a two-dimensional
expansion using Jacobi polynomials φ2dpq(x, y) multiplied by a complete expansion in
z, denoted by ϕr(z):
φpqr(x, y, z) = φ
2d
pq(x, y)ϕr(z).
This expression is a tensor product of the two-dimensinal basis with the expansion
ϕr(z). Since there is no characteristic length scale in the z direction, it is worth
using a purely spectral expansion as ϕr(z). When modelling infinite cylinders with
finite computational domains, the most widely used boundary condition at the ends
of the spanwise direction is periodicity. Such choice encourages the use of a Fourier
expansion in this direction:
ϕr(z) = e
irβz,
where
β =
2pi
Lz
and Lz is the periodic length.
This approach was introduced by Karniadakis (1990) and has many advantages
over an ordinary three-dimensional discretization. One of them is the use of the fast
Fourier transform to go between transformed and physical space. In addition, when
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considering linear differential operators we note that
∇φpqr(x, y, z) =
[
∇˜r
]
φpqr(x, y, z) =

∂
∂x
∂
∂y
irβ
φpqr(x, y, z),
∇2φpqr(x, y, z) =
[
∇˜2r
]
φpqr(x, y, z) =
(
∂2
∂x2
+
∂2
∂y2
− r2β2
)
φpqr(x, y, z).
The introduction of the operators ∇˜r and ∇˜2r means that a three-dimensional linear
differential problem can be reduced to a series of r two-dimensional problems over
the Fourier planes. Therefore, the meshes utilised in the two-dimensional simulations
can be re-used.
2.2.4 Global operations
In the previous sections, it was explained how to apply the Spectral/hp concepts
at elemental level. In order to obtain a global solution on the domain Ω, the con-
tributions of each element must be considered taking into account that the global
approximation must be C0 continuous. This is achieved by means of the global as-
sembly of the final system, which is a standard procedure employed in Finite Element
Methods in general (see, for example, Zienkiewicz & Taylor, 2000). Each global de-
gree of freedom corresponds to one or more local degrees of freedom, and each local
degree of freedom corresponds to only one global degree of freedom. Therefore the
mapping from local to global degrees of freedom is a many-to-one type of mapping.
The global assembly procedure consists in summing the equations generated for the
local degrees of freedom corresponding to a single global degree of freedom, so as
a global system with dimensions equal to the number of global degrees of freedom
is produced. After the global system is solved, the value of each global degree of
freedom will correspond to the value of the local degrees of freedom associated to it.
Considering the boundary-interior decomposition of the elements in the Spec-
tral/hp Method, the coupling between the elements and the C0 continuity require-
ment on the global solution are translated into matching the similar shaped modes
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on the common edge of neighbour elements. Depending on the local orientation of
the element, it may be necessary to reverse of the sign of the odd ordered modes.
The reason for this is that the elemental modal shapes are defined with respect to
the local coordinate system, and the local coordinate system of neighbour elements
can have different orientations with respect to the global coordinate system.
The boundary-interior decomposition characteristic of the Spectral/hp elements
makes it possible to use static condensation, which is a technique to solve the global
system in a very efficient way. Here, this technique is explained using a symmetric
system, although it can also be applied for non-symmetric matrices. We consider a
symmetric system of the form
Mx = f , (2.30)
and we number the degrees of freedom such as the global boundary degrees of
freedom (those constructed from the local boundary nodes) are listed first, followed
by the global interior degrees of freedom (those constructed from the interior modes
of the elemental construction). In addition, the global interior degrees of freedom
are numbered consecutively, according to the element they belong. The resulting
system is shown in figure 2.4. The matrix Mb represents the interaction between
the boundary-boundary modes, the matrix Mi is associated to the interior-interior
modes and the matrix Mc denotes the coupling between boundary and interior
modes. The boundary-boundary matrix Mb is sparse and may be reordered to
reduce the bandwidth. The boundary-interior coupling matrixMc only operates on
known vectors, as we will see later, so it can be stored in the form of local matrices.
Lastly, Mi is a block diagonal matrix whose evaluation is very inexpensive since
each block can be inverted individually.
If we distinguish between the boundary and interior components of x and f using
xb, xi and fb, fi, respectively, that is,
x =
 xb
xi
 , f =
 fb
fi
 ,
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Figure 2.4 – Structure of the global matrix system if the degrees of freedom are
numbered appropriately. Adapted from Karniadakis & Sherwin (2005).
then (2.30) can be written as Mb Mc
M>c Mi
 xb
xi
 =
 fb
fi
 .
If we pre-multiply this system by the matrix I −McM−1i
0 I
 ,
we arrive at Mb −McM−1i M>c 0
M>c Mi
 xb
xi
 =
 fb −McM−1i fi
fi
 . (2.31)
The equation for the boundary unknowns is therefore
(
Mb −McM−i 1M>c
)
xb = fb −McM−1i fi. (2.32)
Once we calculate xb we can determine xi from the second row of (2.31),
xi =M
−1
i fi −M−1i M>c xb.
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Therefore the solution of (2.30) is split into three operations. The first (and the most
expensive) is to evaluate an invertMb−McM−1i M>c . The second is to evaluateM−1i
and the third operation is the evaluation of McM
−1
i =
[
M−1i M
>
c
]>
. The second
and third operations can both be performed at a local elemental level.
2.3 Application to Computational Fluid Dynam-
ics
The concepts presented hitherto were used to discretize (2.1) and (2.2) in space. To
advance these equations in time, a stiﬄy stable time splitting scheme was employed
(Karniadakis et al., 1991). In this scheme, each time step is subdivided into three
substeps, and the solution of the discretized Navier-Stokes equation is advanced
from time-step n to time-step n+ 1 as follows:
uˇ−∑Ji−1q=0 αqun−q
∆t
=
Je−1∑
q=0
βqN(u
n−q) (2.33)
∇2p¯n+1 = ∇ ·
(
uˇ
∆t
)
(2.34)
γ0u
n+1 − uˇ
∆t
+∇p¯n+1 = 1
Re
∇2un+1 (2.35)
where N = u.∇u denotes the advection operator, which is treated explicitly due to
its non-linear nature, Ji is the integration order for the implicit terms and Je is the
integration order for the explicit terms. The values of coefficients γ0, αq and βq for
integration order up to three are given in table 2.1.
This scheme requires that boundary conditions are defined both for velocity and
pressure. High-order Neumann boundary conditions for pressure are imposed on
(2.34), using a modified version of the expression given in Karniadakis et al. (1991)
as below:
∂p¯n+1
∂n
= n ·
{
Je−1∑
q=0
βq
[
N(un−q)− 1
Re
(∇× (∇× un−q))
]}
(2.36)
The βq coefficients in (2.36) are also those in table 2.1.
When solving the time dependent three-dimensional incompressible Navier-
Stokes equations using a Fourier expansion in the spanwise direction as explained in
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Table 2.1 – Stiﬄy-stable splitting scheme coefficients.
Coefficient 1st order 2nd order 3rd order
γ0 1 3/2 11/6
α0 1 2 3
α1 0 −1/2 −3/2
α2 0 0 1/3
β0 1 2 3
β1 0 −1 −3
β2 0 0 1
section 2.2.3 and the stiﬄy stable time-splitting scheme given by equations (2.33)–
(2.35), the only communication required between the parallel processes is at the
evaluation of the nonlinear operator N(u). This makes the parallelisation of the
computational code for three-dimensional simulations straightforward and efficient.
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Chapter 3
Wake transition in the flow around
circular cylinders
This and the next three chapters deal with the secondary instabilities in the wake of
the flow around two circular cylinders in tandem and staggered arrangements; this
chapter is dedicated to introducing the main concepts concerning this subject. In
section 3.1, the literature on the secondary instabilities in vortex wakes is reviewed,
concentrating particularly on the flow around a single cylinder. Next, in section 3.2
we discuss the recent research concerning the wake transition in flows with wake
interference and show how the results that will be presented in the subsequent
chapters fit into this context.
3.1 Secondary instabilities in the wake
In the last two decades, much effort has focused on the study of the three-dimensional
transition that takes place in single cylinder von Ka´rma´n wakes. This line of re-
search in its contemporary form was instigated by the short but seminal paper by
Williamson (1988), in which two distinct stages were identified in the wake tran-
sition, spanning 160 . Re . 300. The limits of these stages were identified by
discontinuities in the curve obtained when the Strouhal number was plotted against
the Reynolds number (figure 3.1) and these discontinuities correspond to the mani-
festation of different three-dimensional structures in the wake. The first to appear
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Figure 3.1 – Experimental curve of Strouhal number versus Reynolds number.
Adapted from Williamson (1996b).
is called mode A and is depicted in figure 3.2(a). The author reported that it first
appeared for Reynolds numbers between 170 and 180, had a spanwise wavelength
of approximately 4 diameters, was associated with the inception of vortex loops
and was hysteretic. The second is called mode B and is illustrated in figure 3.2(b).
Williamson found that this instability had a spanwise wavelength close to 1 diam-
eter, corresponding with a change to a finer-scale streamwise vortex structure, and
presented no hysteresis.
The transitional wake also displays large-scale three-dimensional structures, as
illustrated in figure 1.3. These were investigated by Williamson (1992), who called
them spot-like ‘vortex dislocations’. These structures grow downstream to a size of
the order of 10-20 cylinder diameters. The presence of such structures explains the
large intermittent velocity irregularities in the wake, and contributes decisively to
the break-up to turbulence of the wake far downstream. Dislocations are naturally
triggered inside the formation region, at the sites of some vortex loops of mode A,
where there is a phase difference between (spanwise) adjacent vortex cells. They
represent a natural breakdown of the periodicity of mode A instability. Williamson
forced the dislocations to occur at a defined spanwise position with the use of a small
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(a) Mode A (Re = 200) (b) Mode B (Re = 270)
Figure 3.2 – Flow visualisation of modes A and B; flow is from bottom to top.
Adapted from Williamson (1992)
ring, so the natural spatio-temporal randomness of the initiation of the phenomenon
was eliminated, and the structures could be analysed in detail. The author concluded
that vortex dislocations are a fundamental feature of the natural three-dimensional
transition in the cylinder wake and are also found in a number of other flows.
The wake transition was also addressed by computational studies and Kar-
niadakis & Triantafyllou (1992) were among the first to investigate numerically
the transition in the wake using three-dimensional calculations. The Spectral/hp
method was employed to simulate flows at Reynolds numbers up to 500. Transi-
tion to three-dimensional flow was observed to take place at 200 < Re < 210. The
authors did not observe hysteresis in this bifurcation, and their results indicated
that it had a period-doubling character. Further period-doubling bifurcations were
observed for higher Reynolds numbers, leading the authors to conclude that the
wake became turbulent through a period-doubling cascade. Despite the pioneering
character of this paper, its main conclusions were later proved to be incorrect, due
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to the fact that the domains used in the computations were too small to capture the
physics of the flow.
Noack et al. (1993) performed the first global, non-parallel, three-dimensional
stability analysis of the periodic flow around a circular cylinder. A three-dimensional
low order Galerkin method was employed in the calculations. They found that the
flow became unstable at a Reynolds number of 170 by a critical, three-dimensional
Floquet mode with a spanwise wavelength of 1.8D. The authors argued that this
instability was caused by a near wake instability. For the entire Reynolds number
range investigated, the periodic flow was asymptotically stable with respect to two-
dimensional disturbances. This work was extended by Noack & Eckelmann (1994),
in which the authors used the same numerical method. They reported detailed
results for various Reynolds numbers, and considered both steady and time-periodic
flows. Regarding the primary instability in the wake, i.e. the transition from steady
to time-periodic flow, the authors found a critical Reynolds number Recr = 54,
and reported that the flow underwent a supercritical Hopf bifurcation at this point.
The authors explained that the critical Reynolds number was higher than values
reported in previous studies (for example, Zebib, 1987) because of the small number
of degrees of freedom employed in the analysis. For 54 < Re < 170 the flow was
stable to two-dimensional perturbations and neutrally stable to three-dimensional
perturbations. The authors also performed three-dimensional nonlinear simulations
in the vicinity of the secondary instability critical Reynolds number, and found
that the flow became three-dimensional through a supercritical bifurcation; this
result was in contrast with the experimental data from Williamson (1988). Lastly,
Noack & Eckelmann (1994) suggested simple phenomenological models based on the
Landau and Ginzburg-Landau equations to describe the instability processes.
Zhang et al. (1995) investigated the transition of the cylinder wake by means of
experiments in a water channel and three-dimensional computations using a finite-
difference technique. This work was the first to successfully reproduce modes A
and B, as well as vortex dislocations with numerical simulations. The fundamental
difference between their computations and previously published three-dimensional
computational results was that Zhang et al. (1995) employed a domain with larger
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spanwise dimension (Lz/D = 24).
Based on experimental and computational data, Zhang et al. suggested that
vortex dislocations, which in the paper were referred to as vortex-adhesion mode,
were self-sustaining in the range 160 < Re < 230. These large-scale structures were
observed in conjunction with mode A structures, but once mode B structures started
to develop in the wake, the dislocations disappeared. The authors reported that the
first discontinuity in the St versus Re curve should be attributed to the presence of
dislocations; in their absence, the curve was continuous.
Zhang et al. also reproduced modes A and B, and showed computed three-
dimensional structures whose spanwise wavelength was consistent with experimental
observations. In addition, they reported that the wake became unstable to a third
three-dimensional mode, which they called mode C, when a thin wire of diameter
equals to 0.006D was placed parallel to the cylinder axis in the near wake, slightly
offset from the wake centreline. In the computations, the effect of the wire was
modeled by setting the velocity to zero at the point where the wire was placed.
The wavelength of the three-dimensional structure of mode C was 2D in the exper-
iments and 1.8D in the computations. Mode C was found to affect the forces on
the cylinder in a more dramatic way than modes A and B or the presence of vortex
dislocations. The authors suggested that mode C was the mode observed in the
stability results presented by Noack et al. (1993). Zhang et al. also observed mode
C structures when a second wire was placed at a point in the near wake symmetric
to the first wire, and also if the cylinder was forced to vibrate with a small ampli-
tude and frequency corresponding to half the natural shedding frequency. For this
reason, the authors concluded that mode C was not connected to asymmetry in the
wake. However, it should be noticed that the wakes produced by these symmet-
ric perturbations were not themselves symmetric. The authors also observed some
evidences of period-doubling nature in the wake after mode C settled in.
In 1996, two major papers which relied on particle image velocimetry (PIV) to
study streamwise vortices in the wake of the flow around a circular cylinder were
published. Wu et al. (1996) characterised the vorticity field in a plane parallel to
the cylinder axis and to the free-stream. Most of their results were obtained at
73
Re = 525. The authors observed streamwise vortices that were inclined with re-
spect to the streamwise direction and were spatially related to the Ka´rma´n vortices.
They could not associate these streamwise vortices to mode A nor to mode B. In
addition, they argued that a stretching mechanism in the saddle point regions be-
tween the Ka´rma´n vortices was the responsible for the amplification of streamwise
vorticity. In contrast, Brede et al. (1996) were successful in identifying the modes A
and B structures. They confirmed the 4:1 ratio between the spanwise wavelengths
of modes A and B found in previous works (Williamson, 1988; Zhang et al., 1995).
Brede et al. also noticed that modes A and B had distinct spatio-temporal sym-
metries, being topologically different vortex structures. Although the streamwise
vorticity contours for both modes alternated sign in the spanwise direction, mode A
streamwise vorticity contours were observed to alternate sign also from one side to
the other of the wake, at a given spanwise position, as can be seen in figure 3.3(a).
On the other hand, mode B did not show the alternation of sign from one side to the
other of the wake, as shown in figure 3.3(b). The authors also discussed the physical
mechanisms of the secondary instabilities. They suggested that mode A was a result
of an instability of the braid region between the primary vortices, whereas mode B
had its origin in the three-dimensional instability of the separated shear layer in
the near wake which could undergo stretching between the initially-formed Ka´rma´n
vortices.
In a seminal paper, Barkley & Henderson (1996) performed a highly accurate
global numerical stability analysis on the periodic wake of a circular cylinder for
Reynolds numbers between 140 and 300. Their goal was to identify the secondary
linear instabilities that lead to three-dimensionality in this flow, representing an
important stage in the transition to turbulence. Their methodology consisted of
two different parts. The first was to obtain two-dimensional time periodic solutions
of the flow by means of two-dimensional direct simulations of the incompressible
Navier-Stokes equations, using a Spectral/hp Element Method. Next, the stability
of these solutions was investigated using Floquet theory. This is essentially the same
methodology utilised to get the stability results presented in this thesis.
Their analysis showed that the two-dimensional wake first becomes linearly un-
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(a) Mode A (Re = 190) (b) Mode B (Re = 280)
Figure 3.3 – Iso-surfaces of streamwise vorticity obtained from PIV measurements
showing the symmetries of modes A and B. Positive vorticity is represented by light
grey surfaces and negative vorticity is represented by dark grey surfaces. The down-
stream coordinate is time. Adapted from Brede et al. (1996).
stable to three-dimensional perturbations at Re = 188.5 ± 1.0, the spanwise wave-
length of the unstable mode being λz/D = 3.96 ± 0.02. This instability corre-
sponds to the mode A reported in Williamson (1988). At Re = 259 ± 2, the
two-dimensional wake becomes linearly unstable to another mode, corresponding
to mode B (Williamson, 1988), with λz/D = 0.822 ± 0.007 at the onset. The au-
thors also discussed the types of symmetries observed for these modes, which agreed
with the results from Brede et al. (1996), and the locations where the modes have
more energy. Comparisons between their results and previously published experi-
mental data were reported, and the occasional differences were reasonably explained
noticing the importance of end effects, the different ways to determine when mode
A bifurcates and the hysteresis observed for this bifurcation in experiments. The
nonlinear character of mode A bifurcation was investigated in Henderson & Barkley
(1996) by means of three-dimensional simulations. It was shown that this bifurcation
is subcritical, thus explaining the hysteresis observed in experiments.
Williamson (1996a) presented an extensive study on the wake transition, setting
the most significant results presented up to that point against some new experimen-
tal and numerical data, in order to show the different symmetries of the modes and
to put forward physical mechanisms to explain the origin of the instabilities. Most
of the results presented, including wavelengths, critical Reynolds numbers and sym-
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Figure 3.4 – Physical mechanism to produce vortex loops of mode A. Adapted from
Williamson (1996a).
metries of the modes were in close agreement with the stability results of Barkley
& Henderson (1996).
Williamson (1996a) proposed that mode A originates from an elliptic instability
in the vortex cores when they are in the near wake. He also suggested that the
nonlinear growth of vortex loops is due to a feedback from one vortex to the next,
involving spanwise-periodic deformation of core vorticity, as illustrated in figure 3.4,
which is then subject to streamwise stretching in the braid regions. In this feedback
mechanism, the primary vortex bend in phase. Since the wake has spanwise vortices
with alternate signs, this means that the sign of the streamwise vorticity will also
alternate. Therefore, the resulting pattern has a different sign of streamwise vorticity
on either side of the wake, as shown in figure 3.3(a). The transition between the
two-dimensional wake to this mode was found to be hysteretic.
Williamson suggested that, in contrast, mode B is a manifestation of a hyper-
bolic instability in the braid shear layers. He argued that the streamwise vorticity
generated at a given cycle imprints waviness due to Biot-Savart induction at the
subsequent shear layer, as pictured in figure 3.5. This waviness is combined with
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Figure 3.5 – Physical mechanism in the braid shear layer to produce mode B stream-
wise vortices. Adapted from Williamson (1996a).
the presence of a strain field to form additional streamwise vorticity, in phase with
that which imprinted the waviness; this determines the symmetry of the mode (see
figure 3.3(b)). Amalgamation of streamwise vortices from a previous braid with like-
sign vortices in the subsequent braid then occurs. The author also reported that
mode B structures are observed in the wake for Reynolds numbers smaller than
that predicted to be the critical one by Barkley & Henderson (1996). He suggested
that the transition between mode A and mode B comprises an intermittent switch
between modes A and B, evinced by the existence of two peaks in the spectrum of
hot wire anemometer measurements.
The author also commented on the role of vortex dislocations, which seemed to
be the responsible for the scatter in previous measurements concerning mode A. He
suggested that the drop in Strouhal number observed for Re ≈ 190 is due to the
presence of the mode A instability in conjunction with vortex dislocations. This
was supposed to be a more stable state of the natural wake than the sole presence
of mode A. In contrast, if the dislocations were avoided, the wake would contain
only small scale instabilities (modes A and B) and no discontinuity in the Strouhal
Reynolds relationship would be observed.
Henderson (1997) quantified the nonlinear response of the flow around an isolated
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cylinder to three-dimensional perturbations employing two- and three-dimensional
simulations, and analysed the roles of modes A and B in the early stages of the
transition to turbulence in the wake. Besides varying the Reynolds number, the
author also varied the spanwise periodic length used in the computations in order to
assess the influence of this parameter in the three-dimensional structures observed
in the wake. He identified the conditions under which the wake evolved to periodic,
quasi-periodic, or chaotic states.
Henderson’s calculations indicated that mode A bifurcates through a subcritical
route, whereas mode B bifurcates through a supercritical route. When the span-
wise periodic length of the domain was chosen so as to match the wavelength of
the unstable modes, the three-dimensional simulations yielded periodic flows, with
a frequency smaller than that of the two-dimensional simulations. This difference in
frequency was more significant for mode A than for mode B, and the author argued
that this was because of a strong coupling between mode A and the primary instabil-
ity. Quasi-periodic behaviour was observed for moderate Lz, chosen so as to include
multiples of mode A and mode B’s most unstable wavelengths. For even larger
spanwise lengths, the author observed that the dynamics became chaotic and the
frequency spectrum became broad-band due to the presence of vortex dislocations.
He suggests that these dislocations appear due to the competition between multiple
mode A instabilities. According to the author, the asymptotic state (Lz →∞) may
be interpreted as a competition between multiple oscillators, since the dynamics are
determined by a small number of self-excited global modes that are coupled because
of the action of the nonlinear term in the Navier-Stokes equations. Systems with
large spanwise periodic length evolved to a state of spatiotemporal chaos even for
simulations with moderate Reynolds numbers (Re = 220).
Another conclusion drawn by Henderson (1997) was that the spot-like dislo-
cations only depended on the broad-band nature of the wavelengths of mode A
instability and on the lack of a strong pattern selection mechanism to lock the sys-
tem onto a single three-dimensional global mode and suppress other subdominant
modes. According to him, the presence of these dislocations in the flow only makes
the frequency spectrum broad-banded, but does not shift the frequency peak. This
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is in sharp contrast to Williamson (1996a), who speculated that there were two
separate frequency curves, one corresponding to pure mode A and another corre-
sponding to mode A plus dislocations. Finally, Henderson (1997) also discussed the
route to turbulence for higher Reynolds numbers and presented evidence to sup-
port the hypothesis that the final turbulent state in the wake can be classified as
deterministic chaos.
Barkley et al. (2000) proposed a scenario for the bifurcation to three-dimensional
flow in the wake of a circular cylinder for Reynolds numbers up to 300. This scenario
was based on amplitude equations that described the nonlinear interaction between
modes A and B. These equations were developed based on the Landau equation
and taking into account the symmetries of modes A and B, which dictate the pos-
sible couplings between the two. The lower order coefficients of the equations were
taken from previously published numerical simulations, whereas the higher order
coefficients were estimated from experimental data found in the literature. The co-
efficients estimated for the coupling terms implied that mode A has a destabilising
effect on mode B and mode B has a stabilising effect on mode A. The resulting
equations were in line with the fact that it is possible to observe mode B below
the linear instability threshold Re = 259, and also predicted that there may be a
gradual, non-hysteretic shift in energy between the two shedding modes over a range
of Reynolds number.
Posdziech & Grundmann (2001) performed numerical simulations of the flow
around a single cylinder in the early wake transition range (190 < Re < 330), using
the Spectral/hp Element Method. They employed large domains, high polynomial
order and long integration times so as their data agreed quantitatively with previ-
ously published experimental results. By means of a parametric study using three-
dimensional simulations, the authors also matched the critical Reynolds numbers
and wavelengths at the onset of modes A and B obtained by Barkley & Henderson
(1996). Posdziech & Grundmann provided an interpretation of previously published
computational data in the light of their results, and suggested that most of the
discrepancies between the data from different works were due to the different reso-
lutions of the meshes and different sizes of the calculation domains. Regarding the
79
transition to mode A, the authors’ conclusions were in line with those of Henderson
(1997) with respect to the drop in the Strouhal number for Re ≈ 190: Posdziech
& Grundmann also claimed that the drop exists independent of the presence of
dislocations and that the scatter of data is due to the broad band of the spectrum.
Blackburn & Lopez (2003a) investigated a third mode that becomes unstable in
the wake of a circular cylinder for higher Reynolds number. This mode is called
mode QP, for quasi-periodic, since its Floquet multiplier is complex, and therefore
introduces another frequency to the system. Mode QP has a wavenumber between
those of modes A and B and the real and imaginary parts of the eigenfunction can be
combined to produce either standing or travelling waves. The authors also showed
that modes A, B and QP are all observed in the wake of a square cylinder. This
research was extended in Blackburn et al. (2005), where the authors used concepts
of symmetry theory∗ to explore the bifurcations observed in the wake of bluff bodies.
Results of Floquet analysis of the half-period-flip map (half the shedding period)
were presented, providing a comprehensive interpretation of the symmetry breaking
bifurcations. The authors argued that the types of symmetry-breaking bifurcations
to three-dimensional flow that a two-dimensional flow can experience are completely
determined by the symmetry group of the system, and not by the particulars of the
physical mechanism responsible for the bifurcation. More specifically, the symme-
tries of the base flow govern the types of possible bifurcations that can occur, as
well as the symmetry properties of the bifurcating solutions themselves. Blackburn
et al. showed that mode QP critical Reynolds number is 377 for the circular cylin-
der, and its bifurcation is subcritical. The nonlinear evolution of this mode drifted
preferentially towards the solution with travelling waves.
The research by Sheard et al. (2003) is of special interest for the interpretation
of the results obtained for the flow around staggered arrangements in this thesis.
In their paper, Sheard et al. investigated the wake dynamics and stability of the
flow past toroids placed normal to the flow direction by means of axisymmetric
simulations and linear stability analysis. This work was later extended in Sheard
∗These concepts of symmetry theory are fully presented in a more mathematical paper by
Marques et al. (2004).
80
et al. (2004), when the authors investigated the nonlinear transition characteristics
employing non-axisymmetric simulations. By varying the aspect ratio Ar (ratio
between the major diameter of the circular centreline of the torus cross-section and
the minor diameter of the cross-section of the torus), they studied transitions in the
flow around uniform axisymmetric bodies from spheres (Ar = 0) to circular cylinders
(Ar →∞).
The authors recalled that the transition stages for the sphere and circular cylinder
are different. The wake of the former becomes asymmetrical prior to a transition
to unsteady flow, while the wake of the latter becomes unsteady before spanwise
asymmetric structures start to appear. They studied the transition from attached
to separated steady flow for all the range of aspect ratios. In addition, for small
aspect ratio rings, they also investigated the transitions from steady axisymmetric
separated flow to steady asymmetric flow, and from steady asymmetric flow to
unsteady asymmetric flow.
Regarding large aspect ratio rings, which particularly concerns the current work
due to the similarities with a circular cylinder, they looked into the transition from
steady axisymmetric separated flow to unsteady axisymmetric flow and from un-
steady axisymmetric to unsteady asymmetric flow. For these cases (large Ar), the
authors put forward a new universal formula for the St versus Re relationship taking
the curvature of the ring into account. Regarding the transition from axisymmet-
ric to asymmetric flow, besides the circular cylinder modes A and B, Sheard et al.
(2003) also reported the existence of a third mode, which they labelled mode C due
to the similarities with the mode C reported by Zhang et al. (1995). Mode C was
the first to become unstable in Reynolds number terms for 3.9 . Ar . 8, and its
critical Reynolds number was observed to increase with increasing aspect ratio. An
interesting characteristic of mode C was its 2T temporal symmetry, where T is the
vortex shedding period.
The nonlinear transition characteristics of modes A, B and C were investigated
in Sheard et al. (2004) using the Landau equation as a model. In the cases of
subcritical behaviour, the transition hysteresis was verified by studying the mode
amplitude variation with Reynolds number in the vicinity of the bifurcations. The
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non-axisymetric simulations were performed using a randomly perturbed axisym-
metric flow field as initial condition, and the flow was evolved using the full in-
compressible Navier-Stokes equations until it reached saturation. The L2 norm of
the azimuthal velocity component was monitored and used as a measure of the am-
plitude of the perturbation. The authors observed that the mode A and mode B
transitions were subcritical and supercritical, respectively, as in the circular cylin-
der case (Henderson, 1997). The nature of the mode C transition was found to
be dependent on the aspect ratio of the ring: it was supercritical for Ar = 5 and
subcritical for Ar = 10. The authors did not report the character of the mode C
bifurcation for any other aspect ratios.
Subsequently, the same research group published other papers focusing on the
subharmonic mode C. In Sheard et al. (2005b), this mode was further investigated
using computational simulations and experiments employing flow visualisation tech-
niques. A ring with Ar ≈ 5 was utilised, because the calculations in Sheard et al.
(2003) predicted that mode C would be the first mode to become unstable for this
configuration. The aim was to assess the evolution and stability of mode C wake
structures in realistic configurations and to check if the route to chaos for the vortex
street was altered by this instability.
Conditions of the experiments were detrimental in many aspects, mainly due to
the low Reynolds numbers that needed to be tested. Nonetheless, at Reynolds num-
bers for which mode C was the only one predicted to be unstable, non-axisymmetric
structures with the same wavelength as that of mode C were indeed observed in the
experiments and the flow visualisation from experiments and computations were
very similar. However, the authors did not report any experimental observation
that could confirm the subharmonic character of these structures. For slightly higher
Reynolds numbers, the mode C structures were replaced by mode A structures and
the period-doubling characteristics of the wake were completely lost. Computations
at the same Reynolds numbers confirmed that the subharmonic instability did not
initiate a period-doubling cascade in the wake.
In Sheard et al. (2005a), the authors illustrated the subharmonic nature of mode
C by directly comparing this mode to modes A and B using snapshots of the wake
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over a full shedding cycle. Nevertheless, there was no incisive attempt to explain
the physical mechanism behind mode C instability.
3.2 Wake transition and wake interference
Although the wake transition in the flow around an isolated circular cylinder has
received a great deal of attention in the last two decades, very few works have
been published on the wake transition in flows around groups of cylinders and all of
them are fairly recent. Mizushima & Suehiro (2005) employed numerical simulation
and stability analysis to investigate the stability of the steady flow around two
circular cylinders in tandem and the transition to two-dimensional time-periodic
flow. Their results showed that the presence of the second cylinder downstream
stabilised the flow, that is to say that the transition from steady to time-periodic
flow occurred at a higher Reynolds number when compared to the transition to
time-periodic flow around a single cylinder. They also showed that, for centre-to-
centre distances between 3.0D and 4.0D, the origin of the abrupt change in integral
quantities, such as the drag coefficient and Strouhal number, was the existence of
multiple stable solutions of the flow. The existence of these different stable solutions
led to hysteresis and, depending on the centre-to-centre distance, supercritical or
subcritical bifurcations from steady to time-periodic states were observed. Later,
Tasaka et al. (2006) reproduced some of the findings of Mizushima & Suehiro (2005)
in experiments in a water channel.
Deng et al. (2006) carried out two- and three-dimesional simulations to inves-
tigate the relationship between the centre-to-centre separation and the transition
to three-dimensional flow in the wake of two circular cylinders in tandem. They
employed the Virtual Boundary Method to model the presence of the cylinders and
utilised a domain with spanwise dimension equals to 8D, applying symmetry condi-
tions at the boundaries located at the ends of the cylinder. Two different approaches
were adopted in their paper. In the first approach, the authors varied Lx/D from 1.5
to 8 while keeping the Reynolds number unchanged at Re = 220. When the flows
were initialised from solutions of two-dimensional simulations at the same Reynolds
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number, Deng et al. observed that mode A three-dimensional structures appeared in
the wake for Lx/D ≥ 4, while the flow kept a two-dimensional state for Lx/D ≤ 3.5.
By changing the initial conditions, the authors observed three-dimensional flow for
Lx/D = 3.5, implying hysterisis in the onset of the secondary instability for this
separation. In the second approach, the transition to three-dimensional flow was
investigated by keeping Lx/D = 3.5 and varying the Reynolds number between 220
and 270, with steps of 10. Re = 250 was found to be the upper limit for transition
to three-dimensional flow, i.e. two-dimensional flow was not possible for Re ≥ 250.
The structures observed were similar to mode A. The authors did not report any
calculation of the lower limit for this transition.
Carmo & Meneghini (2006) carried out two- and three-dimensional simulations
of the flow around two circular cylinders in tandem with diverse centre-to-centre
distances. The Reynolds numbers tested were in the range of the early wake tran-
sition for a single cylinder (160 < Re < 320). Based on Strouhal number data and
vorticity contours, they concluded that, depending on the interference regime, the
presence of three-dimensional structures had a distinct effect on the flow patterns
and fluid forces. For small centre-to-centre distance (Lx/D = 1.5), no significant
differences were observed in the forces on the bodies when comparing the two- and
three-dimensional results. For separations close to the drag inversion spacing, the
two- and three-dimensional results were completely different: for two-dimensional
simulations the drag inversion occurred for 3.0 ≤ Lx/D ≤ 3.5 in the Reynolds num-
ber range investigated, whereas for the three-dimensional results the drag on the
downstream cylinder was always negative for these Lx/D. Finally, for configura-
tions in which the vortices detached from the upstream cylinder before impinging
on the downstream cylinder, the three-dimensional structures had the same effects
on the forces on the pairs of cylinders as they did on a single cylinder, suggesting
that the early wake transition stages for these arrangements are the same as those
for the single cylinder.
Papaioannou et al. (2006) employed direct numerical simulations using the Spec-
tral/hp Element Method to investigate how three-dimensional predictions of forces
and Strouhal frequencies on tandem cylinders deviate from two-dimensional predic-
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tions. Two- and three-dimensional simulations of the flow around tandem arrange-
ments with separations varying from 1.1D to 5.0D and around a single cylinder
were performed for 160 ≤ Re ≤ 1000. The authors estimated the drag inversion
spacing using three-dimensional calculations, and concluded that a major effect of
three-dimensionality was in the determination of the exact value of this spacing,
as the two-dimensional simulations under-predicted its value. It should be noticed
that they did not consider the effect of hysteresis, initialising all the simulations from
two-dimensional results obtained at the same Reynolds number. In addition, they
concluded that the presence of the downstream cylinder at separations lower than
the drag inversion spacing has a stabilising effect on the three-dimensional effects.
In contrast, when the separation exceeded the drag inversion spacing, the upstream
cylinder tended to behave like an isolated cylinder, but three-dimensionality in the
flow generally increased.
Although these investigations have indicated that the presence of three-
dimensional structures greatly affects the observed flow regime and that, depending
on the centre-to-centre distance, the three-dimensional structures in the wake can
be considerably different from those observed in the flow around a single cylin-
der, no paper has yet fully characterised the modes, mechanisms and onsets of the
three-dimensional instabilities in the time-periodic wake of the flow around circular
cylinders in tandem and staggered arrangements. The goal of the present work is
to use asymptotic stability theory and direct numerical simulations to study the
early stages of the wake transition in the flow around these arrangements, using
the results obtained for the flow around an isolated cylinder as a benchmark. In
chapter 4, the methodology employed for that is presented and validated using the
flow around an isolated circular cylinder. Chapter 5 contains the results concerning
the flow around tandem arrangements and chapter 6 covers the flow around selected
staggered arrangements.
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Chapter 4
Direct stability analysis
methodology
In this chapter, the methodology utilised to investigate the secondary instabilities
in the wake of the flow around two circular cylinders in tandem and staggered ar-
rangements is described. The methodology can be divided in three distinct parts,
all of them based on the Spectral/hp discretization outlined in chapter 2. The first
part of the methodology consists in simulating the two-dimensional flow around the
cylinders, using the numerical scheme described in section 2.3. After the calculations
reach a time-periodic state, we take a number of equally-spaced snapshots of the flow
along one cycle; a Fourier interpolation of these snapshots constitutes a base flow.
The second part of the methodology comprises the assessment of the stability of the
two-dimensional periodic base flows with respect to infinitesimal three-dimensional
perturbations. This assessment is based on the Floquet theory, as explained in sec-
tion 4.1, and the procedure used to compute the eigenvalues and eigenmodes of the
problem is presented in section 4.2. Finally, in the third part of the methodology
the nonlinear character of the bifurcations is investigated. Three-dimensional sim-
ulations of the complete Navier-Stokes equations using the discretization strategy
delineated in section 2.2.3 are employed for that, and the results obtained are inter-
preted using within the framework of the Landau equation, as described in section
4.3.
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4.1 Floquet stability analysis
The linear stability calculations were performed using a similar approach to that
utilised in Barkley & Henderson (1996). We considered periodic two-dimensional
base flows U(x, y, t), with period T , and investigated their stability with respect
to an infinitesimal three-dimensional perturbation u′(x, y, z, t). The equations that
govern the perturbation evolution to leading order are the linearized Navier-Stokes
equations:
∂u′
∂t
= −(U.∇)u′ − (u′.∇)U−∇p′ + 1
Re
∇2u′, (4.1)
∇.u′ = 0, (4.2)
where p′(x, y, z, t) is the pressure perturbation. The velocity boundary conditions
that were imposed on this system are u′ = 0 on boundaries where Dirichlet conditions
were specified for the base flow, and ∂u′/∂n = 0 on boundaries where Neumann
conditions were specified for the base flow.
The right hand side of (4.1) subjected to the incompressibility constraint of
equation (4.2) can be represented by an operator L, so we can write the evolution
equation in the compact form:
∂u′
∂t
= L(u′). (4.3)
The operator L(u′) is T -periodic because it depends linearly on the base flow
U(x, y, t), which is T -periodic. Therefore, the stability of (4.3) can be investigated
using Floquet analysis. The solutions of (4.3) can be decomposed into a sum of solu-
tions of the form u˜(x, y, z, t)eσt, where u˜(x, y, z, t), which are called Floquet modes,
are T -periodic solutions. The complex exponents σ are the Floquet exponents, and
the sign of their real parts determines the stability of the system. However, in
Floquet-type problems it is more usual to consider the Floquet multiplier µ ≡ eσT
instead of the Floquet exponent. If the Floquet multiplier is located inside the
unit circle (|µ| < 1), then the solution will decay exponentially with time, and if
the multiplier is located outside the unit circle (|µ| > 1), the solution will grow
exponentially with time, rendering the system unstable.
If we consider a system that is homogeneous in the spanwise direction z, a further
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simplification can be made. A perturbation of the velocity field can be expressed in
terms of the Fourier integral:
u′(x, y, z, t) =
∫ ∞
−∞
uˆ(x, y, β, t)eiβzdβ (4.4)
and similarly for p′. Since equation (4.3) is linear, modes with different β do not
couple. Moreover, because the base flow z-velocity component is zero, perturbations
of the form
u′(x, y, z, t) = (uˆ cos βz, vˆ cos βz, wˆ sin βz), (4.5)
p′(x, y, z, t) = pˆ cos βz (4.6)
remain of this form under the operator L. Thus, the Floquet modes u˜(x, y, z, t) will
necessarily be of this same form. The expressions (4.5) and (4.6) are appropriate
to represent a Floquet mode corresponding to a real Floquet multiplier. However,
if the multiplier is complex (as in the case of the QP mode in Blackburn & Lopez
(2003a)) then a Fourier mode containing both real and imaginary components is
necessary to represent the Floquet mode. As the velocity components (uˆ, vˆ, wˆ) and
pressure pˆ depend only on x, y and t, the three-dimensional stability problem can be
reduced to a series of two-dimensional stability problems, each with a different value
of β. Consequently, the stability of such two-dimensional incompressible periodic
flows in respect to three-dimensional perturbations can be analysed by computing
the Floquet multipliers and corresponding Floquet modes as a function of Re and
β.
For the analysis of the stability results, it is useful to write the linearized Navier-
Stokes equations using the vorticity-velocity formulation. Taking the curl of equa-
tions (4.1) and (4.2), we get:
∂ω′
∂t
= −(U.∇)ω′ − (u′.∇)Ω+ (Ω.∇)u′ + (ω′.∇)U+ 1
Re
∇2ω′, (4.7)
∇.ω′ = 0, (4.8)
where ω′ and Ω are the perturbation and base flow vorticity vectors, respectively.
Since the base flow is two dimensional, i.e., U = (U (x, y, t) , V (x, y, t) , 0) and
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Ω = (0, 0,Ωz (x, y, t)), we can write equation (4.7) for the three components of
the perturbation vorticity
(
ω′ =
(
ω′x, ω
′
y, ω
′
z
))
as:
∂ω′x
∂t
+ U ∂ω
′
x
∂x
+ V ∂ω
′
x
∂y
= ω′y
∂U
∂y
+ Ωz
∂u′
∂z
+ω′x
∂U
∂x
+ 1
Re
∇2ω′x, (4.9)
∂ω′y
∂t
+ U
∂ω′y
∂x
+ V
∂ω′y
∂y
= ω′x
∂V
∂x
+ Ωz
∂v′
∂z
+ω′y
∂V
∂y
+ 1
Re
∇2ω′y, (4.10)
∂ω′z
∂t
+ U ∂ω
′
z
∂x
+ V ∂ω
′
z
∂y
+u′ ∂Ωz
∂x
+ v′ ∂Ωz
∂y
= Ωz
∂w′
∂z
+ 1
Re
∇2ω′z. (4.11)
The first terms on the left hand side of these equations are the local time derivatives
of perturbation vorticity. The remaining terms on the left hand side account for the
advection of vorticity. The first two terms on the right hand side of (4.9) and (4.10)
correspond to vortex tilting, and the third term in (4.9) and (4.10) and first term
in (4.11) are vortex stretching terms. Finally, the last term in all three equations
denotes perturbation vorticity diffusion.
4.2 Calculation of the Floquet multipliers and
modes
To calculate the Floquet modes, an operator representing the evolution of the system
in one period was constructed:
u′n+1 = A (U)u′n, (4.12)
where u′n = u′(x, y, z, t0 + nT ) was the perturbation vector after n periods. The
eigenvalues of A are the Floquet multipliers of L and the eigenfunctions of A are
the Floquet modes at some instant in time t0, where t0 depends on the initial phase
of the base flow U used to construct A.
The action of operator A on the perturbation u′ was computed by integrating
the linearized Navier-Stokes equations, using the same schemes that were used to
compute the base flow. Two changes were necessary in the integration algorithm.
The first was that a linear operator (−(U.∇)u′−(u′.∇)U) had to be used to calculate
the advection terms. In this operator, the values of U were computed by means of a
Fourier interpolation of the time slices resulting from the base flow calculation. The
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second change was to replace the operator ∇ by (∂/∂x, ∂/∂y,−iβ), and compute
the three velocity components (uˆ, vˆ, wˆ) and pˆ on the two-dimensional domains.
The Arnoldi method was used to compute the Floquet multipliers of largest
magnitude. We briefly describe this method here; for a more complete discus-
sion the reader should refer to Saad (1992). Essentially, this is an orthogonal
projection method of a matrix A on to a k-dimensional Krylov subspace Kk ≡
span
{
u,Au,A2u, . . . ,Ak−1u
}
. Given an orthonormal basis Qk = [v0|v1| . . . |vk−1]
of the Krylov subspace Kk, it is possible to decompose the matrix A in the following
way:
AQk = QkHk + hk,k−1vkeHk−1. (4.13)
Hk is a Hessenberg matrix, whose component on row i and column j is denoted as
hi,j, vk is a unitary vector orthogonal to the basis Qk and ek−1 is a unitary vector
pointing in the direction of the k − 1 component. Multiplying both sides of (4.13)
on the left by QHk and using the fact that Qk is orthonormal results in
QHk AQk = Hk. (4.14)
The eigenvalues λ
(k)
i of the Hessenberg matrix Hk are approximations of the eigen-
values of the matrix A, and the approximate eigenvector of A associated with λ
(k)
i ,
also called the Ritz eigenvector, can be calculated using the expression
w
(k)
i = Qky
k
i , (4.15)
where yki is the eigenvector of Hk associated with the eigenvalue λ
(k)
i . Some of the
Ritz eigenvalues are good approximations of the eigenvalues of A and the quality of
the approximation normally improves as k increases. An efficient way of estimating
the residual norm i of the approximations is to use the expression
i = hk,k−1
∣∣∣eˆHk−1y(k−1)i ∣∣∣ . (4.16)
An in-house implementation of a restarted Arnoldi algorithm was used to com-
pute the Floquet multipliers of largest magnitude. First of all, given a first per-
turbation vector u′0 and using the expression (4.12), a Krylov subspace Tk+1 of
dimension k + 1 was generated:
Tk+1 = {u′0,u′1,u′2, . . . ,u′k} .
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Next, a QR factorisation for the matrix Tk+1 was calculated, using the modified
Gram-Schmidt procedure, as presented in Golub & Van Loan (1996).
With the orthonormal basis Qk+1 for the Krylov subspace and the upper trian-
gular matrix Rk+1 (Tk+1 = Qk+1Rk+1), it is possible to derive a simple expression
to calculate the Hessenberg matrix Hk correspondent to a k-dimensional Krylov
subspace Kk = span {u′0,u′1, . . . ,u′k−1}. First, we multiply both sides of eq. (4.14)
on the right by Rk, and we get
QHk ATk = HkRk. (4.17)
Since Tk is generated by the Krylov sequence
{
u′0,Au′0,A2u′0, . . . ,Ak−1u′0
}
, we
can perform the decomposition
ATk = Qk+1R¯
(k+1)
k , (4.18)
where R¯
(k+1)
k is a (k + 1) × k matrix composed of the k last columns of Rk+1.
Substituting (4.18) into (4.17), we get
QHk Qk+1R¯
(k+1)
k = HkRk. (4.19)
Because the vectors that form the Q matrices are orthogonal, the left hand side of
(4.19) can be written
QHk Qk+1R¯
(k+1)
k =
[
Ik
∣∣∣0]R¯(k+1)k = Rˇ(k+1)k ,
so Rˇ
(k+1)
k is a k× k matrix made up of the last k columns and first k lines of matrix
Rk+1. Using the fact that both Rˇ
(k+1)
k and Rk are submatrices of Rk+1, the final
expression, Rˇ
(k+1)
k = HkRk, can be written in index form (ri,j and hi,j are elements
on row i and column j of the matrices Rk+1 and Hk respectively):
ri,j+1 =
j∑
l=0
hi,lrl,j,
which can be rearranged in order to give the values of the matrix Hk
hi,j =
1
rj,j
(
ri,j+1 −
j−1∑
l=0
hi,lrl,j
)
. (4.20)
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Therefore, to resume the description of the implementation, after doing a QR
factorisation for the matrix Tk+1, the matrix Hk was calculated using (4.20). The
eigenvalues and eigenvectors of Hk were calculated using the LAPACK routines
(Anderson et al., 1999), and the residual was estimated using (4.16).
In practice, a maximum value for the dimension of the Krylov subspace was
specified, and the actual k started with 1. In every iteration the value of k was in-
cremented, the Krylov subspace was updated, the calculations were carried out and
the residual was calculated. If the Krylov subspace dimension reached the specified
maximum size before convergence, a new vector in the Krylov sequence was gen-
erated and the oldest vector was discarded, thus keeping the Krylov subspace size
constant and equal to the maximum size specified. This is equivalent to restarting
the method with the second oldest vector in the sequence. Once the required eigen-
values had converged, the Ritz approximations of the correspondent eigenvectors
of A were computed using eq. (4.15). If the converged Floquet multiplier was a
complex pair, the Ritz eigenvectors were calculated using the same approach as the
LAPACK routines (Anderson et al., 1999), using one vector for the real part and
one for the imaginary part, thus making it possible to fully reconstruct the Floquet
mode.
This implementation has the advantage of providing an explicit restart without
the disadvantage of resetting the size of the Krylov subspace to 1 again, as in the
method presented by Saad (1992). When compared to Implicit Restarted Arnoldi
methods (Lehoucq & Sorensen, 2000), the method presented here is easier to im-
plement. The calculation of the action of the operator A(U) over the perturbation,
which was actually an integration in time, was much more expensive than the QR
decomposition of the matrix Tk+1, therefore the fact that the decomposition must
be made in every iteration was not a significant drawback when considering the total
computational time.
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4.3 Nonlinear characterisation of the transition
Linear stability calculations can predict the critical Reynolds numbers and unstable
mode topology and wavelength. However, in order to comprehend the evolution
of the instability beyond its onset, nonlinear effects have to be taken into account,
and full three-dimensional simulations must be carried out. The domains used in
these simulations had a spanwise periodic length equal to the wavelength of the
mode investigated. The initial flow field was a combination of the base flow and the
unstable Floquet mode multiplied by a factor small enough so as the initial growth
of the perturbation was linear. The calculations were then evolved until the three-
dimensional perturbation reached a saturated level. This method of choosing the
periodic length and the initial conditions was also adopted in Henderson & Barkley
(1996) and Henderson (1997), and has the advantage of enabling the observation of
the evolution of the mode in a clear manner.
The three-dimensional simulation results were analysed within the framework
of the Landau equation. This equation has often been successfully used in hy-
drodynamics as a low dimensional model to describe the non-linear behaviour of
transitions close to their respective critical points (see for example Sheard et al.,
2004; Henderson, 1997; Provansal et al., 1987; Dusˇek et al., 1994; Noack & Eckel-
mann, 1994). The idea behind the Landau equation is that for a small perturbation
amplitude A the linear term determines the behaviour of dA/dt. If the system is
unstable the modulus of A grows and the higher order terms become important at
a certain point. Here, the Landau equation is written up to third order, using the
same notation as in Sheard et al. (2004):
dA
dt
= (α+ iω)A− l (1 + ic) |A|2A+ . . . , (4.21)
where A(t) is the complex amplitude of the perturbation mode being considered.
The term (α+ iω) in (4.21) is the eigenvalue obtained from the linear stability
analysis, and in the present case is the Floquet exponent. To first order approxi-
mation, the perturbation grows at a rate given by α, so the flow is stable if α is
negative and unstable if α is positive. In addition, still to first order approximation,
the perturbation oscillates with angular frequency ω, which is non-zero for a Hopf
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bifurcation. The parameter l is the real part of the third order coefficient and the
classification of the transition depends directly on its sign. If l > 0, the transition
is supercritical, thus non-hysteretic, and the behaviour of the transition until satu-
ration should be adequately described by the Landau equation truncated at third
order. The reason for this is that the real part of the third order term is negative and
counter-balances the growth provoked by the first order term, eventually making the
instability reach a saturated state, so no higher order terms are necessary. On the
other hand, if l < 0, the proper description of the transition must be made using
terms of at least fifth order, as both first and third order terms promote the growth
of A and the numerical and experimental observations indicate that this growth
must saturate at some point. In this case, the transition is said to be subcritical.
Lastly, c is called the Landau constant and it modifies the oscillation frequency at
saturation.
The complex amplitude A can be written in polar form, A(t) = ρ(t)eiΦ(t), and
after some simple algebra is performed, the real and imaginary parts of (4.21) become
d log(ρ)
dt
= α− lρ2, (4.22)
dΦ
dt
= ω − lcρ2. (4.23)
Given (4.22), a graph of d log(|A|)/dt against |A|2 can be plotted and used to de-
termine the values of α and l. The value where the curve intercepts the y-axis is α
and the slope of the curve close to the y-axis gives −l. If the cubic truncation of
the Landau model is sufficient to describe the transition, then this plot should be
linear; if not, then at least fifth order terms are necessary to describe the transition.
Lastly, the amplitude A must be defined in terms of flow variables. In the present
work, this amplitude is defined by
|A(t)| =
[∫
Ω
|uˆ1(x, y, t)|2
]1/2
,
where Ω is the two-dimensional cross-section of the domain being considered and
uˆ1(x, y, t) is the coefficient at time t of the Fourier expansion term whose wavenum-
ber is the same as the instability in question. A similar expression was used in
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Henderson & Barkley (1996) and Henderson (1997); the only difference is a multi-
plicative constant.
4.4 Validation: stability analysis of the flow
around a single cylinder
In order to validate the direct stability analysis methodology and to have a bench-
mark for the results regarding the flow around tandem and staggered arrangements,
the stability of the two-dimensional time-periodic flow around a single cylinder to
three-dimensional infinitesimal perturbations was analysed. For this particular con-
figuration, we used 32 equispaced time slices taken from a single vortex shedding
period T to use in a temporal Fourier representation of the base flow. The values of
the modulus of the Floquet multiplier, |µ|, as a function of the non-dimensional span-
wise wavenumber, βD, calculated for four different Reynolds numbers are shown in
figure 4.1(a). Two different unstable modes are present in the considered Reynolds
number range. Following the nomenclature suggested by Williamson (1988), they
are called modes A and B. Mode A, which corresponds to the peak of lowest βD
in each of the curves shown in figure 4.1(a), is, in terms of Reynolds number, the
first to appear, and is already unstable at Re = 200. For this mode, the wave-
length of maximum growth rate is around 4.0D. Mode B corresponds to the peak
of higher βD, having a wavelength of maximum growth rate of about 0.8D, and, for
the Reynolds numbers shown in figure 4.1(a), it is only unstable for Re = 300 and
Re = 350, although a peak can already be seen in the stable region for Re = 250.
Additional calculations were performed in order to draw the neutral stability
curves for modes A and B displayed in Figure 4.1(b), which shows the good agree-
ment between the present results and those from Barkley & Henderson (1996).
The critical Reynolds numbers and corresponding perturbation wavelengths in the
present study were ReA = 190± 1, λzA/D = 3.97± 0.01 (βAD = 1.58) for mode A
and ReB = 260.5±1.0, λzB/D = 0.825±0.010 (βBD = 7.62) for mode B. These val-
ues coincide with those reported in Barkley & Henderson (1996) (ReA = 188.5±1.0,
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(a) (b)
Figure 4.1 – Flow around a single cylinder. (a) Modulus of the Floquet multiplier,
|µ|, as a function of the spanwise wavenumber times the cylinder diameter, βD, for
various Reynolds numbers. (b) Neutral stability curves (curves that pass through
points where |µ| = 1), plotted in a map of Reynolds number (x-axis) and mode non-
dimensional wavelength (y-axis); in the region on the right hand side of the curves the
two-dimensional periodic flow is unstable with respect to three-dimensional perturba-
tions; continuous and dashed curves are from Barkley & Henderson (1996) and refer
to modes A and B respectively; × – mode A neutral points, present investigation; ∆
– mode B neutral points, present investigation.
λzA/D = 3.96± 0.02 and ReB = 259± 2, λzB/D = 0.822± 0.007) within the uncer-
tainty bounds. They also agree with the results obtained by Posdziech & Grund-
mann (2001): ReA = 190.2 ± 0.02, λzA/D = 3.966 ± 0.002 and ReB = 261.0 ± 0.2,
λzB/D = 0.825±0.002. In the present work, we will be more concerned with modes
A and B since they are the modes which first become unstable as the Reynolds num-
ber is increased; however, it is worth noting that, besides modes A and B, the wake of
the flow around a single cylinder also becomes unstable to a quasi-periodic mode (the
Floquet multiplier is complex) at ReQP ≈ 377 with λzQP/D ≈ 1.8 (βQPD ≈ 3.49)
(Blackburn et al., 2005).
An important difference between modes A and B is their spatio-temporal sym-
metries (Barkley & Henderson, 1996; Blackburn et al., 2005). The three-dimensional
structure of the normalised Floquet mode associated with a spanwise wave number
β can be reconstructed by considering the perturbation in the vector form:
u′(x, y, z, t) = [u˜(x, y, t) cos βz ]ˆi+ [v˜(x, y, t) cos βz ]ˆj+ [w˜(x, y, t) sin βz]kˆ.
The perturbation vorticity field can be calculated using the modified nabla operator
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∇β = (∂/∂x, ∂/∂y,−iβ), leading to
ω(x, y, z, t) = [ω˜x(x, y, t) sin βz ]ˆi+ [ω˜y(x, y, t) sin βz ]ˆj+ [ω˜z(x, y, t) cos βz]kˆ.
The T -periodic base flow obeys a reflectional symmetry about the wake centreline
(y = 0), when time is advanced by T/2. Following Robichaux et al. (1999), this
symmetry is called RT symmetry (R for reflection in space and T for translation in
time). Mode A has the following RT symmetry:
Mode A:

u˜(x, y, z, t) = u˜(x,−y, z, t+ T/2)
v˜(x, y, z, t) = −v˜(x,−y, z, t+ T/2)
w˜(x, y, z, t) = w˜(x,−y, z, t+ T/2)
(4.24)
which is the same as the symmetry of the two-dimensional base flow. In contrast,
mode B has the opposite symmetry of mode A:
Mode B:

u˜(x, y, z, t) = −u˜(x,−y, z, t+ T/2)
v˜(x, y, z, t) = v˜(x,−y, z, t+ T/2)
w˜(x, y, z, t) = −w˜(x,−y, z, t+ T/2)
(4.25)
Most of the published results regarding these modes focus on the streamwise vorticity
component. Using (4.24), the following expression for the x-component vorticity ωx
on mode A is derived:
ω˜x(x, y, z, t) = −ω˜x(x,−y, z, t+ T/2).
For mode B, using (4.25), the streamwise vorticity is found to obey the symmetry:
ω˜x(x, y, z, t) = ω˜x(x,−y, z, t+ T/2).
These symmetries are shown in a graphic way in figure 4.2. For mode A, the
Floquet mode x-vorticity has different signs on either side of the wake centreline,
whereas for mode B the mode x-vorticity has the same sign throughout the cycle. In
the same figure, it can be seen that mode A has stronger streamwise vorticity con-
tours in the base flow vortex cores, while for mode B the stronger three-dimensional
structures are observed in the shear layers that link the cores.
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(a) Mode A – Re = 200, βD = 1.571 (b) Mode B – Re = 300, βD = 7.570
Figure 4.2 – Floquet mode x-vorticity contours and base flow z-vorticity iso-lines,
single cylinder. Light contours and dashed lines are negative vorticity and dark con-
tours and solid lines are positive vorticity.
(a) Mode A – Re = 200, βD = 1.571 (b) Mode B – Re = 300, βD = 7.570
Figure 4.3 – Contours of the unstable eigenvector x-vorticity on the line x = 2.0D.
Light regions correspond to negative and dark to positive streamwise vorticity of the
eigenvector. Time is non-dimensionalized using the shedding period.
Another clear way of visualising these symmetries is shown in figure 4.3, where
streamwise vorticity contours on a line perpendicular to the free stream placed 2D
downstream of the cylinder are presented as a function of time. The symmetry of
the shape and absolute strength of the vortices can be clearly observed. For mode
A, the vorticity has different sign on either side of the wake centreline, for mode B,
the vorticity has the same sign throughout the cycle.
The nonlinear character of the bifurcations was also assessed, and the results
for modes A and B are displayed in figures 4.4 and 4.5, respectively. Mode A
bifurcation shows a subcritical character, exhibiting hysteresis in the vicinity of the
critical point. It is necessary to expand the Landau equation to terms of order higher
than 3 to properly describe the evolution of the amplitude for Reynolds numbers
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Figure 4.4 – Results for the three-dimensional simulation of the flow around a single
cylinder, Re = 195, βD = 1.583 (Lz/D = 3.97) – mode A. (a) displays the graph of
the time derivative of the amplitude logarithm against the square of the amplitude.
(b) shows the growth and saturation of the perturbation amplitude and the growth
predicted by the linear stability calculations. The inset in (b) shows the diagram of
the bifurcation, with hysteresis around the critical Re (hollow symbols correspond to
increasing Re and black symbols to decreasing Re).
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Figure 4.5 – Results for the three-dimensional simulation of the flow around a single
cylinder, Re = 264, βD = 7.57 (Lz/D = 0.83) – mode B. (a) displays the graph of the
time derivative of the amplitude logarithm against the square of the amplitude. (b)
shows the growth and saturation of the perturbation amplitude, the growth predicted
by the linear stability calculations and the growth predicted by the Landau equation.
The inset in (b) shows the diagram of the bifurcation.
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close to the onset of the instability. On the other hand, the bifurcation to mode
B is supercritical: the evolution of the amplitude for Reynolds numbers near the
critical is adequately modelled by a third-order Landau equation, and no hysteresis
is observed in the neighbourhood of the critical point. The results of the nonlinear
analysis of modes A and B agree with those published by Henderson (1997).
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Chapter 5
Secondary instabilities in the flow
around two circular cylinders in
tandem arrangements
The secondary instabilities in the wake of the flow around two circular cylinders in
tandem arrangements (Ly = 0) are investigated in this chapter. Besides applying
the methodology described in chapter 4 to these flows, we also propose physical
mechanisms to explain the instabilities observed.
This chapter is organised as follows. In section 5.1, the general parameters of
the numerical simulations are given. Next, the distinct vortex shedding regimes
observed in the two-dimensional simulations that generated the base flows are dis-
cussed in section 5.2. Based on these shedding regimes and on preliminary stability
calculations, four representative geometric configurations were chosen to be analysed
in depth, and the results of this effort are presented in sections 5.3 to 5.6. The last
section of this chapter, section 5.7, brings additional discussion on the relationship
between centre-to-centre separation, secondary instabilities and respective physical
mechanisms.
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5.1 Parameters of the numerical simulations
The base flows utilised in this chapter were generated employing meshes whose
upstream boundary was located 36D from the centre of the upstream cylinder, the
downstream boundary was located 45D from the centre of the downstream cylinder
and the side boundaries were located at 50D from the centre of the bodies, as
can be seen in figure 5.1(a). The number of elements varied from 554 to 765,
depending on the centre-to-centre separation, and polynomials of degree 8 were
used as base and test functions. These dimensions and level of discretization were
based in a previous convergence study carried out in Carmo (2005). Uniform stream
velocity boundary conditions (u = 1, v = 0) were imposed at the upstream and side
boundaries of the computational domain. At the cylinder walls, a no-slip condition
(u = 0, v = 0) was imposed, and at the downstream boundary Neumann boundary
conditions, ∂u/∂n=0, ∂v/∂n = 0 were applied. Uniform pressure was imposed at
the downstream boundary, and its value was used as the reference pressure for the
calculations.The high-order boundary condition given by equation (2.36) was used
on all other boundaries. For all cases, 32 snapshots taken over a cycle and equally-
spaced in time were used to re-construct the base flow. Additional calculations
of selected cases using 16 and 64 snapshots demonstrated that 32 snapshots were
enough to properly represent the base flow.
The stability calculations used a Krylov subspace of size 10, and the iterations
were performed until the residual of the largest eigenvalue reached a value less
than 10−5. In order to save computational time, the base flow snapshots were
interpolated into smaller meshes, in which the stability calculations were carried
out. These meshes had upstream boundary located 8D from the upstream cylinder,
downstream boundaries located around 24D from the downstream cylinder and side
boundaries 5D far from the centre of the bodies. A typical example of this mesh
is depicted in figure 5.1(e). A convergence analysis was undertaken to see how the
stability results were affected by the dimensions of the mesh. It was verified that the
differences between the results obtained with the original mesh and those obtained
with the smaller meshes were negligible (less than 0.001%), as long as the base
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(a)
(b)
(c)
(d)
(e)
Figure 5.1 – Example of mesh used to generate the base flows (a), details of the
meshes in the vicinity of the cylinders for Lx/D = 1.5 (b), Lx/D = 2.3 (c) and
Lx/D = 5 (d) and example of mesh used in the stability calculations (e).
flow was generated in the original large mesh. This result is in agreement with the
convergence studies published in Barkley & Henderson (1996), and also in line with
the conclusions of Barkley (2005). Barkley showed that, for the flow around a single
cylinder, small regions of the full flow just behind the cylinder are responsible for the
three-dimensional linear instabilities despite the fact that the actual linear modes
extend many cylinder diameters downstream of the cylinder. He demonstrated that
mode A and mode B instabilities could be captured performing stability calculations
in domains as short as 3D downstream. However, the base flow must be obtained
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from a large domain.
The results are presented for Reynolds numbers in the range 150 ≤ Re ≤ 500 and
the non-dimensional perturbation spanwise wavenumbers investigated varied from
0.0 to 15.0. The nonlinear three-dimensional simulations were performed using the
same meshes that were used to generate the base flows and 8 Fourier modes were
employed in the discretization in the spanwise direction.
5.2 Base flows
In sections 5.3 to 5.6, detailed results are presented for four different configurations,
which are tandem arrangements with centre-to-centre distances of 1.5D, 1.8D, 2.3D
and 5.0D. These configurations were chosen after a number of calculations were
performed, and they are representative of the four different scenarios encountered
for Lx/D ≥ 1.2. Care was taken to ensure that these specific cases capture all
possible scenarios observed, with accuracy of 0.1D in the separation. In this section,
the general characteristics of the base flows obtained with these four archetypal
configurations are outlined.
The base flow for the configurations with Lx/D = 1.5, Lx/D = 1.8, Lx/D = 2.3
and Lx/D = 5.0 in the secondary instability Reynolds number range can be classified
in three different shedding regimes, shown in figure 5.2. For Lx/D = 1.5, a pair of
almost symmetric vortices are formed in the interstitial region, and the shear layers
that separate from the upstream cylinder and reattach to the downstream cylinder
are nearly steady upstream from the formation region. We will call this vortex
shedding regime SG (symmetric in the gap). The graphs in figure 5.3(a) show that,
for configurations at this shedding regime, the RMS of the lift coefficient is very small
for both cylinders, and the drag coefficient of the downstream cylinder is negative.
For Lx/D = 1.8 and Lx/D = 2.3, the vortices are not shed in the interstitial
region, but there are regions of concentrated vorticity whose sizes grow and decrease
alternatively in time. The shear layers that separate from the upstream cylinder
and reattach on the downstream cylinder surface flap up and down according to
the vortex shedding frequency. We will refer to this regime as AG (alternating in
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(a) Lx/D = 1.5 – regime SG
(b) Lx/D = 2.3 – regime AG
(c) Lx/D = 5 – regime WG
Figure 5.2 – Instantaneous vorticity contours, Re = 200, two-dimensional simula-
tions. Contours vary from ωzD/U∞ = −2.2 (light contours) to ωzD/U∞ = 2.2 (dark
countours).
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the gap). It can be seen in figure 5.3(b) that the forces on the upstream cylinder
do not differ much from what is observed in the shedding regime SG, although
a decrease in the frequency can be observed. The downstream cylinder, however,
experiences a considerable increase in the RMS of the lift coefficient when compared
to regime SG. Lastly, for Lx/D = 5 the vortices are shed in the gap region, and
this regime will be referred as WG (wake in the gap). Figure 5.3(c) shows that the
RMS of all forces increase greatly and that the drag on the downstream cylinder
becomes positive. The discontinuity in the aerodynamic forces mentioned in section
1.2.1 happens when the shedding regime changes from AG to WG.∗ We observed
hysteresis in both regime transitions: between regimes SG and AG and between
regimes AG and WG.
5.3 Results – configuration with Lx/D = 1.5
For all cases in which the shedding regime was of type SG, the same secondary
instability scenario was observed, and is illustrated by configuration Lx/D = 1.5.
5.3.1 Linear analysis
Figure 5.4(a) shows the variation of the modulus of the Floquet multiplier according
to the perturbation wavenumber for different Reynolds numbers. The figure shows
that for Re ≤ 300 the two-dimensional flow is linearly stable to infinitesimal three-
dimensional perturbations (the Floquet multipliers have a modulus of less than 1
for all wavenumbers). When the Reynolds number was increased to 350, the flow
became unstable to perturbations with a non-dimensional wavenumber βD ≈ 3.0.
For the entire Reynolds number range investigated, the least stable mode had a
purely real eigenvalue.
∗In a sense, the shedding regimes SG, AG and WG correspond respectively to regimes W-T1,
W-T2 andW-T (1+2) of the classification proposed by Zdravkovich (1987). A significant difference
is that Zdravkovich mentioned that in regime W-T1 the shear layer separating from the upstream
cylinder did not reattach on the downstream cylinder, while this reattachment was observed to
occur for all configurations studied in the current work.
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(a) Lx/D = 1.5 – regime SG
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(b) Lx/D = 2.3 – regime AG
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(c) Lx/D = 5 – regime WG
Figure 5.3 – Drag coefficient (grey solid line) and lift coefficient (black dashed line)
time series for the upstream and downstream cylinders, Re = 200, two-dimensional
simulations. The scale of the graphs is the same for ease of comparison.
Further simulations were performed in order to draw the neutral stability curve
displayed in figure 5.4(b). The mode that became unstable had its bifurcation
point at Re = 315 ± 1, and the unstable eigenmode had a wavenumber of βD =
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(a) (b)
Figure 5.4 – Flow around two circular cylinders in tandem with Lx/D = 1.5. (a)
Modulus of Floquet multiplier as a function of the non-dimensional spanwise wavenum-
ber, (b) Neutral stability curves.
2.998 ± 0.002, corresponding to a wavelength of λz/D = 2.096 ± 0.002. For ease
of reference, we will call this mode T1. The critical Reynolds number for this
configuration is much higher than that for the flow around a single cylinder, and
the wavelength of the perturbation of maximum growth has a value between the
wavelengths of mode A and mode B observed in the isolated cylinder case.
Figure 5.5 shows the structure of mode T1. It can be seen that mode T1 has a
symmetry similar to that of mode B, with the same sign of streamwise vorticity on
both sides of the wake. Another similarity is that both modes (T1 and B) have strong
streamwise vorticity in the shear layers that link the vortex cores, although mode T1
also shows significant x-vorticity values in the vortex cores. Also worth noting is
the fact that mode T1 and the single cylinder mode B have completely different
wavenumbers: the non-dimensional wavenumber for mode B is approximately 7.5.
5.3.2 Nonlinear analysis
A three-dimensional simulation was carried out in order to assess the nonlinear
character of the bifurcation of mode T1 in the flow around the configuration with
Lx/D = 1.5. Figure 5.6 shows the results of this simulation. The bifurcation is
clearly supercritical, and the Landau equation truncated at third order fits remark-
ably well to the data. Figure 5.7(a) shows iso-surfaces of vorticity for the saturated
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Figure 5.5 – Mode T1 x-vorticity contours and base flow z-vorticity iso-lines, Lx/D =
1.5, Re = 320, βD = 3.0. Light contours and dashed lines represent negative vorticity
and dark contours and solid lines represent positive vorticity.
state and figure 5.7(b) shows these iso-surfaces for a linear combination of the base
flow and Floquet mode. These figures display the flow fields at roughly the same
phase of the shedding cycle. It can be seen that the contours are similar; the three-
dimensional structures of the unstable mode remain clearly observable after the
nonlinear growth of the perturbation.
5.3.3 Physical mechanism
Mode T1 has a number of characteristics that suggest that the physical mechanism
responsible for this instability is of hyperbolic type. The basic theory and mathe-
matical formulation of hyperbolic instabilities for viscous fluids were presented by
Lagnado et al. (1984), who showed that perturbation streamwise vorticity in a strain-
ing base flow field grows due to vortex stretching, and this growth competes with the
viscous diffusion. The resulting field exhibits streamwise vorticity aligned with the
outlet streamlines of the straining field. This kind of instability has been found in
some other flows, like plane shear layers (Lasheras & Choi, 1988), and was suggested
to be the physical mechanism of mode B in the single cylinder flow (Williamson,
1996a).
In order to illustrate the physical mechanism of mode T1, figure 5.8 presents
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Figure 5.6 – Results for three-dimensional simulation of case Lx/D = 1.5, Re = 320,
βD = 3.0 (Lz/D = 2.094) – mode T1. (a) displays the graph of the time derivative of
the amplitude logarithm against the square of the amplitude. (b) shows the growth
and saturation of the perturbation amplitude (symbols), growth predicted by linear
calculations (continuous line) and growth predicted by the Landau equation (dashed
line).
(a) (b)
Figure 5.7 – Three-dimensional views of the nonlinear results at the saturated state
(a) and base-flow combined with the unstable Floquet mode (b), Lx/D = 1.5, Re =
320, βD = 3.0. Translucent surfaces represent iso-surfaces of |ωz|. Solid light grey
and dark grey surfaces represent iso-surfaces of negative and positive ωx respectively.
instantaneous base flow streamtraces superposed to Floquet mode x-vorticity con-
tours. Using the arbitrary time scale indicated in the figure, it can be seen that
for T/8 the base flow has a hyperbolic region close to the recently shed vortex, as
indicated by the straining instantaneous streamlines. The perturbation negative
streamwise vorticity on the bottom of the figure is amplified through a stretching
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mechanism (term ω′x∂U/∂x in (4.9)). Part of this amplified streamwise vorticity is
convected upstream and to the opposite side of the wake by the base flow, as shown
by the streamtraces pointing left-upwards at instants T/4 and T/8. By the time a
new positive base flow spanwise vortex is formed, the region of streamwise vorticity
has already reached the top side of the wake. When the new vortex is shed (instant
T/2), it provides a new region of hyperbolic flow, which amplifies the streamwise
vorticity that is now on the top side of the wake. The process repeats symmetrically
along the other half of the shedding period (instants 5T/8 to T ). The fact that
the streamwise vorticity is amplified at one side of the wake, convected to the other
side, amplified there and then convected back means that the sign of the streamwise
vorticity observed in the wake does not change from one side of the wake to the
other, and this explains the symmetry observed for this mode.
5.4 Results – configuration with Lx/D = 1.8
If the separation is increased so the shedding regime changes from SG to AG, the
secondary instability scenario also changes. In fact, two different transition modes
are observed for regime AG ; one for the smaller separations (1.6 < Lx/D ≤ 1.9) and
another for larger separations (2.0 ≤ Lx/D ≤ 3.0). In this section, the configuration
Lx/D = 1.8 is used as a typical example to study the first mode in detail, while the
second will be analysed in section 5.5.
5.4.1 Linear analysis
Figure 5.9 shows the variation of the modulus of the less stable Floquet multiplier
with Reynolds number and perturbation wavenumber and also the neutral stability
curve for this configuration. It can be seen in figure 5.9(b) that the flow becomes un-
stable for a larger Reynolds number (Recr = 409± 1) than for the other cases. The
wavenumber of the unstable mode at the onset is βD = 2.214±0.002, corresponding
to a wavelength λz/D = 2.838± 0.003, which is in between those of modes A and B
observed in the flow around an isolated cylinder. This mode will be referred to as
mode T2.
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Figure 5.8 – Base flow instantaneous streamtraces superposed to Floquet mode x-
vorticity at the base region of the downstream cylinder over one shedding period;
Lx/D = 1.5, Re = 315, βD = 2.998. Light contours represent negative vorticity and
dark contours represent positive vorticity.
Mode T2 streamwise vorticity contours superposed to base flow spanwise vor-
ticity iso-lines for Re = 415 and βD = 2.200 are shown in figure 5.10. It can be
seen that the symmetry of the mode x-vorticity contours is the same as that of
mode A. It is worth noting that the Floquet mode streamwise vorticity contours
are particularly strong in the shear layers of the base flow, unlike those of mode A.
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(a) (b)
Figure 5.9 – Flow around two circular cylinders in tandem with Lx/D = 1.8. (a)
Modulus of Floquet multiplier as a function of the non-dimensional spanwise wavenum-
ber, (b) Neutral stability curves.
Figure 5.10 – Mode T2 x-vorticity contours and base z-vorticity iso-lines, Lx/D =
1.8, Re = 415, βD = 2.200. Contours and lines are as in figure 5.5.
There is no evidence of spanwise flow in the gap between the cylinders, so we con-
clude that the instability originates in the near wake of the downstream cylinder,
like mode T1. However, there is streamwise vorticity in the shear layers separating
from the downstream cylinder even upstream of the region where the vortices are
formed (see figure 5.17 for more clear evidence of spanwise flow in the base region of
the downstream cylinder). This is different from mode T1, which originates further
downstream, in the zone where the opposite shear layers interact.
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Figure 5.11 – Results for three-dimensional simulation of case Lx/D = 1.8, Re =
415, βD = 2.2 (Lz/D = 2.856) – mode T2. Axes and legends are the same as for
figure 5.6.
5.4.2 Nonlinear analysis
The results for the nonlinear analysis of mode T2 displayed in figure 5.11 show a
very unusual behaviour. The nonlinear growth of the perturbation follows the linear
trend only for two or three cycles, and then the curve changes its slope drastically
and starts to follow a much milder growth trend, as illustrated in figure 5.11(b). This
is translated in the graph of d log(|A|)/dt against |A|2 in figure 5.11(a) as an initial
decay, followed by an sharp transition to a state in which d log(|A|)/dt evolves very
slowly, corresponding to an almost flat curve in the graph. To confirm these results,
we performed a number of tests which included increasing the resolution of the
mesh, varying the Reynolds number in the vicinity of the bifurcation, decreasing
the perturbation initial energy and decreasing the time step; all tests resulted in
curves with the same behaviour.
As a tentative alternative approach to elucidate the nonlinear character of
mode T2 bifurcation, additional calculations were performed to draw the diagram
shown in figure 5.12. No hysteresis was observed, so the bifurcation could not be
classified as subcritical. However, the square of the amplitude at saturation does
not follow a straight line for Reynolds numbers higher than the critical either, and
this rules out the classification of the bifurcation as supercritical.
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Figure 5.12 – Bifurcation diagram for configuration Lx/D = 1.8, mode T2; © –
results for increasing Reynolds number,  – results for decreasing Reynolds number.
Interestingly, although the perturbation energy grows in an unexpected way,
the shape of the unstable mode is not altered significantly during the nonlinear
evolution of the perturbation. The vorticity contours of the nonlinear calculations
at saturation level are compared to a combination of the Floquet mode and base
flow in figure 5.13. The plots refer to approximately the same phase of the shedding
cycle. Like for Lx/D = 1.5, the structures of the Floquet mode can be plainly
observed in the saturated state.
5.4.3 Physical mechanism
As seen in figure 5.10, mode T2 originates just after the leeward cylinder, in a region
upstream from where the vortices are formed. This suggested that the mechanism
responsible for the existence of the mode does not depend directly on the interac-
tion between the shear layers. We confirmed this hypothesis by running stability
calculations with a slightly modified geometry, placing a free slip plate in the near
wake of the downstream cylinder, as illustrated in figure 5.14(a). The perturba-
tion boundary conditions on this plate were (∂u/∂n = 0, v = 0, ∂w/∂n = 0). The
original base flow (obtained without the plate) was utilised in the calculations. We
argue that if the instability mechanism entails some sort of communication between
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(a)
(b)
Figure 5.13 – Three-dimensional views of the nonlinear results at the saturated state
(a) and base-flow combined with unstable Floquet mode (b), configuration Lx/D =
1.8, Re = 415, βD = 2.2. Surfaces are as in figure 5.7.
the opposite sides of the wake, the presence of the plate should eliminate the mode.
Figure 5.14(b) shows the results of this test: the values of the Floquet multiplier
barely changed from those obtained with the original calculation. Therefore, it was
concluded that the interaction between the shear layers does not play a role in
the initiation of this mode. This contrasts with what is observed in all the other
known three-dimensional modes in the flow around bluff bodies (modes A, B and
C), where the interaction between the shear layers seems to play an essential role in
the inception of the instabilities.
Next, we present some evidence that suggests that mode T2 has its origin in
a centrifugal instability at the near wake, and is amplified through a hyperbolical
mechanism in the braid shear layers when the vortices are about to be shed. A
centrifugal instability is a manifestation of an imbalance between centrifugal and
viscous forces (Oertel, 2004). The theoretical foundations of the centrifugal insta-
bility for viscous fluids were laid down by Taylor (1923), who also demonstrated
this instability experimentally in the flow between two concentric cylinders. Bayly
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(a) (b)
Figure 5.14 – (a) Schematic drawing showing the free slip plate used on additional
stability calculations carried out to investigate the physical mechanism of mode T2.
(b) Floquet multipliers obtained from the calculations with the free slip plate (◦),
compared to the original results without the free slip plate (N), for Re = 450, Lx/D =
1.8.
(1988) developed the basic principles of the centrifugal instability for generic convex
closed streamlines, and showed that a necessary condition for centrifugal instability
to occur in such flows is that the magnitude of the angular momentum should de-
crease in the outward direction. The centrifugal instability was later found to be the
physical mechanism behind the three-dimensional instability of other steady flows
such as the flow over a backward-facing step (Barkley et al., 2002; Beaudoin et al.,
2004).
The identification of a region susceptible to centrifugal instability using math-
ematical arguments is much more problematic for unsteady flows than for steady
flows. However, in the present work the locations where the three-dimensional insta-
bilities are stronger are given by the Floquet modes, so it is possible to check whether
the base flow at these locations has certain characteristics that are found in steady
flows prone to centrifugal instabilities. For example, Barkley et al. (2002) reported
that, for the flow over a backward-facing step, the regions where the centrifugal
instability was particularly strong were just behind the step edge and at the down-
stream reattachment point. The common features of these regions are the significant
curvature of the streamlines and strong deceleration of the flow. These character-
istics make the gradient of the angular momentum in the direction away from the
centre of curvature of the streamlines negative, with considerable magnitude. In the
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Figure 5.15 – Base flow particle paths superposed to w contours of the Floquet
mode, Lx/D = 1.8, Re = 409, βD = 2.214. The shades of grey of the path lines stand
for the velocity magnitude along the path; light shades represent high velocities and
dark shades represent low velocities.
case of unsteady flow, particle paths should be used instead of streamlines. Figure
5.15 shows base flow particle paths superposed on the Floquet mode z-velocity field;
the time instant for which the mode is represented is the same as that when the
particle paths were interrupted. The particles were released half a period earlier
from rakes aligned in the x direction placed at convenient locations. In figure 5.15
the paths are drawn using shades of grey that represent the magnitude of the base
flow velocity along the path. It can be seen that the regions where the mode span-
wise velocity is greater are regions where the particle paths have large curvature and
undergo significant deceleration.
The centrifugal instability produces the regions of y-vorticity perpendicular to
the axis of the cylinder, as shown in figure 5.16. In order to understand how this
vorticity is transported to the wake and amplified, snapshots of the Floquet mode
w contours at the base region of the leeward cylinder along a shedding period are
displayed in figure 5.17. The figure shows that mode T2 exhibits two zones of
opposite w velocity in the near wake of the downstream cylinder (a zone of positive w
at the base region of the cylinder and a zone of negative w slightly more downstream)
persisting through the entire period. Because of this, and because the x-velocity of
120
Figure 5.16 – Contours of y-vorticity at the y = 0 plane for the three-dimensional
simulation of the flow around configuration with Lx/D = 1.8 at Re = 415. Light
contours and dashed lines represent negative vorticity and dark contours and solid
lines represent positive vorticity. Flow is from bottom to top.
the base flow is predominantly negative in that same region, the combined flow
displays persistent regions of y-vorticity, which alternate in the spanwise direction
(see figure 5.16). Due to the oscillation of the base flow in the y direction, these
regions of y-vorticity are transported towards the base flow shear layers (instants
T/8 and 5T/8 in figure 5.17). The shear layers are regions of strong gradient of
U in the y direction, so the perturbation y-vorticity is transformed to x-vorticity
through a tilting mechanism (term ω′y∂U/∂y in (4.9)). Since the y-vorticity region
at the base of the downstream cylinder has the same sign on both sides of the wake,
but the base flow ∂U/∂y has a different sign on either side, the result is that the
sign of the streamwise vorticity will be different on either side of the wake, and
this determines the symmetry of mode T2. This change of sign in the streamwise
vorticity is illustrated in figure 5.17. When streamwise vorticity appears in the
shear layer with negative spanwise vorticity (the shear layer separating on the top
of the cylinder in the figure), the region of spanwise velocity that is closer to the
cylinder will be at the top (instant T/4). On the other hand, when y-vorticity is
transformed in x-vorticity in the shear layer with positive spanwise vorticity, the
region of spanwise velocity that is closer to the cylinder will be at the bottom
(instant 3T/4).
A little further downstream, in the region where the opposite shear layers interact
to form the vortices, the perturbation w velocity is strengthened, as can be seen in
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Figure 5.17 – Snapshots of Floquet mode contours of z-velocity at the base region
of the downstream cylinder along one shedding period, Lx/D = 1.8, Re = 409, βD =
2.214. Light contours and dashed lines represent negative velocity and dark contours
and solid lines represent positive velocity.
the snapshots corresponding to the instants T/2 and T in figure 5.17. The rationale
behind this is that when the streamwise vortex reaches the vortex formation region,
which is a zone of hyperbolic flow (figure 5.18), the streamwise vorticity is amplified
through a stretching mechanism, in an analogous way to the mechanism described
for mode T1. These regions where the x-vorticity is amplified are those where the
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Figure 5.18 – Base flow instantaneous streamtraces superposed to Floquet mode
magnitude of vorticity in the plane xy
(
ωxy =
√
ω2x + ω
2
y
)
, showing amplification of
streamwise vorticity in a region of hyperbolic flow for mode T2. Lx/D = 1.8, Re =
409, βD = 2.214.
contours are more evident in figure 5.10.
5.5 Results – configuration with Lx/D = 2.3
When the gap space was increased a little further, but not enough to alter the
base flow shedding regime, another change in the onset of the three-dimensional
transition was observed. The configuration with Lx/D = 2.3 was chosen to illustrate
this scenario because the shedding regime and secondary instability character did
not change over a significant Reynolds number range (200 ≤ Re ≤ 350).
5.5.1 Linear analysis
The results for the modulus of the Floquet multiplier are shown in figure 5.19(a).
For Re = 200, the flow is stable. It then becomes neutrally stable at Re = 250± 1
with a wavenumber of βD = 1.366 ± 0.02 (Lz/D = 4.600± 0.007), and is unstable
for higher Reynolds numbers. Only one unstable mode appears for Re ≤ 350, and
the non-dimensional wavenumber of maximum growth of this mode, which will be
called mode T3, is approximately βD = 1.32. The neutral stability curve drawn
in figure 5.19(b) shows that the wavelength range of this mode expands quickly
with the Reynolds number, and at Re = 350 it spreads from λz/D = 3.16 to
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(a) (b)
Figure 5.19 – Flow around two circular cylinders in tandem with Lx/D = 2.3.
(a) Modulus of Floquet multiplier as a function of the non-dimensional spanwise
wavenumber, (b) Neutral stability curves.
λz/D = 11.9. The critical Reynolds number for this configuration is lower than
those for Lx/D = 1.5 and Lx/D = 1.8, but still considerably higher than that
for the single cylinder case, and the wavenumber of mode T3 at the bifurcation is
slightly smaller than the single cylinder mode A wavenumber βD = 1.587.
The shape of mode T3 is depicted in figure 5.20. It can be seen that this insta-
bility originates in the gap region, hence differing from modes T1 and T2, both of
which first appeared behind the downstream cylinder. Figure 5.20 also shows that
the instability observed for Lx/D = 2.3 breaks the spatial symmetry of the base
flow, presenting x-vorticity of the same sign on both sides of the wake, as in the
single cylinder mode B.
5.5.2 Nonlinear analysis
Figure 5.21 shows the results of the nonlinear analysis for this configuration. As in
the configuration Lx/D = 1.5, the bifurcation of the mode is clearly supercritical
and the Landau equation truncated at the third order models the bifurcation very
well. Another similarity to the configuration Lx/D = 1.5 is the fact that the three-
dimensional structures of the unstable mode are evident in the saturated state of
the nonlinear simulations (figure 5.22).
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Figure 5.20 – Mode T3 x-vorticity contours and base z-vorticity iso-lines, Lx/D =
2.3, Re = 255, βD = 1.37. Contours and lines are as in figure 5.5.
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Figure 5.21 – Results for three-dimensional simulation of case Lx/D = 2.3, Re =
255, βD = 1.37 (Lz/D = 4.586). Axes and legends are the same as for figure 5.6.
5.5.3 Physical mechanism
The physical mechanism that drives mode T3 shows a number of similarities with
the short wavelength instability of a pair of counter-rotating vortices. According
to Leweke & Williamson (1998a), who investigated the stability of this flow using
experiments in a water tank, this instability has an elliptic nature (Bayly, 1986; Pier-
rehumbert, 1986) and due to a kinematic matching condition for the disturbances
evolving on each vortex core, this instability develops in a cooperative manner.
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(a) (b)
Figure 5.22 – Three-dimensional views of the nonlinear results at the saturated state
(a) and base-flow combined with unstable Floquet mode (b), configuration Lx/D =
2.3, Re = 255, βD = 1.37. Surfaces are as in figure 5.7.
Billant et al. (1999) presented a numeric three-dimensional stability analysis of a
counter-rotating vortex pair. They observed two unstable short wavelength modes in
their calculations; one symmetric and one antisymmetric. The antisymmetric mode
had the larger growth and the authors used this fact to explain why this was the
only short wavelength mode observed in the experiments of Leweke & Williamson
(1998a).
The transient nature of the wake vortices, the existence of a free stream of
relatively large magnitude and the presence of the cylinders very close to the vortices
in the current results are very important differences from pure vortex flows, and
these differences should be kept in mind when drawing any comparison between the
two. However, there are some similarities between our results and those obtained for
pure vortex flows which suggests that the physical mechanism that sustains mode T3
and the cooperative elliptical instability in a pair of counter-rotating vortices is the
same. First, in both cases there are two counter-rotating vortices in close proximity
interacting with each other. We also noticed that the symmetry of both modes is
the same, if we consider the instants of maximum spanwise vorticity in the base
flow:
[u, v, w] (x, y) = [−u, v,−w] (x,−y) ,
[ωx, ωy, ωz] (x, y) = [ωx,−ωy, ωz] (x,−y) .
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In addition, similarly to the cooperative elliptical instability, mode T3 exhibits a
spanwise vortex dipole within the vortex cores, and those regions are aligned with
the stretching direction, as shown in figure 5.23(a).
However, there are also differences between mode T3 and the results for a pair
of counter-rotating vortices previously published in the literature. The first is the
wavelength of the perturbation, which is of the order of the vortex core for the
pure vortex pair (Leweke & Williamson, 1998a) and varies from 4.25D to 10.0D at
the onset for mode T3, depending on the geometry considered, as will be discussed
in section 5.7.1. If we consider that the cores of the vortices in the wake have
approximately the same diameter as the cylinders, this means that the wavelength
of mode T3 is considerably larger. Another difference is the fact that Leweke &
Williamson (1998a) and Billant et al. (1999) reported that the waviness of the inner
and outer layer of the vortex cores had opposite signs. This is not the case for
mode T3, as can be seen in figure 5.23(b); in the current results, the inner and
outer layers bent in phase. These discrepancies might be justified by the remarkable
difference between the strain fields and vortex cores of the two cases. For the classic
counter-rotating vortex pair, the strain field and the core size are almost steady,
changing slowly as the vortices are deformed. On the other hand, in the flow around
circular cylinders in tandem, both the strain field and size of the cores are time-
dependent and affected by the solid walls in great measure.
In order to obtain additional evidence to support the hypothesis that these two
instabilities have the same origin, we ran an additional set of stability calculations
on a slightly modified geometry. The stability of the base flow obtained for the
configuration with Lx/D = 2.3 at Re = 300 was tested to three-dimensional pertur-
bations with an additional constraint. A free slip plate of length 0.5D was placed
at the upstream end of the downstream cylinder, aligned with the line that passes
through the centres of the cylinders, as illustrated in figure 5.24(a). The pertur-
bation boundary conditions on this line were (∂u/∂n = 0, v = 0, ∂w/∂n = 0). The
rationale behind this test was that if T3 instability had a cooperative nature, the
imposition of this free slip plate should hinder its growth, since the communication
between the two vortices on the opposite sides of the wake would be prevented. As
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(a) (b)
Figure 5.23 – (a) Contours of perturbation spanwise vorticity superposed to base
flow vorticity iso-lines, Lx/D = 2.3, Re = 255, βD = 1.370. The perturbation
spanwise vorticity forms a dipole which is aligned in the direction of the stretching,
indicated by the solid thick line. (b) λ2 iso-surfaces for the saturated state of the
three-dimensional simulation, Lx/D = 2.3, Re = 255, showing the vortices immedi-
ately upstream of the leeward cylinder. The transparent light grey surfaces repre-
sent surfaces where λ2 = −0.1 and solid dark grey surfaces represent surfaces where
λ2 = −0.8. The downstream cylinder is represented by the dotted lines.
(a) (b)
Figure 5.24 – (a) Schematic drawing showing the free slip plate used on additional
stability calculations carried out to investigate the physical mechanism of mode T3.
(b) Floquet multipliers obtained from the calculations with the free slip plate (◦),
compared to the original results without the free slip plate (N), for Re = 300, Lx/D =
2.3.
can be seen in figure 5.24(b), this was indeed observed. The Floquet multipliers in
the range in which mode T3 is unstable in the original calculations (1.5 . βD . 2.0)
are all stable for the modified case and there is not even a local peak in the curve of
the modified case. For higher wavenumbers, the results of the modified case roughly
follow the original results. Therefore, it seems that mode T3 has the same nature
as the cooperative elliptical instability of counter-rotating vortex pairs, a nd the few
dissimilarities between the two instabilities can be accounted for by the differences
in the base flows.
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(a) (b)
Figure 5.25 – Flow around two circular cylinders in tandem with Lx/D = 5. (a)
Modulus of Floquet multiplier as a function of the non-dimensional spanwise wavenum-
ber, (b) Neutral stability curves.
5.6 Results – configuration with Lx/D = 5
If the separation is further increased, the vortex shedding regime eventually changes.
The flow around the configuration with Lx/D = 5 is an example of the vortex
shedding regime WG, in which a complete von Ka´rma´n wake can be observed in
between the cylinders.
5.6.1 Linear analysis
Figure 5.25(a) shows the results for Lx/D = 5, which are very similar to the results
observed for the flow around a single cylinder. There are two noticeable peaks: one
for low wavenumber and one for high wavenumber. The Floquet multiplier is real
and positive at both peaks and, in the flow around a single cylinder, they correspond
to modes A (low β) and B (high β) (Barkley & Henderson, 1996).
The neutral stability curves displayed in figure 5.25(b) also bear a strong re-
semblance to those for a single cylinder. However, the long wavelength critical
Reynolds number for Lx/D = 5.0 is 180 ± 1, which is lower than that for mode A
in the single cylinder, and the wavenumber of the unstable mode at the bifurcation,
βD = 1.662± 0.002, is slightly larger than that of mode A. On the other hand, the
short wavelength mode becomes linearly unstable later in Re terms for the tandem
arrangement (Recr = 272.5±1) than for mode B in the single cylinder case, and the
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Figure 5.26 – Floquet mode x-vorticity contours and base z-vorticity iso-lines,
Lx/D = 5, Re = 200, βD = 1.75. Contours and lines are as in figure 5.5.
wavelength of the unstable mode βD = 0.823±0.002 coincides with that of mode B.
The low wavenumber mode is already unstable for Re = 200. Looking at the
streamwise vorticity contours in figure 5.26, it can be seen that, like mode A, this
mode maintains the base flow symmetry. Given all the similarities between the
present mode and the single cylinder mode A (wavenumber, symmetry, critical Re),
we argue that these instabilities are indeed of the same type. Also in figure 5.26, we
see that the perturbation originates in the near wake of the upstream cylinder and
gets stronger when it impinges on the downstream cylinder. Further downstream,
in the region where the vortices interact in the far wake, the instability is again
amplified.
In fact, this behaviour appears to be consistent with the hypothesis that mode A
is a manifestation of elliptic instability of the vortex cores (Williamson, 1996a;
Leweke & Williamson, 1998b; Thompson et al., 2001). According to this hypoth-
esis, the deformation of the vortex cores, which makes them assume an elliptical
form, and the interaction between the vortex cores due to their proximity are key
factors in initiating and sustaining mode A. It appears that the presence of the
downstream cylinder favours both the deformation and the interaction of the vortex
cores in different regions of the flow field. First of all, the presence of the downstream
cylinder generates an adverse pressure gradient in the interstitial region (Carmo &
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Meneghini, 2006), which is expected to enhance the deformation and interaction of
the cores in the near wake of the upstream cylinder. Since mode A instability is
initiated in the near wake of the upstream cylinder, this feature may explain why
this mode becomes unstable earlier in terms of Reynolds number for flows around
tandem arrangements in regime WG than for the flow around an isolated cylinder.
When the vortices approach and impinge on the downstream cylinder, they undergo
considerable deformation and merge with the shear flow developing close to the sur-
face of the cylinder, and this seems to favour mode A instability. Lastly, the wake
formed after the downstream cylinder consists of strong large vortices that interact
vigorously at a certain distance downstream, provoking further deformation of the
vortex cores and strengthening the mode A contours, as illustrated in figure 5.26.
Figure 5.27 shows the unstable mode streamwise vorticity contours for the high
wavenumber instability. We observed that the instability has the same nature as
mode B, with the same symmetry, and a similar wavenumber and critical Reynolds
number. Furthermore, the streamwise vorticity is concentrated in the shear layers
that link the vortex cores. Unlike mode A, mode B instability gets weaker when it
reaches the downstream cylinder and is absent in the region of vortex interaction in
the far wake. This suggests that mode B instability in its linear stage is concentrated
in and strongly depends on the shear layers that link the vortex cores. Since the
shedding from the downstream cylinder is triggered by the vortices impinging on
it, and not by the interaction between the two opposite shear layers as happens in
the near wake of the upstream cylinder, the shear layers are much weaker in the
far wake. This is also consistent with most of (if not all) the previously proposed
physical mechanisms for the origin of mode B (see, for example, Williamson, 1996a;
Brede et al., 1996; Ryan et al., 2005), all of whom have stated that mode B instability
originates and develops in the shear layers.
5.6.2 Nonlinear analysis
The nonlinear analysis of the bifurcations that were observed for Lx/D = 5 faced an
additional difficulty, because the interaction of the detached vortices with the down-
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Figure 5.27 – Floquet mode x-vorticity contours and base z-vorticity iso-lines,
Lx/D = 5, Re = 300, βD = 8.0. Contours and lines are as in figure 5.5.
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Figure 5.28 – Results for three-dimensional simulations of configuration Lx/D = 5.0,
showing the growth and saturation of the perturbation amplitude and the growth
predicted by linear stability analysis. The x axis is non-dimensional time. (a) displays
the evolution of mode A, at Re = 185 and βD = 1.66 (Lz/D = 3.785). (b) displays
the evolution of mode B, at Re = 278 and βD = 7.57 (Lz/D = 0.83).
stream cylinder and the interaction between the vortices in the far wake made the
two-dimensional flow non-periodic outside the near wake of the upstream cylinder.
As a result, the perturbation energy evolution curves were not smooth, as can be
seen in figure 5.28, and the coefficients of the Landau equation could not be obtained
from the graphs of d log |A|/dt vs |A|2.
However, the character of the bifurcations for modes A and B can be inferred
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Figure 5.29 – Bifurcation diagrams for configuration Lx/D = 5, showing a subcritical
bifurcation for mode A (a) and a supercritical bifurcation for mode B (b); © – results
for increasing Reynolds number,  – results for decreasing Reynolds number.
from the bifurcation diagrams in figure 5.29, which display the amplitude squared
of the perturbation at saturation for Reynolds numbers in the vicinity of the critical
value for transition. For mode A, the results in figure 5.29(a) show hysteretical be-
haviour, which is a sign of subcritical bifurcation. In contrast, the results obtained
for mode B, displayed in figure 5.29(b), show a diagram typical of a supercritical
bifurcation, with no hysteresis and the values of the amplitude squared of the per-
turbation following a straight line after the bifurcation. Therefore, the nonlinear
characteristics of the bifurcations for modes A and B observed for tandem arrange-
ments with large separations are the same as those observed in the flow around a
single cylinder.
Another interesting aspect of the nonlinear evolution of the perturbation can be
seen in the graphs displayed in figure 5.28. There is a remarkable difference between
the behaviour of the amplitudes of modes A and B when they reach the saturation
level. While the energy associated to mode A reaches an approximately steady level
at saturation, mode B shows large oscillations around a fixed mean value. The
reasons for these behaviours can be understood by looking at the contour plots of
these saturated states in figure 5.30. For mode A (figure 5.30(a)), the vortex cores
become structures with strong three-dimensional characteristics due to the action
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of the instability in these regions. As a consequence, the vorticity in the spanwise
direction becomes weaker and the correlation of the flow in the spanwise direction
smaller. This hinders the interaction between the vortices in the far wake of the
two-dimensional simulations at the same Reynolds numbers (see the iso-lines of
figure 5.26). Interestingly, this results in a conspicuously regular wake which can
be observed in the three-dimensional simulations, and this regularity is reflected in
the steady level of energy of the saturated perturbation observed in figure 5.28(a).
For mode B, on the other hand, even after the perturbation reaches saturation,
the vortex cores in the far wake are approximately two-dimensional, because the
instability evolves and remains restricted to the shear layers, (see figure 5.30(b)).
Therefore, the cores have spanwise vorticity strong enough to sustain the interaction
and merging that occur in the far wake, and because this interaction does not have
well-defined time and spatial scales, this irregular behaviour is also displayed in the
perturbation energy plotted in figure 5.28(b).
5.7 Discussion
5.7.1 Dependence of the critical Reynolds number and un-
stable mode wavenumber on the centre-to-centre sep-
aration
In order to present a more complete overview of how the onset of the three-
dimensional wake instabilities varied according to the cylinder separations, the crit-
ical Reynolds numbers and respective perturbation wavenumbers of additional con-
figurations were calculated and are plotted in figure 5.31. Due to the hysteresis in
the transition between the base flow shedding regimes AG and WG, it is possible
to observe two different transition scenarios in the range 3 ≤ Lx/D ≤ 4, depend-
ing on how the base flow was obtained. The mode T3 curve refers to base flows
obtained by restarting the simulations from lower Reynolds numbers results, so the
base flow shedding regime was AG. In contrast, the curves of modes A and B in
this separation range refer to base flows obtained by restarting the simulations from
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(a) Mode A - Re = 185, βD = 1.660 (Lz/D = 3.785). Slice at z = 0.85.
(b) Mode B - Re = 278, βD = 7.57 (Lz/D = 0.83). Slice at z = 0.2.
Figure 5.30 – z-vorticity iso-lines and x-vorticity contours at xy planes showing the
saturated state of the nonlinear perturbation evolution for modes A and B, Lx/D = 5.
Non-dimensional values of z-vorticity vary from -2.2 (dashed lines) to 2.2 (continuous
lines) and non-dimensional values of x-vorticity vary from -1.1 (light contours) to 1.1
(dark contours).
higher Reynolds number simulations, resulting in shedding regimes WG. Hysteresis
was also observed in the transition between the shedding regimes SG and AG. How-
ever it was not possible to obtain the bifurcation points of flows with regime AG for
Lx/D ≤ 1.5, because the critical Reynolds number was not inside the range for which
this shedding regime exists for these configurations. The same applies for flows with
regime SG for Lx/D ≥ 1.7. The flow around the configuration Lx/D = 1.6 was very
unstable, constantly shifting the shedding regime between SG and AG, rendering
the calculation of any bifurcation point impracticable.
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(a)
(b)
Figure 5.31 – Variation of the critical Reynolds numbers (a) and respective pertur-
bation wavenumbers (b) with the centre-to-centre separation for modes T1 (), T2
(◦), T3 (), A (N) and B (×).
For configurations with shedding regime SG, whose secondary instability is
mode T1, the critical Reynolds number increased with increasing separation. A
possible explanation for this behaviour is that when the separation is increased, the
shear layers become more elongated and more vorticity remains trapped in the gap
between the cylinders. Consequently, the shear layers will be less energetic at the
formation region, where the three-dimensional instabilities originate.
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When the separation was increased further, the shedding regime became AG
and the first three-dimensional instability was mode T2. For such flows, the critical
Reynolds number decreased for increasing separation. This decrease seems to be
caused by the fact that the vortex formation region approaches the downstream
cylinder for increasing separations; hence the back-flow zone between the cylinder
and the vortex formation region becomes more compact. As discussed in section
5.4.3, this back-flow zone is where the centrifugal instability takes place. When this
zone is more compact, the flow in there is likely to be subjected to higher curvatures
and decelerations, thus facilitating the initiation of the instability.
For separations which are even larger, although not so large as to lead to a change
of base flow shedding regime, the three-dimensional instability modifies to mode T3.
For this mode, the critical Reynolds number initially decreases for increasing sep-
aration, and then slightly increases for the separations in the range of transition
between shedding modes AG and WG. Considering that the instability originates
in the gap between the cylinders, the decrease in the critical Reynolds number for
separations smaller than those in the transition range is not surprising, since more
vorticity remains in the interstitial region if the separation is increased, making the
vortices stronger and larger in this region. This also explains why the unstable mode
wavenumber decreases for mode T3, since the mode wavelength scales with the size
of the cores.
For flows in shedding regime WG, the results displayed in figure 5.31(a) confirm
that for small Lx/D, mode A bifurcates earlier in terms of Reynolds number than
it does for the isolated cylinder, and mode B bifurcates later. These results rein-
force the arguments put forward in section 5.6 regarding the physical mechanisms
of these modes. If the separation is increased, the values of critical Reynolds num-
ber for modes A and B quickly converge to those obtained in the flow around an
isolated cylinder, and for Lx/D ≥ 10 there are no significant differences in the crit-
ical Reynolds numbers and perturbation wavenumber at the onset obtained for the
single cylinder and those obtained for tandem arrangements, within 1% tolerance.
The unstable mode wavenumbers are also very close to those of the isolated cylinder
for separations larger than those in the drag inversion range.
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The stability analysis results regarding the critical Reynolds number for flows
in regimes SG and AG clarify the conclusions of Deng et al. (2006). Deng et al.
stated that the transition to three-dimensional flow in the wake arose later in terms
of Reynolds number in comparison to the single cylinder case, when the separation
between the cylinders was less than the separation at which the drag inversion
occurs. The same was observed by Papaioannou et al. (2006), who also noticed that
for separations larger than the drag inversion spacing, the downstream cylinder had
a destabilising effect. This is in line with the stability results presented here, since
the critical Reynolds number for mode A was lower for the tandem arrangements
with shedding regime WG than for a single cylinder.
5.7.2 Transition to three-dimensional flow in the drag in-
version separation range
Another point worth exploring due to its practical interest in engineering is how the
onset of three-dimensional instabilities affect the drag inversion (transition between
shedding regimes AG and WG). It is known that the separation at which the drag
inversion occurs depends on the initial conditions because, at least for low Reynolds
numbers, the flow is bi-stable in the vicinity of the drag inversion point (Mizushima
& Suehiro, 2005). For this reason, it is more appropriate to refer to a drag inversion
range than to a drag inversion point. For a fixed separation, this range is defined
in terms of Reynolds numbers. Likewise, for a fixed Reynolds number this range is
defined in terms of centre-to-centre distance.
As far as the author is aware, no study to date has calculated the drag inversion
range for low Reynolds numbers while taking into account the bi-stable nature of
the flow and the three-dimensional flow structures in this range†. For that reason, a
number of two- and three-dimensional simulations were performed to investigate the
boundaries of the drag inversion range, fixing the geometric configuration and vary-
ing the Reynolds number. Each of the calculations was run for 100 non-dimensional
†Papaioannou et al. (2006) calculated the drag inversion separation only for increasing Reynolds
numbers.
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time units and the mean drag coefficient was used as the indicator of the shedding
regime (AG or WG). Due to the hysteretic nature of the transition between these
regimes, determining the upper (lower) boundary requires that we start our flow
simulations at a lower (upper) Reynolds number and increase (reduce) its value.
The boundaries of the drag inversion range were defined taking the Reynolds num-
ber of the first calculation that showed a change of regime, with an uncertainty of
∆Re = ±0.5.
Figure 5.32 displays the results of these calculations on a Re vs. Lx/D map.
The curves showing the variation of the critical Reynolds number with the centre-
to-centre distance for modes A and T3 are also plotted on the graph. The first
point worth noting is that the boundaries of the drag inversion range have different
orientations depending on whether the flow is two-dimensional or three-dimensional:
the boundaries have a negative slope for two-dimensional flows and a positive slope
for three-dimensional flows. This means that once the flow is unstable to three-
dimensional perturbations, the dependence of the shedding regime on the Reynolds
number is inverted. It was shown in Carmo & Meneghini (2006) that in two-
dimensional flows, an increase in the Reynolds number makes the formation length
shorter. This occurs because higher Reynolds numbers mean stronger spanwise vor-
ticity in the opposite shear layers that separate from the cylinder wall, and this
stronger vorticity facilitates the interaction between them. A shorter formation
length favours shedding regime WG. Carmo & Meneghini (2006) also observed that
the presence of three-dimensional structures induced longer formation lengths, owing
to the fact that three-dimensional diffusion and spanwise de-correlation weakened
the interaction between the opposite shear layers. The DPIV measurements carried
out by Noca et al. (1998) showed that, for the flow around an isolated cylinder, the
formation length increases with Reynolds number for 300 < Re < 1500; this indi-
cates that the three-dimensional effects prevail over the two-dimensional ones in this
Reynolds number range. The results in figure 5.32 demonstrate that this is also true
for the flow around two circular cylinders in tandem, as for three-dimensional flow
the boundaries of the drag inversion range shift to larger centre-to-centre distances
if the Reynolds number is increased. This agrees with Papaioannou et al. (2006)
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Figure 5.32 – Map of Reynolds number against centre-to-centre separation showing
the possible vortex shedding regimes and the variation of the critical Reynolds numbers
of modes T3 and A with Lx/D, in the neighbourhood of the drag inversion range.
Symbols are:  – mode T3 critical Reynolds numbers, N – mode A critical Reynolds
numbers,  – 2-d vortex shedding transition fromWG to AG,  – 3-d vortex shedding
transition from WG to AG, • – 2-d vortex shedding transition from AG to WG, ◦ –
3-d vortex shedding transition from AG to WG.
who deduced that the qualitative variation of the single cylinder formation length
and tandem arrangement drag inversion separation with Reynolds number appeared
to be consistent in both two- and three-dimensional simulation results.
Three regions of bi-stable flow, marked in shades of grey, are shown in figure
5.32. The bottom one is located under the curve of critical Reynolds numbers for
mode A. Only two-dimensional flows are possible in this region, but the vortex
shedding regime can be either AG or WG, depending on the initial conditions. The
second middle region of bi-stable flow is between the curves of critical Reynolds
numbers for mode A and mode T3. In this region, two-dimensional flows at regime
AG and three-dimensional flows at regime WG are possible. Lastly, the third top
region of bi-stable flow is situated above the mode T3 critical Reynolds number
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curve. The flow in this region is always three-dimensional and, depending on the
initial conditions, the vortex shedding regime can be AG or WG.
Using the map in figure 5.32, we can draw comparisons between the current
results and data from earlier research that employed three-dimensional numerical
simulations. Deng et al. (2006) performed three-dimensional simulations of the
flow around diverse tandem configurations at Re = 220, using a virtual boundary
method. They observed three-dimensional flow for all configurations with Lx/D ≥ 4,
whereas for Lx/D = 2 the flow remained two-dimensional. These results did not de-
pend on the initial conditions. This is entirely consistent with the map in figure 5.32:
for Re = 220, the configuration Lx/D = 2 is in a zone where only two-dimensional
flow at regime AG is possible, and the configurations with Lx/D ≥ 4 are in a zone
where only three-dimensional flows at regime WG are possible. When analysing
the results of Deng et al. (2006) for Lx/D = 3.5, it should be borne in mind that
the spanwise length of the domain used in their computations was 8D. They ob-
served that the emergence of three-dimensional structures around this configuration
depended on the initial conditions: three-dimensional flow was observed to occur if
the initial flow field was at regimeWG, whereas any three-dimensional perturbations
died out if a flow at regime AG was utilised as initial condition. In the map in figure
5.32, it can be seen that the the flow around the configuration with Lx/D = 3.5 at
Re = 220 is in a region where all the possible flows are three-dimensional, either at
regime AG or at regime WG. However, figure 5.31(b) shows that, for Lx/D = 3.5,
mode T3 wavenumber at the onset (Recr = 217) is βD = 0.630, which corresponds
to a wavelength λz/D = 9.97. Therefore, the calculations performed by Deng et al.
(2006) were unable to capture mode T3 instability because the spanwise length
of the domain they used was too short. Deng et al. (2006) also tried to find the
Reynolds number for which the flow around the configuration Lx/D = 3.5 at regime
AG would become unstable to three-dimensional perturbations. They ran a series of
simulations increasing the Reynolds number in steps of 10, using the final solution
of each simulation as the initial condition for the next one. They observed that the
flow became three-dimensional for Re = 250, and the wavelength and symmetry
of the three-dimensional structures were similar to those of mode A. However, our
141
results show that this transition should occur at Re = 217, and the unstable mode
should be mode T3. Again, this difference can be explained by the short spanwise
length of their calculations. We performed additional two-dimensional calculations
and found that the upper Re limit of the two-dimensional drag inversion range for
configuration Lx/D = 3.5 is Re = 240. We therefore assume that from Re = 240
to Re = 250 there was a shedding regime change to WG in the simulations of Deng
et al. (2006), and that this was accompanied by the appearance of mode A structures
in the flow.
In another study that used three-dimensional numerical simulations, Papaioan-
nou et al. (2006) observed regime AG for 250 ≤ Re ≤ 500 in simulations of the
flow around configurations with Lx/D ≤ 3.5, whereas regime WG was observed in
simulations of the flow around configurations with Lx/D ≥ 3.8. The current results
are mostly in line with this; it can be seen in the map in figure 5.32 that three-
dimensional flow at regime AG is possible for Lx/D ≤ 3.5 for 250 ≤ Re ≤ 500 and
three-dimensional flow at regimeWG is possible for Lx/D ≥ 3.8 for 250 ≤ Re ≤ 475.
The only disagreement between our results and those from Papaioannou et al. (2006)
is in the regime observed for Lx/D = 3.8 at Re = 500. For this case, the map in
figure 5.32 indicates that only three-dimensional flow with regime AG is possible,
while Papaioannou et al. report that they found regimeWG at the same conditions.
A possible reason for this discrepancy is the number of non-dimensional time units
for which the flow equations are integrated. We have used 100 non-dimensional
time units for all calculations, and we observed that for some of the cases, the
change of regime only happened after the equations were integrated for 40 or 50
non-dimensional time units. Papaioannou et al. do not report the time length of
their calculations. Another possible reason has to do with the size of the domain.
The mesh used in Papaioannou et al. (2006) is significantly smaller than that used
for the current results.
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5.7.3 Equivalence of modes based on the physical mecha-
nism
Secondary instabilities in the wake of flows around bluff bodies have been widely
studied (Barkley & Henderson, 1996; Sheard et al., 2003; Blackburn et al., 2005, and
others). Since these flows have many points in common, it is worth investigating
whether any observed new mode is a manifestation of a previously studied instability.
This is not a trivial exercise, because the similarities between modes observed in the
wakes of distinct configurations may be obscured by the differences in the base flows.
The common ground that should be used for this kind of comparison is the physical
mechanism that initiates the instabilities. In the cases presented in this paper, it
appears that mode T1 can be understood as a manifestation of mode B and mode T3
as a manifestation of mode A. It was not possible to relate mode T2 to any previously
published mode known to the authors, apart from the three-dimensional mode found
by Barkley et al. (2002) in the flow over a backward-facing step .
When comparing mode T1 to mode B, we have to take into account that the phys-
ical mechanism responsible for mode B is still a matter of controversy. While some
researchers advocate that this mode stems from a centrifugal instability (Ryan et al.,
2005; Brede et al., 1996; Blackburn & Lopez, 2003b), others suggest that mode B
originates from a hyperbolic instability (Williamson, 1996a; Leweke & Williamson,
1998b). In fact, it is extremely difficult to distinguish one mechanism from the other
because of the topology of the flow in the near wake: there is a hyperbolic flow re-
gion in the vicinity of a vortex. A hyperbolic region has a stagnation point in its
middle. The presence of a stagnation point close to a vortex implies that the angular
momentum will decay towards this stagnation point, and this is favourable to the
onset of centrifugal instability. Therefore, the initiation of an unstable mode in this
region is likely to be interpreted as a manifestation of either of these instabilities.
The mechanism we observed for mode T1 has many points in common with that
suggested by Williamson (1996a) and Leweke & Williamson (1998b) to explain the
origin and sustainment of mode B. The only significant difference is that we could
not identify any ‘imprinting’ and amalgamation mechanism in line with that pro-
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posed by Williamson (1996a) to explain the symmetry of the mode. Instead, we
observed that the streamwise vorticity was advected by the base flow from one side
of the wake to the opposite side and upstream. This was followed by an amplifica-
tion of streamwise vorticity due to vortex stretching in another region of hyperbolic
flow. This mechanism is satisfactorily supported by the perturbation vorticity equa-
tions (4.7) and (4.8). In addition, it also explains the experimental observations by
Brede et al. (1996), who reported that mode B showed simply connected areas of
streamwise vorticity. Given the notable number of similarities between modes T1
and B, we contend that these modes are indeed the same.
Mode A is proposed to be an instability of elliptical type (Williamson, 1996a;
Thompson et al., 2001; Leweke & Williamson, 1998b). In addition, there are strong
arguments that support the cooperative nature of the instability, such as the visual-
isations and feedback mechanism presented in Williamson (1996a). In section 5.5.3
(above), evidence of the elliptical nature of mode T3 was presented, and the coop-
erative mechanism of this instability was verified. The difference in the symmetry
in relation to mode A can be explained using kinematic arguments. The interac-
tion between the two elliptical vortices happens predominantly in the cross-stream
direction, whereas in the flow around a single cylinder this interaction happens in
the streamwise direction. A different symmetry in mode A was also observed in
the flow in a periodically driven cavity (Blackburn & Lopez, 2003b). The kinematic
argument can be used in that case too; since the vortices are confined to the cavity
and are not convected, their interaction takes place on a line perpendicular to the
symmetry plane, and this is similar to what is observed for mode T3. In conclusion,
the common characteristics of modes T3 and A indicate that these two modes are
actually the same type of instability.
144
Chapter 6
Secondary instabilities in the flow
around two circular cylinders in
staggered arrangements
In this chapter we present, analyse and discuss the results obtained from the di-
rect stability analysis of the two-dimensional time-periodic flow around selected
staggered arrangements. For all the cases investigated here, the streamwise dis-
tance between the centres of the cylinders, Lx, was 5D. This distance was chosen
because in a previous study that considered pairs of circular cylinders in tandem
arrangements with different Lx/D (Carmo, 2005), the configuration with Lx/D = 5
presented the highest RMS value of the downstream cylinder lift coefficient and was
outside the Lx/D range for which the transition between different vortex shedding
regimes occurs (see figure 5.32). The transverse separation distance, Ly, was varied
from 0.0D to 3.0D, with intervals of 0.5D.
6.1 Parameters of the numerical simulations
Quadrilateral meshes were generated for the computations; an example is shown
in figure 6.1. The size of the domain and the discretization approach were chosen
based on a previous work (Carmo, 2005), in which an extensive convergence study
was made considering the flow around a single cylinder and using the same numerical
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Figure 6.1 – Example of a mesh used in the stability analysis of the flow around two
circular cylinders in staggered arrangments.
method. The upstream boundary (boundary at the left-hand side in figure 6.1) is
located 36D from the upstream cylinder centre, the side boundaries (top and bottom
boundaries in figure 6.1) are located 45D from the closest cylinder centre and the
downstream boundary is located 95D from the downstream cylinder. The domains
extended far downstream in order to consider the vortex interaction that takes place
in the far wake, as reported in section 6.2.1. The number of elements varied from
568 to 721, depending on Ly. The Reynolds numbers simulated were between 200
and 350, covering the wake transition range for the flow around a single cylinder.
The meshes were the same for all Reynolds numbers, varying only according to the
geometrical configuration.
8th-degree polynomial expansions were used as basis functions for the spatial
discretization, and the integration in time was second-order accurate. The value of
the non-dimensional time-step varied from 0.004 to 0.006, depending only on the
Reynolds number. The boundary conditions were the same as those used in the
simulations of the flow around tandem arrangements (see section 5.1).
The periodic base flows were calculated using direct numerical simulations, em-
ploying the method described in section 2.3. The first step in the process was to let
the simulations reach an asymptotic, time periodic state. In order to check if the
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system had reached a time periodic state, the value of the upstream cylinder lift
coefficient calculated at every time step was recorded. Next, ten consecutive peak
values and the times for which these peak values occurred in the series were taken. If
the ratio between the standard deviation and the mean of these peak values and also
the ratio between the standard deviation and the mean of the time interval between
two consecutive peaks were less than 0.5%, then the simulation was considered to
have reached a periodic state. Subsequently, 32 equally spaced snapshots of the
velocity solution were recorded per cycle. These snapshots were used to generate
the base flow for the stability calculations. Two vortex shedding cycles were used
for the Floquet calculations, because the vortex interaction that took place in the
far wake had period 2T , where T is the vortex shedding period (see section 6.2.1).
For all stability calculations, a Krylov subspace of dimension of 10 was used, and
the perturbation initialised with the field (u′, v′) = (f, f), where f is the positive
number that causes the field to have a unitary norm. The calculations were carried
out until the residual of the largest eigenvalue reached a value less than 10−5.
The numerical method used here has been previously utilized both for direct
numerical simulations (see the examples and references in Karniadakis & Sherwin,
2005) and Floquet stability calculations (Barkley & Henderson, 1996; Robichaux
et al., 1999; Sheard et al., 2003), in which convergence for these applications has been
verified. However, it was necessary to determine whether the size and discretization
of the domains were adequate for the cases investigated in the present work.
For this reason, additional simulations were carried out considering the cases
(Ly/D = 0.0, Re = 200), (Ly/D = 0.0, Re = 350), (Ly/D = 3.0, Re = 200),
(Ly/D = 3.0, Re = 350). Two refinements were considered separately: the first
was to increase the polynomial degree from 8 to 10, and the second to extend the
original mesh by 5D on all four external boundaries. For this validation exercise,
the base flow was calculated and the Floquet stability analysis was carried out
with a fixed value of βD = 2.0, using the base flow generated with the largest
mesh. The parameters monitored in the base flow results were the Strouhal number
(St), the mean drag coefficient and the RMS of the lift coefficient, all of which
were evaluated for both cylinders, and from the Floquet calculations the value of
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Table 6.1 – Convergence of the dominant eigenvalue for βD = 2.0 varying the number
of equally spaced snapshots used to reconstruct the base flow.
Number of base flow snapshots Ly/D = 0.0 Ly/D = 3.0
in two shedding cycles Re = 200 Re = 350 Re = 200 Re = 350
16 1.11919 4.66509 0.847345 4.40672
32 1.14009 5.05173 0.860698 4.40394
64 1.13150 4.86170 0.852712 4.20596
128 1.13184 4.85856 0.852498 4.19924
the Floquet multiplier was also tested for convergence. In all cases, all parameters
varied less than 1% when the refined meshes were compared to the reference meshes.
In addition, further tests were performed in order to assure that considering 32
snapshots per shedding cycle was sufficient to properly reconstruct the base flows.
The same cases used in the refinement test were re-run varying the number of base
flow snapshots from 16 to 128 over two shedding periods. The results displayed
in table 6.1 show that the difference between the values of the Floquet multiplier
obtained using 64 and 128 snapshots over two shedding cycles was less than 0.2%,
confirming that 64 snapshots over two shedding cycles were enough to satisfactorily
describe the base flow.
For the three-dimensional simulations, the meshes and parameters of the cor-
responding two-dimensional cases were re-used, and periodic boundary conditions
were set on the boundary planes located at the extreme values of z. The spanwise di-
mension of the domains varied according to the case studied, since we were interested
in the evolution of Floquet modes which had a particular spanwise wavelength.
6.2 Results
6.2.1 Base flow calculations
The vortex shedding regime in the base flow changed significantly in the range
of Ly investigated. The different regimes can be seen in figure 6.2, which shows
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(a) Ly/D = 0.0 (b) Ly/D = 1.0
(c) Ly/D = 1.5 (d) Ly/D = 2.0
Figure 6.2 – Instantaneous vorticity contours of two-dimensional flows around stag-
gered arrangements, Re = 200. Contours vary from ωzD/U∞ = −2.2 (light contours)
to ωzD/U∞ = 2.2 (dark contours).
instantaneous vorticity contours for different Ly. The Strouhal number of the base
flows was calculated by performing a Fast Fourier Transform of the lift coefficient
time history of both cylinders. For every case in the present work, the value of the
Strouhal number for the upstream cylinder was the same as the value obtained for
the downstream one.
Analysing figure 6.2(a), it can be seen that, for Ly/D = 0.0, the vortices shed
by the upstream cylinder hit the downstream one. We believe that the pressure
and velocity fluctuations imposed near the second body synchronised the vortex
shedding. For 0.5 ≤ Ly/D ≤ 1.0, the vortices shed from the upstream cylinder did
not directly impinge upon the downstream cylinder, but interacted with the vortex
being shed from the lower surface of the downstream cylinder, stretching and pulling
it from the near wake of the second cylinder, as shown in figure 6.2(b). In all cases
with Ly/D ≤ 1.0, the interactions between the shear layers taking place in the near
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wake of the downstream cylinder were notably different from those in the near wake
of the upstream cylinder, as we can see in figures 6.2(a) and 6.2(b). In the upstream
near wake, the interaction between the two opposite shear layers, which according to
the model proposed in Gerrard (1966) eventually leads to the shedding of a vortex
formed in the previous half cycle, was always very clear. On the other hand, the
shedding in the near wake of the downstream cylinder seemed to be forced by the
influence of the upstream wake. The wake of the downstream cylinder was much
wider and no strong interaction between vortices and shear layers of opposite sign
were observed in the near wake of the downstream cylinder.
We can see in figure 6.2(d) that, for configurations with Ly/D ≥ 2.0, the interac-
tion between vortices of the near wakes of the downstream and upstream cylinders
became weaker and the vortices originating from the downstream cylinder were not
deformed nor significantly pulled towards the the wake of the upstream wake. In
addition, the shedding mechanisms in both near wakes were very similar, corre-
sponding qualitatively to what happens in the near wake of the flow around a single
cylinder. Nevertheless, a synchronisation of the wakes due to the proximity of the
vortices can still be observed.
The arrangement with Ly/D = 1.5 could not be classified into either of the two
regimes presented above. The flow around this configuration is in the transition
range between these two regimes, being very unstable in terms of the patterns ob-
served in the wake downstream. In figure 6.2(c), we see that the vortex formed from
the bottom of the downstream cylinder (the positive vortex) is split, and part of it
merges with the wake of the upstream cylinder, while the rest follows the direction
of the downstream cylinder wake. However, this did not occur regularly every cycle;
on some occasions the complete vortex was pulled towards the upstream cylinder
wake. For Re ≥ 250, the behaviour of the vortex in question in each cycle was
random.
For every configuration with two cylinders, irrespective of the values of Ly and
Re, different kinds of vortex interactions were observed in the far wake. These
interactions took place in a limited region, and gave rise to a different vortex con-
figuration in the wake downstream, which will be referred to as a secondary wake.
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The secondary wake had a period of 2T , where T was the period of vortex shedding,
because its formation always involved the merging of vortices from two successive
cycles. Figure 6.3 shows instantaneous vorticity contours focusing on the vortex
interaction region that arises in the far wake, for three different configurations. It
should be noted that the type of interaction is very different in each of the illustrated
cases, although all of them involve vortex merging. For Ly/D ≤ 1.5, this vortex
interaction region appears between 10D and 20D downstream of the front cylinder,
while for configurations of higher Ly, when two distinct wakes are observed, this
region appears further downstream, at distances as far as 30D downstream of the
front cylinder. Similar patterns in the far wake were observed in smoke visualisations
performed by Zdravkovich (1972) for different tandem and staggered arrangements.
6.2.2 Floquet stability calculations
We now consider the stability of the two-dimensional periodic flow around pairs of
cylinders in staggered arrangements with respect to infinitesimal three-dimensional
perturbations. For these calculations, two shedding periods were considered, taking
into account the 2T -periodicity of the far wake. Thus, 64 time slices of the two-
dimensional simulations were used to generate each periodic base flow. Due to
its transitional character, the case with Ly/D = 1.5 did not present a reasonably
periodic wake for any of the Reynolds numbers tested. Therefore no Floquet stability
results are presented for this case, since the level of uncertainty of the calculations
would be too high for a proper analysis.
For small Ly (more specifically for Ly/D = 0.0 and 0.5) the shape of the curves
|µ| versus βD were similar to the single cylinder case. Figure 6.4 shows the values
of |µ| for the configurations with Ly/D = 0.0 and Ly/D = 0.5. The two peaks,
corresponding to mode A and mode B, are clearly evident. There are significant
changes, however. Table 6.2 shows that for Ly/D = 0.0 and 0.5 mode A becomes
unstable earlier in terms of Reynolds numbers if compared to the single cylinder case,
and the wavelength of the unstable mode at the bifurcation is somewhat shorter.
Moreover, the growth per shedding period computed for Ly/D = 0.0 and Ly/D = 0.5
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(a) Ly/D = 0.0
(b) Ly/D = 1.5
(c) Ly/D = 3.0
Figure 6.3 – Instantaneous vorticity contours in the far wake, two-dimensional flow
around staggered arrangments, Re = 250. Contours vary from ωzD/U∞ = −2.2 (light
contours) to ωzD/U∞ = 2.2 (dark countours) for (a) and (b) and from ωzD/U∞ =
−1.1 (light contours) to ωzD/U∞ = 1.1 (dark countours) for (c).
in the range corresponding to mode A was larger than those for the single cylinder
at the same Reynolds number and spanwise wavenumber (the growth per shedding
period is equal to the square root of the values plotted in figure 6.4 for Ly/D = 0.0
and Ly/D = 0.5 and equal to the values plotted in figure 4.1(a) for the single
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(a) Ly/D = 0.0 (b) Ly/D = 0.5
Figure 6.4 – Modulus of the Floquet multiplier, |µ|, as a function of the spanwise
wavenumber times the cylinder diameter, βD, for various Reynolds numbers.
cylinder). On the other hand, mode B becomes unstable later, in terms of Reynolds
number, for Ly/D = 0.0 and Ly/D = 0.5 than for the single cylinder case, and the
wavelength of the unstable mode at the bifurcation is approximately the same. Also
in contrast with the behaviour observed for mode A, the growth per shedding period
in the range corresponding to mode B was smaller for Ly/D = 0.0 and Ly/D = 0.5
than for the single cylinder. All these differences between the results obtained for
staggered arrangements with small Ly and those obtained for the isolated cylinder
are consistent with the behaviours observed for tandem arrangements with large
separations, presented in chapter 5. Therefore, we concluded that, for small cross-
stream separations, the early wake transition scenario did not change from what is
observed for tandem arrangements.
For Ly/D = 1.0, the transition deviates from that observed for the flow around
a single cylinder. A peak of intermediate wave number dominates, as can be seen in
figure 6.5(a). This corresponds to mode C, which will be described and analysed in
more detail in section 6.2.3. The peak relating to mode B is only visible for Re = 350,
nevertheless it was verified that this mode is already unstable for Re = 300, but
that the corresponding Floquet multiplier is smaller than that relating to mode C.
Figure 6.5(b) shows the neutral stability curves for this configuration, and the critical
Reynolds numbers and corresponding perturbation wavelengths are displayed in
table 6.2. The critical Reynolds number for which mode A became unstable was
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Table 6.2 – Critical Reynolds numbers and corresponding perturbation wavelengths.
The critical Reynolds numbers have an uncertainty of ±1 and the corresponding per-
turbation non-dimensional wavelengths have an uncertainty of ±0.01 for all cases. The
pair (Re, λz/D) for which the wake first becomes three-dimensional in each configu-
ration are written in bold face.
Ly/D ReA λzA/D ReB λzB/D ReC λzC/D
0.0 180 3.78 272 0.82 – –
0.5 180 3.79 275 0.82 – –
1.0 183 3.86 – – 191 1.55
2.0 190 3.94 265 0.83 178 1.65
2.5 192 3.97 264 0.83 198 1.45
3.0 193 3.98 263 0.83 209 1.45
Single cylinder 190 3.97 260.5 0.825 – –
considerably lower than for a single cylinder, and the corresponding wavelength was
somewhat smaller.
For configurations in which two distinct wakes could be observed (2.0 ≤ Ly/D ≤
3.0), mode C was also detected. The graphs on the left hand side of figure 6.6 exhibit
three distinct peaks, and the peak corresponding to mode C appears in a region of
intermediate wave numbers, between the peaks associated with modes A and B.
The right hand side of figure 6.6 shows the neutral stability curves for the same
configurations, and the critical Reynolds numbers and corresponding perturbation
wavelengths are also displayed in table 6.2. For the three cases, mode A and mode B
critical Reynolds numbers and corresponding perturbation wavelengths were close
to the values found for the isolated cylinder case. Nevertheless, the neutral stability
curve for mode C changed considerably when these cases are compared. Table 6.2
shows that mode C becomes unstable later at a progressively increasing Re as Ly
increases, the right hand side of figure 6.6 shows that the region of mode C instability
becomes thinner. This behaviour is not surprising, given that the larger the distance
between the cylinders, the closer the flow is to the single cylinder case, for which no
mode C instability is observed.
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(a) (b)
Figure 6.5 – Flow around a pair of cylinders with Ly/D = 1.0. (a) Modulus of the
Floquet multiplier, |µ|, as a function of the spanwise wavenumber times the cylinder
diameter, βD, for various Reynolds numbers. (b) Neutral stability curves.
Another result worth mentioning is that, for 2.0 ≤ Ly/D ≤ 3.0, Re = 300 and
Re = 350, convergence of the second most leading Floquet multiplier was also pos-
sible for a few wavenumbers in the ranges associated with modes A and B. The
Floquet modes associated with these multipliers corresponded to the appearance of
modes A and B in the near wake of the downstream cylinder. However, a system-
atic analysis of these modes was not possible since we were unable to satisfactorily
converge the second leading Floquet multiplier for all wavenumbers.
6.2.3 Mode C
In this section, the intermediate wave number mode that appeared in the wake
transition for Ly/D = 1.0, Ly/D = 2.0, Ly/D = 2.5 and Ly/D = 3.0 is examined.
This mode is in fact a mode C instability (Zhang et al., 1995; Sheard et al., 2003),
as will be shown later, so this designation will be used from now on. Figure 6.7
shows instantaneous x-vorticity contours of eigenvectors of mode C. A significant
difference between this mode and modes A and B is that mode C originates in the
near wake of the downstream cylinder, while modes A and B first appear in the near
wake of the upstream cylinder. The region where mode C develops has a dominant
frequency equal to the shedding frequency, as opposed to the far wake region, which
has a dominant frequency of half the shedding frequency. The Floquet multiplier
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(a) Ly/D = 2.0
(b) Ly/D = 2.5
(c) Ly/D = 3.0
Figure 6.6 – Modulus of the Floquet multiplier, |µ|, as a function of the spanwise
wavenumber times the cylinder diameter, βD, for various Reynolds numbers (left
hand side) and neutral stability curves (right hand side). Flow around staggered
arrangements.
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(a) Ly/D = 1.0
(b) Ly/D = 2.0
Figure 6.7 – Instantaneous streamwise vorticity contours of the eigenvector
(greyscale) superposed to spanwise vorticity contours of the base flow (lines), Re =
200, βD = 4.0. Light regions correspond to negative and dark to positive streamwise
vorticity of the eigenvector. The solid and dashed lines represent positive and negative
z-vorticity contours of the base flow respectively.
for mode C using a two-dimensional base flow comprising two shedding cycles was
real and positive. In order to verify if the mode in question was a synchronous or
a period-doubling mode, additional calculations were carried out, considering only
one shedding period of the two-dimensional base flow in the Floquet analysis, which
corresponds to a single Poincare´ map. The results lead to real negative Floquet
multipliers, therefore demonstrating that the mode is a three-dimensional period-
doubling instability on the two-dimensional base flow of one shedding period, just
like the mode C instability reported by Sheard et al. (2003).
Comparing figures 6.7(a) and 6.7(b), it is possible to see that the streamwise
vorticity contours of mode C have striking differences in shape depending on the
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shedding mode. For Ly/D = 1.0, the positive vortices shed from the downstream
cylinder in the base flow are pulled away from the body by the vortices that are shed
from the upstream cylinder. Consequently, the negative vortices form an isolated
vortex line, where mode C develops. This is an extreme case of wake asymmetry. For
Ly/D ≥ 2.0 (figure 6.7(b)), there is a complete wake being formed downstream of
the leeward cylinder, so the level of asymmetry is much weaker, although doubtlessly
present. In such cases mode C streamwise vorticity can be observed in both sides
of the wake.
Figure 6.8 shows the time history of the x-vorticity contours of the eigenvector of
mode C on a vertical line 2D aft of the downstream cylinder (7D aft the upstream
cylinder). The first important aspect to notice is that this mode is not symmetric
in relation to the wake centreline (in figure 6.8, the wake centreline is y = 2D). A
second aspect of note is that this mode has a period of 2T , where T is the shedding
period, in contrast with modes A and B, which are T -periodic. The symmetry of
mode C is thus only temporal, and has the form:
Mode C:

u˜(x, y, z, t) = −u˜(x, y, z, t+ T )
v˜(x, y, z, t) = −v˜(x, y, z, t+ T )
w˜(x, y, z, t) = −w˜(x, y, z, t+ T )
which translates for the streamwise vorticity:
ω˜x(x, y, z, t) = −ω˜x(x, y, z, t+ T ).
Figure 6.9 shows plots of vorticity iso-surfaces of the base flow combined with the
unstable Floquet mode for modes A, B and C. The three-dimensional structures of
modes A and B are very similar to those observed in the flow around a single cylinder
(Henderson, 1997). For mode A, the streamwise vorticity is stronger in the primary
vortex cores, whereas for mode B it is stronger in the shear layers. This similarity
in the structures is not surprising given the already mentioned similarities in the
symmetry and wavelength. Apart from the different wavelength and its period-
doubling nature, mode C presents a structure similar to mode B, in the sense that
it is stronger in the shear layers. The asymmetrical nature of mode C is also clear
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Figure 6.8 – Normalised x-vorticity of the unstable eigenvector on the line x = 7D,
configuration Ly/D = 2.0, Re = 300 and βD = 4.0. Light regions correspond to
negative and dark to positive streamwise vorticity of the eigenvector. Time is non-
dimensionalized using the shedding period.
in the figure, as the stronger streamwise vorticity is observed in the side of the wake
closest to the vortex street formed from the upstream cylinder.
Figure 6.10 shows two snapshots of spanwise vorticity iso-surfaces of the unstable
mode C added to the base flow, taken at time instants separated by one flow period
apart. The period-doubling character of mode C makes the waviness of the vortex
cores on the same location at consecutive periods to have a phase difference of 180◦,
as can be observed looking to the far left vortices in figure 6.10. Another evidence of
the period-doubling character displayed in figure 6.10 is the alternation of the sign
of the spanwise vorticity, from one period to the next, in the shear layers close to
the cylinder.
As previously mentioned, the period-doubling mode C was also identified by
Sheard et al. (2003) in stability calculations of the flow around bluff rings with as-
pect ratio (ratio between the ring diameter and the cross section diameter) greater
than 4.0. In that work they found a maximum growth rate for mode C for span-
wise wavelengths between 1.6D and 1.7D, which agrees well with the results of the
present investigation. They also reported that the smaller the aspect ratio was,
the earlier (in terms of Reynolds number) mode C became unstable. The same
behaviour was observed in our staggered cylinder arrangements when Ly/D ≥ 2.0,
if we replace the aspect ratio by Ly/D, as can be seen in table 6.2. Furthermore,
striking similarities between the three-dimensional structure of mode C are found
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(a) Mode A, λz/D = 4.000
(b) Mode B, λz/D = 0.830
(c) Mode C, λz/D = 1.570
Figure 6.9 – Three-dimensional structures of the unstable modes, configuration
Ly/D = 2.0, Re = 300. The represented flow fields are linear combinations of the
base-flow and the unstable Floquet mode. Translucent surfaces are iso-surfaces of
|ωz|. Solid light grey and dark grey surfaces are iso-surfaces of negative and positive
ωx respectively.
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(a) Snapshot at time t
(b) Snapshot at time t+ T
Figure 6.10 – Iso-surfaces of spanwise vorticity, unstable mode added to base flow,
configuration Ly/D = 2.0, Re = 300, Lz/D = 1.570. The cylinder shown is the
downstream cylinder. Solid iso-surfaces are vorticity shed by the downstream cylinder
(light grey iso-surfaces are negative ωz and dark grey are positive ωz), and translucent
iso-surfaces are vorticity shed by the upstream cylinder (iso-surfaces of same absolute
value of ωz as in the solid iso-surfaces).
when comparing figure 6.9 to the results presented in Sheard et al. (2004). The
mode C wavelength found in the present results is also reasonably close to the value
of 1.8D reported in Zhang et al. (1995). In that study, mode C appeared in their
experiments when a thin control wire was placed near the cylinder, and they re-
produced this result in computational simulations by enforcing zero velocity in the
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point of the mesh that corresponded to the coordinate of the centre of the control
wire. We note that asymmetry is again involved in the base flow.
6.2.4 Nonlinear analysis
In this section we investigate the nonlinear evolution of mode C employing fully
three-dimensional simulations. The configurations Ly/D = 1.0, Ly/D = 2.0,
Ly/D = 2.5 and Ly/D = 3.0 were tested, and Reynolds numbers slightly higher
than critical Reynolds number for mode C bifurcation (Rec) for each configuration
were selected. For each case, the periodic span of the domain was the wavelength of
the mode C instability at its onset and the initial condition was the unstable Flo-
quet mode, multiplied by a factor small enough to make the initial growth linear,
added to the two-dimensional periodic solution at a fixed time. In all calculations
reported in this subsection, eight Fourier modes were used in the discretization in
the spanwise direction.
6.2.4.1 Ly/D = 1.0
In figure 6.11(a), it can be seen that the curve of the derivative of the amplitude
logarithm against the square of the amplitude has a positive slope close to the y-
axis, hence the bifurcation for mode C was subcritical for the configuration with
Ly/D = 1.0. It is worth noticing how small is the range of |A|2 for which the curve
has a positive slope when compared to other cases of subcritical bifurcation (see,
for example, figure 6.13(a) of this paper and the cases of subcritical bifurcation in
Sheard et al. (2004)). After this range, the curve follows an approximately straight
line of negative slope. In order to check if this region of positive slope was due only
to a initial transient and therefore not truly an indication of subcritical behaviour,
a decaying test was performed, in which the saturated three-dimensional flow at
Re = 195, which is above ReC , was used as initial condition for a simulation with
Re = 187, which is below ReC . By performing this test, we can ensure that the
behaviour close to |A|2 = 0 is free from any initial transient effects. The result
of this test showed a positive slope in the vicinity of |A|2 = 0, confirming that the
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Figure 6.11 – Results for three-dimensional simulation of case Ly/D = 1.0, Re = 195,
Lz/D = 1.55. (a) displays the graph of the derivative of the amplitude logarithm
against the square of the amplitude. (b) shows the growth and saturation of the
amplitude in the wavelength corresponding to the mode C instability (symbols) and
growth predicted by linear calculations (continuous line).
bifurcation is indeed subcritical. Further evidence of the subcritical character can be
found in figure 6.11(b), which shows that, before saturation, the actual growth of the
mode energy is clearly higher than the prediction given by the linear calculations.
6.2.4.2 Ly/D = 2.0 and Ly/D = 2.5
The mode C bifurcation in these two configurations presented a supercritical char-
acter, as can be seen in the graphs plotted in figures 6.12(a) and 6.12(c), which have
negative slopes for their entire range. The curves in these figures are linear until
fairly close to saturation, therefore, the nonlinear evolution of the mode up to this
point can be described by a Landau equation with terms up to third order. The
coefficients of the Landau equation were calculated for both cases, and in figures
6.12(b) and 6.12(d) it can be seen that the results of the simulations agree very well
with the Landau predictions until close to saturation. Since the difference between
the two curves is very small, we believe that the introduction of the fifth order term
in the equation should be enough to provide a proper description of the instability
evolution. The third order Landau equations predict a higher value of the satu-
rated amplitude than the results given by the simulations, both for Ly/D = 2.0 and
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(b) Ly/D = 2.0, Re = 185, Lz/D = 1.65
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(d) Ly/D = 2.5, Re = 205, Lz/D = 1.45
Figure 6.12 – Results for three-dimensional simulations of configurations Ly/D = 2.0
((a) and (b)) and Ly/D = 2.5 ((c) and (d)). (a) and (c) show the derivative of the
amplitude logarithm against the square of the amplitude. (b) and (d) show the growth
and saturation of the amplitude in the wavelength corresponding to the mode C
instability (symbols), growth predicted by linear calculations (continuous line) and
growth predicted by the Landau equation (dashed line). The insets of these figures
show diagrams of the supercritical bifurcations.
Ly/D = 2.5, therefore we conclude that the coefficient of the fifth order term should
be negative.
The insets on figures 6.12(b) and 6.12(d) show that the energy approaches zero
gradually when the Reynolds number is decreased towards the critical value. Dia-
grams with this shape are typical of supercritical bifurcations.
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Figure 6.13 – Results for three-dimensional simulation of case Ly/D = 3.0, Re =
215, Lz/D = 1.45. (a) shows the derivative of the amplitude logarithm against the
square of the amplitude. (b) shows the growth and saturation of the amplitude in the
wavelength corresponding to the mode C instability (symbols) and growth predicted by
linear calculations (continuous line). The inset of (b) show a diagram of the subcritical
bifurcation.
6.2.4.3 Ly/D = 3.0
For this particular configuration, the mode C bifurcation showed a subcritical char-
acter, as could be inferred from the curve in figure 6.13(a), which exhibits a positive
slope close to the y-axis and whose non-rectilinear shape indicates that terms of
order higher than three must be considered in the Landau equation to adequately
describe the nonlinear evolution of the instability. Another subcritical attribute of
the bifurcation can also be discerned analysing figure 6.13(b), where the energy rela-
tive to mode C wavelength, obtained from the three-dimensional simulations, grows
at a higher rate than that predicted by the linear theory. The inset in this same
figure shows the hysteresis present in the vicinity of the critical point.
6.2.4.4 Additional calculations
In order to check if the period-doubling mode C leads to a period-doubling cascade
after the secondary instability, some additional three-dimensional simulations were
performed using a periodic spanwise wavelength of 12.0D. Runs with Re = 350
were carried out for all configurations. Extra simulations were also performed for
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(Ly/D = 1.0,Re = 200), (Ly/D = 2.0,Re = 200) and (Ly/D = 3.0,Re = 250),
since for these intermediate cases only modes A and C were unstable and we were
interested to know how these modes interacted in the absence of mode B.
Velocity time histories at diverse points in the wake were monitored, and for
all configurations, no sign of a period-doubling cascade was observed. The spectra
of the velocity in x and y directions was broad banded, with a dominant peak
at the vortex shedding frequency. In the cases with Re = 200 and Re = 250, a
secondary peak at half of the shedding frequency was observed in the spectrum of
the x and y velocity at points located in the near wake of the downstream cylinder,
but this peak was not observed further downstream and it was absent in all points
monitored in the cases with Re = 350. Therefore, we concluded that modes A and
B were dominant when the full nonlinear interactions are considered, and this was
confirmed by looking to the evolution of the vorticity iso-surfaces in two shedding
cycles, as no mode C structures could be observed. Sheard et al. (2005b) observed
the same behaviour in the flow around bluff rings.
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Chapter 7
Flow-induced vibrations and wake
interference
This and the next two chapters deal with another aspect of the flow around circular
cylinders subjected to wake interference: the flow-induced vibration of an elastically-
mounted rigid cylinder immersed in the wake of an identical fixed cylinder. In this
chapter, we review the main concepts and previous works regarding this topic. In
chapter 8 the methodology employed to study the phenomenon is outlined, and in
chapter 9 the results of the simulations are presented and analysed.
This chapter is organised as follows. We start with a short recapitulation on
vortex-induced vibrations (VIV) of an isolated circular cylinder in section 7.1. We
then review relevant papers on the flow-induced vibrations of the downstream cylin-
der in the flow around tandem arrangements in section 7.2. Finally, in section 7.3
we define the aims and scope of the current work.
7.1 Vortex-induced vibrations
VIV has been intensively studied over the last decades, and the literature on this
subject is vast. Here we revisit some of the main concepts of VIV based on three
well-regarded reviews (Bearman, 1984; Sarpkaya, 2004; Williamson & Govardhan,
2004); the reader interested in more details on the subject is advised to consult the
references in these papers.
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As pointed out by Sarpkaya (2004): “VIV is not a small perturbation superim-
posed on a mean steady motion. It is an inherently nonlinear, self-governed or self-
regulated phenomenon.” The general characteristics of VIV of an isolated circular
cylinder were already introduced in section 1.1. There, we saw that the alternating
lift force imposed by vortex shedding induces oscillations in the cross-stream direc-
tion. The maximum oscillation amplitudes occur over a range of reduced velocities
(figure 1.4), which is called synchronisation range or lock-in range. In this range, the
shedding frequency coincides with the frequency of oscillation of the body, as can
be seen in figure 1.5. The size of the lock-in range and the value of the amplitude
of vibration within this range depend on the mass ratio.∗
In the analysis of VIV, it is common to consider the vibrating cylinder as a one
degree-of-freedom mass-spring-damper system, whose behaviour can be modelled by
the expression
My¨ + Cy˙ +Ky = Fy, (7.1)
where M , C and K are the mass, damping and stifness of the oscillating system,
and Fy is the external force applied to the sytem. The variables y, y˙ and y¨ represent
the displacement, velocity and acceleration of the cylinder, respectively. Within
the lock-in range, the motion of the cylinder is approximately harmonic. Since the
terms on the left-hand side of (7.1) are linear, the force Fy must have an harmonic
component with the same frequency as the response. Considering that the cylinder
vibrates with amplitude A and frequency fo, the harmonic displacement can be
expressed by
y = A sin(2pifot).
In this case, the force will have an harmonic component Fˆy of the form
Fˆy = AF sin(2pifot+ φ),
where AF is the amplitude of the harmonic component of the force at frequency fo
and φ is the phase angle: the angle by which the force leads the displacement in the
harmonic motion. The amplitude of the exciting force and the phase angle embody
∗The definitions of mass ratio and reduced velocity are given by equations (1.1) and (1.2)
respectively.
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the essence of all that is needed for the dynamics of VIV, assuming that the force is
harmonic. However, in systems subjected to VIV, the force depends on the velocity
and acceleration of the body as well as on the time. This makes (7.1) nonlinear, so
AF and φ cannot be determined in a straightforward way.
The nonlinear response of the cylinder strongly depends on the mass ratio and
damping coefficient ζ ≡ C/√4KM . A strong evidence of that is the existence of two
distinct types of responses, depending on whether the combined mass-damping pa-
rameter (m∗ζ) is high or low (Khalak & Williamson, 1999), and also on the Reynolds
number (Williamson & Govardhan, 2004). At highm∗ζ, there are only two branches:
the initial and the lower branches. In contrast, at low m∗ζ, there are three branches:
inital, upper and lower. This difference of responses is illustrated in figure 7.1 and
can be clearly visualised in the experimental data plotted in figure 1.4. For low-m∗ζ
systems, the transition between the initial and upper branch is hysteretic, while the
transition between upper and lower branches exhibits intermittent switching, which
coincides with the phase jump. For high-m∗ζ systems, the transition between the
initial and lower branches is hysteretic. The phase angle has a value close to 0◦
at the initial and upper branches, and jumps to a value close to 180◦ at the lower
branch.
The cylinder response also depends on the Reynolds number. For very low
Reynolds numbers, such that the flow is two-dimensional, the typical VIV response
contains only an initial and a lower branch, as shown in figure 7.2. The peak
amplitude is about 0.6D and the transition between the initial and lower branches
is hysteretic.
It is also worth highlighting the changes in the flow field associated with the
cylinder motion. The freedom provided to a body through elastic mounting is ca-
pable of modifying the character of the global mode, i.e., it is capable of modifying
both the frequency and the spatial structure of the near wake. Besides the fact
that the vortex-excited oscillations increase the vortex strength, the vibration of
the cylinder also has effects on the three-dimensional character of the wake: VIV
enhances the spanwise correlation of the vortices; however, it does not make the
spanwise correlation perfect, i.e. the wake does not become two-dimensional.
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Figure 7.1 – Sketches of the typical VIV responses for high- and low-mass ratio
systems. Adapted from Khalak & Williamson (1999).
The relation between the cylinder motion and the wake is also attested by the
different shedding patterns observed for each of the response branches (Khalak &
Williamson, 1999). Figure 7.3 shows the VIV response of low mass ratio cylinders
plotted in the shedding patterns map obtained by Williamson & Roshko (1988) in
forced oscillation experiments. The 2S shedding mode, in which two single vortices
are shed in each cycle, occurs in the initial branch, whereas the 2P mode, in which
two pairs of vortices are shed in each cycle, is observed in the upper and lower
branches. However the 2P modes in the upper and lower branches are different.
The two vortices of each pair in the upper branch have noticeably unequal strengths
whereas they are of about the same strength in the lower branch. PIV visualisations
of the wake in the initial, upper and lower branches are shown in figure 7.4.
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Figure 7.2 – VIV response for two-dimensional flows. The non-dimensional fre-
quency of oscillation is defined by f∗o ≡ foD/U∞. Experiment: • – Anagnostopoulos
& Bearman (1992). Computations: ◦ – Anagnostopoulos (1994),  – Newman &
Karniadakis (1997), 4 – Shiels et al. (2001), B – Willden & Graham (2001). Adapted
from Williamson & Govardhan (2004).
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Figure 7.3 – Amplitude response for different values of mass ratio plotted in the
Williamson-Roshko (1988) map of wake pattern regimes. • –m∗ = 2.4; ◦ –m∗ = 10.3;
 – m∗ = 20.6. Adapted from Khalak & Williamson (1999).
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(a) 2S – initial branch (b) 2P – upper branch (c) 2P – lower branch
Figure 7.4 – PIV visualisations of the wake at the initial, upper and branches.
Adapted from Govardhan & Williamson (2000).
Another interesting aspect of VIV is that, despite the fact that the vibrations oc-
cur mainly in the cross-stream direction, VIV is actually a multi-degree-of-freedom
phenomenon. For example, Jauvtis & Williamson (2004) showed that, if the cylinder
is allowed to vibrate in the streamwise direction as well as in the cross-stream di-
rection, the response of the system has an additional ‘super-upper’ branch, in which
the cylinder reaches amplitudes as high as A/D = 1.5. This branch was observed
for cylinders with m∗ < 6.
A last point worth commenting is the existence of a critical mass : there is a lower
limit to the mass ratio value below which the lower branch ceases to exist and the
cylinder vibrates with high amplitudes (A/D ≈ 0.75) for indefinitely high reduced
velocities, as shown in figure 7.5. The critical mass ratio for a circular cylinder
was found to be equal to 0.542 in the Reynolds number range of the experiments
performed by Govardhan & Williamson (2002).
7.2 Flow-induced vibrations under wake interfer-
ence
There are not many works on the flow-induced vibrations (FIV) in the flow around
two circular cylinders in tandem or staggered arrangements, and among these, very
few attempted to explain the physical mechanisms involved. Here we review the
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V
r
Figure 7.5 – Limits of the synchronisation range as a function of the mass ratio,
showing the existence of a critical mass for which the cylinder vibrates for indefinetely
high reduced velocities. Adapted from Williamson & Govardhan (2004).
most important contributions to this subject.
Price (1976) performed wind tunnel experiments to test diverse previously pro-
posed mechanisms that tried to explain the origin of the lift force on the downstream
cylinder. Both cylinders were fixed and a number of integral quantities were mea-
sured for different cross-stream positions of the downstream cylinder; therefore all
the results and conclusions in this paper came from a quasi-static analysis of the
phenomenon. Besides smooth cylinders, the author also employed stranded con-
ductors, D-section bars, perforated cylinders and arrangements with cylinders of
different diameters.
The author suggested that the mean lift force is directed towards the centre of
the wake because of the asymmetry of the base pressure region and that resolved
drag (cross-stream force caused by the dislocation of the stagnation point from the
leading point of the cylinder) could not be the major factor responsible for the
lift force. The Rawlins expression for the lift coefficient, based upon circulation
and developed using potential flow theory, did not give an adequate description of
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the lift force either, hence confirming the high importance of the viscosity in this
kind of flow. Price also noticed that if the diameter of the cylinder was of the
same order as the width of the wake, it did not suffice to use the pressures and
velocities measured in the wake of an isolated cylinder to infer the forces applied
on the downstream cylinder when it is immersed in the wake. Although several
interesting points were noted, the author’s final conclusion was that none of the
physical mechanisms investigated gave a satisfactory explanation for the origin of
the lift force.
King & Johns (1976) performed experiments in a water channel, using two flex-
ible cylinders in tandem, uncoupled and coupled by elastic or rigid members. The
range of centre-to-centre separations investigated was 3.5 ≤ Lx/D ≤ 7, and the
Reynolds numbers tested were between 103 and 2 × 104. The authors focused on
Vr ≤ 12 and performed tests for the fundamental mode in-line, fundamental mode
cross-flow and second normal mode in-line. Of special concern for this thesis are their
results for the fundamental mode cross-flow. The authors concluded that the alter-
nate vortex shedding from the oscillating upstream cylinder generally reinforced the
shedding from the downstream cylinder, giving rise to a larger response amplitude
and wider reduced velocity range for which the response was significant. Mechani-
cal coupling caused the appearance of a second peak on the response curves, with
magnitude of the same order of the peak response of the uncoupled system.
One of the most important publications about FIV of circular cylinders in flows
with wake interference is Bokaian & Geoola (1984). The authors presented a number
of experiments carried out in a water channel, in which two circular cylinders with
the same diameter were placed in tandem and staggered arrangements. Static and
dynamic tests were performed; in the latter, the upstream cylinder was fixed and
the downstream cylinder mounted on a elastic base and allowed to move in the
cross-stream direction. The static tests encompassed the determination of the static
forces on the downstream cylinder as functions of the relative position of the cylinder
pair. A significant result was that for large streamwise separations, the mean lift
force always pointed towards the wake centre-line if the downstream cylinder was
displaced in the cross-stream direction.
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In the dynamic tests on cylinders arranged in tandem, four different types of be-
haviour were observed. For very small separations (Lx/D = 1.09), the downstream
cylinder only presented what the authors called wake-induced galloping. This was
characterised by a continuous growth of the amplitude of vibration with the in-
crease of reduced velocity, differing fundamentally from vortex-induced vibration,
which is a resonant phenomenon that presents a well defined peak of amplitude
of vibration. For slightly larger separations (Lx/D = 1.5), vortex-resonance and
wake-induced galloping appeared in the results, with the galloping emerging before
the amplitude of vibration decayed to zero in the vortex-resonance response curve.
If the separation was further increased to the range 2.0 ≤ Lx/D ≤ 3.0, vortex-
resonance and wake-induced galloping were again observed, but for these cases the
galloping curve started at reduced velocities outside the synchronisation range, after
the amplitude of vibration had decayed to zero. Finally, for Lx/D ≥ 4 only vortex-
resonance was observed. It is worth noticing that, when both vortex-resonance and
wake-induced galloping were present in the response relative to a certain geometry,
the wake-induced galloping reached amplitudes that were always higher than the
vortex-resonance peak of the same case. The authors also showed the influence of
the structural damping in the response of the system: the beginning of the galloping
curve was delayed in terms of reduced velocity if the damping was increased, such
that there is a separation between the reduced velocity ranges for VIV and wake-
induced galloping. Wake-induced galloping was also observed for some staggered
arrangements (Ly/D ≤ 1), but was totally absent for Ly/D ≥ 2.
Despite the fact that Bokaian & Geoola (1984) clearly stated that they named the
vibration for high-reduced velocities wake-induced galloping because it was in many
respects reminiscent of galloping of isolated non-circular cylinders, they highlighted
a number of fundamental differences between the two phenomena, and very few
common points. They mentioned that galloping carries the strong connotation of
a negatively damped single degree of freedom oscillation, but did not show any
evidence of a negatively damped system in their results of FIV in tandem and
staggered arrangements.
Zdravkovich (1985) reported wind tunnel experiments using two flexible circular
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cylinders with identical properties. He acknowledged the existence of two flow-
induced vibration regimes: the vortex-induced vibrations and fluid-elastic response.
Vortex-induced vibrations were associated with a resonance between the structural
natural frequency and the vortex-shedding frequency, and occured for a limited
range of reduced velocities with values around 5. In contrast, fluid-elastic response
took place at reduced velocities one order of magnitude higher, around 30, and
were not confined within a finite range of reduced velocities, keeping significant
amplitude of vibration for increasing reduced velocities. The author suggested that
the fluid-elastic response is caused by the coupling of a discontinuous change of the
fluid-elastic force and some hysteretic delay that builds up and maintains a large
amplitude of oscillation. Two different experimental set-ups were employed, one
designed to capture the vortex-induced vibrations and the other designed to capture
the fluid-elastic response. The experiments to capture the vortex-induced vibrations
were carried out with cylinders which had natural frequency in air fn = 71Hz,
structural damping ratio ζ = 0.002 and mass ratio m∗ = 1126, and the Reynolds
numbers tested were in the range 104 ≤ Re ≤ 8× 104. For the fluid-elastic response
experiments, the structural parameters of the cylinders were fn = 10.5Hz, ζ = 0.011
and m∗ = 728 and the tests were carried out for 1.5 × 104 ≤ Re ≤ 9.5 × 104. In
both set-ups, side-by-side, tandem and staggered arrangements with various centre-
to-centre distances were investigated.
Regarding the vortex-induced vibrations, Zdravkovich observed that the response
was maximum for tandem arrangements and that two peaks appeared in the response
for certain cases, due to the fact that the shedding frequencies were different for each
cylinder. Nonetheless, the character of the vibration did not differ significantly from
what was observed in the flow around a flexible single cylinder. With respect to the
fluid-elastic responses, the author suggested that they could be categorised at least
into three different types:
1. The instability rapidly builds up to extremely large amplitude predominantly
in the streamwise direction; this was observed for side-by-side arrangements
mostly
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2. The instability slowly builds up the amplitude to a certain level, also predom-
inantly in the streamwise direction; this was observed for staggered arrange-
ments with fairly small centre-to-centre distances, and ratio Lx/Ly close to
one.
3. instability gradually buids up to large amplitude predominantly in the trans-
verse direction; this was observed for tandem arrangements.
This thesis is particularly concerned with fluid-elastic responses of type 3.
Zdravkovich attributed the mechanism of excitation in this case to the alternation
of strong gap flow and its full suppression by the transverse oscillation of the rear
cylinder. However, this seems unreasonable, because this kind of response was also
observed for Lx/D ≥ 4, and the vortex-shedding regime is stable (regime WG, see
section 5.2) for such separations.
Zdravkovich (1988) presented a review on FIV in flows around two parallel cir-
cular cylinders in various arrangements. He suggested that the oscillations were
related to the reduced velocity, mass and structural damping and to the number of
degrees of freedom of the two cylinders. He classified the origins of oscillations into
four categories: jet-switch, gap-flow-switch, wake-displacement and wake-galloping.
Jet-switch and gap-flow-switch were observed for tandem, staggered and side-by-side
arrangements with small separations, typically less than 2D. For these cases, the
vibration seemed to be associated with the bi-stability of the flow through the gap
between the cylinders. The author suggested that the oscillating cylinders synchro-
nised the change-over of flow regimes at the natural frequency and the hysteretic
effect provided the phasing of the change over in such a way to build up and maintain
large amplitude oscillation at high reduced velocities. For larger separations, the au-
thor proposed that the vibration of the cylinders was caused by wake-displacement
or wake-galloping. He suggested that a quasi-static approach using results from ex-
periments with fixed cylinders could be used to explain the levels of vibrations, but
did not show any attempt in this direction. Finally, Zdravkovich (1988) also spec-
ulated that vortex shedding synchronisation initiated a large amplitude oscillation
and flow-interference was responsible for maintaining this large amplitude at very
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high reduced velocities.
Zdravkovich & Medeiros (1991) investigated the effect of damping on the struc-
tural response of two circular cylinders immersed in uniform flow, placed in tandem,
side-by-side and staggered arrangements. Wind tunnel experiments were carried
out for 5 × 103 ≤ Re ≤ 1.4 × 105. The mass-damping parameter, m∗ζ, was varied
between 1.01 and 30.40 by changing the damping and keeping the mass constant.
Both cylinders were allowed to vibrate with two degrees of freedom. With respect to
the tandem arrangements with separation greater than the drag inversion spacing,
only the downstream cylinder vibrated with high amplitudes, and the vibrations in
the transverse direction dominated the response. The reduced velocity for which
the cylinder started to respond was lowest for cylinders with low mass-damping. In
addition, low mass-damping cylinders also presented the largest overall amplitudes
in the reduced velocity range tested (8 ≤ Vr ≤ 120).
Brika & Laneville (1999) performed wind tunnel experiments on the flow around
a long flexible circular cylinder, allowed to vibrate in one plane only, immersed in
the wake of an identical rigid cylinder. Tandem and staggered arrangements were
tested; for the tandem arrangements, the separations were 7 ≤ Lx/D ≤ 25. The
structural damping of the cylinders was very low (ζ = 8× 10−5) and the Reynolds
number were in the range 5.1 × 103 ≤ Re ≤ 2.75 × 104. The authors focused
on the synchronisation range (Vr ≤ 12), although some results for higher reduced
velocities were also presented. The downstream cylinder response curve obtained by
the authors was continuous and non-hysteretic, in contrast to what is observed for
a single flexible cylinder. Compared to single cylinder results, the synchronisation
in the flow around tandem cylinders initiated at a higher reduced velocity and the
synchronisation region was wider. The synchronisation region width, peak amplitude
and reduced velocity for which the peak amplitude occured decreased with increasing
values of the separation between the cylinders. Despite the absence of any hysteresis
in the response of the cylinder, flow visualisation of the downstream cylinder near-
wake showed the presence of 2S and 2P shedding modes around resonance. The
authors also gave a brief account of the response of the downstream cylinder for
configurations with Lx/D = 7 and 8.5 at higher reduced velocities, showing that
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the amplitude of vibration of the downstream cylinder kept rising gradually for
higher reduced velocities. On that note, they suggested that the response of the
downstream cylinder for these separations comprised of vortex-induced vibrations
and wake galloping.
Laneville & Brika (1999) extended the investigation reported in Brika & Laneville
(1999), and analysed the response of configurations with the two cylinders free to vi-
brate. The basic experimental setup was the same as that used in Brika & Laneville
(1999). The authors studied arrangements without any mechanical coupling between
the cylinders and arrangements with mechanical coupling that made the cylinders
vibrate in-phase or out-of-phase. For the cases without mechanical coupling, the
upstream cylinder responded like an isolated cylinder and the downstream cylin-
der response became hysteretic. This suggested that the vibration of the leeward
cylinder is associated with the vortex shedding patterns of the flow in the gap, and
attributed the discontinuities in the response curve to a sudden change from one
pattern to another. When the cylinders were mechanically coupled, the observed
amplitude curves were different in shape; however, the authors noticed that the re-
sponse was still dominated by the vortex patterns, which determined the peaks and
the range of synchronisation.
Hover & Triantafyllou (2001) performed water channel experiments of the flow
around an elastically-mounted rigid cylinder immersed in the wake of an identical
fixed cylinder. A tandem arrangment with Lx/D = 4.75 and a staggered arrange-
ment with Lx/D = 4.75 and Ly/D = 1 were tested. Their experimental apparatus
had a robotic force-feedback system which simulated a mass-spring-damper system,
allowing for the variation of the reduced velocity keeping the Reynolds number
constant (by changing the structural stiffness). The Reynolds number used was
Re = 3 × 104, the mass ratio was m∗ = 3.0, and the damping ratio of about 4%.
Tests were also carried out for an isolated elastically-mounted cylinder under the
same conditions for comparison. The tandem and staggered arrangements exhibited
large amplitude responses for high reduced velocities (Vr > 10) reaching amplitudes
up to 1.9D for the tandem arrangement and 1.3D for the staggered arrangment.
Frequency plots show that the lift force spectrum had components at the natural
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frequency of the structure and also at the vortex shedding frequency of the up-
stream cylinder, which was unaffected by the motions of the leeward cylinder. The
authors suggested that the vibrations at higher reduced velocities, which they called
galloping, were due to an extension of the lock-in range.
Mittal & Kumar (2001) published the first computational simulations of the
flow around two circular cylinders elastically-mounted, with wake interference. They
employed the Finite Element Method with an Arbitrary Lagrangian-Eulerian (ALE)
formulation to comply with the independent movement of the cylinders. Results
were presented for tandem (Lx/D = 5.5) and staggered (Lx/D = 5.5, Ly/D =
0.7) arrangements. All the simulations were two-dimensional, and the Reynolds
number fixed at 100. Both cylinders were allowed to vibrate in the streamwise and
cross-stream directions, and had identical structural properties m∗ = 4.7273 and
ζ = 3.3× 104. The calculations were carried out at reduced velocities selected such
that the structural natural frequency was close to the vortex shedding frequency of
the flow around fixed cylinders in the same arrangements. In almost all the cases
the upstream cylinder responded like an isolated cylinder, while the downstream
cylinder was observed to vibrate with higher amplitudes.
Facchinetti et al. (2002) developed an analytical model for the vortex-induced
vibration of two circular cylinders in tandem arrangements. Their model was based
on coupled van der Pol oscillators, and considered separations greater than the
drag inversion separation. Only vibrations at low reduced velocity (Vr ≤ 9) were
addressed, and no comments on the applicability of the model to the vibrations
observed at high reduced velocities were made.
Jester & Kallinderis (2004) presented a numerical investigation of the flow around
tandem arrangements with Lx/D = 5 undergoing flow-induced transverse oscilla-
tions. The two cylinders were elastically-mounted, and had the same structural
characteristics, although the authors did not mention the mass and structural damp-
ing of the cylinders. The simulations were performed for independent and rigidly
connected cylinders. An ALE formulation was employed, and the structural and
flow solvers were loosely coupled. The simulations were two-dimensional and per-
formed at a constant Reynolds number equals to 1000. The reduced velocities were
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varied between 2 and 14. Experimental trends were confirmed in the computational
results, although quantitative match could not be achieved since the simulations
were two-dimensional. The authors proposed that the higher lift experienced by the
downstream cylinder for frequencies in the vicinity of the synchronisation was due
to a constructive interference in the shedding process caused by the vortices shed
from the upstream cylinder.
Assi et al. (2006) presented experimental results regarding the flow-induced os-
cillations of an elastically-mounted rigid circular cylinder free to oscillate in the
transverse direction, obtained in two different water channel facilities. The cylinder
was tested isolated and immersed in the wake of an identical fixed cylinder, and
the Reynolds number was varied from 3000 to 13000, corresponding to a reduced
velocity range 2 ≤ Vr ≤ 12. For the tandem arrangements, different separations
in the range 2 ≤ Lx/D ≤ 5.6 were tested, and the structural parameters of the
downstream cylinder were m∗ ≈ 2 and m∗ζ ≈ 0.013. For every separation the re-
sponse was found to be a monotonically increasing curve without the upper and
lower branch typical of the response of an isolated cylinder. The peak amplitude
observed for the downstream cylinder was about 50% higher than that observed for
the isolated cylinder.
Papaioannou et al. (2008) employed the Spectral/hp Element Method with
an ALE formulation to simulate the two-dimensional flow around two elastically-
mounted circular cylinders in tandem arrangements. The separations tested were
Lx/D = 2.5, 3.5 and 5.0 and the simulations were performed at Re = 160. The
cylinders were allowed to move both in the streamwise and cross-stream directions.
The mass ratio employed was equal to 10, the damping parameter ζ = 0.01, and the
reduced velocity varied by changing the spring stiffness. The results were compared
to those of an isolated elastically-mounted cylinder at the same Reynolds number
and with the same structural parameters. The investigation was restricted to low
reduced velocities Vr ≤ 10, in order to focus on the lock-in range. The authors
observed oscillations predominantly in the transverse direction. For all separations,
the downstream cylinder vibrated with a higher amplitude than that of the upstream
cylinder. The lock-in range was identified in the amplitude, frequency and phase
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angle plots. The behaviour of the graphs was very similar to that obtained for a
single cylinder, although a widening and shift of the range of the response region was
observed for both cylinders. The maximum oscillation amplitude of the downstream
cylinder occurred for the intermediate separation (Lx/D = 3.5).
7.3 Goals of the research project
In this thesis, we are mostly concerned with the downstream cylinder vibrations that
occur at high reduced velocities in tandem arrangements. These type of response
is not observed for an isolated cylinder, and the mechanisms that drive the body
to such high amplitudes remain unexplained. This is evidenced by the number of
different names used to refer to this regime of vibration in the literature: wake-
induced galloping (Bokaian & Geoola, 1984), fluid-elastic response (Zdravkovich,
1985, more specifically, fluid-elastic response of type 3 in that paper), wake galloping
(Brika & Laneville, 1999) and galloping (Hover & Triantafyllou, 2001).
The main goal of the present effort was to cast some light in the FIV of the
downstream cylinder in tandem arrangements, so as to clarify the physical mecha-
nisms involved. We focus not only on the response at high-reduced velocities, but
also present results for reduced velocities in the range of VIV (Vr < 12.0).
It may seem straightforward to extend the methodologies and analysis tools
utilised for the study of the flow-induced vibrations of a single cylinder to many
cylinders; however, it must be remembered that the number of parameters increases
considerably, because it is possible to have the upstream and downstream cylinders
with different structural parameters and different degrees of freedom. Since it is
generally unfeasible to explore this entire parameter space, a promising alternative
is to model the phenomenon based on a deep understanding of its physics, obtained
by the investigation of one or a few simple cases where the phenomenon is present.
If the model is sufficiently consistent with the physics, its extrapolation to a number
of other similar cases is expected to be valid.
Bearing this in mind, we restricted the movement of the cylinder to the cross-
stream direction only, since the vibration in this direction is the most common in
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engineering systems. Moreover, in order to further reduce the number of parameters
involved, the upstream cylinder was not allowed to move.
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Chapter 8
Numerical method for the
flow-induced vibration simulations
In this chapter, the numerical tools employed to study the flow-induced vibration of
a compliantly-mounted circular cylinder immersed in the wake of an identical fixed
body are described. The next sections delineate the mathematical model of the
structure, the mathematical framework used to incorporate the domain deformation
into the flow equations, the flow-structure coupling and time discretisation strategies
and some additional relevant details concerning the implementation and usage of the
numerical methods.
8.1 Structure equation
In the flow-induced vibration problems investigated in this thesis, we consider that
the moving cylinder is rigid and mounted on an elastic base that allows displacement
in only one direction; such behaviour of an oscillating structure is described by
the equation of a linear mass-spring-damper system forced by the fluid load. This
equation can be written in non-dimensional form as
M∗y¨∗c + C
∗y˙∗c +K
∗y∗c = F
∗
y (y¨
∗
c , y˙
∗
c , y
∗
c , t
∗), (8.1)
where M∗ is the non-dimensional mass of the oscillating system, C∗ is the non-
dimensional structural damping coefficient, K∗ the non-dimensional stiffness coeffi-
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cient and F ∗y is the non-dimensional force imposed by the fluid in the direction of
motion. These non-dimensional parameters are related to their dimensional coun-
terparts M , C, K and Fy by the expressions
M∗ =
M
ρD2L
, C∗ =
C
ρU∞DL
, K∗ =
K
ρU2∞L
, F ∗y =
CL
2
=
Fy
ρU2∞DL
.
The variables y¨∗c , y˙
∗
c , y
∗
c are the non-dimensional acceleration, velocity and displace-
ment of the body, respectively, and t∗ is the non-dimensional time. These variables
are non-dimensionalised according to the expressions
y¨∗c =
y¨cD
U2∞
, y˙∗c =
y˙c
U∞
, y∗c =
yc
D
, t∗ =
tU∞
D
.
This non-dimensionalisation scheme was adopted in order to make the non-
dimensional form of the structure and flow equations consistent, so the coupling
between the structure and flow solvers could be done more easily. However, M∗,
C∗ and K∗ are not the most common choice of non-dimensional parameters in the
literature. For ease of comparison with experimental and previously published data,
the results of this thesis are presented as a function of the mass ratio, m∗, damping
ratio, ζ, and reduced velocity, Vr. These non-dimensional parameters are defined as
m∗ ≡ 4M
ρpiD2L
, ζ ≡ C
2
√
KM
, Vr ≡ U∞
fnD
.
where fn is the natural frequency of the structure in vacuum (fn =
√
K/M/(2pi)).
The non-dimensional parameters of the structural equation (8.1) are related to m∗,
ζ and Vr by the expressions
M∗ =
pim∗
4
, C∗ =
pi2m∗ζ
Vr
, K∗ =
pi3m∗
V 2r
.
8.2 Arbitrary Lagrangian-Eulerian formulation
The fluid-structure interaction problem this thesis is concerned with comprises the
flow around two bodies, with one of them being allowed to move independently of
the other. The computational code used to simulate the flow had to provide support
for that, thus an Arbitrary Lagrangian-Eulerian (ALE) formulation was employed.
The ALE formulation consists basically of incorporating arbitrary displacements of
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the mesh into the equations being solved, so the movement of the bodies and the
mesh deformations necessary to maintain an adequate spatial discretisation can be
taken into account.
There are other approaches that allow for the simulation of independently mov-
ing bodies in the flow, like the Virtual Boundary Method (Deng et al., 2006). The
ALE formulation was chosen because the boundary conditions on the moving walls
are enforced exactly, and also because spectral convergence had already been demon-
strated when this formulation is applied to the Spectral/hp Element Method (Beskok
& Warburton, 2001). Besides that, the fact that large mesh elements are usually
employed in the Spectral/hp Element Method means that the motions of the bodies
are usually accommodated by simply displacing the nodes, without any necessity
of re-meshing or changing the connectivity of the elements. It is worth noting that
when there is just one body immersed in the flow, or when the bodies move as a sin-
gle solid body, it is also possible to account for the movement of the bodies through
a manipulation of the boundary conditions, so the flow equations are solved in the
frame of reference attached to the bodies and the mesh does not need to be deformed
(Li et al., 2002).
The theoretical concepts of the ALE formulation applied to Finite Elements were
presented by Hughes et al. (1981). They are based on the fact that the Navier-Stokes
equations can be written with respect to a coordinate system which has arbitrary
velocity relative to the frame of reference being considered. Figure 8.1 illustrates
how the position of a certain fluid particle P is described in two different coordi-
nate systems. The coordinate system A = (Oa, xa, ya, za) is assumed to be fixed
and attached to the frame of reference used for the measurements (or calculations).
Therefore, u = (u, v, w) is the velocity of the fluid particle P in relation to the sys-
tem A. The coordinate system R = (Or, xr, yr, zr) has its axis parallel to (xa, ya, za)
and is translating with uniform velocity m = (mx,my,mz) in relation to the sys-
tem A. The position of the origin of the system R, point Or, in relation to the
system A is given by the vector xc. The position of the point P in relation to the
system R is given by xr and in relation to the system A is given by xa. The following
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Figure 8.1 – Drawing of the different coordinate systems employed to describe the
variation of a certain variable associated to a fluid particle P in the ALE formula-
tion. The system (Oa, xa, ya, za) is attached to the frame of reference. The system
(Or, xr, yr, zr) has its axis parallel to the system (Oa, xa, ya, za) and is moving with
uniform velocity m in relation to it.
equation holds:
xr = xa − xc. (8.2)
Using the coordinate system R, we can study how a certain continuous variable
Q = Q(xr, t) associated to the fluid particle P evolves in time. The variation of Q,
δQ, is given by
δQ =
∂Q
∂t
δt+
∂Q
∂x
δxr +
∂Q
∂y
δyr +
∂Q
∂z
δzr, (8.3)
where
∂
∂x
=
∂
∂xa
=
∂
∂xr
,
∂
∂y
=
∂
∂ya
=
∂
∂yr
,
∂
∂z
=
∂
∂za
=
∂
∂zr
,
since the systems A and R have parallel axis. If we want to calculate the rate of the
variation of Q in time, we divide (8.3) by δt:
δQ
δt
=
∂Q
∂t
+
∂Q
∂x
δxr
δt
+
∂Q
∂y
δyr
δt
+
∂Q
∂z
δzr
δt
,
and take the limit δt → 0. In order to calculate this limit, it is necessary to know
how xr = (xr, yr, zr) vary with t. Taking, for example, the component xr, we can
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write
lim
δt→0
δxr
δt
= lim
t1→t0
xr(t1)− xr(t0)
t1 − t0 . (8.4)
Using the relation (8.2) in (8.4), we get
lim
t1→t0
xa(t1)− xc(t1)− xa(t0) + xc(t0)
t1 − t0 =
lim
t1→t0
[
xa(t1)− xa(t0)
t1 − t0 −
xc(t1)− xc(t0)
t1 − t0
]
=
(u−mx).
The same can be applied to the components yr and zr, leading to
lim
δt→0
δyr
δt
= (v −my), lim
δt→0
δzr
δt
= (w −mz).
So the rate of change of the variable Q can be written
DQ
Dt
=
∂Q
∂t
+ [(u−m) · ∇]Q. (8.5)
If the coordinate system is rigidly attached to the frame of reference, that is, m = 0,
(8.5) takes the usual form for Eulerian systems, in which the observer looks at fixed
points in space and describes the movement of the particles that pass through these
points at certain time instants. In contrast, if the coordinate system has the same
velocity as the fluid particle, i.e. m = u, we recover the formulation for Lagrangian
systems, in which the observer follows the individual fluid particles as they move
through space and time.
Numerical methods that employ space discretisation, that is numerical methods
that employ meshes, are usually formulated using an Eulerian coordinate system.
However, when dealing with arbitrary motions of bodies in the flow, or more gener-
ically arbitrary motions of the boundaries of the domain, it is necessary to move
and deform the mesh elements as the solution advances in time. In other words, the
points at which the observer looks, that is the coordinate systems used to describe
the variation of the flow variables in each of the flow particles, move independently of
the flow. This can be incorporated into the incompressible Navier-Stokes equations
(2.1)–(2.2) by doing a simple modification in the advection term:
∂u
∂t
= −(u−m) · ∇u−∇p+ 1
Re
∇2u, (8.6)
∇ · u = 0, (8.7)
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wherem is the velocity of the coordinate systems attached to the mesh, also referred
to as velocity of the mesh. The pressure and viscous terms as well as the continuity
equation (8.7) do not need to be altered because they are independent of time, and
their dependence on space is not altered by simple translation of the coordinate
systems. Equations (8.6) and (8.7) are the Arbitrary Lagrangian-Eulerian form of
the Navier-Stokes equations.
8.3 Flow-structure coupling and time discretisa-
tion
The equations (8.1), (8.6) and (8.7) have to be solved in a coupled manner. The
fluid load F ∗y in (8.1) is calculated from the solution of the flow equations (8.6)-(8.7),
and the motion of the boundaries, which are necessary for the solution of (8.6)-(8.7),
is determined by the solution of the structure equation (8.1). The dependency of
the fluid force F ∗y on the position, velocity and acceleration of the body makes the
coupled problem strongly nonlinear. This nonlinearity can be tackled with tightly-
or loosely-coupled schemes. In tightly-coupled schemes, a number of sub-iterations
are performed at each time step until the fluid force and body motion reach values
for which the flow and structure equations are satisfied to a determined tolerance
at the same time level. The disadvantage of tightly-coupled schemes is the higher
computational cost. On the other hand, in loosely-coupled schemes the structural
and flow equations are solved alternatively, the output of one serving as the input
of the other, as illustrated in figure 8.2. Although loosely-coupled schemes are
computationally inexpensive, the convergence of the method depends on the use of
a small enough time step.
The algorithm below describes the time splitting scheme used in the flow-induced
vibration simulations. The structure and flow solvers are loosely coupled, like in
Jester & Kallinderis (2004), since it was realised that the time step sizes necessary for
the solution of the flow equations alone were already small enough to yield convergent
loosely-coupled schemes. The mesh movement is incorporated to the time splitting
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Figure 8.2 – Schematic diagram of the flow-structure coupling.
scheme in a similar fashion as in Beskok & Warburton (2001). Given a certain state
of the flow, mesh and structure variables at time level n (un, pn,xn,mn, y∗nc , y˙
∗n
c ),
these variables are advanced to time level n+ 1 according to the following steps:
1. Calculate N(un,mn) = (un −mn).∇un
2. Solve structural equation (find y∗ n+1c and y˙
∗ n+1
c )
3. Calculate mn+1
4. Calculate the pressure boundary conditions:
∂p¯n+1
∂n
= n ·
{
−∂u
n+1
∂t
+
Je−1∑
q=0
βq
[
N(un−q,mn−q)− 1
Re
(∇× (∇× un−q))
]}
(8.8)
5. Calculate the new position of the mesh nodes, xn+1
6. Integrate the advection terms:
uˇ = ∆t
Je−1∑
q=0
βqN(u
n−q,mn−q) +
Ji−1∑
q=0
αqu
n−q
7. Set and solve linear system for pressure:
∇2p¯n+1 = ∇ ·
(
uˇ
∆t
)
(8.9)
8. Set and solve linear system for velocity:
∇2un+1 − Reγ0
∆t
un+1 = Re
(
∇p¯n+1 − uˇ
∆t
)
(8.10)
191
The coefficients γ0, αq and βq are those from the original stiﬄy-stable scheme and
are given in table 2.1.
Steps 1 and 6 deal with the nonlinear advection term of the ALE-Navier-Stokes
equations and are fully explicit. In step 2, the structure equation (8.1) is integrated
using Newmark’s scheme (Newmark, 1959). This method is based in the approxi-
mation of the time derivative of a function f by forward differences in the following
way:
df
dt
∣∣∣∣
n+1
≈ θdf
dt
n+1
+ (1− θ)df
dt
n
≈ 1
∆t
(
fn+1 − fn) ,
which leads to
df
dt
n+1
≈ 1
θ∆t
(
fn+1 − fn)− (1− θ)
θ
df
dt
n
. (8.11)
Stable schemes are usually obtained for θ in the range 0.5 ≤ θ ≤ 1. Making θ = 0.5
and using the approximation (8.11) in (8.1) we get
y∗ n+1c = y
∗ n
c +
∆t[4M∗y˙∗ nc +∆t(F
∗ n
y + F
∗ n+1
y − 2K∗y∗ nc )]
4M∗ + 2∆tC∗ +∆t2K∗
(8.12)
y˙∗ n+1c =
2
∆t
(y∗ n+1c − y∗ nc )− y˙∗ nc ,
y¨∗ n+1c =
2
∆t
(y˙∗ n+1c − y˙∗ nc )− y¨∗ nc .
The force at time level n + 1 is approximated by a linear extrapolation from the
values of the force at the previous time steps
F ∗ n+1y = 2F
∗ n
y − F ∗ n−1y .
We observed that the scheme was more stable if the force at time level n in (8.12)
was written as F ∗ ny =M
∗y¨∗ nc + C
∗y˙∗ nc +K
∗y∗ nc .
The mesh velocity,mn+1, and coordinates, xn+1, are calculated in steps 3 and 5 of
the algorithm. In ALE implementations, an automatic mesh deformation procedure
is usually employed to perform these calculations. In this work, we employ the
method proposed by Batina (1990), in which the mesh is adapted to the boundary
displacement in every time step by modelling each edge of the mesh as a spring with
stiffness inversely proportional to its length. For an edge that links vertices i and j,
the stiffness is given by
kij = 1/
√
(xj − xi)2 + (yj − yi)2,
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where (xi, yi) and (xj, yj) are the coordinates of the nodes i and j respectively. The
mesh points at the outer boundaries are held fixed and the coordinates of the points
at the body surfaces are prescribed by the displacements obtained from the solution
of the structure equation. In order to calculate the coordinates of the mesh nodes at
each time step, the spring mesh static equilibrium equations in the x and y directions
are solved iteratively at each interior node i of the mesh for the displacements δxi
and δyi . This is accomplished by using a predictor-corrector procedure, which first
predicts the displacement according to a linear extrapolation given by
δˇn+1,0xi = 2δ
n
xi
− δn−1xi , δˇn+1,0yi = 2δnyi − δn−1yi ,
and then corrects these displacements using several Jacobi iterations of the static
equilibrium equations using
δˇn+1,pxi =
∑m
j kij δˇ
n+1,l
xj∑m
j kij
, δˇn+1,pyi =
∑m
j kij δˇ
n+1,l
yj∑m
j kij
,
where m is the number of edges that have the node i as an end point and j runs
through the neighboring nodes of node i. The superscript l refers to the latest avail-
able value of the displacement, that is, assuming that the iterations are performed
sequentialy for increasing i, l = p if j < i, otherwise l = p− 1. The iteration p was
considered to be converged if√√√√√√
N∑
i=1
[(
δˇn+1,pxi − δˇn+1,p−1xi
)2
+
(
δˇn+1,pyi − δˇn+1,p−1yi
)2(
δˇn+1,pxi − δˇn+1,pyi
)2
]
N
< 0.01,
and in this case the values of δˇn+1,pxi and δˇ
n+1,p
yi
are attributed to δn+1xi and δ
n+1
yi
respectively. The new locations of the interior nodes are then determined by
xn+1i = x
n
i + δ
n+1
xi
, yn+1i = y
n
i + δ
n+1
yi
.
In practice, less than three iterations were usually necessary to achieve convergence
in the Jacobi iterations.
Having the new mesh coordinates xn+1, the mesh velocities were calculated con-
sistently with the stiﬄy stable method
mn+1 =
γ0x
n+1 −∑Ji−1q=0 αqxn−q
∆t
.
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So, in practice, both xn+1 and mn+1 are calculated in step 3, but the coordinate
information is only updated in the flow solver data structures in step 5, after the
pressure boundary conditions are calculated.
We also performed tests with the mesh deformation method employed by Beskok
& Warburton (2001), in which a Laplacian equation is solved for the velocities of the
mesh points. The spring mesh approach usually leads to a better control of the mesh
quality close to the walls. However, when utilising selective element deformation as
explained in section 8.4.2, the two methods had similar performances in terms of
computational cost and mesh quality maintenance.
The expression for the high-order pressure boundary conditions (8.8), calculated
at step 4, is the same as (2.36) apart from the additional term ∂un+1/∂t, which is
included due to the effects of the acceleration of the body. This term is calculated
using an approximation consistent with the stiﬄy-stable scheme:
∂un+1
∂t
=
γ0u
n+1 −∑Ji−1q=0 αqun−q
∆t
.
The value of the acceleration is only needed at the boundary, and this is given by
the solution of the structural equation.
Finally, it should be noticed that although the equations (8.9) and (8.10), which
are solved at steps 7 and 8 respectively, are the same as (2.34) and (2.35), solving
these equations in the ALE formulation comprises an extra set-up step. This is
because the spatial discretisation of these equations gives rise to linear systems
whose matrix of coefficients, A, depends on the geometrical information of the mesh.
Hence this matrix must be updated at every time step to take the modifications in
the mesh into account. This is in principle a very expensive operation; however,
by employing the techniques outlined in the next section, this additional cost was
dramatically reduced.
The method presented here was validated using arbitrary motion of the mesh
elements in simple steady flows and verifying that all the flow variables were con-
served. We also compared the results obtained for the flow around a circular cylinder
mounted in a elastic base allowed to move in the cross-stream direction for reduced
velocity Vr = 6.0 and Re = 100 using the ALE algorithm and solving the flow equa-
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tions in the frame of reference attached to the body Li et al. (2002). The amplitude
and frequency of the cylinder response and of the forces on the cylinder obtained in
the two tests agreed within a tolerance of 0.1%.
8.4 Additional details of the implementation
In this section, we discuss some technical details of the implementation of the al-
gorithm presented in section 8.3. Most of the points addressed here concerns the
improvement of the efficiency of the code, particularly focusing on steps 7 and 8,
which are the computational bottlenecks of the algorithm.
8.4.1 Linear system solver
For the simulation of the flow around fixed bodies, like the direct numerical simu-
lations and stability calculations presented in chapters 5 and 6, direct methods are
usually the best choice in terms of efficiency to solve the boundary-boundary linear
system (2.32) that arise from the static condensation of the global system. One
of the most popular direct methods is the LU decomposition (Press et al., 1992),
which is available in widely used numerical computing libraries (Anderson et al.,
1999). The advantage of methods like the LU decomposition is that they rely on
a factorisation of the matrix of coefficients that only needs to be performed at the
beginning of the calculations, provided that the matrix is not altered. Changes in
the boundary conditions and the time evolution of the equations being solved are
handled through the modification of the right-hand side vector of the linear systems.
The solution at every time step is obtained by executing back-substituition routines,
which are relatively inexpensive in computational terms.
Nevertheless, in the ALE formulation, the geometry of the mesh changes at ev-
ery time step; consequently it is necessary to re-generate the matrices of coefficients
of the linear systems that result from the discretisation of (8.9) and (8.10). This
means that, for direct methods, the factorisation of the matrix has to be performed
at every time step. Matrix factorisation is an operation that necessarily involves
the complete matrix, even if the modification is local, and this makes the algorithm
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very expensive. For this reason, when using the ALE formulation, it is more in-
teresting to solve the linear systems using iterative schemes, such as the conjugate
gradient method, instead of direct methods. Iterative methods consist of, departing
from a first guess of the solution, performing successive repetitions of a given set
of operations until convergence is achieved. This set of operations usually involves
matrix-vector multiplication and other vector-vector calculations. No matrix factori-
sation is necessary, so local modifications in the geometry of the domain correspond
to local modifications in the matrix. Results from preliminary tests showed that,
although direct methods are faster than iterative solvers when the mesh is fixed,
for the ALE formulation iterative methods perform significantly better than direct
methods.
It is important to highlight that the interior-interior matrices are always solved
using direct methods, in both the original and ALE versions of the code. Although
the use of iterative methods to these matrices might lead to an improvement of the
computational efficiency when solving the interior-interior systems, the overall gain
would not be very significant, since the inversion of the interior-interior matrices
represent a small fraction of the computational cost of the code. Besides that, the
inverse of these matrices are also used to calculate the right-hand side and the matrix
of coefficients of the system for the boundary unknowns, as shown by equation (2.32).
This makes the factorisation of the interior-interior matrices worthwhile.
Having opted for the iterative solver, a number of modifications were carried
out in the code in order to make the solving routines faster. The first of them was
the implementation of a special sparse matrix storage scheme, as described in Press
et al. (1992). Originally, the matrices were stored in full form at elemental level,
so every global operation necessarily entailed scatter and gather procedures. The
usage of this special storage scheme made the matrix-vector multiplication in the
conjugate gradient method considerably faster: a typical two-dimensional ALE case
was observed to run 35% faster using the new storage scheme.
Pre-conditioning matrices, also called pre-conditioners, are normally used in iter-
ative methods in order to accelerate the convergence of the solution. In the original
code the diagonal pre-conditioner was available. In order to try to decrease the iter-
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ation count, a slightly more sophisticated pre-conditioner, the SSOR pre-conditioner
(Barrett et al., 1994), was implemented. The diagonal and SSOR pre-conditioners
are interesting for problems where the matrix A changes at every time-step because
all the information necessary to generate these pre-conditioners is readily available
from the matrix A. Performance tests indicated that the usage of the SSOR pre-
conditioner led to an improvement of 25% in computational time when compared
to the diagonal pre-conditioner.
It is worth noting that there are other more complex pre-conditioners that can
lead to a fewer number of iterations to solve the system, but they have a larger
cost associated with their generation, which usually comprises matrix inversion or
decomposition. In principle, at least part of the pre-conditioner would have to be re-
calculated at every time step. This set-up cost would certainly make the use of these
more complex pre-conditioners unfavourable for the ALE formulation. However, it
is possible to use a fixed pre-conditioner, for example the one obtained for the non-
deformed mesh, through the entire calculation. This would lead to a sub-optimal
performance of the pre-conditioner, but if the modifications of the matrix A are not
substantial, it is expected that the number of iterations do not increase significantly.
Therefore it is possible that eventually the sub-optimal usage of a more complex pre-
conditioner performs better than the optimal usage of a simple pre-conditioner. The
verification of this hypothesis was not carried out in this thesis and is suggested as
a future work topic for those interested in the development of numerical methods.
The performance of the iterative solver also depends on the initial guess for
the solution. If this initial guess is close to the solution of the system, then the
number of iterations to get to the solution will be smaller. In this work, we have
employed one of the projection techniques proposed by Fischer (1998); more exactly,
the method 1 in that paper. The sole use of this technique led to a reduction of 35%
of the computational time of a typical two-dimensional simulation of flow-induced
vibration of a single circular cylinder.
All in all, the combined use of the special sparse matrix storage scheme, the
SSOR pre-conditioner and the projection technique for the initial guess led to a
reduction of 70% in the computational time spent in the simulation of a typical
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two-dimensional ALE case, when compared to the original version of the code.
8.4.2 Mesh deformation strategy
The computational cost of an ALE simulation can be further reduced if adequate
strategies are employed when producing the mesh. In order to develop such strate-
gies, we have to examine the operations that need to be performed when deforming
an element.
The elemental matrix re-generation for the linear systems generated by the dis-
cretisation of (8.9) and (8.10) consists in the re-evaluation of integrals of the form∫
Ωe
(∇v(x, y),∇u(x, y)) dxdy.
Following the methodology presented in chapter 2, this integral is mapped to the
standard region and evaluated using the Cartesian coordinates (ξ1, ξ2). This trans-
formation of coordinates involves the application of the chain rule on the differential
operator and the introduction of the Jacobian J , given by (2.29), in the integral.
The resulting expression reads∫ 1
−1
∫ 1
−1
{
J
[(
∂ξ1
∂x
)2
+
(
∂ξ1
∂y
)2][
∂v(ξ1, ξ2)
∂ξ1
∂u(ξ1, ξ2)
∂ξ1
]
+
J
[
∂ξ1
∂x
∂ξ2
∂x
+
∂ξ1
∂y
∂ξ2
∂y
][
∂v(ξ1, ξ2)
∂ξ1
∂u(ξ1, ξ2)
∂ξ2
+
∂v(ξ1, ξ2)
∂ξ2
∂u(ξ1, ξ2)
∂ξ1
]
+
J
[(
∂ξ2
∂x
)2
+
(
∂ξ2
∂y
)2][
∂v(ξ1, ξ2)
∂ξ2
∂u(ξ1, ξ2)
∂ξ2
]}
dξ1dξ2.
(8.13)
To evaluate the Jacobian and the terms that stem from the application of the chain
rule (derivatives of the Cartesian coordinates ξ1 and ξ2 with respect to x and y), it is
necessary to know how the two coordinates systems are related. For straight-sided
triangles this is given by the mapping (2.26), which is repeated here for convenience
x = xA
−ξ2 − ξ1
2
+ xB
1 + ξ1
2
+ xC
1 + ξ2
2
,
y = yA
−ξ2 − ξ1
2
+ yB
1 + ξ1
2
+ yC
1 + ξ2
2
.
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It is easy to realise that the partial derivatives of this mapping with respect to ξ1 and
ξ2, and the derivatives of the inverse mapping with respect to x and y are constants
that only depend on the vertex coordinates. Therefore the Jacobian and the terms
originated from the application of the chain rule can be taken out of the integral
(??). What remains in the integrand only depends on the standard region, which
is the same for all triangles, so the result of this integral need to be calculated only
once. Therefore, when deforming a straight-sided triangle, the only operation that
is needed to re-generate the elemental matrices is the evaluation of the Jacobian and
chain rule terms, which is a simple operation which solely depends on the coordinate
of the vertices.
In contrast, for straight-sided quadrilaterals the iso-parametric mapping is (2.27),
which can also be written as
x = 1
4
[(
xA + xB + xC + xD
)
+
(
xB − xA + xC − xD) ξ1 +(
xD − xA + xC − xB)ξ2 + (xA − xB + xC − xD) ξ1ξ2]
y = 1
4
[(
yA + yB + yC + yD
)
+
(
yB − yA + yC − yD) ξ1 +(
yD − yA + yC − yB)ξ2 + (yA − yB + yC − yD) ξ1ξ2]
(8.14)
after some simple algebra. The derivatives of this mapping with respect to ξ1 and ξ2
are not independent of the coordinates (ξ1, ξ2), and similarly the derivatives of the
inverse mapping with respect to x and y are not independent of (x, y). Therefore
the Jacobian and the terms stemming from the application of the chain rule must
remain in the integrand and the integral has to be re-evaluated at every time step
for every deformed element. An exception to that is when (xB − xA) = (xC − xD)
and (yB − yA) = (yC − yD); for this case the mapping (8.14) is linear and its deriva-
tives do not depend on the coordinates, the same applies for the inverse mapping.
This corresponds to the case where the quadrilaterals are parallelograms (and re-
main parallelograms after the deformation). If the deforming elements are either
quadrilaterals of this type or triangles, the calculations using the ALE formulation
can be more efficiently performed.
Another aspect of Finite Element discretisations in general is that, for linear
equations like (8.9) and (8.10), the elemental matrices depend only on certain geo-
metric information about the elements. This information is invariant to translation,
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Figure 8.3 – Example of a mesh used with the ALE formulation, showing also the
detail of the discretisation close to the cylinders. The dark grey region remains fixed,
the elements in the light grey region move rigidly with the downstream cylinder and
the elements in the white region deform to comply with the movement of the cylinder.
thus for an element of a given shape and size, the matrix corresponding to a certain
linear operator is independent of where this element is located in relation to the
absolute frame of reference, as long as the element’s orientation does not change.
Since the flow-induced vibration problems that concern this thesis comprise purely
translational movements, we can take advantage of the translational symmetry of
the discretisation by making most of the elements to either rigidly translate with
the moving body or to remain steady and not deform, so the number of elemental
matrices to be re-generated, and consequently the number of modifications in the
global system, is minimised. It is also convenient to deform elements that are away
from the bodies, so we assure that the mesh close to the bodies keeps its quality.
Figure 8.3 shows an example of a mesh used in the flow-induced vibration simula-
tions. Notice that all the deformable elements are triangles, and that the regions
where the mesh is rigid are defined such that the number of deformable elements is
kept to a minimum.
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8.4.3 Extending the method for three-dimensional simula-
tions
We also implemented the features that enable flow-induced vibration simulations
in the three-dimensional code that employs a Fourier expansion in the spanwise
direction (section 2.2.3). In general terms, the changes in the three-dimensional
code are very similar to those in the two-dimensional one. However, it is worth
highlighting the most important differences.
Since we consider the cylinder to be rigid, the force used in the integration of the
structure equations is the average force along the span, which corresponds to the
force calculated using the 0th mode of the spanwise Fourier expansion. The mesh is
deformed for all modes, but the boundary conditions only need to be updated for
0th mode, since the motion corresponds to a translation which is uniform along the
span.
There were some additional changes due to the parallelisation of the three-
dimensional code. The parallelisation strategy is to assign one or more Fourier modes
to different processes. Since the forces necessary to calculate the mesh displacement
are obtained using data from the 0th mode exclusively, the evaluation of this force is
done by one process and the result is broadcast to the other processes. This is the
only additional communication in the ALE version of the three-dimensional code
when compared to the standard version of the same code. All the processes then
perform the calculation of the new location and velocity of the mesh points.
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Chapter 9
Results on the flow-induced
vibrations of a circular cylinder
subjected to wake interference
To understand how the approaching wake interacts with a compliant body, we inves-
tigated the flow around a circular cylinder mounted on an elastic basis, allowed to
move only in the transverse direction, immersed in the wake of an upstream fixed cir-
cular cylinder of the same diameter D, as sketched in figure 9.1. To our knowledge,
no previous work on this configuration using computational simulation has been
published. In the present study, two- and three-dimensional numerical simulations
were carried out to investigate this particular case of fluid-structure interaction.
The configurations tested had separations Lx/D = 1.5, 3, 5 and 8. In addition,
simulations of the flow around a single cylinder mounted on an elastic base with the
same structural parameters were performed, to serve as a benchmark. The meshes
employed were variations of that shown in figure 8.3, keeping the same discretisation
strategy. The number of elements varied from 507 to 811 depending on the config-
uration, and Jacobi polynomials of degree 8 were used in the expansion base. The
boundaries of the meshes were located 36D upstream from the upstream cylinder,
45D downstream from the downstream cylinder and 50D from the centres of the
cylinders in the cross-stream direction on both sides. For the three-dimensional sim-
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Figure 9.1 – Schematic drawing of arrangement studied.
ulations, a spanwise periodic length of 12D discretised with 32 Fourier modes was
used. The size of the mesh and level of discretisation were based on the convergence
studies in Carmo (2005). The boundary conditions employed were the same as in
the calculations of chapters 5 and 6, considering that one of the cylinders could
move, so the velocity of the body was imposed on the flow at the cylinder wall.
The mass ratio and structural damping of the elastic base were m∗ = 2.0 and
ζ = 0.007, chosen to match the structural parameters of to the experiments carried
out by Assi et al. (2008). The reduced velocities tested ranged from 3.0 to 30.0,
varying by changing the spring stiffness and keeping the Reynolds number constant.
The Reynolds number was 150 for the two-dimensional simulations and 300 for the
three-dimensional simulations. The non-dimensional time steps were 0.006 and 0.003
for the two- and three-dimensional simulations, respectively. All FIV simulations
were started from fully-developed flows obtained from two-dimensional simulations
with the cylinders fixed and Re = 150.
9.1 Two-dimensional simulations
We first present the results from the flow-induced vibrations of an isolated cylinder
in section 9.1.1. Next we discuss the results obtained for configurations with small
separations in section 9.1.2, and with large separations in section 9.1.3.
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Figure 9.2 – Non-dimensional amplitude (A/D), phase angle (φ) and frequency
plots against reduced velocity for the flow around an isolated cylinder, Re = 150, two-
dimensional simulations. The Strouhal frequency is the vortex shedding frequency in
the flow around a fixed cylinder at the same Reynolds number.
9.1.1 Single cylinder
The results obtained for the flow around a single cylinder (figure 9.2) show the typical
response of vortex-induced vibrations at low Reynolds numbers and low mass ratio
(see figure 7.2). There is a very well defined lock-in range, where the vortex shedding
frequency locks to a value close to the natural frequency of the structure, as can
be seen in the frequency plot in figure 9.2. The lock-in range can be divided into
an initial and a lower branch. The initial branch covers the range 3.0 ≤ Vr ≤ 5.5,
and has a phase angle φ close to 0◦. It is in the initial branch that the amplitude
reaches its highest value for the reduced velocities investigated, A/D = 0.582. For
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5.5 < Vr < 6.0 the phase angle changes abruptly from a value close to 0
◦ to a
value close to 180◦, and this marks the transition between the initial and lower
branches. The lower branch extends from Vr ≈ 6.0 to Vr ≈ 7.5, and for this range
the cylinder exhibits fairly large amplitudes of vibration (0.3 < A/D < 0.5). For
reduced velocities higher than those of the lower branch (Vr ≥ 8.0) the amplitude
of vibration is low (A/D < 0.1), and the phase angle is close to 180◦.
Figure 9.3 shows time histories of the lift coefficient and cylinder displacement
at selected reduced velocities. For low reduced velocities, outside the lock-in range
(figure 9.3(a)), the force is remarkably large, but the cylinder responds with very
low amplitudes. This fact demonstrates the importance of the phase angle in the
description of the oscillations. For a reduced velocity in the initial branch of the
synchronisation range (figure 9.3(b)), the force signal leads the displacement by a
small phase angle. It can be seen that the force signal has got strong components at
frequencies other than the oscillation frequency, since the lift trace in figure 9.3(b)
is not sinusoidal. The presence of other harmonics is even more evident in the lower
branch, as shown in figure 9.3(c). For reduced velocities higher than the upper limit
of the lock-in range (figure 9.3(d)), both lift and displacement have small amplitude
and their signals are out-of-phase in relation to each other.
The extra harmonic that appears in the force signal within the synchronisation
range is clearly seen in the spectrum shown in figure 9.4(a). This additional com-
ponent has a frequency which is three times the main frequency of shedding, and
for this reason is referred to as the third harmonic of the force. The origin of the
third harmonic at the lock-in can be understood by analysing the flow field contours
shown in figure 9.5. When the cylinder is at the extremity of the oscillation, the
force imposed on the body increases due to the vortex formation on the side closer
to the wake centreline. Figure 9.5(a) illustrates this instant; it can be seen that the
negative vortex on the top of the cylinder generates a low pressure region on the up-
per part of the cylinder wall. This corresponds to a positive peak in the force signal.
As soon as the cylinder starts to move upwards, the front stagnation point shifts to
the upper part of the cylinder, as illustrated in figure 9.5(b). The high pressure on
part of upper surface of the cylinder acts against the movement, causing the valley
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Figure 9.3 – Cylinder lift coefficient (solid lines) and displacement (dashed lines)
time histories. Isolated cylinder, Re = 150, two-dimensional simulations.
0 2 4 6 8
1x10-5
 
0.001
 
0.1
C
L ,
 y
c 
/D
f/fo
(a) Vr = 6.0
0 2 4 6 81
x10-5
 
0.001
 
0.1
C
L ,
 y
c 
/D
f/fo
(b) Vr = 8.0
Figure 9.4 – Cylinder lift coefficient (solid lines) and displacement (dashed lines)
spectra. Isolated cylinder, Re = 150, two-dimensional simulations.
207
(a)
(b)
(c)
Figure 9.5 – Left – Graph of the lift coefficient (continuous line) and cylinder dis-
placement (dashed line) along one cycle. Right – vorticity iso-lines superposed on
pressure contours at selected instants of the oscillation cycle. Continuous lines repre-
sent positive vorticity and dashed lines represent negative vorticity. Dark grey con-
tours represent high pressures and light grey contours represent low pressures. The
cross indicates the neutral position of the cylinder. The arrows indicate the moment
of the cycle each of the flow fields refers to. Two-dimensional flow around an isolated
elastically-mounted cylinder, Vr = 6.0, Re = 150.
indicated in the force signal in figure 9.5. Once the cylinder starts to decelerate,
the stagnation point moves gradually back to the front of the cylinder and the force
builds up again until the cylinder is close to the zenith of displacement. At this
point, illustrated in figure 9.5(c), the positive vortex starts to be formed, decreasing
the pressure on the lower side of the cylinder and making the force signal start to
decrease, as indicated in the graph of figure 9.5.
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A periodic function f(t) of zero mean value and period T can be represented by
a Fourier series of the form
f(t) =
∞∑
n=1
an sin(nωt) + bn cos(nωt).
The terms an and bn of this series are given by
an =
2
T
∫ T
0
f(t) sin(nωt)dt bn =
2
T
∫ T
0
f(t) cos(nωt)dt.
By choosing the initial time appropriately, any of the force signals depicted in fig-
ure 9.3 can be made odd, that is f(−t) = −f(t). For odd functions, bn = 0 for every
n. Furthermore, f(t) = −f(t+ T/2), hence an = 0 for even values of n. Therefore,
the function f(t) can be represented by
f(t) = a1 sin(ωt) + a3 sin(3ωt) + a5 sin(5ωt) + · · · , (9.1)
and the number of harmonics necessary to represent f(t) depends on how different
from a sinusoidal function f(t) is. In the case of a single cylinder vibrating in the
synchronisation range, besides the forces caused by the low pressure induced by the
vortices in formation, there is the effect of the oscillatory shift of the front stag-
nation point due to the motion of the cylinder. These two forces have the same
frequency, which is the frequency of oscillation of the cylinder, but their maximum
values occur at different phases in the shedding cycle. The total force can be satis-
factorily represented by an expansion like (9.1) truncated at the second term (third
harmonic).
The shedding regime for the whole range of reduced velocities investigated was
2S. However, there is a striking difference between the wakes in the initial and lower
branches, as can be seen in figure 9.6. When the response is at the initial branch
(figure 9.6(a)), the resulting wake is wide, with the vortices forming two parallel
rows further downstream. In contrast, the wake of the lower branch is narrow and
similar to that observed for a fixed cylinder, with the vortices alternating in a line
parallel to the free stream (figure 9.6(b)). This difference in the wakes is consistent
with the different phase angles of the branches.
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(a) Vr = 5.0 – initial branch
(b) Vr = 6.0 – lower branch
Figure 9.6 – Instantaneous vorticity contours illustrating the wake at the initial and
lower branches. Isolated cylinder, Re = 150, two-dimensional simulations.
9.1.2 Small cylinder separations
The structural responses in the two-dimensional simulations for the configurations
Lx/D = 1.5 and Lx/D = 3.0 were very similar; figure 9.7 shows the results for
Lx/D = 3.0. The synchronisation range starts at Vr ≈ 4.0; this reduced velocity is
higher than that for which the synchronisation range starts for the single cylinder
(Vr ≈ 3.0, see figure 9.2). This can be explained by the fact that the mean flow in
the wake is slower than the free stream. Like the isolated cylinder, the lock-in region
for the tandem arrangements with small separations can be divided into an initial
and a lower branch. The initial branch covers 4.0 ≤ Vr ≤ 6.0, and exhibits the
highest amplitudes of the entire response range. The peak amplitude was observed
for Vr = 6.0 and its value was slightly higher than 0.9D, which is more than 50%
larger than the peak amplitude observed for the isolated cylinder. As the reduced
velocity is increased, the initial branch is followed by a lower branch, where the
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Figure 9.7 – Amplitude, phase angle and frequency plots against reduced velocity
for the downstream cylinder in a tandem arrangement with Lx/D = 3, Re = 150,
two-dimensional simulations.
amplitude of vibration decreases smoothly, instead of showing the abrupt decrease
observed for the single cylinder case. For the tandem arrangements, the range for
which the downstream cylinder vibrates with significant amplitudes does not have
an upper Vr limit like in the single cylinder case. For reduced velocities from 15 up
to 30, the amplitude of vibration is surprisingly high (between 0.4D and 0.5D), and
the phase angle is close to 180◦. In this same velocity range, the isolated cylinder
vibrated with negligible amplitudes (A/D < 0.1).
Regarding the frequency of vibration, also shown in figure 9.7, it can be seen
that for the first few points the frequencies follow the Strouhal line, but they stop
coinciding as soon as the amplitude of vibration becomes large. For 4.5 ≤ Vr ≤ 8.0,
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the frequency of vibration is close to the natural frequency of the structure, but the
data points show a slightly growing trend, different from the flat plateau observed
for the single cylinder case. It is also in this reduced velocity range, more specifically
for 6.0 < Vr < 6.5, that the phase angle jump occurs. For Vr > 8.5 the frequency
of vibration follows a linear trend with positive slope; however this slope is different
from that of the Strouhal line for the fixed arrangement. The reason for this can be
identified by looking at the vorticity contours in figure 9.8. Once the downstream
cylinder started to vibrate with a reasonable amplitude, the shedding regime changed
from what was observed when the cylinders were fixed, and so did the main frequency
of shedding and consequently the frequency of oscillation.
It should be noted that the shedding regime observed when the downstream
cylinder is vibrating is not exactly regime WG. The vortices do roll up upstream of
the leeward cylinder like in regimeWG, but they are still connected to the upstream
cylinder through the shear layer when they impinge on the downstream cylinder.
In regime WG the vortices coming from the upstream cylinder hit the downstream
body when they are already completely disconnected from the upstream cylinder.
In the FIV cases, the complete detachment of the vortex from the upstream body
happens only as the downstream cylinder moves across the wake, cutting off the
shear layer, as illustrated by the sequence of three contour plots in figure 9.9. Con-
sequently, for configurations with small separations the motion of the downstream
cylinder is tightly coupled with the vortex shedding from the upstream cylinder.
The normalised power spectral density (PSD) contours of the displacement and up-
stream lift coefficient signals shown in figure 9.11 show that the spectra of these
signals are practically the same. An important conclusion from this fact is that in
the lock-in range, the shedding from the upstream cylinder is also synchronised with
the motion of the downstream cylinder.
Another difference from regime WG is that the shedding from the downstream
cylinder is similar to that of a single cylinder, with interaction between the two op-
posite shear layers and the movement of the cylinder contributing to the mechanism
of shedding. In the regime WG there is no interaction between the opposite shear
layers of the downstream cylinder and no “true near wake” is formed. The shedding
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(a) Fixed cylinders (b) Vr = 10.0
Figure 9.8 – Instantaneous vorticity contours illustrating different shedding regimes.
Lx/D = 3, Re = 150, two-dimensional simulations.
frequency of the downstream cylinder is completely determined by the arrival of the
vortices from upstream.
The time histories and spectra displayed in figure 9.10 show that, for reduced
velocities within the lock-in range (figures 9.10(a)-(b)), the response of the down-
stream cylinder is similar to that observed for an isolated cylinder: the phase angle
is close to 0◦ in the initial branch and close to 180◦ in the lower branch, and there are
peaks at the odd-numbered harmonics of the oscillation frequency throughout the
entire synchronisation range. However, for higher reduced velocities (figure 9.10(c)),
the behaviour differs from that of an isolated cylinder. In the tandem arrangements,
the odd-numbered harmonics remain strong and the downstream cylinder vibrates
with large amplitudes.
The presence of the third harmonic at such high reduced velocities is caused by
the oscillatory flow in the gap between the cylinders. Figure 9.9 shows the flow fields
at selected instants of the oscillation cycle, for Vr = 10.0. Like the single cylinder
in the lock-in range, the force that drives the cylinder immediately after an extreme
of displacement originates from the vortex being formed at the side of the cylinder
closer to the wake centreline, as can be seen in figure 9.9(a). Also similarly to the
single cylinder at synchronisation, the force that mostly contributes to the cylinder
deceleration when the body is approaching an extreme of displacement is the high
pressure of the stagnation point shifted to the outer part of the wake, as illustrated
in figure 9.9(c). The difference is that for the tandem arrangement, the shifting
of the front stagnation point does not depend exclusively on the motion of the
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(a)
(b)
(c)
Figure 9.9 – Left – Graph of the lift coefficient and cylinder displacement along one
cycle. Right – vorticity iso-lines superposed on pressure contours at selected instants
of the oscillation cycle. Lines, contours and symbols are the same as in figure 9.5.
Two-dimensional flow around two cylinders in tandem with Lx/D = 3, Vr = 10.0,
Re = 150.
cylinder, but is decisively influenced by the oscillatory flow upstream. Figure 9.12
shows instantaneous streamtraces of the field pictured in figure 9.9(c). It can be
seen that the streamtraces approaching the downstream cylinder are curved towards
the wake centreline due to the velocity induced by the vortex in the near wake of
the upstream cylinder.
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Figure 9.10 – Downstream cylinder lift coefficient (solid lines) and displacement
(dashed lines) time history (left) and spectra (right). Lx/D = 3, Re = 150, two-
dimensional simulations.
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(a) Downstream cylinder yc (b) Upstream cylinder CL
Figure 9.11 – Contours of normalised power spectral density of the cylinder dis-
placement signal, as a function of the reduced velocity. Lx/D = 3, Re = 150, two-
dimensional simulations.
Figure 9.12 – Instantaneous streamtraces superposed on pressure contours. Dark
(light) contours correspond to high (low) pressures. Two-dimensional flow around two
cylinders in tandem with Lx/D = 3, Vr = 10.0, Re = 150.
9.1.3 Large cylinder separations
For the largest separations investigated, Lx/D = 5 and Lx/D = 8, the structural
response differed from what was observed for the isolated cylinder and for the tandem
arrangements with smaller separations. The results for Lx/D = 5 and Lx/D = 8
exhibited the same behaviour; shown in figure 9.13 are the results for Lx/D = 8. The
first difference from the smaller separations data is the presence of an easily identified
lock-in region: for 5.0 . Vr . 15.0 the cylinder vibrates at a frequency close to the
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Figure 9.13 – Amplitude, phase angle and frequency plots against reduced velocity
for the for the downstream cylinder in a tandem arrangement with Lx/D = 8, Re =
150, two-dimensional simulations.
structural natural frequency, instead of following the Strouhal frequency. In this
range, the shedding from the downstream cylinder has a strong component at the
natural frequency of the structure. It is worth highlighting that the synchronisation
range is much wider for Lx/D = 8 and Lx/D = 5 than for the single cylinder
case. Another evident feature of the large separation arrangements’ lock-in region
is a secondary peak in the amplitude, appearing where the Strouhal frequency is
approximately equal to 1.5fn. At the higher end of the synchronisation region, the
amplitude of vibration levels smoothly at a value which is significantly higher than
that observed for the single cylinder case, but lower than those observed for the small
separations. This large amplitude vibrations appears to be sustained for indefinitely
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(a) Downstream cylinder yc (b) Upstream cylinder CL
Figure 9.14 – Contours of normalised power spectral density of the cylinder dis-
placement signal, as a function of the reduced velocity. Lx/D = 8, Re = 150, two-
dimensional simulations.
high reduced velocities.
In figure 9.13 only the frequency with the highest energy is plotted. However,
there are important components of the force spectrum at other frequencies. The
PSD contours of the displacement signal shown in figure 9.14(a) reveal how the
secondary peaks in the spectrum vary with the reduced velocity. The peaks at
the higher frequencies, which follow a straight line of positive slope, correspond to
the shedding from the upstream cylinder. This can be verified by comparing this
curve with that in figure 9.14(b), which shows the PSD of the upstream cylinder lift
coefficient signal. The peaks at the lower frequencies in figure 9.14(a) do not have
the same origin for the entire range of reduced velocities. Within the lock-in range
(5.0 . Vr . 15.0), these peaks are at frequencies close to the natural frequency
of the structure, as expected. It is interesting to notice that the vibration of the
downstream cylinder does not affect the shedding of the upstream cylinder. This
is an important difference between the responses of the downstream cylinder in
tandem arrangements with small and large separations, since the results for small
separations in section 9.1.3 showed that in the lock-in range, the shedding from the
upstream cylinder was synchronised with the downstream cylinder oscillation.
For reduced velocities higher than those of the lock-in, figure 9.14(a) shows
that the lower frequency peaks follow another straight line of positive slope. The
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frequencies on this line are approximately half of the frequency of the upstream
cylinder shedding at the same reduced velocity. These peaks originate from the
interaction between the vortices in the wake of the downstream cylinder, which
gives rise to the secondary wake observed for tandem and staggered arrangements
with streamwise separation larger than the drag inversion spacing. As reported
in section 6.2.1, the secondary wake has a dominant frequency equal to half the
frequency of vortex shedding. It seems that the formation of the secondary wake has
a strong influence on the forces and consequently the response of the downstream
cylinder, since it can delay or anticipate the shedding of the vortices. Like the
arrangements with smaller separations, the two main mechanisms responsible for
the excitation of the cylinder are the lower pressure regions generated by the vortices
being shed and the shifting of the high pressure region at the front stagnation point.
In figure 9.15 it can be seen that the time histories of the lift coefficient and
displacement are not regular, even at the lock-in. This reflects in the spectra shown
in the same figure, which exhibit many spikes, in sharp contrast with the rather clean
spectra obtained for smaller separations (figure 9.10). The fact that the shedding
from the upstream cylinder shows a rather clean spectrum (figure 9.14(b)) suggests
that this irregular character of the response has its origins in the wake downstream
of the leeward cylinder. The time history in figure 9.15(a) shows that when the
reduced velocity is close to the first peak of amplitude in the synchronisation range,
the phase angle jumps intermittently from a value close to 0◦ to a value close to 180◦.
When the forces are in phase with the displacement, the cylinder experiences its
higher amplitudes of vibration; the shear layers separating from the leeward cylinder
interact and the wake formed downstream is regular, as illustrated in figure 9.16(a).
However, this state is not sustained when the amplitudes get too large, the phase
angle shifts to a value close to 180◦ and the amplitude decreases gradually, until one
of the vortices from the upstream cylinder impinges at the downstream cylinder at a
phase which puts the force again in-phase with the displacement, and the amplitude
builds-up again. This behaviour is repeated with some regularity, but is not totally
periodic.
For reduced velocities close to the second peak, illustrated in figure 9.15(b),
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(c) Vr = 20.0
Figure 9.15 – Downstream cylinder lift coefficient (solid lines) and displacement
(dashed lines) time history (left) and spectra (right). Lx/D = 8, Re = 150, two-
dimensional simulations.
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(a) Vr = 6.5
(b) Vr = 8.5
(c) Vr = 20.0
Figure 9.16 – Instantaneous vorticity contours for diverse reduced velocities, Lx/D =
8, Re = 150, two-dimensional simulations.
the phase angle varies less, with the force being out-of-phase with the displacement
most of the time. The force spectra is broad-band and the amplitude of displacement
shows significant modulations. Figure 9.16(b) shows that the shear layers in the near
wake of the downstream cylinder do not interact as for the previous case (Vr = 6.5),
and the far wake is very irregular. For higher reduced velocities (figure 9.15(c)),
the lift coefficient and displacement time histories are considerably smoother, but
the spectra show high energy at frequencies other than the Strouhal frequency,
particularly at half the Strouhal frequency. This component at half the Strouhal
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Figure 9.17 – Amplitude as a function of reduced velocity for all configurations.
Re = 150, two-dimensional simulations.
frequency can also be identified by observing the modulation in the amplitude of
displacement in the time history. The phase angle is consistently at values close to
180◦, and the wake downstream is wide and irregular (figure 9.16(c)).
9.1.4 Direct comparison of the two-dimensional results
In order to facilitate the direct comparison of the amplitude of response for each of
the configurations, all the amplitude results are plotted together in figure 9.17. This
figure illustrates very clearly the existence of three different behaviours. In addition,
it shows how much higher is the vibration amplitude of the downstream cylinder of
the tandem configurations when compared to the isolated cylinder case, and how
different is the behaviour at higher reduced velocities.
9.2 Three-dimensional simulations
A few three-dimensional simulations were performed to check the interaction be-
tween the structural response and three-dimensional structures in the flow. The
Reynolds number chosen was 300, which is well beyond the secondary instability in
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Figure 9.18 – Comparison between the amplitudes of vibration obtained from two-
(closed symbols) and three-dimensional (open symbols) simulations, single cylinder.
the flow around a single cylinder. The results for each configuration are presented
and analysed in the following sections.
9.2.1 Single cylinder
Figure 9.18 displays the amplitude results obtained with two- (Re = 150) and three-
dimensional (Re = 300) simulations. Although it was not possible to obtain enough
points to draw the complete curve for the three-dimensional simulations due to the
high cost of the computations, it can be seen that the three-dimensional results
follow the same trend of the two-dimensional data. It seems that the Reynolds
number tested is still too low to obtain an upper branch of response, like observed
in the experiments of Khalak & Williamson (1999).
Further insight on the three-dimensional results can be gained by studying the
time histories and spectra in figure 9.19 and the vorticity iso-surfaces in figure 9.20.
For reduced velocities in the initial branch (figure 9.19(a)), the time history is as
regular as that obtained in the two-dimensional simulations (figure 9.3(b)). Also
the force and displacement spectra for such reduced velocities is remarkably clean,
with well-defined peaks at the odd-numbered harmonics of the oscillation frequency.
This is entirely consistent with the vorticity field illustrated in figure 9.20(a), which
shows that the flow is actually two-dimensional. It seems that the wake resulting
from the vibration of the cylinder in the initial branch (φ ≈ 0◦) is stable to three-
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Figure 9.19 – Cylinder lift coefficient (solid lines) and displacement (dashed lines)
time history (left) and spectra (right). Single cylinder, Re = 300, three-dimensional
simulations.
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(a) Vr = 4.0
(b) Vr = 6.0
(c) Vr = 8.0
Figure 9.20 – Instantaneous iso-surfaces of spanwise vorticity (translucent surfaces)
and streamwise vorticity (solid surfaces) for diverse reduced velocities. Solid light grey
and dark grey surfaces represent iso-surfaces of negative and positive ωx respectively.
Single cylinder, Re = 300, three-dimensional simulations.
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dimensional perturbations for Reynolds numbers considerably higher than the fixed
cylinder critical Reynolds number.
At the lower branch (figure 9.19(b)), the displacement time history is still smooth,
but the lift force time history exhibits some modulation. This is confirmed by the
spectrum displayed on the right-hand side of the figure. Figure 9.20(b) shows that for
this case three-dimensional structures do develop in the wake, and the streamwise
vorticity contours are similar to those observed for mode B (streamwise vortices
concentrated in the shear layer, with the same symmetry as mode B and spanwise
wavelength approximately equals to 1D). However, the spanwise correlation of the
vortex tubes is still high, as evidenced by the presence of wavy but vertical tubes
far downstream.
Finally, for reduced velocities higher than those of the synchronisation range, the
amplitude of vibration of the cylinder is very small as can be seen in figure 9.19(c).
The force and displacement spectra are not smooth due to the presence of three-
dimensional structures in the wake, shown in figure 9.20(c). Once more, the stream-
wise vortices show strong similarity with those of mode B. Note that the spanwise
correlation of the vortex tubes is remarkably poorer than for reduced velocities in
the lower branch.
9.2.2 Lx/D = 1.5
The amplitude of response of the downstream cylinder in the configuration with
streamwise separation Lx/D = 1.5 obtained from three-dimensional simulations for
diverse reduced velocities is plotted in figure 9.21 together with the results obtained
for Re = 150 with two-dimensional simulations. Like in the single cylinder results,
the amplitudes for Re = 300 follow the same trend as those calculated for Re = 150.
However, an important difference is that for Lx/D = 1.5, the amplitudes of the three-
dimensional simulations were higher than those of the two-dimensional simulations,
while the inverse occurred for the single cylinder and all the other configurations.
The results in figure 9.22 help to explain this behaviour. The time histories
and spectra in this figure are remarkably similar to those obtained for the two-
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Figure 9.21 – Comparison between the amplitudes of vibration obtained from two-
(closed symbols) and three-dimensional (open symbols) simulations, Lx/D = 1.5.
dimensional simulations. This is because the flow field in the proximity of the cylin-
ders is actually two-dimensional, as better illustrated by the vorticity iso-surfaces
plotted in figure 9.23. The higher amplitudes observed for Re = 300 can then be ex-
plained by the fact that in the two-dimensional flow increasing the Reynolds number
makes the vortices stronger, so the oscillatory forces impinging on the downstream
cylinder are also stronger.
The fact that the flow is essentially two-dimensional for this configuration is in
line with the results reported in section 5.3, in which linear stability calculations
predicted a critical Reynolds number for the onset of three-dimensional instabilities
of Rec = 315±1. Since the oscillation of the cylinder usually improves the spanwise
correlation of the vortices, one should expect that the critical Reynolds number of
the arrangement with elastically-mounted downstream cylinder would be equal or
higher than that of the arrangement with fixed cylinders.
Curiously, for reduced velocities in the lower branch, three-dimensional structures
develop far downstream, as illustrated in figure 9.23(b). However, the influence of
these flow structures on the forces applied on the cylinder is negligible, and the
spanwise correlation of the lift and drag is perfect. Three-dimensional structures
in the far wake were also observed in the numerical simulations reported by Carmo
& Meneghini (2006), and in that case these structures were also observed to have
no effect in the forces imposed on the cylinder. It seems that such structures arise
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Figure 9.22 – Downstream cylinder lift coefficient (solid lines) and displacement
(dashed lines) time history (left) and spectra (right). Lx/D = 1.5, Re = 300, three-
dimensional simulations.
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(a) Vr = 5.0
(b) Vr = 7.0
(c) Vr = 15.0
Figure 9.23 – Instantaneous iso-surfaces of spanwise and streamwise vorticity for
diverse reduced velocities, Lx/D = 1.5, Re = 300, three-dimensional simulations.
Surfaces are as in figure 9.20.
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Figure 9.24 – Comparison between the amplitudes of vibration obtained from two-
(closed symbols) and three-dimensional (open symbols) simulations, Lx/D = 3.
from convective instabilities in the far wake; this could explain why they were not
captured in the linear stability analysis described in section 5.3, since this kind of
analysis only captures absolute asymptotic instabilities.
9.2.3 Lx/D = 3
The amplitude results shown in figure 9.24 show that also for Lx/D = 3 the results
for Re = 300 follow the trend observed for Re = 150. The main difference between
these results and those obtained for Lx/D = 1.5 shown in figure 9.21 is that for
Lx/D = 3 the amplitudes obtained for Re = 300 are slightly smaller. This is
because the flow field is strongly three-dimensional, as further investigation reveals.
The time histories shown in figure 9.25 are similar in character to those ob-
tained for Re = 150 (figure 9.10), but with noticeably modulation in the force
and displacement signals within the synchronisation range. This is reflected in the
roughness of the traces and broad peaks in the spectra shown on the right-hand side
of figures 9.25(a) and 9.25(b). These modulations appear due to the presence of
three-dimensional structures, clearly illustrated in figure 9.26.
At the initial branch (figure 9.26(a)), the effect of the three-dimensional insta-
bilities is so strong that the spanwise vortices completely disappear a few diameters
downstream of the arrangement. It can be seen that the streamwise vortices develop
close to the wall of the downstream cylinder; this fact added to the strong coupling
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Figure 9.25 – Downstream cylinder lift coefficient (solid lines) and displacement
(dashed lines) time history (left) and spectra (right). Lx/D = 3, Re = 300, three-
dimensional simulations.
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(a) Vr = 5.0
(b) Vr = 6.0
(c) Vr = 15.0
Figure 9.26 – Instantaneous iso-surfaces of spanwise and streamwise vorticity for
diverse reduced velocities, Lx/D = 3, Re = 300, three-dimensional simulations. Sur-
faces are as in figure 9.20.
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Figure 9.27 – Comparison between the amplitudes of vibration obtained from two-
(closed symbols) and three-dimensional (open symbols) simulations, Lx/D = 5 and
Lx/D = 8.
between the spanwise vortices and three-dimensional instabilities indicate that the
dominant mode in such flows must be mode T3.
The three-dimensional structures are completely different at the lower branch.
Figure 9.26(b) shows that at Vr = 6.0 the streamwise vortices originate in the base
region of the upstream cylinder and are similar to those characteristic of mode B. The
spanwise vortices persist until very far downstream, although they show considerable
waviness. It is remarkable that flows in the initial and lower branches, which have
very close reduced velocities and amplitude of response, can be so fundamentally
different.
For reduced velocities high enough to be outside the synchronisation range,
strong streamwise vorticity is still observed, as can be seen in figure 9.26(c). How-
ever, these three-dimensional structures are clearly less persistent than for the re-
duced velocities in the lower branch (figure 9.26(b)), and also have a larger spanwise
wavelength. The spanwise vortices still show high spanwise correlation, probably
due to the high amplitude of vibration of the downstream cylinder.
9.2.4 Lx/D = 5 and Lx/D = 8
The results of the simulations of the FIV at Re = 300 for the configurations with
larger separations, Lx/D = 5 and Lx/D = 8, also showed the same trend as the
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results obtained for Re = 150, as can be seen in figure 9.27. There is a well-defined
lock-in region, followed by a plateau at higher reduced velocities. In general, the
amplitude of response at Re = 300 was slightly lower than those at Re = 150 at the
same reduced velocities. This is because the presence of three-dimensional structures
increases the transport of vorticity from the main spanwise cores and de-correlates
the forces in the spanwise direction. These phenomena make the resulting forces on
the downstream cylinder less intense, counter-balancing the effect of the increase of
the Reynolds number.
Also similar to the results at Re = 150 are the time histories in figure 9.28:
the characteristics of the force and displacement signals at the first and second
peak of the lock-in and at higher velocities are the same as in figure 9.15, which
shows the two-dimensional results. Nonetheless, the spectra of the three-dimensional
simulations in figure 9.28 are more broad-band than those obtained from two-
dimensional simulations (figure 9.15). The reason for that is the development of
three-dimensional structures in the flow, which increases the level of irregularity in
the forces imposed on the cylinders.
Figure 9.29 shows iso-surfaces of spanwise and streamwise vorticity for selected
reduced velocities. It can be seen that the flow is indeed strongly three-dimensional
for all the range of reduced velocities. The streamwise vortices develop in the
near wake of the upstream cylinder, and have predominantly the characteristics
of mode B. The braids of streamwise vortices break down when they approach the
downstream cylinder, and no organised streamwise vorticity pattern can be observed
further downstream. This is consistent with the results obtained in the investiga-
tion of the secondary instabilities in the wake of fixed arrangements, described in
section 5.6. It seems that, for separations larger than the drag inversion spacing,
the motion of the downstream cylinder does not change the sensitivity of the flow to
three-dimensional perturbations and the evolution of the three-dimensional struc-
tures as they are convected.
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Figure 9.28 – Downstream cylinder lift coefficient (solid lines) and displacement
(dashed lines) time history (left) and spectra (right). Lx/D = 5, Re = 300, three-
dimensional simulations.
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(a) Lx/D = 5, Vr = 6.0
(b) Lx/D = 5, Vr = 8.5
(c) Lx/D = 8, Vr = 20.0
Figure 9.29 – Instantaneous iso-surfaces of spanwise and streamwise vorticity for
diverse reduced velocities, Lx/D = 5 and Lx/D = 8, Re = 300, three-dimensional
simulations. Surfaces are as in figure 9.20.
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9.3 Discussion
9.3.1 Two-dimensional vs three-dimensional simulations
When performing numerical simulations of flows it is worth investigating whether
two-dimensional calculations are enough to capture the relevant physical mecha-
nisms or it is necessary to resort to expensive three-dimensional calculations. This
is particularly relevant in parametrical studies, as the number of cases to be sim-
ulated are usually large. The results presented in this chapter may provide some
guidance regarding this question for future studies.
For all the configurations investigated, the three-dimensional results were ob-
served to follow the same trend as the two-dimensional results. However, the flow
field is strongly three-dimensional for most of the configurations, and it is likely
to be like that for all configurations if the Reynolds number is further increased.
Obviously, this makes the quantitative match between two-dimensional and three-
dimensional results, or two-dimensional and experimental results, seem improbable.
So if one is interested in obtaining accurate values of the forces or structural re-
sponse, there is no doubt that three-dimensional calculations are strictly necessary.
However, we have to consider that the high cost of ALE simulations per se
added to the cost of running the calculations in three-dimensions makes a rigourous
parametric study unfeasible. It seems that given the computational power cur-
rently available, a better strategy would be to sweep the parameter space with
two-dimensional calculations, and then use three-dimensional simulations to study
in depth the cases of interest, or representative cases of the different behaviours
observed. Needless to say, this approach is valid only when the relevant physical
features of the phenomenon are essentially two-dimensional and properly captured
by the two-dimensional simulations. The results presented in this chapter showed
that this is the case for the FIV of the downstream cylinder in the flow around cir-
cular cylinders in tandem for moderate Reynolds numbers (Re ≤ 1000). For higher
Reynolds numbers, it should be remembered that an upper branch of response is
observed in the VIV of an isolated cylinder (Khalak & Williamson, 1999). It is
possible that the response of a downstream cylinder in a tandem arrangement is
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not affected in the same way, so this Reynolds number limit could be increased. In
fact, the experimental results of FIV of cylinders in tandem arrangements at higher
Reynolds numbers available in the literature do not show the presence of an upper
branch in the response of the downstream cylinder (see the literature review in sec-
tion 7.2). Nonetheless, further investigations are necessary in order to assure that
three-dimensional structures do not change fundamental characteristics of the flow
at higher Reynolds numbers.
9.3.2 Physical mechanism
We have seen that the forces applied on the downstream cylinder have two main
origins: the vortices shed from the downstream cylinder, which produce low pressure
regions in the vicinity of the body; and the shifting of the front stagnation point,
which is an area of high pressure. In the flow around a single cylinder, the low
pressure regions generated by the vortices shed are also present, so the shifting of
the front stagnation point must be the main reason for the differences observed
between the responses of an isolated cylinder and of the downstream cylinder in
tandem arrangements, both at the lock-in and at higher reduced velocities.
In the flow around tandem arrangements, the position of the stagnation point
oscillates along the front portion of the wall of the cylinder because the flow in
the gap between the bodies is oscillatory. These oscillations are more regular for
configurations with small separations because the shedding of the upstream cylinder
is coupled with the motion of the downstream cylinder. This kind of ‘feedback’ adds
to the self-governing character of the vibrations, resulting in higher amplitudes of
vibrations. For large separations, the shedding from the upstream cylinder does not
lock to the motion of the downstream cylinder, so the oscillatory flow in the gap
has a constant frequency, which is approximately equal to the shedding frequency
observed for fixed arrangements. The irregularity in the motion of the downstream
cylinder in such configurations is basically due to the vortex interactions downstream
and also to the strong three-dimensional character of the flow in the gap.
In the framework of the equation (8.1), we could say that, for an isolated cylinder,
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the lift force depends only on y¨∗c , y˙
∗
c and t
∗; it does not matter where the cylinder is
located in the fluid stream. For the downstream cylinder in tandem arrangements,
the lift force also depends on y∗c , since the oscillatory flow is restricted to the wake
of the upstream cylinder, and the response of the cylinder changes if its neutral
position is displaced.
A natural question to be asked is whether this physical mechanism would also
be able to explain the vibrations of cylinders allowed to move in the streamwise
direction too or the response of configurations in which the upstream cylinder is
also elastically-mounted. We argue that in such cases, the upstream cylinder would
still shed vortices, so the flow in the gap would still be oscillatory. Therefore, the
mechanism proposed should also be present in such cases. However, if the upstream
cylinder is allowed to vibrate, the wake in the gap can be considerably different from
the cases we have investigated in this chapter, and this can dramatically change the
response of the downstream cylinder. Particularly for small separations, the “fluid
coupling” between the two cylinders is very strong, and it would not be surprising if
completely unusual response characteristics were observed for each of the cylinders,
specially in the synchronisation range.
Another issue worth discussing is the effectiveness of traditional FIV suppressing
devices, like strakes, in the tandem arrangements we have investigated. Probably
the most natural decision one would make is to use these devices on the down-
stream cylinder only. However, it is unlikely that this approach would decrease the
vibrations to a satisfactory level. These devices are primarily designed to be used on
isolated cylinders, so ultimately they inhibit the vibrations by modifying or stopping
the vortex shedding. However, besides the vortex shedding, the oscillatory flow in
the gap is also responsible for the vibrations of the downstream cylinder in tandem
arrangements. So, a completely efficient solution would also have to act on the flow
in the gap, and this almost certainly means that some sort of modification must be
carried out on the upstream cylinder too, so as to prevent the vortex shedding from
this body.
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9.3.3 Comparison with experimental data
According to the previously published experimental research reviewed in chapter 7,
the downstream cylinder in tandem arrangements experiences amplitudes of vibra-
tion higher than those experienced by an isolated cylinder in the lock-in, and when
the mass ratio is sufficiently low, the amplitudes of vibration are also significant
for higher reduced velocities. The computational results presented in this chapter
were able to reproduce high amplitude vibrations both in the lock-in and for higher
reduced velocities. However, an important difference between our results and previ-
ously published experimental data is that, for reduced velocities higher than those
of the lock-in range, the amplitude of vibration of the downstream cylinder in ex-
periments is observed to increase with reduced velocity, while in our computational
results (both two- and three-dimensional) the amplitude reaches a plateau which
seems to be maintained for indefinitely high reduced velocities.
To explain the reasons for this discrepancy, it is necessary to check how exactly
the phenomenon is usually investigated in computations and experiments. One of
the fundamental differences between these two approaches is on the way the reduced
velocity was varied. In the majority of the experimental works, the stiffness of the
structure was kept constant and the speed of the flow was varied, thus the Reynolds
number varies at the same rate as the reduced velocity. In our computational simu-
lations, the parameter that was varied was the structural stiffness, so the Reynolds
number was kept constant while the reduced velocity was changed. This indicates
that the Reynolds number may be fundamental in the determination of the response
amplitude of the cylinder.
Figure 9.30 shows data from preliminary two-dimensional simulations of the FIV
of the downstream cylinder in a tandem arrangement with Lx/D = 4, varying the
reduced velocity by changing the free stream speed, so the Reynolds number varies
as well. The structural parameters were m∗ = 2 and ζ = 0.0 and the ratio between
Reynolds number and reduced velocity Re/Vr = 30. We also present new experi-
mental data of the FIV of the same configuration in figure 9.31. In the experiments,
the structural parameters of the oscillating system were m∗ = 2.6 and ζ = 0.007,
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Figure 9.30 – Response of the downstream cylinder in a tandem arrangement with
Lx/D = 4 with the upstream cylinder fixed, obtained with two-dimensional sim-
ulations. The reduced velocity was varied by changing the free stream speed, so
Re/Vr = 30. The structural parameters were m∗ = 2.0 and ζ = 0.0.
Figure 9.31 – Experimental data showing the response of the downstream cylinder
in a tandem arrangement with Lx/D = 4 with the upstream cylinder fixed, from Assi
et al. (2008). m∗ = 2.6 and ζ = 0.007.
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and the Reynolds numbers were of order 104. Although two-dimensional simulations
are evidently not appropriate for obtaining quantitatively accurate results in flows
at such Reynolds numbers, we believe they can capture the essence of the relevant
physical mechanisms and provide a qualitative estimation of the actual response (see
discussion in section 9.3.1). It can be seen that by varying the Reynolds number
with the reduced velocity the increasing trend in the amplitude is recovered, and the
behaviour of the structure qualitatively matches the experimental data. The data
in figures 9.30 and 9.31 are part of an ongoing work in collaboration with Gustavo
Assi. This research comprises a combination of experimental and computational
efforts in order to achieve a deeper understanding of the mechanisms of the FIV
at high reduced velocities for configurations with separations larger than the drag
inversion spacing, for a large range of Reynolds numbers.
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Chapter 10
Conclusions
In this thesis, two important aspects of the flows around circular cylinders subjected
to wake interference were investigated. The first of them was the secondary insta-
bilities that trigger the development of three-dimensional structures in the wakes
of flows around fixed cylinders, and the second was the response of a compliantly-
mounted cylinder immersed in the wake of an identical fixed body. Numerical tools
were developed or adapted in order to carry out stability calculations and flow-
induced vibration simulations. The results were compared with those obtained for
a single cylinder, and physical arguments were proposed to explain the different
behaviours observed. The main original contributions of this thesis are three:
1. Identification and characterisation of the secondary instabilities in the flow
around two circular cylinders in tandem, with centre-to-centre distance greater
or equal to 1.2 cylinder diameters.
We have identified the different modes that take part in the wake transition, using
plots of the Floquet multiplier versus spanwise wavenumber and neutral stability
curves. We have also characterised the symmetries and periodicity of these modes,
and proposed physical mechanisms to explain the instabilities. In addition, the
nonlinear behaviour of the modes has been investigated utilising three-dimensional
simulations interpreted within the framework of the Landau equation.
We concluded that the different scenarios observed depended fundamentally on
the separation between the cylinders. If the separation was less than the drag
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inversion spacing, the downstream cylinder had a stabilising effect in the flow. For
such cases, the three-dimensional structures appeared later in terms of Reynolds
number than for the flow around an isolated cylinder. In addition, the topologies
of the unstable modes for these configurations were different from those observed in
the flow around a single cylinder. It was shown that for configurations at shedding
regime SG, the unstable mode at the onset of the secondary instability originated
at the formation region, downstream of the leeward cylinder. This mode, referred
to as mode T1, has a topology that breaks the spatial symmetry of the base flow,
and its physical mechanism appears to be associated to a hyperbolic instability,
indicating that mode T1 may actually be a manifestation of the single cylinder
mode B. For slightly larger separations, the shedding regime changed to AG and
a different unstable mode, named mode T2, was observed. Mode T2 has its origin
at the base of the downstream cylinder, upstream of the vortex formation region.
A centrifugal instability in this region seems to give rise to this mode. Like the
single cylinder mode A, mode T2 wake topology keeps the in-plane spatial symmetry
observed in the base flow. If the separation is increased a little more, but not so
much as to change the base flow shedding regime, a new unstable mode (mode T3)
is initiated at the interstitial region. Like modes B and T1, mode T3 also breaks
the spatial symmetry of the base flow. Some of the mode attributes suggest that
the underlying physical mechanism is a cooperative elliptical instability, so mode T3
could be interpreted as a manifestation of the single cylinder mode A, despite the
different symmetries of the two. This difference can be explained by the distinct
kinematics in each of the base flows.
On the other hand, if the separation was greater than the drag inversion spac-
ing (shedding regime WG), the initial stages of the transition in the wake occurred
in a similar way to that of the isolated cylinder. The first instability, mode A,
arose earlier in Reynolds number terms when compared to the single cylinder case,
and it is therefore concluded that the downstream cylinder has a destabilising ef-
fect on the flow for separations larger than the drag inversion spacing. Curiously,
the downstream cylinder had the opposite effect on mode B instability, delaying its
bifurcation, as predicted by linear stability analysis. However, these different be-
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haviours are consistent with previously proposed physical mechanisms for the origin
and sustainment of these modes.
2. Identification and characterisation of the secondary instabilities in the flow
around two circular cylinders in staggered arrangements, with streamwise sep-
aration equal to 5 cylinder diameters and cross-stream separation varying from
0.5 to 3 cylinder diameters.
Employing the same methodology used to study the tandem arrangements, we
have found that the basic modes in the wake transition in the flow around a single
circular cylinder, modes A and B, were also found for these staggered arrangments.
However, one important distinction between the staggered arrangements and the
single cylinder case regarding modes A and B was the different critical Reynolds
numbers and corresponding perturbation wavelengths. It is worth noting is that
modes A and B originated in the near wake of the upstream cylinder for all staggered
arrangements.
Another important finding of this study was the presence of the sub-harmonic
mode C in the wake transition for some asymmetrical arrangements. The linear
stability results for this mode agree well with previous investigations (Sheard et al.,
2003; Zhang et al., 1995) in many aspects, such as type of perturbation symme-
try, wavelength and periodicity. Interestingly, while modes A and B first appear
in the near wake of the upstream cylinder, mode C initiates in the near wake of
the downstream cylinder. Mode C bifurcation was subcritical for Ly/D = 1.0, su-
percritical for Ly/D = 2.0 and Ly/D = 2.5 and again subcritical for Ly/D = 3.0.
However, since the vortex shedding regime for Ly/D = 1.0 is different from that
for Ly/D ≥ 2.0, the configuration Ly/D = 1.0 must be considered separately if we
want to isolate the three-dimensional effects. For configurations Ly/D = 2.0 and
Ly/D = 2.5 mode C presented a supercritical character, but it bifurcated before
mode A for Ly/D = 2.0 and after mode A for Ly/D = 2.5. For Ly/D = 3.0, it
bifurcated after mode A, but through a subcritical route. Bearing this in mind, we
deduce that the character of the bifurcation of mode C is not directly related to the
order the modes bifurcate.
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For Ly/D ≥ 1.0, all three modes appear in the Reynolds number range inves-
tigated, and the fact that mode C appears for two substantially different type of
wakes (Ly/D = 1.0 and Ly/D ≥ 2.0) indicates that the vortex shedding regime and
the presence of mode C are not directly related, although both depend on the geo-
metrical configuration of the bodies. In addition, the results presented in this work
corroborate the hypothesis that mode C is a fundamental mode in the secondary
instability of time-periodic wakes which lose their H symmetry due to a perturba-
tion imposed by an external agent; in the present case, the external agent was the
wake of the upstream cylinder, in Sheard et al. (2003) it was the opposite side of the
bluff ring and in Zhang et al. (1995) the control wire placed close to the cylinder.
Mode C seems to replace the quasi-periodic mode that emerges in H symmetric
wakes (Blackburn & Lopez, 2003a; Marques et al., 2004; Blackburn et al., 2005),
spanning the same wave number range.
3. Analysis of the flow-induced vibrations of an elastically mounted circular cylin-
der with low mass and damping and allowed to vibrate in the cross-stream di-
rection, placed downstream of a fixed identical body, in a tandem arrangement.
We have employed direct numerical simulations to analyse the structural response
and flow fields obtained for tandem arrangements with diverse centre-to-centre sep-
arations. The Reynolds numbers tested were Re = 150 for two-dimensional simula-
tions and Re = 300 for three-dimensional simulations, and they were kept constant
while the reduced velocity was varied by changing the structural stiffness.
The results showed that there are significant changes in the structural response
of the tandem arrangements when compared to an elastically mounted single cylin-
der. The lock-in region boundaries are modified: it is difficult to define an upper
limit for configurations with small separations (Lx/D ≤ 3) and for larger cylin-
der separations, the lock-in region is much wider than in the single cylinder case.
The maximum displacement amplitude observed in the synchronisation range is also
larger, approaching values 50% higher than the maximum displacement amplitude
of the single cylinder case. In addition, the displacement amplitude responses at
high reduced velocities were very significant, in some cases comparable to the high-
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est amplitude in the single cylinder case. The physical mechanism responsible for
these differences appears to be related to the oscillatory flow in the gap between
the cylinders, which causes the front stagnation point of the downstream cylinder
to shift alternatively along the upstream portion of the cylinder wall.
The three-dimensional simulations highlighted that the dynamics of the struc-
tural response were not fundamentally affected by the presence of the three-
dimensional wake structures. This suggests that two-dimensional simulations might
provide some physical insights in preliminary studies of the large parameter space
involved in this problem, although they will certainly not be able to provide accurate
quantitative results. Also, it was noticed that the vibration of the cylinder improves
the spanwise correlation of the vortices, although it is not generally sufficient to make
the flow completely two-dimensional. Interestingly, some of the three-dimensional
instabilities investigated in the flow around fixed cylinders were also observed in the
three-dimensional FIV simulations. The presence of three-dimensional structures in
the flow causes the spectra of displacement and force to be broad-band.
Although many insights were gained from the FIV results reported in this thesis,
there is still a number of issues that remain to be investigated. One of them is the
dependence of the response on the Reynolds number, and this question is already
being addressed in an ongoing collaboration with experimental researchers in the
Department of Aeronautics. Other topics that are worth investigating are the FIV
of cylinders allowed to move in the streamwise as well as the cross-stream direction,
the FIV in arrangements where the upstream cylinder is also compliantly-mounted,
the development of reduced models to predict the response of the cylinders and the
design of effective FIV suppressors for flows with wake interference.
Another natural extension of this research which remains as a recommendation
for future work is the characterisation of the secondary instabilities in the two-
dimensional flows investigated in the flow-induced vibration problems. The stability
analysis of these cases could be done with a small modification of the algorithm we
have employed for the fixed arrangements. This modification consists in including
the downstream cylinder displacement and acceleration as state variables, and link-
ing the boundary conditions of the perturbation flow on the downstream cylinder
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walls to these state variables.
The level of complexity of the changes in the early stages of the wake transition
and also in the structural response of a elastically-mounted cylinder should discour-
age any extrapolation from isolated body results to multiple body configurations.
We believe that the results and conclusions presented here can be used as guides
in the careful assessment of the flow interference effects that are necessary prior to
scientific or engineering work on flows around multiple bodies.
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