In this paper, we apply a modified version of the Mishkin (1983) test to companies in the UK stock market in order to investigate the presence of accruals and cash flow effects on UK firms' annual returns. First, we find that accruals decile rankings have Ushaped, or inverted U-shaped, or no relationships with most of the risk variables. Accruals decile rankings have, however, a negative relationship with the ratio of research and development to market value which is known to have a positive relationship with returns. Second, regarding the relationship between risk controls and returns, we find evidence associated with an RD effect and some evidence in favour of earnings-price and past return effects. We find little evidence of firm size, book tomarket, and firm leverage effects, once the other variables are controlled for. Third, for the period 1990-2007, we report little evidence of general accruals mispricing in the UK in which accruals have a negative relationship with future returns, once risk has been accounted for. Additionally, after treatment of extreme observations, evidence of cash flow mispricing is found for the UK stock market. An alternative interpretation of our results is that there is no separate accruals effect, at least in the way predicted by the conventional mispricing stories, once other effects are taken into account, but there is a separate cash flow effect. 
INTRODUCTION
Since being reported by Sloan (1996) , the accruals anomaly in the USA has attracted the attention of researchers trying to better understand it. Simply put, based on a sample of firms listed on the NYSE and AMEX, and a specific application of the Mishkin (1983) test, Sloan (1996) reports that US investors seem unable to correctly understand the persistence of the different components of reported earnings. Put another way, US investors, in the aggregate, are irrational forecasters. In particular, when forecasting next period earnings, such investors over-weight the accruals component, and underweight the cash flow component, of earnings. Consequently, firms that have relatively high (low) accruals are found to have higher (lower) earnings forecast than is rational.
This leads to accruals being negatively associated with returns. It is this irrational
forecasting that is thought of as the accruals anomaly. Sloan (1996) then hypothesises that it could be possible to take advantage of the identified inefficient forecasts and implement an investment strategy that yields abnormal returns. Such a strategy involves going long on low accruals firms and short on high accruals firms, with the original results in Sloan (1996) estimating a sizeadjusted, one year-ahead, abnormal return of 10.4%.
Following the initial results by Sloan (1996) , researchers have explored various aspects of the accruals anomaly on US data. 2 One particular line of questioning is concerned with how the Mishkin (1983) test is applied in Sloan (1996) . The conventional way in 2 See Soares and Stark (2009) for a summary of various other lines of questionning explored with respect to the accruals anomaly and its implications.
which the Mishkin (1983) test has been applied in investigating the accruals anomaly is to posit two equations -the first a linear forecasting equation in which earnings are forecast using accruals and cash flows as the forecasting variables, the second an abnormal returns equation in which abnormal returns are solely a function of unexpected earnings. The two equations are simultaneously estimated and inconsistencies between the two tested for. Kraft et al. (2007) raise a number of issues concerning this application of the Mishkin (1983) test in Sloan (1996) . First, they point out that the two-stage estimation process requires that the sample of firms used has a potential survivorship bias built into it as a consequence of a requirement for next year's earnings to be available and, hence, that the firm has survived for a further year in order for it to enter into the sample for any given year. Second, but still operating within the two equation structure identified above, they argue that the two-stage version of the Mishkin (1983) test is particularly sensitive to the presence of omitted variables in the earnings forecasting equation that are themselves mis-priced when attempting to draw inferences about specific components of earnings (e.g., accruals and cash flows). Third, they suggest that an alternative version of the Mishkin (1983) test, based upon the form put forward by Abel and Mishkin (1983) involving the estimation of only a single equation in which abnormal returns are expressed as a function of earnings forecasting variables (including accruals and cash flows, but also other variables thought to be useful in forecasting earnings), is equally as appropriate as the two-stage process. Here, the null hypothesis is that the forecasting variables should have no explanatory power if pricing is rational. This approach can deal with the omitted variables problem more easily than the two-stage process, and also does not require that one period-ahead earnings are known for a firm to enter into the estimation sample.
As mentioned above, Kraft et al. (2007) still assume that, even in the presence of a number of different earnings forecasting variables, abnormal returns can safely be modelled only as a function of unexpected profits. As a consequence, they still assume that only a single forecasting equation -that for earnings -is relevant for identifying forecasting irrationality and a significant coefficient for any forecasting variable in explaining one period-ahead abnormal returns implies that its true weight in forecasting earnings is misunderstood by market participants. The specific form of forecasting irrationality then can be identified.
Pope (2001) Francis and Smith (2005) find that firm-specific estimates of the persistence of accruals and cash flows in forecasting next period's income from continuing operations are approximately equal, in contrast to the cross-sectional estimates used in implementing the Mishkin (1983) test in Sloan (1996) and other papers. This suggests that the Mishkin (1983) test could also be flawed in the With respect to Kraft et al. (2007) , the basic structure of analysis of Pope (2001) suggests two problems. First, abnormal returns ought to be modelled as a function of all the unexpected components of the earnings forecasting variables. Second, forecasting equations for each of the forecasting variables need to be modelled. The first contribution of the paper is to describe a single-stage Mishkin (1983) test that incorporates these features, together with identifying the inferences that can be drawn from the test. The single-stage test essentially follows the same form as that in Kraft et al. (2007) . Nonetheless, we observe that although pricing irrationality implies forecasting irrationality, the converse is not true. Further, pricing irrationality does not enable any specific form of forecasting irrationality to be identified.
A second form of problem with applying our Mishkin (1983) test is the measurement of abnormal returns. Such a task requires the specification of an asset pricing model or, more generally, a risk control approach (this issue also arises when the profitability of accruals-based trading strategies are investigated). Three approaches seem possible.
First, an asset pricing model could be specified, the parameters of which can be estimated from historical data in order to estimate a 'normal' return against which the actual return can be benchmarked. Nonetheless, in the UK in particular, it is not clear which asset pricing model is appropriate. For example, Michou et al. (2010) suggest that neither the capital asset pricing model nor versions of the Fama-French (1993) three context of investigating the presence of an accruals anomaly as a consequence of the use of crosssectional estimates of the income forecasting equation.
factor model are well-specified on UK data. Further, Gregory et al. (2009) question the efficacy of expanding the three factor model to include a momentum factor. 4 Second, individual firm returns can be matched with the return on a benchmark portfolio formed on the basis of firm characteristics thought to capture risk. Such an approach has been popular in the US, where size-matched abnormal returns have often been estimated in the context of tests of the accruals anomaly. The difficulty with this approach is that, in the UK in particular, it is difficult to match on any more than two risk characteristics, because of the number of listed firms, whereas evidence suggests that there are more than two characteristics with the potential to capture risk (for example, Al-Horani et al., 2003, and Dedman et al., 2009 , suggest that the ratio of research and development expenditures to market value is the single strongest explanatory variable of returns when size, book-to-market, and the ratio are compared and prior research also suggests that returns are related to the earnings-price ratio, past returns, and leverage).
Third, individual firm returns can be regressed on firm characteristics known to be associated with the cross-section of returns (e.g., size, book-to-market, past returns, etc.), together with accruals and cash flows (e.g., Pincus et al., 2007) . Essentially, this moves the expected return component of the dependent variable in the Mishkin (1983) test to the right hand side of the equation.
4 Khan (2008) questions whether the approaches used to control for risk in assessing the returns to accruals-based portfolio strategies in the US are effective. He provides evidence that the risk models normally used by previous studies might not be complete in correctly capturing risk, with insignificant abnormal returns for accruals-based hedge portfolios being reported when using an extended model of asset pricing which includes the Fama and French (1993) factors, and two additional factors (based on dividends on the market portfolio, and news about the future expected returns on the market portfolio).
Such an approach can be interpreted in more than one way, however. If there are rational reasons why the firm characteristics should capture risk, the regression approach allows an expanded approach to capturing risk. Alternatively, if it is not clear why, from a theoretical perspective, the chosen firm characteristics capture risk, the regression approach has the potential to identify whether one anomaly (e.g., the accruals anomaly) is distinct from other anomalies (e.g., the size anomaly).
Finally, using US data, Kothari et al. (2005) find that the Mishkin (1983) test is sensitive to the treatment of extreme observations. For example, Pincus et al. (2007) winsorise their data to protect their inferences from the contaminatory effects of extreme observations. Further, Kraft et al. (2006) report that only the highest accruals decile is found to be mispriced when excluding a set of extreme observations.
Given that the accruals anomaly is initially argued to be a product of irrationality by investors operating in the US market, it becomes an interesting issue as to whether investors operating in other well-established stock markets suffer from similar irrationalities. After all, it is not clear that, for example, educational and training backgrounds, which might give rise to forms of irrationalities in a particular set of investors, are common to sets of investors operating in different countries and stock markets. As a consequence, it is perhaps surprising that, internationally, the evidence on the accruals anomaly is limited.
According to LaFond (2005) , the accruals anomaly is found in several countries and is mainly driven by working capital accruals. Pincus et al. (2007) survey twenty countries and report that the accruals anomaly is concentrated in those countries characterized by the extensive use of accruals accounting, widespread share ownership and whose legal system is based on common law. More specifically, the accruals anomaly is only found in the US, UK, Canada and Australia while, in the rest of the countries, no anomaly is detected. However, Leippold and Lohre (2008) In this paper we extend both international evidence, and evidence specifically in the UK, as a well-established stock market, on the accruals anomaly. As a consequence, we focus on the use of Mishkin (1983) tests and the identification of general forecasting irrationalities. We initially develop an adaptation of the Kraft et al. (2007) version of the Mishkin (1983) test that takes into account the Pope (2001) critique. This test also allows us to incorporate other information variables that are thought to predict earnings (at least in the USA). We then incorporate a greater number of risk controls than used in prior UK work (and elsewhere). Further, we investigate the impact of extreme observations on our analyses. On applying this version of the Mishkin (1983) test, we conclude that there is little evidence of an accruals anomaly, in the sense identified above, whether using raw or winsorised data. Evidence of a cash flow effect is found, with returns generally increasing in cash flow, when winsorised data are used.
We follow up this evidence by extending the regressions outside the framework of the Mishkin (1983) test by first substituting a set of dummy variables capturing the decile rank of the accruals variable for the underlying accruals variable, leaving the other variables unchanged. 6 This allows the relationship between accruals and risk-adjusted returns to be both non-linear and non-monotonic. Second, we substitute a set of dummy variables capturing the decile rank of the cash flow variable for the underlying cash flow variable, again leaving the other variables unchanged. This allows the relationship between cash flows and risk-adjusted returns to be both non-linear and non-monotonic.
We find that the relationship between accruals rankings and risk-adjusted returns is generally negative if extreme observations are left unaltered in the dataset. If 6 It is outside the framework of the Mishkin (1983) test in the sense that there is no explicit forecasting model built into this test. It is within the general spirit of the Mishkin (1983) test, however, because that test disallows the property that past accounting data, or transformations of that data, can predict future abnormal returns.
winsorised data are used, there is little evidence of any accruals anomaly. For cash flows, the results, whilst not being fully monotonic, suggest that there is a general trend for risk-adjusted returns to increase with cash flow rank. This is particularly significant if winsorised data are used.
Overall, there is little evidence for any accruals anomaly in which returns decline as accruals increase, once an extended set of risk controls are taken into account, and the influence of extreme observations is reduced. In fact, there is stronger evidence suggesting that there is a cash flow effect in annual returns. As indicated above, however, an alternative interpretation is that the accruals effect is not a separate effect, once the effects of other variables considered to predict future returns are taken into account, whereas the cash flow effect is separate.
This paper is organized into four subsequent additional sections. Section 2 provides the development of the Mishkin (1983) tests, and details of the regressions estimated.
Section 3 presents details of the sample used in the paper, and the empirical definitions of the various variables used in the various analyses. Section 4 reports the empirical results. Section 5 presents the conclusions of the paper.
METHODOLOGY
The Mishkin (1983) test was initially developed to test rational market expectations hypotheses in macroeconomics. The idea underlying the test is that, if the market is rational, then it is not possible to obtain abnormal returns from investing in any assets based on past information, since all the relevant past information necessary for their valuation is incorporated in the current price. To test this hypothesis, Mishkin (1983) proposes comparing the relevant pricing factors of a security at time t with the rational one-period-ahead forecasts of these variables.
Extending Pope (2001), we posit a system of n+1 equations, one dealing with pricing and n separate forecasting equations. The forecasting variables are accruals, cash flows, and n-2 other posited forecasting variables. The abnormal returns equation is:
where:
: is the firm's accruals at t+1;
: is the firm's cash flows at t+1; R t+1 : is the return on the firm's stock at t+1;
: is the expected return on the firm's stock at t+1; and
: is the value for additional forecasting variable i for the firm at t+1.
Equation (1) Pope, 2001 ). We include other forecasting variables because prior research in the USA documented in Kraft et al (2007) suggests that variables other than accruals and cash flow also have forecasting ability for future earnings.
The n 'true' forecasting equations then are:
with generic forecasting equations for the other variables, X i , of:
Using matrix algebra, the system of n+1 equations can be represented as:
and 1 1
.
where  ' is a row vector with characteristic element  i ; F is a column vector containing the forecasting variables ACC, CF, and X i , i = 1, …, n-2; a is a column vector with characteristic element a j,0 ; j = 1, …, n; A is an n x n matrix with characteristic element a j,k , j, k = 1, …, n; and E is a column vector with characteristic element  j .
With rational forecasting (i.e., the 'market' uses the 'true' forecasting equations in forming expectations). Hence, inserting (2) in (1) gives:
Thus, rational forecasting suggests that the expected coefficients of the independent variables of any regression of If equation (1) is an adequate description of how market prices are set, but the market mis-forecasts F using the matrix M in generating expectations about the forecast variables, then inserting the mis-forecasted variables into equation (1) produces (5) Hence, the use of incorrect (irrational) forecasts allows for non-zero coefficients for the independent variables of any regression of
Nonetheless, in this setting, forecasting irrationality does not imply pricing irrationality because:
It is the case, however, that:
Hence, pricing irrationality does imply forecasting irrationality. Nonetheless, because of the complexity of the forecasting equations, an element of
negative (e.g., the coefficient of accruals, as in previous research) does not imply specifically how accruals are being used incorrectly to forecast any of the relevant variables.
In this paper, we follow a process similar to that in Kraft et al. (2007) and empirically test for pricing irrationality by running the following equation:
C j,t : are m firm characteristics intended to capture risk.
Our tests for pricing irrationality are that 1, 0, 1,...,
. In equation (7) we essentially shift E(R t+1 ) to the right hand side and, rather than use abnormal return as the dependent variable, we control for risk by adding in independent variables intended to control for risk. As a consequence, we proxy for E(R t+1 ) by Therefore, the first set of equations estimated are as follows. We first estimate:
Then, we estimate: 
We define accruals and operating cash flows as follows. Calculation of accruals (ACC) uses the income statement and balance-sheet approach and follows equation (10):
i t i t i t i t i t i t i t i t
where: 
t j j i t i t i t i t i t i t i t i t i t i t i t
where , , i t j ACCDEC and , , i t j CFDEC are the accruals and cash flow ranks for firm i at time t, respectively.
We adopt two estimation approaches. The first involves estimating our regressions using ordinary least squares estimates of coefficients, and time and firm clustered standard errors. Peterson (2009) and Gow et al. (2010) both suggest the use of clustered standard errors in panel data, although the advice is not unequivocal as to the superiority of this estimation technique over others. As a consequence, the second estimation approach involves using the standard Fama and MacBeth (1973) approach to estimating coefficients and their standard errors.
7 Both estimation techniques, in particular, have some capacity to deal with the time effects likely to be present in the data.
To examine the effect of extreme observations on our analyses, we also estimate our regressions on two datasets. The first dataset uses untreated data. The second dataset uses winsorised data, with variables (other than dummy variables) winsorised at the 1% and 99% percentile levels. We could have opted for the use of a two-way fixed effects model controlling for firm and time effects. However, Petersen (2009) warns that, if the observation clustering is not perfect (e.g. nonconstant time or firm effects), using a two-way fixed effects model will still produce biased standard errors. Thus, he advocates a less parametric estimation by calculating standard errors clustered by time and firm. This is the option adopted here. 
RESULTS
We start our analysis by providing a description of the sample in Table 1 in terms of how annually ranking firms by accruals is associated with the independent variables used in our analyses. Table 2 ____________________________ In Table 2 we provide Pearson (Spearman) correlation coefficients between the variables that are used in the paper. There is little evidence of sizable correlations between the variables specifically of interest in this study (ACC and CF) and the other independent variables. As a consequence, it is unlikely that multicollinearity will be a problem for our estimated regressions. Additionally, the magnitude of the Spearmen correlation coefficients is sometimes different when compared with the results reported for the Pearson correlation coefficients. This hints at the possibility of extreme observations influencing the correlations and, also, any subsequent analyses using untreated data.
____________________________
____________________________ Table 3 ____________________________ Table 3 provides the results of estimating equations (8) to (10). Panel A provides estimates on both raw and winsorised data using OLS coefficients with time and firm clustered standard errors. Panel B provides coefficient and standard error estimates using the Fama and MacBeth (1973) approach. Coefficients that are significant at the 5% level, using a two-tailed test, are represented in bold type. Coefficients that are significant at the 10% level, using a two-tailed test, are represented in italicised type.
Equations (9) and (10) represent Mishkin (1983) tests.
When dealing with raw data, the picture is straightforward. For the results using OLS coefficients and time and firm clustered standard errors, there are no significant coefficients, whether they be risk control variables, accruals or cash flow variables, or additional forecasting variables. When using the Fama and MacBeth (1973) The picture is much changed when winsorised data are used. First, for the results using OLS coefficients and time and firm clustered standard errors, some of the risk control variables become significant. In particular, the ratio of research and development expenditures is significant for all model specifications. The ratio of earnings to price and the ratio of book to market are significant in particular specifications, with the latter, whilst only significant at the 10% level for equations (8) and (9), significant at the 5% level for equation (10). One of the additional forecasting variables, capital expenditure growth, has a significant and negative coefficient at the 5% level, with sales growth having a negative coefficient which is significant at the 10% level. With respect to the variables of interest, the accruals variable stays insignificant, but the cash flow variable now has a significantly positive relationship with returns, whether it is equation (9) or (10) being estimated.
When using the Fama and Macbeth (1973) approach, the picture is similar. More risk control variables become significant (past returns and the earnings to price ratio become consistently significant, along with leverage becoming significant at at least the 10% level in all equations, with the book to market ratio ceasing to have significant explanatory power). Sales growth loses significance, even at the 10% level. But, the accruals variable still does not have a significant coefficient, and the cash flow coefficient is significant and positive, whether it is equation (9) or (10) being estimated.
What the results in Table 3 do suggest is that, if winsorised data are employed, there is a cash flow effect on annual returns. This result is robust to whether or not additional earnings forecasting variables are included. This suggests that, if there is an effect associated with earnings components on annual returns, it is due to the cash flow component. Further, it is incremental to a general earnings effect captured by EP. As pointed out earlier, however, it is not possible to conclude from these estimations if the cash flow effect is caused by any mis-forecasting with respect to cash flows specifically.
Further, an alternative explanation is that the cash flow effect is caused by risk.
Overall, the results also contrast with those in Pincus et al. (2007) , who find an accruals effect but no cash flow effect on UK data when ignoring the effect of trading costs.
They use a number of methodologies. The first one involves a two-stage Mishkin test.
The second one involves a methodology similar to the one here, although with fewer controls for risk. In particular, whilst they control for Size, BM and EP, they do not include controls for RD, PastRet and Lev. The failure to control for these other firm characteristics which do help explain returns to one extent or another in our sample could account for the difference in results.
Finally, there is some evidence of the additional forecasting variables being mis-priced.
Nonetheless, the only consistently significant relationship, whichever estimation approach is used, is a negative one for growth in capital expenditure when using winsorised data.
To check the robustness of the results to alternative specifications of the accruals and cash flow variables, we additionally estimate equations (12) and (13). In these equations, we first substitute for ACC nine dummy variables corresponding to accruals rank deciles two through ten in equation (9). Second, we substitute for CF nine dummy variables corresponding to cash flow rank deciles two through ten. We maintain the presence of the risk control variables and the other forecasting variables. The results are shown in Table 4 , with only the results for the accruals and cash flow variables being reported. The results for the risk variables and additional forecasting variables have the same qualitative characteristics as those reported in Table 3. ____________________________ Table 4 ____________________________ When considering the impact of accruals decile rank dummies, if raw data are used, the results are similar to those found in Soares and Stark (2009) for annual returns, whichever estimation method is used. The coefficients of accruals rank deciles seven (nine to ten) to ten are negative and are individually significant at a 5% level if OLS coefficients and time and firm clustered standard errors (the Fama and MacBeth, 1973, approach) are used. The coefficient of accruals decile rank six (seven and eight) is negative and significant at the 10% level. The coefficient of cash flow is negative and significant if OLS coefficients and time and firm clustered standard errors are used, whereas it is negative and insignificant if the Fama and MacBeth (1973) approach is employed.
If winsorised data are used, however, none of the accruals decile rank dummies are significant, whichever estimation approach is employed. Further, as in Table 3 , a significantly positive coefficient for cash flow is estimated, again whichever estimation approach is adopted.
9
An F-test suggests that the accruals decile rank dummies do jointly and significantly add explanatory power, however.
When cash flow decile rank dummies are used, a significant, but positive, coefficient for the accruals variable is observed when using raw data, but this result is not consistent across estimation approaches. When winsorised data are used, neither estimation approach produces a significant coefficient for the accruals variable. For both sets of data, there is a generally positive, if not monotonic, trend in the coefficients of the cash flow decile dummies as the cash flow decile ranks move from low to high. For both sets of data, however, none of the cash flow decile dummy coefficients are significant when OLS coefficients and time and firm clustered standard errors are employed.
When, the Fama and MacBeth (1973) approach is used, there are no significant coefficients when raw data are used, but cash flow decile rank dummies six through ten are positive and significant at the 5% level when winsorised data are used.
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Overall, there is little evidence for an accruals mis-pricing effect in which returns decline as accruals increase, once an extended set of risk controls are taken into account.
In fact, there is stronger evidence suggesting that, in fact, there is a cash flow effect in annual returns, even after risk controls have been taken into account. As indicated above, however, an alternative interpretation is that the accruals effect is not a separate effect, once the effects of other variables considered to predict future returns and/or future earnings are taken into account, whereas the cash flow effect is separate.
When raw data are used, note that the coefficient of the cash flow decile rank two dummy is negative and fairly large, suggesting that the average returns for that decile are lower than those for the lowest decile. This effect largely disappears when winsorised data are employed.
CONCLUSIONS
In this paper, we apply a modified one-stage version of the Mishkin (1983) We also provide evidence that, after winsorising extreme observations, evidence of a cash flow anomaly is found for the UK stock market. We also find some evidence in favour of an anomaly with respect to capital expenditure growth. An alternative interpretation of our results is that there is no separate accruals effect once other effects are taken into account, but there is a separate cash flow effect, and a capital expenditure growth effect as well.
Whether the cash flow and capital expenditure growth effects are evidence of actual anomalies is an interesting issue. One other possibility is that they capture elements of risk not captured by the risk controls employed. .If such an explanation is accepted, our results can be interpreted as suggesting the possibility of, for example, a conditional capital asset pricing model, in which quite a number of firm characteristics act as conditioning variables. Should this be the case, it suggests that empirical asset pricing models need to be fairly complex to capture the effects of conditioning variables in 29 generating estimates of abnormal returns. Investigating this possibility is a potentially interesting route for future research. Table 2 Pearson ( 
