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ABSTRACT
A large database of images of the night sky above Hawaii and Chile is being
collected in order to study ionospheric structures. The images of interest
are those that contain equatorial plasma bubbles (EPB) or medium-scale
traveling ionospheric disturbances (MSTID). However the majority of the
images collected contain neither EPBs nor MSTIDs, or are contaminated by
other light sources or clouds.
In order to identify the images of interest, discriminative classification mod-
els are considered for determining the relationship between measured image
features and labels for a sequence of images. To provide features that en-
able this modeling, the use of texture, difference, object motion, correlation,
and long-term variation measurements are explored. Additionally, the Local
Fisher Discriminant Analysis (LFDA) algorithm is considered as a means
to reduce the computational complexity of the classification process through
dimensional reduction.
It was found that a conditional random field (CRF) model provides the
best classification accuracy. Accuracies of 80% - 90% were achieved for clas-
sification of EPBs, clear images and cloudy images. Classification of MSTIDs
had accuracy of 65%, possibly due to the limited size of the test and training
sets. The LFDA technique for dimensional reduction of the feature vector
proved effective. When the classification accuracy using this data was com-
pared to that which was dimensionally reduced using principal component
analysis (PCA), the LFDA performed equally well or better for all feature
vector lengths tested.
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CHAPTER 1
INTRODUCTION
1.1 Ionosphere
The earth’s atmosphere is the region surrounding the earth containing gases
which are retained by gravity. The atmosphere can be divided into layers
based on the known altitudinal temperature profile. These layers, from lowest
to highest altitude, are the troposphere, stratosphere, mesosphere, thermo-
sphere and exosphere. The general temperature profile of each layer can be
seen in Figure 1.1.
In the upper atmosphere, there exists a region in which the molecules are
ionized by solar radiation, leading the region to be populated by electrons
and ions. This ionized portion of the atmosphere is known at the ionosphere,
and ranges from about 80 km to 1000 km in altitude, thus including parts
of the mesosphere, thermosphere, and exosphere. The ionosphere is notable,
among other things, because it absorbs the highest energy photons from the
sun, affects radio waves that pass through it, and can be used as a waveguide
for low frequency radio waves being transmitted around the curved surface
of the earth [2].
A general profile of the temperature and electron and total ion density in
the ionosphere, as shown by Kelley [1], can be seen in Figure 1.1. The two
peaks in plasma density seen in the figure are known as the F-peak, which
is at an altitude of about 300 km, and the E-peak, at about 100 km alti-
tude. Since the region is ionized by the solar photons, the temperatures and
densities are larger during daytime than nighttime. Additionally, because
the force of gravity decreases with altitude, lighter ions, particularly H+,
are dominant at the top of the ionosphere, while heavier ions are dominant
at lower altitudes. This can be seen in Kelley’s [1] daytime atmospheric
composition measurement plot, shown in Figure 1.2.
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Figure 1.1: Temperature and ion density profile of the ionosphere, after
Kelley [1].
The ionosphere is generally described by the above profiles, but there
are also local variations in the temperature and density profiles. One such
plasma density variation that occurs at low-latitudes is known as an equato-
rial plasma bubble (EPB). EPBs are characterized by a vertically-developing
depletion of plasma density which extends along the magnetic field lines
1000-km latitudinally [3].
EPBs are caused by a small initial perturbation to the bottom side of the
F-layer at the magnetic equator, which then grows due to the Rayleigh-Taylor
instability (RTI) process. The RTI can be explained by considering a small
initial perturbation to the boundary of two plasmas with differing densities,
as shown in Figure 1.3 [1]. In reality the ionosphere has a continuously
varying density profile (Figure 1.1), but for simplicity in discussing the RTI,
the ionospheric density profile is represented here by this discrete model of a
dense plasma on top of a less dense plasma (since the density increases with
altitude on the bottom side of the F-layer). When this boundary is slightly
perturbed, a gravity-driven electric field develops within the depleted region,
which causes an upward E ×B force. The depleted region is raised further
into the denser plasma, causing the electric field to again increase, which will
2
Figure 1.2: Atmospheric composition of the upper atmosphere, after Kelley
[1].
in turn further raise the depleted region. Thus, a small initial disturbance is
all that is required to cause this “bubble” of less dense plasma to rise. Once
EPBs develop through this RTI process, they tend to drift eastward with the
background plasma with velocities between 50 and 200 m/s [4].
Figure 1.3: Schematic drawing of perturbation of an idealized ionosphere
giving rise to the development of the Rayleigh-Taylor instability, after
Kelley [1]
Another local ionospheric variation is known as a medium-scale travel-
ing ionospheric disturbance (MSTID). MSTIDs are most often seen at mid-
latitudes, and are characterized by wave-like alternating regions of different
altitudes of the F-peak of the plasma density. This is caused by a combina-
tion of E × B drift and neutral winds raising the F-layer along the slanted
magnetic field lines at mid-latitudes [5]. The wave bands that develop have
alignment that can be predicted by the Perkins instability, and align from
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poleward and west to equatorward and east [6]. The waves propagate equa-
torward and westward. Thus in the northern (southern) hemisphere, they
are aligned northwest to southeast (southwest to northeast) and propagate
towards the southwest (northwest). The bands have wavelengths of 50 to 500
km and periods of 1 to 2 hours [4]. Based on climatological studies, MSTIDs
are seen to occur primarily during solar minimum and close to the winter
and summer solstices [7].
1.2 Imaging the ionosphere
The study of the ionosphere using optical imaging systems relies on the oc-
currence of chemical reactions involving electrons, ions, and neutrals, that
result in the release of photons. The rates at which the chemical reactions
occur are proportional to the density of the elements involved. The resulting
photons can then be measured using a charge-coupled device (CCD), or other
imaging system.
One such chemical reaction that can be used to study both EPBs and
MSTIDs is the dissociative recombination of O+2 , which is given by:
O+2 + e→ 2O(
1D) + hv630.0. (1.1)
This reaction depends on the density of O+2 ions and electrons, and occurs
approximately one scale height below the F-peak, at about 250 km [1]. This
emission can be used to study EPBs and MSTIDs because both structures
modify the electron density at the altitude of the emission.
In order to capture the spatial variation of the plasma density, any imaging
system used needs to be oriented such that the spatial variation occurs in the
plane horizontal to the viewing direction. Elsewise, the image will capture the
integrated density through the depth of field, leading to reduced resolution.
In the case of imaging EPBs, this is achieved by choosing the imager location
such that the direction of view is parallel to magnetic field lines [8]. In
the ionosphere, there is high conductivity parallel to the earth’s magnetic
field, so the large electric fields that develop within the EPB map along
those field lines. These mapped electric fields then perturbs the local plasma
densities along the field line, causing the local depletion [1]. Thus, the viewing
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geometry shown in Figure 1.4 will reduce the effect of blurring caused by
varying emission rate along the viewing direction [9].
Figure 1.4: Viewing geometry along magnetic field lines. The green line is
the surface of the earth, dashed lines are magnetic fields, along which the
electric field maps, blue lines are the imager FOV, and the red line is the
peak emissions location.
Several imaging systems have been set up to take advantage of this viewing
geometry. Two such systems whose images are used for this project are set up
on Haleakala Volcano in Hawaii, and at the Cerro Tololo observatory in Chile.
These imaging systems achieve the desired viewing geometry from Figure 1.4
through the use of a narrow field lens. The field of view of the Hawaii imager
ranges from 0◦ to 42◦ in elevation angle, and about ±30◦ around geomagnetic
south in azimuth. The Chile imager’s field of view ranges from −20◦ (below
the horizon) to 38◦ in elevation and about ±50◦ around geomagnetic north
in azimuth. Each imaging system is equipped with a filter wheel, allowing
different narrow-band filters to be used depending on the desired emission.
One of the filter positions blocks light, which allows the CCD noise to be
measured, so that it can be subtracted from the sky images. The CCDs
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used have thermal management systems which provide cooling in order to
reduce the thermal noise in the images. When the 630.0-nm filter is used,
the integration time for the CCDs is 90 s.
The use of these ground-based imagers in this setup allows the spatial
characteristics of EPBs and MSTIDs to be seen, since each image captures
a relatively large portion of the sky, as well as their temporal development,
since a sequence of images can be captured over time.
1.3 Motivation
The study of EPBs and MSTIDs using ground-based imaging systems is
motivated by several factors. For one, they are reoccurring, but are not
predictable phenomena, and further study may allow improved models of
the ionosphere that include these structures. For EPBs, for example, there
are several postulated causes of the initial perturbation that leads to the
EPB growth through the RTI process. However, the exact cause or causes
are not known [10, 11].
Additionally, the large plasma density gradient at the edges of EPBs
(where there is high density outside the bubble, and a plasma depletion
within the bubble), lead to the diffraction of radio waves that pass through.
This is specifically an issue for satellite communications, which can experi-
ence loss of signal quality when an EPB is present. The signals from GPS
satellites can be especially sensitive to EPBs and MSTIDs, because the prop-
agation time of these signals is used to calculate the position of GPS users
[12]. Signals passing through a plasma such as the ionosphere experience
a delay proportional to the total electron content (TEC) the signal passes
through, where the TEC is the integrated electron density along the signal
path. Signals traversing an EPB will pass through a smaller TEC, since
some of the region’s electron density is depleted. Thus, if some of a GPS
user’s received signals pass through an EPB, it will be seen as an offset in
position, since the affected signals are delayed less than those clear of EPBs
or MSTIDs.
Additionally, ionospheric scintillations, which are an effect of some iono-
spheric structures, including EPBs, on electromagnetic waves, can make GPS
signals completely unavailable. Scintillation occurs when a transversing wave
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encounters fluctuations in the refractive index in the ionosphere due to vari-
ations in the electron density. The fluctuations cause the signal to diffract
differently as the refractive index changes, resulting in the phase differences
[12]. The interference of the different phases of the signal leads to the degra-
dation of the signal. This effect can degrade the quality of GPS signals to
the point of making them unusable.
In order to better understand the ionosphere, and to avoid the degradation
of satellite communications signals and GPS position estimates, it is desired
to develop an algorithm capable of determining the presence of EPBs or
MSTIDs based on images collected using the techniques from Section 1.2.
The imaging systems in Hawaii and Chile have been operational for about
10 years, collecting hundreds of images per night. From human interpreta-
tion of the images, it has been seen that in addition to EPBs and MSTIDs,
the images may depict a clear night sky, when neither of the structures are
present, or clouds, which obstruct the view of the ionosphere. Examples of
images containing each of these conditions are shown in Figure 1.5. The
only images of interest to this study, however, are those that contain EPBs
or MSTIDs. Because the current database contains hundreds of thousands
of images, it is time-consuming to manually sort through all the images to
determine which are of interest.
To more efficiently identify the images of interest within the database,
an automatic classification technique is desired, capable of determining the
ionospheric or sky conditions shown (EPB, MSTID, cloudy, or clear sky)
based on the image, a task often referred to as image classification. In order
to perform this task, a method for quantifying the contents of each image
must first be developed. This is referred to as extracting features from the
image. Then, an algorithm needs to be developed to map from the image
features to the actual sky condition, also known as the image’s class. In
order to develop such an algorithm, a small subset of the past images can
be hand-labeled to be used to determine the relationship between the image
and its class.
Finally, in order to be of use for the above described task of alerting satellite
communications users of possible degradation of signal quality due to EPBs
or MSTIDs, the classification algorithm developed must be able to run in
near real-time, since both are dynamic, moving structures. For this reason,
techniques that aim to reduce the dimensionality of data while minimizing
7
Figure 1.5: Ionospheric and sky conditions seen by Haleakala imaging
system, which are: (a) a clear night sky, (b) an EPB, characterized by the
dark (depleted) bubble-like structures, (c) an MSTID, characterized by the
alternating regions of dark and light (varying altitude of the electron
density), and (d) clouds, characterized by increased texture and a lack of
background star field.
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the loss of information are considered, because the computation time of any
classification algorithm will increase with the dimensionality of the data being
processed.
Previous work by Yao [9] has been performed in order to classify images
as clear, cloudy, or EPB. This work was done using one year of images from
the Hawaii imaging systems. In order to perform classification, a length-
146 feature vector was measured from each image. Several classification
techniques were considered for classification of the images using the feature
vector. Based on the findings, a CRF classification algorithm was developed
and applied to the data, with positive results. Finally, dimensional reduction
techniques were explored.
This thesis expands on that work in several ways. First, this work expands
the set of images to include the entire dataset from both the Hawaii and Chile
imaging systems (about 10 years of images, each). Additionally, the MSTID
class of images is included in the set of possible classes. In order to make these
changes, a larger set of features is considered, in order to maintain or improve
classification accuracy despite the addition of an extra class of images. The
additional features include measurements of optical flow (discussed in Section
2.4), as well as other types of measurements. These additional features also
accommodate the changes to the ionospheric images over periods of time.
These changes are caused both by the varying conditions of the ionosphere,
and by changes to the imaging system. Modified classification algorithms are
developed, with parameters designed based on the new set of features and
classes. The performance of these algorithms is tested with data from the
entire dataset. Finally, various dimensional reduction techniques are applied
to the data, and the effect on the accuracy is quantified.
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CHAPTER 2
IMAGE FEATURES
The goal of this work is to develop an algorithm that can determine the state
of the ionosphere (e.g., clear, EPB, MSTID, cloudy sky) at a given time
based on an image generated using the technique described in Section 1.2.
In order to classify each image, a quantitative characterization of the images
is needed to provide data used to determine the image class. These image
characteristics are referred to as features, where each feature is a single-value
measurement from the image.
A simple example of features can be thought of by considering a classifier
that identifies humans as either adults or children. In this example, a person’s
weight might be used as a characterizing feature, since their age may not be
easily directly measurable. A very basic classifier would then decide that
all people over a certain weight threshold are adults, while those under the
threshold are children. However, this very simple thresholding technique for
a single feature will result in errors, as heavy children and light adults would
be misclassified, so additional features could be added in order to better
delineate between adults and children.
In the case of classifying ionospheric images, the individual pixel values
from each image are not particularly useful for characterization. This is be-
cause the 512 × 512 pixels from each image would result in 262,144 data
points per image, which would be computationally expensive for use in clas-
sification. Additionally, due to varying cloud and ionospheric structure, as
well as differing lighting and background conditions, photon count on the
detector will vary substantially even for two images of the same class.
For this reason, higher order features are drawn from each image. In this
work, a total of 182 features are measured from each image, resulting in
a length-182 feature vector. For ease of explanation, these features can be
roughly grouped in terms of the process used to measure them. These groups
are:
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• features measured from the current image only, or single image features ;
• features measured from the difference of two sequential images, or dif-
ference image features ;
• those from the correlation between two sequential images, or cross-
correlation features ;
• those related to the apparent motion of objects between two sequential
images, optical flow features ; and
• keogram features. A keogram is a technique for displaying the long-
term evolution of ionospheric structures along a specific cut through
the images.
The features that make up each of these groups are explained below.
2.1 Single image features
For a given image, measurements of texture and edge properties are taken
from a central sub-region of the image. These measurements are useful for
classification, as clear-sky images will have high-frequency texture due to
stars, but few edges. EPBs and MSTIDs will have some low-frequency tex-
ture from the ionospheric structure, as well as high-frequency texture, as
the stars will still be visible. EPBs will also have approximately north-south
aligned edges. Clouds will have low- and middle-frequency texture due to the
complex nature of the clouds, but the high-frequency energy from stars will
no longer be present. Complex edge patterns will also be present [13]. Ex-
amples of the subregions from which these features are calculated are shown
in Figure 2.1.
Image texture is computed using a series of Haar wavelet decompositions
[14]. Four levels of decomposition are calculated. The mean and standard
deviation of the horizontal, vertical, and diagonal coefficient matrices are
calculated for the three highest levels, resulting in 18 features. Additionally,
the skewness and kurtosis of the pixel intensities are measured, resulting in
2 features. Skewness and kurtosis are measurements of the asymmetry and
peakedness, respectively, of a distribution.
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Figure 2.1: Subregion of images from Figure 1.5 used to calculate single
images features. Examples of this subregion for (a) clear, (b) cloudy, (c)
EPB, and (d) MSTID.
Edges in the image are found using a Canny edge detector after some pre-
processing to remove stars [15]. Additional pre-processing maps the image
onto a geographical frame, such that, assuming a thin emission layer at an
altitude of 250 km, the top of the image represents north, the right represents
east, and so on. From this mapped image, the gradient magnitude and angle
at each edge location are computed. The gradient angles are compressed
to the 0◦ to 90◦ range (with 0◦ being vertical in the image plane, or north
in geographical coordinates), and grouped into those at less than 45◦ de-
grees (more vertically aligned) and more than 45◦ degrees (more horizontally
aligned). Based on this, the following features are extracted:
• the total number of edge points within the image;
• the percentage of vertical edges and percentage of horizontal edges;
• the mean, standard deviation, skewness and kurtosis of the gradient
magnitude;
• the mean, standard deviation, skewness and kurtosis of the gradient
angles; and
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• the mean, standard deviation, skewness and kurtosis of the gradient
for horizontal edges and vertical edges, separately.
This results in a total of 23 features.
Additionally, 3 features are added to account for the date and time infor-
mation from the images. These are the local time of the image, the date,
and the solar flux index on the specific date. These features are included to
make use of the known variation of ionospheric activity due to local time,
season, and solar cycle.
2.2 Difference image features
Difference features are drawn from the difference between a given image and
the previous image, in order to show how the ionosphere is changing in time.
Examples of the difference images for each class are shown in Figure 2.2.
From the difference image, texture and object moment features are measured.
Texture and object moment features are useful since clear images will
mostly have star movement plus random change between images, leading
to high-frequency texture, and few areas with large moment. EPBs and
MSTIDs will have areas of large difference near the leading and trailing edges
of the structure. Thus, the difference image will have large low-frequency
texture. Additionally, both will have areas of non-stationarity due to the
relative consistency of each of their motions across the structure. MSTIDs
will often have larger areas of non-stationarity than EPBs since they are
generally larger, less spatially complex, and repeating structures. Clouds
will have large difference throughout the image, leading to low- and medium-
frequency texture.
Image texture is computed in a similar fashion as the single image features,
using a series of four Haar wavelet decompositions, with the mean and stan-
dard deviation of the horizontal, vertical, and diagonal coefficient matrices
calculated for the three highest levels. This results in 18 features.
After pre-processing to remove stars, the object moment is computed by
performing thresholding on the image using Otsu’s method. Otsu’s method
finds the threshold value that divides the image into two classes such that
the within-class variance is minimized [16]. For an image of N pixels I =
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[I1, I2, ..., IN ], the threshold value is given by
t = argmint[σ
2
w(t)] = argmin
t
[ω1(t)σ
2
1(t) + ω2(t)σ
2
2(t)] (2.1)
where σw(t) is the within-class variance, and σi(t) is the variance of the set
of points I(i) where
I(1) = {I ∈ I|I < t} (2.2)
I(2) = {I ∈ I|I > t}
and
ωi(t) =
||I(i)||
||I||
. (2.3)
As the total variance is equal to the sum of the between- and within-class
variances, this minimization is equivalent to maximizing σb(t), the between-
class covariance:
t = argmax
t
[σ2b (t)] = argmax
t
[ω1(t)ω2(t)(µ1(t)− µ2(t))
2] (2.4)
where µi is the mean values of the points I
(i). The desired threshold can be
found by completing an exhaustive search.
Using this technique, a binary image is generated, where the two classes
will ideally depict the stationary and non-stationary portions of the image.
The binary image is median filtered to remove small non-stationary areas,
and properties are calculated from the remaining non-stationary region. The
properties of the non-stationary portion that are measured are the area,
centroid, eccentricity, equivalent diameter, major and minor axis length, ori-
entation, perimeter, and 12 invariant image moments. In total, this results
in 22 features.
There are 7 additional features that are computed from the difference
images, including the mean, standard deviation, skewness, kurtosis, and peak
value and location.
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Figure 2.2: Examples of difference image for (a) clear, (b) cloudy, (c) EPB,
and (d) MSTID class.
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Figure 2.3: Examples of cross correlation for clear images, showing a single
peak near zero-offset, and high correlation for all horizontal shifts.
2.3 Cross-correlation features
Cross-correlation features are drawn from the cross-correlation between the
given image and the previous image, which is computed efficiently using the
circular convolution theorem for the discrete Fourier transform:
cn = F
−1
2 {F2(Itn)F2(Itn−1)
∗} (2.5)
where F2 is the 2-dimensional discrete Fourier transform and Itn is the image
at time tn image.
With this calculation, the overall shift that best estimates the transla-
tion between images is estimated. From this cross-correlation image, the
features measured are the location of the highest correlation, the maximum
and minimum correlation values, the standard deviation and moment of the
cross-correlation, and the mean, standard deviation and moment about the
zero-lag row and column. In total, this results in 17 features.
Examples of the cross correlation field from which the features are drawn
are shown in Figures 2.3-2.6. These features are useful since clear images
will have a peak in correlation representing the relatively small motion of
the stars between images, and will have large correlation for all horizontal
shifts, as there is little horizontal variation for clear images. EPBs will have
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Figure 2.4: Examples of cross correlation for cloud images.
Figure 2.5: Examples of cross correlation for EPB images, with Less
correlation for horizontal shifts than clear case due to structure of EPB.
17
Figure 2.6: Examples of cross correlation for MSTID images. The
orrelation peak is warped towards bottom left corner due to motion and
alignment of MSTID.
one peak in correlation from the generally eastward motion of the ionospheric
structure, as well as a secondary peak due to the motion of the stars. MSTIDs
will similarly have one peak from the equatorial and westward motion of the
structure, as well as another peak from the star motion. Clouds may have
a larger number of peaks, or no clear peak in their cross-correlation, due to
the more random nature of cloud movement.
2.4 Optical flow features
Optical flow refers to a technique used to estimate the apparent motion of ob-
jects within the imaged scene between sequential images. Given two images,
the goal is to find a motion field that, at each pixel, describes the move-
ment of the object at that location from the first image to the second. The
calculation of this motion field is based on the following three assumptions
[17]:
1. The grayscale value of the object is not changed by the displacement:
I(x, y, tn) = I(x+ u, y + v, tn+1) (2.6)
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where (x, y) is the pixel location within the image, n in the index of
the image, tn is the time the image was taken, and I(x, y, tn) is the
intensity of pixel (x, y) for image n. Thus, (u, v) is the displacement of
the object within the image, and the entire motion field that is being
solved for can be described as
w , (u, v,∆t). (2.7)
2. The spatial gradient of the grayscale value of the object does not change
with displacement, or
∇x,yI(x, y, tn) = ∇x,yI(x+ u, y + v, tn+1) (2.8)
where ∇x,y = (δx, δy). This assumption is useful, as it will be less
susceptible to changes in background lighting than the first assumption
[18].
3. The motion field should be piecewise smooth, as neighboring pixels
should generally exhibit similar motion. The exception to this will
be at the edge between objects, where one object may be overlapping
another, leading to a large difference in motion between neighboring
pixels. For this reason, we limit the smoothness assumption to just
piecewise smoothness.
Based on these three assumptions, a cost function can be written in the
following form, with p , (x, y, tn) and w , (u, v,∆t) for simplified notation,
where p contains the position and time information, and w is the motion
field:
E(u, v) =
∑
x
Ψ(|I(p+w)− I(p)|2 + γ|∇x,yI(p+w)−∇x,yI(p)|
2)
+ 
∑
x
Ψ(|∇u|2 + |∇v|2) (2.9)
where Ψ is a concave function of the form Ψ(z2) =
√
z2 + η2 for a small
positive constant, η, which is used to reduce the influence of outliers on the
solution, and γ and  are constants to determine the weighting of each of
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the assumptions listed above. These values are chosen based on the known
or estimated properties of the images and of the motion being found. If the
background lighting varies significantly between images, γ and  should be
large, so that the first term (the pixel intensity) does not dominate the cost
because of the varying background. If the motion is known to be highly
smooth, for example if the entire image depicts one object, a large  term
should be used. If the image depicts many objects moving independently,
the  term should be smaller. The cost function in Equation 2.9 is highly
nonlinear, and can be solved using the Euler-Lagrange equations and an
iterative minimization technique [17].
In the case of large (multi-pixel) movements of objects within the image,
the solution to the cost function can get stuck in local minima. The solution
to this problem is to implement a multiscale approach to solving the motion
field [19]. The image can be downsampled, and a coarse motion field found.
The motion field and image are then increased in resolution, with a more
detailed motion field found at each iteration using the downsampled field
as a starting point, until finally returning to the original resolution. In this
way, the large scale movement of objects in the image will be solved for when
using the downsampled version of the image, and finer details of the motion
will be filled in with each iteration.
Examples of optical flow fields are shown in Figures 2.7-2.10. In these
figures, the initial image is labeled (a) and the subsequent image is labeled
(b). The large image (c) shows the initial image with the flow field between
(a) and (b) overlayed as arrows. Note that each arrow represent the average
flow from a 20× 20 pixel area, and is scaled for display purposes.
Based on the motion field found using the above technique, the mean,
standard deviation, skewness and kurtosis can be found for the magnitude
and angle of the motion field. These features are useful since clear images
should have a small, constant westward motion due to the movement of
the star field, as shown in Figure 2.7. EPBs should have a clear eastward
motion of the ionospheric structure, as well as the motion of the star field.
This motion can be seen in Figure 2.9, with large eastward flow around the
structure. MSTIDs should similarly have equatorial and westward motion of
the structure, as well as the motion of the star field, which can be seen in
Figure 2.10. Clouds will have large motion distributed more evenly about
the angles. This can be seen in Figure 2.8, which shows mostly eastward
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Figure 2.7: Examples of optical flow for clear images. Images (a) and (b)
are those between which the optical flow is found, and (c) shows the initial
image with the flow field overlayed as arrows. The flow field found has very
small magnitude at all points.
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Figure 2.8: Same as Figure 2.7, but for cloudy images.
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Figure 2.9: Same as Figure 2.7, but for EPB class.
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Figure 2.10: Same as Figure 2.7, but for MSTID class.
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flow, but clear variation across the image.
2.5 Keogram features
Keograms refer to the result of a technique used to depict long-term prop-
erties of ionospheric structures by displaying a line cut across each image
for a series of images [20]. By taking the same cut across each image in the
sequence, the spatial and temporal evolution of the structure can be visual-
ized. Examples of keogram plots are shown in Figures 2.11-2.14, which show
a (a) meridonal cut and (b) zonal cut through the images. In the keograms
from a clear night (Figure 2.11), no obvious structure can be seen other
than brightening due to the moon or other background light. Figure 2.12
shows keograms for a cloudy night, where the complex, random movement
of the cloud structure can be seen in the middle portion of the keogram. The
keograms of an EPB (Figure 2.13) show the shape of EPB structures in the
meridional cut. Additionally, the eastward motion can be seen by looking at
the slope of the structure in the zonal cut. Finally, Figure 2.14 shows sample
keograms from a night with MSTIDs present. In these keograms, the MSTID
structure can be seen towards the end of the night, with the westward motion
of the structure visible in the zonal cut keogram.
For the use of measuring features, the keograms are generated using 15 se-
quential images. Image texture of the zonal- and meridional-cut keograms is
computed in a similar fashion as with the single image features, using a series
of three Haar wavelet decompositions, with the mean and standard devia-
tion of the horizontal, vertical, and diagonal coefficient matrices calculated
for each level. This results in 36 features.
Edges in the keograms are found in a similar fashion as the single image fea-
tures, using a Canny edge detector after some pre-processing to remove stars
[15]. Based on this computation, the features extracted from the horizontal-
and vertical-cut keograms are the number of edge pixels, the percentage of
vertical and horizontal edges, and the mean, standard deviation, skewness
and kurtosis of the gradient magnitude and angle. A total of 22 edge features
are used.
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Figure 2.11: Examples of keogram for clear class, generated by taking a (a)
meridonal cut, and (b) zonal cut.
Figure 2.12: Same as Figure 2.11, but for cloudy class.
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Figure 2.13: Same as Figure 2.11, but for EPB class.
Figure 2.14: Same as Figure 2.11, but for MSTID class.
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2.6 Summary
As a result of these measurement, each 512 × 512 pixel image is now repre-
sented by 182 real-valued features, such that the measurement of features can
be described as a function f : Z512×512 → R182×1. A summary of the 182 fea-
tures is shown in Table 2.1. Assuming well-selected features, the length 182
vector of these features will provide a more useful description of the contents
of each image than the individual pixels, due to the higher-order nature of
the features. Additionally, the vector will be more applicable to classification
algorithms than the original image pixels, since the feature vector described
the image using 182 values, versus the set of all 512× 512 = 262, 144 pixels.
Table 2.1: Summary of the features extracted from each image
Length Description
46 Single image
Haar wavelet, Canny edges
47 Difference image
Texture, shape
17 Cross-correlation
Max, max location, moment
62 Keogram
Haar wavelet, Canny edges
10 Optical flow
Mean, std. dev., skewness/kurtosis
182 Total
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CHAPTER 3
CLASSIFICATION
Given a set of features characterizing each image, a technique is desired to
map from the feature space, X = {X1, X2, ..., XD}, to the class space, S =
{S1, S2, ..., SV }, where Xn is the nth entry of the feature vector characterizing
an image, as described in Chapter 2, and S is the set of all possible classes
for said image (clear, cloudy, EPB, MSTID). This can be referred to as a
classification function, f : X → S, mapping from feature (or observation)
space to class (or state) space. The techniques used to find these functions
generally fall under the umbrella of supervised learning, which is the task of
inferring a function from a set of supervised, or labeled, data, often referred
to as a training set. This training set is a group of data points for which the
features and class labels are known. Based on these data, a function mapping
from the known features to the known labels is found, and the function can
then be applied to data for which the labels are not known.
What follows is a survey of several commonly used supervised training
techniques.
3.1 k-nearest neighbors
One of the simplest classification techniques is the k-nearest neighbors (kNN)
technique, with which the class of a feature is determined based on the classes
of the closest training set data points in the feature space. The value k de-
notes the number of neighbors to consider when making the classification. In
the simplest case, k = 1, and each feature is determined to be the same class
as the closest training set data point. When k > 1, the class is determined
by a majority vote of the k closest points. When the feature being classified
is located near training data of different classes, the resulting classification
can vary based on the value of k.
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Figure 3.1: Example of classification using the k-nearest neighbors
technique. The color of the circles represents the class chosen when the
correspoding k value is used.
For example, Figure 3.1 shows a two-dimensional data point to be clas-
sified, marked as the black dot. The two-class training data is represented
by the red and blue markers, with the color indicating the class. The sur-
rounding circles show the distance to the 1-, 5-, and 9-nearest neighbors. The
closest training point is red, so when 1-nearest neighbors is used, the data is
classified as red. However, when k is increased to 5, there are now 3 blue class
points out of the 5 closest, so the data will now be classified as blue. Finally,
when k is 9, the class will be chosen as blue, since 5 of the closest 9 points are
blue. As this example demonstrates, the kNN technique will provide varying
results depending on the choice of the value k, and can perform poorly when
there is overlap between the training data of the different classes.
3.2 Linear minimum mean-squared error discriminant
Another possible function f : X → S is a basic linear function
f(X) = α0 + α1X1 + α2X2 + ... + αDXD = α0 + α ·X (3.1)
where α is a weight vector and α0 is a zero-offset.
In order to utilize such a function to map into class space, a numeric value
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is needed to identify each class. For example, in a two-class system, we
might define S = (−1, 1) to represent the classes. By doing so, data will be
classified by
s = Si if |f(X)− Si| < |f(X)− Sj | ∀j 6= i (3.2)
where s is the class assigned to the image with feature vector X . In the two
class example with S = (−1, 1), data with f(X) < 0 would be classified as
s=-1, and data with f(X) > 0 would be classified as s=1. In feature space,
the boundary will occur at
−α0 = α ·X. (3.3)
In a two-dimensional feature space, this boundary would be the line
X2 = −
α1
α2
X1 −
α0
α2
. (3.4)
In cases with more than two features, the same holds true, but with n− 1
boundaries in the feature space. The weight function in Equation 3.1 can be
found in many ways based on a training set. Using a minimum mean-square
error (MMSE) criteria, they are found as the solution to
a = argmin
a
|| [h1 h2 ... hM ]
Ta−[s1 s2 ... sM ]
T ||2 = argmin
a
||ha−s||2 (3.5)
where
a =
[
α0
α
]
(3.6)
hm =
[
1
xm
]
(3.7)
where xm is the feature vector for an image at time m with state sm. To
avoid the underdetermined case, the number of independent images must be
at least as large as the number of classes, that is, M ≥ V .
The solution to this cost function is the least squared solution to the system
ha = s (3.8)
which, assuming h is not underdetermined, is given by
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a = (hTh)−1hs. (3.9)
This technique will be effective for data whose features are clustered by
class. However, multimodal data may cause false classification, as each class
will only occupy some linearly defined subset of the feature space. Addition-
ally, outliers may cause false classification in the case of a small training set,
as these will skew the error function being minimized. Finally, training sets
with an unbalanced number of points in each class will cause the boundary
to be further from the classes with more data, as these will make up a larger
percentage of the error function [9].
To avoid these potential issues, a more advanced model is desired that con-
siders the statistical relationship between the features and classes of multiple
images. Such a model with therefore take advantage of more information,
such as the classes of previous images, to determine the class of an image.
3.3 Hidden Markov model
Hidden Markov models (HMM) are one way to represent signals by a statis-
tical model. The model can be described by a set of N states such that at
each time step, the system is in exactly one of the states. Between each time
step, the system can change states, with the probability of transition from
Si to Sj given by aij , i, j ∈ [1, 2, ..., V ]. For a HMM, these state transitions
follow the Markov property, which gives that the conditional probability of
the current state is dependent only on the preceding state [21]:
P (st = Sj |st−1 = Si, st−2 = Sk...) = P (st = Sj|st−1 = Si) i, j, k ∈ [1, 2, ..., V ]
(3.10)
where st is the state at time t. Additionally, the process is assumed to be
time invariant, that is
aij = P (st = Sj |st−1 = Si) i,j ∈ [1, 2, ..., V ] ∀t ∈ Z. (3.11)
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It follows that the state transitions have the following property:
N∑
i=1
aij = 1. (3.12)
If the above sequence were able to be observed directly, it would be referred
to as an observable Markov model. A simple example of such a model is a
three-state system describing the average daily outdoor temperature, where
the temperature would fall in one of three states:
State 1: Cold (T ≤ 5◦C)
State 2: Fair (5◦C < T ≤ 20◦C)
State 3: Hot (T > 20◦C).
Our current state will thus be defined as one of the three above, and
future states can be characterized by looking at the set of all state transition
probabilities, which for the above example, might be given by
A = {aij} =


0.6 0.4 0
0.25 0.5 0.25
0 0.4 0.7

 . (3.13)
This means that, given that today is cold, there is a 60% chance tomorrow will
be cold, a 40% chance tomorrow will be fair, and a 0% chance of tomorrow
being hot, and so on for the other states. The matrix representation of the
set of all transition probabilities is known as the state transition matrix.
The above model is restricted due to the fact that many systems we wish
to model do not have directly observable states. For our airglow images,
for example, the state of the system is defined by the ionosphere and sky
conditions (clear, EPB, cloudy, MSTID). However, unlike the temperature
in the previous example, this state is not directly observable, but rather, is
hidden. Instead, we are only able to observe the features of the images being
captured by our airglow imagers. In this case, a HMM will model the system
by a sequence of observations that are probabilistically related to our state
sequence.
As a simplified example, imagine an experiment in which V urns are hidden
from view, with each urn containing a known distribution of red, blue, and
green balls. At each time interval, a ball is pulled from one of the urns,
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and its color is identified. From this information, we wish to determine
the most likely sequence of urns from which the balls are drawn. In this
example, the urn from which the ball is chosen represents the state of the
system. However, the urns are hidden from view, so the state cannot be
directly measured. Instead, only the ball that is drawn is observable, so the
color of the ball will serve as the feature. Because the distribution of balls
in each urn is known, we can determine the most likely sequence of urns
corresponding to the sequence of balls drawn. We can describe the above
experiment using a HMM, in which there are V states, corresponding to each
urn, and we can define a transitional probability between the V urns at each
time step. Additionally, we can define the initial probability of choosing each
urn. Finally, the observations correspond to the color of the ball identified,
and we can define a conditional observation probability given each urn.
Formally, a HMM can be characterized by the following five properties
[21]:
1. V , the number of states. In many systems, such as our airglow imaging
or the urn and ball experiment, the number of states is known, or has
some physical meaning. We identify the set of all possible states as
S = {S1, S2, ..., SV }, and the state at time t as st.
2. D, the number of observations (sometimes also referred to as symbols)
at each time step. We identify the set of all possible observations as
X = {X1, X2, ..., XD}, with the individual observation X ∈ X, and the
observations at time t as xt.
3. A = {aij}, the state transition distribution.
4. B = {bj(X)}, the observation symbol distribution, where
bj(X) = P (X|s = Sj), 1 ≤ j ≤ V. (3.14)
5. pi = {pi}, the initial state probability, where
pi = P (st1 = Si), 1 ≤ i ≤ V (3.15)
where t1 is the time of the initial image.
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HMMs are a type of generative model, meaning that the model is based on
the joint probability distribution
P (x, s) =
T∏
k=1
P (stk |stk−1)P (xtk |stk) (3.16)
where x = [xt1 ,xt2 , ...,xtT ] is the set of observations at all times, and s =
[st1 , st2 , ..., stT ] is the set of states at all times. As a generative model, there
are three types of problems that can be solved using the model [22]:
1. Given an observation sequence and a known HMM model, what is the
probability of said sequence P (x, s)?
2. Given an observation sequence and a known HMM model, what is the
state sequence that maximizes P (x, s)?
3. Given a set of observations, what are the model parameters {A,B}
that maximize P (x|{A,B})?
For the purpose of classifying airglow imagery, problems 2 and 3 are those
of interest, as we would like to generate a HMM based on our images (observa-
tions), then use said model to determine the state sequence (ionospheric/sky
condition) that best describes those images. The ability to solve problem 1 is
not needed for classification, and therefore we need not use a model capable
of solving it. Additionally, because the solution to problem 2 requires max-
imizing the joint probability of the observations and states, the probability
distribution of the observations needs to be known [22]. This is relatively
easy for simple systems like the ball and urn experiment, but much more
difficult in the airglow imagery case, in which the set of possible observations
(the measured image features) occupy the entire RD space. For these reasons,
we desire a model similar to the HMM, but without the need to characterize
the observation distribution.
3.4 Conditional random fields
Unlike the HMM, the conditional random field (CRF) is a discriminative
model, meaning that it models the conditional probability of the symbols
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given the observations:
P (s|x) =
T∏
k=1
P (stk |stk−1 ,xtk). (3.17)
For the purpose of classification, there are several advantages to the use
of discriminative models. The key advantage is that the conditional proba-
bility distribution, P (s|x), does not depend on a model of the observation
distribution, P (x), as is the case with the joint probability distribution used
by the generative model. The observation distribution, P (x), can be difficult
to model, as the model would need to account for all possible observations.
For this reason, discriminative models can be applied to more complex data
sets without having to make assumptions about the distribution of the ob-
servations [22]. The trade-off is that, due to the lack of a model for P (x), a
discriminative model cannot be used to determine the probability of a given
sequence given known model parameters.
The generalized model for a CRF is given by
P (Si|xt = X) =
1
Z(X)
exp{
∑
v∈V ′
K∑
k=1
ψkfk(Si, Sv, X)} (3.18)
in which V ′ is the set of neighbors to the class S. Z(X) is a scale term
such that
∑V
i=1 P (Si|X) = 1. The set of values {ψk} are weight factors,
and are the terms that are found in training. The set of functions {fk}
are feature functions that correspond to a certain class or observation. The
number of functions (and corresponding weight factors), K, is user defined.
In the simplest case, the set of feature functions are comprised of the group
of indicator functions between all classes and observations [23]:
{fk} = {ISj ,X(S,xt) for j = [1, ..., V ], ∀X ∈ X}. (3.19)
In this case, there will be one indicator function that takes value one for each
state transition and each state-observation pair. With this form of feature
function, the CRF is a generalized form of a HMM. Richer feature functions
can be used in generalized CRFs, however, such that the feature function
is any function f(Si, Sv, X). For example, for a model in which words from
a text are the observations and the part of speech of the word is the state,
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there may be a feature function that takes value one when the first letter of
the word is capitalized and the state is noun, or a feature function that takes
value one when the previous state is noun, the current state is verb, and the
word ends with the letters ‘ing.’
The choice of feature functions can have significant impact on the quality
of the CRF model. Large numbers of feature functions are often used, as
using too few feature functions may lead to poor model accuracy [24].
A linear-chain CRF has the added property that the set of neighbors, V ′,
is limited to the previous state only [23]. With this constraint, the CRF
model is given by
P (Si|xt = X) =
1
Z(X)
exp{
K∑
k=1
ψnfk(Si, st−1, X)}. (3.20)
The value of the Z(X) scaling term can now be seen to be given by
Z(X) =
N∑
i=1
exp{
K∑
k=1
ψnfk(Si, st−1, X)}. (3.21)
In order to apply this model to our data, the values of the parameters
{ψk} need to be adjusted in a way such that the model “best” describes
the data. In the following section, two formulations of this “best” fit are
presented, along with techniques for solving for the parameters {ψk} based
on the formulations.
3.4.1 Training and Interference
The parameters Θ = {ψk} can be estimated in two ways, either using
maximum likelihood (ML) estimation or maximum a priori (MAP) esti-
mation [23]. Both techniques solve for the parameters Θ based on train-
ing data, Γ = {x(i), s(i)}Ri=1, where each x
(i) is a series of observation vec-
tors, x(i) = {x(i)t1 ,x
(i)
t2
, ...,x
(i)
tTi
}, and s(i) is the series of corresponding classes,
s(i) = {s(i)t1 , s
(i)
t2
, ..., s
(i)
tTi
} (i.e., from a series of consecutive images from a single
night, and each i refers to a different night).
With ML estimation, the parameters Θ are given by
Θ = argmax
Θ
P (Γ|Θ) = argmax
Θ
logP (Γ|Θ) (3.22)
35
where the logarithm can be used since maximizing any strictly positive func-
tion, f(x), will also maximize the logarithm of that function, log(f(x)). The
use of the logarithm is helpful because
P (Γ|Θ) =
R∏
i=1
P (s(i),x(i)|Θ) (3.23)
and thus
logP (Γ|Θ) =
R∑
i=1
logP (s(i),x(i)|Θ) (3.24)
which simplifies calculations as a summation versus a product. The joint
probability, logP (s(i),x(i)|Θ) can be re-written as a function of the condi-
tional probability by including a prior observation distribution
logP (s(i),x(i)|Θ) = logP (s(i)|x(i),Θ) + logP (x(i)). (3.25)
The two terms on the right side of Equation 3.25 are independent, since
changes to the distribution P (x(i)) will not affect P (s(i)|x(i),Θ), which is
based on training data, so our optimization of Θ does not depend on the
distribution, and it can be dropped, giving
Θ = argmax
Θ
logP (s(i)|x(i),Θ)
= argmax
Θ
R∑
i=1
{
T∑
n=1
K∑
k=1
ψkfk(s
(i)
tn
, s
(i)
tn−1
,x
(i)
tn
)− logZ(x(i))}. (3.26)
MAP training, on the other hand, gives the parameters Θ as
Θ = argmax
Θ
P (Θ|Γ) = argmax
Θ
P (D |Θ)P (Θ)
= argmax
Θ
logP (Γ|Θ) + logP (Θ). (3.27)
This is the equation for ML estimation, with an addition term of logP (Θ)
[23]. If a normal distribution is assumed Θ ∼ N (0, σ2I), the estimation
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becomes
Θ = argmax
Θ
logP (s(i)|x(i),Θ)
= argmax
Θ
R∑
i=1
{
T∑
n=1
K∑
k=1
ψkfk(s
(i)
tn , s
(i)
tn−1
,x
(i)
tn )− logZ(x
(i))−
K∑
k=1
ψ2k
2σ2
}
(3.28)
This additional term has the effect of reducing overfitting, as parameter
vectors Θ = {ψk} with large `
2 norms will be penalized [23]. Both ML
and MAP estimation produce convex cost functions which can be minimized
using convex optimization techniques, including the quasi-Newton technique
[22].
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CHAPTER 4
DIMENSIONALITY REDUCTION
Determining the class of an image based on a feature vector x ∈ RD using a
CRF model (Section 3.4) will require O(D · V ·K) multiply-adds, where K
is the number of feature functions and V is the number of classes. Addition-
ally, calculating the features for each image will require O(D · C˜) additional
computations, where C˜ is the average number of computations required to
find each feature. This will be dependent on the features measured, but
will clearly increase as the number of features increases. As is discussed in
Section 1.3, one goal of this project is to provide near real-time classifica-
tion of ionospheric conditions. The near real-time criterion is satisfied when
the classification of an image can be calculated faster than the elapsed time
between consecutive images, caused by the exposure time of the CCD. As
this technique is designed to be applicable to various imaging and computing
systems, the computational power and exposure time of the CCD will vary.
To ensure that the near real-time condition is always met, an algorithm is
desired that can reduce the length of an image’s feature vector, f(x) : RD →
R
D′, where D′ ≤ D, such that the computation of the image’s class, which
now requires O(D′(·V ·K + C˜) multiply-adds, can be done in less time than
the CCD’s exposure time. Three algorithms, using different metrics of the
ideal way to reduce the dimension of the feature vector, are considered.
4.1 Principal component analysis
Principal component analysis (PCA) is a linear transformation widely used
in data analysis, data processing, and dimensionality reduction [25]. Given
a dataset x ∈ RD×N , where D is the dimensionality of the data and N is the
number of data points, the goal of PCA is to find the transformation such
that the rows of the transformed data will be orthogonal, that is, each will
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point in the direction of a single basis vector, or principle component, of the
transformed data subspace. This has the effect that the transformed data
will have, at most, D dimensions, since the total number of basis vectors is
given by the rank of x, which cannot be greater than D.
Additionally, the desired transformation will have the property that the
principle components should be arranged such that the variances of the data
projected onto the principle components are in decreasing order (i.e., the first
row of transformed data has the largest variance, the second has the second
largest, and so on). As such, each row will account for the maximum possible
variability in the data while remaining orthogonal to all of the previous rows
[25]. This has the effect that, for D′ < D, the first D′ dimensions of the
PCA-transformed data best represent the original dataset compared to all
representations of dimension D′ (where best is defined as representing the
most of the original data’s variation).
In order to find the transformation that fits the above requirements, we
begin by defining our dataset in terms of the number of data points:
x = (x1,x2, ...,xN). (4.1)
For ease of notation, we also define the mean of the data as µx = E[x] and
covariance matrix of the data as:
Cx =


c1,1 . . . c1,D
...
. . .
...
cD,1 . . . cd,D

 = E[(x− µx)(x− µx)T ] (4.2)
where the element ci,j is the covariance between Xi and Xj .
By the spectral theorem, the eigenvectors of Cx will form an orthonormal
basis, since Cx is real and symmetric, where the eigenvectors a are those
which satisfy the equation
Cxa = λa. (4.3)
The magnitude of the corresponding eigenvalues is proportional to the vari-
ance of the data in the direction of the eigenvector. For this reason, by
placing the eigenvalues in descending order |λ1| ≥ |λ2| ≥ . . . ≥ |λD|, the cor-
responding eigenvectors will be ordered such that |var(aT1 x)| ≥ |var(a
T
2 x)| ≥
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. . . ≥ |var(aTDx)|. A matrix, A ∈ R
D×D, can thus be formed in which the
columns are the eigenvectors:
A = [a1 a2 ... aD]. (4.4)
The original data can now be transformed to give Y ∈ RD×N
Y = AT (x− µx) (4.5)
such that each data point is now represented by the distance in the direction
of each of the orthonormal basis vectors found by the eigenvector decompo-
sition. Note that due to the orthogonality of the rows, A−1 = AT , so
x = µx + AY. (4.6)
Dimensional reduction is achieved by truncating our transformation matrix
Aˆ = [a1 a2 ... aD′ ] such that our dimension-reduced approximation to Y is
given by:
Yˆ = AˆT (x− µx) ∈ R
D′×N (4.7)
and the corresponding approximation to X will be:
xˆ = µx + AˆYˆ ∈ R
d×n (4.8)
.
where D′ < D, such that A ∈ RD×D
′
.
Solving for the error in Xˆ , we get:
E(xˆ) , ||x− xˆ||F =
N∑
j=1
||xˆj − xj ||
2 =
N∑
j=1
||(µx +
D′∑
i=1
yjiai)− xj ||
2
=
N∑
j=1
||(xj −
D∑
i=D′
yjiai)− xj ||
2 =
N∑
j=1
||
D∑
i=D′+1
yjiai||
2 (4.9)
which, because eigenvectors are orthogonal and unitary, reduces to
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E(A) =
N∑
j=1
D∑
i=D′+1
||yji||
2 =
n∑
j=1
D∑
i=D′+1
||xjia
T
i ||
2
=
N∑
j=1
D∑
i=D′+1
||aTi x
2
jiai|| =
D∑
i=D′+1
||aTi C
i
xai|| =
D∑
i=D′+1
||λi||. (4.10)
Thus, the error term is minimized when the truncated eigenvectors are
those that correspond to the smallest eigenvalues, proving that the above
transformation does provide the representation of the dataset that minimizes
the loss of information given the dimensionality reduction.
4.2 Fisher discriminant analysis
While PCA transforms a dataset based upon the variance along the basis vec-
tors, Fisher Discriminant Analysis (FDA) incorporates not only the dataset,
but also the class label of each data point in order to find a linear transfor-
mation that maximizes the separation between multiple classes of data [26].
Thus, a training set for FDA will consist of not only the data, but the cor-
responding class of each data point. For problems of classification, however,
the class of each point in the training set will already be known (see Section
3.4.1), so this data will be available.
FDA is a transformation that maximizes a metric that estimates the sep-
aration of the different classes of data. This metric is defined as the ratio of
“scatter” between data of different classes and the “scatter” of data of the
same class. The between-class scatter is a measurement of the separation of
the mean of each class, while the within-class scatter is a measurement of
the variance of the data within that class.
As with PCA, for a dataset x ∈ RD×N , where D is the dimensionality of
the data and N is the number of data points, the rows of the FDA transfor-
mation can be arranged such that their contribution to the scatter ratio is
in descending order. It can be shown that when this transformation is trun-
cated to D′ < D dimensions, it provides the representation of the data that
maximizes the ratio of between-class to within-class class scatter, compared
to all other possibilities of dimension D′ [27].
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Mathematically, FDA is defined as a linear transformation, A, of the data
set x ∈ RD×n such that
Y = ATx (4.11)
where A ∈ RD×D. The covariance matrix of Y ∈ RD×n will thus be given by
cov(Y ) = cov(ATx) = ATxA. (4.12)
This transformation is found by first defining within-class and between-class
scatter matrices as
Kw =
∑
Sv∈S
(µSv − µx)(µSv − µx)
T (4.13)
Kb =
∑
Sv∈S
∑
k s.t. s(k)=Sv
(xk − µSv)(xk − µSv)
T (4.14)
where S refers to the set of classes, µSv is the data average of class Sv, and
µx is the average of the entire data set. Based on these definitions, FDA is
defined as the linear transformation that solves
A = argmax
A
|cov(ATKb)|
|cov(ATKw)|
= argmax
A
|ATKbA|
|ATKwA|
. (4.15)
This can be computed easily by solving the general eigenvalue problem
Kba = λKwa (4.16)
and generating our transformation matrix based on the solutions, so that
A = [a1 a2 ... aD] (4.17)
where the eigenvectors are ordered such that their corresponding eigenvalues
are in descending order:
λ1 ≥ λ2 ≥ ... ≥ λD. (4.18)
The relative value of each eigenvalue is proportional to the contribution of
the corresponding eigenvector to the term being maximized in Equation 4.15.
By sorting the eigenvalues in descending order, the row of the transformation
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that contributes least to Equation 4.15 is the final column of A. Dimensional
reduction is thus achieved by defining
Aˆ = [a1 a2 ... aD′ ] (4.19)
so that our new dimensionally reduced signal will be:
Yˆ = AˆTx. (4.20)
An example of the difference between FDA and PCA can be seen in Figure
4.1. In this plot, a set of two-dimensional data is shown, where the color of
each data point represents the associated class. The lines labeled PCA and
FDA are the first vector that the data set will be projected upon using each
transformation. The data projected onto each of these vectors is shown in
Figure 4.2.
As can be seen, the direction of the line for PCA maximizes the variance
of the transformed data. However, since PCA does not utilize the class
labels, the dimension in which the class separation occurs can be lost, as is
the case in the example. FDA, on the other hand, finds the transformation
that maximizes this class separation, so the first projection vector of the
transformation successfully separates the data by class.
FDA is limited, however, in the case of multimodal data within a class
[27]. A one-dimensional example of multimodal data is using the weight of
vehicles to classify as to whether a specialized driver’s license is required
to drive them. In this case, motorcycles, which are light, and semi-trailer
trucks, which are heavy, would both occupy the same class, yet their fea-
ture, the weight, would be distributed in two distinct clusters. Cars, which
make up the other class of only requiring a basic license, would have features
distributed in between, hence the multimodal case.
The poor performance of both FDA and PCA when there is multimodal
data is demonstrated with the sample data set shown in Figure 4.3. In this
example, the data of the blue class is clumped into two regions separate from
both each other and the data of the other class. The resulting projection
of the data into one-dimensional space is shown in Figure 4.4. As the plots
show, neither technique is capable of separating the classes of data.
An algorithm more suited for this situation would only consider points
within the same cluster of each point when calculating the within-class scat-
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Figure 4.1: Reduction from two dimensions to one using FDA and PCA.
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Figure 4.2: Projection of data into one dimension using FDA and PCA.
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Figure 4.3: FDA and PCA applied to bimodal data.
ter matrix (Equation 4.13). This adjustment allows for the removal of the
penalty for the separation between points of the same class in different clus-
ters. A modified version of FDA, known as Local Fisher Discriminant Anal-
ysis (LFDA) provides this improvement.
4.3 Local Fisher discriminant analysis
In order to find a modification to FDA that better handles multi-modal data,
we seek to rewrite the calculation of the within-class scatter matrix to only
consider the k-nearest neighbors of each point. In order to do so, we can
rewrite the formulae for the scatter matrices used to define FDA (Equations
4.13 and 4.14) as
Kw =
N∑
j=1
N∑
k=1
W
(w)
jk (xj − xk)(xj − xk)
T (4.21)
Kb =
N∑
j=1
N∑
k=1
W
(b)
jk (xj − xk)(xj − xk)
T (4.22)
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Figure 4.4: Projection of bimodal data into one dimension using FDA and
PCA.
where
W
(w)
j,k =
{
1
Ni
if yj = yk = i
0 if yj 6= yk
(4.23)
W
(b)
j,k =
{
1
Ni
− 1
Ni
if yj = yk = i
1
Ni
if yj 6= yk
(4.24)
where Ni is the number of elements in class Si. LFDA is computed by
updating the definition of W(w) and W(b) to
W
(wL)
j,k =
{
wj,k
Ni
if yj = yk = i
0 if yj 6= yk
(4.25)
W
(bL)
j,k =
{
wj,k
N
−
wj,k
Ni
if yj = yk = i
1
N
if yj 6= yk
(4.26)
where wj,k is a scale factor to emphasize locality, and can simply be the
n-nearest neighbors, that is
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wj,k =
{
1 if xj and xk are n nearest neighbors
0 else .
(4.27)
The scatter matrices are given in the same form as in Equations 4.21 and
4.22, but with W(w) and W(b) (Equations 4.23 and 4.24) replaced by W(wL)
and W(bL) (Equations 4.25 and 4.26).
The effect of this change is demonstrated by looking at the same sample
data set that was shown in Figure 4.3. When the FDA transformation was
applied to this bimodal data to reduce the dimensionality to one, the result
was that the separation between the data of different classes was lost. The
first vector upon which the data is projected using the LFDA transformation
is shown in Figure 4.5, as well as those vectors for the FDA and PCA. As
can be seen in Figure 4.6, the data projected onto the vector using LFDA
preserves the separation between the classes, with the bimodal class of data
remaining separated in two clumps. Additionally, LFDA continues to be an
effective algorithm for single-mode data. As shown in Figures 4.7 and 4.8,
the first line onto which the data will be projected is almost the same for
FDA and LFDA, and both will effectively separate the two classes of data.
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Figure 4.5: LFDA, FDA, and PCA applied to bimodal data.
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Figure 4.6: Projection of bimodal data onto first vector for LFDA, FDA
and PCA.
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Figure 4.7: Reduction from two dimensions to one using LFDA, FDA, and
PCA.
50
−20 −15 −10 −5 0 5 10 15 20
Projection on to PCA vector
−5 −4 −3 −2 −1 0 1 2 3 4 5
Projection on to FDA vector
−4 −3 −2 −1 0 1 2 3 4
Projection on to LFDA vector
Figure 4.8: Projection of data onto first vector for LFDA, FDA and PCA.
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CHAPTER 5
RESULTS
5.1 Classification
In order to determine the best algorithm for classifying ionospheric images,
a training set and a test set of data were generated in order to determine
the classification accuracy of the three potential classification algorithms:
linear discriminant, k-nearest neighbors (kNN), and conditional random field
(CRF). Each model was trained using a training set generated from 241 nights
of data, with a total of 22,032 images. The test set was made up of 18 nights
of data totaling 3,084 images.
Table 5.1: Classification accuracy using linear discriminator
Linear discriminant
classifier output
Actual Class Clear EPB MSTID Cloud Corrupted Accuracy
Clear 1496 61 69 50 15 88.5%
EPB 50 382 44 38 5 73.6%
MSTID 27 52 173 36 3 59.5%
Cloud 28 21 32 376 6 81.2%
Corrupted 26 14 28 4 48 40.0%
Table 5.2: Classification accuracy using kNN (k=7)
k-nearest neighbors (k=7)
classifier output
Actual Class Clear EPB MSTID Cloud Corrupted Accuracy
Clear 1397 116 63 121 4 82.6%
EPB 48 394 45 39 3 75.9%
MSTID 53 41 180 16 1 61.9%
Cloud 12 29 4 417 1 90.1%
Corrupted 16 31 25 19 29 24.2%
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Table 5.3: Classification accuracy using conditional random field
Conditional random field
classifier output
Actual Class Clear EPB MSTID Cloud Corrupted Accuracy
Clear 1457 167 33 30 4 86.2%
EPB 43 432 11 33 0 83.2%
MSTID 33 58 188 12 0 64.6%
Cloud 24 1 29 409 0 88.3%
Corrupted 17 24 55 2 22 18.3%
As the results from Tables 5.1-5.3 show, all of the classification techniques
tested achieved accuracies of 81% to 91% for the classification of clear and
cloudy images. The accuracy of classification of EPBs was between 73% and
83%, while the classification of MSTIDs was lower, between 59% and 65%.
Finally, the accuracy of classifying corrupted images was very low, between
18% and 40%.
The poor accuracy in classifying corrupted images can be attributed to
the very small number of images found that belonged to this class. Of the
more than 25,000 images used in the training and test sets, only 374 images,
less than 2% of the total, were corrupted. For this reason, it is currently
not possible to provide an adequate number of images in this class for the
training set.
The poor performance in classifying MSTIDs may also be due to the lack
of images found by human inspection for use in the training and test set. For
the imaging locations used (equator-pointing imagers in Hawaii and Chile),
MSTIDs occur less frequently than the other features. As a result, MSTIDs
only made up about 10% of the training and test sets, less than half of the
number of images compared to EPB, clear, or cloudy images. One option
for increasing the size of the training set is to move MSTID images from the
test set to the training set. However, this would lead to a test set consisting
of only a few nights worth of data, from which it would be difficult to fairly
judge the performance of the classification algorithms. The second option
for increasing the size of the training set is to wait for more occurrences of
MSTIDs, and determine if the accuracy improves once they are added to the
training set.
Comparing the different classification methods, the CRF model performs
markedly better than the other techniques in terms of the accuracy of classi-
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fying EPBs, slightly better for classifying MSTIDs, and comparably for clear
and cloudy images.
5.2 Features
Figures 5.1-5.5 show the features measured from the training set for each
feature type (see Chapter 2) reduced to two dimensions using LFDA dimen-
sional reduction for display purposes. The color of each point represents the
class of the image from which the features are measured.
As these plots show, the points appear well clustered in some cases, such as
the EPB class for the cross-correlation features, but spread out in other cases,
such as the clear class in the single image features. The lack of separation
between classes, however, is largely a function of the reduction from the
original dimensionality to two dimensions. Were it possible to display the
higher dimensions of the data, the classes would be more clearly clustered.
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Figure 5.1: 46 single image features reduced to 2 dimensions using LFDA.
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Figure 5.2: 47 difference image features reduced to 2 dimensions using
LFDA.
5.3 Dimensional reduction
In order to compare the performance of PCA to LFDA, the features in the
training set are dimensionally reduced using both methods. The reduction of
the features to two dimensions for each method is shown in Figures 5.6 and
5.7. As above, the colors of the points corresponds to the class of the image
from which the data was measured. As above, little can be drawn from these
plots, however, due to the dimensional reduction from R182 to R2.
Instead, the PCA and LFDA techniques can be qualitatively compared by
using dimensionally reduced training data of varying dimensions to train and
test a CRF model (which was the most effective classification technique tested
in Section 5.1), and comparing the classification accuracy. The resulting
accuracy of the model for both LFDA and PCA is shown in Figure 5.8. As
the figure shows, both techniques provide approximately the same accuracy
when D′ = D = 182. However, as the dimension of the test data is reduced,
the accuracy using LFDA data is better than that with PCA data. The
superior performance of LFDA is due to the separation of the classes of data
when the LFDA transformation is used. PCA, by contrast, does not take the
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Figure 5.3: 17 cross-correlation features reduced to 2 dimensions using
LFDA.
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Figure 5.4: 62 keogram features reduced to 2 dimensions using LFDA.
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Figure 5.5: 10 optical flow features reduced to 2 dimensions using LFDA.
class of the data into consideration.
The performance of the LFDA dimensional reduction can be further an-
alyzed by looking at the eigenvalues found in the calculation of the trans-
formation matrix (Equations 4.11-4.20). By looking at the eigenvalues, it
can be determined how much a chosen reduction in dimension should (as-
suming the test data has the same distribution as the training data) reduce
the term that measured the class separation of the data as defined in LFDA
(Equations 4.13 and 4.14).
In the ideal case, there will be a single non-zero eigenvalue, indicating that
full class separation can be achieved with a single dimension of the data, so
the data can be reduced to a single dimension without any loss. However,
for most non-trivial datasets, this will not be possible. Instead, a normalized
running sum of the eigenvalues can be used to determine the relationship
between the reduced dimension of the data and the relative class separation.
Such a plot will be inverse-L shaped in the ideal case mentioned above, and
a straight line in the worst case, indicating that each dimension of the data
contributes equally to the class separation measurement.
The running sum of the eigenvalues for the ionospheric image features is
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Figure 5.6: Image features reduced to 2 dimensions using PCA.
Figure 5.7: Image features reduced to 2 dimensions using LFDA.
shown in Figure 5.9. Also shown in this figure is the accuracy of the CRF
classifier when the reduced dimension data set is used. The accuracy is
plotted on a scale from 20% accuracy, which would be achieved by randomly
guessing one of the five classes, to 85% percent, which is the accuracy achieved
when all 182 features are used. Since the running eigenvalue sum will be
proportional to the LFDA class separation measurement, it is expected that
the classification accuracy would approximately follow the same trend as
the running sum. As the plot shows, this is approximately the case, with
the classification accuracy higher than the running sum, but following the
general trend.
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Figure 5.8: Classification accuracy of data dimensionally reduced using
PCA and LFDA.
Figure 5.9: Comparison of the sum of the first n eigenvalues of LFDA
computation (blue) to the classification accuracy (green). The dotted blue
line shows worst case straight line of purely noise features.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
The goal of this work was to develop a classification technique capable of
mapping from the captured image to the state of the ionosphere. The classi-
fication algorithms tested were a linear mean-squared error discriminant, the
k-nearest neighbors technique (kNN), and a conditional random field (CRF)
model. The parameters of each model were determined using a training set
of hand labeled images, and the accuracies were determined by applying each
model to a test set of hand labeled data not included in the training set.
The CRF was found to provide better classification accuracy than either of
the other models. In general, the classification accuracy was good, achieving
86% correct classification of clear images, 83% correct for EPBs, and 88% for
cloudy images. The accuracy for MSTIDs, however, was somewhat lower, at
65%, and the accuracy for corrupted images was 18%, worse than if random
guessing had been used.
The poor performance in classifying corrupted images is likely caused by
the fact that very few corrupted images were found by human inspection.
For this reason, it was possible to construct neither a meaningful training set
nor a meaningful test set for the class.
As more images of MSTIDs are collected, better conclusions can be drawn
about the classification accuracy of that class. Due to the less frequent
occurrence of MSTIDs at the imager locations, every image of MSTIDs found
by human inspection was used in either the test set or the training set,
and the number of images containing MSTIDs in the training set was much
less than for the other features. However, the low classification accuracy
of MSTIDs may also be due to the fact that MSTIDs are somewhat more
difficult to identify in images than the other classes. MSTIDs can have similar
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appearance to EPBs in airglow images, which can lead to false identification.
The change in the airglow emission caused by MSTIDs is often much smaller
than that of EPBs, resulting in lower contrasts of its features in images, so
it is also possible for MSTIDs to be mislabeled as clear images. Indeed, of
the 103 images of MSTIDs that were falsely identified by the CRF model,
91 were either labeled as clear or EPB images. As more images of MSTIDs
are collected, it can be determined whether the relatively low classification
accuracy is a function of the limited training set.
The LFDA technique for dimensional reduction of the feature vector proved
effective. When the classification accuracy using this data was compared
to that which was dimensionally reduced using PCA, the LFDA performed
equally well or better than the PCA for all feature vector lengths tested.
The resulting accuracies followed the general trend of the running sum of
the eigenvalues used to compute the LFDA transformation, as was expected.
Any dimensional reduction achieved does unfortunately come at the cost of
accuracy. The goal of the dimensional reduction of the feature vector is to
ensure that the class of each image can be computed faster than the exposure
time of the imaging system. This classification algorithm is designed to be
able to be applied to multiple ionospheric imaging systems, so the computa-
tional power of the machines performing the classification, and possibly the
exposure time of each system, will vary. The dimension of the reduced data
can be chosen based on the characteristics of each system in order to find the
maximum length data, and thus highest classification accuracy, that meets
the near real-time requirement.
6.2 Future work
There are several areas in which future work could yield improvements or
extensions of the findings of this thesis. For one, additional features used to
characterize each image could yield improved classification accuracies. Ad-
ditionally, it is possible that added features could allow for some amount of
dimensional reduction without any decrease in classification accuracy.
The use of other classification algorithms could also be tested and com-
pared to those tested in this work. There exist many such algorithms that
have been shown to be effective for certain classification problems, including
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pixel and subpixel based algorithms, field- and object-oriented algorithms,
contextual- and knowledge-based algorithms, and combinative approaches
[28].
Finally, as more data is collected, better training sets can be drawn for
MSTIDs and corrupted images. As the size of the training set increases for
each, the accuracy of classifying these images can be better characterized.
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