Intense mid-infrared pulses tunable between 5 and 14 m with pulse energies of several microjoules were generated by difference-frequency mixing (DFM) in a GaSe crystal. Longer wavelengths (up to 18 m) were achieved by DFM in a CdSe crystal. The infrared pulses were then characterized using various techniques: The spectrum was measured using a Fourier-transform spectrometer, which was then modified to determine the interferometric second-order autocorrelation. The electric field spectral phase was measured using the same setup, thus leading to a full characterization of the mid-infrared pulses. The spectral phase was measured using the time-domain homodyne optical technique for spectral phase interferometry for direct electric field reconstruction, where spectral interferometry was replaced with time-domain interferometry. The measured pulse duration was 100 fs, nearly transform limited.
INTRODUCTION
Ultrashort pulses (duration typically of 100 fs) of midinfrared (MIR) light ͑5-15 m͒ are a powerful tool for time-resolved spectroscopy of a variety of systems, from semiconductor nanostructures 1 to ligands in proteins. 2 Intersubband transitions in doped quantum wells are currently extremely topical 3 due to the development of the quantum-cascade laser 4 and the quantum fountain laser. 5 In the gas phase and soft condensed matter, MIR is resonant to vibrational transitions of molecules. The ability to selectively excite and monitor these transitions provides a powerful tool to understand the dynamics of a variety of systems from catalysts in chemical reactions to enzymes essential to life. The MIR can provide excitation that is more site selective than visible light and is resonant to transitions in a large class of nonphotosensitive molecules. The short duration of the pulses allows the system to be studied before energy is coupled from the area of interest. Also, short-duration pulses have the advantage that, even with very low pulse energies, peak intensities can be very high, making nonlinear methods of spectroscopy possible with little sample heating. These nonlinear techniques yield important information about the system that cannot be accessed through normal linear spectroscopy. Finally, intense MIR pulses with pulse durations shorter than the system dephasing time provide access to the strong-field regime, thus allowing novel ways to optically control the system. [6] [7] [8] Although MIR ultrafast pulses have many important applications, advances in this field have been hampered by the scarcity of appropriate sources and difficulties in their characterization. In Section 2 we present our method of generating intense MIR pulses with durations of roughly 100 fs and tunable from 4.5 to 13 m. In addition to describing our source, we have attempted to clarify the important limitations in the generation process. Section 3 describes our methods to characterize our pulses using Fourier-transform (FT) spectroscopy. The key advantages of FT spectroscopy are its ease of implementation and relatively low cost. Section 4 describes our method of fully characterizing pulse phase and amplitude particularly well suited to the MIR region-the timedomain homodyne optical technique for spectral phase interferometry for direct electric field reconstruction (time domain HOT SPIDER).
The majority of femtosecond MIR sources exploits the wide spectral bandwidth obtainable with standard near-IR ultrafast sources and use one or more nonlinear downconversion steps to reach the MIR frequency range. Direct downconversion from near-IR to MIR through difference-frequency mixing (DFM) in an appropriate noncentrosymmetric crystal has produced some useful results, 9 but conversion efficiency is severely limited by two-photon absorption of the incident beams. The entire spectral bandwidth contributes to two-photon absorption and nonlinear damage (such processes are always phase matched), but only a subsection of the spectrum can be efficiently phase matched for DFM. As such, pump intensities must be kept low and the nonlinear crystal length must be kept short, resulting in typical pulse energies of 10 nJ. 6, 10 Two-color output around 800 nm is possible from a single oscillator and/or amplifier, and this has been used to produce MIR pulses in the nanojoule and microjoule range but with somewhat longer-duration pulses.
11 Nonlinear conversion is still severely limited by two-photon absorption of the near-IR beams.
Despite recent progress in nonlinear crystals such as LiInS 2 with a broad transparency range, 12 the most common method to avoid problems related to two-photon absorption remains the use of an intermediate downconversion stage based on a crystal transparent in the UV and near IR. An optical parametric amplifier (OPA) pumped at 800 nm provides beams centered around 1600 nm that do not suffer from two-photon absorption in many DFM crystals. 13, 14 In addition, the frequency separation between the two output beams (traditionally called signal and idler) can be varied over a large range, thus making the MIR obtained from the final DFM stage tunable over several octaves. Spectral distribution around two center points is an extremely efficient use of photons since a relatively long nonlinear crystal (several millimeters) can phase match the entire bandwidth.
GENERATION SCHEME OVERVIEW
To produce tunable, high-energy MIR pulses, we difference frequency mix the two beams from an OPA, pumped by a regeneratively amplified titanium-doped sapphire oscillator. The amplifier-oscillator (Spectra-Physics Hurricane) is a turn-key unit that produces Ͻ130 fs duration pulses, centered at 800 nm with pulse energies of 0.8 mJ (at a repetition rate of 1 kHz). The setup of the OPA is similar to Fig. 1 in Ref. 13 and exploits the amplification of a white-light continuum in two passes in a 3 mm ␤-barium borate (BBO) crystal, using type II phase matching. Two key design points were essential for optimum exploitation of the OPA output for DFM. Numerical modeling showed that the mode quality of signal and idler beams would suffer if conversion efficiency of the second pass exceeded 30%. We obtained this conversion efficiency by control of spot sizes in the BBO crystal on the second pass. Second, signal, idler, and pump superposition in space and time in the second pass of amplification make the nonlinear process phase sensitive, thus affecting conversion efficiency and dramatically increasing noise and/or reducing the quality of the spatial profile. Other researchers have used polarization and chromatic filtering to remove the idler beam after the first-pass amplification. 15 Since the interferometric effect is dependent on the electric field and not the intensity, filtering optics with high rejection are required. Instead of attempting to attenuate the idler beam, we implemented an inexpensive solution using a birefringent window of calcite. Since the signal and idler are orthogonally polarized, they experience different group delays in the window and are no longer temporally overlapped in the BBO crystal. This inexpensive technique leads to the same idler rejection as polarization or chromatic filtering. The resulting OPA signal and idler pulse energy is 180-200 J, with the separation of center frequencies tunable over a range from 0 to beyond 70 THz. Pulse durations are typically 130 fs (FWHM).
The MIR pulses are generated by DFM in the noncentrosymmetric crystal GaSe. GaSe is reported to be transparent from 0.62 to 18 m (Ref. 16 ) and has a nonlinear coefficient d eff = 54± 10 pm/ V (4.5 times larger than AgGaS 2 ). 17 Its main drawbacks are that it can be purchased only in z-cut form (surface normal to c axis), without antireflection coatings and it is extremely soft. Spot size for optimum conversion efficiency is an important design consideration in a nonlinear process, but little is known about nonlinear and damage processes in GaSe. Figure 1 shows a study of transmission of a beam at 1.5 m, through 0.5 mm and 1.0 mm thick GaSe crystals at normal incidence. The beam wavelength is chosen to be longer than twice the lower limit of GaSe's transparency range to avoid simple two-photon absorption. Fluence is kept below 10% of the surface damage threshold of 1 J/cm 2 reported in Ref. 18 , and the results shown in Fig.  1 are reproducible. The solid curves are calculated by fitting the data to a simple theory of three-photon absorption, assuming square pulses. In the low-intensity regime, transmittance is limited by the Fresnel reflection losses at the surfaces. Above 100 GW/ cm 2 , nonlinear absorption and/or scattering degrade transmission. At very high intensities, red luminescence is even observable from the crystal, suggesting that free carriers are being injected in the material. Scaling with crystal length suggests that the nonlinear effect is bulk in nature. Qualitatively this can be seen by the higher peak intensity in the 0.5 mm crystal before transmission begins to fall. For design of the DFM stage, these results indicate an upper bound for incident peak irradiances of 100 GW/ cm 2 . For a signal energy of roughly 70 J and a beam size of 1 mm, focusing is not required, and in fact is not desired so as to avoid approaching the upper bound found above. A nice feature of GaSe is that it supports both type I and type II phase matching in the MIR. Thus, by simply rotating the crystal by 30 deg around the normal axis, one can change phase-matching types without needing to change the polarizations of the input beams. Most previous work has used type I phase matching, but we have concentrated our work on type II. MIR generation was roughly 10% higher for type II, most likely due to reduced reflection losses for p-polarized light at the output surface of the GaSe crystal. By tuning the separation between the center frequencies of signal and idler, and optimizing pulse overlap and GaSe angle, the resulting MIR radiation is easily tuned from 4.5 to 13 m (Fig. 2) . The resulting quantum efficiency is approximately 25% (solid line in Fig. 2 ). Reduced MIR energy on the short-wavelength side is most likely due to two-photon absorption of the signal beam. On the long-wavelength side, we are negatively affected by increasing linear absorption of the MIR for wavelengths longer than 12 m.
To reach IR wavelengths ranging between 13 and 20 m, we perform DFM in a CdSe crystal, which is reported to be transparent from 750 nm to 20 m.
19 For this crystal, two-photon absorption of the signal beam is negligible provided that its wavelength is longer than 1.5 m, which allows us to efficiently generate IR pulses with a center wavelength longer than 12 m. For example, pulses centered at 18 m with a spectral width of 2.8 THz FWHM could be generated (spectrum shown in Fig. 3 ). These pulses can be compressed using CdSe (which presents a positive group-velocity dispersion) or ZnSe (negative group velocity dispersion), and the spectrum corresponds to a transform-limited pulse duration of 160 fs.
MID-INFRARED WAVELENGTH AND PULSE DURATION CHARACTERIZATION
Real-time monitoring of the MIR spectrum is extremely useful for spectroscopic studies but is technologically challenging. Spectrometers with detector arrays sensitive to MIR frequencies are available but suffer from a high cost, a limited number of pixels, and reduced sensitivity. We have implemented a FT spectrometer, 20 which requires only a single detector (HgCdTe, Judson J15D22-M200-S01M-10) and a relatively low-cost vibrating delay stage (Brüel & Kjaer, Mini shaker type 4810). The design is based on a simple Michelson interferometer, in which beam splitting and recombination is done by two identical beam splitters (coated 50% reflection on the first surface and antireflection on the second surface) in opposite orientation so as to equalize dispersion in both arms as in a Mach-Zehnder interferometer. A beam from a He-Ne laser follows the same beam paths as the MIR and its fringe pattern is used for evaluation of the path-length change.
Although the FT spectrometer is multishot by design, this technique enjoys the many advantages associated with FT spectroscopy, 20 such as high throughout (Jacquinot advantage), multiplex advantage (Fellgett), and simple calibration (since it is linked to the calibration of the reference laser). The high-throughput advantage ensures that only a very small part of the beam ͑Ͻ0.01% ͒ is required to measure the spectrum in real time. Another important advantage is that the spectral resolution can be adjusted by simply extending the vibrating arm travel distance. There is of course a trade-off among the signalto-noise ratio, spectral resolution, and refresh rate. We have run with a range of resolutions from 0.1 to 1 THz, depending on the experimental requirements. Figure 4 shows an interferogram measured using the FT spectrometer along with its corresponding FT. DFM in GaSe while tuning the output of the OPA allows access to the range of 4.5-13 m, with spectral bandwidths larger than 4.5 THz. Of course the spectral width sets only a lower bound on possible pulse duration. To provide an estimate of pulse duration, we easily modified our FT spectrometer to record second-order autocorrelations of the electric field. 21 This is done by adding a noncentrosymmetric crystal and filter (which blocks the fundamental and passes the second harmonic) just before the detector. The crystal (GaAs, cut at 111) is not phase matched but is sufficiently thin to allow a constant second harmonic generation efficiency over the entire pulse bandwidth. As such, angle tuning is not required. Less than 10% of the MIR was used to record the second-order autocorrelations shown in Fig. 5 . The intensity autocorrelation can be mathematically retrieved from the nonlinear interferograms. 21 The resulting trace corresponds to a pulse duration of 100 fs, assuming a Gaussian pulse shape. The procedure is repeated for type I phase matching in the GaSe, yielding a pulse duration of 80 fs. This is consistent with the larger frequency bandwidth of type I phase matching as calculated from the linear dispersive properties of the crystal. 
COMPLETE CHARACTERIZATION WITH TIME-DOMAIN HOT SPIDER
Many experiments, such as, e.g., coherent control, require the complete knowledge of the exciting-pulse electric field, which implies measuring both its spectral amplitude and phase. As discussed above, the spectral amplitude can be measured using a FT spectrometer. In theory, the spectral phase could be retrieved using the additional information present in the second-order interferometric autocorrelation. 21 Although the uniqueness of the spectral phase consistent with a given set of first-and secondorder autocorrelations is well established, 21 the convergence of the proposed iterative algorithms is not. It is therefore preferable to measure the spectral phase using a more reliable method and to simply use the secondorder autocorrelation function to check that the retrieved spectral phase is correct.
Use of conventional phase measurement techniques for MIR pulses is not straightforward, mostly due to the greater difficulty of recording in this spectral domain the frequency-resolved data that are central in techniques such as frequency-resolved optical gating (FROG) 22 and spectral phase interferometry for direct electric field reconstruction (SPIDER). 23 Methods reported previously for MIR pulses-although up to now only for center wavelengths of 5 m or shorter-include polarization gate FROG, 24 second-harmonic FROG, 25 spectrally resolved pump-probe experiments, 26 and cross-correlation FROG. 27 An interesting alternative to the above methods consists of the use of a visible or near-IR pulse to translate the measured signal into the more friendly visible domain. One such technique relies on a direct measurement of the MIR electric field by electro-optic sampling, 28, 29 although this can be accomplished only when an ultrashort pulse with a duration shorter than the MIR field period is available. When this is not the case, it is also possible to use another recently reported method consisting of mixing the MIR pulse with a sequence of two 800 nm stretched pulses, commonly available in chirped-pulse amplifiers, and to record visible interference fringes using a standard CCD spectrometer. 30 In the following, we describe in detail our time-domain interferometry scheme, which to our knowledge is the first self-referenced phase measurement method demonstrated in the 10 m spectral domain. 31 This method is an implementation using discrete optical components of time-domain HOT SPIDER, a method previously demonstrated in the visible domain using an acousto-optic pulse shaper.
32
A. Time-Domain HOT SPIDER Figure 6 shows our relatively simple time-domain HOT SPIDER setup. It is based on the second-order autocorrelator described Section 3, to which we add a third path containing a mechanical chopper and two CaF 2 windows. The purpose of this third path is to deliver a stretched pulse with a large second-order spectral phase equal here to roughly −162,000 fs 2 , an appropriate value for our spectral phase measurement. Furthermore, the 500 Hz chopper is synchronized with the laser so that the stretched beam path is blocked every two laser shots. The Fig. 4(b) . The ratio slightly smaller than 8 between the maximum value and the background results from interferometer imperfections, i.e., unequal intensity in the two arms or a slight noncollinear alignment at the crystal. (b) FT of (a). This signal shows five distinct components centered at frequencies 0, ±, and ±2. The inverse FT transform of the component centered at frequency 0 yields the intensity autocorrelation, from which the pulse duration can be extracted assuming a Gaussian pulse shape. For the pulse used in this experiment, we measure a pulse duration of 100 fs FWHM, thus corresponding to a nearly FT-limited pulse (the pulse spectral width is equal to 4.8 THz FWHM, as shown in Fig. 4) . setup thus produces a sequence of three pulses: the stretched pulse E S ͑t͒ and two replica E͑t − ͒ and E͑t − T͒ of the unknown pulse, where E͑t͒ stands for the complex MIR input electric field. This three-pulse sequence is then frequency doubled using a 100 m thick GaAs crystal. The signal S T ͑2͒ ͑͒ measured on the detector can be written
Similarly to the second-order interferometric autocorrelation measured in Section 3, the FT of this signal yields five components centered at frequencies 0, ± 0 , and ±2 0 . Let us call S T,2 ͑2͒ ͑͒ the function consisting of the terms of S T ͑2͒ ͑͒ associated with only the 2 0 Fourier component.
This function can be easily shown to read S T,2
͑2͒ ͑͒ = ͵ −ϱ +ϱ E *2 ͑t − ͓͒E 2 ͑t − T͒ + 2E͑t − T͒E S ͑t͒ + E S 2 ͑t͔͒dt.
͑2͒
Therefore this component is the correlation function between the frequency-doubled pulse E 2 ͑t͒ and the sum of three fields: the field E͑t − T͒ doubled in frequency, the sum-frequency mixing between E͑t − T͒ and E s ͑t͒, and the stretched pulse doubled in frequency. The first term is removed by subtracting the signal measured when the stretched pulse is blocked by the mechanical chopper. Furthermore, we record a reference signal S T C ,2
͑͒ for a time delay T = T C long enough so that E͑t − ͒ and E͑t − T C ͒ do not overlap, providing the contribution from the third term only, which can be subtracted from subsequent measurements. After thus removing the contributions from the first and last terms, we extract the relevant signal:
Fourier transforming this data yields the same information as the one obtained from a conventional HOT SPI-DER apparatus based on a dispersive spectrometer, 33 so that the rest of the phase-retrieval procedure is identical. Let us call S ͑t͒ the instantaneous frequency of the stretched field and let us assume that its variation is negligible during the overlap with E͑t − T͒. The stretched pulse can therefore be assumed to be quasimonochromatic with a frequency S ͑T͒. Calling E h ͑t͒ = E 2 ͑t͒ the homodyning field, we can then write the FT of Eq. (3) as
͑4͒
Its spectral phase is, to within an additive constant, equal to ͓ − S ͑T͔͒ − h ͑͒ + T, where ͑͒ is the unknown spectral phase we want to measure and h ͑͒ is the spectral phase of the homodyning field. To get rid of this latter term, we compute the difference between the spectral phases obtained for two different values T A and T B of the time delay T and obtain the quantity
͑5͒
Similarly to a conventional SPIDER technique, 23 one then needs to subtract the linear spectral phase ͑T B − T A ͒ and to use either concatenation or integration to finally retrieve ͑͒.
B.
Step-by-Step Procedure According to the above discussion, the actual acquisition procedure consists in the recording of three different interferograms corresponding to the three values needed for the time delay: T = T A , T B , and T C . Between each interferogram acquisition, the desired value of the delay is set manually by using the translation stage present in the corresponding arm of the interferometer (see Fig. 6 ). Each interferogram is acquired by continuously scanning the time delay using the same interferometric control as for the autocorrelator described in Section 3. The acquired data are stored in different memory slots depending on whether the stretched pulse is blocked by the mechanical chopper. We thus obtain the six interferograms shown in Fig. 7 (total acquisition time of 3 min). Figures 7(b) , 7(d), and 7(f) correspond to the data obtained when the stretched pulse is blocked, leaving only the first term of Eq. (2), i.e., the second-order interferometric autocorrelation function centered, respectively, on time delays = T A , = T B , and = T C . The latter case shows only a constant baseline since T C has been chosen to avoid any overlap between the two pulses. The autocorrelations shown in Figs. 7(b) and 7(d) will be useful in two respects: first as redundant information to check that the retrieved phase is correct, and second as an accurate determination of the delay T B − T A . Furthermore these data are subtracted from those obtained when the stretched pulse is not blocked to produce the differential signals shown in Figs. 7(a), 7(c), and 7(e) for the time delays T = T A , T B , and T C . As expected, the data shown in Fig. 7 (e) exhibit oscillations of nearly constant amplitude corresponding to the last term of Eq. (2), i.e., the correlation function between the homodyning field and the frequency-doubled stretched pulse. The next step consists of one subtracting the oscillations shown in Fig. 7 (e) from the data of Figs. 7(a) and 7(c) to extract the relevant signal associated with the second term of Eq. (2). However, since the time delay between the stretched pulse and the two replica pulses is not controlled with an interferometric accuracy, a small drift from one measurement to the next one precludes a direct subtraction between the experimental data. We accurately determine this small drift by slightly shifting in time the data obtained for T = T A and T = T B until we minimize the difference with the data obtained for T = T C in regions where there is no overlap with the replica, namely, Ͼ 0 in the case of Fig. 7(a) and Ͻ 0 in the case of Fig.  7(c) . This rephasing can be achieved with an accuracy of 0.3 fs, a value small enough so as not to affect the retrieved spectral phase. Correcting the autocorrelation functions of Figs. 7(b) and 7(d) from this small drift, we also obtain an accurate determination of the quantity T B − T A = 990.0± 0.3 fs.
After subtracting the signal measured at T = T C from the first two signals thus rephased, we obtain the quantities ⌬S T A ͑2͒ ͑͒ and ⌬S T B ͑2͒ ͑͒ shown in Fig. 8 . Note that the signal corresponding to delay T A is positive whereas the signal corresponding to delay T B is negative. Obviously, this does not result from the 2 0 component contribution to ⌬S T ͑2͒ ͑͒ but rather from the zero-frequency component, the only one whose average value differs from zero. This component reads
͑6͒
This term is therefore sensitive to an interference between E͑t − T͒ and E S ͑t͒, which can be either constructive, as in the case of T = T A , or destructive, as in the case of T = T B . Changing the delay T by half of an optical period (here 15 fs) would change the sign of this interference but would have no effect on the spectral phase retrieved with time-domain HOT SPIDER. Figure 9 shows the amplitude and phase of the FT of the data shown in Fig. 8 , corresponding to ⌬S T,2 ͑2͒ ͑͒ [see Eq. (4)]. Taking the difference between the two spectral phases shown in Fig. 9 yields the quantity ⌬͑͒ defined in Eq. (5). If we assume that ⌬ = S ͑T B ͒ − S ͑T A ͒ is small enough, this differential phase can be approximated with 
where 0 = ͓ S ͑T A ͒ + S ͑T B ͔͒ / 2. The linear phase term is easily subtracted by use of the accurate determination described above of the corresponding slope ͑T B − T A ͒. Note that the problem of frequency calibration encountered in a grating spectrometer and raised by Dorrer 34 is not an issue here because of the use of FT spectroscopy.
Although the spectral shear ⌬ could in principle be determined by use of the known dispersion properties of CaF 2 , we found it more satisfying and more accurate to use an experimental determination. This is achieved using time-domain interferometry with the same experimental setup shown in Fig. 6 with the following changes: We simply remove the nonlinear crystal and the shortpass filter and we measure the signal on the MIR detector as a function of , for a delay T = T C , thus avoiding any contribution from the corresponding arm of the interferometer. The resulting signal corresponds to the first-order correlation between the short pulse E͑t͒ and the stretched field E S ͑t͒. This linear measurement therefore provides an in situ determination of the dispersion produced by the CaF 2 windows. Assuming that the stretched pulse is much longer than the corresponding transform-limited pulse, the time-domain phase of the correlation function can be approximated to be equal to that of the stretched pulse ⌽ S ͑t͒. Therefore measuring this phase will allow the determination of the instantaneous frequency S ͑t͒ =−d⌽ S /dt. Note that since we only need to measure the stretched pulse frequency at time delays T A and T B , the correlation function does not need to be measured over the full temporal support of the chirped pulse, but only over the range of times of interest when we use the HOT SPIDER setup.
To retrieve this phase from the correlation function, we use a Fourier method previously used for the analysis of spatial 35 and frequency-domain 36 interference fringes. After apodization achieved by multiplication of the signal with an appropriate hyper-Gaussian function, the FT is computed and its real and imaginary parts are multiplied by a spectral window centered at frequency 0 . The component centered at frequency − 0 is then eliminated, together with most of the noise. The inverse FT, shown in Fig. 10(a) , yields the phase ⌽ S ͑t͒. Figure 10(b) shows the residual obtained after the linear slope is subtracted, showing that the phase is well approximated by a quadratic function. The derivative of the fit yields S ͑T A ͒ and S ͑T B ͒, from which we deduce ⌬ /2 = 0.97± 0.02 THz and 0 /2 = 34.12± 0.02 THz. Using these values and approximation (7), one can compute the derivative of the pulse spectral phase, which is finally retrieved using a simple integration.
C. Complete Characterization of the Mid-Infrared Pulse
The method described above is applied to the complete characterization of a nearly FT-limited pulse obtained by compressing the pulse generated by DFM in a GaSe crystal using two 5 mm thick germanium windows. 37 The spectral intensity and phase are shown in Fig. 11(a) . The spectral intensity is measured with the FT spectrometer described previously while the spectral phase is retrieved with time-domain HOT SPIDER. The spectral bandwidth of the pulse under test is equal to 5.5 THz FWHM, which has to be compared with the spectral shear used in this experiment ͑1 THz͒, allowing us to measure the spectral phase in 8-10 points under the whole spectrum. Note that we could easily reduce the value of the shear by increasing the second-order spectral phase of the stretched pulse, at the expense of the signal-to-noise ratio. A FT of the amplitude and phase yields the pulse time-domain amplitude and phase shown in Fig. 11(b) . The associated pulse duration is 105 fs FWHM.
As mentioned above, the second-order interferometric autocorrelations measured at no additional cost and shown in Figs. 7(b) and 7(d) provide useful redundant information. Those autocorrelations are compared with the autocorrelation calculated with the spectral intensity and phase shown in Fig. 11(a) and are found to be in good agreement. 31 The fact that there is a unique spectral phase (apart from the usual time ambiguity) consistent with a given first-and second-order autocorrelation 21 thus provides independent proof that the retrieved spectral phase is correct.
D. Discussion
Time-domain HOT SPIDER has admittedly several drawbacks resulting from the use of time-domain interferometry, which means a time-consuming acquisition procedure and the impossibility to perform single-shot measurements. It should also be mentioned that this technique is not directly appropriate for a pulse whose spectrum extends over more than one octave due to the 2 filtering procedure. However, time-domain HOT SPI-DER shares many of the other advantages of frequencydomain HOT SPIDER, 33 namely, a noniterative phaseretrieval algorithm and a sensitivity greater than SPIDER due to the homodyne detection. Unlike HOT SPIDER, time-domain HOT SPIDER provides built-in redundancy with the measured second-order interferometric autocorrelation allowing an independent check of the retrieved spectral phase. The experimental setup is quite straightforward to implement starting from a conventional second-order autocorrelator, simply by adding a third path producing the stretched pulse. Furthermore, in spectral domains where pulse shapers are available, it was reported previously that time-domain HOT SPIDER could be implemented using a highly compact setup consisting of a pulse shaper and a two-photon detector. 32 Time-domain HOT SPIDER also presents all the advantages already mentioned for FT spectroscopy: an adjustable spectral resolution, a high throughput, and a simple calibration. The fact that the technique does not require a spectrometer can be significant in other respects than the mere cost of the apparatus. For example, absolute amplitude calibration of a single detector should be more accurate than that of a grating spectrometer. Furthermore, there is no need here to sacrifice one spatial dimension for the frequency measurement in a grating spectrometer. This means that spatiotemporal SPIDER, 38 up to now limited to one frequency dimension and one spatial dimension, could be easily extended to a full measurement of ͑x , y , ͒ by using time-domain HOT SPIDER and, e.g., two-photon absorption on a suitable CCD camera.
CONCLUSION
We demonstrated the generation and complete characterization of intense mid-infrared pulses tunable between 5 and 18 m. These pulses are generated by frequency conversion of visible pulses within two nonlinear stages. More precisely, the pulses from a commercial 800 nm Ti-:sapphire regenerative amplifier are used to pump a homemade optical parametric amplifier, delivering signal and idler pulses centered around 1.6 m with 180 J total energy. The unfocused signal and idler beams then serve as, respectively, the pump and seed beams for the second nonlinear stage, which consists of differencefrequency mixing in a 0.5 mm GaSe crystal. Output energy ranges from 2 to 5 J, corresponding to a quantum efficiency of 25% in the nonlinear crystal. Longer wavelengths up to 18 m are also generated in a CdSe crystal.
To avoid use of gratings and expensive detector arrays, we characterize the pulses through Fourier-transform spectroscopy. We determine the pulse spectrum and approximate duration by measuring the first-and secondorder interferometric autocorrelation of the electric field. Measurement rates as high as 2 Hz (with a resolution of 0.7 THz) allow real-time monitoring of the source, while higher-resolution spectra can be obtained at the expense of refresh rate. Minor changes brought to the secondorder collinear autocorrelator easily provide a complete characterization of the infrared pulses by use of timedomain HOT SPIDER. To our knowledge, this is the first self-referenced measurement in both amplitude and phase of an ultrashort pulse in the 10 m spectral range. Time-domain HOT SPIDER is a technique well suited to the characterization of infrared pulses since it relies on time-domain interferometry instead of spectral interferometry. Moreover, the built-in measurement of the second-order autocorrelation function provides redundant information allowing one to check that the retrieved spectral phase is correct.
