A calibration process is developed to determine the parameter values. Three-axial compressions tests in laboratory and neural network are used to determine the material internal friction angle and stiffness, respectively. These tests are repeated numerically using PFC models with different sets of particle friction coefficients and particle stiffness values. Three-axial compressions tests are found to be dependent on both the particle friction coefficient and the particle stiffness. The compression test results can be used to determine a unique set of particle friction and particle stiffness values. The calibration process is validated by modelling filling process of head chamber of shield machine. It is shown that the parameter estimation procedure proposed in the paper can accurately predict the deformation characteristics and flow patterns of conditioned soils.
Introduction
The particle flow model is a promising approach to model structure-granular material interaction. The accuracy of particle flow model depends on the model parameters. Coetzee developed a calibration process to determine the parameter values. Laboratory shear tests and compressions tests were used to determine the material internal friction angle and stiffness [1] . Sakai proposed a coarse grain model for large-scale DEM simulations, where a modeled particle whose size was larger than the original particle was used in stead of a crowd of original particles. The coarse grain model was applied to a three-dimensional plug flow in a horizontal pipeline [2] . The discrete element method can evaluate the contact force adequately so that it was applied to pneumatic conveying, penetration analyses, link-track performance [3] [4] [5] [6] [7] . The inverse problem of parameter identification concerns the optimal determination of the parameters by observing the dependent variable collected in the spatial and time domains. With inverse models used to determine parameter values that optimize the fit of the model results to the field observations for a given model configuration, parameter values and other aspects of the model are adjusted until the dependent variables match field observations Parameterization of the system denotes the discovery of a minimal set of model parameters whose values completely characterize the system. Forward modeling denotes the discovery of the physical laws allowing us, for given values of the model parameters, to make predictions on the results of measurements on some observable parameters. Inverse modeling denotes use of the actual results of some measurements of the observable parameters to infer the actual values of the model parameters.
The inverse problem is often ill-posed. The ill-posedness is generally characterized by the nonuniqueness and instability of the identified parameters. The instability of the inverse solution stems from the fact that small errors in measurement dada will cause serious errors in the identified parameters. The uniqueness problem has a great practical importance, because in the case of nonuniqueness, the identified parameters will differ according to the initial estimate of the parameters, and there will be no reason for the estimated parameters to be close to the true parameters. As a consequence, the responses of the model and system may differ for inputs different from those that have been used for identification. The uniqueness problem in parameter identification is intimately related to identification.
Artificial neural network is a powerful tool of information processing. Due to its strong ability of modeling linear and nonlinear relationship, it has been widely used in optimization, calibration, parameter identification, modeling and pattern recognition. The aim of the paper is to propose a new inversion algorithm to estimate model parameters, and to demonstrate the usefulness of the neural network for parameter estimate of particle flow model of conditioned soils.
Discrete Element Model and Its Parameters Figure 1. Discrete element model
Using the soft particle approach, each contact is modeled with a linear spring in the contact normal direction (secant stiffness k n ) and a linear spring in the contact tangential direction (tangent stiffness k s ) as depicted in Fig. 1 . Frictional slip is allowed in the tangential direction with a friction coefficient. The particles are allowed to overlap and the amount of overlap is used in combination with the spring stiffness to calculate the contact force components. The contact force in the normal direction is based on the total overlap U n in the contact normal direction and is given by [1] n n n
Where F n is contact force in normal direction. The contact shear force is based on the incremental relative displacement increment ∆U s in the contact tangential direction and is expressed as follows ( )
Where F s is contact force in the contact tangential direction. So, Identified model parameters of DEM include secant stiffness k n , tangent stiffness k s and friction coefficient µ. The confined compression test is the most used to determine the parameters describing the constitutive behavior of soils. Laboratory tests were conducted under different confined pressures (100,200 and 300kPa). The observed deformation data of test samples are used to identify model parameters of particle flow model for conditioned soils. Laboratory tests were conducted in a tree-dimensional compression machine to study the characteristics of the conditioned soil. Fig. 2 shows the sketch map of laboratory test of conditioned soil for tree-dimensional compression. The maximum particle size of conditioned soil is 5mm. The average particle size is 0.6mm. The density of conditioned soil is 1450kg/m 3 . The inner fraction angle is 25.7°. Fig. 3 shows particle size distribution of conditioned soil. Cumulative ratio/% 
Parameter Estimation by Using Neural Networks
Parameterization of the system denotes the discovery of a minimal set of model parameters whose values completely characterize the system. Forward modeling denotes the discovery of the physical laws allowing us, for given values of the model parameters, to make predictions on the results of measurements on some observable parameters. Inverse modeling denotes use of the actual results of some measurements of the observable parameters to infer the actual values of the model parameters. A particular choice of model parameters is a parameterization of the system. Independently of any particular parameterization, it is possible to introduce an abstract space of points, a manifold, each point of which represents a conceivable model of the system. This manifold is named the model space.
To obtain information on model parameters, we have to perform some observations during a physical experiment, i.e., we have to perform a measurement of some observable parameters. We can thus arrive at the abstract idea of a data space, which can be defined as the space of all conceivable instrumental responses.
Artificial neural networks have gradually been established as a powerful tool in pattern recognition, signal processing, control and complex mapping problems, because of their excellent learning capacity and their high tolerance to partially inaccurate data [8] [9] [10] [11] [12] . Least squares are popular for solving inverse problems because they lead to the easiest computations. Their only drawback is the lack of robustness, i.e., their strong sensitivity to a small number of large errors in a data set. An artificial neural network model is a system with inputs and outputs based on biological nerves. The architecture of BP networks includes an input layer, one or more hidden layers, and an output layer, a shown in Fig.  4 .
Input layer
Output layer
Hidden layer Figure 4．A simplified schematic of neural network model
The nodes in each layer are connected to each node in the adjacent layer. Before an ANN can be used, it must be trained from an existing training set of pairs of input-output elements. The training of a supervised neural network using a BP learning algorithm normally involves three stages. The first stage is the data feed forward. The computed output of the i-th node in output layer is defined as follows 1 1 ( ( ( ) )).
Where µ ij is the connective weight between nodes in the hidden layer and those in the output layer; ν jk is the connective weight between nodes in the input layer and those in the hidden layer; θ j or λ i is bias term that represents the threshold of the transfer function f, and x k is the input of the kth node in the input layer. Term N i , N h and N o are the number of nodes in input, hidden and output layers, respectively. The transfer function f is selected as Sigmoid function:
The second stage is error back-propagation through the network. During training, a system error function is used to monitor the performance of the network. This function is often defined as follows o denote the practical and desired value of output node i for training pattern p, p is the number of sample. The training sample data are regularized before they are trained. The topology structure of neural network is composed of 31*3=93 input nodes, 200 hidden nodes and 3 output nodes. The node number of input layer is determined by number of observed deformation data. The node number of hidden layer is determined by test, which approaches to double of node number of input layer. The node number of output layer agrees with number of identified parameters. The optimization algorithm used to train network makes use of the Levenberg-Marquardt approximation. This algorithm is more powerful than the common used gradient descent methods, because the Levenberg-Marquardt approximation makes training more accurate and faster near minima on the error surface. The weight adjustment using Levenberg-Marquardt algorithm is expressed as follows:
Where w(k) is the vector of network parameters(net weights and element biases) for iteration k, J is the Jacobian matrix; µ is a constant, I is a unity matrix; e is an error vector. Dimension of test sample and particle flow model is shown in Fig. 4 . In order to decrease numerical computation time, particle size is magnified. The radius of particle element is 2mm in particle flow model. The number of particle element is 1576. The training samples are achieved by numerical simulation using particle flow code. Table 1 lists identified model parameters of conditioned soils. Based on identified model parameters of conditioned soils, the relationships between stress and strain of conditioned soil are simulated again to validate the effectiveness of proposed parameter estimation procedure. Fig.6, 7 and 8 show comparison between the forecast strains and observed ones in different confined stress. 
. Conclusion
This work presents a novel procedure for estimating the model parameters of conditioned soils by using neural network approach. The proposed method of estimating the model parameters of conditioned soils has been verified by excellent agreement between the observed deformation of test sample and forecasted ones based on parameter identification.
