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Abstract We revisit two-color, two-flavor chiral perturba-
tion theory at finite isospin and baryon density. We investi-
gate the phase diagram obtained varying the isospin and the
baryon chemical potentials, focusing on the phase transition
occurring when the two chemical potentials are equal and
exceed the pion mass (which is degenerate with the diquark
mass). In this case, there is a change in the order param-
eter of the theory that does not lend itself to the standard
picture of first order transitions. We explore this phase tran-
sition both within a Ginzburg-Landau framework valid in a
limited parameter space and then by inspecting the full chi-
ral Lagrangian in all the accessible parameter space. Across
the phase transition between the two broken phases the or-
der parameter becomes an SU(2) doublet, with the ground
state fixing the expectation value of the sum of the magni-
tude squared of the pion and the diquark fields. Furthermore,
we find that the Lagrangian at equal chemical potentials is
invariant under global SU(2) transformations and construct
the effective Lagrangian of the three Goldstone degrees of
freedom by integrating out the radial fluctuations.
1 Introduction
The study of Quantum Chromodynamics (QCD) is hindered
by its inherent non-perturbative nature: the analytical study
of QCD is generally not possible except in certain limited
regimes. Similarly hindered is the lattice study of QCD in
particular at finite baryon density due to the fermion sign
problem, see [1, 2]. On the other hand, lattice QCD studies
at vanishing baryonic density and nonzero isospin density
are possible for not too large isospin chemical potentials,
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see [3–9]. Moreover, isospin asymmetric matter at nonvan-
ishing magnetic fields cannot be studied using lattice QCD
except in a very limited regime [8, 10]. As such QCD practi-
tioners have focused their attention on a wide range of vari-
ations of QCD including ’t Hooft’s large Nc limit, see [11]
for a review and [12, 13] for more recent studies with adjoint
quarks and two-color QCD with fundamental quarks [12,
13]. The primary interest in two-color QCD stems from the
fact that at finite baryon density, the fermion determinant is
real and positive-definite for two flavors of quarks and as
such lattice QCD studies are possible [14, 15]. This allows
for instance the investigation of color superconductivity due
to the formation of diquark condensates and the competi-
tion with the chiral condensate. However, it is worth noting
that while the fermion determinant remains real and posi-
tive definite at finite isospin density with the baryon chem-
ical potential being zero and vice-versa, when both isospin
and baryon chemical potentials are simultaneously nonzero,
the fermion determinant for the two-flavor case ceases to
be positive definite, while remaining real. As such lattice
calculations are not possible in this scenario. If both the
baryonic and the isospin chemical potentials are nonzero,
the lattice studies require that at least four fermion flavors
are present, indeed in this case the fermion determinant is
positive definite. The alternative is to study finite density
QCD using models such as the Nambu-Jona-Lasinio (NJL)
model [16, 17] and the quark-meson model [18, 19], which
qualitatively reproduce many features of QCD. While un-
systematic, these models are useful tools to investigate chi-
ral symmetry breaking, color (de)confinement and exotic
phases such as chiral density waves [20].
Effective field theories also serve as useful tools to study
the properties of QCD but, unlike models, the results are
systematic with observables computed by well-controlled
approximations [21], see also [22, 23]. In the present pa-
per we will use chiral perturbation theory (χPT), which is
2an effective field theory able to describe many low-energy
properties of QCD [24] by an effective Lagrangian derived
from the global symmetries of QCD. The χPT Lagrangian
can be used to systematically reproduce the strong interac-
tions between hadrons by a momentum expansion. At each
order in the momentum expansion the global symmetries
of QCD fix the form of the various Lagrangian pieces but
the pre-factors, the so-called low energy constants (LECs),
must be determined by different means. The leading order
(LO) χPT Lagrangian depends on only two LECs: the pion
decay constant, fpi , and the pion mass, mpi , which are both
known at high precision. Remarkably, the LOχPT is suffi-
cient to accurately describe the phase structure of QCD at
µI ∼ mpi [25–27], possibly including magnetic fields and
finite temperature effects [28–30]. The field content of the
χPT Lagrangian (similar to other effective theories) depends
on the phenomena and on the energy scale of interest; in the
present work we focus on a realization that includes only the
low-lying pionic and diquark states of two-color two-flavor
systems.
The focus of this paper will indeed be two-color, two-
flavor QCD at finite baryonic and isospin densities. In partic-
ular we study the nature of the phase transitions occurring by
varying the isospin and the baryonic chemical potentials. Of
particular interest is the case of equal chemical potentials ex-
ceeding the pion mass. Previous studies indicate that in this
case the phase transition is of the first order [31]. This result
relies on a qualitative argument and on a quantitative anal-
ysis. The qualitative argument is that at the phase transition
two different condensates compete and this naturally leads
to a first order phase transition. The quantitative argument
relies on the inspection of the baryonic and isospin num-
ber densities, which indeed are discontinuous at the phase
transition occurring when µB = µI > mpi . We reanalyze this
phase transition, finding that this is not a standard first or-
der phase transition. First we consider a Ginzburg-Landau
(GL) expansion valid for second order and weak first order
phase transitions. This analysis shows that for characteriz-
ing the phase transition at µB = µI & mpi it suffices to con-
sider an expansion including terms up to quadratic order in
the fields. In contrast a first order phase transition would re-
quire the inclusion of terms of sixth order in the fields. More-
over, the GL expansion naturally leads to a Gross-Pitaevskii
(GP) Lagrangian, see [27] for a GP expansion for three-color
QCD. The GP Lagrangian is formally the same obtained in
ultracold mixture of Bose gases, but with the important dif-
ference that in our case all the parameters depend on the
chemical potentials and that the number densities of the two
species are not fixed. Moreoveor, at the phase transition the
intra-particle coupling becomes equal to the inter-particle
interaction, and that all the single particle parameters are the
same, leading to an enhanced symmetry group. Then, we
turn to the analysis of the full Lagrangian, and notice that
with an appropriate parameterization of the fields it is pos-
sible to explicitly show a flat direction of the potential. The
associated mode becomes massless for µB = µI & mpi , and
indeed the system has an enlarged SU(2) symmetry. This
means that the phase transition is not a standard first order
phase transition because not all the derivatives of the poten-
tial with respect to the fields are discontinuous.
The paper is organized as follows: After a a brief re-
view of two-color chiral perturbation in Sect. 2, we present a
first discussion of the phase diagram of two-flavor, two color
χPT. In Sect. (3) we investigate in more detail the nature of
the various phase transitions. Finally, in Section (4), we con-
struct the low energy effective Lagrangian by integrating out
the radial mode in the SU(2) invariant theory valid when the
isospin chemical potential is equal to the baryon chemical
potential. In the Appendix we obtain some useful thermody-
namical relations.
2 Review of two-color chiral perturbation theory
2.1 Lagrangian
We begin with a brief review of two-color, two-flavor QCD.
In the chiral limit and at zero chemical potentials, two-color
QCD possesses an expanded Pauli-Gürsey symmetry with
the symmetry group SU(2N f ), with N f = 2. The vacuum
breaks the symmetry down to the symplectic group Sp(4)
resulting in a Goldstone manifold SU(4)/Sp(4), which ac-
cording to Goldstone’s theorem has five Goldstone modes:
these are identified with two oppositely charged pions, a
neutral pion and two oppositely charged baryons (diquarks).
The SU(4)/Sp(4), coset space can bemapped to a SO(6)/SO(5)
coset space, see [32, 33], with all the soft fields collected in
a unimodular matrix Σ parametrized as follows
Σ =
6
∑
k=1
nkΣ˜k , (1)
where ∑6k=1 nknk = 1 and Σ˜k is a set of independent antisym-
metric 4× 4 matrices. For Σ to be unitary the basis matrix
has to be properly chosen, see [33]. We use the same non-
linear parametrization, but with n0 = cosρ and ni = φˆi sinρ
for i = 1, . . . ,5. The ρ field is the “radial coordinate" and
φˆi are unimodular fields, ∑5i=1 φˆiφˆi = 1. In more detail, the
proposed nonlinear realization is
Σ = cosρ Σ0+ isinρ Σiφˆi , (2)
3where the basis matrices are
Σ0 =
(
0 −1
1 0
)
, Σ1 =
(−iτ2 0
0 −iτ2
)
,
Σ2 =
(
0 τ1
−τ1 0
)
, Σ3 =
(
τ2 0
0 −τ2
)
,
Σ4 =
(
0 τ2
τ2 0
)
, Σ5 =
(
0 τ3
−τ3 0
)
,
(3)
where 1 is the 2×2 identity matrix and τa, with a = 1,2,3,
are the Pauli matrices. This basis is related to that of [33] as
follows: Σ0 = Σ˜1 and Σi =−iΣ˜i+1.
As we will see, the choice of the representation in Eq. (2)
has the merit of clarifying the properties of the ground state
in a way that is maybe even more transparent than in [33].
The relation with diquark and pion fields can be easily ob-
tained defining the real scalar fields φi = ρφˆi, and then not-
ing that
N =
φ1+ iφ3√
2
and pi =
φ2+ iφ4√
2
, (4)
correspond to the diquark and charged pion fields, respec-
tively. The neutral pion can be identified with the φ5 field.
Nonvanishing baryon and isospin densities can be ac-
counted for by the introduction of covariant derivatives [12,
13, 31, 33, 34]. The O(p2) Lagrangian turns out to be
L2 =
f 2pi
4
Tr
(
DµΣD
µ Σ†
)
+
f 2pi m
2
pi
2
Tr
(
Σ†0Σ
)
, (5)
where fpi is the pion decay constant and the pion mass is de-
generate with the diquark mass, with f 2pi m
2
pi = (mu +md)G
by the Gell-Mann-Oakes-Renner relation, and we have as-
sumed that quarks only have Dirac masses. We note that the
diquark and pion masses are degenerate even if one consid-
ers a nonvanishing mass difference between up and down
quarks. This is due to the fact that both diquarks and pion
fields are up-down quarks (or antiquarks) states and that the
their masses depend linearly on the quark masses.
Finally, given our convention for the Σi basis, and not-
ing that Σ0 anti-commutes with the baryon number and with
the third component of isospin, the covariant derivatives are
defined as
DµΣ = ∂µΣ − iδµ0{µBB+ µII3, Σ} ,
DµΣ
† = ∂µΣ
†+ iδµ0{µBB+ µII3, Σ†} , (6)
with B = diag
( 1
2 ,
1
2 ,− 12 ,− 12
)
the baryon matrix and I3 =
diag
( 1
2 ,− 12 ,− 12 , 12
)
the matrix corresponding to the third
component of isospin. Note that the only LECs of theO(p2)
Lagrangian are the pion decay constant and the pion mass:
the introduction of the isospin and baryonic chemical poten-
tial does not require any extra LECs.
2.2 Phase diagram
The homogeneous ground state of the system can be ex-
tracted by minimizing the classical potential, which using
the representation in Eq. (2) has the form
V =− f 2pi m2pi
[
2(cosρ− 1)
+ sin2 ρ
{
γ2B
(
φˆ21 + φˆ
2
3
)
+ γ2I
(
φˆ22 + φˆ
2
4
)}]
,
(7)
where
γI ≡ µI
mpi
and γB ≡ µB
mpi
. (8)
Since the potential is at a minimum when the fields φˆi, with
i = 1, . . . ,4, are at a maximum, we take
〈φˆ5〉= 0 , (9)
meaning that the condensate never points in this direction.
Since this direction corresponds to the pi0 field, it follows
that the neutral pion does not play any role in characterizing
the phase transitions. We distinguish four different regimes:
1. If both γB < 1 and γI < 1 the normal vacuum with
〈ρ〉= 0 (10)
is favored.
2. If γB > γI and γB ≥ 1 the ground state is obtained maxi-
mizing the φˆ21 + φˆ
2
3 term in the potential, therefore
〈φˆ21 + φˆ23 〉= 1 (11)
〈φˆ22 + φˆ24 〉= 0 (12)
〈ρ〉= ρN = arccos
(
1
γ2B
)
, (13)
meaning that the radial field lies in the (φ1,φ3) plane.
This condition can be expressed in terms of the diquark
and pion fields
〈|N|〉= ρN√
2
and 〈|pi |〉= 0 . (14)
3. At variance, if γI > γB and γI ≥ 1 the ground state is
obtained maximizing the φˆ22 + φˆ
2
4 term in the potential,
leading to
〈φˆ21 + φˆ23 〉= 0 (15)
〈φˆ22 + φˆ24 〉= 1 (16)
〈ρ〉= ρpi = arccos
(
1
γ2I
)
, (17)
which can equivalently be expressed by
〈|pi |〉= ρpi√
2
and 〈|N|〉 = 0 . (18)
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Fig. 1 Phase diagram as a function of the isospin and baryonic chemi-
cal potentials, see Eq. (8). Solid lines correspond to second order phase
transitions between the normal phase and the broken phases; the dashed
(blue) line corresponds to the phase transition between the diquark and
the pion condensed phases.
4. Finally if γB = γI = γ ≥ 1, the ground state is character-
ized by
〈φˆ21 + φˆ22 + φˆ23 + φˆ24 〉= 1 (19)
〈ρ〉= arccos
(
1
γ2
)
, (20)
where the first equality is automatically satisfied because
of Eq. (9). In this case〈√
|N|2+ |pi |2
〉
=
〈ρ〉√
2
, (21)
meaning that the radial coordinate can pick up any di-
rection in the (φ1,φ2,φ3,φ4) space.
The corresponding phase diagram is reported in Fig. 1
and is equivalent to the one reported in [31]. The transition
along the solid lines is second order, indeed 〈ρ〉 = 0 along
this phase transition lines. On the other hand for γI = γB > 1
there is a peculiar phase transition. One may expect it to be
first order, because the two broken phases are characterized
by different condensates. However, along the dashed line the
two condensates do not separately acquire a vev, but only
their combination, given in Eq. (21), does. The value of this
vev increases along the dashed line from zero (at the inter-
section point with the solid lines), up to large values. This
means that the phase transition at γI = γB & 1 can be stud-
ied by a GL expansion. In the next section we develop this
expansion, which leads to an interesting analogy with ultra-
cold bosonic atoms and will help to clarify the nature of this
phase transition.
3 Analysis of the phase transitions in the µB− µI plane
In order to understand the mechanisms underlying the phase
transitions shown in Fig.1, we perform a GL expansion of
the potential. As we will see, the second order transitions
can be understood within the standard GL theory, however
the phase transition along the dashed line is somehow un-
conventional in that it can be explained through a GL ex-
pansion up to quadratic order in the fields. This is in con-
trast to scalar theories with a single complex field (and its
conjugate), in which it is necessary to expand the (effective)
potential to the sixth order in order in the fields to observe a
first order transition.
Upon expanding the potential in Eq. (7) in the diquark
and pion fields we obtain
V
f 2pi m
2
pi
=− (γ2B− 1) |N|2− (γ2I − 1) |pi |2
+
1
3 f 2pi
(
−1
2
+ 2γ2B
)
|N|4+ 1
3 f 2pi
(
−1
2
+ 2γ2I
)
|pi |4
+
2
3 f 2pi
(
−1
2
+ γ2B + γ
2
I
)
|N|2|pi |2+ . . . , (22)
where N and pi are defined in Eqs. (4). The dots correspond
to the neglected terms of order |N|n|pi |m with n+m> 4. This
expansion is under control for small values of the diquark
and pion condensates, meaning that it effectively describes
the region γB < 1+ε and γI < 1+ε , with 0< ε ≪ 1. There-
fore, Eq. (22) can be used to explore all the second order
phase transition lines and a small region around the first or-
der phase transition line with γB & 1 and γI & 1. In other
words, this expansion is not valid along the whole dashed
transition line in Fig. 1, but only for the region close to the
point where the dashed line touches the solid lines.
The expanded version shows, as expected, a second or-
der phase transition at γB = 1 or γI = 1. When one of the
coefficients of the quadratic term becomes negative either
the diquark or the pion field acquires a vacuum expectation
value. The corresponding values of the condensates agree
with those reported in Eqs. (14) and (18) for γB & 1 and
γI & 1, respectively. This is the standard behavior for a GL
expansion, which is expected to correctly reproduce second
order phase transitions.
The phase transition corresponding to the case in which
both γB & 1 and γI & 1 is illustrated in Fig. 2. In this figure
we keep fixed γB and increase γI , from left to right, from
values of γI below γB, left panel, to γI = γB, central panel, to
γI > γB, right panel.What happens is different fromwhat one
would expect in a standard GL theory describing a weak first
order phase transition. A first order phase transition should
be driven by a competition between two different conden-
sates corresponding to local minima of the potential which
are separated by a potential barrier. In this case the potential
barrier vanishes at γI = γB. The two condensates are clearly
visible in Fig. 2, indeed when γB > γI , left panel, the mini-
mum at |N| 6= 0 becomes the absolute minimum; conversely,
when γI > γB, right panel, the minimum corresponding to
|pi | 6= 0 becomes the absolute minimum. However, when
5Fig. 2 Contour plots of the Ginzburg-Landau potential, see Eq. (22), as a function of N and pi for γB = 1.15 and increasing values of γI . The lighter
(yellow) regions correspond to minima. Left: case with γI = 1.12. The minimum is attained when the N fields gets a nonvanishing vev and pi = 0.
Center: case with γI = γB = 1.15, the minimum has a degenerate O(2) symmetry. Right: case with γI = 1.18. The pi condenses while N = 0.
γB = γI = γ , central panel, there is no energy barrier separat-
ing the two minima along the bright (yellow) circle, indeed
the potential becomes a function of |N|2+ |pi |2 but not of |N|
and |pi | separately:
V
f 2pi m
2
pi
∣∣∣∣
γB=γI=γ
=− (γ2− 1)(|N|2+ |pi |2)
+
1
3 f 2pi
(
−1
2
+ 2γ2
)
(|N|2+ |pi |2)2+ · · ·
(23)
and this structure generalizes to all orders in the field expan-
sion as is evident from Eq. (7), which becomes:
V =− f
2
pi m
2
pi
2
[
2(cosρ− 1)+ γ2 sin2 ρ] . (24)
From the expanded version of the potential in Eq. (23) it is
clear that for γI = γB, the vev is acquired by |N|2+ |pi |2 but
not by |N| and |pi | separately unlike in a standard GL theory
with two species and a U(1)×U(1) symmetry [35, 36].
3.1 Two-Component Gross-Pitaevskii Lagrangian
Since the GL theory describing the phase transitions in Fig. 1
is quartic in the fields, close to the phase transition lines it
can mapped to a Gross-Pitaevskii (GP) form. To this end it
is useful to rescale the fields as follows
ψ1 =
√
4 f 2pi µBN , ψ2 =
√
4 f 2pi µIpi
∗ . (25)
Along the γB = 1 line, working up to quadratic order in the
fields and ignoring second derivatives in time, see the dis-
cussion in [27], we obtain
L
B
GP = iψ
∗
1∂0ψ1+µeff,1|ψ1|2+ψ∗1
∇2
2M1
ψ1− g12 |ψ1|
4 , (26)
where
g1 =
4µ2B−m2pi
24 f 2pi µ
2
B
, M1 = µB , µeff,1 =
µ2B−m2pi
2µB
. (27)
Analogous expressions hold along the γI = 1 line, where the
corresponding GP Lagrangian is
L
B
GP = iψ
∗
2∂0ψ2+µeff,2|ψ2|2+ψ∗2
∇2
2M2
ψ2− g22 |ψ2|
4 , (28)
with
g2 =
4µ2I −m2pi
24 f 2pi µ
2
I
, M2 = µI , µeff,2 =
µ2I −m2pi
2µI
. (29)
A relevant aspect of these equations is that all the GP co-
efficients depend on the chemical potentials, meaning that
approaching the phase transition all the properties of the
system change. On the other hand, in condensed matter sys-
tems, one can typically only change the effective chemical
potential and in restricted cases the coupling constant.
The two second order phase transitions are analogous
to the case discussed in [27] for the pion condensation in
two-flavor, three color QCD. More interesting is the analysis
close to the dashed line of Fig. 2, in the region where γI ∼
γB & 1. In this case a two-species scenario is realized with a
corresponding two-species effective GP Lagrangian
LGP =iψ
∗
1∂0ψ1+ µeff,1|ψ1|2+ψ∗1
∇2
2M1
ψ1 (30)
+ iψ∗2∂0ψ2+ µeff,2|ψ2|2+ψ∗2
∇2
2M2
ψ2 (31)
− g1
2
|ψ1|4− g22 |ψ2|
4− g12|ψ1|2|ψ2|2 , (32)
where
g12 =
2(µ2B + µ
2
I )−m2pi
24 f 2pi µBµI
, (33)
6corresponds to the interaction between the two condensates;
all the other coefficients are reported in Eqs. (27) and (29).
The GP Lagrangian above has a stable ground state only if
the interaction between the condensates is repulsive, mean-
ing that g12 > 0, which is realized for µ2B + µ
2
I >
m2pi
2 . Given
that g1g2≤ g212 the repulsion between the two condensates is
stronger than the condensate self-interaction. In condensed
matter systems this inequality implies that the two-species,
ψ1 and ψ2 segregate [37–39], see [38] for a simple mean
field derivation based on energetic considerations. However,
segregation can only happen assuming fixed condensation
numbers. In our case the number densities cannot be simul-
taneously nonzero, meaning that the two broken phases are
effectively separated and cannot be simultaneously realized.
We do not exclude that inhomogeneous phases might be re-
alized, see for example [40], but in the present study we fo-
cus on homogeneous phases. In any case, the nature of the
ground state of the GP Lagrangian for µI = µB = µ > 1 is
fundamentally different from the condensed matter analog.
The reason is that |ψ1| and |ψ2| are not separately the vevs
but the sum of their magnitudes squared gets a vev:
〈|ψ1|2+ |ψ2|2〉= µeff
g
=
12 f 2pi µ(µ
2−m2pi)
4µ2−m2pi
, (34)
if µ > mpi and zero otherwise. Along the dashed line the
order parameter is an SU(2) doublet unlike the case with
µI 6= µB when the order parameter is a complex U(1) field.
This is most easily seen by constructing an SU(2) doublet
using ψ1 and ψ2
Ψ =
(
ψ1
ψ2
)
, (35)
and rewriting the two-species Lagrangian in the following
form:
L = iΨ†∂0Ψ − 12M ∇Ψ
†∇Ψ +µeffΨ
†Ψ− g
2
(Ψ†Ψ)2 . (36)
It is clear from the form of the Lagrangian that it possesses
the following symmetry structure:
SU(2)global :Ψ → eiαaτaΨ
U(1)global :Ψ → eiαΨ ,
(37)
where τa with a = 1,2,3 are the Pauli matrices. The sym-
metry group of this two-species theory is larger than of the
single species Gross-Pitaevskii Lagrangian, which only pos-
sesses a U(1)global symmetry if ungauged and a U(1)local
symmetry if gauged. For completeness, the equation of mo-
tion in terms of the fieldΨ is given by
i∂0Ψ =− 12M ∇
2Ψ − µeffΨ + g(Ψ†Ψ)Ψ . (38)
3.2 Full Lagrangian
We now turn to the full Lagrangian of the theory in terms of
the radial degree of freedom ρ and the φˆi:
L =
f 2pi
2
[
∂µρ∂
µρ + sin2 ρ∂µ φˆi∂
µ φˆi− 2mpi sin2 ρ(
γB(φˆ1∂0φˆ3− φˆ3∂0φˆ1)+ γI(φˆ2∂0φˆ4− φˆ4∂0φˆ2)
)]
+ f 2pi m
2
pi(cosρ− 1)+
f 2pi m
2
pi
2
sin2 ρ
[
γ2B(φˆ
2
1 + φˆ
2
3 )
+γ2I (φˆ
2
2 + φˆ
2
4 )
]
.
(39)
For simplicity we have set φˆ5 = 0, since the neutral pion does
not condense in any of the ground states. It is instructive to
express φˆi in terms of angular variables (Hopf coordinates):
φˆ1 =cosθ cosαN , φˆ3 = cosθ sinαN , (40)
φˆ2 =sinθ cosαpi , φˆ4 = sinθ sinαpi . (41)
Note the αpi and αN are the phases of the pion and diquark
fields, respectively, and that θ determines the relative size of
the pion and diquark fields. In other words, θ is the angular
coordinate in the pi ,N plane of Fig. 2.
We will first consider unequal values of γB and γI and
then let these two quatities be equal. The angular stationary
points of the potential are given by
sin2θ = 0 , (42)
while the radial coordinate has stationary points
sin(ρ) = 0 , (43)
cos(ρ) =
1
γ2B cos
2 θ + γ2I sin
2 θ
. (44)
Restricting to the first quadrant, we have that the point in
ρ¯ = 0 is a maximum. The points with θ = 0 and θ = pi/2
can be a minimum or a saddle point. If γB > γI , the minimum
is at θ = 0, and the saddle point at θ = pi/2. The opposite
happens for γB < γI . The potential term is
V =− f
2
pi m
2
pi
2
[
2(cosρ− 1)+ sin2 ρ(γ2B cos2 θ + γ2I sin2 θ )
]
.
(45)
Upon substituting in the above expression the value of the
vev of the radial coordinate given in Eq. (44), we obtain the
results reported in Fig. 3, for the same values of the chemical
potential used in Fig. 2. The three plots in Fig. 3 clearly show
that no potential barrier is present along the theta direction
and that the two minima in θ = 0 and in θ = pi/2 do not
coexist.
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Fig. 3 Potentials as a function of the angular coordinate for the same
valus of the chemical potentials used in Fig. 2, that is γB = 1.15 and
three different values of γI . The solid black line corresponds to γI =
1.12, the dashed red line to γI = 1.15 and the dotted blue line to γI =
1.18.
We can now consider the fluctuations around the mini-
mum, writing ρ = ρ¯ + χ and θ = θ¯ + h, then upon substi-
tuting these expression in Eq. (39) we find that the masses
of these fields are given by
m2h = m
2
pi |γ2B− γ2I |sin2 ρ¯ , (46)
m2χ = m
2
pi
sin2 ρ¯
cos ρ¯
, (47)
where the mass of the χ field agrees with the result reported
in [27], while the mass of the h field is a feature of the
present model. Note that mh < mχ and that mh vanishes
along the dashed line of Fig. 1. Since the χ mode is the
heaviest one, it can be integrated out. We will explicitly do
this in the following section for the peculiar µB = µI case.
4 Effective Lagrangian at µB = µI
In the case with γB 6= γI , the Lagrangian possesses a U(1)×
U(1) symmetry [39]. However, for the special case of equal
baryon and isospin chemical potentials, i.e. µB = µI , the po-
tential energy is independent of the angular variable θ , see
Eq. (45). For any small perturbation of the difference be-
tween the two chemical potentials, the system will spon-
taneously choose a direction corresponding to an angle θ¯ ,
which is either θ = 0 or θ = pi2 . For an illustration of the
degeneracy and the consequent symmetry breaking, see the
center plot in Fig. 2 and the plots to the left and right, respec-
tively. In the special case with equal chemical potentials, the
Lagrangian has an expanded SU(2)global symmetry and the
effective Lagrangian can be written in terms of the SU(2)
doublet field Φ ≡
(
pi
N
)
and its conjugate transpose. In other
words, the pion and diquark field can be transformed into
each other through a SU(2)global as previously argued by the
GL analysis. Furthermore, the heavy radial degree of free-
dom, χ , can be integrated out, which results in an effective
Lagrangian with three (angular) degrees of freedom [41, 42]
Leff =
fpi
2
sin2 ρ
[
1
2
{
(∂0θ )
2− (∂iθ )2
}
+
cos2 θ
2
{
γ4− 1+ 4cos2 θ
γ4− 1 (∂0αN)
2− (∂iαN)2
}
+
sin2 θ
2
{
γ4− 1+ 4sin2 θ
γ4− 1 (∂0αpi)
2− (∂iαpi)2
}
− sin
2 2θ
γ4− 1 ∂0αN∂0αpi
]
, (48)
which is valid for energy scales below the χ mass in Eq. (47),
and accounts for all the propagating and interaction terms
of the soft modes. Similar Lagrangians have been derived
in condensed matter systems [37, 43–46], see [47] for a re-
view. However, there is an importance difference between
this Lagrangian and those in condensed matter systems. The
θ degree of freedom (in condensed matter systems) picks up
a vev, thereby allowing the identification of sound modes,
which is a linear combination of αN and αpi . We are not
aware of any such mechanism in the context of two-color
χPT. If such a mechanism exists, expanding around the vev,
i.e. θ = θ +h, one could identify two (soft) modes of sound:
a fast mode,α−=αN−αpi , which propagates at the speed of
light and a slower mode α+ = sin2 θαN + cos2 θαpi , which
propagates at cs =
√
γ4−1
γ4+3
. (Note that when µB 6= µI , i.e. θ =
0 or θ = pi2 , we can identify αN and αpi as the modes propa-
gating at cs, which is as expected from three-color two-flavor
χPT [27].) However, thermodynamic analysis of two-color
χPT (for details, please refer to Appendix A) leads to the
following differential relation between pressure p and the
energy density ε even for equal chemical potentials µB = µI ,√
∂ p
∂ε
=
√
γ4− 1
γ4+ 3
. (49)
While this relation can be interpreted as the speed of sound
for the condensed pion or diquark phase when (µB 6= µI),
such an interpretation, as far as we are aware, is only possi-
ble for µB = µI if θ possessed a vev.
5 Conclusions
We have shown that two-color, two-flavor chiral perturba-
tion theory possesses a globalU(1)×SU(2) symmetrywhen
isospin chemical potential equals the diquark chemical po-
tential. The phase transition from the superfluid diquark phase
at (µB > µI) to the superfluid pion at (µI > µB) involves an
intermediary phase (when µB = µI), where the vev of the
quantity pi∗pi +N∗N is fixed but that of the pion and diquark
condensates are not. This results in a peculiar phase tran-
sition, in which the number densities are discontinuous, as
8in a first order phase transition, but there exists a flat direc-
tion of the potential, as in second order phase transitions. In-
deed, one of the two minima turns into a saddle point along
the dashed phase transition line of Fig. 1. Finally, we con-
structed an effective theory in terms of the SU(2) parameters
by integrating out the radial modes. We expect similar re-
sults to apply to three-color, three-flavor chiral perturbation
theory when both isospin and strange chemical potentials
are varied [26].
There are a number of interesting open problems that
deserve further attention, including the study of inhomoge-
neous phases, possibly using the extension of the GL La-
grangian of [48], semi-local strings [49, 50] in external mag-
netic fields, which we plan to pursue in future work.
Appendix A: Thermodynamics
The ground state satisfies ρ = ρ for each of the three con-
densed phases resulting in a potential that is a function of
∑i φˆ
2
i . Since this sum adds to one, the thermodynamic quan-
tities have the same values in each of the condensed phases.
As such, we will use a generic variable µ for the chemical
potential and γ ≡ µ
mpi
. The µ should be taken to mean the
appropriate chemical potential: µ = µI = µB, µ = µI > µB
or µ = µB > µI . The resulting size of the potential in terms
of γ in the vacuum state is:
V (ρ) =V (γ) =− f
2
pi m
2
pi
2
(
γ2− 1
γ
)2
, (A.1)
which is valid when γ ≥ 1. The potential has been normal-
ized to be zero in the normal vacuum. The resulting energy
density is
ε(γ) =V (ρ)+ µn(γ) =
f 2pi m
2
pi
2
(
γ4+ 2γ2− 3
γ2
)
, (A.2)
which can be written solely in terms of γ and the number
density as:
ε(n) =−m2pi f 2pi
(√
1− n(γ)
mpi f 2pi γ
− 1
)
+ γ
mpi n(γ)
2
, (A.3)
with the number density in each of the condensed phases as
follows:
n(γ) =− 1
mpi
∂V
∂γ
= f 2pi mpi γ
(
1− 1
γ4
)
. (A.4)
The resulting pressure in the normal and condensed phases
is
p = n
∂ε(n)
∂n
− ε(n)
=−
mpi
[
n(γ)+ 2mpi f 2pi γ
(√
1− n(γ)
mpi f
2
pi γ
− 1
)]
2γ
√
1− n(γ)
mpi f
2
pi γ
,
(A.5)
which can be used to compute the speed of sound in both the
pion and diquark condensed phases (including the µI = µB
line)
cs =
√
∂ p
∂ε
=
√
γ4− 1
γ4+ 3
=
√
µ4−m4pi
µ4+ 3m4pi
. (A.6)
and is identical to that of the pion condensed phase in three-
color QCD [25].
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