Abstract. We proposed earlier some general formalization for the problem of the nondestructive use of renewable resources and reduced it to some mathematical programming problem. In this article, we study some properties of optimal controls for this mathematical programming problem in the particular case of obtained earlier by authors nonlinear generalization of so-called Leslie model. We establish the existence of optimal controls that preserve the structure of the operated system, assuming the concavity of the functions used. It turns out that there exists a hyperplane containing such controls. We use some generalization of the classical concept of irreducibility for nonlinear maps, the concept of local irreducibility. These results have applications to actual problems of rational exploitation of natural resources.
Introduction
First we introduce a basic notation. Let R q + be a non-negative orthant of R q which induces a standard partial ordering: we write x ≤ y if y − x ∈ R q + , x < y if y − x ∈ int R q + , where int M is the interior of a set M. We also write x y if x ≤ y and x = y. Next, Z means the set of integers; m, n = {i ∈ Z | m ≤ i ≤ n}. For brevity sake, x = (x 1 , x 2 , . . . , x q ) will sometimes be written as x = (x i ). The iteratives of a map F are denoted by F t (x) (t = 1, 2, . . .), F 0 (x) ≡ x. Sets of nonzero fixed points and positive fixed points of F are denoted by N F and N + , respectively.
We study here some formalization for the problem of sustainable exploitation of ecological populations. The basic concerns taken into account include management of fisheries, agriculture, forestry, and other renewable resources, including harvesting of wildlife mammals populations. This problem is highly relevant at the present time since often commercial overexploitation of populations occurs. This leads to an unbearable burden on regulatory mechanisms of the restoration of populations, and as a result, their degradation. So, according to the UN, about a third of the stocks in marine fishing are registered as caught [1] . The reduction in forest area (by about 1% over the past 25 years) is one of the leading causes of climate change.
The problem of sustainable exploitation of ecological populations is characterized by an abundance of diverse approaches to the understanding of feasible and optimal impacts (controls) for various specific natural systems (see, for example, the review in [7] ). Note that the removal of a part of the population can seriously affect its behavior, genetic composition, etc., i.e. is a way to manage the population and its units. Therefore, we will continue to talk about the management of the population on the basis of control actions (controls).
Most research in this area includes the use of specific models to find the maximum allowable exploitation of commercial populations. Early theoretical studies in this direction were devoted to the search for correct mathematical settings of resource management problems and their analysis. To solve the problem of maximum permissible removal of individuals from structured populations, matrix models were used, when the transition to a next state is carried out using a matrix called the population projection matrix [3] . The population structure was usually identified with the structure of an eigenvector corresponding to the dominant eigenvalue of this matrix. Analytical studies of these strategies were later carried out in [5] , where some concepts natural for the exploitation of ecosystems were formalized, and the corresponding statements were rigorously proved. It was in this article that the relationship between the optimal exploitation of populations and the solution of problems of mathematical programming was clearly formulated for the first time.
The approach to optimal exploitation, based on the stationary structure of the population, has long been prevalent; while the concept of sustainable exploitation was variously determined by different authors. The exact mathematical formulation of the problem varied among different authors, depending on the needs of practical applications in specific problems. One of the first theoretical studies in this direction was the article [6] . Here the concept of sustainable exploitation (SY -Sustainable Yield) was defined, and the solvability of the corresponding optimization problem was formulated and proved. Later a more general problem of the finding of the maximum balanced (permissible, stable) level of exploitation was called the Maximum Sustainable Yield problem (MSY-problem) [7] . The concept of MSY is still one of the cornerstones of managing renewable resources [4] .
The first successful attempts to take into account nonlinear connections considered a nonlinear dependence on population density only for the first age class [18] . Later in [9] was considered a model with the dependence of reproductive and survival rates on density for all age classes. In all the above studies, optimal strategies were sought for an equilibrium structure of the population. They used multiplicative control, that is, they sought out fractions of age groups that could be seized without causing irreversible damage to the population.
A detailed review of the economic aspects of the problem of the rational use of renewable resources can be found in [4] . This line of research (initially developed for commercial fishing) explicitly takes into account the organizational and economic costs, the so-called harvesting effort. Early work in this area took into account only the general biomass of the population -model of excess production of Gordon and Schaefer (other names -biomass model or surplus-model). Later work took into account the age structure of the population (for details and references, see [21] ).
We consistently develop here a general approach to the formalization of the population exploitation problem, proposed in [14] . Our model does not attempt to cover the entire scale complexity of the problem in an abundance of details of the available links and numerous parameters. The necessity of constructing and studying such models (usually called compact or global ones) is emphasized in [4] . Models of this kind with the properties studied should serve as a basis for creating more detailed models of specific natural systems. The basic properties of detailed concrete models follow from the corresponding properties of basic global models.
The purpose of this paper is to study the properties of the feasible set of problem (4) in the case when the ecosystem is described by some nonlinear generalization of so-called Leslie model.
The Leslie model refers to models of projection type. This model is described by iterative process (1) with the matrix
, also called the Leslie matrix, as the step operator. The Leslie model allows to describe discrete age-and, more generally, stage-structured populations. This model is widely used by ecologists to study global dynamics of an age distribution of natural biological populations.
Here, f i and s i are the fertility and survival rates in age groups. We leave aside biological assumptions adopted in a derivation of this model and in general, biological aspects associated with this model; a detailed discussion of these questions can be found in [3] .
The Leslie model is one of the most common models in studies of natural ecosystems since its relationships are a natural consequence of natural assumptions about the interaction of age groups. The properties of this model are well studied (see, for example, [12] ). Further development of the Leslie model occurred by easing its limitations and developed mainly in two directions. Within the framework of the first direction, the transition from the age structure to the more general stage structure was carried out; the second direction was associated with the consideration of the additional (status) structure, and, thus, with the transition to the binary structure of the population.
Apparently, for the first time the idea of classification not by age, but by some other, more easily observed or measurable characteristics was realized in [11] . Here it was proposed to use as a basis for classification the successive stages of the development of the organism (different, generally speaking, duration). Alternative signs of classification were also examined in [22] -instead of age, the size of trees was taken into account when modeling forest populations.
More adequate account of the structure of the population is associated with both a transition from the age to the stage structure and with the introduction of additional features of the population partition. Additional signs of classification, in addition to age and size, can be, for example, such characteristics as volume, biomass, genotype (phenotype), physiological parameters of individuals, etc. The movement along the life cycle in such models also reflects the parallel transitions between the groups of this additional structure. This additional structure is called the status structure. The notion of a generalized stage of development of individuals is formed as the basis for their classification [3] . The classification of individuals in such models turned out to be "two-dimensional": the state of a population is more conveniently described not by a vector, but by a certain matrix. One of the earliest such publications is the article [23] , which took into account the breakdown into genotypes.
In [8] it was proposed to classify individuals not only by age but also by the number of reproductive acts. Here, for the first time, a generalization of the Leslie matrix appeared, in which the matrix-blocks replace the elements of the Leslie matrix.
The binary structure was used in [10] to model the dynamics of a plant population. Since their flowering begins only after reaching a certain size, this model together with the age of the plants also took into account their size.
A detailed review of the properties of above generalizations of the Leslie model can be found in [13] .
One of the early models that took into account the two-dimensional (binary) structure of the population was proposed in the middle of the seventies of the last century in [2] . In this article, a subdivision of a certain natural population was modeled according to an additional feature (genotype), in addition to age. This model was generalized in [19] , where dynamic properties of some general class of nonlinear dynamical systems were investigated. It is this generalization that will be used by us further in the problem of optimal exploitation of the population. This model will be described in more detail below.
Some Preliminary Results
Our general approach to this problem regards the ecosystem as a discrete dynamical system of the form
where x t means a system state at time t = 0, 1, 2, . . ., a step operator F transforms the system from the previous state to the following. Based on the biological interpretation, it is necessary to assume that this system has a trivial equilibrium state:
An operated system is modeled by the iterative process
for the realization of (2) with the initial vector x 0 . In [14] we formulated an optimization problem for dynamical system (1): is to be found
where c(u) is the total effect of using of u, and the feasible set U is the closure of the set
of controls. The control vector u is feasible if and only if there exists an initial state x 0 such that the system (2) stably exists for an indefinitely long time:
Thus the set U formalizes the requirement of the indestructability of the managed object. We showed that problem (3) is equivalent to the following mathematical programming problem:
So,c,ũ is a solution of problem (3) if and only ifc,ũ,x is a solution of problem (4). The following assumptions were used: the map F was assumed to be nonnegative and concave on R q + (and hence monotone increasing on R q + ), the function c(u) was assumed to be nonnegative and monotone increasing. Also a natural condition for an absence of identically zero coordinates of F (x) = (f i (x)) was satisfied:
From these assumptions follows that
We also use a local analogue of a classical concept of irreducibility [17] of a map, the property of irreducibility at some point. In particular, the concept of irreducibility at zero turned out to be especially useful. For the corresponding definitions we introduce the following sets:
A map F ∈ {R q + → R q + } is said to be reducible at point y = 0 (reducible at zero), if
Properties of the local irreducibility are studied in [15] . Among other things, the irreducibility of a map at zero guarantees the positiveness its non-zero fixed points.
It is clear that a necessary condition for the possibility of exploitation of a population is its stable existence in the absence of control, i.e. the presence of a non-trivial equilibrium of the iterative process (1) . We now formulate a sufficient condition for N F = ∅ in the class of concave dynamical systems. We assume that the map F is defined on the whole R q + ; therefore this map is also monotone increasing. For such map we can define positively homogeneous maps
There is a well-developed spectral theory of positively homogeneous maps; in particular, the notion of the dominant eigenvalue λ(H) of the map H that has many properties of the corresponding concept for matrices can be defined [17] . It is not difficult to verify that the condition
is sufficient for the existence of a nonzero fixed point of the concave map F . It was shown in [14] that then the set N F is bounded, convex and contains the largest element x F . If F is also irreducible at zero, then set U contains some positive vector, is also convex and downward, because with each positive vector u also contains the whole segment [0, u] . Besides the following equalities hold:
where by N u and N + u we denote the sets of nonzero fixed points and positive fixed points of F u , respectively.
We introduce a set
that forms a part of the boundary of U . The set D contains all potentially optimal vectors of the problem (3). We divide this set into two disjoint parts by criterion of the presence or absence of common points with U :
From equalities (7), (9) we obtain the following representation of D :
Directly from (8)- (10) the following representation follows:
In [16] , the properties of D , D were analyzed in terms of the dominant eigenvalues of some positively homogeneous maps. Let us turn to the above generalization of the Leslie model [19] . Thus, there are m ≥ 1 intrapopulation structural units (subdivisions), each of which contains individuals of n ages 1, 2, . . . , n. Let x (t) i,j denote the number of individuals of subdivision i ∈ 1, m of age j ∈ 1, n at time t = 0, 1, 2 . . ., then the model under consideration have the following form:
Here α i,j > 0 and β i,j ≥ 0 are the survival and fertility rates in the structural population units,
i,j -the total number of joung in population at time t. Denote π
, we obtain the system of equations for finding an equilibrium of (12):
As we see from (13) , for the model (12) any nontrivial equilibrium state is always positive even without the assumption of irreducibility. Using the lexicographic order for the numbering of coordinates, we obtain the population state vector
, where
, which is transformed into the next state by the following step operator F (x) = (f i,j (x)):
This map is concave if the following condition is satisfied:
Condition F (0) = 0 means that f i (0) = 0 (∀i ∈ 1, m); from (5) it follows that all functions f i (a) are positive for a > 0. Thus the following property is satisfied:
The maps F 0 , F ∞ , which determine the existence of a non-trivial equilibrium state of (12), are linear and have the following components:
where f i (+s) = lim
is the right-hand derivative of f i (a) at zero (for F 0 ) or, respectively, the derivative of this function at infinity (for F ∞ ). The structure of matrices L 0 , L ∞ defining these maps coincides with the structure of a nonnegative mn × mn matrix L m n , which is a generalization of the Leslie matrix. In general, it has the following entries:
the rest of entries are zero. For example, for m = 2, n = 3 this matrix has the following form:
In the case of the model (12) a
r−1 = α p,r−1 (p ∈ 1, m, r ∈ 2, n, t ∈ 1, n). According to results of [20] , sgn(λ(L s ) − 1) = sgn(σ (+s) − 1), where
Here sgn(x) = |x|/x for x = 0, and sgn(0) = 0. Thus, (6) can be rewritten in the form
Here σ(a) is nonnegative, monotone increasing, and concave. The condition (18) means the solvability of equation σ(a) = a. Its unique positive solutionā F corresponds to the unique positive fixed pointx F of the map (14):ā F = a(x F ). By [15] , the irreducibility at zero of concave on R q + map F is equivalent to the irreducibility at zero of F 0 , and the matrix L m n for model (14) is irreducible if and only if the condition
holds [20] . So, (19) is a necessary and sufficient condition for irreducibility at zero of the map (14) .
Properties of Optimal Controls of the Optimal Harvesting Problem for the Generalized Leslie Model
The feasible set U for the model (12) in addition to the restrictions of nonnegativity of x, u is given by equations
where
Recall that x i,j means the number of individuals of subdivision i of age j, u i,j means the number of individuals of age j removed from subdivision i in an equilibrium state of the system (2) for the map (14) . We need the following notation (further i ∈ 1, m, j, k ∈ 1, n):
Note that because of σ(0) = 0 and σ(ā F ) =ā F , we have µ(0) = µ(ā F ) = 0. It is not difficult to find an explicit expression for coordinates of x (i) :
Nonnegative x, u satisfying these equations are feasible if a = a(x). In this case we write the vector x with coordinates (25) as x = x(a, u), explicitly indicating a and u that give x. Note that the nonnegativity (positivity) of the last coordinate of x (i) is equivalent to the nonnegativity (positivity) of all its coordinates:
The variable a, which in this system of constraints can be considered as a parameter, belongs to the set A = {a ≥ 0 | ∃u ≥ 0 : x = x(a, u) ≥ 0}. Obviously, the largest element of this set isā F .
Multiplying equalities (25) by β i,j and summing, we get the equation
Thus, if x u ∈ N u , then (27) holds, which for a given u can be regarded as an equation with respect to a. From (25) and (26), we derive the following parametric representation of U :
A similar representation holds also for U , with the strict first inequality in (28) instead of the nonstrict one.
It follows from (18) that 0 < µ * = max 
Clearly, the function µ(a) is nonnegative and concave on [0,ā F ]. We give some other properties of this function, which will be needed in the sequel. Lemma 1. Suppose that conditions (15)- (16), (18) (ii) If µ ∈ (0, µ * ) then equation µ(a) = µ has exactly two solutions a 1 , a 2 with 0 < a 1 < a * ≤ a * < a 2 <ā F .
Let Γ be a nonnegative part of the hyperplane q(u) = µ * :
Recall that D denotes the closure of D . The following statement shows that the structurepreserving controls form a part of the hyperplane. Theorem 1. Suppose that conditions (15)- (16), (18)- (19) are satisfied. Then the following equalities hold:
Proof. Let us prove the first of these equalities. Representations (7), (11) yield D ⊂ U ; we now show that D ⊂ Γ. Let u ∈ D , and assume, by contradiction, that u / ∈ Γ. Then it follows from (29) that q(u) < µ * . Therefore, by statement (ii) of Lemma 1, equation (27) has exactly two solutions a 1 , a 2 with 0 < a 1 < a * ≤ a * < a 2 . Obviously, a(x u ) = a 2 . By (7), (25) 
We show that the assumption u / ∈ Γ implies an existence of u with u > u also belonging to U . Take any such that 0 < <x i,n (u) (∀i ∈ 1, m). Let u = u + u(δ), where u(δ) is a vector whose coordinates are all δ > 0. Denoting
we get from (21)-(23) equalities
The second of these equalities shows that, in addition to the inequality q(u) < µ * , the inequality q(u ) < µ * also holds for 0 < δ < δ 0 , where δ 0 = (q 0 ) −1 (µ * − q(u)). By Lemma 1, there exists a function h(µ) inverse to the function µ(a) on [a * ,ā F ]. Because a = h(q(u )) satisfies the equation µ(a ) = q(u ), it follows from (28) that a , u ,x u = x(a , u ) satisfy the system (20) . In particular, denotingx u = (x i,j (u )), we get from (25):
To complete the verification of the condition u ∈ U , it remains to show that p (i) (u ) < λ i (a ), or, what is the same,x i,n (u ) > 0 (∀i ∈ 1, m). The mapx(u) : u →x u is strongly decreasing (see [14, Lemma 1(6) 
. Because of continuity of the superposition of continuous functions λ i (a) and a = h(q(u)), there exists a sufficiently small δ 1 > 0 such that 0 < λ i (a 2 ) − λ i (a ) < ε/2 for 0 < δ < δ 1 . Further, from the first equality in (31) it follows that 0 < p
0 : i ∈ 1, q}. Therefore, for u = u + u(δ) with 0 < δ < min{δ 0 , δ 1 , δ 2 } we get 0 <x i,n (u) −x i,n (u ) < ε (∀i ∈ 1, m). Hencex i,n (u ) >x i,n (u) − ε > 0, because of our choice ε > 0. Thereforex(u ) = x(a , u ) > 0 and, in view of (7), u ∈ U . But this, by (11) , contradicts the condition u ∈ D , because of u > u. Thus, the assumption u / ∈ Γ led to a contradiction. This means that u / ∈ Γ, and, consequently, u ∈ Γ ∩ U . The property D ⊆ Γ ∩ U is proved. Conversely, if u ∈ U and u ∈ Γ then, by (7) , N + u = ∅. Further, from (19) we get q
; by (11) this implies u ∈ D . The property Γ ∩ U ⊆ D is also proved, and, thus, the first equality in (30) is completely proved. Let us prove the second equality in (30). We choose some point u ∈ D ∩ Γ and define a sequence u k = (1 − α k )u + α k u , where u ∈ D ⊆ Γ, α k ∈ (0, 1) and α k → 0 as k → +∞. Clearly, u k → u as k → +∞. From (11) , by u ∈ D , it follows thatx u > 0. The mapx(u) is concave, therefore,
* and, because of (29), N v = ∅. But, by (11) , this means that u k ∈ D . Thus, the point u is indeed the limit point of D .
It remains to prove the last equality in (30). We first prove the inclusion
The sequence {x u k } is bounded; consequently, there exists a convergent subsequence of it. For brevity of notation, let it be the sequence {x
We now prove the inclusion We now clarify the representation (28) for the boundary D of U . If u ∈ U , then we can define a set I 0 (u) = {i ∈ 1, m |x i,n (u) = 0}. Corollary 1. Suppose that conditions (15)- (16), (18)- (19) are satisfied. Then the following assertions hold: (i) u ∈ D if and only if the following constraints are satisfied:
(ii) u ∈ D if and only if I 0 = I 0 (u) = ∅ and following constraints are satisfied:
where a =ā(u) is the larger root of equation (27). We now characterize the structure of D (in case D = ∅). Clearly, the functionā(u) = a(x(u)), where a(x) is defined by (13) , is nonnegative, monotone decreasing and concave on U . Moreover,
where, we recall,ā F = a(x F ). This polyhedron is of interest in connection with the fact that, by (28), the following representation of a feasible set holds:
Not all elements of D(a) belong to D , therefore we introduce a set
Clearly D has a representation similar to (35):
Fix a ∈ [a * ,ā D ], i ∈ 1, m, and denote
By definition (36), E(a) is no longer a polyhedron. Its structure is characterized by following statement, which follows from Corollary 1. Corollary 2. Suppose that conditions (15)- (16), (18)- (19) are satisfied. Then the set E(a) is representable in the form
where We introduce the following notation:
By definition (17) , σ
k are monotone increasing with respect to subscript; therefore, the same is true of σ k (a), so that σ k+1 (a) ≥ σ k (a) (∀k ∈ 0, n − 1).
We also introduce the following sets:
Because σ i 0 = 0 (∀i ∈ 1, m), it follows from σ 0 (a) = 0 that K(a) = ∅. By monotonicity of σ k (a) with respect to subscript, the following equalities hold: 
We define the sets of vectors u ∈ R mn + having exactly m positive coordinates that are in the blocks u (1) , u (2) , . . . , u (m) of u at the same places:
The following statement gives a criterion for the existence of non-destructive controls of a certain type. Theorem 2. Suppose that conditions (15)- (16), (18)- (19) are satisfied. Then U k ∩D = ∅ if and only if k ∈ K * .
Proof. By Corollary 1, a certain u ∈ U k with nonzero coordinates u i,k (∀i ∈ 1, m) belongs to the set D if and only if the following restrictions are satisfied:
Therefore, condition U k ∩ D = ∅ is equivalent to condition µ k > µ * , where
Here µ k = q(ū) for someū ∈ U k with nonzero coordinatesū i,k = π
since condition (19) , as already noted, guarantees the positivity of all the coefficients q
k f i (a * ) and q(ū α ) = µ * , so that all the restrictions (32) are satisfied. Thus, the equivalence of condition U k ∩ D = ∅ to the inequality µ k > µ * is proved. Further, we have:
This inequality is obviously equivalent to the inequality
or, in view of (37), to the inequality σ k−1 (a * ) < a * , which means, by (38), k ∈ K * . The theorem is proved.
Taking into account that K * always contains unity, we obtain from Theorem 2 the following Corollary 3. If conditions (15)- (16), (18)- (19) are satisfied, then U 1 ∩ D = ∅, and, consequently, the set D is not empty. Thus, we showed the existence of controls preserving all the units of the operated system. To illustrate assertions obtained above, let us consider the following system of constraints (20) for the model of the form (12) with m = 1, n = 3:
where a = x 1 + 2x 2 + 4x 3 , f (a) = 3a/(1 + a). From (17) we find σ(a) = 9a/(1 + a). Obviously, the requirements (15)- (18), (19) are satisfied. Let us find the explicit dependence of x on u:
The set U is given by restrictions
where ϕ(u) = 4u 2 2 + 32u
The surface D given by equation ϕ(u) = 0 is ruled (more precisely, it is part of a hyperbolic cylinder) and contains segments of lines with a directing vector d = (4, −4, 1) (see Fig. 1 ). Figure 1 The coordinates of x(a, u) from (25) are the following: By (23) , (24), we get q(u) = 3u 1 +4u 2 +4u 3 , µ(a) = 9a/(1+a)−a, a * = 2, µ * = 4,ā F = 8. Hence the set Γ, containing by Theorem 1 the set D , is the nonnegative part of the plane 3u 1 +4u 2 +4u 3 = 4. By Corollary 2, u = (4/3, 0, 0) ∈ D . Indeed,x u = (2/3, 1/3, 1/6) > 0. The equality p(u) = λ(a) from (33) is equivalent to the following: u 1 + 2u 2 + 4u 3 = 3a/(1 + a). By (34), the polyhedron D(a) consists of nonnegative solutions of the following constraints system: 3u 1 + 4u 2 + 4u 3 = 9a/(1 + a) − a, u 1 + 2u 2 + 4u 3 ≤ 3a/(1 + a) (a ∈ [0, 8]).
If in this system the inequality is replaced by an equality, then for a ∈ [2, 5] nonnegative solutions of the resulting system give the set E(a). The set of vertices of this polyhedron consists of two elements: u 1 (a) = (3a/(1 + a) − a/2, 0, a/8), u 2 (a) = (0, 3a/(1 + a) − a/2, a/4 − 3a/4(1 + a)).
Hence, u 1 (a * ) = (1, 0, 1/4), u 2 (a * ) = (0, 1, 0). The line segment connecting these points (in Fig. 1  the thick line) is the boundary on the surface D separating the sets D (part of the plane) and D , and the segment itself belongs to the non-linear part of the surface -the set D . The set E(a) in complete agreement with Corollary 2 is the line segment joining the points u 1 (a) and u 2 (a):
where u 0 = (3a/(1 + a) − a/2, 0, a/8), u α = αa 0 (4, −4, 1), a 0 = a/2 − 3a/4(1 + a) (in Fig. 1 , a series of parallel lines shows some of these sets).
Conclusion
In this article, we considered the properties of a feasible set for the problem of nondestructive use of renewable resources in the particular case of a nonlinear generalization of the Leslie model. In the general case, for the problem (4) with concave map F , unfortunately, it has not yet been possible to establish the existence of controls that preserve the structure of the ecosystem. But as we saw above (see Corollary 3), it turned out that in particular case of generalization of the nonlinear model Leslie, under concavity assumption of reproductivity function, such controls exist. In addition, we have established that such controls necessarily belong to a certain hyperplane. Moreover, the criterion is obtained that allows one to find such controls with certain properties.
For non-linear models with additive control, even for the model with a stationary withdrawal of individuals, one can not yet speak of the presence of a branched general theory, although properties of individual models have been well studied. Our general approach, which considers an ecosystem as an element of some general class of dynamic systems, also allows us to approach the problem of optimal exploitation of populations from fairly general positions. We hope that this study will show possible new directions in the development of the general theory of renewable resources exploitation.
