In most of mesh-free methods, the calculation of interactions between sample points or "particles" is the most time consuming. When we use mesh-free methods with high spatial orders, the order of the time integration should also be high. If we use usual Runge-Kutta schemes, we need to perform the interaction calculation multiple times per one time step. One way to reduce the number of interaction calculations is to use Hermite schemes, which use the time derivatives of the right hand side of differential equations, since Hermite schemes require smaller number of interaction calculations than RK schemes do to achieve the same order. In this paper, we construct a Hermite scheme for a mesh-free method with high spatial orders.
Introduction
Lagrangian mesh-free methods, in which particles move following the motion of fluid, have been widely used for astrophysical hydrodynamical simulations. In most of mesh-free methods, the calculation of interactions between particles is the most time consuming part. Typically, one particle interacts with ∼100 neighbor particles, and thus the cost of interaction calculations dominates the total calculation cost. One way to reduce the number of interaction calculations is to use Hermite schemes, which use the time derivatives of the right hand side of differential equations, since Hermite schemes require smaller number of interaction calculations than RK schemes do to achieve the same order.
In the field of stellar dynamics, the fourth order Hermite scheme (Makino 1991; Makino & Aarseth 1992 ) is widely used for high-order integration. The basic idea of the Hermite scheme is to calculate the time derivative of gravitational acceleration directly, and use it to construct high-order interpolation polynomial. If we calculate up to p-th order time derivative directly, we can achieve the order of s(p + 1) when we use s-step linear multistep method, and in the case of s = 2, we can achieve the order of 2(p + 1). The two-step linear multistep method can be formulated so that it requires only one force evaluation per timestep. In the case of grid-based scheme for hydrodynamics, Aoki (1997) described the method based purely on the Taylor expansion, which achieves order p + 1.
In this paper, we combine the Hermite scheme with Consistent Particle Hydrodynamics in Strong Form (CPHSF; Yamamoto & Makino 2017) which is one of high-order mesh-free methods.
One disadvantage of the Hermite scheme is that, even though it requires smaller number of interaction calculation, the calculation cost of one interaction is higher because we need to calculate high-order derivations. In the case of CPHSF or other MLS-based interpolation, high-order interpolation polynomial gives spatial derivatives, and we only need to convert spatial derivatives to time derivations using the original differential equations. Thus, the increase of the calculation cost is small and independent of the number of neighbors.
We performed several numerical tests. Fourth-order Hermite schemes and second-and fourthorder Runge-Kutta schemes are used for the test with a periodic boundary, and an implicit Hermite scheme, an implicit fourth-order Runge-Kutta scheme and the backward-Euler scheme are used for * Example: Present Address is xxxxxxxxxx the test with boundary conditions. We found that, for both of Hermite and Runge-Kutta schemes, the overall error is determined by the error of spatial derivatives, for timesteps smaller than the stability limit. The calculation cost at the timestep size of the stability limit is smaller for Hermite schemes.
Therefore, we conclude that Hermite schemes are more efficient than Runge-Kutta schemes and thus useful for high-order mesh-free methods for Lagrangian Hydrodynamics.
In the rest of this paper, we first present the formulation of the Hermite scheme for CPHSF in section 2, and report the results of numerical tests in section 3. We summarize our study in section 4.
Derivation of the high-order scheme
In this section, we present the derivation of the fourth-order Hermite schemes for CPHSF.
Hermite scheme
In this section we present the formulation of the fourth-order Hermite schemes (Makino 1991; Makino & Aarseth 1992) . Consider a second-order differential equation,
Here, x and v denote the position and velocity of one particle. The fourth-order Hermite scheme is derived as follows. The predictor at time t n is given by
where x p and v p are the predicted position and velocity at the new time, t n+1 = t n + ∆t, x n and v n are the position and velocity at time t n , and a n and j n are the acceleration and jerk (first time derivative of acceleration) at time t n . Using x p and v p , we can now calculate the acceleration and jerk, a n+1 and j n+1 , at time t n+1 . Using a n , j n , a n+1 and j n+1 , we can construct the third-order
Hermite interpolation polynomial for a(t) as
where s n and c n are given by
c n = 12(a n − a n+1 ) + 6∆t(j n + j n+1 ) ∆t 3 .
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We integrate equation (5) from t n to t n+1 and obtain correctors given by
If we set x n+1 = x c and v n+1 = v c at this point, that means we use the PEC (predict-evaluate-correct)
form of the linear multistep method. We can also use PECE or P(EC) 2 forms.
Derivation of high-order time derivatives for hydrodynamical equations
In this section, we describe how we calculate high-order time derivatives for hydrodynamics equations in Lagrangian view. Our approach is essentially the same as that of Aoki (1997) , who derived higherorder time derivatives for Eulerian view. Aoki (1997) considered the following equation:
where ξ x is some linear operator. By taking time derivatives of both sides of equation (10), they derived a series of equations,
and so on. In this paper, we consider the equation
where d/dt is the Lagrangian derivative,
The original set of partial differential equations of a Lagrangian formulation of hydrodynamics is given by
Here, we rewrite
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The operator ✸ is defined as
where α and β are indices of dimensions, and
where α = 1, 2 and 3, and x = (x 1 , x 2 , x 3 ) = (x, y, z). The index β is summed over. Second time derivatives of ρ, v and u are then expressed as
where P is defined as
For the equation of state for ideal gas used in section 3.1,
where γ is the ratio of specific heat, P is given by
For the equation of state for weakly compressible fluid used in section 3.2,
where ρ air , P air , g, H and c 0 are air density, air pressure, gravity, height of fluid and sound velocity.
We set
The parameter P is given by
In this paper, we apply artificial viscosity of the form the same as that in Yamamoto & Makino (2017) . Note that we do not calculate the contribution of the artificial viscosity to the second time derivatives since artificial viscosity is not differentiable. Therefore, the artificial viscosity for PEC and P(EC) ∞ forms of Hermite schemes are integrated with the Heun's scheme and the trapezoidal scheme, respectively. We calculate artificial viscosity as follows.
where α AV , β AV and h AV are coefficients, and c s and ζ are the sound velocity and a parameter which controls the overall strength of AV. In this paper, we set α AV = 1 and β AV = 2. The parameters λ m are the eigenvalues of the strain rate tensor s defined as
The parameter λ mmax is the negative eigenvalue with the maximum absolute value. If all eigenvalues are non-negative, q = 0. In this paper, we use the time-independent coefficient ζ. We set ζ = 1.
Calculation cost for time high order derivatives
For the fourth-order Hermite time integrations, we must derive second spatial order derivatives of physical quantities to calculate jerk, snap and crackle. However, if we use spatial high-order meshfree methods (e.g., CPHSF), the additional number of arithmetic operations of jerk, snap and crackle is much smaller than the original number of the calculations of the spatial high-order mesh-free method.
In this section, we compare the original number of arithmetic operations and the additional number of the operations necessary for the Hermite scheme. First, we show how to derive the spatial high-order derivatives of a physical quantity f . Second, the original number of arithmetic operations of CPHSF is derived. We call this value N op . Note that we assume that N op comprises only the number of operations for the evaluation of the inverse matrix of B i in equation (35) and interaction calculation between particles since these dominate the total calculation cost of CPHSF. Thirdly, the additional number of arithmetic operations for jerk, snap and crackle is derived. We call this value N add . Finally, we compare N op and N add . To obtain the number of arithmetic operations, we calculate the number of floating-point operations per one particle of CPHSF. If a quantity have been derived, we assume that it will not be unnecessarily recalculated. We assume that the numbers of floating-point operations required to evaluate division and square root are both 20.
First, we show how to derive the spatial high-order derivatives of f . In CPHSF, the m-th spatial order derivatives of f is given by the following equations,
where i and j are indices of particles, m and α are integers, n p and W ij are the spatial order of the scheme and a Kernel function and x ij , y ij and z ij are x j − x i , y j − y i and z j − z i .
In CPHSF, the total number of floating point operations per one neighbor particle is given by
where N nb is the number of neighbor particles, and N int and N inv are the numbers of floating-point operations for interaction calculation between particles and the evaluation of the inverse matrix of B i in equation (35). The number of floating-point operations for interaction calculation is given by
where N dist and N kernel are the number of floating-point operations necessary to evaluate the relative distance and the kernel function. The last term, N sf , represent the number of floating-point operations for the CPHSF fitting. In CPHSF, first of all, we evaluate only |x ij |/h i , where x ij is the displacement of particle i and particle j and h i is the Kernel length of particle i, to search neighbor particles of particle i, and N dist are ≃ 22, 45 and 48 for 1, 2 and 3 dimensions. Then, we evaluate elements of B i given by equation (38), polynomial equation given by equation (37) and kernel function W ij to calculate equation (35) . One interaction calculation between particle i and particle j in
is the number of bases of a polynomial fitting in equation (35), where D is the number of dimensions, and the value of n(n p , D) is given by
For example, if we consider one dimensional case,
. Therefore, the number of the terms of the
Since we assume that a quantity, which have been derived, will not be unnecessarily recalculated, the number of floating-point operations for the evaluation of 
with respect to j is 1. Therefore, the total number of floating-point op-erations for one interaction calculation in B i is 2n(2n p , D) − 1. One interaction calculation between particle i and particle j in the calculation of equation (35) is given by W ij f j p ij . The number of the terms of the form of W ij f j [p ij ] α is n(n p , D). We have density (pressure), energy and velocity, and thus the number of physical quantities is (D + 2). Therefore, the total number of floating-point operations for one interaction calculation in m-th derivatives of density (pressure), energy and velocity given equation (35) is 2(D + 2)n(n p , D). Therefore, the number of floating-point operations for the CPHSF fitting is given by
The numbers of floating-point operations that is necessary to evaluate the kernel function, N kernel are ≃ 33, 35 and 36 for 1, 2 and 3 dimensions. From the above, the total numbers of floatingpoint operations for the calculation of equation (35) 
for 1, 2 and 3 dimensions.
From the above, the total numbers of floating-point operations for one interaction calculation of CPHSF, N int , are
for 1, 2 and 3 dimensions. Table 1 shows the summary of the numbers of floating-point operations for one interaction calculation of CPHSF. 
The evaluation of the inverse matrix of B i also dominates in CPHSF and the number of floating-point operations of it, N inv , is ≃ 2n(n p , D) 3 /3. Therefore, the numbers of floating-point operations per one particle of CPHSF are
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for 1, 2 and 3 dimension.
In the following, we derive N add . To derive jerk, snap and crackle in the Hermite schemes, we need to calculate second spatial order derivatives of f i given by equation (35) Therefore, the total additional number of calculations is
Figure 1 shows N op and N add with respect to n p . We assume N nb = 10, 75 and 600 for 1, 2 and 3 dimensions. We can see that N add is much smaller than N op . Therefore, we conclude that the additional number of the calculations of jerk, snap and crackle is much smaller than the original number of the calculations of CPHSF. 
Numerical Experiments
In this section, we present the result of the Sod shock tube test in section 3.1 and that for the test of the surface gravity wave in section 3.2. We compare the results of fourth-order Hermite schemes and second and fourth-order Runge-Kutta schemes in the Sod shock tube test, and the results of an fully implicit Hermite-scheme, the implicit fourth-order Runge-Kutta scheme and the backward-Euler scheme in the surface gravity wave test. In this section, we present the result of the Sod shock tube test (Sod 1978) . We assume that fluid is ideal gas with γ = 1.4. The computational domain is −0.5 ≤ x < 0.5 with a periodic boundary, and initial boundary of two fluids are at x = −0.5 and 0. In this test, we used equal-mass particles. Initial velocity is given by v x = 0. The density is smoothed by a C 5 polynomial, and is given by
where ( are determined so that position x i of particle i satisfies
where N h is the number of particles in the high-density region and the right-hand side of equation (50) is mass of a particle. The smoothed pressure is given by
where P h and P l are the values of initial pressure in the high-and low-density regions. We used P h = 1 and P l = 0.1795. We used equations (31) and (32) for the artificial viscosity with h AV = 2.375 × 10 −3 .
We used a sixth-order interpolation with the value of interpolation polynomial at the position of particle x i fixed to the actual value. Therefore, δ given by equation (36) and p ij given by equation
The kernel function is the fourth-order Wendland function (Wendland 1995) . The kernel length is
given by
where ρ t=0,i and ∆V t=0,i are density and geometric volume of a particle i at t = 0. We set η = 3.8.
We calculated L1-norm error of density at t = 0.1 to verify the spatial order of the schemes and to compare the accuracy of the schemes,
where ρ hres n is the result of a high-resolution test in which the number of particles, N x , is 8000 and dt = 10 −6 . When we derived equation (56), we calculated ρ n of particles rearranged at positions same as those of the high-resolution test. The time integrator for high-resolution test is the Hermite scheme of the P(EC) 2 form. For the test of the time order of the scheme for the test with N x = N 0 , ρ hres n,∆t is the result of a high-resolution test in which N x is N 0 and dt = 10 −6 . The time integrator for high-resolution test is the same as that for ρ n . In this case we define the error as
We compare results with PEC, PECE and P(EC) 2 forms of Hermite schemes, and Heun's scheme (hereafter RK2) and the classical fourth-order Runge-Kutta scheme (hereafter RK4). The numbers of particles, N x , are 1000, 2000 and 4000. for N x = 4000. We can see that the shock wave can be captured clearly even if initial condition is not smooth. Therefore, if the initial condition is not smooth, the resolution of time and space should be higher.
Now we check the spatial order of the scheme. We used the sixth order shape function and then the first and second derivatives are fifth and fourth orders in space. Therefore, if the result converges to an exact solution following the order of the method, the order of the scheme should be larger than or equal to four and thus ǫ ρ should be given by
where m is larger than or equal to 4. Figure   4 shows that ǫ ρ for the P(EC) 2 form of the Hermite scheme for runs with dt = 10 −6 plotted against
x . The results are independent of the time integration scheme used. The value of ǫ ρ for runs with x 0 = 0.006 is proportional to N −4
x . The value of ǫ ρ in the large N x region for runs with x 0 = 0.03 is proportional to N −1 x since, in this region, the round-off error dominates the total error. In the other region, ǫ ρ is proportional to N −4
x . From these results, we can conclude that the spatial order of the scheme is consistent to theoretical expectation.
Let us look at the time orders of the schemes. Figures 5 and 6 show ǫ ρ,∆t for the tests with x . In a particle-based method, the calculated spatial derivatives contain discretization errors, and therefore the time derivative contain errors. In the case of RK schemes, this error causes the solution in the limit of dt → 0 to converge to the solution different from the exact solution, but the rate of the convergence is the order of the time integration scheme, since we can regard the space-discretized differential equations as the set of ordinal differential equations. However, in the case of the Hermite scheme, we construct the second time derivatives of physical quantities from the original equations and high-order spatial derivatives, and these spatial derivatives contain discretization errors. Thus, both the first and second time derivatives contain the errors due to space discretization errors, and therefore the second time derivatives are not exactly the time derivatives of the first time derivatives.
For simplicity, let us illustrate this behaviour for the integration of velocity in one dimension. Here, we rewrite the correctors by substituting equations (6) and (7) to equation (9) . Note that we set dt = ∆t in equation (4).
If we use sixth order polynomial fitting for deriving spatial derivatives, v c containing the spatial errors is given by
where A n , A n+1 , J n and J n+1 are accelerations at n and n + 1 steps and jerks at n and n + 1 steps and are given by sixth order polynomial fitting for deriving spatial derivatives. Therefore, J is not equal to the time derivative of A.
where ǫ J is the error. Here, we integrate equation (59) 
where N t is given by N t = T /∆t. Here, we can assume that
Therefore, equation (61) becomes
where v A (T ) is the analytical solution for the velocity which satisfies equation (62). We can see that the time order of a Hermite scheme is equal to two. From these results, we can conclude that the time orders of the schemes are consistent. The fact that the apparent error order of the Hermite scheme is two does not imply it is a second order scheme, since when we simultaneously shrink the interparticle distance and timestep, the error will be O(dt 4 ) as expected. The second-order behaviour occurs only when the spatial error dominates the total error. x . We can see that the regions of stability of fourth-order Hermite schemes are larger than or equal to those of RK2 and RK4. Hence, we can use larger timesteps with the Hermite schemes.
Therefore, we can conclude that Hermite schemes, especially in PEC and PECE forms, are better than Runge-Kutta schemes for simulations of fluid with shock and contact discontinuity, even when the initial condition has sharp jump. Figure 9 shows errors for x 0 = 0.03 plotted against dt ic . As in the case of x 0 = 0.006, the results show that the accuracy of fourth-order Hermite schemes is similar to those of RK2 and RK4, since the errors of spatial differentiation approximation determines the overall error. Figure 10 shows maximum dt ic in the numerical stable region for tests with x 0 = 0.03 plotted against N −1
x . As in the case of x 0 = 0.006, the results the regions of stability of fourth-order Hermite schemes are larger than or equal to those of RK2 and RK4. Therefore, we can conclude that Hermite schemes, especially in PEC and PECE forms, are better than Runge-Kutta schemes for simulations of fluid with shock and contact discontinuity. We can conclude that Hermite schemes are more computationally efficient better than Runge-Kutta schemes for calculation shocks. 
Surface gravity wave test
The surface gravity wave test is useful for the investigation of the capability of numerical schemes to handle two-dimensional fluid dynamics with high accuracy and small dissipation. The initial condition is the same as those in Antuono et al. (2011) and Yamamoto & Makino (2017) , but sound velocity given by equation (29) is 10 times smaller than that of Yamamoto & Makino (2017) . We assume that fluid is weakly compressible with the equation of state given by equation (28) with ρ air = 10 3 and P air = 10 5 and sound velocity given by equation (29) with g = −10 and the height of fluid H = 1.
The computational domain is 0 ≤ x < 1, 0 ≤ y ≤ 1. We applied a periodic boundary at x = 0, v y = 0 at y = 0 and P = P air for particles initially at y = 1 as boundary conditions. Initial density is
Initial velocity is where A, k and ω are the amplitude, the number of wave and its frequency. We set A = 0.01, k = 2π
and ω = |g|k tanh(kH). In this test, we do not use artificial viscosity to clarify the origin of the error. We used a fifth-order interpolation with the value of interpolate polynomial at the position of particle x i fixed to the actual value. Therefore, δ given by equation (36) 
The kernel function is the fourth-order Wendland function (Wendland 1995) . We used equation (54) as the kernel length and set η = 3.8.
We calculate the absolute error of v x at (x, y) = (0.4, 1) and t = 0.2T where T is the period given by 2π/ω for checking the spatial order of the schemes and comparing the accuracy of the schemes. 
We compare results of runs with the implicit Hermite scheme, the backward-Euler scheme Now we check the spatial order of the scheme. We used the fifth order shape function and then the first and second derivatives are fourth and third orders in space. Therefore, if the result converges to an exact solution following the order of the method, the order of the scheme should be larger than or equal to three and thus ǫ vx should be given by
where m is larger than or equal to 3
and N x is the number of particles of the x-direction. Figure 13 shows ǫ vx for the implicit Hermite scheme with dt = T /512 plotted against N −1
x . We can see that the error ǫ vx is proportional to N −4
x . Therefore, the error in acceleration determines the overall error. The results are independent of the time integration used. From the result, the spatial order of the scheme is consistent. Let us now look at the time order of the scheme. Figure 14 shows that ǫ vx,∆t plotted against dt ic . We can see that the errors of the implicit Hermite scheme, IRK4 and IRK1 are O(dt 2 ), O(dt 4 ) and O(dt) respectively. As described in section 3.1, the time order of Hermite scheme is equal to two.
From these results, we can conclude that the time orders of the schemes are consistent. Figure 15 shows errors plotted against dt ic . The result shows that the accuracy of the implicit Hermite scheme is similar to that of IRK4 and smaller than that of IRK1 with large N. Figure 16 shows the maximum dt ic in the numerical stable region plotted against N −1
x . We can see that the region of stability of the implicit Hermite scheme are wider than those of IRK1 and IRK4.
Hence, we can use larger timesteps with the implicit Hermite scheme. Therefore, we can conclude that the Hermite scheme is better than Runge-Kutta schemes for simulations of fluid with the surface and gravity wave.
Summary
If we use multi-stage integration schemes, such as Runge-Kutta schemes, with mesh-free methods we need to perform the interaction calculation, which is the most expensive part of the calculation, multiple times per one time step. We constructed the Hermite scheme for a high-order mesh-free method. The accuracy of fourth-order Hermite schemes is at least similar to those of Runge-Kutta schemes and the region of stability of Hermite schemes are better than those of Runge-Kutta schemes.
Therefore, we can use a large time step with the Hermite scheme compare to that for the Runge-Kutta scheme for the same accuracy. We conclude that Hermite schemes are more computationally efficient than commonly used Runge-Kutta schemes for a high-order mesh-free method.
