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RADIAL TERRACE SOLUTIONS AND PROPAGATION PROFILE OF
MULTISTABLE REACTION-DIFFUSION EQUATIONS OVER RN
YIHONG DU† AND HIROSHI MATANO‡
Abstract. We study the propagation profile of the solution u(x, t) to the nonlinear
diffusion problem {
ut −∆u = f(u) for x ∈ R
N , t > 0,
u(x, 0) = u0(x) for x ∈ R
N ,
where f(u) is of multistable type: f(0) = f(p) = 0, f ′(0) < 0, f ′(p) < 0, where p is a
positive constant, and f may have finitely many nondegenerate zeros in the interval (0, p).
The class of initial functions u0 includes in particular those which are nonnegative and
decay to 0 at infinity. We show that, if u(·, t) converges to p as t→∞ in L∞
loc
(RN ), then
the long-time dynamical behavior of u is determined by the one dimensional propagating
terraces introduced by Ducrot, Giletti and Matano [7]. For example, we will show that
in such a case, in any given direction ν ∈ SN−1, u(x · ν, t) converges to a pair of one
dimensional propagating terraces, one moving in the direction of x · ν > 0, and the other
is its reflection moving in the opposite direction x · ν < 0.
Our approach relies on the introduction of the notion “radial terrace solution”, by
which we mean a special solution V (|x|, t) of Vt − ∆V = f(V ) such that, as t → ∞,
V (r, t) converges to the corresponding one dimensional propagating terrace of [7]. We
show that such radial terrace solutions exist in our setting, and the general solution
u(x, t) can be well approximated by a suitablly shifted radial terrace solution V (|x|, t).
These will enable us to obtain better convergence result for u(x, t).
We stress that u(x, t) is a high dimensional solution without any symmetry. Our
results indicate that the one dimensional propagating terrace is a rather fundamental
concept; it provides the basic structure and ingredients for the long-time profile of solu-
tions in all space dimensions.
1. Introduction
We are interested in the long-time behavior of the solution to the nonlinear diffusion
problem
(1.1)
{
ut −∆u = f(u) for x ∈ R
N , t > 0,
u(x, 0) = u0(x) for x ∈ R
N ,
where u0 ∈ L
∞(RN) ∩ C(RN), and f is a C1 function.
Much previous research on this problem was motivated by the understanding of spread-
ing of (chemical or biological) species, where u(x, t) in general represents the population
density of the concerned species at location x and time t, and the initial population u0(x)
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2 Y. DU AND H. MATANO
is usually assumed to be a nonnegative function with compact support. The nonlinear
function f(u) is assumed to satisfy
f(0) = 0 and f(u) < 0 for all large positive u.
Under these assumptions, it is well known that the solution of (1.1) is globally bounded.
Under further restrictions on f(u), for example, it is monostable, bistable or of combustion
type, it is known that typically u(x, t) converges to 0 or to the positive stable zero of f ,
say p, locally uniformly in x ∈ RN as t → ∞. In the latter case, it is of great interest
to understand the propagation profile of u(x, t), namely the evolution of the level set
{x : u(x, t) = a}, a ∈ (0, p), as t → ∞. Such a level set is sometimes called a spreading
front of the population.
For f belonging to one of the three important special types of nonlinearities mentioned
above, the propagation profile of u(x, t) is rather well understood based on the notion of
traveling waves (see, e.g., [1, 8, 11, 16, 19, 20]), which are ODE solutions to
U ′′ + cU ′ + f(U) = 0, U(−∞) = p, U(+∞) = 0,
and the constant c is called the speed of the traveling wave. For any unit vector ν in RN ,
it is readily checked that u˜(x, t) := U(x · ν − ct) satisfies
u˜t −∆u˜ = f(u˜) for x ∈ R
N , t ∈ R1.
Such a solution u˜ is refered to as a planar wave with speed c and profile U traveling in
the direction ν.
For more general f , the long-time behavior of (1.1) is much more difficult to understand,
and this paper is a further effort in this direction motivated by some recent progresses.
In the one space dimension case (N = 1), if u0 is nonnegative and has compact support,
the authors of the current paper proved in [5], under merely the condition f is locally
Liptschitz continuous and f(0) = 0, that if the solution u(·, t) of (1.1) (with N = 1)
stays bounded as t→∞, then it must converge to a stationary solution v(x) in C2loc(R
1)
as t → ∞. Moreover, either v(x) is a nonnegative constant p satisfying f(p) = 0, or
v(x) is symmetric about some point x0 ∈ R
1 and decreases to a nonnegative constant p
satisfying f(p) = 0 as x→ +∞. (Convergence to a non-constant v(x) typically happens
as an exceptional case when one varies the initial function u0; see [5].)
This convergence result in space dimension one has been extended to include all space
dimensions in the recent paper [6], under some extra conditions on f . More precisely, if
the nonnegative initial function u0 has compact support and if f satisfies
(a) f(0) = 0 and f is C1,α for some α ∈ (0, 1),
(b) all the zeros of f are nondegenerate, namely f(u) = 0 implies f ′(u) 6= 0,
and if the solution u(·, t) of (1.1) stays bounded in L∞(RN) as t→∞, then limt→∞ u(·, t)
in L∞loc(R
N) is a stationary solution of (1.1). Moreover, this stationary solution must be
one of the following two types:
(i) A constant p satisfying f(p) = 0 > f ′(p) (called a stable zero of f), or
(ii) a radially symmetric function of the form v(r), r = |x − x∗| for some x∗ ∈ R
N ,
v′(r) < 0 (∀r > 0) and limr→∞ v(r) is a stable zero of f .
Furthermore, if the stable zero mentioned in (i) and (ii) above is positive, which we denote
by p, then it satisfies
(1.2)
∫ p
0
f(s)ds >
∫ u
0
f(s)ds ∀u ∈ [0, p).
To understand the propagation profile of (1.1) for this kind of general f , in one space
dimension, it is known that a chain of traveling waves is required. In [8], this was discussed
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briefly under the name “minimal decomposition”. In [18] (see also Chapter 1 of [17]), this
was investigated under the terminology “minimal system of waves”. In [7], the notion of
“propagating terrace” was introduced and a theory was developed to handle some rather
general situations, where the nonlinearity f is even allowed to depend on x periodically.
It follows from [18, 7] that for f independent of x and satisfying (1.2), for Heaviside
type initial functions such that u0(−∞) = p, u0(+∞) = 0, the propagation profile of
the solution is determined by a propagating terrace connecting p to 0 as t → ∞. (The
notion of propagating terrace will be recalled more precisely in subsection 1.2 below.)
Further properties of propagating terraces were studied in [9]. More recently, in [13], for
nonlinearities f independent of x, the convergence results of [18, 7] were extended to more
general initial functions u0. We note that in these one-dimensional results, no assumption
on the nondegeneracy of the zeros of f is required, and also 0 need not to be a stable zero
of f .
In this paper we show that the propagating terrace is a rather fundamental concept; it
not only plays a crucial role in determining the propagation profile of (1.1) in one space
dimension, it also determines the long-time profile of (1.1) in all high space dimensions. To
keep this paper at a reasonable length, we will only consider the case that f is multistable
(see (f1)-(f3) below), and u(x, t) → p > 0 as t → ∞ locally uniformly in x ∈ RN . (Our
assumptions on f are thus less general than those in the one-dimensional case; we intend
to consider the general cases in a future work.) It turns out that our theory not only
covers the case that the initial function u0 is nonnegative with compact support, it also
holds for a much larger class of u0 (see (1.10) below for details), where u0 may not even
decay to 0 as |x| → ∞.
To bridge the general high dimensional problem to the one-dimensional propagating
terrace, we introduce the notion of “radial terrace solutions”, which stands for special
solutions V (|x|, t) of Vt − ∆V = f(V ) with initial function V (|x|, 0) nonnegative and
having compact support, and such that, as t→∞, V (r, t) converges to the corresponding
one dimensional propagating terrace. We first show that under our assumptions on f ,
such radial terrace solutions exist. Then we show that, up to some error terms of the order
e−βt, for all large time the solution u(x, t) of (1.1) can be bounded from above and from
below by a radial terrace solution V (|x|, t) with suitable time shifts. This estimate will
finally enable us to prove that the propagation profile of u(x, t) as t → ∞ is determined
by the corresponding one space dimension propagating terrace.
The main part of this paper is devoted to the proof of the existence of radial terrace
solutions. We will show that once the initial function is properly chosen, the solution
V (|x|, t) of (1.1) with this initial function will be a radial terrace solution. To show that
such a solution converges to the one dimensional propagating terrace, we have to overcome
considerable difficulties, by developing techniques based on the monotinicity properties of
V (r, t) on r and t (see Remark 1.5 below for more details), which are very different from
the approaches in [18], [7] and [13].
After the first version of this paper was completed, we learned of the work [14] by
Pola´cˇik, who proved that if the initial function u0(x) in (1.1) is planar like, and behaves
like those in [13], for example,
0 ≤ u0 ≤ p, lim
x1→−∞
u0(x1; x
′) = p and lim
x1→∞
u0(x1; x
′) = 0,
where both limits are uniform in x′ ∈ RN−1, then the solution u(x, t) converges to the
corresponding one-dimensional propagating terrace in the direction x1. His result does
not require nondegeneracy of the zeros of f , nor the stability of 0, and is proved by very
different techniques from here.
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We now describe our results precisely.
1.1. Assumptions. Recall that f is called a bistable nonlinear function if there exist
0 < b < p such that
f(0) = 0 > f ′(0), f(p) = 0 > f ′(p), f(u)(u− b) > 0 ∀u ∈ (0, p) \ {b}.
For such f , clearly (1.2) holds if and only if
∫ p
0
f(u)du > 0. If f(q) = 0 > f ′(q), then we
say q is a stable zero of f ; q is an unstable zero of f if f(q) = 0 < f ′(q).
In this paper, we consider multistable f where, extending the above bistable case, we
allow f to have possibly more than one zeros between 0 and p. More precisely, we assume
that
(f1) f is C1 and all its zeros are nondegenerate,
(f2) f(0) = 0 > f ′(0),
(f3) there exists p > 0 such that f(p) = 0 > f ′(p), and (1.2) holds.
Suppose that
(1.3) u(x, t)→ p locally uniformly in x as t→∞.
We want to understand how u(·, t) propagates to p as t→∞.
Let us first look at some simple assumptions on u0 that supply a solution that satisfies
(1.3). (More general assumptions are discussed in Remark 1.7 below.) Let b∗ ∈ (0, p) be
the first unstable zero of f below p, namely
f(b∗) = 0, f(u) > 0 ∀u ∈ (b∗, p).
By Lemma 2.4 of [6], for each θ ∈ (b∗, p), there exists R(θ) > 0 such that the unique
solution of (1.1) with initial function
(1.4) u∗0(x) =
{
θ for |x| ≤ R(θ),
0 for |x| > R(θ),
satisfies u(x, t)→ p as t→∞ locally uniformly in x. By the comparison principle, (1.3)
holds for any solution of (1.1) with initial function u0(x) satisfying
u∗0(x) ≤ u0(x) ≤ p in R
N .
Throughout this paper, unless otherwise specified, we always assume that (f1)-(f3)
hold. We will show that, for a large class of solutions of (1.1) satisfying (1.3), the evolution
of u(·, t) as t→ ∞ is determined by the “propagating terrace” connecting p to 0 for the
one-dimensional equation
(1.5) ut = urr + f(u) (r ∈ R, t ∈ R).
1.2. Propagating terrace. For convenience of later reference and clarity, we now recall
the notion of propagating terrace for (1.5) and some of its basic properties. Let q∗ > q∗
be two stable zeros of f . By a propagating terrace for (1.5) connecting q∗ to q∗, we
mean a sequence of stable zeros of f :
q∗ = p0 > p1 > · · · > pn = q∗,
coupled with a sequence of traveling wave solutions U1, U2, ..., Un of (1.5) satisfying
U ′′i + ciU
′
i + f(Ui) = 0, Ui(−∞) = pi−1, Ui(+∞) = pi (i = 1, 2, . . . , n),
and c1 ≤ c2 ≤ · · · ≤ cn,
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where ci (i = 1, . . . , n) is called the speed of the traveling wave Ui. We call p0, p1, . . . , pn
the floors of the terrace. We will denote such a propagating terrace by{
(pi)0≤i≤n, (Ui)1≤i≤n
}
.
As mentioned earlier, the notion of propagating terrace was introduced in [7] in a more
general setting, where f is allowed to depend on x periodically. Further properties of
propagating terraces were studied in [9]. Note that, as far as spatially homogeneous
equations of the form (1.5) are concerned, a similar concept already appeared in [8] under
the name “minimal decomposition”, and in [17, 18] under the term “minimal system of
waves”; see [9] for more details.
For the existence and uniqueness of propagating terrace, we have the following result.
(A more general uniqueness result is established in [9].)
Lemma 1.1. Suppose that f is a C1 function having only nondegenerate zeros. Let
q∗ > q∗ be two stable zeros of f satisfying
(1.6)
∫ q∗
q∗
f(s)ds >
∫ u
q∗
f(s)ds ∀u ∈ [q∗, q
∗).
Then there exists a propagating terrace for (1.5) connecting q∗ to q∗. Furthermore, it is
unique.
Here, by “unique”, we mean that the set of floors q∗ = p0 > p1 > · · · > pn = q∗ is
unique, and that the traveling waves U1, . . . , Un are unique up to time shifts. Note that
by Lemma 2.1 of [8], each traveling wave Uk satisfies U
′
k < 0, and it follows easily that its
speed ck > 0 (see, for example, the proof of Lemma 2.11 below).
Proof of Lemma 1.1. The existence of a propagating terrace is shown in [7] in a much more
general setting. Here we only need to check that Assumption 1.1 there is satisfied, namely
there exists a solution u of (1.1) with compactly supported initial function 0 ≤ u0(x) < p
that converges locally uniformly to p as t→ +∞.
But this follows easily from (1.6) and Lemma 2.4 of [6]. Regarding uniqueness, the
part on the set of floors follows from Theorem 2.8 of [8]. It remains to show that the
traveling wave connecting each pair of adjacent floors is unique subject to a time shift,
but this follows by the standard Fife-McLeod type super-subsolution argument ([8, 3])1,
since each floor by assumption is linearly stable. 
Due to (1.2), we can apply Lemma 1.1 with q∗ = 0 and q
∗ = p to obtain the following
conclusion.
Lemma 1.2. Under the assumptions (f1)-(f3), (1.5) has a unique propagating terrace
connecting p to 0.
We will denote the unique propagating terrace in Lemma 1.2 by
(1.7)
{
(qik)0≤k≤n0, (Uk)1≤k≤n0
}
,
with Uk the traveling wave connecting qik to qik−1 of speed ck. More precisely,
0 = qin0 < ... < qi0 = p, 0 < c1 ≤ ... ≤ cn0,
and for k ∈ {1, ..., n0}, Uk(z) satisfies
U ′′k + ckU
′
k + f(Uk) = 0, U
′
k < 0 for z ∈ R
1, Uk(−∞) = qik−1 , Uk(+∞) = qik .
1A more general version of this argument will be given and used later in the current paper; see Lemmas
2.6, 2.12 and Remark 2.13.
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Since Uk is only unique up to a shift of its variable, for definiteness, we normalize each
Uk by further requiring
Uk(0) = (qik−1 + qik)/2.
With this normalization, the Uk in (1.7) is uniquely determined, and we will assume this
in the rest of the paper.
1.3. Radial terrace solution. Suppose that f satisfies (f1)-(f3). A function v(x, t) in
C2(RN × (0,∞)) ∩ C(RN × [0,∞)) is called a radial terrace solution of (1.1) connecting
p to 0 if
(i) vt −∆v = f(v), 0 < v < p, and vt > 0 for x ∈ R
N , t > 0.
(ii) v(x, 0) is continuous, nonnegative, radially symmetric and has compact support,
and therefore, for each fixed t ≥ 0, v(x, t) is radially symmetric in x: v(x, t) =
V (r, t) (r = |x|).
(iii) As t → ∞, V (r, t) converges to the propagating terrace of (1.5) connecting p to
0, in the following sense:
(1.8) lim
t→∞
(
V (r, t)−
n0∑
k=1
[
Uk(r − ckt− ηk(t))− qik
])
= 0 uniformly for r ∈ [0,∞),
where, for k = 1, ..., n0, ηk(t) is a C
1 function on (0,∞) satisfying limt→∞ η
′
k(t) = 0,
and if ck = ck+1 for some k ≤ n0 − 1, then
lim
t→∞
[
ηk+1(t)− ηk(t)
]
= +∞.
From (1.8), one sees that if v(x, t) is a radial terrace solution, then, in particular,
lim
t→∞
v(x, t) = p locally uniformly for x ∈ RN .
1.4. Main results. Our first main result is on the existence of radial terrace solutions.
Theorem 1.3. Suppose that (f1)-(f3) hold. Then (1.1) has a radial terrace solution
V (r, t) connecting p to 0.
Remark 1.4. It will be clear from the proof of Theorem 1.3 that radial terrace solutions
are not unique. However, it follows from a simple comparison consideration that if V1(r, t)
and V2(r, t) are both radial terrace solutions of (1.1), then there exists T > 0 such that
V1(r, t− T ) ≤ V2(r, t) ≤ V1(r + T, t) for all r ≥ 0 and t > T .
Remark 1.5. By definition, a radial terrace solution satisfies Vt(r, t) > 0 for r ≥ 0 and
t > 0. If the support of V (|x|, 0) is contained in the ball |x| ≤ R0, then by a well known
reflection argument of Jones [10], we have Vr(r, t) < 0 for r > R0 and t > 0 (see Lemma
2.1 below). These monotonicity properties of V are crucial in our analysis. In our proof of
Theorem 1.3, we will actually construct a radial terrace solution V satisfying Vr(r, t) < 0
for r > 0 and t > 0, though this strengthened version of monotonicity is not necessary for
our analysis.
Our second main result is concerned with the long-time behavior of the solution u(x, t)
of (1.1), with a rather general initial function u0(x) which is not radially symmetric or
having compact support in general, and not even required to be nonnegative.
Before stating this theorem, let us introduce some notations. Recall that f satisfies
(f1)-(f3) and the unique propagating terrace of (1.5) is given in (1.7). Since f ′(0) < 0
and f ′(p) < 0, there exist δ1, δ2 > 0 and 0 < b∗ ≤ b
∗ < p such that
f(u) > 0 for u ∈ [−δ1, 0), f(u) < 0 for u ∈ (0, b∗), f(b∗) = 0,
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f(b∗) = 0, f(u) > 0 for u ∈ (b∗, p), f(u) < 0 for u ∈ (p, p+ δ2].
In other words, b∗ (resp. b
∗) is the smallest (resp. largest) unstable zero of f in [0, p].
Clearly b∗ = b
∗ if and only if f is bistable. If f(u) < 0 for all u > p, then we will take
δ2 = +∞.
For any a ∈ (qik , qik−1) with k ∈ {1, ..., n0}, the level set of u(x, t) at level a is given by
Γa(t) := {x ∈ R
N : u(x, t) = a}.
Let us note that there is a unique αak ∈ R
1 such that
(1.9) Uk(α
a
k) = a.
We are now ready to state the second main theorem of the paper.
Theorem 1.6. Suppose that f satisfies (f1)-(f3), and u0 ∈ C(R
N ) satisfies
(1.10) − δ1 ≤ u0(x) ≤ p + δ2 in R
N , lim sup
|x|→∞
u0(x) < b∗.
If (1.3) holds for the solution u(x, t) of (1.1), then u(x, t) has the following properties:
(i) For any radial terrace solution V (r, t) of (1.1), there exist positive constants T ,
T0, σ and β such that, for all x ∈ R
N and all t ≥ T ,
V (|x|, t− T )− σe−β(t−T ) ≤ u(x, t) ≤ V (|x|, t+ T0) + σe
−β(t−T ).
(ii) Given any a ∈ (qik , qik−1) with k ∈ {1, ..., n0}, there exists Ta > 0 and a C
1 function
ξa(t, ν) on (Ta,∞)× S
N−1, such that
a. Γa(t) = {ξa(t, ν)ν : ν ∈ S
N−1} for each t > Ta,
b. lim
t→∞
ξa(t, ν)
t
= ck uniformly for ν ∈ S
N−1,
c. lim sup
t→∞
[
Ra(t)−Ra(t)
]
≤ (T + T0)ck, with T and T0 given in (i) above, and
Ra(t) := max
ν∈SN−1
ξa(t, ν), Ra(t) := min
ν∈SN−1
ξa(t, ν),
d. lim
t→∞
u(x+ ξa(t, ν)ν, t) = Uk(x · ν + α
a
k) locally uniformly for x ∈ R
N , with αak
given by (1.9).
Let us note that the conclusions in part (ii) a-c above indicate that, for all large t,
the level set Γa(t) is a C
1 hypersurface in RN that is contained in the spherical shell
{x ∈ RN : Ra(t) ≤ |x| ≤ Ra(t)}, whose thickness stays bounded by some fixed constant
for all t, with the radia of the outer and inner spheres going to ∞ according to
lim
t→∞
Ra(t)
t
= lim
t→∞
Ra(t)
t
= ck.
Moreover, part (ii) d shows that when one moves to∞ by sitting on the level surface Γa(t)
in the direction ν ∈ SN , one observes that the solution evolves like the planar traveling
wave Uk(x · ν + α
a
k).
Remark 1.7. If f satisfies (f1)-(f3) and u0 ∈ C(R
N) satisfies (1.10) as in Theorem 1.6,
then the solution of (1.1) will satisfy (1.3) if additionally, for some θ ∈ (b∗, p),
(1.11) u0(x) ≥ θ for |x| ≤ R(θ),
where R(θ) is given in (1.4). This follows from a simple comparison argument.
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Remark 1.8. If u0 is nonnegative and has compact support, and the solution u(x, t) of
(1.1) satisfies (1.3), then it is easily seen that there exists T > 0 such that u˜0(x) := u(x, T )
satisfies the conditions (1.10) and (1.11), and hence the long-time behavior of u(x, t) has
all the properties described in Theorem 1.6.
Remark 1.9. In the special case that u0 is nonnegative with compact support, and f is
bistable, the conclusion in (ii)d of Theorem 1.6 (in a slightly weaker form) was proved by
Jones [10] by a different method (a dynamical systems approach).
Remark 1.10. If u0 has compact support and 0 ≤ u0 ≤ p, the conclusion in (ii)b of
Theorem 1.6 can also be derived from a recent result of Rossi [15] (Theorem 1.7 ), where
less precise information for u(x, t) is obtained under less restrictions on f , by a very
different approach.
The rest of this paper is organized as follows. We prove Theorem 1.3 in Section 2,
which is the main part of the paper, and is divided into several subsections. Section 3 is
devoted to the proof of Theorem 1.6, based on techniques and conclusions in Section 2.
2. Proof of Theorem 1.3
This section is devoted to the proof of the existence of a radial terrace solution. For
clarity, the arguments are divided into several subsections. Recall that we always assume
that f satisfies (f1)-(f3).
2.1. Some basic properties of (1.1) with u0 ≥ 0 having compact support. Suppose
that u(x, t) is the solution of (1.1) with a continuous nonnegative initial function u0 having
non-empty compact support. By the properties of f , one sees that u(x, t) is defined and
positive for all t > 0. We recall two basic properties of u.
Lemma 2.1. Let B0 be the minimal ball centered at the origin that contains the support
of u0. Then
ur(x, t) := ∇u(x, t) · x/|x| < 0 for x ∈ R
N \B0, t > 0.
The above conclusion follows from a well-known reflection argument of Jones [10] (a
proof can also be found in [6] (Lemma 2.1)).
Lemma 2.2. For each t > 0, lim|x|→∞ u(x, t) = 0.
Proof. This is also well known. We give a simple proof here for completeness. Since u(x, t)
is bounded and f is C1 with f(0) = 0, there exists M > 0 such that
f(u(x, t)) ≤Mu(x, t) for all x ∈ RN , t > 0.
Let u¯(x, t) be the solution of the following problem:
(2.1) u¯t = ∆u¯ for (x, t) ∈ R
N × (0,∞), u¯(0, x) = u0(x) for x ∈ R
N .
Then
(2.2) u¯(x, t) =
∫
Ω
(4πt)−N/2 exp
(
−
|x− y|2
4t
)
u0(y)dy,
where Ω = spt(u0). One easily checks that e
−Mtu is a sub-solution of (2.1) for (x, t) ∈
R
N × (0,∞); hence
(2.3) 0 ≤ u(x, t) ≤ eMt u¯(x, t) for all (x, t) ∈ RN × (0,∞).
The conclusion of the lemma then follows since from (2.2), clearly u¯(x, t)→ 0 as |x| → ∞
for each fixed t > 0. 
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2.2. Choosing the initial function. In this subsection we choose a nonnegative radially
symmetric initial function u0 that has compact support, so that the solution of (1.1) with
this initial function is a radial terrace solution.
Let u∗0 be given by (1.4). Then there exists ǫ0 > 0 such that
u∗0(x) ≤ p− ǫ0 for x ∈ R
N , and f(u) < 0 for u ∈ (p, p+ ǫ0).
For ǫ ∈ (0, ǫ0), we consider the initial value problem
(2.4) v′′(r) +
N − 1
r
v′(r) + f˜(v) = 0, v(0) = p− ǫ, v′(0) = 0,
where f˜(u) is a C1 function which is identical to f(u) for u ≤ p + ǫ0, and f˜(u) < 0 for
all u ≥ p + ǫ0. It is well known that (2.4) has a unique solution defined on some interval
r ∈ [0, R). Let R0 > 0 be the maximal value such that v(r) is defined and is positive for
r ∈ [0, R0). Then either R0 = +∞, or R0 < +∞ and v(R0) ∈ {0,+∞}. (Since f˜(u) < 0
for u > p, it is easily seen that lim supr→R0 v(r) = +∞ implies v(r)→ +∞ as r → R0.)
We claim that for all sufficiently small ǫ > 0, the following holds:
(2.5) R(θ) < R0 < +∞, v(R0) = 0 and v
′(r) < 0 for r ∈ (0, R0].
Since v ≡ p satisfies (2.4) with ǫ = 0, by continuous dependence there exists ǫ1 ∈ (0, ǫ0)
such that for each ǫ ∈ (0, ǫ1], the value R0 defined above satisfies R0 > R(θ) and v(r) ≥
p − ǫ0 for r ∈ [0, R(θ)]. We fix such an ǫ. If R0 = +∞, then we have u
∗
0(x) < v(|x|) in
R
N and hence by the comparison principle we deduce u∗(x, t) < v(|x|) for all x ∈ RN and
t > 0, where u∗(x, t) is the solution of (1.1) with initial function u∗0(x). By the choice of
u∗0, we have limt→∞ u
∗(x, t) = p (∀x ∈ RN). It follows that p ≤ v(0) < p, a contradiction.
If R0 < +∞ and v(R0) = +∞ then we can similarly apply the comparison principle to
deduce u∗(x, t) < v(|x|) for |x| < R0 and t > 0, which leads to the same contradiction.
Therefore we necessarily have R(θ) < R0 < +∞ and v(R0) = 0.
To complete the proof of our claim, it remains to show that v(r) < p in [0, R0]. Indeed,
v(|x|) is a positive solution of the Dirichlet problem
∆v + f(v) = 0 in BR0(0), v = 0 on ∂BR0(0).
The well known moving plane method infers that such a solution satisfies vr(r) < 0 for
r ∈ (0, R0]. Hence v(r) ≤ v(0) < p for r ∈ [0, R0]. The claim is now fully proved.
We now define
u0(x) =
{
v(|x|) for |x| < R0,
0 for |x| ≥ R0.
Since f˜(v(r)) = f(v(r)), we see that u0(x) satisfies, in the weak sense,
−∆u0 ≤ f(u0) in R
N
and u0 is not a stationary solution of (1.1). Therefore the unique solution u of (1.1) with
initial function u0 satisfies
(2.6) ut > 0 for x ∈ R
N , t > 0.
Clearly u is radially symmetric in x. We will from now on write u = u(r, t) (r = |x|).
Since u∗0(x) < u0(x) < p in R
N , by the choice of u∗0 we see that
(2.7) lim
t→∞
u(r, t) = p locally uniformly for r ∈ [0,∞).
Since u(r, 0) in non-increasing in r and ur(r, 0) < 0 for r ∈ (0, R0), by the reflection
argument again we further have
(2.8) ur(r, t) < 0 for t > 0, r > 0.
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By Lemma 2.2, we have
(2.9) lim
r→∞
u(r, t) = 0 for every t > 0.
To complete the proof of Theorem 1.3, it remains to show that u satisfies (iii) in the
definition of radial terrace solution. For definiteness, we denote the zeros of f in [0, p] by
p = q0 > b1 > q1 > b2 > q2 > ... > bm > qm = 0,
with the qi’s stable and the bj ’s unstable, namely f
′(qi) < 0 and f
′(bj) > 0.
2.3. Properties of the level sets of u(r, t). For each c ∈ (0, p), by (2.7), (2.8) and
(2.9), we easily see that there exists a unique ξc(t) for all large t, say t > Tc, such that
(2.10) u(ξc(t), t) = c,
and ξc(t) is increasing in t with
lim
t→∞
ξc(t) =∞.
By the implicit function theorem ξc(t) is a C
1 function of t.
In this subsection, we prove the following important properties of the level set ξc(t):
For any c ∈ [0, p] \ {q0, ..., qm}, there exists Tc > 0 and δ = δc > 0 so that
ur(ξb(t), t) ≤ −δ, ut(ξc(t), t) ≥ δ, ξ
′
c(t) ≥ δ for t ≥ Tc.
We prove these properties by a sequence of lemmas.
Lemma 2.3. Let b ∈ {b1, ..., bm}. Then there exists Tb ≥ 0 such that
(2.11) ur(ξb(t), t) ≤ −δ for all t > Tb.
Proof. Let q ∈ [0, b) be the largest stable zero of f below b. For applications later in the
paper, we now prove the following stronger conclusion which clearly implies (2.11).
Claim: For sufficiently small ǫ > 0, there exist δ = δ(ǫ) > 0 and ǫ0 > 0 such that
(2.12) ur(r, t) ≤ −δ whenever t > Tb and q + ǫ ≤ u(r, t) ≤ b+ ǫ0.
To prove this claim, we fix q˜ ∈ (q, q + ǫ) and construct a C1 function f˜(u) such that
f˜(q˜) = f˜(b) = 0 and f(u) ≤ f˜(u) < 0 for u ∈ (q˜, b).
By a simple phase-plane analysis, one sees that the problem
−u′′ = f˜(u) for r > 0, u(0) = b, u(+∞) = q˜
has a unique solution u(r), and u′(r) < 0 for r ∈ (0,+∞). (The existence and uniqueness
of u can also be obtained by applying Theorems 2.2 and 2.4 in [4] to the equation satisfied
by b − u.) We extend u(r) to r < 0, say until r = −r0 < 0, with r0 > 0 small so that
u′(r) < 0 for r ∈ [−r0, 0], and b+ ǫ0 < p, where ǫ0 := u(−r0)− b > 0.
For σ ∈ R1, define uσ(r) := u(r − σ). Then
−(uσ)rr −
N − 1
r
(uσ)r ≥ f˜(uσ) ≥ f(uσ) for r ∈ (σ − r0,+∞),
and
b+ ǫ0 = uσ(σ − r0) > uσ(r) > uσ(+∞) = q˜ > 0 for r ∈ (σ − r0,+∞).
We now fix t > Tb and consider u(r, t). By (2.9) there exists R > R0 large so that
u(r, t) < q˜ for r ≥ R. Hence for every σ ≥ R + r0 we have
(2.13) uσ(r) > q˜ > u(r, t) for r ∈ [σ − r0,+∞).
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For any given c ∈ [q + ǫ, b + ǫ0], there exists a unique τ = τ(c) ≥ −r0 such that
uσ(σ + τ) = u(τ) = c. Define
σ∗ := inf
{
σ : uσ(r) > u(r, t) for r ∈ [σ + τ,+∞)
}
.
Then by (2.13) we have σ∗ ≤ R + r0.
As before, due to (2.7), (2.8) and (2.9), there exists a unique ξc(t) defined for all large
t satisfying
u(ξc(t), t) = c and lim
t→+∞
ξc(t) = +∞.
By enlarging Tb if necessary, we may assume that ξc(t) is defined for t > Tb. Due to
ur(r, t) < 0 for r > 0, we have
u(r, t) > c for r ∈ [0, ξc(t)).
It follows that σ∗ ≥ ξc(t)− τ . Moreover, we have
(2.14) uσ∗(r) ≥ u(r, t) for r ∈ [σ∗ + τ,+∞).
If σ∗ > ξc(t)− τ , then necessarily
(2.15) uσ∗(r∗) = u(r∗, t) < c for some r∗ ∈ (σ∗ + τ, R).
By (2.6) we have u(r, s) < u(r, t) ≤ uσ∗(r) for (r, s) ∈ [σ∗ + τ, R)× [0, t). Hence we may
apply the parabolic maximum principle to compare u(r, s) and uσ∗(r) over the region
[σ∗ + τ, R]× [0, t) to conclude that
u(r, t) < uσ∗(r) for r ∈ (σ∗ + τ, R).
This contradicts (2.15).
Hence we must have σ∗ = ξc(t)− τ . We may now use uσ∗(σ∗ + τ) = u(ξc(t), t) = c and
(2.14) to conclude that
ur(ξc(t), t) = ur(σ∗ + τ, t) ≤ u
′
σ∗(σ∗ + τ) = u
′(τ) < 0.
Thus we can take δ = min{−u′(r) : r ≥ −r0, u(r) ≥ q+ ǫ} and the proof is complete. 
Lemma 2.4. With ξb(t) defined as in Lemma 2.3, there exists σ > 0 such that
ξ′bi(t) ≥ σ for all large t and every i ∈ {1, ..., m}.
The proof of Lemma 2.4 relies on the following three lemmas, which are also used later
in the paper.
Lemma 2.5. Suppose that the sequences {rk}, {tk} ⊂ (0,+∞) satisfy rk →∞, tk →∞ as
k →∞, and define uk(r, t) := u(r + rk, t+ tk). Then subject to passing to a subsequence,
uk → w in C
2,1
loc (R
2), and w = w(r, t) satisfies
(2.16) wt − wrr = f(w), wr ≤ 0, wt ≥ 0 for (r, t) ∈ R
2.
Since {‖uk‖∞} is bounded, the conclusions in Lemma 2.5 are easily shown by making
use of the parabolic Lp theory followed by the Ho¨lder estimates, and a standard diagonal
process. Note that the term N−1
r+rk
(uk)r disappears in the limit since rk → ∞, and the
inequalities for wt and wr are consequences of (2.6) and (2.8), respectively. The detailed
proof is omitted.
We will call a smooth function w(r, t) defined in R2 satisfying (2.16) a monotone
entire solution. A typical monotone entire solution is a traveling wave solution: w(r, t) =
Φ(r − ct) with Φ(z) satisfying
Φ′′ + cΦ′ + f(Φ) = 0, Φ′ < 0 for z ∈ R1.
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The following result is a simple extension of the well known Fife-McLeod super and
sub-solution technique (see [8]).
Lemma 2.6. Let W (r, t) be a monotone entire solution satisfying (2.16), and suppose
that
supW = qi, infW = qj with 0 ≤ i < j ≤ m,
and that for any small ǫ > 0, there exists δ = δ(ǫ) > 0 such that
Wt −Wr ≥ δ whenever W (r, t) ∈ [qj + ǫ, qi − ǫ].
Then there exist positive constants β and σ such that
U(r, t) := W (r − r0 + e
−βt, t− t0 − e
−βt) + σe−βt
satisfies, for any fixed (r0, t0) ∈ R
2,
Ut − Urr ≥ f(U) for (r, t) ∈ R
1 × [0,+∞).
Similarly,
V (r, t) := W (r − r0 − e
−βt, t− t0 + e
−βt)− σe−βt
satisfies, for any fixed (r0, t0) ∈ R
2,
Vt − Vrr ≤ f(V ) for (r, t) ∈ R
1 × [0,+∞).
Proof. We only prove the conclusion for U(r, t), as the proof for V (r, t) is analogous. We
calculate
Ut − Urr = Wt −Wrr + (Wt −Wr − σ)βe
−βt
= f(W ) + (Wt −Wr − σ)βe
−βt
= f(U) + J,
with
J = (Wt −Wr − σ)βe
−βt + f(W )− f(W + σe−βt)
= (Wt −Wr − σ)βe
−βt − f ′(W + θ)σe−βt
= e−βt
{[
− f ′(W + θ)− β
]
σ + (Wt −Wr)β
}
,
where W,Wt,Wr are evaluated at (r − r0 + e
−βt, t− t0 − e
−βt), and
θ = θ(r, t) ∈ [0, σe−βt].
We now choose σ and β so that J > 0. Since f ′(qi), f
′(qj) < 0, there exist positive
constants η0 and ǫ such that
f ′(u) < −η0 if u ∈ [qi − 2ǫ, qi + 2ǫ] ∪ [qj − 2ǫ, qj + 2ǫ].
Thus
−f ′(W + θ) > η0 when W ∈ I := [qi − ǫ, qi + ǫ] ∪ [qj − ǫ, qj + ǫ] and σ ≤ ǫ.
We choose β = η0/2. Next we choose M0 > 0 such that
−f ′(W + θ)− β ≥ −M0 for all r ∈ R
1 and t ≥ 0.
Finally there exists η1 > 0 such that
Wt −Wr ≥ η1 when W 6∈ I.
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Thus, if we choose σ ∈ (0,min{ǫ, η0η1
2M0
}), then
J ≥
{
e−βt(−M0σ +
1
2
η0η1) > 0 when W 6∈ I,
e−βt · η0
2
σ > 0 when W ∈ I.
Therefore with β and σ as chosen above, we have
Ut − Urr ≥ f(U) for (r, t) ∈ R
1 × [0,+∞).

Lemma 2.7. Let γ ∈ C1([0,∞)) and {tk} be a sequence of positive numbers satisfying
sup
t≥0
γ′(t) < +∞, lim
k→∞
tk = +∞, lim
k→∞
γ(tk) = +∞.
Then there exists a sequence {t˜k} with the properties that
lim
k→∞
t˜k = +∞, lim
k→∞
γ(t˜k) = +∞
and
γ(t + t˜k) ≥ γ(t˜k) ∀t ∈ [0, k].
Proof. Set C := supt≥0 γ
′(t). By passing to a subsequence, we may assume that
γ(tk+1) > γ(tk) + Ck for k = 1, 2, ....
Hence for s ∈ [0, k], we have
γ(tk+1 − s) ≥ γ(tk+1)− Cs > γ(tk) + C(k − s) ≥ γ(tk),
that is,
γ(t) > γ(tk) ∀t ∈ [tk+1 − k, tk+1].
Define
t˜k := inf{s : γ(t) > γ(tk) for t ∈ [s, tk+1]}.
Clearly t˜k ∈ [tk, tk+1 − k], and γ(t) ≥ γ(tk) = γ(t˜k) for t ∈ [t˜k, tk+1]. In particular, for
t ∈ [0, k], we have t˜k + t ∈ [t˜k, tk+1] and
γ(t˜k + t) ≥ γ(tk) = γ(t˜k).
We clearly also have
t˜k → +∞, γ(t˜k)→ +∞ as k →∞.

Proof of Lemma 2.4. We break the proof into two steps.
Step 1. We prove that lim inft→∞ ξ
′
b1
(t) > 0.
If this is not true, then there exists tk → ∞ such that ξ
′
b1
(tk) → 0. For r > −ξb1(tk)
and t > −tk, we define
uk(r, t) = u(r + ξb1(tk), t+ tk).
By Lemma 2.5, subject to passing to a subsequence,
uk → w in C
2,1
loc (R
2),
and w satisfies
wt − wrr = f(w), wr ≤ 0, wt ≥ 0 for (r, t) ∈ R
2.
Since
uk(0, 0) = b1, (uk)r(0, 0) ≤ −δ (by Lemma 2.3),
we have additionally
w(0, 0) = b1, wr(0, 0) ≤ −δ.
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From u(ξb1(t), t) = b1 we deduce
ut(ξb1(t), t) + ur(ξb1(t), t)ξ
′
b1
(t) = 0.
It follows that
(uk)t(0, 0) = ut(ξb1(tk), tk) = −(uk)r(0, 0)ξ
′
b1
(tk)→ 0.
Hence
wt(0, 0) = 0.
Applying the strong maximum principle to the equation of wt, it follows from the facts
wt ≥ 0 and wt(0, 0) = 0 that wt ≡ 0. Therefore w is independent of t and we may write
w(r, t) = V (r)
with V satisfying
−V ′′ = f(V ), V ′ ≤ 0 for r ∈ R1, V (0) = b1, V
′(0) ≤ −δ.
The maximum principle then implies that Vr < 0 in R
1. Standard ODE theory indicates
that V (−∞) and V (+∞) are stable zeros of f satisfying V (−∞) > b1 > V (+∞). Thus
necessarily V (−∞) = p = q0 and V (+∞) = qj with j ≥ 1.
We show that the existence of such a V (x) leads to a contradiction. Clearly W (r, t) :=
V (r) satisfies the conditions in Lemma 2.6. Therefore we can find σ, β > 0 such that, for
any R ∈ R1,
U(r, t) := V (r −R + e−βt) + σe−βt
satisfies
Ut − Urr ≥ f(U) for r ∈ R
1, t ≥ 0.
Since Ur = V
′ < 0, it follows that
Ut − Urr −
N − 1
r
Ur ≥ f(U) for r > 0, t ≥ 0.
Clearly Ur(0, t) < 0 for all t ≥ 0. We next show that if R is chosen large enough in the
definition of U , then u0(r) ≤ U(r, 0).
By (2.6) and (2.7),
(2.17) u0(r) < lim
t→∞
u(r, t) = p.
By definition,
U(r, 0) = V (r −R + 1) + σ > σ > 0 for all r ≥ 0.
Moreover,
U(r, 0) = V (r −R + 1) + σ → p + σ as R→∞ uniformly for r ∈ [0, R0].
Therefore we can fix R large enough such that
U(r, 0) > p for r ∈ [0, R0],
and hence u0(r) < U(r, 0) for all r ≥ 0.
We are now in a position to apply the parabolic comparison principle to conclude that
u(r, t) ≤ U(r, t) for r > 0 and t > 0.
It follows that
U(ξb1(t), t) ≥ b1 for all large t.
Since limt→∞ ξb1(t) =∞ by Lemma 2.3, and V (+∞) = qj < b1, letting t→∞ in
b1 ≤ U(ξb1(t), t) = V (ξb1(t)−R + e
−βt) + σe−βt
we obtain b1 ≤ qj , a contradiction. This completes the proof of Step 1.
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Step 2. We show that lim inft→∞ ξ
′
bi
(t) > 0 for i = 2, ..., m.
Otherwise, in view of Step 1, there exists j ∈ {2, ..., m} and σ0 > 0 such that
(2.18) lim inf
t→∞
ξ′bj (t) = 0 and ξ
′
bi
(t) ≥ σ0 for i = 1, ..., j − 1 and all large t, say t ≥ T0.
Therefore there exist tk →∞ satisfying ξ
′
bj
(tk)→ 0. We claim that
(2.19) ξbj(tk)− ξbj−1(tk)→∞.
Otherwise by passing to a subsequence we may assume that
ξbj (tk)− ξbj−1(tk)→ η ∈ R
1.
By Lemma 2.5, we may suppose, without loss of generality, that
u(r + ξbj−1(tk), t+ tk)→ w(r, t) in C
2,1
loc (R
2),
with w satisfying
wt − wrr = f(w), wt ≥ 0, wr ≤ 0 for (r, t) ∈ R
2,
and
w(0, 0) = bj−1, wr(0, 0) ≤ −δ.
Moreover, using u(ξbj−1(t), t) = bj−1 and ξ
′
bj−1
(t) ≥ σ0 we deduce
wt(0, 0) = lim
k→∞
ut(ξbj−1(tk), tk) = lim
k→∞
−ur(ξbj−1(tk), tk)ξ
′
bj−1
(tk) ≥ −wr(0, 0)σ0 > 0.
Hence we may apply the strong maximum principle to the equation satisfied by wt to
conclude that wt(r, t) > 0 in R
2.
On the other hand, due to ξbj(tk)− ξbj−1(tk)→ η, we have
wt(η, 0) = lim
k→∞
ut(ξbj(tk), tk) = lim
k→∞
−ur(ξbj(tk), tk)ξ
′
bj
(tk) = 0
since ur(ξbj(tk), tk)→ wr(η, 0) and ξ
′
bj
(tk)→ 0. This contradiction proves (2.19).
Next we consider the sequence of functions u(r+ ξbj (tk), t+ tk). As before we may use
Lemma 2.5 and assume that
u(r + ξbj(tk), t+ tk)→ w˜(r, t) in C
2,1
loc (R
2).
Then w˜ satisfies
w˜t − w˜rr = f(w˜), w˜t ≥ 0, w˜r ≤ 0 for (r, t) ∈ R
2,
and
w˜(0, 0) = bj , w˜r(0, 0) ≤ −δ.
It follows that w˜r < 0 in R
2. Moreover from ξ′bj (tk)→ 0 we deduce, as before, w˜t(0, 0) = 0.
Hence w˜t = 0 in R
2 and we may write w˜(r, t) = V˜ (r), with V˜ satisfying
−V˜ ′′ = f(V˜ ), V˜ ′ < 0 in R1, V˜ (0) = bj .
The ODE theory now infers that p∗ := V˜ (−∞) and p∗ := V˜ (+∞) are stable zeros of f ,
and p∗ > bj > p∗.
For any fixed x ∈ R1, due to (2.19), r+ ξbj(tk) > ξbj−1(tk) for all large k. It follows that
u(r + ξbj(tk), tk) < u(ξbj−1(tk), tk) = bj−1 for all large k.
Therefore V˜ (r) ≤ bj−1 for all r ∈ R
1. In particular p∗ = V˜ (−∞) ≤ bj−1. Since p
∗ > bj we
must have
p∗ = qj−1.
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Let b∗ be the smallest unstable zero of f above p∗. Then b∗ ≤ bj and hence ξb∗(t) ≥
ξbj (t). It then follows from (2.19) that
ρ(t) := ξb∗(t)− ξbj−1(t) ≥ ξbj(t)− ξbj−1(t)→∞ along the sequence t = tk.
Since
ρ′(t) ≤ ξ′b∗(t) = −
ut(ξb∗(t), t))
ux(ξb∗(t), t)
≤
1
δ
ut(ξb∗(t), t),
we see that ρ′(t) is bounded from above for all large t. Consequently, the fact ρ(tk)→∞
and Lemma 2.7 imply the existence of a sequence t˜k →∞ such that
lim
k→∞
ρ(t˜k) =∞, ρ(t) ≥ ρ(t˜k) for t ∈ [t˜k, t˜k + k].
We now consider a further sequence of functions u(r + ξb∗(t˜k), t + t˜k). As before we may
assume that
u(r + ξb∗(t˜k), t+ t˜k)→ w
∗(r, t) in C2,1loc (R
2).
Then w∗ satisfies
w∗t − w
∗
rr = f(w
∗), w∗t ≥ 0, w
∗
r ≤ 0 for (r, t) ∈ R
2,
and
w∗(0, 0) = b∗, w
∗
r(0, 0) ≤ −δ.
We next show that w∗ has the following properties:
(i) w∗(σ0t, t) ≥ b∗ for all t > 0, with σ0 given in (2.18),
(ii) limr→−∞w
∗(r, t) ≤ qj−1 = p
∗ for all t ∈ R1,
(iii) limr→+∞w
∗(r, t) ≤ p∗ for all t ∈ R
1.
To prove (i) we observe that for any fixed t > 0, by the choice of t˜k, we have ρ(t˜k+t) ≥ ρ(t˜k)
for all large k. It follows that, for all large k,
ξb∗(t˜k + t)− ξb∗(t˜k) ≥ ξbj−1(t˜k + t)− ξbj−1(t˜k) ≥ σ0t.
In view of (2.8) we thus have
u(σ0t+ ξb∗(t˜k), t˜k + t) ≥ u(ξb∗(t˜k + t), t˜k + t) = b∗,
which yields
w∗(σ0t, t) = lim
k→∞
u(σ0t+ ξb∗(t˜k), t+ t˜k) ≥ b∗.
This proves (i).
To prove (ii), we fix (r, t) ∈ R2 and observe that, for all large k, due to ρ(t˜k)→∞,
r + ξb∗(t˜k) ≥ ξbj−1(t˜k) + c|t| ≥ ξbj−1(t˜k + t),
where c is chosen such that c ≥ ξ′bj−1(t) for all large t. It follows that
u(r + ξb∗(t˜k), t+ t˜k) ≤ u(ξbj−1(t+ t˜k), t+ t˜k) = bj−1.
Hence
w∗(r, t) = lim
k→∞
u(r + ξb∗(t˜k), t+ t˜k) ≤ bj−1.
Choose an arbitrary sequence rk → −∞ and consider the sequence w
∗(r+rk, t). As before
by regularity theory we can assume, without loss of generality, that w∗(r+rk, t)→W (r, t)
in C2,1loc (R
2), and W satisfies
Wt −Wrr = f(W ), Wt ≥ 0, Wr ≤ 0 in R
2,
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and by the above estimate for w∗ we also have W ≤ bj−1. Since w
∗(r, t) is monotone in
r, necessarily W is independent of r and hence we may write W (r, t) = α(t), and α(t)
satisfies
α′(t) = f(α(t)), α′(t) ≥ 0, α(t) ≤ bj−1 for all t ∈ R
1.
Thus f(α(t)) ≥ 0 for all t ∈ R1. This together with α(t) ≤ bj−1 implies that α(t) ≤ qj−1,
since f(u) < 0 for u ∈ (qj−1, bj−1). Property (ii) is thus proved.
We now prove (iii). Similar to the argument for proving (ii), we choose yk → +∞ and
consider the sequence w∗(r + yk, t). Then β(t) := limk→∞w
∗(r + yk, t) satisfies
β ′(t) = f(β(t)), β ′(t) ≥ 0 for all t ∈ R1,
and due to w∗(0, 0) = b∗ and w
∗
r(0, 0) < 0 we have β(0) < b∗. Therefore we may use
f(u) < 0 for u ∈ (p∗, b∗) and f(β(t)) = β
′(t) ≥ 0 to deduce β(0) ≤ p∗ and hence β(t) ≤ p∗
for all t ∈ R1. This proves (iii).
We are now ready to deduce a contradiction by using properties (i)-(iii) of w∗ and the
existence of V˜ . We fix t0 ∈ R
1 and show that
w∗(r, t0 + t) ≤ U˜(r, t) for all r ∈ R
1 and t > 0,
where U˜ is given by
U˜(r, t) = V˜ (r − R˜ + e−β˜t) + σ˜e−β˜t,
with suitable choices of positive constants R˜, σ˜ and β˜.
We choose σ˜ and β˜ according to Lemma 2.6, so that
U˜t − U˜rr ≥ f(U˜) for r ∈ R
1 and t > 0.
We next determine R˜ so that U˜(r, 0) ≥ w∗(r, t0). By (ii) and (iii) and the fact that w
∗
r < 0,
we have
w∗(r, t0) < p
∗ +
1
2
σ˜ for all r ∈ R1,
and there exists R1 > 0 so that
w∗(r, t0) < p∗ + σ˜ for r ≥ R1.
Since
U˜(r, 0) = V˜ (r − R˜ + 1) + σ˜ > p∗ + σ˜ for all r ∈ R
1,
and for r ≤ R1,
U˜(r, 0) ≥ V˜ (R1 − R˜ + 1) + σ˜ → p
∗ + σ˜ as R˜→∞,
we can choose R˜ large enough such that
U˜(r, 0) ≥ p∗ +
1
2
σ˜ for all r ≤ R1.
Thus for R˜ chosen this way, we have U˜(r, 0) ≥ w∗(r, t0) for all r ∈ R
1. We may now apply
the comparison principle to conclude that
w∗(r, t0 + t) ≤ U˜(r, t) for all r ∈ R
1 and t > 0.
Therefore we can use (i) to obtain
b∗ ≤ w
∗(σ0t, t) ≤ U˜(σ0t, t− t0) for all t > max{0, t0}.
Letting t → +∞ we deduce b∗ ≤ p∗. This contradiction completes the proof of Step 2
and hence the lemma. 
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Lemma 2.8. For any small ǫ > 0, there exists σǫ > 0 such that
(2.20) ut(ξc(t), t), ξ
′
c(t) ≥ σǫ
for all large t > 0 and all c ∈ [0, p] \
⋃m
i=0Bǫ(qi), where Bǫ(qi) := {c ∈ R
1 : |c− qi| < ǫ}.
Proof. We first prove the inequality for ut(ξc(t), t). Suppose the contrary. Then there
exist ǫ > 0 small, tk → +∞ and ξk → +∞ such that
u(ξk, tk) ∈ Aǫ := [0, p] \
m⋃
i=0
Bǫ(qi) for all k ≥ 1,
and
lim
k→∞
ut(ξk, tk) = 0.
In view of Lemma 2.5, without loss of generality, we may assume that
lim
k→∞
u(r + ξk, t+ tk) = w˜(r, t) in C
2,1
loc (R
2).
Then w˜ satisfies
w˜t − w˜rr = f(w˜), w˜t ≥ 0, w˜r ≤ 0 in R
2,
and
w˜(0, 0) ∈ Aǫ, w˜t(0, 0) = 0.
Using the maximum principle to w˜t we deduce w˜t ≡ 0. Hence w˜ is a function of r only. We
claim that it is not a constant. Otherwise we must have w˜ ≡ b for some b ∈ {b1, ..., bm}
(due to w˜(0, 0) ∈ Aǫ). However, by Lemmas 2.3 and 2.4, we have
ut(ξb(t), t) = −ur(ξb(t), t)ξ
′
b(t) ≥ δσ > 0 for all large t.
This implies that ut(r, t) ≥
1
2
δσ whenever |u(r, t)− b| is sufficiently small, since by stan-
dard parabolic regularity theory, ut(r, t) is uniformly continuous in (r, t). It follows that
w˜t(0, 0) > 0, a contradiction. Hence w˜(r, t) ≡ V (r), with V (−∞) = qi > V (+∞) = qj .
This implies that V (r0) = b ∈ {b1, ..., bm} for some r0 ∈ R
1. Therefore
Uk(t) := u(r0 + ξk, tk + t)→ w˜(r0, t) ≡ b in C
1
loc(R
1) as k →∞,
which implies ut(r0+ξk, tk+t)→ 0 locally uniformly. On the other hand, from ut(ξb(t), t) ≥
δσ and the uniform continuity of ut(r, t), we have ut(r, t) >
1
2
δσ whenever |u(r, t)− b| is
sufficiently small. This contradiction proves the required inequality for ut(ξc(t), t).
Using ut(ξc(t), t) = −ur(ξc(t), t)ξ
′
c(t), the inequality for ξ
′
c(t) follows immediately from
the boundedness of |ur(r, t)| and the inequality for ut(ξc(t), t). 
2.4. Properties of a special entire solution w obtained in Lemma 2.5. Let w(r, t)
be given by Lemma 2.5 with rk = ξb(tk) and b ∈ {b1, ..., bm}, for some sequence tk → +∞.
Our ultimate goal is to show that w is a traveling wave solution, which will be achieved in
the next subsection through a careful examination of the set of all these entire solutions
obtained by choosing different b. For this purpose, we need to know enough properties
of each entire solution in this set. In this subsection, we obtain these properties for each
individual w via a sequence of lemmas.
Lemma 2.9. Let w be given as above. Then wr(r, t) < 0 for (r, t) ∈ R
2. Moreover, if we
define
α(t) := lim
r→−∞
w(r, t), β(t) := lim
r→+∞
w(r, t),
then α(t) ≡ d is a stable zero of f above b, and β(t) ≡ c is a stable zero of f below b.
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Proof. For definiteness we assume that b = bl. Then w(0, 0) = bl and wr(0, 0) ≤ −δ and
hence wr(r, t) < 0 for all (r, t) ∈ R
2. It follows that α(t) > bl > β(t) for all t ∈ R
1.
For clarity we divide the rest of the proof into three steps.
Step 1. We show that α(R1) = (bi+1, qi) for some i ≤ l − 1 or α(t) ≡ d is a zero of f .
Similarly, β(R1) = (bj+1, qj) for some j ≥ l, or β(t) ≡ c is a zero of f .
As in the proof of Lemma 2.4 we know that α ∈ C2(R1) and
α′(t) = f(α(t)), α′(t) ≥ 0, bl < α(t) ≤ q0 for all t ∈ R
1.
Hence if α(t) is not a constant then α′(t) > 0 and thus f(α(t)) > 0 for all t. This implies
that α(R1) = (bi+1, qi) for some i ∈ {0, ..., l − 1}. If α(t) is a constant d then necessarily
f(d) = 0.
Similarly β(t) is either a constant which is a zero of f , or β(R1) = (bj+1, qj) for some
j ≥ l.
Step 2. We show that α(t) and β(t) are both constant functions.
We only consider α(t), as the proof for β(t) is the same. By Step 1, if α(t) is not
a constant then α(R1) = (bi+1, qi). By (2.12) there exist ǫ0 > 0 and δ > 0 such that
ur(r, t) ≤ −δ when u(r, t) ∈ [bi+1 − 2ǫ0, bi+1 + 2ǫ0]. It follows that
(2.21) wr(r, t) ≤ −δ when w(r, t) ∈ [bi+1 − ǫ0, bi+1 + ǫ0].
Choose t0 so that α(t0) ∈ (bi+1, bi+1 + ǫ0). Then there exists M > 0 large so that
w(r, t0) ∈ [bi+1, bi+1 + ǫ0] for all r ≤ −M . However this is impossible due to (2.21). This
proves that α(t) is a constant function.
Step 3. We show that α(t) and β(t) are stable zeros of f .
Again we only consider α(t). Otherwise α(t) ≡ b for some b ∈ {b1, ..., bl−1}, say b = bj .
Fix t ∈ R1. Since α(t) = bj we see that for all large negative r, (2.21) holds with i + 1
replaced by j. But this is clearly impossible.
The proof is now complete. 
Lemma 2.10. Let w(r, t) be as in Lemma 2.9, and so limr→−∞w(r, t) and limr→+∞w(r, t)
are stable zeros of f , say
(2.22) lim
r→−∞
w(r, t) = qi, lim
r→+∞
w(r, t) = qj, qi > qj .
Then wt(r, t) > 0 in R
2 and
(2.23) qi = lim
t→+∞
w(r, t), qj = lim
t→−∞
w(r, t).
Proof. By (2.20) we have wt(0, 0) > 0 and hence, by the strong maximum principle
(applied to the equation satisfies by wt) we deduce wt(r, t) > 0 for all (r, t) ∈ R
2. Define
w(r,±∞) := limt→±∞w(r, t). By the monotonicity of w we easily see
qj ≤ w(r,−∞) < w(r,+∞) ≤ qi.
This and the uniform continuity of wt together with wt > 0 imply that wt(r,±∞) :=
limt→±∞wt(r, t) ≡ 0. Using (2.20) again we see that the range of the continuous functions
r → w(r,±∞) can only be single points which are stable zeros of f . From (2.22) we then
easily see that w(r,−∞) ≡ qj and w(r,+∞) ≡ qi. This completes the proof. 
Let us note that, if tk →∞ and
w(r, t) = lim
k→∞
u(r + ξbn(tk), t+ tk), bn = w(ζbn(t), t),
then by (2.11) we have
(2.24) ζbn(t) = lim
k→∞
[
ξbn(tk + t)− ξbn(tk)
]
.
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Lemma 2.11. Let w(r, t) be as in Lemma 2.10, with qi and qj given in (2.22). Then
there exist c > 0 and Φ = Φ(z) satisfying
Φ′′ + cΦ′ + f(Φ) = 0, Φ′(z) < 0 for z ∈ R1, Φ(−∞) = qi, Φ(+∞) = qj .
Moreover,
(2.25) sup
t>0
|ζbn(t)− ct| < +∞ for n ∈ {i+ 1, ..., j}.
Proof. Multiplying the identity
wt − wrr = f(w)
by wr and then integrating for r from some r0 ∈ R
1 to +∞, we obtain
(2.26)
∫ +∞
r0
wtwrdr +
1
2
w2r(r0, t) =
∫ +∞
r0
f(w)wrdr =
∫ qj
w(r0,t)
f(u)du.
Since wt > 0 > wr, we deduce∫ w(r0,t)
qj
f(u)du = −
∫ +∞
r0
wtwrdr −
1
2
w2r(r0, t) < −
∫ +∞
−∞
wtwrdr.
On the other hand, letting r0 → −∞ in (2.26) we obtain
−
∫ +∞
−∞
wtwrdr =
∫ qi
qj
f(u)du.
We thus have
(2.27)
∫ qi
qj
f(u)du > 0 and
∫ z
qj
f(u)du <
∫ qi
qj
f(u)du for any z ∈ (qj, qi).
These properties imply, by Lemma 1.1, that there exists a unique propagating terrace
connecting qi to qj . Since each traveling wave in the propagating terrace is steeper than
w, there can exist only one traveling wave in the propagating terrace; in other word, the
propagating terrace consists of a single traveling wave U(r, t) = Φ(r − ct) connecting qi
to qj with c > 0 (recall that
∫ qi
qj
f(u)du > 0).
Next we choose positive numbers β and σ according to Lemma 2.6, so that for every
R ∈ R1,
w(r, t) := Φ(r − ct− R + e−βt) + σe−βt
and
w(r, t) := Φ(r − ct+R− e−βt)− σe−βt
satisfy, respectively,
wt − wrr ≥ f(w) (r ∈ R
1, t > 0)
and
wt − wrr ≤ f(w) (r ∈ R
1, t > 0).
Due to (2.22), we can choose R > 0 large enough such that
w(r, 0) > w(r, 0) > w(r, 0) ∀r ∈ R1.
Therefore we can apply the comparison principle to conclude that
w(r, t) > w(r, t) > w(r, t) ∀r ∈ R1, ∀t > 0.
It follws that, for each n ∈ {i+ 1, ..., j} and t > 0,
Φ(ζbn(t)− ct− R + e
−βt) + σe−βt > bn > Φ(ζbn(t)− ct+R − e
−βt)− σe−βt.
This inequality clearly implies (2.25) for all large t, say t ≥ T0. The bound for |ζbn(t)− ct|
over t ∈ [0, T0] is a consequence of the continuity of ζbn(t). The proof is now complete. 
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Note that by Corollary 5.5 of [12] (see also [3]), the traveling wave profile function Φ(z)
in Lemma 2.11 is unique up to a translation of z. We will show that w(r, t) in Lemma
2.10 is a shift of Φ(r − ct), namely w(r, t) ≡ Φ(r − ct + r0) for some r0 ∈ R
1. In the
following result, we prove this conclusion under an extra condition. We will see in the
next subsection that this extra condition is automatically satisfied by any w(r, t) given in
Lemma 2.9.
Lemma 2.12. Let w(r, t) be as in Lemma 2.10. Moreover, when j > i + 1, we assume
further that the functions ζbn(t), n = i+ 1, ..., j, determined uniquely by
w(ζbn(t), t) = bn,
have the property that
(2.28) ζbj(t)− ζbi+1(t) ≤ C for all t ∈ R
1,
where C is some positive constant. Then w(r, t) = Φ(r − ct + r0) for some r0 ∈ R
1.
Proof. We use three steps. For any a ∈ (qj , qi), we define ζa(t) by
a = w(ζa(t), t).
Step 1. We show that for any a ∈ (qj , bj), the function ζa(t)−ζbj(t) belongs to L
∞(R1).
Similarly for any a˜ ∈ (bi+1, qi), the function ζbi+1(t)− ζa˜(t) belongs to L
∞(R1).
We only prove the conclusion for ζa(t)−ζbj (t); the proof for ζbi+1(t)−ζa˜(t) is analogous.
If the conclusion is not true, then there exists a sequence {sk} such that
ζa(sk)− ζbj(sk)→ +∞.
As before by passing to a subsequence we may assume that
w(r + ζbj(sk), t+ sk)→ w
∗(r, t) in C2,1loc (R
1).
We observe that the argument used in the proof of Lemma 2.3 can be applied to show
that wr(ζbj (t), t) ≤ −δ for some δ > 0 and all t ∈ R
1. It follows that w∗r(0, 0) ≤ −δ. On
the other hand, similar to before, w∗ satisfies
w∗t − w
∗
rr = f(w
∗), w∗r ≤ 0, w
∗
t ≥ 0 in R
2,
and w∗(0, 0) = bj . In view of w
∗
r(0, 0) < 0, by the strong maximum principle we have
w∗r < 0 in R
2.
For any fixed r ∈ R1, our assumption implies
r + ζbj (sk) ≤ ζa(sk) for all large k.
It follows that
w(r + ζbj(sk), sk) ≥ w(ζa(sk), sk) = a for all large k,
and hence w∗(r, 0) ≥ a for all r ∈ R1. Therefore
(2.29) lim
r→+∞
w∗(r, 0) ≥ a > qj.
On the other hand, if we define
β(t) = lim
r→+∞
w∗(r, t),
then a simple regularity consideration indicates that β(t) satisfies
β ′(t) = f(β(t)) for t ∈ R1.
Since w∗t ≥ 0 we have β
′(t) ≥ 0. Moreover, β(0) < w∗(0, 0) = bj . Since w(r, t) > qj , we
have w∗(r, t) ≥ qj and hence β(t) ≥ qj . If β(t) 6≡ qj then there exists t0 ∈ R
1 satisfying
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β(t0) ∈ (qj, bj) and hence β
′(t0) = f(β(t0)) < 0, a contradiction to β
′(t) ≥ 0. Thus we
must have β(t) ≡ qj , which implies limr→+∞w
∗(r, 0) = qj , contradicting (2.29). This
proves our claim in Step 1.
Step 2. We show that there exists M∗ > 0 such that
Φ(r − ct +M∗) ≤ w(r, t) ≤ Φ(r − ct−M∗) in R2.
By (2.28) and the conclusions in Step 1, for each pair a and a˜ satisfying a ∈ (qj , bj),
a˜ ∈ (bi+1, qi), there exists M = M(a, a˜) > 0 such that
ζa˜(t)− ζa(t) ≤M for all t ∈ R
1.
Applying Lemma 2.6 with W (r, t) = Φ(r− ct), we can find positive constants σ and β so
that, for every R > 0,
U∗(r, t) := Φ(r − ct− R + (1 + c)e−βt) + σe−βt
and
U∗(r, t) := Φ(r − ct+R − (1 + c)e
−βt)− σe−βt
satisfy
U∗t − U
∗
rr ≥ f(U
∗), (U∗)t − (U∗)rr ≤ f(U∗) for r ∈ R
1 and t > 0.
We then take
a = qj + σ, a˜ = qi − σ and M = M(a, a˜),
and choose R > 0 large enough such that
Φ(M − R + 1 + c) + σ ≥ qi, Φ(−M +R− 1− c)− σ ≤ qj.
It follows that
U∗(r, 0) = Φ(r −R + 1 + c) + σ ≥ qi for r ≤M
and
U∗(r, 0) = Φ(r +R− 1− c)− σ ≤ qj for r ≥ −M.
Fix b ∈ {bi+1, ..., bj} and s ∈ R
1, and consider
ws(r, t) := w(r + ζb(s), t+ s).
We have
ws(r, 0) = w(r + ζb(s), s)
≤ w(r + ζa(s)−M, s)
≤ w(ζa(s), s) = a
= qj + σ ≤ U
∗(r, 0) for r ≥M.
For r ≤M ,
U∗(r, 0) ≥ qi > w
s(r, 0).
Hence
ws(r, 0) ≤ U∗(r, 0) for all r ∈ R1.
Similarly we can show that
ws(r, 0) ≥ U∗(r, 0) for all r ∈ R
1.
Therefore we can apply the comparison principle to deduce that
U∗(r, t) ≤ w
s(r, t) ≤ U∗(r, t) for r ∈ R1, t ≥ 0, s ∈ R1,
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that is, for r ∈ R1, t ≥ 0, s ∈ R1,
(2.30)
Φ(r − ct+R− (1 + c)e−βt)− σe−βt ≤ w(r + ζb(s), t+ s)
≤ Φ(r − ct− R + (1 + c)e−βt) + σe−βt.
It follows that
−M1 ≤ ζb(t+ s)− ζb(s)− ct ≤ M1
for some M1 > 0, all s ∈ R
1 and all large t, say t ≥ T0. Without loss of generality we
assume that ζb(0) = 0. Taking s = 0 in the above inequalities we obtain
−M1 ≤ ζb(t)− ct ≤ M1 for t ≥ T0.
Taking s < −T0 and t = −s we obtain
−M1 ≤ cs− ζb(s) ≤M1 for s < −T0.
Hence, by enlarging M1 so that M1 ≥ max|t|≤T0 |ζb(t)− ct|, we obtain
−M1 ≤ ζb(t)− ct ≤M1 for all t ∈ R
1.
Denote r˜ = r + ζb(s) and t˜ = t + s; then (2.30) can be rewritten in the form
Φ(r˜ − ct˜− [ζb(s)− cs] +R− (1 + c)e
−β(t˜−s))− σe−β(t˜−s)
≤ w(r˜, t˜) ≤ Φ(r˜ − ct˜− [ζb(s)− cs]−R + (1 + c)e
−β(t˜−s)) + σe−β(t˜−s)
for r˜ ∈ R1, t˜ > s+ T0 and s ∈ R
1.
Since −M1 ≤ ζb(s)− cs ≤M1, it follows that
Φ(r˜ − ct˜ +M1 +R− (1 + c)e
−β(t˜−s))− σe−β(t˜−s)
≤ w(r˜, t˜) ≤ Φ(x˜− ct˜−M1 −R + (1 + c)e
−β(t˜−s)) + σe−β(t˜−s)
for r˜ ∈ R1, t˜ > s+ T0 and s ∈ R
1. Letting s→ −∞ we deduce
Φ(r˜ − ct˜+M∗) ≤ w(r˜, t˜) ≤ Φ(r˜ − ct˜−M∗)
for (r˜, t˜) ∈ R2 and M∗ = M1 +R. This completes the proof of Step 2.
Step 3. We show that there exists r0 ∈ R
1 such that
w(r, t) ≡ Φ(r − ct + r0) in R
2.
This follows directly from the conclusion proved in Step 2 above and Theorem 3.1 of [2].
We could also prove this conclusion by making use of Theorem B in Appendix 2 of [12].
Let Y denote the set of all entire solutions of wt −wrr = f(w) satisfying wt ≥ 0, wr ≤ 0,
lim
r→−∞
w(r, t) = lim
t→+∞
w(r, t) = qi, lim
r→−∞
w(r, t) = lim
t→−∞
w(r, t) = qj ,
and (2.28) holds when j > i+ 1.
Let us observe that Y containes wξ(r, t) := Φ(r−ct+ξ) for any fixed ξ ∈ R1, the function
w(r, t) under investigation of this lemma, and its shifts w(r + r0, t + t0). Making use of
the conclusion proved in Step 2 above, we may now argue as in the proof of Corollary 5.5
of [12] to conclude that the conditions in Theorem B of [12] are satisfied and any element
of Y is a space shift of w0(r, t) = Φ(r− ct); in particular, w(r, t) = Φ(r− ct+ r0) for some
r0 ∈ R
1. The proof of the lemma is now complete. 
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Remark 2.13. If w is a traveling wave connecting qj and qi with speed c˜, namely,
w(r, t) = Φ˜(r − c˜t) with Φ˜(+∞) = qj and Φ˜(−∞) = qi,
then clearly the conditions of Lemma 2.12 are satisfied. It then follows that
Φ˜(r − c˜t) ≡ Φ(r − ct+ r0) for some r0 ∈ R
1.
This clearly implies c˜ = c. Therefore the traveling waves of (1.5) connecting qj to qi is
unique subject to a shift of time whenever they exist.
2.5. Convergence to a traveling wave. We now come back to u(r, t) and ξc(t) as given
in subsection 2.3. We are going to make use of the uniqueness of the propagating terrace{
(qik)0≤k≤n0, (Uk)1≤k≤n0
}
, and the properties of monotone entire solutions obtained in the
previous subsection, to prove the following result:
Proposition 2.14. Fix s ∈ {1, ..., n0}. For each i satisfying is−1 < i < is, there exists
r0i ∈ R such that
lim
t˜→∞
u(r + ξbi(t˜), t+ t˜) = Us(r − cst + r
0
i ) locally uniformly for (r, t) ∈ R
2.
Take a sequence {tk} satisfying tk → +∞ and consider, for each l ∈ {1, ..., m}, the
sequence of functions
{u(r + ξbl(tk), t+ tk)}.
By Lemmas 2.4 and 2.5, we see that subject to a subsequence
u(r + ξbl(tk), t+ tk)→ w
bl(r, t) in C2,1loc (R
2),
and wbl is an entire solution of wt − wrr = f(w) satisfying
wblt ≥ 0, w
bl
r ≤ 0 and w
bl(0, 0) = bl.
By passing to a further subsequence we may assume that the convergence above holds for
every l ∈ {1, ..., m}.
Lemma 2.15. For each wbl(r, t) given above, the following conclusions hold:
(i) wblr (r, t) < 0, w
bl
t (r, t) > 0 for (r, t) ∈ R
2.
(ii) There exist i ≤ l − 1 and j ≥ l such that
qi = lim
r→−∞
wbl(r, t) = sup
R2
wbl, qj = lim
r→+∞
wbl(r, t) = inf
R2
wbl.
If we call wbl with the above properties a monotone entire solution connecting qj to
qi, then from the set {w
bl : l = 1, ..., m} we can find a subset of m′ (m′ ≥ 1) such entire
solutions
wbl1 , ..., wblm′ ,
and stable zeros of f :
q0 = qj0 > qj1 > qj2 > ... > qjm′ = qm = 0,
such that
wbl1 connects qj1 to qj0,
wbl2 connects qj2 to qj1,
......
wblm′ connects qjm′ to qjm′−1.
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Proof. By passing to a suitable subsequence of {tk} we may assume that
ξbn+1(tk)− ξbn(tk)→ ηn with ηn ∈ [0,+∞] for n = 1, ..., m− 1.
Note that due to (2.8) we have ξbn+1(tk) > ξbn(tk) which implies ηn ≥ 0. (We can actually
show ηn > 0 by using ur(ξbn(t), t) ≤ −δ, though this is not needed here.)
Note that each wbn(r, t) is an entire solution, and
wbn(0, 0) = bn, w
bn
r (0, 0) ≤ −δ < 0, w
bn
r < 0, w
bn
t ≥ 0,
where wbnr (0, 0) ≤ −δ follows from ur(ξbn(t), t) ≤ −δ, which inturn yields w
bn
r < 0. It is
easily seen that
ηn <∞ implies w
bn(r, t) = wbn+1(r − ηn, t) in R
2.
We next consider the case ηn = ∞. In such a case for any fixed (r, t) ∈ R
2 and y ∈ R1,
we have
u(r + ξbn(tk), t+ tk) > u(y + ξbn+1(tk), t+ tk) for all large k.
It follows that
wbn(r, t) ≥ wbn+1(y, t).
Hence
βbn(t) := lim
x→+∞
wbn(r, t) ≥ lim
y→−∞
wbn+1(y, t) =: αbn+1(t) for all t ∈ R1.
Since wbn and wbn+1 satisfy the conditions of Lemma 2.9, we have αbn+1(t) ≡ qi for some
i ≤ n, and βbn(t) ≡ c < bn with c a zero of f . We may now apply β
bn(t) ≥ αbn+1(t) to
deduce
bn > c ≥ qi ≥ qn,
which implies i = n and c = qn. Therefore β
bn(t) ≡ qn ≡ α
bn+1(t). In other words,
ηn =∞ implies qn = lim
r→+∞
wbn(r, t) = lim
r→−∞
wbn+1(r, t).
Let us also observe that when n = m, necessarily βbm(t) ≡ c = qm = 0.
We thus have the following conclusions:
(a) For each n ∈ {1, ..., m}, supR1 w
bn and infR2 w
bn are stable zeros of f , and
lim
r→−∞
wbn(r, t) = sup
R2
wbn > bn > inf
R2
wbn = lim
r→+∞
wbn(r, t).
(b) ηn <∞ implies w
bn(r, t) = wbn+1(r − ηn, t) in R
2 and hence
inf
R2
wbn = inf
Rn
wbn+1 and inf
R2
wbn = inf
Rn
wbn+1.
(c) ηn =∞ implies
inf
R2
wbn = sup
R2
wbn+1 = qn.
In particular, for each l ∈ {1, ..., m}, there exist i ≤ l − 1 and j ≥ l such that
(2.31) qi = lim
r→−∞
wbl(r, t) = sup
R2
wbl, qj = lim
r→+∞
wbl(r, t) = inf
R2
wbl.
The remaining conclusions of the lemma clearly follow directly from (a)-(c) above. 
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By Lemma 2.11, each monotone entire solution wblk (r, t), k = 1, ..., m′, corresponds to
a traveling wave solution U˜k(r − c˜kt) connecting qjk to qjk−1 , with speed c˜k > 0. Let
B := {jk : 0 ≤ k ≤ m
′}, B =
{
(qjk)0≤k≤m′ , (U˜k)1≤k≤m′
}
.
If c˜1 ≤ c˜2 ≤ ... ≤ c˜m′ , then B is a propagating terrace connecting 0 to p, and by uniqueness,
it must coincide with the one given in (1.7). In the following, instead of examining the
order of the c˜i’s, we show that {qjk : 0 ≤ k ≤ m
′} coincides with the set of floors of the
propagating terrace given in (1.7), namely
{qjk : 0 ≤ k ≤ m
′} = {qik : 0 ≤ k ≤ n0}.
By the uniqueness of traveling waves connecting adjacent floors, this also implies that B
is the propagating terrace connecting 0 to p, as the following result concludes.
Lemma 2.16. B is the unique propagating terrace of (1.5) connecting 0 to p.
The proof of this lemma relies on the following two lemmas.
Lemma 2.17. Let q∗ > q∗ be stable zeros of f and assume that there exists a traveling
wave V with speed c connecting q∗ to q
∗. Let q be a stable zero of f satisfying q∗ > q > q∗.
(i) If there exists a traveling wave V1 with speed c1 connecting q to q
∗, then c1 > c.
(ii) If there exists a traveling wave V2 with speed c2 connecting q∗ to q, then c2 < c.
Proof. We follow the lines of the proof of Lemma 2.2 in [8]. We only give the detailed
proof for part (i), as the proof for part (ii) is similar.
By assumption, V = V (ξ) satisfies
V ′′ + cV ′ + f(V ) = 0, V ′ < 0 ∀ξ ∈ R,
and
V (−∞) = q∗, V (+∞) = q∗.
Set W (ξ) = V ′(ξ). Then W satisfies
W ′ + cW + f(V ) = 0, W < 0 for ξ ∈ R.
For v ∈ (q∗, q
∗), there exists a unique ξ ∈ R such that v = V (ξ). We define P : (q∗, q
∗) 7→ R
by
P (v) = W (ξ), and so P (V (ξ)) = W (ξ).
It follows that
W
dP
dv
= W ′(ξ) = −cW (ξ)− f(V (ξ)) = −cW − f(v).
Hence
dP
dv
= −c−
f(v)
P
for v ∈ (q∗, q
∗).
Moreover,
P (q∗) = P (q
∗) = 0, P (v) < 0 for v ∈ (q∗, q
∗).
Similarly we define P1 : (q, q
∗) 7→ R by
P1(v) = V
′
1(ξ) with v = V1(ξ),
and find that
dP1
dv
= −c1 −
f(v)
P1
for v ∈ (q, q∗),
P1(q) = P1(q
∗) = 0, P1(v) < 0 for v ∈ (q, q
∗).
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Suppose c1 ≤ c; we are going to derive a contradiction. Clearly we have
(P − P1)
′ = (c1 − c) +
f(v)
P1P
(P − P1) for v ∈ (q, q
∗).
Fix q ∈ (q, q∗) and define
F (v) := [P (v)− P1(v)]e
∫ v
q
−f(s)
P1(s)P (s)
ds
.
We note that since q∗ is a stable zero of f , f(s) > 0 for s < q∗ but close to q∗. Therefore
for such s,
−f(s)
P1(s)P (s)
< 0,
which ensures that
lim
vրq∗
e
∫ v
q
−f(s)
P1(s)P (s)
ds
exists and is finite.
It follows that
F (q∗) := lim
vրq∗
F (v) = 0.
On the other hand, it is easily calculated that
F ′(v) = (c1 − c)e
∫ v
q
−f(s)
P1(s)P (s)
ds
.
Hence from c1 ≤ c we obtain F
′(v) ≤ 0 for v ∈ (q, q∗), which together with F (q∗) = 0
implies F (v) ≥ F (q∗) = 0 for v ∈ (q, q∗). It follows that P (v) ≥ P1(v) for such v, which
implies P (q) ≥ P1(q) = 0, a contradiction to P (v) < 0 for v ∈ (q∗, q
∗). The proof is
complete. 
Let qik (k = 0, ..., n0) be the floors of the unique propagating terrace of (1.5) connecting
0 to p, as given in (1.7). Define
A := {i1, ..., in0},
and for i ∈ {1, ..., m− 1} define
ρi(t) := ξbi+1(t)− ξbi(t).
Lemma 2.18. The following dichotomy holds:
(i) If i ∈ A, then limt→+∞ ρi(t) = +∞.
(ii) If i ∈ {1, ..., m− 1} \ A, then ρi(t) remains bounded as t→ +∞.
Proof. Part (i). This part is easy. Suppose that ρi(tk) remains bounded for some sequence
tk → ∞. By replacing {tk} by its subsequence if necessary, we may use Lemma 2.5 to
conclude that the following limits exist:
w(r, t) := lim
k→∞
u(r + ξbi(tk), t+ tk),
ρ0 := lim
k→∞
ρi(tk).
Moreover w is an entire solution of (1.5) and satisfies 0 ≤ w ≤ p, along with
w(0, 0) = bi, w(ρ0, 0) = bi+1.
This implies that the graph of w(x, 0) crosses the level qi.
By the proof of Lemma 1.1, the propagating terrace given in (1.7) is also the minimal
propagating terrace, and hence it is steeper than any enitre solution lying between 0 and
p. Thus the fact that w(x, 0) crosses the level qi implies i 6∈ A. This completes the proof
of part (i).
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Part (ii). Suppose that the conclusion of (ii) does not hold. Then, for some s ∈ {1, ..., n}
and some i with is−1 < i < is,
lim sup
t→∞
ρi(t) = +∞.
Fix such an s and let B∗ denote the set of all such i, and we label the elements in B∗ by
i∗1 < i
∗
2 < ... < i
∗
r .
Set C∗ := {i : is−1 < i < is, i 6∈ B∗}. Then clearly
(2.32) sup
t≥T
ρi(t) <∞, ∀i ∈ C∗,
where T > 0 is chosen such that ξbi(t) is defined for all t ≥ T and every i = 1, ..., m.
From
ρ′i(t) = ξ
′
bi+1
(t)− ξ′bi(t) =
ut(ξbi(t), t)
ur(ξbi(t), t)
−
ut(ξbi+1(t), t)
ur(ξbi+1(t), t)
,
we easily see that supt≥T |ρ
′
i(t)| < +∞. Hence we can apply Lemma 2.7 to conclude that,
for each i∗n in B∗, 1 ≤ n ≤ r, there exists a sequence t
n
k →∞ as k →∞ such that
(2.33) lim
k→∞
ρi∗n(t
n
k) = +∞, ρi∗n(t + t
n
k) ≥ ρi∗n(t
n
k) ∀t ∈ [0, k].
Moreover, replacing {tnk}
∞
k=1 by its subsequence if necessary, we can apply Lemma 2.15 to
conclude that the following limits exist for every r, t ∈ R:
wn(r, t) := lim u(r + ξbi∗n (t
n
k), t+ t
n
k), wˆn(r, t) := lim u(r + ξbi∗n+1(t
n
k), t+ t
n
k),
and wn, wˆn are monotone entire solutions of (1.5), each connecting a pair of stable zeros
of f . By (2.33) and (2.24), we have
(2.34) ζbi∗n (t) ≤ ζˆbi∗n+1(t) ∀t ∈ R,
where ζa(t) and ζˆa(t) are given by, respectively, a = wn(ζa(t), t) and a = wˆn(ζˆa(t), t).
Using (2.33) and (2.32) we further see that
q∗n := supwn > qi∗n = inf wn, qˆ
∗
n := inf wˆn < qi∗n = sup wˆn,
and
q∗n is a stable zero of f satisfying qis−1 ≥ q
∗
n ≥ qi∗n−1 ,
qˆ∗n is a stable zero of f satisfying qis ≤ qˆ
∗
n ≤ qi∗n+1 .
Here and in what follows, we understand that
qi∗0 = qis−1 , qi∗r+1 = qis .
Let us note that necessarily
(2.35) q∗1 = qis−1 , q
∗
r = qis .
By Lemma 2.11 we also know that corresponding to wn there is a traveling wave solution
V ∗n of (1.5) connecting qi∗n to q
∗
n with speed c
∗
n = limt→∞ ζbi∗n (t)/t, and corresponding
to wˆn there is a traveling wave solution Vˆ
∗
n of (1.5) connecting qˆ
∗
n to qi∗n with speed
cˆ∗n = limt→∞ ζˆbi∗n+1(t)/t. By (2.34), we obtain
(2.36) cˆ∗n ≥ c
∗
n.
Claim: c∗1 ≤ c
∗
2 ≤ ... ≤ c
∗
r.
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If r = 1 then there is nothing to prove. So suppose r ≥ 2. Fix n ∈ {1, ..., r − 1} and
consider Vˆ ∗n and V
∗
n+1. We have
Vˆ ∗n (+∞) = qˆ
∗
n ≤ qi∗n+1 = V
∗
n+1(+∞) < qi∗n = Vˆ
∗
n (−∞) ≤ q
∗
n+1 = V
∗
n+1(−∞).
By Lemma 2.6, we can find β > 0, σ > 0 and t0 ∈ R such that
V ∗n+1(r − c
∗
n+1t) ≥ Vˆ
∗
n (r − cˆ
∗
nt+ t0 − [1 + cˆ
∗
n]e
−βt)− σe−βt
for all t ≥ 0 and r ∈ R. If cˆ∗n > c
∗
n+1, then we take c ∈ (c
∗
n+1, cˆ
∗
n), r = ct and obtain
V ∗n+1([c− c
∗
n+1]t) ≥ Vˆ
∗
n ([c− cˆ
∗
n]t+ t0 − [1 + cˆ
∗
n]e
−βt)− σe−βt
for all t > 0. Letting t→ +∞, we arrive at
V ∗n+1(+∞) ≥ Vˆ
∗
n (−∞),
a contradiction. Therefore we must have cˆ∗n ≤ c
∗
n+1. We may then apply (2.36) to obtain
c∗n+1 ≥ c
∗
n. This proves the Claim.
We may now reach a contradiction by making use of Lemma 2.17. Indeed, in view of
(2.35), this lemma infers that
c∗1 > cs > cˆ
∗
r .
By (2.36) we have cˆ∗r ≥ c
∗
r, and hence we obtain c
∗
1 > c
∗
r , a contradiction to the inequalities
in the Claim. This completes the proof of the lemma. 
Proof of Lemma 2.16: By Lemma 2.18, we necessarily have m′ = n0 and {qjk : k =
1, ..., m′} = {qi : i ∈ A}. By the uniqueness of traveling wave solutions (subject to time
shifts) we further obtain that {U˜k : k = 1, ..., m
′} = {Uk : k = 1, ..., n0}, where traveling
waves are identified if they connect the same pair of stable zeros of f . 
We are now ready to use Lemmas 2.18 and 2.15 to prove Proposition 2.14.
Proof of Proposition 2.14. Let tk → ∞ be an arbitrary sequence of large positive
numbers. By Lemmas 2.15 and 2.18, we may pass to a subsequence and obtain, for each
s ∈ {1, ..., n0},
wis(r, t) = lim
k→∞
u(r + ξbis (tk), t+ tk) ∀(r, t) ∈ R
2
with wis(r, t) a monotone entire solution of (1.5) connecting qis to qis−1 . Since
sup
t≥T
ρi(t) < +∞ for is < i < is−1,
we further obtain
ζbis+1−1(·)− ζbis−1+1(·) ∈ L
∞,
where ζa(t) is determined by
a = wis(ζa(t), t).
Hence we can use Lemma 2.12 to conclude that wis is a traveling wave. By uniqueness
we necessarily have wis(r, t) = Us(r − cst + r
0
s), with r
0
s ∈ R uniquely determined by
bis = Us(r
0
s).
As limk→∞ u(r + ξbis (tk), t + tk) is uniquely determined, and {tk} is a subsequence of an
arbitrary sequence converging to +∞, we see that necessarily
Us(r − cst+ r
0
s) = lim
t˜→+∞
u(r + ξbis (t˜), t+ t˜)
locally uniformly in (r, t) ∈ R2. 
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2.6. Completion of the proof of Theorem 1.3. To complete the proof that u = u(r, t)
is a radial terrace, we make use of Proposition 2.14, and define, for k = 1, ..., n0,
ηk(t) = ξbik−1(t)− r
0
k − ckt.
By Proposition 2.14, we have, for any C > 0,
(2.37) lim
t→∞
[
u(r, t)− Uk(r − ckt− ηk(t))
]
= 0 uniformly for |r − ckt− ηk(t)| ≤ C.
Let us note that the convergence in Proposition 2.14 actually holds in C2,1loc (R
2). It
follows that
lim
t→+∞
ξ′bik−1
(t) = lim
t→∞
−ut(ξbik−1(t), t)
ur(ξbik−1(t), t)
=
ckU
′
k(r
0
ik−1
)
U ′k(r
0
ik−1
)
= ck.
Hence
lim
t→∞
η′k(t) = 0.
By the definition of jk (k = 1, ..., m
′) in Lemma 2.15 and its proof, we see that
lim
t→∞
[
ξbm(t)− ξbn(t)
]
= +∞
if there exists jk such that n < jk < m. By Lemma 2.16, we have m
′ = n0 and jk = ik.
Therefore, if ck = ck+1 for some 1 ≤ k < k + 1 ≤ n0, then
lim
t→∞
[
ηk+1(t)− ηk(t)
]
= +∞.
To complete the proof, it remains to show (1.8) for V = u. Given any small ǫ > 0, by
(2.37), we can find large positive constants T and C such that, for every k ∈ {1, ..., n0},
(2.38)
∣∣u(r, t)− Uk(r − ckt− ηk(t))∣∣ < ǫ/2 for t ≥ T, |r − ckt− ηk(t)| ≤ C,
and
qik−1 − ǫ/2 < Uk(−C), Uk(C) < qik + ǫ/2.
It follows that, for t ≥ T ,
qik−1 − ǫ < u(ckt+ ηk(t)− C, t), u(ck−1t+ ηk−1(t) + C, t) < qik−1 + ǫ.
Since u(r, t) is monotone decreasing in r for r > R0, we deduce
(2.39) − ǫ < u(r, t)− qik−1 < ǫ for t ≥ T , r ∈ [ck−1t + ηk−1(t) + C, ckt+ ηk(t)− C],
(2.40) u(r, t) < ǫ for t ≥ T and r ≥ c1t+ ηi(t) + C,
and
u(R0, t) ≥ u(r, t) > p− ǫ for t ≥ T and r ∈ [R0, cn0t+ ηn0(t)− C].
Since limt→∞ u(r, t) = p uniformly for r ∈ [0, R0], by enlarging T if necessary, we can
assume that
p+ ǫ > u(r, t) > p− ǫ for t ≥ T and r ∈ [0, R0].
Thus we have
(2.41) p+ ǫ > u(r, t) > p− ǫ for t ≥ T and r ∈ [0, cn0t+ ηn0(t)− C].
Combining inequalities (2.38), (2.39), (2.40) and (2.41), we obtain∣∣∣u(r, t)− n0∑
k=1
[
Uk(t− ckt− ηk(t))− qik
]∣∣∣ < ǫ for t ≥ T and r ≥ 0.
This clearly implies (1.8). The proof of Theorem 1.3 is now complete. 
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3. Proof of Theorem 1.6
We will prove Theorem 1.6 by a sequence of lemmas. They are all based on the following
result, which may be viewed as a variation of Lemma 2.6.
Lemma 3.1. Let V (r, t) be a radial terrace solution of (1.1). Then there exist positive
constants σ0 and β0 such that, for every t0 ≥ 1, β ∈ (0, β0] and σ ∈ (0, σ0],
(3.1) W (x, t) := V (|x|, t+ t0 + 1− e
−βt) + σβe−βt
satisfies
(3.2) W t −∆W ≥ f(W ) for x ∈ R
N and t > 0,
and
W (x, t) := V (|x|, t+ t0 − 1 + e
−βt)− σβe−βt
satisfies
W t −∆W ≤ f(W ) for x ∈ R
N and t > 0.
Proof. For k ∈ {0, ..., n0}, we have f
′(qik) < 0. Therefore we can find small positive
constants η and ǫ such that
f ′(u) < −η for u ∈ Iǫ :=
n0⋃
k=0
[qik − ǫ, qik + ǫ].
Next we choose a large constant C > 0 such that
Uk(±C) ∈ Iǫ/3 for k = 1, ..., n0.
Then there exists δ > 0 such that
ckU
′
k(r) < −2δ for r ∈ [−C,C], k = 1, ..., n0.
By the monotonicity of Uk we find that
Uk(R
1 \ [−C,C]) ⊂ Iǫ/3, k = 1, ..., n0.
Hence by (1.8), we can find T1 > 0 large such that
(3.3) V ([0,∞) \ IC(t), t) ⊂ Iǫ/2 for t ≥ T1,
where
IC(t) :=
n0⋃
k=1
ICk (t) :=
n0⋃
k=1
[ckt+ ηk(t)− C, ckt+ ηk(t) + C].
By standard parabolic regularity theory, it follows from (1.8) that, for every k ∈ {1, ..., n0},
max
r∈IC
k
(t)
|Vt(r, t) + ckU
′
k(r − ckt− ηk(t))| → 0 as t→∞.
Therefore there exists T2 ≥ T1 such that
(3.4) Vt(r, t) ≥ max
1≤k≤n0
[−ckU
′
k(r − ckt− ηk(t))]− δ > δ for r ∈ I
C(t), t ≥ T2.
By Lemma 2.2, V (r, T2)→ 0 as r →∞. Since Vt > 0, it follows that limr→∞ V (r, t) = 0
uniformly for t ∈ [0, T2]. Hence there exists R > 0 such that
V (r, t) ∈ Iǫ/3 for r ≥ R, t ∈ [0, T2].
Set
δ˜ := min{Vt(r, t) : r ∈ [0, R], t ∈ [1, T2]}, δ0 := min{δ, δ˜}.
We now fix t0 ≥ 1 and define, for r ≥ 0, t ≥ 0,
W (r, t) := V (r, t + t0 + 1− e
−βt) + σβe−βt,
32 Y. DU AND H. MATANO
with σ and β positive constants to be determined.
We calculate
Wt −Wrr −
N − 1
r
Wr = Vt − Vrr −
N − 1
r
Vr + βe
−βt(Vt − σβ)
= f(V ) + βe−βt(Vt − σβ)
= f(W ) + J,
with
J = (Vt − σβ)βe
−βt + f(V )− f(V + σβe−βt)
= (Vt − σβ)βe
−βt − f ′(V + θ)σβe−βt
= βe−βt
{[
− f ′(V + θ)− β
]
σ + Vt
}
,
where V, Vt, Vr are evaluated at (r, t+ t0 + 1− e
−βt) =: (r, t˜), and
θ = θ(r, t˜) ∈ [0, σβe−βt].
Take β ∈ (0, β0] := (0, η] and then choose M0 > 0 such that
−f ′(V + θ)− β0 ≥ −M0 for all r ≥ 0 and t ≥ 0.
We now set
σ0 = min
{
ǫ
2β0
,
δ0
M0
}
,
and take σ ∈ (0, σ0].
For r ∈ [0,∞) \ IC(t˜) and t˜ ≥ T2, by (3.3) we have V ∈ Iǫ/2, and since now θ ∈ [0, ǫ/2],
we obtain
V + θ ∈ Iǫ and hence [−f
′(V + θ)− β] ≥ η − β0 = 0.
We note that Vt ≥ 0 always holds. Hence J ≥ 0 in this case.
For r ≥ R and t˜ ≤ T2, we have V ∈ Iǫ/3 and θ ∈ [0, ǫ/2], and hence V + θ ∈ Iǫ and
[−f ′(V + θ)− β] ≥ η − β0 = 0.
Thus in this case we also have J ≥ 0.
For r ∈ [0, R] and t˜ ≤ T2, by the definition of δ˜, we have
Vt ≥ δ˜ ≥ δ0.
On the other hand,
(3.5)
[
− f ′(V + θ)− β
]
σ ≥ −M0σ ≥ −δ0.
Thus we have J ≥ 0 in this case too.
For the remaining case t˜ ≥ T2 and r ∈ I
C(t˜), by (3.4), Vt ≥ δ ≥ δ0 and hence, due to
(3.5), J ≥ 0.
We have thus proved that J ≥ 0 for all r ≥ 0 and t ≥ 0. It follows that, for every
T ≥ 1, σ ∈ (0, σ0] and β ∈ (0, β0],
Wt −Wrr −
N − 1
r
Wr ≥ f(W ) for r > 0, t > 0.
Clearly Wr(0, t) = 0. Thus W (x, t) := W (|x|, t) satisfies (3.2).
The proof for W is analogous and we omit the details. 
In the following lemmas, u(x, t) always stands for the solution of (1.1) with initial
function u0 satisfying (1.10), and (1.3) holds.
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Lemma 3.2. Let V , β0 and σ0 be given in Lemma 3.1. Then there exist positive constants
T and T0 such that, for all x ∈ R
N and t > T ,
(3.6) V (|x|, t− T )− σ0β0e
−β0(t−T ) ≤ u(x, t) ≤ V (|x|, t+ T0) + σ0β0e
−β0(t−T ).
Proof. Since f(u) > 0 in [−δ1, 0) and f(0) = 0, the ODE solution ρ∗(t) to
ρ′∗ = f(ρ∗), ρ∗(0) = −δ1
satisfies limt→∞ ρ∗(t) = 0. Due to (1.10), the comparison principle infers that
u(x, t) ≥ ρ∗(t) for x ∈ R
N , t > 0.
Therefore there exists T1 > 0 such that
u(x, t) > −β0σ0/2 for x ∈ R
N , t ≥ T1.
Set
W (x, t) := V (|x|, t+ e−β0t)− σ0β0e
−β0t.
Clearly
W (x, 0) = V (|x|, 1)− σ0β0, lim
|x|→∞
W (x, 0) = −σ0β0.
Therefore we can find R1 > 0 such that
W (x, 0) < −β0σ0/2 for |x| ≥ R1.
By (1.3), there exists T2 ≥ T1 such that
u(x, t) ≥ p− β0σ0 for |x| ≤ R1, t ≥ T2.
Since V (|x|, t) < p for all x ∈ RN and t ≥ 0, we thus have
u(x, T ) > W (x, 0) for x ∈ RN and T ≥ T2.
By Lemma 3.1 and the comparison principle we immediately obtain
u(x, T + t) ≥W (x, t) for x ∈ RN , t > 0.
That is, the first inequality in (3.6) holds for any T ≥ T2.
We now set to prove the second inequality in (3.6). Firstly by comparing u with the
ODE solution of
ρ′ = f(ρ), ρ(0) = p+ δ2
we can find T3 ≥ T2 such that
u(x, t) < p+ β0σ0/2 for x ∈ R
N , t ≥ T3.
We next show that there exist T4 ≥ T3 and R2 > 0 such that
u(x, T4) < β0σ0 for |x| ≥ R2.
To this end, we choose a radially symmetric continuous function u˜0(|x|) satisfying (1.10)
and u˜0 ≥ max{u0, 0}, and moreover u˜0(r) is nonincreasing in r. Let u˜(|x|, t) be the
solution of (1.1) with initial function u˜0. Then u˜(r, t) ≥ 0 is nonincreasing in r. Hence
ρ∗(t) := lim
r→∞
u˜(r, t) exists,
and by a regularity consideration one sees that ρ∗(t) satisfies the ODE
(ρ∗)′ = f(ρ∗), ρ∗(0) ∈ [0, b∗).
Since f(u) < 0 for u ∈ (0, b∗) we have ρ
∗(t)→ 0 as t→∞. Therefore we can find T4 ≥ T3
such that
ρ∗(T4) < β0σ0/2.
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The definition of ρ∗(t) then gives some R2 > 0 such that
u˜(x, T4) < ρ
∗(T4) + β0σ0/2 < β0σ0 for |x| ≥ R2.
Since u˜0 ≥ u0 the comparison principle yields u(x, t) ≤ u˜(|x|, t). Therefore
u(|x|, T4) ≤ u˜(|x|, T4) < β0σ0 for |x| ≥ R2,
as claimed.
Since V (|x|, t) → p as t → ∞ locally uniformly for x ∈ RN , we can find T5 > T4 such
that
V (|x|, t) > p− β0σ0/2 for |x| ≤ R3, t ≥ T5.
We now define
W (x, t) = V (|x|, t+ T5) + σ0β0e
−β0t.
Then
W (x, 0) > p+ β0σ0/2 for |x| ≤ R3
and due to V > 0,
W (x, 0) > β0σ0 for all x ∈ R
N .
Thus we have
u(x, T4) ≤W (x, 0).
By Lemma 3.1 and the comparison principle we deduce
u(x, T4 + t) ≤W (x, t) for x ∈ R
N , t > 0.
Hence if we take T = T4 and T0 = T5 − T4, then the second inequality in (3.6) holds.
Since T4 ≥ T2, the first inequality in (3.6) also holds with this T . 
Lemma 3.3. Let a ∈ (qik , qik−1) for some k ∈ {1, ..., n0}. Then there exist Ta > 0 and
C1, C2 ∈ R
1 such that
(3.7) ckt+ ηk(t) + C1 ≤ |x| ≤ ckt + ηk(t) + C2 for t ≥ Ta and x ∈ Γa(t).
Proof. We make use of (3.6). Firstly choose ǫ > 0 small so that [a− ǫ, a+ ǫ] ⊂ (qik , qik−1).
Then choose T1 > 0 large so that for t ≥ T1,
ǫ0σ0e
−β0(t−T ) < ǫ/2.
Then for any xt ∈ Γa(t) and t ≥ T1, (3.6) infers
V (|xt|, t− T )− ǫ/2 < a < V (|xt|, t+ T0) + ǫ/2.
Using this and (1.8) we can find T2 ≥ T1 such that∣∣V (|xt|, t)− Uk(|xt| − ckt− ηk(t))∣∣ < ǫ/2 for t ≥ T2 − T.
It then follows that for t ≥ T2,
Uk(|x
t| − ck(t− T )− ηk(t− T ))− ǫ < a < Uk(|x
t| − ck(t + T0)− ηk(t+ T0)) + ǫ
We thus obtain, for t ≥ T2,
|xt| − ck(t− T )− ηk(t− T ) > a
+
ǫ , |x
t| − ck(t+ T0)− ηk(t + T0)) < a
−
ǫ ,
with a−ǫ and a
+
ǫ determined by
Uk(a
−
ǫ ) = a− ǫ, Uk(a
+
ǫ ) = a + ǫ.
Since η′k(t)→ 0 as t→∞, there exists T3 ≥ T2 such that, for t ≥ T3,
ηk(t+ T0) ≤ ηk(t) + ǫT0, ηk(t− T ) ≥ ηk(t)− ǫT.
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We hence obtain, for t ≥ T3,
a+ǫ − ckT − ǫT < |x
t| − ckt− ηk(t) < a
−
ǫ + ckT0 + ǫT0.
This clearly implies (3.7) with Ta = T3 and
(3.8) C1 := a
+
ǫ − ckT − ǫT, C2 := a
−
ǫ + ckT0 + ǫT0.

Let us note that the above proof also indicates that, for t ≥ Ta,
u(x, t) < a for |x| ≥ ckt + ηk(t) + C2, u(x, t) > a for |x| ≤ ckt + ηk(t) + C1.
Therefore, for any ν ∈ SN−1 and t ≥ Ta, there exists a ξ ∈ (ckt+ηk(t)+C1, ckt+ηk(t)+C2)
such that ξν ∈ Γa(t). We denote the minimal such ξ by ξa(t, ν). Then
(3.9) ξa(t, ν) ∈ (ckt+ ηk(t) + C1, ckt+ ηk(t) + C2), ξa(t, ν)ν ∈ Γa(t), ∀t ≥ Ta.
The proof of the following result is based on (3.6) and a useful result of Berestycki and
Hamel [2] (Theorem 3.1).
Lemma 3.4. Let ξa(t, ν) be as above. By enlarging Ta if necessary, the following conclu-
sions hold for t ≥ Ta:
(i) ξν ∈ Γa(t) implies ξ = ξa(t, ν), and ξa(t, ν) is a C
1 function on (Ta,∞)× S
N−1.
(ii) For any bounded set Ω ⊂ RN ,
lim
t→∞
u(x+ ξa(t, ν)ν, t) = Uk(x · ν + α
a
k)
uniformly for x ∈ Ω and ν ∈ SN−1, where αak is given by Uk(α
a
k) = a.
(iii) Let T and T0 be given in (3.6). Then
lim
t→∞
ξa(t, ν)
t
= ck uniformly for ν ∈ S
N−1, and
lim sup
t→∞
[
max
ν∈SN−1
ξa(t, ν)− min
ν∈SN−1
ξa(t, ν)
]
≤ (T + T0)ck.
Proof. Let us note that once (i) is proved, then the conclusions in (iii) follow directly from
(3.7) and the following abservations:
C2 − C1 = (ck + ǫ)(T + T0) + a
−
ǫ − a
+
ǫ [by (3.8)] and
lim
ǫ→0
a−ǫ = lim
ǫ→0
a+ǫ = α
a
k.
Therefore, to complete the proof, we only need to prove (i) and (ii).
Let {tn} be an arbitrary sequence converging to ∞. Without loss of generality we may
assume that tn > Ta for all n ≥ 1. Fix ν ∈ S
N−1 and let ξn > 0 be chosen such that
xn := ξnν ∈ Γa(tn). By (3.9),
(3.10) ξn − cktn − ηk(tn) ∈ (C1, C2) ∀n ≥ 1.
Define
un(x, t) := u(x+ xn, t+ tn).
Since un has an L
∞ bound which is independent of n, by a standard regularity consider-
ation and diagonal process, subject to passing to a subsequence we may assume that
lim
n→∞
un(x, t) = u˜(x, t) in C
2,1
loc (R
N × R1),
and u˜ satisfies
u˜t −∆u˜ = f(u˜) for x ∈ R
N , t ∈ R1.
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By (3.6) we obtain
(3.11) V (|x+ xn|, t+ tn − T )− σ0β0e
−β0(t+tn−T ) ≤ un(x, t) and
(3.12) un(x, t) ≤ V (|x+ xn|, t+ tn + T0) + σ0β0e
−β0(t+tn−T ).
We calculate
|x+ xn| − ck(t+ tn)− ηk(t+ tn) = ξn − cktn − ηk(tn) + J,
with
J := |x+ xn| − |xn| − ckt− ηk(t + tn)− ηk(tk) = x · ν − ckt+ on(1),
where on(1) → 0 as n → ∞. In view of (3.10), by passing to a subsequence we may
assume that
ξn − cktn − ηk(tn)→ α ∈ [C1, C2] as n→∞.
These imply, by (1.8),
lim
n→∞
V (|x+ xn|, t+ tn − T ) = Uk(x · ν − ck(t− T ) + α) and
lim
n→∞
V (|x+ xn|, t+ tn + T0) = Uk(x · ν − ck(t+ T0) + α).
Letting n→∞ in (3.11) and (3.12) we thus obtain
Uk(x · ν − ckt+ ckT + α) ≤ u˜(x, t) ≤ Uk(x · ν − ckt− ckT0 + α) for x ∈ R
N , t ∈ R1.
We may now apply Theorem 3.1 of [2] to conclude that there exists α˜ ∈ [α+ckT, α−ckT0]
such that
u˜(x, t) ≡ Uk(x · ν − ckt + α˜) for x ∈ R
N , t ∈ R1.
Since un(0, 0) = a, we have u˜(0, 0) = a and hence Uk(α˜) = a. It follows that α˜ = α
a
k.
Thus u˜(x, t) is uniquely determined, and we may conclude that for s > Ta and any
xνs := ξsν ∈ Γa(s),
(3.13) lim
s→∞
u(x+ xνs , t+ s) = Uk(x · ν − ckt+ α
a
k) in C
2,1
loc (R
N × R1).
The arguments leading to (3.13) show that this limit is uniform in ν ∈ SN−1. In particular,
∇xu(x
ν
s , s)→ U
′
k(α
a
k)ν as s→∞ uniformly in ν ∈ S
N−1.
Therefore by enlarging Ta we may assume that ∂νu(x
ν
s , s) < U
′
k(α
a
k)/2 < 0 for s > Ta. By
the implicit function theorem we know that in a small neighborhood of (xνs , s) in R
N×R1,
the solutions of u(x, s) = a may be expressed as (ξ(s, ν)ν, s) with ξ(s, ν) a C1 function of
its arguments.
The above analysis also shows that whenever s > Ta and u(ξν, s) = a, we have
∂νu(ξν, s) < 0. Hence for each ν ∈ S
N−1 and s > Ta, we can have no more than one
ξ > 0 such that u(ξν, s) = a. Thus t > Ta and ξν ∈ Γa(t) imply ξ = ξ(t, ν). That is
Γa(t) = {ξ(t, ν)ν : ν ∈ S
N−1} ∀t > Ta.
We have thus proved the conclusions in part (i) of the lemma. Part (ii) clearly follows
from (3.13) by taking t = 0 and noticing that xνs = ξ(s, ν)ν. 
It is clear that the conclusions (i) and (ii) in Theorem 1.6 follow directly from Lemmas
3.2 and 3.4.
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