








In  this  thesis,  a  method  to  calculate  scaling  function  coefficients  for  a  new  bi‐
orthogonal wavelet  family derived directly  from an  impulse response waveform is 
presented.  In  literature,  the  Daubechies  wavelets  (DB  wavelet)  and  the  Morlet 
wavelet  are  the most  commonly  used  wavelets  for  the  dyadic  wavelet  transform 
(DWT)  and  the  continuous  wavelet  transform  (CWT),  respectively.  For  a  specific 
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to  analyze  transient  behaviors  in  signals  (J.  Ling,  2000)  (Z.K.  Peng,  2004)  (P.D. 
Spanos, 2005) (Z. Kunpeng, 2009) (J. Rafiee, 2010).   
  The  first work  on wavelets was  attributed  to Morlet  (P.  Goupillaud,  1984) 
who  derived  the  formulation  of  the wavelet  transform  to  analyze  seismic  signals.  
Then,  the  connection  between  the  wavelet  transform  and  the  multi‐resolution 
analysis  was  identified.  For  a  useful  wavelet,  Daubechies  proposed  a  discrete, 
maximally  flat,  compactly  supported,  orthogonal  wavelet  family  known  as  the 
Daubechies wavelets  (Daubechies, 1988)  (Daubechies, 1992).   This wavelet  family 
became a popular wavelet for signal processing applications (B. Zeldin, 1996).  For 




  After  that,  Cohen,  Daubechies  and  Feauveau  relaxed  the  orthogonality 
condition  in  the  dyadic  orthogonal  wavelet  and  proposed  the  Cohen  Daubechies 
Feauveau  bi‐orthogonal  wavelet  family  which  was  regarded  as  the  first  bi‐
orthogonal wavelet  family  (A. Cohen, 1992).   The bi‐orthogonal wavelet may have 
symmetric  characteristics  that  are  unexpected  in  the  orthogonal  wavelets.  
Currently,  the  Bpline  bi‐orthogonal  wavelet  family  is  the  popular  bi‐orthogonal 
wavelets in literature because of its maximally flat filter characteristic (P.D. Spanos, 
2001).   
  The  popular  wavelets  were  mostly  derived  from  mathematical  properties 
such  as  ortho‐normality,  symmetry  and  the  maximally  flat  condition  and  these 
wavelets do not have relationship to a signal of interest.  This fact limits the wavelet 
transform  performance  to  enhance  special  features  of  the  signal.    There  are  two 
approaches to  find the best wavelet  for a signal being studied: (1)  to  find the best 
wavelet  to represent  the signal  from available wavelet options and (2)  to create a 
new wavelet that has a direct relationship to the signal.  
  The  first  approach  was  addressed  by  Tewfix,  Shiha  and  Jorgensen  (A.H. 
Tewfix, 1992) to find an optimal orthogonal wavelet to represent a signal of interest.  
An  optimal  orthogonal  wavelet  for  the  signal  was  identified  by  minimizing  an 
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energy  norm  error  function  between  the  signal  and  its  expansion  on  a  wavelet 
subspace.  
  Next, Schukin, Zamaraev and Schukin addressed this problem for the impulse 
analysis  of  the  vibration  signals  (E.L.  Schukin,  2004).    They  assessed  the 
performance  of  ten  popular  wavelets  to  identify  impulse  characteristics  of  the 
vibration  signals.   Their  study  showed  that  the  impulse  response wavelet was  the 
best wavelet for this application. 
  In 2005, Fernando and Raghuveer applied the wavelet transform to identify 
faults  in a mechanical system during impulse tests (S.N. Fernando, 2006).    In their 
work,  the  Daubechies  2  (DB2)  wavelet  successfully  located  changes  in  the  wave 
shape  at  faulty  points.    The  study  went  further  by  suggesting  that  a  better 
performance  of  the  fault  identification  scheme  could  be  achieved  by  an  optimal 
wavelet.  
  For  identifying  faults  in  a  bearing  system  under  impulse  excitations, 
Juncheng, Dejie and Yu proposed two methods that used wavelets to enhance fault 
features in the signal of interest (C. Juncheng, 2007).  In their study, the continuous 
wavelet  transform  (CWT)  provides  a  better  time‐frequency  resolution  than  the 
dyadic wavelet  transform,  and  the magnitude  of  the  CWT  coefficients  reflects  the 
similarity between the signal being studied and the wavelet at each time‐scale point.  
They  proposed  the  scale  wavelet  power  spectrum  method  (in  the  frequency 
domain) and time‐wavelet energy spectrum autocorrelation analysis method (in the 
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time  domain)  to  identify  faults,  fault  locations  and  fault  patterns  on  the  rolling 
bearing.   These methods are based on the  idea that the faulty excitations (impulse 
excitations) have transient characteristic and excite even high  frequency modes of 
the  bearing  system.    The  fault  identification  performance  confirmed  that  the 




signals  and  identified  the  DB44  wavelet  provides  the  best  performance  in  an 
average  sense  to  analyze  the  vibration  signal  due  to  being  nearly  symmetric  and 
having  similar  property  with  the  signal  of  interest.    In  addition,  their  study  also 
pointed  out  that  a  proper  process  should  be  implemented  to  identify  a  suitable 
wavelet for each wavelet based signal processing procedure (J. Rafiee, 2010).  
  For  the second approach, a good wavelet  for an application  is  identified by 
directly designing a new wavelet from a signal of interest.  In 2000, Chapa and Rao 
designed  an  ortho‐normal  wavelet  that  matched  to  a  signal  of  interest  by 
minimizing  an  energy  error  function  in  the  frequency  domain  between  the  signal 
and the wavelet at an optimal scale (J.O. Chapa, 2000).  
  For  a  signal  de‐noising  application,  Shark  and  Yu  constructed  an  optimal 
ortho‐normal wavelet based on  the genetic algorithm  in a  shift  invariant property 
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sense  (L.K. Shark, 2003).   They proved  that  the constructed ortho‐normal wavelet 
was better than the Daubechies wavelet in this application.  
  Then,  Gupta,  Joshi  and  Prasad  designed  a  wavelet  by  projecting 




  For  identifying  wave  dispersion  characteristic,  in  2008  Bussow  addressed 
this problem to compensate the current  limitations of the classical autocorrelation 
and  spectral  methods  for  this  application.  The  performance  of  an  existing 
identification  scheme  is  improved  by  using  a  new  wavelet  that  had  dispersion 
characteristic which is similar to the waveform of interest (Bussow, 2008).  The new 
wavelet  could  be  used  to  capture  both  the  distance  between  the  source  and  the 
receiver  of  an  impulse  wave  and  the  material  properties  with  only  one 




Gao  (R.  Yan,  2009).    By  using  the  proposed  criterion,  the  study  showed  that  the 




was  based  on  a  similarity  in  the  form  between  the  convolution  integral  in  linear 
system theory and the dilation equation in wavelet theory.  An optimal energy error 
function was  derived  to minimize  the  difference  between  the wavelet  coefficients 
and the impulse response signal.   Their results showed that the new bi‐orthogonal 
wavelet  performed  better  than  the  widely  used  DB wavelet  in  analyzing  impulse 
responses of roller bearing. 
  Both  of  the  approaches  to  find  an  optimal  wavelet  for  a  signal  of  interest 
confirmed that a proper process should be performed to identify a good wavelet for 
a  signal  of  interest.    The  wavelet  that  was  optimally  selected  or  had  a  direct 
relationship to the signal of interest proved to have a better performance than the 
popular  wavelets.    Following  the  second  approach,  the  thesis  presents  a  new 
formula  to  calculate  scaling  function  coefficients  from  an  impulse  response 






characteristics  of  a  waveform  is  presented.    Then,  the  calculated  coefficients  are 
used  to  design  a  new  bi‐orthogonal  wavelet  family.  For  a  general  signal,  the 
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Daubechies wavelet  (DB wavelet) and  the Morlet wavelet  are  the most  commonly 
used wavelet  for the dyadic wavelet transform (DWT) and the continuous wavelet 
transform (CWT), respectively.  For a particular signal, a wavelet that is similar to or 
is  derived  directly  from  the  signal  being  studied  proves  to  be  superior  to  the 
commonly  used  wavelet.    The  new  bi‐orthogonal  wavelet  family  is  expected  to 
provide  better  system  characteristic  enhancements  to  identify  slight  changes  in 
characteristics of mechanical systems.  
1.3.  Background concepts 
In  this section, background concepts  for  the  thesis materials are presented.     
First, a definition of system and signal are presented together with the study of the 
linear system responses under different types of excitations.  Then, the definition of 





input function  )(tp , an output function  )(tu , and a cause effect relationship between 





  The  simplest  system  is  a  linear  time  invariant  single  input  single  output 
system.    This  system  satisfies  the  homogeneity  and  superposition  properties  that 
can be described by (1.1) and (1.2) below. 
    ),()()( 2121 ppupupu                )1.1(
  ).()( 11 kpupku                  )2.1(  
  These properties are also true for the general linear systems.  For the case of 
a  linear  time  invariant system,  its behavior  is described completely by an  impulse 
response  function.    For  example,  a  single  degree  of  freedom  (SDOF)  spring mass 
damper system has an equation of motion in (1.3). 
  ).()()()( tptkutuctum                 )3.1(  















nnd    
)4.1(  
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  dthptu               )5.1(  
  If the excitation is an ideal impulse wave and the system is at rest, the system 
response  is  the  impulse response  function  )(th  defined  in    (1.4).   The convolution 
integral  can also be applied when  the  system  is  excited by a harmonics excitation 














































  The magnitude  of  the  system  response  is  a  frequency  dependent  function. 
The resonance behavior in the system occurs if the excitation frequency is close to a 
characteristic frequency of the system.  There is no time information of the system 
response  in  this  description.    In  the  case  of  a  linear  time  invariant  system,  the 
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system response at  the harmonic excitation  frequency  is  sufficient  to describe  the 
steady‐state  system  behavior  at  the  frequency  of  the  excitation.    If  the  system 
parameters  are  time  dependent,  the  response  of  the  harmonic  excitation  is  the 
average  information of  the system response at  the excitation  frequency and  is not 
sufficient to represent the system behavior.   
  For  a  third  excitation  type,  the  system  is  excited  by  a  small  wave  that  is 






                  )7.1(  
  The  system  response  has  both  the  ‘small  wave’  characteristics  and  the 
system  impulse  response  characteristics.    Also,  the  system  response  decays  over 




of  excitation demonstrate why  the wavelet  transform  is more helpful  in analyzing 
information of a transient signal than the Fourier transform.  If the small wave has 














mngmfngf             )9.1(  
  One  of  the  important  features  of  the  convolution  integral  is  a  simple 
relationship in the frequency domain.  The convolution integral has the form in the 
time domain as defined in  (1.8) which is equivalent to the form  )())(  GFH   in 
the  frequency  domain  where  )(H ,  )(F   and  )(G   are  the  frequency 

























               
)11.1(  
  However,  this  representation  only  provides  the  time  information  of  the 
signal but lacks the frequency information which is important to understand system 
behavior.    Therefore,  the  signal  in  the  time  domain  is  transformed  into  the 
frequency domain by projecting the time domain signal onto the sinusoid base.  This 
transformation is called the Fourier transform.  The definition of a base is: “A base is 









               
)12.1(  






ixxxx               )13.1(  
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The Diract’s delta function and the sinusoid function are ortho‐normal bases 
in  the  time  and  frequency  domains  respectively.    This  characteristic  permits  a 
simple representation of a signal by a  linear summation of  the projected signal on 






ii xxf                )14.1(  
  A  frame  is  defined  if  we  have more  than  one  representation  of  a  function 
)(xf on  a  set  of  basis.    The wavelet  transform  is  a  new  base  that  represents  the 
signal in a wavelet domain.  The wavelet basis is compactly supported in both time 
and  frequency  domain  therefore  the  representation  provides  not  only  time 














   deFtf ti               )16.1(  
  From the definition, the Fourier transform is a series of harmonic oscillations 











  dttftgeSTFT tjf             )17.1(  
where  tje    is  the  basis  function  of  the  Fourier  transform,  )(tf   is  the  signal  of 
interest and  )( tg is the time window function.  However, the time support of the 




  The  Fourier  transforms  is  problematic  with  non‐stationary  and  transient 




signal  analysis  by  a  function  that  adaptively  represents  information  in  the  time‐








             )18.1(    
  The  mother  wavelet  function  )(t   can  be  understood  as  a  small  wave 
excitation of a signal of interest or system.  The formula of the inverse version of the 
wavelet transform which is defined in a least square sense is represented in  (1.19). 










          )19.1(    



















             
)21.1(
 
  where  C   is  the  admissibility  constant  and  )(   is  the  frequency 
representation of the wavelet respectively.  Since discovered, the wavelet transform 
has been applied  in many  fields  including physics, math, and engineering  to study 
the transient behavior of signals (Z.K. Peng, 2004) (Z. Kunpeng, 2009).   
1.4. Organization of this thesis 
  The  thesis  is  organized  in  the  following  order.    Chapter  2  presents  the 
wavelet transform representation and its classifications.  In chapter 3, a formula to 
calculate scaling  function coefficients of a new bi‐orthogonal wavelet  is presented.  
Verification,  analysis,  and  a  method  to  qualitatively  evaluate  the  accuracy  of  the 











bt  and a signal  )(tf .  The transform 









              )1.2(  
where  ),( baW   is  a wavelet  coefficient  at  a  scale a  and  translation b.    The mother 
wavelet  function works as a  small wave  that  translates and scales  to measure  the 
similarity between the mother function and a signal at each scale a  and translation 




























          )4.2(  






filter  pair  of  the  DWT  serves  as  the  translation  bases  on  each  scaling  function 
subspace  and  wavelet  subspace  of  a  multi‐resolution  decomposition  on  a  )(2 RL  
signal space.   
  19 
  Criteria  to  select  a mother wavelet  function  for  the CWT and  the DWT are 
also  largely  different.    For  the  DWT,  the  most  popular  wavelet  family  is  the 
Daubechies wavelets due to its ortho‐normal and optimal property in the number of 
vanishing  moment  in  a  provided  compactly  supported  time  space  (Daubechies, 
1988)  (Daubechies, 1992).   However, a  leakage behavior usually appears between 
each  scale  of  the  DWT.    For  the  Daubechies  wavelet,  leakage  behavior  of  the 
Daubechies  wavelet  expansion  is  reduced  when  the  length  of  the  Daubechies 
wavelet filter increases (S. Mikami, 2011).  
  A mother wavelet  for  the CWT  is  selected based on  the  similarity between 
the  mother  wavelet  and  the  signal  of  interest,  phase  map  and  time‐frequency 
resolution (Staszewski, 1998)  (D. Boulahbal, 1999)  (X.  Jiang, 2011).   For  the  time‐
frequency  resolution  criterion,  the Morlet wavelet  is  preferred  due  to  its  optimal 
property  in  this  feature  (P.  Goupillaud,  1984).    In  general,  a  signal  processing 
scheme  performs  better  if  a  wavelet  and  a  signal  of  interest  have  a  direct 
relationship  or  are  similar  for  both  the  CWT  and  the  DWT  (L.K.  Shark,  2003)  (C. 
Juncheng, 2007) (Bussow, 2008). 
  In  summary,  the wavelet  transform provides  different ways  to  represent  a 
signal on the time‐frequency plane.   A wavelet should be selected based on special 
features of a particular signal processing application.  The material of this chapter is 
organized  in  the  following  order.    First,  the  dyadic  orthogonal  wavelet  and  its 
transform are reviewed through a multi‐resolution analysis of a signal )()( 2 RLtf  .  
After that, an expansion of the orthogonal dyadic wavelet transform (ODWT), the bi‐
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orthogonal  dyadic  wavelet  transform  (BDWT),  is  presented.    The  bi‐orthogonal 
wavelets  relax  constraints  of  the  orthogonal wavelets  and  provide more  space  in 
designing  new  wavelets.    The  orthogonal  dyadic  and  the  bi‐orthogonal  dyadic 
wavelets are presented in detail in the next section. 
2.2. Dyadic wavelets and the dyadic wavelet transform  
  The dyadic wavelet  transform  (DWT)  is  defined by  a  pair  of  finite  impulse 
response  (FIR)  filters  and  decomposes  a  )(2 RL   signal  into  a  number  of  wavelet 
subspaces  at different  scales by a multi‐resolution analysis.    Each  scaling  function 
and wavelet subspace is a translation span of compactly supported scaling function 
and  wavelet  coefficients  at  a  scale.    This  representation  permits  for  the  wavelet 
transform to localize the time information of a signal at each scale.  For the wavelet 





  The definition of a multi resolution analysis of a function  )()( 2 RLtf   can be 
stated  as  follows:  “A  multi‐resolution  analysis  of  a  function  )()( 2 RLtf    is  to 
iteratively decompose the function into a number of subspaces at different scales.” 
  21 
(G.  Strang,  T.  Nguyen,  1996).    The  subspace  jV   satisfies  four  conditions  that  are 
listed below:  
‐   1 jj VV and  }0{





‐ Scale invariance: if  jVtf )(  then  1)2(  jVtf . 
‐ Shift invariance: if  0)( Vtf   then  0)( Vktf  . 
‐ Shift  invariant basis:  0V  has an ortho‐normal basis  )}({ kt   or a Riesz 
basis  )}('{ kt   ,  Zk . 




      ,Zn          )5.2(  
where  )(0 nh   is  the nth  scaling  function coefficient and  )(t   is  the  scaling  function.  
The  scaling  function  waveform  is  generated  by  iterating  the  dilation  equation  to 
convergence  and  its  characteristics  depend  on  the  scaling  function  coefficients.  
Then,  for the DWT,  its scaling  function does not generally have an analytical  form.  
The function  )(t  and its translated version  )()( kttk   define a base in  )(2 RL  
that  span  a  scaling  function  subspace  )}({0 tSpanV k   at  a  scale  0 .    If  the  scaling 
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kk tatf   
  ,Zk             )6.2(  
where  ka   is the projection coefficients of the function  )(0 tf  to the scaling function 
)(tk .   Define a subspace  )}2({1 tSpanV k   is the span of the function  )2( t and its 
translated version  )2()2( kttk  .   From the dilation equation,  the expansion of 
function  )(0 tf   on  the  0V   subspace  can  also  be  represented  by  the  span  of  the 
function  )2( t  and its translated version  )2()2( kttk   in  (2.7). 




kk nktnhatatf     ., Znk    )7.2(  
Then,  the  expansion  of  function  )(0 tf   also  belongs  to  the  subspace  1V .  
Recursively, a function  )(tf j  that belongs to the subspace  )}2({ tSpanV jkj   is the 
span of  the  function  )2( tj  and  its  translated version  )2()2( ktt jjk   and the 
subspace  jV  covers the subspaces  110 ,...,, jVVV .   In addition, the translation  n  step 
of the function  )(0 tf  is  )()(0 ntantf k
k
k     and also belongs to the subspace  0V .  
From the analysis above, the scale invariance and shift invariance properties of the 
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  ,2)0(0 H                   )11.2(  
with  )0(0H   is  the  frequency  representation  of  the  scaling  function  coefficients  at 
zero frequency.  From the above analysis, the scaling function subspace at the next 
level covers the  information of the scaling function subspace at the previous  level.  
The  subspace  0W   which  is  called  the  wavelet  subspace  is  defined  as  a  span  of 
differences  (detail  information)  between  the  scaling  function    subspace  0V   and 
scaling  function  subspace  1V .    If  the  scaling  function  subspaces  and  the  wavelet 
subspace  are  orthogonal  for  the  orthogonal  dyadic  wavelet  transform  (ODWT), 
those relationships can be represented in  (2.12).  
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,001 WVV                    )12.2(  
with   is the direct sum operator between two orthogonal subspaces.  The wavelet 




        Zn           )13.2(  
The  function  )(t   is  called  the  wavelet  function  and  )(1 nh   is  called  the 
wavelet  coefficients.  Those  functions  serve  as  translation  bases  for  the  wavelet 
subspace    0W .  Therefore a function  )(1 tf  that belongs to the wavelet subspace  0W  
can be represented by  )(t  and its translation version  )( ktk  .  The two scale 
relation  of  the  scaling  function  and  its  corresponding  wavelet  function  are 
presented in (2.5) and (2.13).  
The admission conditions for the wavelet function are defined by  (2.14) and 





dtt                   )14.2(  
,0)(1 
n
nh                   )15.2(  
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.0)0(1 H                   )16.2(  
By iterating  (2.12), the scaling function subspace  2V  that covers the subspace 
1V  and  0V  can be represented in  (2.17). 
.1002 WWVV                  )17.2(  
For a complete expansion of the scaling function on the  )(2 RL  signal space, 
the  decomposition  of  a  signal  )()( 2 RLtf    is  the  linear  summation  of  an  infinite 
number of orthogonal wavelet subspaces and the coarsest scaling function subspace 
0V  as shown in  (2.18) 
).(...... 232100 RLWWWWWWV N           )18.2(    
The  summation  of  the  subspaces  in  the  (2.18)  is  equivalent  to  the 
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)23.2(  
Those  relationships  can  be  converted  into  a  direct  relation  between  wavelet 
coefficients and  the scaling function coefficients in  (2.24). 






0   HH               )25.2(  
where  )(1 H   is  the  frequency  representation  of  the  wavelet  coefficients.    The 
scaling  function  and  the  wavelet  coefficients  of  the  ODWT  at  a  scale  j   and  a 
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translation  k  are calculated by projecting the function  )(tf   to the scaling function 










k dtttfd                 
)27.2(  
where  jkc   is  the scaling  function coefficients of  function  )(tf  at  the scale  j and the 
translation k,  jkd   is  the wavelet  coefficients of  function  )(tf   at  the scale  j  and  the 











k ncnkhd               )29.2(  
From    (2.28)  and  (2.29),  the  computational  complexity  of  the  wavelet 
expansion scheme reduces with the reduction of the length of the filter coefficients.  
The projection of  the  function  )(tf   to  the  scaling  function and wavelet  subspaces 
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Where  ))(( tfPj  and  ))(( tfQj  are the projection of the function  )(tf  onto the 
scaling  function  subspace  jV   and  the  wavelet  subspace  jW ,  respectively.    The 
projection  of  the  function  )(tf   onto  the  scaling  function  subspace  jV   can  be 










that  was  proposed  by  Mallat  (Mallat,  1989)  to  calculate  wavelet  coefficients.    In 

















dncdttf            )33.2(  
From  the  analysis  above,  the  DWT  and  its  characteristics  are  described 
completely by a pair of scaling function and wavelet coefficients.  For the ODWT, the 
approximation  and  the  detail  coefficients  at  a  scale  j  and  a  translation  k  are 
calculated  directly  by  projecting  the  function  )()( 2 RLtf    onto  the  wavelet  and 
scaling  function  at  the  scale  j   and  the  translation  k .    Also,  the  orthogonal 
characteristic  both  in  translation  and  scaling  function  subspaces  permits  for  the 
ODWT  to  guarantee  the  Parseval  identity  condition.    The  energy  of  a  signal  is 
conserved in the orthogonal wavelet domain.  Two most desired characteristics for 
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the  orthogonal  wavelet  and  the  scaling  function  coefficients  are  compactly 
supported and the number of vanishing moments.  The first characteristic influences 
the  computational  efficiency  of  the  wavelet  transform  and  its  ability  to  detect 
transient  characteristics  of  a  signal.    The  second  characteristic  gives  the 
approximation property to the wavelet.  This characteristic determines the order of 
the  polynomial  that  the  scaling  function  can  exactly  approximate  (Daubechies, 
1988) (Daubechies, 1992) (G. Strang, T. Nguyen, 1996).  
The  scaling  function  coefficients  and  the wavelet  coefficients  of  the  ODWT 
are under many constraints and only a very  limited number of  sets of  coefficients 
satisfy those conditions.  Some desired characteristics are lost such as linear phase.  
A  more  natural  expansion  of  the  ODWT  is  the  bi‐orthogonal  dyadic  wavelet 





on a  )(2 RL   signal  space  in  the previous section.   The ODWT and  its  inversion use 
only  a  pair  of  scaling  function  and  wavelet  coefficients.    It  provides  a  simple 
decomposing  scheme  for  a  time‐frequency  analysis.    Cohen,  Daubechies  and 
Feauveau  generalized  the  orthogonal Daubechies wavelets  and  proposed  a  Cohen 
Daubechies  Feauveau  bi‐orthogonal wavelet  family  (A.  Cohen,  1992).    For  the  bi‐
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orthogonal wavelet, a dual is introduced and the multi‐resolution analysis for the bi‐
orthogonal wavelet  case  is  also expanded  to a dual multi‐resolution analysis  for a 
)()( 2 RLtf    signal.   The definition of  the bi‐orthogonal wavelet and  its  transform 
are presented in this section.  
The  bi‐orthogonal  wavelet  was  developed  by  introducing  a  primal  scaling 





















             
)37.2(
 
where  )(0 kh  and  )(~0 kh  are the scaling function coefficients and the corresponding 
dual  scaling  function  coefficients  and  )(1 kh   and  )(~1 kh   are  the wavelet  coefficients 
and the corresponding dual wavelet coefficients.  
Similar  to  the  ODWT,  the  primal  scaling  function  and  its  wavelet  function 
serve  as  a  translation  basis  for  a  scaling  function  subspace  0V   and  a  wavelet 
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                )38.2(  
),2(~2)(~)(~ 0 ntnht
n
                )39.2(  
where  0~V ,  0~W , and  1~V  are the dual scaling function subspace, dual wavelet subspace 
and  the  successive  dual  scaling  function  subspace,  respectively.    Iterating  the 
relationship in  (2.38) and (2.39), a dual multi‐resolution analysis of a  )()( 2 RLtf    
signal can be illustrated in  (2.40) and (2.41). 
  ),(...}...0{ 2101 RLVVV               )40.2(
  ).(...
~~~}...0{ 2101 RLVVV               )41.2(  
  Different  from  the  ODWT,  the  bi‐orthogonal  wavelet  filter  coefficients  are 
related  to  its  dual  scaling  function  coefficients  to  satisfy  a  perfect  reconstruction 
condition.  The relationship is given in  (2.42). 
  )1
~(~)1()( 01  nNhnh n    and   ),1()1()(~ 01  nNhnh n     )42.2(  
where  N~   and  N   are  the  lengths  of  the  primal  scaling  function  and  its 




primal  scaling  and  wavelet  function  of  the  bi‐orthogonal  wavelet  satisfy  the 
orthogonality  relation  to  its  dual  scaling  and wavelet  function.   The bi‐orthogonal 
relationship can be described in (2.43), (2.44), (2.45) and (2.46). 
  ,~, ,, kljilikj                    )43.2(
  ,0~, ,,  likj                  )44.2(
  ,
~, ,, kljilikj                   )45.2(
  .0,
~
,,  likj                  )46.2(  
Those  bi‐orthogonal  relationships  can  be  represented  by  orthogonal 
relations between primal subspace and its dual subspace in  (2.47). 
,~jj VW       ,~ jj VW              )47.2(  
  Those  relationships  are  equivalent  to  the  relationships between  the primal 
scaling  function coefficients and wavelet  function coefficients  to  its  corresponding 










































a  translate  k  of  a  function  )()( 2 RLtf    are  calculated  by  the  summation  of  the 
projection of  )(tf  at a translate k to the scaling and wavelet on the whole subspace 
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Then,  the  projection  of  the  function  )(tf   to  the  bi‐orthogonal  scaling 
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2.3. Summary 
The wavelet  transform provides different ways  to present  a  signal of 









A Formula to calculate scaling function 





impulse  excitations,  a wavelet  that has  the  same  characteristics of  the mechanical 
system  is  expected  to  perform  better  than  popular  wavelets  such  as  Daubechies 
wavelets  and  Morlet  wavelet.  A  formula  derived  from  the  dilation  equation  is 
proposed  to  calculate  coefficients  that  capture  the  characteristics  of  an  impulse 
response waveform input, referred to here after as “the Formula”. Then, a new bi‐
orthogonal wavelet family is designed directly from the calculated coefficients.  
In  this  chapter,  the  derivation  of  the  Formula  is  first  presented.  Then,  the 
performance  of  the  Formula  is  studied  with  the  scaling  functions  of  three 






The  calculated  coefficients  are  then  used  as  an  input  for  a  bi‐orthogonal 
wavelet  design  process.  In  this  process,  the  calculated  coefficients  serve  as  the 
primal  scaling  function  coefficients  for  a  new  bi‐orthogonal wavelet.  The  new  bi‐




its  performance  with  different  waveforms  and  to  design  a  new  bi‐orthogonal 
wavelet family from the calculated coefficients is presented in this chapter. 
3.1. Derivation of the Formula 
The  dilation  equation  serves  as  the  fundamental  equation  for  the  multi‐
resolution analysis of a signal  )()( 2 RLtf  . The equation relates the scaling function 




ntnht                )1.3(  
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where  )(t  is the scaling function at a scaling function subspace and  )(nh  is the nth 
scaling  function coefficient. The right  side of  the dilation equation  is equivalent  to 
the convolution integral between the scaling function coefficients  h  and the scaling 
function at a previous scale or half‐scale scaling function  )2( t  in  (3.2). 
),2(*)( tht                   )2.3(  
where  *  denotes  the  convolution  operation.    The  discrete  version  of  the  dilation 
equation can be represented in matrix form (Strang, 1989) as shown in  (3.3). 
.][][][ 2/111 MNNM h                  )3.3(  
In matrix form, the scaling function coefficient  )(nh  is a row vector of length 
N.  The half‐scale scaling function  2/1  is a vector of length M/2, which is then used 












































































M h                  )6.3(  
  Then, both sides of  (3.6) are pre‐multiplied by the inverse of matrix  T NM][ 2/1
.    The  coefficients  )(nh   can  be  readily  calculated  from  the waveform  and  its  half 
scale using  (3.7).    
  Since,  the  matrix  T NM][ 2/1   is  generally  a  non‐square  matrix,  the  standard 
matrix  inverse  procedure  for  a  nonsingular  square matrix  cannot  be  applied.  The 
Moore  Penrose  pseudo  inverse  based  on  a  least  square  optimization  is  used  to 
calculate  the  inverse  of  this  non‐square  matrix  T NM][ 2/1   (Penrose,  1955).    A 
common  implementation  of  the Moore  Penrose  pseudo  inverse  process  is  by  the 
‘backsplash’ operator in Matlab. 
  .}{][}{ 112/11 TMMNTTNh                    )7.3(  
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 The equation  (3.7) provides  the means  to  calculate  a  vector of  coefficients 
representing an impulse response waveform.  The process requires only two inputs: 
the discrete waveform and the length of the vector of calculated coefficients N.  The 






scaling  function  waveforms  is  studied.  Using  common  wavelet  theory,  an 
approximation  of  the  Daubechies  scaling  function  is  calculated  by  successively 
iterating  the dilation equation.   The Daubechies 2  (DB2), Daubechies 3  (DB3) and 
Daubechies  4  (DB4)  scaling  function  waveforms  are  generated  by  iterating  the 
dilation equation from 4 to 14 times.   
The  procedure  uses  to  convey  the  performance  of  the  Formula  with 
Daubechies scaling function waveforms is shown in Figure 3.1.   Only two required 
inputs  for  the  procedure  are  the  Daubechies  scaling  function  coefficients  and  the 
number  of  iterations.  The  performance  of  the  proposed  Formula  is  evaluated  by 
comparing  its  calculated  coefficients  to  the  true  values  of  the  Daubechies  scaling 
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The  norm  error  values  associated  with  each  iteration  number  and  each 
corresponding Daubechies  scaling  function  are  plotted  in  Figure  3.2(A).  The  plots 
show that the error values are reduced by a factor of two with each increment in the 











In  addition,  for  the  higher  order  Daubechies  wavelet,  additional  iterations 
are  required  to  archive  the  same  level  of  calculation  accuracy.    The  plot  also 
indicates that  the convergence rate of  the  iterative process to  the true Daubechies 
scaling  functions  for  the  three  DB  wavelets  are  equal.    A  scaling  function  that  is 





















































3.3. Performance  of  the  Formula  applied  to  impulse  response 
waveforms 
  In this section, analytical  impulse response waveforms and an experimental 
waveform are used  to  study  the performance of  the proposed Formula.   Although 
the  waveforms  are  not  identical  to  the  scaling  function,  the  form  of  the  dilation 
equation still provides a good fit to calculate coefficients to represent the waveform 
by  its  half  scale  function.    In  this  study,  the  sufficient  length  of  the  vector  of 
calculated  coefficients  N  is  identified  by  an  absolute  error  value  between  the 
original  waveform  and  its  representation  by  the  half‐scale  waveform  and  the 












               )8.3(  
The waveform characteristics depend on  the natural  frequency  n   and  the 
damping ratio   . The parameter m  is the mass of the system and  d  is the damped 
natural  frequency  calculated  by  21   nd .  In  this  study,  three  different 
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analytical  impulse  response waveforms are  constructed by using  the  three  sets of 
system parameter values  n  and   .   The system parameter values are selected  in 
order  to  study  the  performance  of  the  Formula  and  do  not  consider  physical 
meaning  behind  the  analytical  impulse  response  waveform.    To  allow  for  the 
impulse  response  waveform  to  sufficiently  decay,  the  length  of  the  waveform  is 










In  the previous section,  the  length N of  the vector of  calculated coefficients 
for each Daubechies scaling function is known.  This information must be identified 
in the case of an impulse response waveform to ensure the ability of the coefficients 
to  capture  the  characteristics  of  the  waveform.    The  ability  of  the  calculated 
coefficients  to  capture  the  characteristics of  the waveform  is determined by using 
the  coefficients  in  a  single  iteration  of    (3.1)  with  a  half  scale  of  the  original 
waveform.    This  representation  is  called  the  calculated  function  and  is  then 
compared to the original waveform using a  1L  norm.  The sufficient length N of the 









In  Figure  3.3(A),  the  length  N  of  the  coefficients  is  equal  to  four.  The 
calculated  function  from  this  coefficient  set  clearly  exhibits  poor  correlation with 
the  original  waveform.  With  an  insufficient  number  of  coefficients,  the 
characteristics  of  the  original  waveform  are  not  successfully  captured.  In  Figure 
3.3(B), the length N of coefficients is increased to twenty.  The agreement between 
the calculated function and the original waveform is greatly improved.  To provide a 
quantitative  measure  of  the  correlation,  the  absolute  value  of  the  difference 
between  the  calculated  function  and  the  original waveform  is  calculated  for  each 
length  N  of  the  calculated  coefficients.    The  resulting  error  vector  is  numerically 
integrated  over  the  non‐dimensionalized  time  and  is  used  to  characterize  the 








This  error  vector  is  used  to  evaluate  the  performance  of  the  Formula  in  a 
range  of  different  values  of  N  for  a  particular  waveform.    An  error  function 
corresponding  to values of  4N   to  20N   are plotted  in  (A).   The magnitude of 
the error is much greater for  4N  than for  20N , reflecting the lesser ability of 
the shorter coefficient lengths to capture the characteristics of the waveform when 
compared with  the  longer  coefficients  lengths.    As  a  result,  the magnitude  of  the 
error for parameter set 1 in (A) decreases as the length of coefficients is increased.  
By increasing the value of N beyond 20, the error function is decreased further at a 


























with  the  impulse  response waveform  and  the  calculated  function  is  illustrated  in 
Figure 3.6(A) and (B) for both parameter sets.  It is clear that in order to successfully 
capture  the  characteristics  of  a  particular  waveform,  the  length  of  coefficients N 
must be selected appropriately.  By conducting additional simulations, it is observed 










From  the  analytical  results,  the  performance  of  the  Formula  is  depended 
significantly  on  the  length  of  coefficients N  and  the  complexity  of  the  waveform.  












excitations  and  the  responses  are  then  recorded  by  the  National  Instruments 




Significant  frequency  contents  of  the  beam  are  indicated  as  peaks  in  the 







The  filtering  process  is  illustrated  in  Figure  3.9.    A  subset  of  20,001  data 
points of the filtered signal is used as an input waveform.  The same process for the 








The result of  this study is also  in agreement with the previous section.   For 
the  analytical  impulse  response  waveform,  only  one  significant  frequency 
component  is  presented.    Then,  at  a  particular  length  of  coefficients,  the  error 
function  slowly  decreases  after  that  frequency  component  is  captured.    For  the 
experimental  case,  the  situation  is  more  complicated  because  the  filtered 
experimental  waveform  has  three  significant  frequency  components.    Those 
frequency components must be represented effectively by the calculated coefficients 
in  order  to  improve  agreement  between  the  signal  and  the  calculated  function.  










An  evaluation  the  performance  of  the  Formula  with  an  experimental 
waveform confirms that the calculated coefficients can capture the characteristics of 
a  waveform.    For  a more  complicated waveform,  the  length  of  the  coefficient  set 
needs  to  increase  accordingly  to  make  sure  characteristics  of  the  waveform  are 
captured.    Analysis  of  the  experimental  waveform  revealed  some  new 
characteristics of the error function.  This behavior can be explained as a transition 
period  of  the  error  function  to  successfully  capture  the next  significant  frequency 
component of the waveform.   Up to this point, the study of the performance of the 
Formula on Daubechies  scaling  functions,  analytical  form of  the  impulse  response 
and  a  simplified  experimental  waveform  confirms  the  ability  of  the  Formula  to 
calculate coefficients to capture characteristics of a waveform with a corresponding 
length N of coefficients.  
The  calculated  coefficient  set  is  then  used  as  an  input  to  design  a  new  bi‐
orthogonal wavelet  family.   The characteristics of  the waveform being studied are 




In  this  section,  a  bi‐orthogonal  wavelet  design  process  is  presented.    The 
calculated  coefficients  from  the  proposed  Formula  are  used  as  an  input  of  the 
process.  For an impulse response waveform, the calculated coefficients are not true 
scaling  function  coefficients.    A  conditioned  process  is  applied  to  the  calculated 
coefficients to ensure that they satisfy the scaling function coefficient requirements 
in  (2.10)  and  (2.11).    The  calculated  coefficients  are  convoluted with  any  scaling 
function  coefficient  set.    This  process  returns  a  set  of  coefficients  that  not  only 
satisfies  the  scaling  function  coefficients  condition  but  also  guarantees  for  a  good 
retention of the original waveform characteristics.  On another hand, the coefficient 
output  in  general  cannot  form  an  orthogonal  translation  base.    Therefore,  the 
coefficients are used as primal scaling function coefficients for a new bi‐orthogonal 
wavelet family.  
From  the  chapter  2,  the  primal  scaling  coefficients  and  the  dual  scaling 
coefficients  of  a  bi‐orthogonal wavelet must  satisfy  constraints  in  (2.48).    For  the 
calculation  in  this  illustration,  ten  vanishing  moments  are  added  into  the  dual 
scaling  coefficients.    Then,  the  primal  wavelet  coefficients  and  the  dual  wavelet 
coefficients are calculated by (2.42).   
Nineteen  coefficients  that  have  the  characteristics  of  an  analytical  impulse 
response for parameter set one is used for a bi‐orthogonal wavelet design process. 
The calculated coefficient set is first refined by the DB1 scaling function coefficients 
to  satisfy  scaling  function  coefficient  conditions.   Then,  the output  coefficients  are 
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normalized to have its coefficient summation is equal to two.  After this process, the 
output  coefficients  are  used  as  a  primal  scaling  function  coefficient  of  a  new  bi‐
orthogonal  wavelet  family.    The  primal  scaling  function  coefficients  have  twenty 
coefficients  and  one  vanishing  moment.    Values  of  the  primal  scaling  function 
coefficients are in Table 3‐column 1. 
  Next, the dual scaling function coefficients are designed to have the length N 
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where  ia   are  the  unknown  coefficient    ith    in  the  polynomial  order  of  nine.    The 
order of polynomial  )(zQ  is nine to assure the length N of the dual scaling function 
coefficients is equal to twenty in the (3.10).  The unknown coefficients  )(~0 nh  can be 
represented  by  the  ten  unknown  coefficients  ia   of  the  polynomial  )(zQ   by 




algebraic equations with  ten unknowns and ten equations  is derived.   By a simple 
inverse  process,  a  unique  solution  for  the  ten  unknown  ia   is  determined.    The 
calculated  ia  values are in Table 3.2.     
a(0)  a(1)  a(2)  a(3)  a(4) 
0.19105777  ‐0.901719 2.05637 ‐2.9276 2.83618 
a(5)  a(6)  a(7)  a(8)  a(9) 
‐1.92144  0.903566 ‐0.282671 0.0531142 ‐0.00454832
Table 3.2 The calculated values a(i) for calculating dual scaling function 
coefficients 
  Then, substitute the calculated  ia  values into (3.10) and matching the order 
of  the polynomial  )(~0 zH   in    (3.9) and (3.10),  the dual scaling  function coefficients 
are determined.  The values of the calculated dual scaling function coefficients are in 
Table 3.3 – column 2. 
  After  having  the  primal  and  dual  scaling  function  coefficients,  the  primal 
wavelet and its dual wavelet coefficients are ready to be calculated by using (2.42).  
The coefficient values of the new bi‐orthogonal wavelet are listed in Table 3.3.  The 
design  process  for  a  new bi‐orthogonal wavelet  family  from  an  impulse  response 
waveform  is  summarized  in  a  diagram  in  Figure  3.11.    As  a  result  of  the  design 
process,  the  characteristics  of  the  original waveform  are  projected  on  the  scaling 




















0.206455535  0.101761926  ‐0.002428655  0.0000414 
0.415103795  0.536130613  ‐0.004074706  ‐0.000154011 
0.331402298  0.862434954  0.023385961  0.000254091 
0.151157899  ‐0.03845367  0.042078455  ‐0.000165385 
0.003387156  ‐1.115073672  ‐0.10007523  ‐0.000289481 
‐0.056832022  0.067906784  ‐0.197319876  0.001061371 
‐0.049292387  1.404840753  0.248850859  ‐0.001578689 
‐0.019944136  ‐0.241738305  0.555528264  0.000722731 
0.002203613  ‐1.407506746  ‐0.391968142  0.00248558 
0.009601611  0.398389785  ‐1.049754922  ‐0.00730849 
0.00730849  1.049754922  0.398389785  0.009601611 
0.00248558  ‐0.391968142  1.407506746  ‐0.002203613 
‐0.000722731  ‐0.555528264  ‐0.241738305  ‐0.019944136 
‐0.001578689  0.248850859  ‐1.404840753  0.049292387 
‐0.001061371  0.197319876  0.067906784  ‐0.056832022 
‐0.000289481  ‐0.10007523  1.115073672  ‐0.003387156 
0.000165385  ‐0.042078455  ‐0.03845367  0.151157899 
0.000254091  0.023385961  ‐0.862434954  ‐0.331402298 
0.000154011  0.004074706  0.536130613  0.415103795 


















implemented  to solve  for  the dual  scaling  function coefficients.    In Figure 3.14 (C) 
and  (D),  the  dual  scaling  function  and  the  dual  wavelet  function  show  strange 
behaviors although the scaling function coefficients satisfy the necessary conditions 
for  the  scaling  function  coefficients.    The  reason  for  the  behaviors  is  due  to  the 
arbitrary  characteristics of  the  calculated  coefficients.   The  generated dual  scaling 
function  and  the  dual  wavelet  function  do  not  convergence  to  one  dual  scaling 
function and dual wavelet function in this case.  
3.5. New bi‐orthogonal wavelet evaluation 





waveform  that  is  used  to  calculate  the  scaling  function  coefficients  of  the new bi‐
orthogonal wavelet.   In addition, a signal to noise ratio (SNR) 10dB is added to the 
signal  to  study  the performance of  the new bi‐orthogonal wavelet with noise.    It’s 
expected  that  the new bi‐orthogonal wavelet  family  provides  a  highest  coefficient 
magnitude at a corresponding scale and a translation on the wavelet scalogram.  
The signal is then decomposed by using the Daubechies 8 (DB8) wavelet, the 





new  bi‐orthogonal  wavelet  scaling  function  coefficients.    The  scalogram  of  the 
wavelet  coefficients  at  different  scales  are  plotted  in  Figure  3.15  for  the  new  bi‐
orthogonal wavelet case and in Figure 3.16 for the DB8 wavelet case and in Figure 
3.17  for  the  DB2  wavelet  case.    From  the  discrete  wavelet  scalogram  plots,  each 
coefficient  value  reflects  the  similarity  between  the  wavelet  at  scale  a  and 




it’s  of  the  new  bi‐orthogonal  wavelet  case.    Therefore,  the  new  bi‐orthogonal 
wavelet does not outperform the Daubechies wavelet in localizing characteristics of 




observation.    However,  the  dispersion  effect  of  the  wavelet  coefficients  in  the 
wavelet  scalogram  of  the  new  bi‐orthogonal  wavelet  is  better  than  that  of  the 
wavelet scalogram of the DB2 wavelet.  The scalograms confirm that three wavelets 
successfully remove noise effects at high scales.  The study suggests that the number 




































































































































By  using  the  dilation  equation,  a  Formula  is  derived  for  calculating  a 
coefficient vector  from a given discrete waveform.   The Formula  is  first applied to 
waveforms  that  correspond  to  the  approximated  Daubechies  scaling  functions.  
Excellent  agreements  between  the  calculated  coefficients  and  true  values  of  the 
Daubechies coefficients are observed.  In addition, for a better approximation of the 
waveform to  the  true Daubechies scaling  function,  the absolute error between  the 
calculated coefficients and the true values of the Daubechies coefficients is reduced.  
Next,  the  performance  of  the  Formula  is  studied  by  using  impulse  response 
waveforms of analytical models and an experimental system.  A qualitative criterion 
is developed to identify a sufficient length N of coefficients to capture characteristics 
of  a  input waveform.    It  is  also  showed  that a  sufficient  length N of  coefficients  is 
related to the complexity of the input waveform.  Later, a process is required for the 
calculated  coefficients  to  satisfy  the  strict  conditions  of  the  scaling  function 
coefficients.    The  output  coefficients  of  the  process  are  used  as  primal  scaling 
function coefficients of a new bi‐orthogonal wavelet.  Then, the performance of the 
new  bi‐orthogonal  wavelet  is  evaluated  by  comparing  it  to  the  widely  used 
Daubechies wavelet  family  in  analyzing a  signal  that has  similar  characteristics  to 
the original waveform.  The result of the evaluation process shows that the new bi‐





Concluding remarks and future work 
The wavelet transform provides a variety of options for researchers to study 
time varying signals.    In this thesis, the aim was to develop a new wavelet derived 




the  same  characteristics  to  the  original  waveform  was  performed.    The  study 
showed  that  the  new  bi‐orthogonal  wavelet  provided  a  better  performance  than 
DB2  wavelet  in  this  evaluation.    When  compared  to  the  Daubechies  8,  the 
Daubechies wavelet provided better performance in localizing characteristics of the 
signal  than  the  new  bi‐orthogonal  wavelet.    It  is  suggested  that  a  further  study 
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should  be  performed  to  identify  the  strengths  of  the  new  bi‐orthogonal  wavelet 
family.  
In  conclusion,  the  thesis  work  studies  the  performance  of  the  proposed 
Formula to calculate coefficients to represent an impulse response waveform by its 



















































































































Appendix I: The Moore Penrose 
inverse procedure 
The Moore Penrose inverse procedure is used to calculate the inverse of non‐
square  mxn   matrixB .  Call  HB is  the  conjugate  transpose  of  matrixB .  Then,  the 
inverse of the matrixBcan be calculated by (A1.1):  
HH BBBB 1)(                   )1.1(A  
If the matrix  )( BBH is singular, the procedure has more than one solution. 
Then, Matlab provides two solutions to calculate the inverse of the matrix Bby 
using backslash operator and pinv function. For the first case, the backslash operator 
provides a basic solution. The pinv function provides a minimum norm error 
solution. In this thesis, the backslash operator is used to calculate inverse of a non‐
square matrix.  
