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1 Introduction and the Main Results
In this paper we study some nonlinear problem arising from conformal geometry.
Precisely, consider a Riemannian manifold with boundary (Mn, g) of dimension
n ≥ 3 and take g˜ = u4/(n−2)g, be a conformal metric to g, where u is a smooth
positive function, then the following equations relate the scalar curvatures Rg, Rg˜
and the mean curvatures of the boundary hg, hg˜, with respect to g and g˜ respectively.
(P1)
{
−cn∆gu+Rgu = Rg˜u
n+2
n−2 in M
2
n−2
∂u
∂ν + hgu = hg˜u
n
n−2 on ∂M
where cn = 4(n− 1)/(n− 2) and ν denotes the outward normal vector with respect
to the metric g.
In view of the above equations, a natural question is whether it is possible to
prescribe both the scalar curvature and the boundary mean curvature, that is : given
two functions K : M → R and H : ∂M → R, does exists a metric g˜ conformally
equivalent to g such that Rg˜ = K and hg˜ = H?
According to equations (P1), the problem is equivalent to finding a smooth positive
solution u of the following equation
(P2)
{
−cn∆gu+Rgu = Ku
n+2
n−2 in M
2
n−2
∂u
∂ν + hgu = Hu
n
n−2 on ∂M.
Such a problem was studied in [1] [14],[15] [16], [17], [18], [19] [21] . Yanyan Li [21],
and Djadli-Malchiodi-Ould Ahmedou [15] studied this problem when the manifold
is the three dimensional standard half sphere. Their approach involves a fine blow
up analysis of some subcritical approximations and the use of the topological degree
tools.
Regarding the above problem it is well known that the most interesting case is
the so called positive one, that is when the quadratic part of the associated Euler
functional is positive definite. Another interesting case is when a noncompact group
of conformal transformations acts on the equation leading to topological obstruc-
tions. The half sphere represents the simplest case where such a noncompactness
occurs, and in this paper we consider the case of the standard half sphere under
minimal boundary conditions:
More precisely, let
Sn+ = {x ∈ Rn+1 / |x| = 1, xn+1 > 0}
n ≥ 3 . Given a C2 function K on Sn+, we look for conditions on K to ensure the
existence of a positive solution of the problem
(1)
{
−∆gu+ n(n−2)4 u = Ku
n+2
n−2 in Sn+
∂u
∂ν = 0 on ∂S
n
+
where g is the standard metric of Sn+.
Problem (1) is in some sense related to the well known scalar curvature problem on
2
Sn
(2) −∆gu+ n(n− 2)
4
u = Ku
n+2
n−2 in Sn
to which much work has been devoted. For details please see [3],[5] , [8],[9], [13],
[12], [20], [22], [23],[27] and the references therein.
As for (2), there are topological obstructions of Kazdan-Warner type to solve (1)
(see [10]) and so a naturel question arises: under which conditions on K, (1) has
a positive solution. We propose to handle such a question, using some topological
and dynamical tools of the theory of critical points at infinity, see Bahri [3] , [4].
Our approch follows closely the ideas developped in Aubin-Bahri [2], Bahri [3] and
Ben Ayed-Chtioui-Hammami [9] where the problem of prescribing the scalar cur-
vature on closed manifolds was studied using some algebraic topological tools. The
main idea is to use the difference of topology between the level sets of the function
K to produce a critical point of the Euler functional J associated to (1) and the
main issue is under which conditions on K, a topological accident between the level
sets of K induces a topological accident between the level sets of J . Such an acci-
dent is sufficient to prove the existence of a critical point when some compactness
conditions are satisfied. However our problem presents a lack of compactness due to
the presence of critical points at infinity, that is noncompact orbits for the gradient
of J along which J is bounded and its gradient goes to zero. Therefore a careful
study of such noncompact orbits is necessary, in order to take into account their
contribution to the difference of topology between the level sets of J .
In order to state our main results, we need to introduce the assumptions that we
are using in our results.
(A1) We assume that K1 = K|∂Sn+ has only nondegenerate critical points y0, ..., ys,
where y0 is the absolute maximum, such that
K(y0) ≥ K(y1) ≥ ... ≥ K(yl) > K(yl+1 ≥ ... ≥ K(ys)
with
∂K
∂ν
(yi) > 0, for 0 ≤ i ≤ l, ∂K
∂ν
(yi) ≤ 0, for l + 1 ≤ i ≤ s.
(A2) Assume that there exists c a postive constant such that c < K(yl), and every
y critical point of K, K(y) < c.
(A3) Let Z be a pseudogradient of K1, of Morse-Smale type (that is the inter-
sections of the stable and the unstable manifolds of the critical points of K1 are
transverse.)
Set
X = ∪0≤i≤lWs(yi)
where Ws(yi) is the stable manifold of yi for Z.
We assume that X is not contractible and denote by m the dimension of the first
nontrivial reduced homological group.
(A4) Assume that X is contractible in K
c = {x ∈ Sn+ /K(x) ≥ c}, where c is
defined in the assumption (A2).
Now, we are able to state our first main results.
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Theorem 1.1 Assume that n ≥ 4. Then, under the assumptions (A1), (A2), (A3),
(A4), there exists a constant c0 independent of K such that if K(y0)/c ≤ 1 + c0,
then (1) has a solution.
Corollary 1.1 The solution obtained in Theorem 1.1 has an augmented Morse
index ≥ m.
Next, we state another kind of existence results for problem (1) based on a “
topological invariant” for some Yamabe type problems introduced by Bahri see [3].
To state these results, we need to introduce the assumptions that we will be using
and some notations.
(H1) We assume that K1 has only nondegenerate critical points and we assume
that there exists y0 ∈ ∂Sn+ such that y0 is the absolute maximum of K1 and
(∂K/∂ν)(y0) > 0.
(H2) Ws(yi)∩Wu(yj) = ∅ for any i such that (∂K/∂ν)(yi) > 0 and for any j such
that (∂K/∂ν)(yj) < 0.
For k ∈ {1, 2, ..., n− 1}, we define X as
X =Ws(yi0)
where yi0 satisfies
K1(yi0) = max{K1(yi), / ind(yi) = n− 1− k, (∂K/∂ν)(yi) > 0}
(Here ind(yi) denotes the Morse index of yi for the function K1).
(H3) We assume that X is without boundary.
We denote by Cy0(X) the following set
Cy0(X) = {αδy0 + (1− α)δx / α ∈ [0, 1], x ∈ X}.
For λ large enough, we introduce a map fλ : Cy0(X)→ Σ+, defined by
Cy0(X) ∋ (αδy0 + (1− α)δx) −→
αδ(y0,λ) + (1− α)δ(x,λ)
|αδ(y0,λ) + (1− α)δ(x,λ)|
∈ Σ+.
Then Cy0(X) and fλ(Cy0(X)) are manifolds in dimension k + 1, that is, their
singularities arise in dimension k − 1 and lower, see [3]. Observe that Cy0(X)
and fλ(Cy0(X)) are contractible while X is not contractible.
For λ large enough, we also define the intersection number(modulo 2) of fλ(Cy0(X))
with Ws(y0, yi0)∞
µ(y0) = fλ(Cy0(X)).Ws(y0, yi0)∞
where Ws(y0, yi0)∞ is the stable manifold of (y0, yi0)∞ for a decreasing pseudogra-
dient V for J which is transverse to fλ(Cy0(X)). Thus this number is well defined
[25].
We then have the following result:
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Theorem 1.2 Assume that n ≥ 4. Under assumptions (H1), (H2) and (H3), if
µ(y0) = 0 then (1) has a solution of index k or k + 1.
Now, we state a statement more general than Theorem 1.2. For this we define X
to be
X = ∪yi∈BkWs(yi), with Bk = {yi / ind(yi) = n− 1− k and (∂K/∂ν)(yi) > 0}.
For yi ∈ Bk, we define, for λ large enough, the intersection number(modulo 2)
µi(y0) = fλ(Cy0(X)).Ws(y0, yi)∞.
By the above arguments, this number is well defined [25].
Then we have the following theorem
Theorem 1.3 Assume that n ≥ 4. Under assumptions (H1), (H2) and (H3), if
µi = 0 for each yi ∈ Bk, then (1) has a solution of index k or k + 1.
The remainder of the present paper is organized as follows. In section 2, we set up
the variational structure and recall some preliminaries. In section 3, we perform
an expansion of the Euler functional associated to (1) and its gradient near the
potential critical points at infinity, then we prove a Morse Lemma at infinity in
section 4. In section 5, we provide the proof of Theorem 1.1 and Corollary 1.1,
while section 6 is devoted to the proof of Theorems 1.2 and 1.3.
2 Variational Structure and Preliminaries
In this section we recall the functional setting and the variational problem and its
main features. Problem (1) has a variational structure. The functional is
J(u) =
∫
Sn+
|∇u|2 + n(n−2)4
∫
Sn+
u2(∫
Sn+
Ku
2n
n−2
)n−2
n
defined on H1(Sn+,R) equiped with the norm
||u||2 =
∫
Sn+
|∇u|2 + n(n− 2)
4
∫
Sn+
u2.
We denote by Σ the unit sphere of H1(Sn+,R) and we set Σ
+ = {u ∈ Σ / u ≥ 0}.
The Palais-Smale condition fails to be satisfied for J on Σ+. Its failure has been
studied by various authors (see Brezis-Coron [11], Lions [24], Struwe [28]).
In order to characterize the sequences failing the Palais-Smale condition, we need
to introduce some notations.
For a ∈ Sn+ and λ > 0, let
δ˜a,λ(x) = c0
λ
n−2
2
(λ2 + 1 + (λ2 − 1) cos d(a, x))n−22
5
where d is the geodesic distance on (Sn+, g) and c0 is chosen so that
−∆δ˜a,λ + n(n− 2)
4
δ˜a,λ = δ˜
n+2
n−2
a,λ , in S
n
+.
For ε > 0 and p ∈ N∗, let us define
V (p, ε) ={u ∈ Σ+/∃ a1, ..., ap ∈ Sn+, ∃λ1, ..., λp > 0, ∃α1, ..., αp > 0
s.t. ||u−
p∑
i=1
αiδ˜i|| < ε and |α
4
n−2
i K(ai)
α
4
n−2
j K(aj)
− 1| < ε,
λi > ε
−1, εij < ε and λidi < ε or λidi > ε
−1}
where δ˜i = δ˜ai,λi , di = d(ai, ∂S
n
+) and εij = (λi/λj + λj/λi + λiλjd
2(ai, aj))
2−n
2 .
The failure of Palais-Smale condition can be described as follows:
Proposition 2.1 (see [6], [24] and [28]) Assume that J has no critical point in
Σ+ and let (uk) ∈ Σ+ be a sequence such that J(uk) is bounded and ∇J(uk) → 0.
Then, there exist an integer p ∈ N∗, a sequence εk > 0 (εk → 0) and an extracted
subsequence of uk, again denoted (uk), such that uk ∈ V (p, εk).
Now, we consider the following subset of V (p, ε)
Vb(p, ε) = {u ∈ V (p, ε) / λidi < ε}.
The following lemma defines a parametrization of the set Vb(p, ε).
Lemma 2.1 (see [4], [6], [26]) There is ε0 > 0 such that if ε < ε0 and u ∈ Vb(p, ε),
then the problem
min{||u−
p∑
i=1
αiδ˜i||, αi > 0, λi > 0, ai ∈ ∂Sn+}
has a unique solution (up to permutation). In particular, we can write u ∈ Vb(p, ε)
as follows
u =
p∑
i=1
α¯iδ˜a¯i,λ¯i + v,
where (α¯1, ..., α¯p, a¯1, ..., a¯p, λ¯1, ..., λ¯p) is the solution of the minimization problem
and where v ∈ H1(Sn+) such that for each i = 1, ..., p
(v, δ˜i) = (v, ∂δ˜i/∂λi) = (v, ∂δ˜i/∂ai) = 0.
Here (., .) denoted the scalar inner defined on H1(Sn+) by
(u, v) =
∫
Sn+
∇u∇v + n(n− 2)
4
∫
Sn+
uv.
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Before ending this section, we mention that it will be convenient to perform some
stereographic projection in order to reduce our problem to Rn+. LetD
1,2(Rn+) denote
the completion of C∞c (R¯
n
+) with respect to Dirichlet norm. The stereographic pro-
jection pia throught a point a ∈ ∂Sn+ induces an isometry i : H1(Sn+) → D1,2(Rn+)
according to the following formula
(iv)(x) =
(
2
1 + |x|2
)(n−2)/2
v(pi−1a (x)), v ∈ H1(Sn+), x ∈ Rn.
In particular, one can check that the following holds true, for every v ∈ H1(Sn+)∫
Sn+
(|∇v|2 + n(n− 2)
4
v2) =
∫
Rn+
|∇(iv)|2 and
∫
Sn+
|v| 2nn−2 =
∫
Rn+
|iv| 2nn−2 .
In the sequel, we will identify the function K and its composition with the stere-
ographic projection pia. We will also identify a point b of S
n
+ and its image by pia.
These facts will be assumed as understood in the sequel.
3 Expansion of J and its gradient at infinity
This section is devoted to an useful expansion of J and its gradient near a potential
boundary critical point at infinity consisting of two masses.
Proposition 3.1 For ε > 0 small enough and u =
∑2
i=1 αiδ˜ai,λi + v ∈ Vb(2, ε), we
have the following expansion
J(u) =
(α21 + α
2
2)(Sn/2)
(2/n)
(α
2n
n−2
1 K(a1) + α
2n
n−2
2 K(a2))
n−2
n

1 + 4(n− 2)
nβ
c1
2∑
i=1
α
2n
n−2
i
λi
∂K
∂ν
(ai)
− 2c2α1α2ε12
(
− 1
γ
+
1
β
(
2∑
i=1
α
4
n−2
i K(ai))
)
+ f(v) +Q(v, v)
+O
(
ε
n
n−2
12 log(ε
−1
12 ) +
∑
(
1
λ2i
+
ε12
λi
(log(ε−112 ))
n−2
n ) + ||v||inf(3, 2nn−2 )
)]
where
Q(v, v) =
1
γ
||v||2 − n+ 2
n− 2
1
β
∫
Sn+
K(α1δ˜1 + α2δ˜2)
4
n−2 v2,
f(v) =− 2
β
∫
Sn+
K(α1δ˜1 + α2δ˜2)
n+2
n−2 v, Sn = c
2n
n−2
0
∫
Rn
dx
(1 + |x|2)n ,
β =
Sn
2
(α
2n
n−2
1 K(a1) + α
2n
n−2
2 K(a2)), γ =
Sn
2
(α21 + α
2
2),
c1 =c
2n
n−2
0
∫
Rn+
xndx
(1 + |x|2)n , c2 = c
2n
n−2
0
∫
Rn
dx
(1 + |x|2)n+22 .
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Proof. We need to estimate
N(u) = ||u||2 and D nn−2 =
∫
Sn+
K(x)u
2n
n−2 .
In order to simplify the notations, in the remainder, we write δ˜i instead of δ˜ai,λi .
We now have
N(u) = α21||δ˜1||2 + α22||δ˜2||2 + ||v||2 + 2α1α2(
∫
Sn+
∇δ˜1∇δ˜2 + n(n− 2)
4
∫
Sn+
δ˜1δ˜2)
Observe that
||δ˜||2 =
∫
Rn+
|∇δ|2 = Sn
2
(3.1)
and ∫
Sn+
∇δ˜1∇δ˜2 + n(n− 2)
4
∫
Sn+
δ˜1δ˜2 =
∫
Rn+
∇δ1∇δ2 =
∫
Rn+
δ
n+2
n−2
1 δ2
where δi denotes δai,λi and, for a ∈ Rn and λ > 0, δa,λ denotes the family of
solutions of Yamabe problem on Rn defined by
δa,λ(x) = c0
λ
n−2
2
(1 + λ2|x− a|2)n−22
.
A computation similar to the one performed in [4]) shows that∫
Rn+
δ
n+2
n−2
1 δ2 =
1
2
c2ε12 +O(ε
n
n−2
12 log(ε
−1
12 )). (3.2)
Thus
N = γ + α1α2c2ε12 + ||v||2 +O(ε
n
n−2
12 log(ε
−1
12 ))
For the denominator, we write
D
n
n−2 =
∫
Sn+
K(α1δ˜1 + α2δ˜2)
2n
n−2 +
2n
n− 2
∫
Sn+
K(α1δ˜1 + α2δ˜2)
n+2
n−2 v
+
n(n+ 2)
(n− 2)2
∫
Sn+
K(α1δ˜1 + α2δ˜2)
4
n−2 v2
+ O
(∫
Sn+
(α1δ˜1 + α2δ˜2)
4
n−2−1 inf((α1δ˜1 + α2δ˜2), |v|)3 +
∫
|v| 2nn−2
)
.
We also write∫
Sn+
K(α1δ˜1 + α2δ˜2)
2n
n−2 =
∫
Sn+
K(α1δ˜1)
2n
n−2 +
∫
Sn+
K(α2δ˜2)
2n
n−2 +
2n
n− 2
∫
Sn+
K(α1δ˜1)
n+2
n−2α2δ˜2
+
2n
n− 2
∫
Sn+
K(α2δ˜2)
n+2
n−2α1δ˜1 +O
(∫
Sn+
sup(δ˜1, δ˜2)
4
n−2 inf(δ˜1, δ˜2)
2
)
.
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Expansions of K around a1 and a2 give∫
Sn+
K(δ˜i)
2n
n−2 = K(ai)
Sn
2
− 2c1
λi
∂K
∂ν
(ai) +O(
1
λ2i
) (3.3)
∫
Sn+
K(δ˜i)
n+2
n−2 δ˜j = K(ai)
c2
2
ε12 +O
(
ε
n
n−2
12 log(ε
−1
12 ) +
ε12
λi
(log(ε−112 ))
n−2
n
)
(3.4)
It easy to check∫
Sn+
4
n−2
sup(δ˜1, δ˜2)
2
inf(δ˜1, δ˜2) = O(ε
n
n−2
12 log(ε
−1
12 )) if n ≥ 4 (3.5)
and∫
Sn+
(α1δ˜1 + α2δ˜2)
4
n−2−1 inf((α1δ˜1 + α2δ˜2), |v|)3 +
∫
|v| 2nn−2 = O
(
||v||inf(3, 2nn−2 )
)
(3.6)
Combining (3.1),(3.2), (3.3), (3.4), (3.5) and (3.6), we easily derive our proposition.
✷
A natural improvement of Proposition 3.1 is obtained by taking care of the v-
part, in order to show that it can be neglected with respect to the concentration
phenomenon.
Set
Eε = {v ∈ H1(Sn+) / ||v|| ≤ ε and v satisfies (V0)}
where (V0) is the following condition
(V0) (v, δ˜i) = (v, ∂δ˜i/∂λi) = (v, ∂δ˜i/∂ai) = 0, for i = 1, 2.
Notice that, one can prove arguing as in [4] (see also [26]), that for ε small enough,
there exists ρ > 0 such that for all v ∈ Eε
Q(v, v) ≥ ρ||v||2.
It follows the following lemma whose proof is similar , up to minor modifications to
corresponding statements in [4] (see also [26]).
Lemma 3.1 There exists a C1-map which, to each (α, a, λ) such that α1δ˜1+α2δ˜2 ∈
Vb(2, ε) with small ε, associates v = v(α,a,λ) satisfying
J(α1δ˜1 + α2δ˜2 + v) = min{J(α1δ˜1 + α2δ˜2 + v), v satisfies (V0)}.
Moreover, there exists c > 0 such that the following holds
||v|| ≤ c
(
1
λ1
+
1
λ2
+ ε
n+2
2(n−2)
12 log(ε
−1
12 ) + ( if n ≤ 5)ε12(log(ε−112 ))
n−2
n
)
.
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Proposition 3.2 Let n ≥ 4, for u = α1δ˜1 + α2δ˜2 ∈ Vb(2, ε), we have the following
expansion
(∇J(u), λ1∂δ˜1/∂λ1) =2J(u)
[
c2
2
α2λ1
∂ε12
∂λ1
(1− J(u) nn−2 (α
4
n−2
1 K(a1) + α
4
n−2
2 K(a2)))
−2J(u) nn−2α
n+2
n−2
1
c3
λ1
∂K
∂ν
(a1)
]
+O(
1
λ21
)
+O
(
ε
n
n−2
12 log(ε
−1
12 ) + ε12(log(ε
−1
12 ))
n−2
n (
1
λ1
+
1
λ2
)
)
.
where c3 =
n−2
2 c
2n/(n−2)
0
∫
Rn+
xn(|x|
2−1)
(1+|x|2)n+1dx
Proof. We have
(∇J(u), h) = 2J(u)
[∫
Sn+
∇u∇h+ n(n− 2)
4
∫
Sn+
uh− J(u) nn−2
∫
Sn+
Ku
n+2
n−2h
]
(3.7)
Observe that(see [4])∫
Rn+
∇δ1∇(λ1 ∂δ1
∂λ1
) =
∫
Rn+
δ
n+2
n−2
1 λ1
∂δ1
∂λ1
= 0 (3.8)
∫
Rn+
∇δ2∇(λ1 ∂δ1
∂λ1
) =
∫
Rn+
δ
n+2
n−2
2 λ1
∂δ1
∂λ1
=
1
2
c2λ1
∂ε12
∂λ1
+O
(
ε
n
n−2
12 log(ε
−1
12 )
)
(3.9)
∫
Rn+
Kδ
n+2
n−2
1 λ1
∂δ1
∂λ1
= 2∇K(a1)
∫
Rn+
δ
n+2
n−2
1 λ1
∂δ1
∂λ1
(x− a1) +O
(
1
λ21
)
= −2c3
λ1
∇K(a)en +O
(
1
λ21
)
, (3.10)
∫
Rn+
Kδ
n+2
n−2
2 λ1
∂δ1
∂λ1
= K(a2)
1
2
c2λ1
∂ε12
∂λ1
+O
(
1
λ2
ε12(Log(ε
−1
12 ))
n−2
n
)
+O
(
ε
n
n−2
12 log(ε
−1
12 )
)
, (3.11)
n+ 2
n− 2
∫
Rn+
Kδ2δ
4
n−2
1 λ1
∂δ1
∂λ1
= K(a1)
1
2
c2λ1
∂ε12
∂λ1
+O
(
1
λ1
ε12(Log(ε
−1
12 ))
n−2
n
)
+O
(
ε
n
n−2
12 log(ε
−1
12 )
)
. (3.12)
Combining (3.7), (3.8), (3.9), (3.10), (3.11) and (3.12), we easily derive our propo-
sition. ✷
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Proposition 3.3 Let n ≥ 4. For u = ∑αiδ˜i ∈ Vb(2, ε), we have the following
expansion:(
∇J(u), 1
λ1
∂δ˜1
∂a1
)
= 2J(u)α1en
[
c4
(
1− J(u) nn−2α
4
n−2
1 K(a1)
)
+ J(u)
n
n−2α
4
n−2
1
c5
λ1
∂K
∂ν
(a1)
]
− J(u)α2c2 1
λ1
∂ε12
∂a1
(
−1 + J(u) nn−2
∑
α
4
n−2
i K(ai)
)
− 4J(u) 2(n−1)n−2 α
n+2
n−2
1
2c5
λ1
∇TK(a1) +O
(
ε
n
n−2
12 Log(ε
−1
12 ) + ε
n+1
n−2
12 λ2|a1 − a2|
)
+O
(
ε12
(
Log(ε−112 )
)n−2
n
∑ 1
λk
)
+O
(
1
λ21
)
where
c4 = (n− 2)c
2n
n−2
0
∫
Rn+
xn
(1 + |x|2)n+1 dx and c5 =
n− 2
2n
c
2n
n−2
0
∫
Rn
x2n
(1 + |x|2)n+1 dx
Proof. An easy computation shows∫
Rn+
∇δ1∇
(
1
λ1
∂δ1
∂a1
)
=
∫
Rn+
δ
n+2
n−2
1
1
λ1
∂δ1
∂a1
= c4en, (3.13)
∫
Rn+
∇δ2∇
(
1
λ1
∂δ1
∂a1
)
=
∫
Rn+
δ
n+2
n−2
2
1
λ1
∂δ1
∂a1
=
1
2
c2
λ1
∂ε12
∂a1
+O
(
ε
n
n−2
12 Log(ε
−1
12 ) + ε
n+1
n−2
12 λ2|a1 − a2|
)
(3.14)
∫
Rn+
Kδ
n+2
n−2
1
1
λ1
∂δ1
∂a1
= K(a1)c4en + 2
c5
λ1
∇K(a1) +O
(
1
λ21
)
, (3.15)
∫
Rn+
Kδ
n+2
n−2
2
1
λ1
∂δ1
∂a1
= K(a2)
1
2
c2
1
λ1
∂ε12
∂a1
+O
(
ε
n+1
n−2
12 λ2|a1 − a2|
)
+O
(
ε
n
n−2
12 Log(ε
−1
12 )
)
+O
(
1
λ2
ε12
(
Log(ε−112 )
)n−2
n
)
, (3.16)
n+ 2
n− 2
∫
Rn+
Kδ
4
n−2
1 δ2
1
λ1
∂δ1
∂a1
= K(a1)
1
2
c2
1
λ1
∂ε12
∂a1
+O
(
ε
n+1
n−2
12 λ2|a1 − a2|
)
,
+O
(
ε
n
n−2
12 Log(ε
−1
12 )
)
+O
(
1
λ1
ε12
(
Log(ε−112 )
) n−2
n
)
.
(3.17)
Using (3.7), (3.13), (3.14), (3.15), (3.16) and (3.17), our proposition follows. ✷
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Proposition 3.4 For u =
∑
αiδ˜i ∈ Vb(2, ε), we have the following expansion:(
∇J(u), δ˜1
)
= 2J(u)α1
Sn
2
(
1− J(u) nn−2α
4
n−2
1 K(a1)
)
+ 2J(u)
2(n−1)
n−2 α
n+2
n−2
1
2c6
λ1
∂K
∂ν
(a1)
− J(u)c2ε12α2
(
−1 + J(u) nn−2
(
n+ 2
n− 2α
4
n−2
1 K(a1) + α
4
n−2
2 K(a2)
))
+O
(
1
λ21
+ ε
n
n−2
12 Log(ε
−1
12 ) +
1
λ2
ε12
(
Log(ε−112 )
) n−2
n
)
where c6 = c0
∫
Rn+
xn
(1+|x|2)n dx and where Sn is defined in Proposition 3.1.
Proof. Using estimates (3.1), (3.2), (3.3) and (3.4), we easily derive our proposition.
✷
Before ending this section, we state the above results in the case where we have
only one mass instead of two masses.
Proposition 3.5 For ε > 0 small enough and u = αδ˜a,λ + v ∈ Vb(1, ε), we have
the following expansion:
J(u) =
(Sn/2)
(2/n)
(K(a))
n−2
n
[
1 +
8c1(n− 2)
nK(a)Snλ
∂K
∂ν
(a) + f(v)
+Q(v, v) +O
(
1
λ2
)
+O
(
||v||inf(3, 2nn−2 )
)]
where
Q(v, v) =
2
α2Sn
[
||v||2 − n+ 2
(n− 2)K(a)
∫
Sn+
K(δ˜a,λ)
4
n−2 v2
]
f(v) =− 4
αK(a)Sn
∫
Sn+
K(δ˜a,λ)
n+2
n−2 v.
Proposition 3.6 For u = αδ˜a,λ ∈ Vb(1, ε), we have the following expansion:(
∇J(u), λ ∂δ˜
∂λ
)
= −4J(u) 2(n−1)n−2 αn+2n−2 c3
λ
∂K
∂ν
(a) +O
(
1
λ2
)
Proposition 3.7 For u = u = αδ˜a,λ ∈ Vb(1, ε), we have the following expansion:(
∇J(u), 1
λ
∂δ˜
∂a
)
= 2J(u)αen
[
c4
(
1− J(u) nn−2α 4n−2K(a)
)
+ 2c5J(u)
n
n−2
α
4
n−2
λ
∂K
∂ν
(a)
]
− 4J(u) 2(n−1)n−2 αn+2n−2 c5∇TK(a)
λ
+O
(
1
λ2
)
.
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4 Morse Lemma at Infinity
In this section, we consider the case where we only have one mass and we perform
a Morse lemma at infinity for J, which completely gets rid of the v-contribution
and shows that the functional behaves, at infinity, as J(αδ˜a˜,λ˜) + |V |2, where V is a
variable completely independent of a˜, λ˜. Namely, we prove the following proposition.
Proposition 4.1 For ε > 0 small enough, there is a diffeomorphism
αδ˜a,λ + v 7−→ αδ˜a˜,λ˜ ∈ Vb(1, ε′)
for some ε′ such that
J(αδ˜a,λ + v) = J(αδ˜a˜,λ˜) + |V |2
where V belongs to a neighborhood of zero in a fixed Hilbert space.
The above Morse Lemma can be improved when the concentration point is near a
critical point y of K1 = K/∂Sn+ with
∂K
∂ν (y) > 0 , leading to the following normal
form:
Proposition 4.2 For u = αδ˜a˜,λ˜ ∈ Vb(1, ε) such that a˜ ∈ V(y, ρ), ∂K∂ν (y) > 0, ρ > 0
and y is a critical point of K1, there is another change of variable (˜˜a,
˜˜
λ) such that
J(u) = ψ(˜˜a,
˜˜
λ)
:= (Sn/2)
2
n
(K(˜˜a))
n−2
n
[
1 + (c− η) 1˜˜λ
∂K
∂ν (
˜˜a)
]
where η is a small positive real.
Here and in the sequel, V(y, ρ) denotes a neighborhood of y.
The proof of Propositions 4.1 and 4.2 can be easily deduced from the following
lemma, arguing as in [3] and [8] .
Lemma 4.1 There exists a pseudogradient Z so that the following holds.
There is a constant c > 0 independent of u = αδ˜a,λ in Vb(1, ε) such that
i. − (∇J(u), Z) ≥ cλ
ii. −
(
∇J(u+ v¯), Z + ∂v¯∂(α,a,λ) (Z)
)
≥ cλ
iii. Z is bounded
iv. the only region where λ increases along Z is the region where a ∈ V(y, ρ),
where y is a critical point of K1 such that
∂K
∂ν (y) > 0.
Before giving the proof of Lemma 4.1, we notice that combining Proposition 4.2
and Lemma 4.1, one can easily derive the following corollary.
Corollary 4.1 Assume that J does not have any critical point. Then, the only
critical points at infinity of J in Vb(1, ε), for ε small enough, correspond to δ˜y,∞,
where y is a critical point of K1 = K/∂Sn+ such that
∂K
∂ν (y) > 0.
Moreover such a critical point at infinity has a Morse index equal to (n − 1 −
index(K1, y)).
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Proof of Lemma 4.1 Let u = αδ˜a,λ ∈ Vb(1, ε). We divide Vb(1, ε) in three
regions.
1st region. a /∈ ∪0≤i≤sV(yi, ρ), where ρ < 12 mini6=j d(yi, yj).
Set Z1 =
1
λ
∂δ˜
∂a∇TK(a), from Proposition 3.7, we have
−(∇J(u), Z1) = c |∇TK(a)|
2
λ
+O
(
1
λ2
)
≥ c
λ
2nd region. a ∈ ∪0≤i≤lV(yi, 2ρ)
We set
Z2 = λ
∂δ˜
∂λ
+
1
λ
∂δ˜
∂a
∇TK(a).
Using Propositions 3.6 and 3.7, we obtain
−(∇J(u), Z2) ≥ c |∇TK(a)|
2
λ
+
c
λ
∂K
∂ν
(a) +O
(
1
λ2
)
≥ c
λ
.
3rd region. a ∈ ∪l+1≤i≤sV(yi, 2ρ).
We set
Z3 = −λ∂δ˜
∂λ
.
Using Proposition 3.6, we deduce that
−(∇J(u), Z3) ≥ − c
λ
∂K
∂ν
(a) +O
(
1
λ2
)
≥ c
λ
.
Hence our global vector field will be built using a convex combination of Z1, Z2 and
Z3 and will satisfy obviously i., iii. and iv. Regarding the estimate ii., it can be
obtained once we have i. arguing as in [3] and [8]. ✷
5 Proof of Theorem 1.1
Our proof follows the algebraic topological arguments introduced in [2]. Arguing
by contradiction, we suppose that J has no critical points. It follows from Corollary
4.1, that under the assumptions of Theorem 1.1, the critical points at infinity of J
under the level c1 = (Sn/2)
2
n (K(yl))
2−n
n + ε , for ε small enough, are in one to one
correspondance with the critical points of K1 y0, y1, ..., yl. The unstable manifold
at infinity of such critical points at infinity,Wu(y0)∞, ...,Wu(yl)∞ can be described,
14
using Proposition 4.2, as the product of Ws(y0), ..., Ws(yl) (for a pseudogradient
of K ) by [A,+∞[ domaine of the variable λ, for some positive number A large
enough.
Since J has no critical points, it follows that Jc1 = {u ∈
∑+
/J(u) ≤ c1} retracts
by deformation on X∞ = ∪0≤j≤lWu(yj)∞ (see Sections 7 and 8 of [7]) which can
be parametrized as we said before by X × [A,+∞[.
From another part, we have X∞ is contractible in Jc2+ε, where c2 = (Sn/2)
2
n c
2−n
n .
Indeed from (A4), it follows that there exists a contraction h : [0, 1]×X → Kc, h
continuous such that for any a ∈ X h(0, a) = a and h(1, a) = a0 a point of X .
Such a contraction gives rise to the following contraction h˜ : X∞ →
∑+
defined by
[0, 1]×X × [0, +∞ [ ∋ (t, a1, λ1) 7−→ δ˜(h(t,a1),λ) + v¯ ∈ Σ+, a1 ∈ X, λ1 ≥ A
For t = 0, δ˜(h(0,a1),λ1) + v¯ = δ˜a1,λ1 + v¯ ∈ X∞. h˜ is continuous and h˜(1, a1, λ1) =
δ˜a0,λ1 + v¯, hence our claim follows.
Now, using Proposition 3.5, we deduce that
J(δ˜h(t,a1),λ1 + v¯) ∼ (
Sn
2
)
2
n (K(h(t, a1)))
2−n
n
(
1 +O(A−2)
)
where K(h(t, a1)) ≥ c by construction.
Therefore such a contraction is performed under c2 + ε, for A large enough, so X∞
is contractible in Jc2+ε.
In addition, choosing c0 small enough, Jc2+ε retracts by deformation on Jc1 , which
retracts by deformation on X∞, therfore X∞ is contractible leading to the con-
tractibility of X , which is in contradiction with our assumption. Hence our theorem
follows.
Before ending this section, we give the proof of Corollary 1.1.
Proof of Corollary 1.1 Arguing by contradiction, we may assume that the Morse
index of the solution provided by Theorem 1.1 is ≤ m− 1.
Perturbing, if necessary J , we may assume that all the critical points of J are
nondegenerate and have their Morse index ≤ m − 1. Such critical points do not
change the homological group in dimension m of level sets of J .
Since X∞ defines a homological class in dimension m which is nontrivial in Jc1 , but
trivial in Jc2+ε, our result follows. ✷
6 Proof of Theorems 1.2 and 1.3
First, we start by proving the following main results
Proposition 6.1 Let y0 be defined in (H1). Then (y0, y0)∞ is not a critical point
at infinity for J , that is, there exists a decreasing pseudogradient W for J satisfying
Palais-Smaile in the neighborhood of (y0, y0)∞.
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Proof. For ε0 > 0 small enough, we set
Cε0 = {u = α1δ˜a1,λ1 + α2δ˜a2,λ2 ∈ Vb(2, ε0)/a1, a2 ∈ V(y0) ∩ ∂Sn+}.
Our goal is to build a pseudogradient vector field W for J satisfying the Palais-
Smale condition in Cε0 such that for u ∈ Cε0 , we have
i. − (∇J(u),W ) ≥ γ
(∑
1
λ2
i
+
∑
(1− J(u) nn−2 a
4
n−2
i K(ai)
)
+ cε
n− 1
2
n−2
12 ,
ii. −
(
∇J(u + v¯),W + ∂v¯∂(α,a,λ) (W )
)
≥ γ2
(∑ 1
λ2
i
+
∑
(1− J(u) nn−2 a
4
n−2
i K(ai)
)
+
cε
n− 1
2
n−2
12 .
iii. W is bounded
iv. λ˙max ≤ 0.
where γ is a positive constant large enough.
We can assume, without loss of generality, that λ1 ≤ λ2. We devide Cε0 in three
principal regions.
1st region. Mλ1 ≤ λ2 and ∀i|1 − J(u) nn−2a
4
n−2
i K(ai)| ≤ 2C
′
λi
, where M and C′
are postive constants large enough.
We set
W1 = λ1
∂δ˜1
∂λ1
− λ2 ∂δ˜2
∂λ2
√
M.
From Proposition 3.2, we derive
− (∇J(u),W1) ≥ c
(
1
λ1
+O(ε12)
)
+
√
M
[
− c
λ2
+ cε12
]
+O
(∑ 1
λ2k
)
+O
(
ε
n
n−2
12 Log(ε
−1
12 ) + ε12
(
Log(ε−112 )
)n−2
n
∑ 1
λk
)
≥ c
2
(
1
λ1
+
M
λ2
)
+
c
√
M
2
ε12
≥ C
(∑ 1
λ2i
+
∑
(1 − J(u) nn−2 a
4
n−2
i K(ai) + ε12
)
.
2nd region. 2Mλ1 ≥ λ2 and, ∀i|1− J(u) nn−2 a
4
n−2
i K(ai)| ≤ 2C
′
λi
In this region, two cases may occur.
Case 2.1 ε
n− 1
2
n−2
12 ≥ d0λ1 , where d0 = max(d(y0, a1), d(y0, a2), d(a1, a2)).
We set
W2 =
1
λ1
[
α1
∂δ˜1
∂a1
(
a2 − a1
d(a2, a1)
)
− α2 ∂δ˜2
∂a2
(
a2 − a1
d(a2, a1)
)]
.
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From Proposition 3.3 and the fact that ∂ε12∂a2 = −∂ε12∂a1 , we obtain
− (∇J(u),W2) = 1
λ1
(
α1α2c22J(u)
∂ε12
∂a1
)(
−1 + J(u) nn−2
∑
α
4
n−2
k K(ak)
)
2
(
a2 − a1
d(a2, a1)
)
+O
(∑( |∇TK(ak)|
λk
+
1
λ2k
))
+O
(
ε
n
n−2
12 Log(ε
−1
12 ) +
∑ 1
λk
ε12
(
Log(ε−112 )
)n−2
n + d(a1, a2)ε
n+1
n−2
12
∑
λk
)
.
Observe that
ε12 ∼
(
λ1λ2d(a1, a2)
2
) 2−n
2 .Indeedλ1and λ2 are the same order, and
∂ε12
∂a1
= −(n− 2)λ1λ2(a1 − a2)ε
n
n−2
12 .
Thus
− (∇J(u),W2) = 4
λ1
α1α2c2(n− 2)J(u)λ1λ2d(a1, a2)ε
n
n−2
12 (1 + o(1)) +R
≥ cε12
λ1d(a1, a2)
+R
≥ cε
n−1
n−2
12 +R (6.18)
where
R = +O
(
d(a1, y0)
λ1
+
d(a2, y0)
λ2
+
∑ 1
λ2k
)
+O
(
ε
n
n−2
12 Log(ε
−1
12 ) +
∑ 1
λk
ε12
(
Log(ε−112 )
)n−2
n + d(a1, a2)ε
n+1
n−2
12
∑
λk
)
.
We also observe that
d0
λ1
≤ ε
n− 1
2
n−2
12 = o
(
ε
n−1
n−2
12
)
, (6.19)
1
λ1d(a1, a2)
≥
(
1
λ1λ2d(a1, a2)2
) 1
2
∼ ε
1
n−2
12 , (6.20)
λid(a1, a2)ε
(n+1)/(n−2)
12 = ε
n/(n−2)
12
(
λi
λj
)1/2
= o(ε
(n−1)/(n−2)
12 ), (6.21)
ε12
λ1
(
Log(ε−112 )
)(n−2)/n
=
ε12√
λ1d0
√
d0√
λ1
(
Log(ε−112 )
)(n−2)/n
= O
(
d0
λ1
+
ε212
(
Log(ε−112 )
)2(n−2)/n
λ1d0
)
= o
(
ε
(n−1)/(n−2)
12
)
+ o
(
ε12
λ1d0
)
. (6.22)
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In the same way, we have
ε12
λ2
(
Log(ε−112 )
)(n−2)/n
= o
(
ε
(n−1)/(n−2)
12
)
+ o
(
ε12
λ2d0
)
(6.23)
We also have, since λ1|a1 − a2| → +∞,
λ−21 = o
(
d0λ
−1
1
)
= o
(
ε
(n−1)/(n−2)
12
)
. (6.24)
Similary, we have
λ−22 = o
(
ε
(n−1)/(n−2)
12
)
. (6.25)
Using (6.18), (6.19), (6.20), (6.21), (6.22), (6.23), (6.24) and (6.25), we find
− (∇J(u),W2) ≥ C
(
ε
(n−1)/(n−2)
12 +
d0
λ1
+
do
λ2
)
γ
(
ε
n− 1
2
n−2
12 +
∑ 1
λ2i
+
∑
|1− J(u) nn−2α
4
n−2
i K(ai)
2|
)
where γ is a large constant.
Case 2.2 ε
n− 1
2
n−2
12 ≤ 2 d0λ1
In this case, we set
W3 =
1
λ1
[
α1
∂δ˜1
∂a1
(
y0 − a1
do
)
+ α2
∂δ˜2
∂a2
(
y0 − a2
d0
)]
.
Using Proposition 3.3, we obtain
− (∇J(u),W3) = J(u)2c2α1α2
λ1
∂ε12
∂a1
(
a2 − a1
d0
)
(1 + o(1))
+ J(u)
2(n−1)
n−2
c5
λ1
∑
α
2n
n−2
k ∇TK(ak)
y0 − ak
d0
+R1
where
R1 =O
(
1
λ21
+
1
λ22
+ ε
n
n−2
12 Log(ε
−1
12 )
)
+O
(∑ 1
λk
ε12
(
Log(ε−112 )
)n−2
n + d(a1, a2)ε
n+1
n−2
12
∑
λk
)
.
Thus, we find
− (∇J(u),W3) ≥ c
λ1
λ1λ2
d(a1, a2)
2
d0
ε
n
n−2
12 +
c
λ1d0
(
d(a1, y0)
2 + d(a2, y0)
2
)
+R1
≥ c
λ1d0
ε12 +
c
λ1
d0 +R1. (6.26)
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Observe that
ε
n
n−2
12 Log(ε
−1
12 ) = o
(
ε
n− 1
2
n−2
12
)
= o
(
d0λ
−1
1
)
(6.27)
λ−2k = o
(
d0λ
−1
k
)
for k = 1, 2, (6.28)
ε12
(
Log(ε−112 )
)n−2
n
1
λ1
=
ε12
(
Log(ε−112 )
) n−2
n
√
λ1d0
√
d0√
λ1
= o
(
d0
λ1
)
+O

ε212 (Log(ε−112 ))
2(n−2)
n
λ1d0


= o
(
d0
λ1
+
ε12
λ1d0
)
. (6.29)
Using (6.26),(6.27),(6.28) and (6.29),we obtain
− (∇J(u),W3) ≥ C
(
d0
λ1
+
d0
λ2
+
ε12
λ1d0
)
≥ C
(
d0
λ1
+
d0
λ2
+ ε
(n− 12 )/(n−2)
12
)
(∑ 1
λ2i
+
∑
(1 − J(u) nn−2 a
4
n−2
i K(ai)
)
+ Cε
n− 1
2
n−2
12 .
3rd region. ∃i ∈ {1, 2} such that |1− J(u) nn−2a
4
n−2
i K(ai)| ≥ C
′
λi
.
In this case, we set
Z = −sign
(
1− J(u) nn−2 a
4
n−2
i K(ai)
)
δ˜i.
Using Proposition 3.4, we obtain
− (∇J(u), Z) ≥ C|1− J(u) nn−2 a
4
n−2
i K(ai)|+O
(
1
λi
)
+O(ε12)
≥ C
2
|1− J(u) nn−2 a
4
n−2
i K(ai)|+
C′
4λi
+O(ε12).
We also set
Z1 =
{
W1 if Mλ1 ≤ λ2
−λ2 ∂δ˜2∂λ2 if 2Mλ1 ≥ λ2.
Setting W4 = Z + Z1
√
C′, we derive
− (∇J(u),W4) ≥ C
(
|1− J(u) nn−2 a
4
n−2
i K(ai)|+
∑ 1
λk
+ ε12
)
≥ γ
(∑
|1− J(u) nn−2a
4
n−2
k K(ak)|2 +
∑ 1
λ2k
+ ε
n− 1
2
n−2
12
)
.
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Hence our global vector field will be built using a convex combination of W1, W2,
W3 and W4 and will satisfy obviously i., iii. and iv. Next, we give the proof of ii.
As in [3] and [8], it is easy to prove that
−
(
∇J(u + v¯), ∂v¯
∂(αi, ai, λi)
(W )
)
≤ c|v¯||∇J(u + v¯)|
= O
(|v¯|2 + |∇J(u+ v¯)|2) .
By Propositions 3.2 and 3.3, we can prove that
|∇J(u + v¯)| = O
(∑
|1− J(u) nn−2 a
4
n−2
k K(ak)|+
∑ 1
λk
+ ε12 + |v¯|
)
.
Using now the estimate of v¯, we easily derive ii. Thus our proposition follows. ✷
Next, we state the following result whose proof is similar to corresponding state-
ments in Lemma A1.1 [3]
Lemma 6.1 (Lemma A1.1 [3]) Let u = αi0δ(xi0 ,λi0 ) + αj0δ(xj0 ,λj0 ), where
(i) εi0j0 ≥ δ1, δ1 a given constant
(ii) B2 ≥ λi0 , λj0 ≥ B
If, given δ1, B is large enough, there is a pseudogradient vector field of J , built with
the Yamabe gradient on u, which leads functions such as u in the neighborhood of
functions of the type αδ(y,λ)+v, where y is close to
1
2 (xi0 +xj0) up to O(
1
B ), λ ≥ cB
(c is a universal constant) and ||v|| = o(1).
Now, we will use the above Lemma in the proof of the next main result.
Proposition 6.2 Let ε0 > 0 small enough. There exists a vector field Z0 defined
in
Wε0 = {α1δ˜x,λ1 + α2δ˜y0,λ2/αi ≥ 0, α1 + α2 = 1, x ∈ X,λi > ε−10 , ε12 < ε0}
which can be extended to
W (2, ε0) = {α1δ˜a1,λ1 + α2δ˜a2,λ2 + v ∈ Vb(2, ε0)/a1, a2 ∈ Sn+}
so that the following holds:
fλ(Cy0(X)) retracts by deformation on X ∪Wu(y0, yi0)∞ ∪ D, where D ⊂ σ is a
stratified set (in the topological sense, that is, D ∈ Σk(Sn+), the group of chains of
dimensions k) and where σ = ∪yi∈X{yi0 ,y0}Wu(y0, yi)∞ is a manifold in dimension
at most k − 1.
Here Wu denotes the unstable manifold for Z0.
Proof. First, we notice that assumption (H2) implies that any critical point y of K1
such that y ∈ X satisfies (∂K/∂ν) > 0. Now, we distinguish five cases
Case 1. There exists i such that αi is far away from J(u)
−n
4 K(ai)
2−n
4 (i = 1, 2).
We set
Z1 = δ˜ai,λiα˙i with α˙i =
{
1 if αi > J(u)
−n
4 K(ai)
2−n
4 + η
−1 if αi < J(u)−n4 K(ai) 2−n4 − η
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where η is a positive constant.
Using Proposition 3.4, we obtain
− (∇J(u), Z1) = c+O
(
λ−1i
)
+O(ε12)
≥ C > 0.
Case 2. For each i ∈ {1, 2}, αi = J(u)−n4 K(ai) 2−n4 and x /∈ V(yi, ρ), where
ρ < 12 mini6=j d(yi, yj) and yi is any critical point of K1 = K/∂Sn+ .
In this case, we have d(x, y0) ≥ c, thus ε12 = o
(
1
λi
)
for i = 1, 2.
Two subcases may occur
If λ1 ≤ C1λ2, where C1 is a large enough positive constant, we set
Z21 =
1
λ1
∂δ˜1
∂a1
∇TK.
If λ1 ≥ C1λ2, we set
Z22 = Z21 + λ2
∂δ˜2
∂λ2
.
Using Propositions 3.2 and 3.3, we derive
− (∇J(u), Z2i) ≥ cλ−11 + cλ−12 + ε12 for i = 1, 2.
Case 3. For each i ∈ {1, 2}, αi = J(u)−n4 K(ai) 2−n4 and x ∈ V(yi, 2ρ), where
yi is any critical point of K1 such that yi 6= y0.
Since x ∈ X , yi ∈ X and therefore (∂K/∂ν)(yi) > 0. Now, we set
Z3 = λ1
∂δ˜1
∂λ1
+ λ2
∂δ˜2
∂λ2
.
Using Proposition 3.2, we obtain
− (∇J(u), Z3) ≥ cλ−11 + cλ−12 + ε12.
Case 4. For each i ∈ {1, 2}, αi = J(u)−n4 K(ai) 2−n4 and x ∈ V(y0, 2ρ)
In this case, we use the vector field defined in the proof of Proposition 6.1 which
we combine with the vector field defined in Lemma 6.1.
Case 5. α1 = 0 or α2 = 0.
In this case, we only have one mass and we use the vector field defined in Lemma 4.1.
Our global vector field Z0 will be built using a convex combination of vector fields
defined in cases 1- 5.
Now, let u = αδx,λ + (1− α)δy0,λ ∈ fλ(Cy0(X)).
The action of the flow of the pseudogradient Z0 is described as follow.
If α < 1/2, the flow of Z0 brings α to zero, and thus in this case u goes to
Wu((y0)∞) = {y0}.
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If α > 1/2, the flow of Z0 brings α to 1, and thus u goes, in this case, to
Wu((yi0)∞) = X .
If α = (1 − α) = 1/2, we have an action on x ∈ X = Ws(yi0). In this case, u goes
to Ws(yi), where yi is a critical point of K1 dominated by yi0 and two cases may
occur :
In the first case yi 6= y0, then x goes to Wu(y0, yi)∞.
In the second case yi = y0, u goes toWu(y0)∞ by the vector field defined in Lemma
6.1.
Then our result follows. ✷
We now prove our theorems.
Proof of Theorem 1.2 We argue by contradiction. Assume that (1) has no solu-
tion. The strong retract defined in Proposition 6.2 does not intersectWu(y0, yi0))∞
and thus it is contained in X ∪D (see Proposition 6.2). Therefore H∗(X ∪D) = 0,
for all ∗ ∈ N∗, since fλ(Cy0(X)) is a contractible set.
Using the exact homology sequence of (X ∪D,X), we have
...→ Hk+1(X ∪D)→pi Hk+1(X ∪D,D)→∂ Hk(X)→i Hk(X ∪D)→ ...
Since H∗(X ∪D) = 0, for all ∗ ∈ N∗, then Hk(X) = Hk+1(X ∪D,X).
In addition, (X ∪D,X) is a stratified set of dimension at most k, then Hk+1(X ∪
D,X) = 0, and therefore Hk(X) = 0. This yields a contradiction since X is a
manifold in dimension k without boundary. Then our theorem follows. ✷
Proof of Theorem 1.3 Assume that (1) has no solution. By the above argu-
ments, X ∪ (∪yi∈BkWu(y0, yi))∪D is a strong retract of fλ(Cy0(X)), where D ⊂ σ
is a stratified set and where σ = ∪yi∈X(Bk∪{yi0})Wu(y0, yi)∞ is a manifold in
dimension at most k.
Since µi(y0) = 0 for each yi ∈ Bk, fλ(Cy0(X)) retracts by deformation on X ∪D,
and therefore H∗(X ∪D) = 0, for all ∗ ∈ N∗. Using the exact homology sequence
of (X ∪ D,D), we obtain Hk+1(X ∪ D,X) = Hk(X) = 0, a contradiction, and
therefore our result follows. ✷
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