Changes in low flow indices under future climates are estimated for eight catchments in Poland.
INTRODUCTION
Poland belongs to the group of countries with relatively small water resources (Kaczmarek et al. ) . Due to the seasonality of flow regimes, the availability of water in the late summer and autumn is limited and this lack of water is a source of problems to society in a wide range of sectors. In this study, we focus on the influence of climate change on changes in low flow indices at the catchment scale for eight catchments in Poland with different hydroclimatic conditions.
In addition, an analysis of the influence of the choice of objective function that was applied for hydrological model calibration on the estimated changes is performed. For this purpose the HBV model was calibrated using the Nash-Sutcliffe objective function for the original flows (NSE) and log transformed flows (flows transformed using natural logarithm, logNSE). The first objective function is very popular despite its poor performance in low flow studies (Pushpalatha et al. ). The choice of the logNSE was dictated by its ability to better simulate low flows (Oudin et al. ; Meresa & Romanowicz ; Garcia et al. ) . In addition, the spread of results due to the emission scenarios, climate models, two future periods, catchments and objective functions was quantified using N-way analysis of variance (ANOVA) and Tukey post-hoc test.
In the following section we describe the study area. The methods are presented in the third section, followed by a description of the results of analyses. The discussion and conclusions section gives a summary of our study and suggests ways forward.
STUDY AREA
The analyses were carried out for eight catchments in Poland 
METHODS
Climate change impact analyses on hydrological extremes are carried out following a well-established modelling chain ( Figure 2 ) that consists of emission scenarios, climate models, bias correction methods of climate simulations, hydrological models and indicator quantifying processes or variables under study. The outcomes of the modelling chains are used to estimate changes in low flow indices.
Climate simulation
In this paper the analyses were carried out for an ensemble of seven climate model simulations for two emission scenarios In the parametric approach, the probability distributions of the observed and simulated time series are modelled using an appropriate theoretical distribution (gamma distribution in our case), and the parameters of the distribution are estimated from the observed or simulated data. As gamma function is not specified at zero values, only wet days have been used for fitting this function. The inverse of the derived gamma distribution for observed time series is then used to correct the quantiles of simulations, as follows:
where F Obs denotes the cumulative distribution function (cdf) of observations and F RCM is the cdf of simulated values. The quantile-quantile transformation was parametrized by a power function with three parameters:
where coefficients b and c are calibrated for the best fit, x 0 is an estimated threshold value of precipitation below which modelled precipitation is set to zero.
The number of wet days was first corrected on the basis of the empirical probability of non-zero values in the observations prior to the correction of precipitation values. This is a necessary part of the bias correction, as RCMs tend to simulate too many wet days with low values of precipitation.
All values for precipitation below this threshold (x 0 ) are set to zero for the simulated data.
The quantile-quantile transformation and wet day correction derived for the control period were further applied in the correction of precipitation data for two future periods.
In the case of air temperature, the residuals were corrected after removing the difference in air temperature between the reference and the future periods to maintain the climate change signal (Hempel et al. ) .
The bias correction was carried out independently for each climate model and catchment on a monthly basis to correct discrepancies in the seasonal patterns.
Hydrological modelling
Hydrological projections were obtained using semi-distribu- 
Total simulations 3 1 1 2 7
Numbers in brackets correspond to the ensemble member. , 1961-1970) for validation, we might very well have got poorer fit than the calibration period. Rainfall-runoff process is, after all, a stochastic process, which implies randomness. In addition, the length of calibration and validation periods influence the obtained results.
The results of calibration and validation using NSE and logNSE confirm the overall suitability of the HBV model for simulations of hydrological conditions in the eight tested catchments with differences in the model performance between catchments.
Low flow indices
Analyses of low flows were carried out for the following indices: annual minimum 7-day average flows (AM7), number of low flow incidents per year, average duration of low flow incidents, low flow volume deficit and number of days with flows below threshold. These indices were calculated directly from the HBV model output for three 30-year periods (1971-2000, 2021-2050, 2071-2100) for each catchment and climate model. Low flow indices were calculated using Q80 from observations in the reference period as a threshold. In this study no pooling procedure was applied.
Two low flow events were considered as independent without analysing flows and the duration of time between them.
Quantification of spread in the results
The quantification of the spread of biases in the reference period and projected changes was performed using a variance decomposition technique following the ANOVA approach (Von Storch & Zwiers ). In the case of biases in the reference period, the following model was applied:
where IN ijk is a value of a low flow indicator (e.g., biases in AM7) for ith climate model, jth objective function and kth catchment. The first element on the right-hand side of Equation (3) 
Number of days below threshold
The estimation of biases in the number of days below threshold (Q80 from observations in the reference period) 
Changes in AM7
The results of the five-way ANOVA for relative changes in AM7 are shown in Figure 9 . In all cases increases in relative changes of AM7 are projected, with statistically significant differences in magnitude. These changes are related to the variability between catchments, periods, emission scenarios and objective functions. A contribution from the differences in results between different climate models is small and can be ignored. A comparison of the outcomes between catchments indicated that the highest increases in AM7 are projected for Oleśnica (48%) and Flinta (58%). The estimated 
Changes in number of days under threshold (Q80)
Analysis of the projected relative changes of the number of days under threshold (Figure 11) showed decreases of this index in all cases. The results of a five-way ANOVA analysis indicated that the spread in the estimated values of ND are mainly due to differences between the catchments and the periods under study. Statistically significant differences between PMM were found for climate models, catchments and periods but for neither objective functions nor emission scenarios. In the case of differences between catchments, larger decreases were estimated for lowland than mountainous catchments. There is a large difference between the two future periods. Larger decreases of ND were found for far future (2071-2100) than near future (2021-2050).
Changes in mean low flow duration
The expected changes in mean low flow duration are presented in Figure 12 . In all cases the results indicate decreases in the mean duration of low flow events with differences in magnitude due to catchments, objective (À20%) leads to smaller changes than NSE (À32%).
Changes in volume deficit
In a similar way, changes in volume deficit were estimated Another issue is the influence of hydrological model uncertainty, which was not taken into account. To some extent, the hydrological model reliability was illustrated by differences between the simulated and observed indices in the reference period. One has to be cautious when interpreting the results for near and far future periods when the reference period does not 'reflect' the present day climate well enough.
