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Abstrat
We introdue the idea that resampling from past observations in a Markov Chain Monte
Carlo sampler an fasten onvergene. We prove that proper resampling from the past
does not disturb the limit distribution of the algorithm. We illustrate the method with two
examples. The rst on a Bayesian analysis of stohasti volatility models and the other on
Bayesian phylogeny reonstrution.
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1 Introdution
Markov Chain Monte Carlo (MCMC) methods have beome the standard omputa-
tional tool for bayesian inferene. But the great exibility of the method omes with
a prie. Namely, it is very diult to determine a priori (before the simulation) or
a posteriori whether a given MCMC sampler an mix or has mixed in a given om-
puting time. The hallenge beomes that of designing fast onverging Monte Carlo
algorithms. Contributions in this eld an have signiant impat in other sienti
disiplines where these methods are used.
1
This work is funded in part by NSERC Canada
2
Department of Mathematis and Statistis, University of Ottawa, email: yathadeuottawa.a
2 Y. F. Athadé
In this paper, we propose a new and general approah to inrease the onver-
gene rate of MCMC algorithms. The method is based on resampling. Suppose that
at time n, we want to sample Xn in a MCMC algorithm. Instead of sampling Xn
from P (Xn−1, ·) for some transition kernel P , we propose to obtain Xn by resam-
pling independently from {XB, . . . , Xn−1}, where B ≥ 0 is some burn-in period. This
resampling from the past step is then repeated during the simulation at some prede-
termined times a1 < a2 < . . .. Basially, the idea is to look at {XB, . . . , Xn−1} as a
sample from pi. Therefore resampling from the past allows the sampler to move more
easily and aording to a distribution that is lose to pi. The resampling shedule
plays an important role. As long as we do not resample too muh (typially, we need
(an) suh that an/n → ∞ as n → ∞), we show that resampling from the past does
not disturb the limit distribution of the sampler.
Resampling from the past an perform poorly if the original sampler has a very
poor onvergene rate. We extend the framework above by allowing resampling from
an auxiliary proess {X(0)n } that has a better onvergene rate towards its target
distribution pi(0). Resampling from an auxiliary proess is not new and is the idea
behind the equi-energy sampler reently proposed by (Kou et al., 2006). But the
equi-energy sampler has a number of ompliations that we avoid here by using an
importane-resampling. The idea is also apparent in the Metropolis with an adaptive
proposal of (Chauveau and Vandekerkhove, 2001). On the theoretial side, we show
in the ase of importane-resampling, that resampling from an auxiliary proess does
not disturb the limit distribution of the sampler.
We apply our methods to two examples from Bayesian data analysis. First, we
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onsider the Bayesian analysis of stohasti volatility models (Kim et al., 1998). We
improve the eieny of the basi Gibbs sampler for this problem by a fator of fty
(50). In the seond example, we look at Bayesian phylogeneti trees reonstrution.
Our methods improve the eieny of the MCMC sampler of (Larget and Simon,
1999) by a fator of hundred (100).
The paper is organized as follows. In Setion 2, we present the idea of resampling
from the past. Resampling from an auxiliary proess is disussed in Setion 3. All
the theoretial proofs are postponed to Setion 5 and the simulation examples are
presented in Setion 4.
2 Resampling from the past
Let {Xn} be a Markov hain with state spae (X ,B), transition kernel P and invariant
distribution pi started at X0 = x. If the hain is ergodi then Lx(Xn), the distribution
of Xn, will onverge to pi as n→∞. But it is well known that for MCMC algorithms,
the onvergene of Lx(Xn) to pi an be too slow for the sampler to be useful. We
propose the following idea to aelerate the onvergene of Markov hains. Suppose
that after a burn-in period B, we have the sample {XB, XB+1, . . . , Xn−1} at time n.
Instead of sampling Xn ∼ P (Xn−1, ·) as we normally do, we obtain Xn by resampling
independently and with equal weight from {XB, XB+1, . . . , Xn−1}. The resampling
step is then repeated at some predetermined times a1 < a2 < . . .. Intuitively, if P
mixes reasonably well, {XB, XB+1, . . . , Xn−1} an be seen as a sample points from pi
and resampling will operate as an i.i.d. sampling from pi.
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Consider the following toy example. We want to use the RandomWalk Metropolis
(RWM) algorithm with proposal density q(x, y) = N (y − x; 0, σ2) with σ = 0.1
to sample from the standard normal density N (x; 0, 1); where N (x;µ, σ2) denotes
the density of the normal distribution N(µ, σ2) with mean µ and variane σ2. We
ompare the plain RWM with a RWM with resampling. Eah sampler is run for
25, 000 iterations. Graph 1 (a) shows the last 5, 000 sample points and Graph (b),
the autoorrelation funtion from the last 20, 000 points in the plain RWM sampler.
For the RWM with resampling, we resample at times B + ⌈kα⌉ (see the justiation
below), with B = 5, 000 and α = 1.3. Graph 1 () and (d) show the orresponding
results for the RWM with resampling. As we an see, there is a signiant gain in
eieny.
Intuitively, resampling helps to the extend that P mixes rapidly. Dierently put,
the slower P onverges to pi, the longer we should wait between two resampling. What
should be the resampling shedule (ak)? Obviously, we should not resample all the
time. We nd that the hoie ak = b1 + b2k
α
, α > 1 is a valid hoie and works well
in pratie for b2 = 1, and α ≈ 1.3. The hoie ak = b1 + b2k is also theoretially
valid as long as b2, the time between two resampling, is large enough.
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Graph 1: Comparing a plain RWM and a RWM with resampling in sampling from
the standard norma distribution N(0, 1).
2.1 Theoretial disussion
What an we prove about this algorithm? We an prove that despite the resampling,
the limit distribution of the algorithm is pi under ertain onditions on P and on
the resampling shedule (ak). We reall the algorithm. The resampling shedule
0 < a1 < a2 < · · · < an < ∞ is given and is nonrandom. Fix B the burn-in
period. We start the sampler at some arbitrary point X0 = x. At time n ≥ 1, given
{X0, . . . , Xn−1}, if n > B and n = ak for some k ≥ 1 then Xn ∼
1
n−B
∑n−1
j=B δXj (·).
Otherwise sample Xn ∼ P (Xn−1, ·). We denote Pr the underlying probablity measure
and E its expetation operator. Here are some standard notations that we use below.
If P1 and P2 are two transition kernels on X , the produt P1P2 denotes the transition
kernel P1P2(x,A) :=
∫
P1(x, dy)P2(y, A). Reursively, we an dene P
n
1 by P
1
1 = P1
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and P n1 = P
n−1
1 P1. A transition kernel P1 denes a linear operator (also denoted P1)
on the spae of R-valued funtions on (X ,B) into itself, by P1f(x) :=
∫
P1(x, dy)f(y).
If µ is a signed measure on (X ,B), we denote µ(f) :=
∫
µ(dx)f(x) and we will also
write µ to denote the linear funtional on the spae of R-valued funtions on (X ,B)
thus indued. Finally, we dene µP1(A) :=
∫
µ(dx)P1(x,A). Let V : X → [1,∞)
be given. For f : X → R, we dene its V -norm |f |V := supx∈X
|f(x)|
V (x)
and we
introdue the spae LV := {f : X → R : |f |V < ∞}. For a signed measure µ
on (X ,B) we dene its V -norm ‖µ‖V := supf∈LV , |f |V ≤1 |µ(f)|. Similarly, for a linear
operator T from the spae of R-valued funtions on X into itself, we dene |||T |||V :=
supf∈LV , |f |V ≤1 |Tf |V . If |||T |||V < ∞, then T denes a bounded linear operator from
the Banah spae (LV , |·|V ) into itself.
We assume that the transition kernel P in the algorithm is geometrially ergodi
in the sense that:
Assumption (A): P is irreduible, aperiodi and there exists ρ ∈ (0, 1), a measurable
funtion V : X −→ [1,∞) suh that
|||P n − pi|||V = O (ρ
n) , (1)
This assumption implies that pi(V ) < ∞ and that supn P
nV α(x) < ∞ for any
x ∈ X , α ∈ [0, 1]. We refer the reader to (Meyn and Tweedie, 1993) for more on
geometrially ergodi Markov hains. This is a onvenient assumption that is known
to hold for many MCMC sampler.
Dene c := 1
1−ρ
and δn := −a1 log(ρ) +
∑n
k=2 log(ak)− log(c+ ak−1).
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Theorem 2.1. Assume (A). Then there exists a onstant C ∈ (0,∞) suh that for
ak ≤ n < ak+1: ∣∣∣∣∣∣L(n) − pi∣∣∣∣∣∣
V
≤ Cρn−k exp [−δk] , (2)
where the transition kernel L(n) is dened by L(n)(x,A) := Pr [Xn ∈ A|X0 = x]. In
partiular if δn →∞ as n→∞, the algorithm has limit distribution pi.
Proof. See Setion (5).
Resampling from the past an sensibly redue the autoorrelation in the output
of a MCMC algorithm. But when the sampler has a very slow mixing time, it might
be better to resample from an auxiliary proess that has a better mixing time.
3 Resampling from an auxiliary proess
As above, pi(dx) ∝ h(x)λ(dx) is the probability measure of interest on the measure
spae (X ,B, λ). We introdue another probability measure pi(0)(dx) ∝ h(0)(x)λ(dx) on
(X ,B, λ). Let {X(0)n } be a Markov hain with invariant distribution pi(0) and transition
kernel P (0). Let k : X ×X → [0,∞) be a measurable funtion and T a transition ker-
nel on (X ,B). Dene the transition kernel Q(x, dy) =
∫
pi(0)(dz)k(x,z)T (z,dy)∫
pi(0)(dz)k(x,z)
. Following
(Tierney, 1998), let S ⊆ X ×X be suh that the probability measures pi(dx)Q(x, dy)
and pi(dy)Q(y, dx) are mutually absolutely ontinuous on S and mutually singular on
X \ S.
We assume that {X(0)n } onverges (reasonably quikly) to pi(0). Let P be a tran-
sition kernel with invariant distribution pi and θ ∈ [0, 1]. The algorithm works as
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follows. Given (X
(0)
0 , . . . , X
(0)
n , X0, . . . , Xn):
• with probability θ, we sample Xn+1 from P (Xn, ·);
• with probability 1−θ, we propose Y fromRn(Xn, ·) where Rn(x,A) =
∑n
l=0 k(x,X
(0)
l
)T (X
(0)
l
,A)∑n
l=0 k(x,X
(0)
l
)
.
In other words, we resample Y1 from {X
(0)
0 , . . . , X
(0)
n } with weights k(Xn, X
(0)
l )
and propose Y ∼ T (Y1, ·).
Then we either aept Y and set Xn+1 = Y with probability α(Xn, Y ), or
rejet Y and set Xn+1 = Xn with probability 1− α(Xn, Y ), where
α(x, y) =


min
[
1, pi(dy)Q(y,dx)
pi(dx)Q(x,dy)
]
if (x, y) ∈ S
0 otherwise.
(3)
For n large enough, a sample from Rn(x, ·) an be seen as a sample from Q(x, dy)
whih explain the aeptane probability (3). But the algorithm is not feasible as
suh beause the ratio in (3) annot be omputed in general. The natural hoie
whih simplies Q is to hoose a transition kernel T that is invariant under pi and
k(x, y) = ω(y) = h(y)/h(0)(y). With this hoie, we get α(x, y) ≡ 1 on S. We all this
sheme importane-sampling resampling. It is not neessary to hoose a ompliated
transition kernel for T . Throughout, we hoose T to be the identity transition kernel,
T (x,A) = 1A(x) in whih ase S = {(x, y) : 0 < h(x)k(x, y) <∞}.
Another hoie for whih the aeptane ratio α(x, y) simplies is T (x,A) = 1A(x)
and k(x, y) = 1{D(x)}(y) where (Di) is a given partition of X and D(x) = Di if x ∈ Di.
This orresponds to the set-up of the equi-energy sampler of (Kou et al., 2006). With
this hoie of k, the aeptane probability beomes α(x, y) = min
(
1, ω(y)
ω(x)
)
(and 0
if ω(x) = 0 or ω(x) = ∞). The drawbak with this hoie is that we have to dene
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the partition (Di) in the rst plae and an inadequate partition an result in a high
rejetion rate for the resampling step.
Algorithm 3.1 (MCMC with Importane-Resampling from an auxiliary
proess). At some time n ≥ 1, given
(
X
(0)
0 , . . . , X
(0)
n , X0, . . . , Xn
)
:
(i) With probability θ, sample Xn+1 from P (Xn, ·). Otherwise with probability 1− θ
sample Xn+1 from ∑n
i=0 ω(X
(0)
i )δX(0)i
(·)∑n
i=0 ω(X
(0)
i )
.
(ii) Sample X
(0)
n+1 from P
(0)(X
(0)
n , ·).
3.1 Theoretial disussion
We look more losely to {Xn} when the importane-resampling sheme is used.
(Athade and Liu, 2006) have shown that the limit distribution of the equi-energy
sampler is indeed pi under a number of onditions. We an study the proess {Xn}
along the same line. The assumption we impose are less stronger than in (Athade and Liu,
2006). We ontinue with the notations in Setion 2.1. Essentially we will assume that
P (0) is geometrially ergodi and that the weight funtion satises |ω|V α < ∞, for
some α ∈ [0, 1/4). Typially ω is bounded.
Assumption (A0): P (0) is irreduible and aperiodi and there exists ρ0 ∈ (0, 1) suh
that
∣∣∣∣∣∣P (0)n − pi(0)∣∣∣∣∣∣
V
= O (ρn0 ) , (4)
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where V is as in (A).
Theorem 3.1. Assume that P satises (A), P (0) satises (A0) and |ω|V α < ∞
for some α ∈ [0, 1/4). Then for any measurable funtion f : X → R suh that
|f |V α <∞,
E [f(Xn)|X0 = x] −→ pi(f), as n→∞ (5)
and
1
n
n−1∑
i=0
(f(Xi)− pi(f))
a.s.
−→ 0, as n→∞. (6)
Proof. See Setion 5.
4 simulation examples
We illustrate the methods developed above with two examples from bayesian mod-
elling. In the rst example, we onsider the Bayesian analysis of stohasti volatility
models ((Kim et al., 1998)) and in the seond example, we look at Bayesian phyloge-
neti trees reonstrution ((Larget and Simon, 1999)).
4.1 Bayesian analysis of stohasti volatility models
We onsider the Bayesian analysis of the basi stohasti volatility model:
yt = e
ht/2εt, t = 0, . . . , T (7)
ht+1 = µ+ φ(ht − µ) + σut, t = 0, . . . , T − 1, (8)
where (εt) and (ut) are two unorrelated sequenes of i.i.d. standard normal random
variables. We assume that h0 ∼ N
(
µ, σ
2
1−φ2
)
and |φ| < 1 to assure the stationarity of
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the proess (ht). We observe (yt) but not (ht), the so-alled volatility proess. The
objetive is to estimate θ = (σ, φ, β) where β = eµ/2. This model and its generaliza-
tions have attrated attention in the nanial eonometris literature as a better way
to model nanial markets series. A bayesian approah to analyze this model has
been proposed by a number of authors (see e.g. (Kim et al., 1998) and the referenes
therein). The diulty is that the volatility proess (ht) is not observed making the
likelihood of θ analytially intratable. The natural solution is to see (ht) as a pa-
rameter and to design a Gibbs sampler on the posterior distribution pi(θ, h0, . . . , hT ),
of the parameter θ and the volatility proess (h0, . . . , hT ). But, due to the high au-
toorrelation in the volatility proess, this sampler mixes very slowly. This mixing
problem has motivated some authors to propose more sophistiated reparametrization
of the model for better MCMC onvergene. We show here that by resampling from
the past in the Gibbs sampler, we an math the performanes of the sophistiated
solution proposed in (Kim et al., 1998).
We use the same prior distribution for θ as in (Kim et al., 1998) and essentially
the same Gibbs sampler to sample from pi(θ, h0, . . . , hT ) exept when sampling from
the onditional pi(ht|θ, h−t). To sample from this onditional, we use an Indepen-
dent Metropolis sampler instead of the Aept-Rejet method adopted in (Kim et al.,
1998). The proposal distribution of our Independent Metropolis sampler is the same
as the dominating distribution in the Aept-Rejet sampler of (Kim et al., 1998).
We refer the reader to (Kim et al., 1998) for the details.
Following (Kim et al., 1998) and (Shephard and Pitt, 1997), we use model (7) to
analyze the Sterling dataset, whih gives the daily observations of weekday lose ex-
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hange rates for the UK Sterling/US Dollar exhange rate from 1/10/81 to 28/6/85.
The total number of observations is T = 946. We rst enter the series with the
formula
yt = 100
[
(log(rt)− log(rt−1))−
1
n
∑n
j=1(log(rj)− log(rj−1))
]
, where (rt) is the ob-
served exhange rates. We then model (yt) with the model (7).
We ompare the plain Gibbs sampler with the 2 strategies disussed above: a
Gibbs sampler with resampling from the past and a Gibbs sampler with resampling
from an auxiliary proess. To assure that the three sampler have about the same
omputational ost (storage requirement aside), we set the auxiliary proess to be
another opy of the plain Gibbs sampler with the same target distribution. The
three samplers are run for N = 250, 000 iterations. For eah sampler and for eah
of the variables σ, φ, β, we give a plot of the last 5, 000 sample points together with
the histogram and the autoorrelation funtion from the last 100, 000 points. When
resampling from the past, the resampling shedule used is B + ⌈k⌉α, B = 125, 000
and α = 1.25. For the third sampler with resampling from an auxiliary proess, eah
of the two hains is run for 125, 000 iterations. The results of the variable σ (resp.
φ and β) are given in in Graph 2 (resp. Graph 3 and Graph 4). On eah graphis,
the rst olumn gives the result of the plain Gibbs sampler, the seond olumn gives
the results of the Gibbs sampler with resampling from the past and the results of the
third sampler are in the third olumn.
Clearly, resampling from the past signiantly improve on the Gibbs sampler. To
quantify the gain, we ompute, following (Kim et al., 1998) the ineieny of eah
sampler on eah of the three variables. For a Markov hain with transition kernel P
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σ φ β
Plain Gibbs 448.12 211.55 1.54
Gibbs with resampling 10.96 4.92 0.97
Gibbs with Aux. Pro. 12.24 9.91 1.39
Table 1: Ineienies of the samplers for the Sterling dataset.
and invariant distribution pi, the ineieny at f is:
I(f) = 1 + 2
∞∑
k=1
ρk(f), (9)
where ρk(f) = Covpi (f(Xk), f(X0)) /V arpi (f(X0)) = pi
(
f¯P kf¯
)
/pi
(
f¯ 2
)
. Basially, it
is the ost of using a dependent proess to sample from pi. To estimate I(f), we use,
following Kim et al. (1998):
Iˆ(f) = 1 +
2B
B − 1
B∑
i=1
K
(
i
B
)
ρˆi(f), (10)
where ρˆi(f) is the usual estimate of the autoorrelation at lag i for f and K the
so-alled Parzen kernel. We use B = 5, 000. The result is given in Table 1.
By resampling from the past or from an auxiliary proess, we obtain a sampler
that outperforms (Shephard and Pitt, 1997) and is as eient as the oset mixture
method of (Kim et al., 1998).
4.2 Bayesian phylogeny reonstrution
Sine Darwin's theory of evolution, methods to reonstrut the evolutionary rela-
tionships between dierent speies have beome important. We are onerned here
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with the statistial inferene of phylogeneti trees based on moleular sequenes. Re-
ently, more realisti models have been onsidered in this eld owing to the MCMC
mahinery. We show here that MCMC samplers for phylogeny reonstrution an be
improved upon with resampling from the past.
The statistial model is not standard, so we summarize it rst. For more details
on phylogeneti trees, we refer the reader to (Felsenstein, 2004). Suppose we have n
aligned deoxyribonulei aid (DNA) sequenes (y1, . . . , yn) eah of length m, where
sequene i is from organism i. That is, yi = (yi(1), . . . , yi(m)) where yi(j) an be one
of the four nuleotide basis A (Adenine), G (Guanine), C (Cytosine) or T (Thymine).
Based on these sequenes, we would like to infere the phylogeneti tree or evolutionary
relationships between these organisms. To be preise, we reall that a binary tree τ
for n speies is a onneted graph (V,E) with vertex set V and edges E, with no
yle, suh that V = {ρ}∪I ∪T , where ρ (the root) has degre 2; any v ∈ I has degre
3 and any v ∈ T has degre 1. I has n − 2 elements alled the internal nodes and
T (the leaves or the tips) represent the n speies. A phylogeneti tree for n speies
is a ouple ψ = (τ, b), where τ is a binary tree for the n speies and b ∈ (0,∞)|E|,
where |E| = 2n − 1 is the ardinality of E. For e ∈ E, be represents the length of
edge e, the so-alled branh length. We restrit our attention to phylogeneti trees
with ontemporary tips, where the sum of the branh length be on the direted path
from the root to any tip is onstant (equal to 1 hereafter). Suh phylogeneti trees
are said to be with a moleular lok as the be an now be interpreted as time. Let
Ψ be the set of all phylogeneti trees for n speies. For i ∈ V \ {ρ}, denote p(i) the
parent of i, that is the vertex p(i) suh that (p(i), i) ∈ E.
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The model of phylogeneti reonstrution we are interested in assumes that there
are some missing DNA sequenes (yj){j∈{ρ}∪I} suh that the joint onditional distri-
bution of (yj)V given the phylogeneti tree ψ writes:
f((yi){i∈V }|ψ) = f(yρ)
∏
i∈V \{ρ}
f
(
yi|yp(i), ψ
)
. (11)
In addition we make the simplifying assumption that eah site evolves indepen-
dently:
f(yρ) =
m∏
j=1
f(yρ(j)), and (12)
f
(
yi|yp(i), ψ
)
=
m∏
j=1
f
(
yi(j)|yp(i)(j), b(p(i),i)
)
. (13)
And nally, we assume that there exist (pil)l∈{A,G,C,T}, pil ≥ 0,
∑
pil = 1, parame-
ters θ, κ ∈ (0,∞) and a 4 × 4 Markov proess generator Q = Q(θ, κ, piA, piG, piC , piT )
suh that:
f(yρ(j) = l) = pil, l ∈ {A,G,C, T} and (14)
f
(
yi(j) = m|yp(i)(j) = l, b(p(i),i) = b
)
= exp(bQ)lm, l, m ∈ {A,G,C, T}. (15)
The matrix Q speies the model of DNA evolution. We use the F84 model
as in (Larget and Simon, 1999). The parameters of the statistial model are then
(ψ, θ, κ, piA, piG, piC , piT ). To simplify the sampler, we x piA, piG, piC , piT to their em-
pirial values in the data. We assume that ψ has a uniform prior distribution on
Ψ and we assume that θ and κ eah has a uniform prior on (0,M), M = 200. Let
pi (ψ, θ, κ|(y)i∈T ) be the posterior distribution of the model. Clearly, pi (ψ, θ, κ|(y)i∈T ) ∝
f ((y)i∈T |ψ, θ, κ) and this likelihood is obtained by integrating out the missing vari-
ables (yi)i∈{ρ}∪I from (11). A fast omputation of this likelihood is available with
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the pruning method of Felsenstein (Felsenstein, 2004). To sample from this posterior
distribution, we follow essentially (Larget and Simon, 1999). We update θ and κ to-
gether, given the phylogeneti tree φ, using a random walk Metropolis move. Next,
given θ, κ, we update the phylogeneti tree ψ with the global move with a moleular
lok of (Larget and Simon, 1999).
We ompare this plain MCMC sampler with the samplers obtained with the two
methods disussed in this paper. For the simulations, we use the primate dataset
disussed in (Yang and Rannala, 1997). The dataset has n = 9 speies and the
phylogeny reonstrution is based on aligned sequenes of length m = 888. The three
samplers are simulated for N = 500, 000 iterations. For eah sampler and for eah of
the variables θ, κ, we give a plot of the last 5, 000 sample points together with the
histogram and the autoorrelation funtion from the last 150, 000 iterations. When
resampling from the past, the resampling shedule used is B+⌈k⌉α, B = 100, 000 and
α = 1.3. For the third sampler with resampling from an auxiliary proess, eah of the
two hains is run for 250, 000 iterations. The auxiliary proess is a MCMC hain with
stationary distribution pi(0) = pi1/T , with T = 2. The results of the variable θ (resp.
κ) are given in in Graph 5 (resp. Graph 6). On eah graphis, the rst olumn gives
the result of the plain MCMC sampler, the seond olumn gives the results of the
MCMC sampler with resampling from the past and the results of the third sampler
are in the third olumn. In aordane with (Larget and Simon, 1999), the outputs
of the three samplers overwhelmingly (with an estimated posterior distribution over
0.95) selet the phylogeneti tree topology plotted in gure 7 as the most probable
for this primate dataset.
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θ κ
Plain MCMC 1510.23 1271.87
MCMC with resampling 13.95 24.37
MCMC with Aux. Pro. 9.18 8.15
Table 2: Ineienies of the samplers for the primates dataset
Here again, resampling from the past signiantly improve on the plain MCMC
sampler. Table 2 gives the eieny gains.
5 Proofs of Theorem 2.1 and 3.1
We start with Theorem 2.1. Without any loss of generality we assume that B, the
burn-in period is 0.
5.1 Proof of Theorem 2.1
The following lemma is a onsequene of (A).
Lemma 5.1. Assume (A). There exists a onstant C1 ∈ (0,∞) suh that for any
signed measure µ on (X ,B) suh that µ(X ) = 0 and for any n ≥ 0,
‖µP n‖V ≤ C1ρ
n ‖µ‖V . (16)
Proof of Theorem 2.1. Fix n suh that ak ≤ n < ak+1, k ≥ 2. For f ∈ LV suh that
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|f |V ≤ 1, dene f¯ = f − pi(f). We have:
E
(
f¯(Xn)|X0 = x
)
= E [E (f(Xn)|Xak) |X0 = x]
= E
(
P n−ak f¯(Xak)|X0 = x
)
(17)
=
(
L(ak) − pi
) [
P n−ak f¯
]
(x), (18)
where L(ak)(x,A) = Pr (Xak ∈ A|X0 = x). Therefore, sine∣∣∣∣∣∣L(n) − pi∣∣∣∣∣∣
V
= supx∈X
sup|f |V ≤1|E(f¯(Xn)|X0=x)|
V (x)
, it follows from Lemma 5.1, that:
∣∣∣∣∣∣L(n) − pi∣∣∣∣∣∣
V
≤ C1ρ
n−ak
∣∣∣∣∣∣L(ak) − pi∣∣∣∣∣∣
V
. (19)
Also, for f ∈ LV with |f |V ≤ 1, we have:
L(ak)f¯(x) = E
[
1
ak
ak−1∑
j=0
f¯(Xj)|X0 = x
]
=
ak−1
ak
L(ak−1)f¯(x) +
1
ak
ak−1∑
j=ak−1
E
(
f¯(Xj)|X0 = x
)
=
ak−1
ak
L(ak−1)f¯(x) +
1
ak
ak−1∑
j=ak−1
(
L(ak−1) − pi
)
P j−ak−1 f¯(x). (20)
Then proeding as above and using Lemma 5.1 again we get:
∣∣∣∣∣∣L(ak) − pi∣∣∣∣∣∣
V
≤ exp (−uk)
∣∣∣∣∣∣L(ak−1) − pi∣∣∣∣∣∣
V
, (21)
with uk = log(ak) − log(ak−1 + c), c =
1
1−ρ
. If we dene u1 = −a1 log(ρ) and
δk =
∑k
i=1 uk, we get
∣∣∣∣∣∣L(ak) − pi∣∣∣∣∣∣
V
≤ C2 exp(−δk) for some nite onstant C2, whih,
together with (19) yields:
∣∣∣∣∣∣L(n) − pi∣∣∣∣∣∣
V
= O
(
ρn−ak exp(−δk)
)
, (22)
for ak ≤ n < ak+1, as wanted.
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5.2 Proof of Theorem 3.1
Let {Xn} be the proess generated by the importane-resampling sheme. We prove
Theorem 3.1 as a onsequene of Theorems 3.1 and 3.2 of (Athade and Rosenthal,
2005). Denote Fn the σ-algebra generated by (X0, . . . , Xn). For x ∈ X and A ∈ B,
dene Pn(x,A) = Pr (Xn ∈ A|Xn−1 = x) = Pr (Xn ∈ A|Fn−1, Xn−1 = x). We have:
Pn(x,A) = θP (x,A) + (1− θ)µn(A), (23)
where µn(A) = E
[∑n−1
k=0 ω(X
(0)
k
)1A(X
(0)
k
)∑n−1
j=0 ω(X
(0)
j )
]
.
Dene Mr = supn E
(
V r(X
(0)
n )
)
, r ≥ 0. It follows from (A0) that Mr ≤ M1 <∞
for all r ∈ [0, 1]. For p ≥ 0, we write ωi = ω(X
(0)
i ), sn =
∑n−1
k=0 ωk, V
α
i = V
α(X
(0)
i )
and µ
(p)
n = E
[∑n−1
i=0 ωiV
α
i
sn
]p
. The next lemma is rutial.
Lemma 5.2. For p ∈ [1, 1
4α
], max0≤i≤n−1 E
[
ωiV
α
i
sn
]p
= O
(
1
np
)
and µ
(p)
n = O(1) as
n→∞.
Proof. By the Minkowski inequality, we only need to prove thatmax0≤i≤n−1 E
[
ωiV αi
sn
]p
=
O
(
1
np
)
.
Write c = λ(h) and c0 = λ(h
(0)). For 0 ≤ i ≤ n− 1 and κ ∈ (0, c/c0), we have:
E
[
ωiV
α
i
sn
]p
= E
[
ωiV
α
i
sn
1{sn≥n(c/c0−κ)}
]p
+ E
[
ωiV
α
i
sn
1{sn<n(c/c0−κ)}
]p
.
E
[
ωiV
α
i
sn
1{sn≥n(c/c0−κ)}
]p
≤
1
np(c/c0 − κ)p
E [ωiV
α
i ]
p ≤
|ω|V α M1
np(c/c0 − κ)p
.
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By the Cauhy-Shwarz inequality, we an bound the seond term as follows:
E
[
ωiV
α
i
sn
1{sn<n(c/c0−κ)}
]p
≤ E1/2
[
ωiV
α
i
sn
]2p(
Pr
[
1
n
n−1∑
i=0
(
ωi −
c
c0
)
< −κ
])1/2
≤ E1/2
[
V 2pαi
](
Pr
[
1
n
n−1∑
i=0
(
ωi −
c
c0
)
< −κ
])1/2
≤
M
1/2
1
n2pκ4p
E
1/2
(
n−1∑
i=0
(
ωi −
c
c0
))4p
,
where for the last line, the Markov inequality was used. Now we use the lassi-
al Poisson equation and martingale approximation tehnique. Sine ω ≤ V α, the
Poisson equation ω − c/c0 = g − P (0)g has a solution g whih satises |g| ≤ V α.
With this solution, for n > 1, we an rewrite
∑n−1
i=0 ωi − c/c0 = Mn + Wn where
Wn = g(X
(0)
0 )− P
(0)g(X
(0)
n−1), Mn =
∑n−1
i=1 g(X
(0)
i )− P
(0)g(X
(0)
i−1) and (Mn) is a mar-
tingale. Therefore with the Minkowski inequality, we get: E
1/2
(∑n−1
i=0 (ωi − c/c0)
)4p
≤
[
E
1/4p (Mn)
4p + E1/4p (Wn)
4p]2p
. Sine |g|V α < ∞ and 4pα ≤ 1, it follows from As-
sumption (A0) that supi,j E
(
g(X
(0)
i )− P
(0)g(X
(0)
j )
)4p
<∞. Therefore
(
E
1/4p (Wn)
4p)
is bounded. Using Burkholder's inequality (see e.g. (Hall and Heyde, 1980)), we have
the bound:
E (Mn)
4p ≤ K3E
(
n−1∑
i=1
(
g(X
(0)
i )− P
(0)g(X
(0)
i−1)
)2)2p
≤ K3
[
n−1∑
i=1
E
1/2p
(
g(X
(0)
i )− P
(0)g(X
(0)
i−1)
)4p]2p
≤ K4n
2p,
for some nite onstants K3, K4. This implies that E
1/2
(∑n−1
i=0 (ωi − c/c0)
)4p
= O(np)
whih nishes the proof.
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Lemma 5.3. For all n ≥ 1, Pn has an invariant distribution pin, and for all k ≥ 0,
∣∣∣∣∣∣P kn − pin∣∣∣∣∣∣V α ≤ Cθkρk, (24)
where the onstant C ∈ (0,∞) does not depend on n or k. Moreover
pin(f) −→ pi(f), as n→∞, (25)
for any measurable funtion f , with |f |V α <∞.
Proof. One an diretly hek that the invariant distribution of Pn is pin where:
pin(A) = (1− θ)µn
(
∞∑
i=0
θiP i(x,A)
)
. (26)
And by reurrene, we an hek that for k ≥ 0 and g ∈ LV α:
P kng − pin(g) = θ
kP kg¯ − (1− θ)µn
(
∞∑
i=k
θiP ig¯
)
. (27)
Therefore
∣∣∣∣∣∣P kn − pin∣∣∣∣∣∣V α ≤ θkρk (1 + 1−θ1−θρ supn µn(V α)) and aording to Lemma
5.2,
supn µn(V
α) is nite.
For f ∈ LV α, we write ζ(f) = (1−θ)
∑∞
i=0 θ
iP if ∈ LV α . We have |pin(f)− pi(f)| =∣∣µn (ζ(f¯))∣∣, where f¯ = f − pi(f). Note that pi(ζ(f¯)) = 0. We reall:
µn
(
f¯
)
= E
[∑n−1
k=0 ω(X
(0)
k )f¯(X
(0)
k )∑n−1
j=0 ω(X
(0)
j )
]
. (28)
From the strong law of large numbers for {X(0)}, the expression under the expetation
in (28) onverges a.s. to 0 as n→∞. On the other hand, for p ∈ (1, 1/4α),
E
∣∣∣∣∣
∑n−1
k=0 ω(X
(0)
k )f¯(X
(0)
k )∑n−1
j=0 ω(X
(0)
j )
∣∣∣∣∣
p
≤ µ(p)n , (29)
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and (µ
(p)
n ) is a bounded sequene. Therefore the sequene
(∑n−1
k=0 ω(X
(0)
k
)f¯(X
(0)
k
)∑n−1
j=0 ω(X
(0)
j )
)
is
uniformly integrable and it follows that µn(f¯)→ 0 as n→∞.
Lemma 5.4.
|||Pn − Pn−1|||V α + ‖pin − pin−1‖V α = O
(
1
n
)
. (30)
Proof. For n ≥ 1, we have: |||Pn − Pn−1|||V α + ‖pin − pin−1‖V α ≤ 2(1 − θ)E
[
ωn−1V αn−1∑n−1
k=0 ωk
]
and the lemma follows from Lemma 5.2.
Proof of Theorem 3.1. Follows from Lemmas 5.3 and 5.4 and Theorems 3.1, 3.2 of
Athade and Rosenthal (2005).
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Graph 2: Outputs for σ. Sterling dataset. First olumn is the plain Gibbs, seond
olumn is resampling from the past; last olumn: resampling from an auxiliry Gibbs
sampler.
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Graph 3: Outputs for φ. Sterling dataset. First olumn is the plain Gibbs, seond
olumn is resampling from the past; last olumn: resampling from an auxiliry Gibbs
sampler.
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Graph 4: Outputs for β. Sterling dataset. First olumn is the plain Gibbs, seond
olumn is resampling from the past; last olumn: resampling from an auxiliary
Gibbs sampler.
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Graph 5: Outputs for θ. Primates dataset. First olumn is the plain MCMC,
seond olumn is resampling from the past; last olumn: resampling from an
auxiliary MCMC sampler.
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Graph 6: Outputs for κ. Primates dataset. First olumn is the plain MCMC,
seond olumn is resampling from the past; last olumn: resampling from an
auxiliary MCMC sampler.
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Graph 7: The most probable phylogeneti tree topology in the primates dataset.
