A quasi-maximum likelihood method for estimating the parameters of multivariate diffusions by Hurn, Aubrey et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Hurn, A.S., Lindsay, K.A., & McClelland, A.J.
(2013)
A quasi-maximum likelihood method for estimating the parameters of mul-
tivariate diffusions.
Journal of Econometrics, 172(1), pp. 106-126.
This file was downloaded from: http://eprints.qut.edu.au/60148/
c© Copyright 2012 Elsevier B.V.
NOTICE: this is the author’s version of a work that was accepted for publication in Jour-
nal of Econometrics. Changes resulting from the publishing process, such as peer review,
editing, corrections, structural formatting, and other quality control mechanisms may not be
reflected in this document. Changes may have been made to this work since it was submit-
ted for publication. A definitive version was subsequently published in Journal of Econo-
metrics, [Volume 172, Issue 1, (January 2013)] DOI: 10.1016/j.jeconom.2012.09.002
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://doi.org/10.1016/j.jeconom.2012.09.002
A quasi-maximum likelihood method for estimating
the parameters of multivariate diffusions
A. S. Hurn, K. A. Lindsay and A. J. McClelland
School of Economics and Finance, Queensland University of Technology
Abstract
This paper develops a quasi-maximum likelihood procedure for estimating the parameters of
multi-dimensional stochastic differential equations. The transitional density is taken to be a
time-varying multivariate Gaussian density where the first and second moments of the distribu-
tion are approximately the true moments of the unknown transitional density. For affine drift
and diffusion functions, the moments are shown to be exactly those of the true transitional den-
sity and for nonlinear drift and diffusion functions the approximation is extremely good. The
estimation procedure is easily generalizable to models with latent factors, such as the stochastic
volatility class of model. Quasi-maximum likelihood is as effective as alternative methods when
proxy variables are used for unobserved states. A conditioning estimation procedure is also
developed that allows parameter estimation in the absence of proxies.
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1 Introduction
Estimation of the parameters of systems of stochastic differential equations by maximum likelihood
poses a number of considerable challenges. First and foremost among these is that the likelihood
function is seldom known in closed-form. Maximum likelihood estimation, particularly in multiple
dimensions, is therefore infeasible for all practical purposes apart from a few trivial cases. The most
straightforward way to overcome this problem is to approximate the unknown transitional density
function with the Gaussian density function, which is known to be an excellent approximation to
the true density for intervals of short duration. Consequently, the transitional probability density
function from which the log-likelihood function is constructed is not the true transitional density
function and the maximum likelihood estimator based on this misspecified distribution is referred
to as the quasi-maximum likelihood estimator.
Quasi-maximum likelihood estimation of the parameters of stochastic differential equations based on
the Gaussian approximation is not new (see, for example, Fisher and Gilles, 1996 and Duffee, 2002).
The simplest implementation, known as discrete maximum likelihood, requires that the stochastic
differential equations be discretised and the discrete drift and diffusion functions so obtained be
used to approximate the mean and variance of the true transitional distribution. As these moments
are determined by the initial point of each transition and do not change as the process evolves,
discrete maximum likelihood is generally not a consistent estimation method. Elerian (1998), Shoji
and Ozaki (1998), Kessler (1997) and Huang (2011) all develop ways of improving the Gaussian
approximation.
In the univariate case, the most refined form of a quasi-maximum likelihood approach to param-
eter estimation is method of Aı¨t-Sahalia (2002), in which the Gaussian approximating density is
expanded in terms of a series of orthogonal Hermite polynomials in such a way that the approxi-
mating density approaches the true density in the limit. This polynomial expansion approach works
particularly well in the cases in which it has been applied (see for example, Jensen and Poulsen
(2002) and Hurn, Jeisman and Lindsay (2007) for univariate comparisons) and is widely regarded
as the method of choice for estimating the parameters of univariate diffusions. Unfortunately, the
polynomial expansion does not translate exactly into the multivariate sphere, although Aı¨t-Sahalia
(2008) develops a closed-form approximation to the multivariate log-likelihood function that is sim-
ilar in spirit and Aı¨t-Sahalia and Kimmel (2007) apply this likelihood approximation to models of
stochastic volatility model.
Rather than seek yet more complex ways in which to tackle the issue of parameter estimation for
multivariate diffusions, this paper returns to the most simple implementation of quasi-maximum
likelihood, namely to approximate the unknown transitional distribution of the process with the
multivariate Gaussian density. The focus is on developing accurate estimates of the first two
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moments of the true transitional probability distribution for use with the Gaussian approximation.
In the process of doing this a number of new results are derived and the it is shown, both under
simulation and in terms of an empirical application, that in the multivariate sphere the vanilla
version of quasi-maximum likelihood is very effective.
The main contributions made by this paper may be succinctly summarised as follows. First, for
systems of stochastic differential equations with affine drift and diffusion functions, it is shown
that it is always possible to provide closed-form expressions for the first and second moments
of the true but unknown transitional probability distribution. Use of these expressions with the
Gaussian approximation will result in consistent parameter estimates of the model parameters
irrespective of the fact that a misspecified transitional probability distribution has been used (see,
for example, Bollerslev andWooldridge, 1992). Furthermore, increasing the dimension of the system
to be estimated does not pose any particular difficulties. Second, for non-affine drift and diffusion
functions it remains possible to solve for the first and second moments of the transitional distribution
numerically. The use of the Gaussian approximating density has the important by-product of
allowing crucial integrals in the expressions for the moments to be computed to very high accuracy
using Gaussian quadratures. Third, new analysis is presented to demonstrate the limiting behaviour
of the root mean square error in the Gaussian approximation to the true transitional distribution in
multiple dimensions for intervals of short duration. A general theoretical result is obtained which is
verified analytically and numerically by means of a novel application of Parseval’s theorem. Fourth,
a new approach to dealing with unobserved state variables within the quasi-maximum likelihood
framework is presented, which is based on conditioning the multivariate Gaussian density function
on the unobserved states. Unlike the algorithm developed by Bates (2006), this conditioning
approach based on the Gaussian density is applicable to non-affine stochastic differential equations.
The resultant filtering algorithm is illustrated in the context of Heston’s stochastic volatility model
(Heston, 1993) and a non-affine extension of this model. Fifth, simulation evidence is presented
to show that in a multivariate setting, the performance under simulation of the quasi-maximum
likelihood based on a Gaussian approximation is comparable with that of the closed-form likelihood
approximations reported by Aı¨t-Sahalia and Kimmel (2007).
2 Specification and Estimation
Suppose the N -dimensional processX(t) = (X1, · · · ,XN ) with sample space S satisfies the stochas-
tic differential equation
dXk = µk(X; θ) dt+
M∑
j=1
σkj(X; θ) dWj , k = 1, · · · , N , (1)
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where θ is a vector of model parameters, σ(X; θ) is an array of dimension N ×M with M ≤ N ,
and dWj is the increment in the j-th component of the M dimensional vector Wiener process
W (t) = (W1, · · · ,WM ) with M ×M covariance matrix Q = [Qij] defined by Qij dt = E
[
dWi dWj
]
.
Let f0(X, t |X0, θ) denote the true transitional probability density function of the processX at time
t > 0 starting initially at X0, then the k-th component of the probability flux vector associated
with equation (1) is
Jk = µk(X; θ) f0(X, t |X0, θ)− 1
2
N∑
j=1
∂
(
gjk(X; θ) f0(X, t |X0, θ)
)
∂Xj
, (2)
where G = [gjk(X; θ)] is the N ×N diffusion matrix given by σQσT. Conservation of probability
density requires that f0(X, t |X0, θ) satisfies the Fokker-Planck equation
∂f0
∂t
+
N∑
k=1
∂
∂Xk
(
µk f0 − 1
2
N∑
j=1
∂
(
gjkf0
)
∂Xj
)
= 0 , (X, t) ∈ S × (0,∞) , (3)
with boundary conditions
N∑
k=1
nk
(
µkf0 − 1
2
N∑
j=1
∂
(
gjkf0
)
∂Xj
)
= 0 , (X, t) ∈ ∂S × (0,∞) , (4)
where n is the unit outward normal to ∂S. When the state X0 is fully observed, the initial density
will be a product of delta functions of the observed state variables, that is,
f0(X, 0 |X0, θ) =
N∏
k=1
δ(Xk −X0,k) , X ∈ S , (5)
but otherwise it will be a product of delta functions of the observed state variables and the condi-
tional density of the unobserved state variables.
The parameters of the model are to be estimated using observed data consisting of a sequence
of observations, X0, · · · ,XT , of the system at discrete times t0, · · · , tT . The maximum-likelihood
estimator of θ, which maximizes the conditional log-likelihood function of the observed sample with
respect to the parameters θ is
θ˜ = argmax
θ
1
T
T∑
p=1
log f0(Xp,∆p |Xp−1, θ) , (6)
where ∆p is the duration of the interval between observations Xp−1 and Xp. The primary difficulty
with this approach, however, is that the log-likelihood function in equation (6) is seldom known
in closed-form, with the vast majority of known cases relating to univariate models. Consequently
maximum-likelihood estimation is infeasible for most practical applications of interest.
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A simple alternative to using the true (but unknown) transitional density function in the construc-
tion of the log-likelihood function is to replace f0(X, t |Xp, θ) in equation (6) with the multivariate
Gaussian density
f(X, t |Xp, θ) = 1
(2pi)N/2
1
|Σ|1/2 exp
[
− 1
2
N∑
j,k=1
(Xj −mj)Σ−1jk
(
Xk −mk
)]
, (7)
where m = [mj(t; θ)] and Σ = [Σjk(t; θ)] are respectively the conditional mean and conditional
covariance of this distribution based on the observation X = Xp at time tp + t. The primary
reason for using the Gaussian distribution is that the true transitional density is asymptotically
Gaussian for intervals of short duration, ∆p, typically encountered in financial applications. The
multivariate Gaussian density is not the true transitional density and therefore the log-likelihood
function based on this density will be misspecified. Consequently the resulting estimator of θ will
be the quasi-maximum likelihood estimator that satisfies
θ̂ = argmax
θ
1
T
T∑
p=1
∂ log f(Xp,∆p |Xp−1, θ)
∂θ
= 0 . (8)
To implement quasi-maximum likelihood, it is necessary to specify the conditional mean, m =
[mj(t; θ)], and conditional variance, Σ = [Σjk(t; θ)], for use in equation (8). This is the crucial
aspect of the estimation procedure because it is well known that if the conditional mean and
conditional covariance of the approximating multivariate Gaussian distribution are exactly those of
the true transitional distribution, then the quasi-maximum likelihood estimator, θ̂, is a consistent
estimator of θ0 and standard errors may be computed using standard methods for misspecified
likelihood functions (see, for example, Bollerslev and Wooldridge, 1992). In other words, the
efficacy of quasi-maximum likelihood relies crucially on the accurate computation of the first and
second moments of the true transitional probability density function. This problem is now explored
in more detail.
3 Evolution of Moments
The evolution of the conditional first and second moments of X are governed by the equations∫
S
XkF(f0) dX = 0 ,
∫
S
XjXkF(f0) dX = 0 , (9)
where 1 ≤ j, k ≤ N and F is the N dimensional Fokker-Planck operator with action
F(φ) = ∂φ
∂t
−
N∑
j=1
∂
∂Xj
(1
2
N∑
k=1
∂
(
gjkφ
)
∂Xk
− µjφ
)
. (10)
5
When F(f0) is replaced in equations (9) by its definition, standard procedures of integration with
the zero probability flux boundary condition (4) may be used to obtain the respective equations
d
dt
∫
S
Xk f0 dX =
∫
S
µkf0 dX ,
d
dt
∫
S
XjXk f0 dX =
∫
S
(µkXj +Xkµj)f0 dX+
∫
S
gjkf0 dX ,
(11)
where again 1 ≤ j, k ≤ N and the calculation has assumed that surface terms involving the diffusion
G vanish on ∂S.
The solutions to equations (11) provide the the conditional mean, m = [mj(t; θ)], and conditional
covariance, Σ = [Σjk(t; θ)], for the multivariate Gaussian approximation to be used in the com-
putation of the log-likelihood function given in equation (8). The exact nature of these solutions
depends on the specification of the drift, µk(X; θ), and diffusion functions, σkj(X; θ), in equation
(1).
Proposition 1
For general affine specification of drift and diffusion given by
µj(X, t; θ) = aj(t) +
N∑
p=1
bjp(t)Xp , gjk(X, t; θ) = cjk(t) +
N∑
p=1
djkp(t)Xp , (12)
where a = [aj(t; θ)] is a vector of dimension N , B = [bjk(t; θ)] and C = [cjk(t; θ)] are N × N
matrices and D = [djkp(t; θ)] is a vector of N ×N matrices, the evolution of the conditional mean
m = [mj(t; θ)] and covariance Σ = [Σjk(t; θ)] satisfy exactly the system of N(N + 3)/2 linear
ordinary differential equations
dmj
dt
= aj +
N∑
k=1
bjkmk ,
dΣjk
dt
= cjk +
N∑
p=1
(
bjpΣpk +Σjpbkp + djkpmp
) (13)
in which j and k are integers satisfying 1 ≤ j, k ≤ N and all dependencies on t and θ are suppressed
for representational clarity.
Proof The proof of Proposition 1 is in Appendix A.
The significance of Proposition 1 stems from the fact that equations (13) have closed-form solutions
that depend only upon the parameters, θ, and do not require knowledge of the true transitional
probability density function. For affine models, therefore, the first and second moments of the
true transitional density can always be found exactly and quasi-maximum likelihood will always
provide consistent estimators of the model parameters. In fact this result also applies to the case
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where the drift is an affine function but G = [gjk(X, t; θ)] is a quadratic form. There is therefore
no need to rely on approximations such as those proposed by Kessler (1997) and Huang (2011) to
generate these moments. Although this point seems obvious, it is our contention that it has not
been sufficiently emphasised.
Proposition 1 is a powerful and general result relating to affine drift and diffusion functions that
applies to both homogeneous and time-inhomogeneous specifications. The explicit appearance of
time in the model equations and consequently also in the equations governing the evolution of
the expected values and covariance structure can be dealt with in exactly the same way as the
homogeneous case. As an example of how to deal with inhomogeneous systems, the solution to the
multi-factor affine term-structure model of Balduzzi, Das, Foresi and Sundaram (1996) is given in
Appendix B.
In the case of non-affine models, closed-form solutions for the moments of the true transitional
density are not available because, in general, the computation of the integrals on the right hand
side of equations (11) requires knowledge of f0(X, t |Xp, θ). Consequently, these integrals can no
longer be expressed as combinations of the conditional first and second moments of the process.
An effective method for the computation of these integrals will be provided in due course (Section
5), but for the moment it is useful to illustrate the general ideas involved with the evolution of
moments in terms of the prototypical stochastic volatility model proposed by Heston (1993). The
model will include a specification of the variance equation that allows the introduction of an element
of nonlinearity.
4 Heston Model of Stochastic Volatility
The general version of the stochastic volatility model to be used posits that the stock price, S, and
variance, H, evolve according to the stochastic differential equations,
dS = S
(
r − ξ + λ(1− ρ2)H) dt+ S√H(√1− ρ2 dW1 + ρ dW2), (14)
dH = κ(γ −H) dt+ σH η dW2, (15)
where r is the risk-free rate, ξ is the dividend-price ratio, λ scales the equity premium, κ is the rate
of mean reversion of volatility, γ is the long-run level of volatility, σ is the diffusion of volatility,
η is the levels effect on volatility, ρ is the local correlation between returns and volatility and
W = (W1, W2) is a two-dimensional vector of independent Brownian motions. Notice that the
general specification of the variance equation (15) includes as a special case the standard Heston
model if η = 1/2. In this case, the volatility equation is the well-known square-root (CIR) diffusion
of Cox, Ingersoll and Ross (1985). If η is left unrestricted the volatility equation is of the CKLS
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type investigated by Chan, Karolyi, Longstaff and Sanders (1992) in which the diffusion function
is a non-affine function of state.
With regard to the specification of the equity premium, we follow Aı¨t-Sahalia and Kimmel (2007),
who in the analogous situation propose a price of λ
√
H
√
1− ρ2 per unit of W1 risk, and leave W2
risk unpriced. The choice of the latter owes to the fact that any additional parameters involved
with the price of W2 risk would be identifiable only with the use of observed option prices, and
such a situation is not considered in this analysis.
When expressed in terms of the logarithm of prices, Y = log S, equations (14) have matrix repre-
sentation [
dY
dH
]
=
[
r − ξ + βH
κ(γ −H)
]
dt+
[ √
H
√
1− ρ2 ρ√H
0 σHη
][
dW1
dW2
]
, (16)
where β = λ(1 − ρ2) − 1/2. The approximating transitional density will require values for the
elements of the conditional mean vector and conditional covariance matrix with respective forms
m(t; θ) =
 mY (t; θ)
mH(t; θ)
 , Σ(t; θ) =
 ΣY Y (t; θ) ΣY H(t; θ)
ΣY H(t; θ) ΣHH(t; θ)
 ,
in which the conditioning information depends on the particular transition and has been suppressed
for clarity. The set of equations to be solved for the evolution of the elements of m(t; θ) and Σ(t; θ)
are
dmY
dt
= r − ξ + βmH (17)
dmH
dt
= κ(γ −mH) (18)
dΣY Y
dt
= mH + 2βΣY H (19)
dΣY H
dt
= −κΣY H + βΣHH + ρσE[H1/2+η ] (20)
dΣHH
dt
= −2κΣHH + σ2E[H2η] . (21)
Given solutions to these moment equations for the time step ∆p, the quasi-maximum likelihood es-
timates are obtained by approximating the conditional distribution of [Yp+1 , Hp+1] by the bivariate
Gaussian density with mean value and covariance matrix given respectively by mY (∆p)
mH(∆p)
 ,
 ΣY Y (∆p) ΣY H(∆p)
ΣY H(∆p) ΣHH(∆p)
 . (22)
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4.1 Conditional mean
Irrespective of the value of η, the conditional mean of the process X = [Y,H]′ is determined exactly
by the solution of equations (17) and (18). Specifically, the conditional mean at time tp + t is mY (t)
mH(t)
 =
 mY (0) + (r − ξ + βγ) t+ β(mH(0)− γ)κ (1− e−κt))
γ + (mH(0)− γ)e−κt
 , (23)
where the initial condition mY (0) = Yp because price is observed, and either mH(0) = Hp when
variance is treated as observed or mH(0) = E
[
Hp | Ip
]
when variance is treated as unobserved and
where Ip is the relevant conditioning set for computing the expectation.
4.2 Conditional variance
If the restriction η = 1/2 is enforced and the model to be solved is the standard Heston model,
the expectation terms in equations (20) and (21) each become mH(t; θ) so that exact solutions
are available for distinct entries of the conditional covariance matrix Σ(t; θ) at time tp + t. The
solutions are
ΣY Y (t) = ΣY Y (0) + γt+
[
mH(0)− γ + 2βΣY H(0)
] (1− e−κt)
κ
+
2βσρ
κ2
[
γ(κt+ e−κt − 1)
+ (mH(0) − γ)(1 − e−κt − κte−κt)
]
+
β2
κ2
[
ΣHH(0)(1 − e−κt)2
+
σ2γ
2κ
(
2κt+ e−2κt + 4e−κt + 4κte−κt − 5)+ σ2mH(0)
κ
(
1− e−2κt − 2κte−κt)] ,
ΣY H(t) = ΣY H(0)e
−κt +
β
κ
[
ΣHH(0)(1 − e−κt)e−κt + σ
2γ
2κ
(
1− e−2κt − 2κte−κt)
+
σ2mH(0)
κ
(
κte−κt − e−κt + e−2κt)]+ σρ
κ
[
γ(1− e−κt) + (mH(0)− γ)tκe−κt] ,
ΣHH(t) = ΣHH(0) e
−2κt +
σ2
(
1− e−κt)
2κ
[
γ(1− e−κt) + 2mH(0)e−κt
]
.
(24)
If both elements of the state, price and volatility, are fully observed, then solution (24) is valid but
with ΣHH(0) = 0. When price is observed but volatility is unobserved equations (24) are solved
with the initial conditions ΣY Y (0) = ΣY H(0) = 0 and ΣHH(0) = Var
[
Hp | Ip
]
. The computation
of this conditional variance is explored in Section 7.
When the value of η is unrestricted, equations (20) and (21) no longer provide exact solutions
for the components of the conditional covariance matrix because the terms involving expectations
of volatility cannot be evaluated without knowledge of the true transitional probability density
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function. In this case equations (20) and (21) describing the transition in [tp, tp+1) take the form
dΣY H
dt
= −κΣY H + βΣHH + ρσ
∫
H1/2+ηf([Y,H], t|Ip; θ) dH dY , (25)
dΣHH
dt
= −2κΣHH + σ2
∫
H2ηf([Y,H], t|Ip; θ) dH dY . (26)
It is now clear that the integrals on the right-hand side of (25) and (26) cannot be computed in
closed form but must be approximated. The nature of this approximation is now explored in more
detail.
5 Gaussian Quadratures
In the non-affine case, equations (9) are replaced by equations∫
S
XkF(f) dX = 0 ,
∫
S
XjXkF(f) dX = 0 , (27)
where 1 ≤ j, k ≤ N , F remains the N dimensional Fokker-Planck operator of the original equation
(1) but f(X, t |Xp, θ) is now a known, but misspecified, transitional density function. From a
technical perspective, equations (27) will provide a prescription for the evolution of the mean and
covariance of f , but the misspecified f will never satisfy F(f) = 0, nor will its first and second
moments match those of the true transitional density, unless perchance equations (1) have affine
features. Specifically, if the drift specification of equations (1) is affine, then the mean of the
misspecified density will be identical to that of the true transitional density, but the covariance of
the approximating transitional density will misspecify the true covariance of the process unless the
diffusion associated with equations (1) is also affine, in which case both the mean and covariance
of the misspecified transitional density will be identical to those of the true transitional density
although, of course, the misspecified density will still fail to satisfy F(f) = 0.
Suppose that the solution of equations (11) requires the computation of∫
RN
h(X, t; θ)f(X, t |Xp, θ) dX , (28)
where h(X, t; θ) is a non-affine function of state, as, for example, is the case of the integrals on
the right-hand side of (25) and (26). At each instant t, let LLT = Σ(X, t, θ) be the Choleski
decomposition of the conditional covariance matrix. It follows that the transformation Xj =
mj +
∑N
p=1 LjpZp, where Z ∼ N(0N , IN ), may be used to reorganise (28) into the form
1
(2pi)N/2
∫
RN
h (m+ LZ , t; θ) exp
[
− 1
2
N∑
p=1
ZpZp
]
dZ .
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This integral may be expressed as an N -dimensional repeated integral in which the integration over
each dimension may be represented generically in the form∫
R
ξ(z)e−z
2/2 dz, (29)
where ξ(z) depends on the current variable of integration, namely z, and variables still to be
integrated, although the presence of the latter has been suppressed for representational convenience.
In the context of integrals with integrands of generic form e−z
2/2ξ(z), the provable theorem in
connection with Gauss-Hermite quadrature is that∫
R
e−z
2/2ξ(z) dz =
n∑
k=1
wkξ(zk) +
ξ2n(η)
(2n)!
∫
R
e−z
2/2H2n(z) dz (30)
provided ξ ∈ C2n(R) and where z1, · · · , zn are the roots of Hn(z), the (probabilists’) Hermite
polynomial of order n. It is clear from equation (30) that the quadrature is exact for all polynomials
of degree less than or equal to (2n− 1), which means that this quadrature has maximum precision.
Bearing in mind that what is required is a parsimonious expression for the value of the integral
(28), only Gauss-Hermite quadratures of low order are of interest. In particular, the choices n = 4
and n = 5 give rise to the powerful yet easily programmable Gauss-Hermite quadrature formulae
4∑
k=1
akξ(zk) = a1ξ(−
√
3 + α) + a2ξ(−
√
3− α) + a3ξ(
√
3− α) + a4ξ(
√
3 + α) ,
5∑
k=1
bkξ(zk) = b1ξ(−
√
5 + β) + b2ξ(−
√
5− β) + b3ξ(0) + b4ξ(
√
5− β) + b5ξ(
√
5 + β) ,
(31)
in which α =
√
6 and β =
√
10 and the weights are given by the expressions
a1 =
3− α
12
, a2 =
3 + α
12
, a3 =
3 + α
12
, a4 =
3− α
12
,
b1 =
7− 2β
60
, b2 =
7 + 2β
60
, b3 =
8
15
, b4 =
7 + 2β
60
, b5 =
7− 2β
60
.
(32)
The quadratures in (31) are exact for arbitrary polynomials of order seven and nine respectively.
Appendix C describes how the nodes zk and weights wk in identity (30) may be calculated for
Gauss-Hermite quadratures of arbitrary precision.
To illustrate the quality of the Gauss-Hermite quadrature, consider the computation of the integral
I =
1√
2piσ
∫
∞
0
x2η exp
(
− (x−m)
2
2σ2
)
dx , (33)
which arises naturally in financial applications in which the stochastic differential equation involves
a power of a state variable. This includes, for example, the popular CKLS (Chan, Karolyi, Longstaff
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and Sanders, 1992) or CEV variant of the volatility equation (15) in which η remains unrestricted.
The standard change of variable x = m+ σz transforms the computation of I into the form given
in equation (29) with ξ(z) = (m+ σz)2η .
Table 1 presents the percentage error of computing I by means of Gauss-Hermite quadratures of
orders 4, 6, 8 and 64, where it is assumed that the value of the integral computed from 64 nodes is
essentially exact and can therefore be used to gauge the error arising from the quadratures of lesser
precision. The clear implication of this exercise is that even quadratures of low precision (order 4)
deliver a level of accuracy that is adequate for work with quasi-maximum likelihood estimation.
Level Percentage error in value of I
η 4 nodes 6 nodes 8 nodes
0.25 0.000180 0.000016 0.000003
0.50 0.000000 0.000000 0.000000
0.75 −0.000033 −0.000002 0.000000
1.00 0.000000 0.000000 0.000000
1.25 0.000012 0.000000 0.000000
1.50 0.000000 0.000000 0.000000
Table 1: The percentage error in the calculation of I using
Gauss-Hermite quadratures of orders 4, 6 and 8 relative to
the error of a quadrature of order 64 for values of α between
0.25 and 1.50. In the calculations m = 0.20 and σ = 0.04.
It has now been established that Gauss-Hermite quadrature enables the integrals typically associ-
ated with estimation by quasi-maximum likelihood to be evaluated with negligible numerical error
when using the multivariate Gaussian density as the misspecified density. For all practical pur-
poses, therefore, the only source of error in computing the first and/or second moments of non-affine
stochastic differential equations is misspecification error, that is, the error which stems from the
fact that the multivariate Gaussian density is not in fact the true density.
To measure the extent of the misspecification error inherent in replacing the true transitional density
by a Gaussian density, consider the simple experiment in which the first and second moments
generated by solutions of the equation dX = κ(γ − X) ds + σ Xη dW starting from X(0) = X0,
computed using the method outlined in Hurn, Jeisman and Lindsay (2008), are compared with
those resulting from the use of a Gaussian transitional density with parameters chosen to satisfy
conditions (27). The affine nature of the drift specification guarantees that the first moment of
the true transitional density is known in closed form. However, for arbitrary values of η the
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diffusion specification is a non-affine function of state, and therefore the first manifestation of error
resulting from the use of a misspecified transitional density will be a discrepancy between the true
second moment of the process and that calculated using the misspecified density. In this case,
the misspecification error is driven by an integral taking the form given in equation (33). Table 2
reports this error, expressed as a percentage of the true variance, for transitions of duration one
day, one week, one month and one year. Results presented in the Table are based on numerical
integration using Gauss-Hermite quadrature of order 4, but calculations were repeated using several
quadratures of higher precision (not reported) with identical results.
η 1 Day 1 Week 1 Month 1 Year
0.25 −0.00002881 −0.00070705 −0.01140153 −18.89849590
0.50 0.00000000 0.00000000 0.00000000 0.00000000
0.75 0.00000194 −0.00000649 0.00064293 0.01026775
1.00 0.00000000 0.00000000 0.00000000 0.00000000
1.25 −0.00000027 −0.00000649 −0.00012925 −0.00298610
1.50 0.00000004 −0.00000501 −0.00007674 −0.00219748
Table 2: Percentage misspecification error in the variance of the solution of the
stochastic differential equation dX = κ(γ −X) ds + σXη dW where κ = 3.0,
γ = 0.2, σ = 0.15 are fixed parameters and η takes the values shown.
The first important observation from Table 2 is that there is no misspecification error when η = 0.5
and η = 1. This result is consistent with Proposition 1 because for these two cases (affine diffusion
function and quadratic diffusion function) the moments are available in closed form and there is
no numerical error in using Gauss-Hermite quadrature because the integrand in (33) is a low order
polynomial. For the other cases, it is only when taking time steps of a year in conjunction with a
very small value of η that the misspecification error becomes significant.
In summary, for non-affine diffusions estimation by quasi-maximum likelihood will introduce two
sources of error. The first, numerical error, arises because it is necessary to compute the integrals
in equations (11) numerically. The second, and possibly more fundamental source of error, is the
misspecification error that unavoidably occurs when the true transitional density f0(X, t |Xp, θ)
in equations (9) is replaced by the approximating transitional density, f(X, t |Xp, θ). However,
choosing f(X, t |Xp, θ) to be the Gaussian density allows the use of Gauss-Hermite quadratures
in the solution of the equations governing the evolution of the first and second moments of the
transitional density. The quality of the solution is so good that it appears safe to conclude that the
misspecification error in the calculation of the first and second moments of the true (but unknown)
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transitional density based on a Gaussian approximation of that density is negligible for all practical
purposes. Consequently, the failure of the Gaussian density to mimic the true density will be
driven by the behaviour of the third- and higher-order moments. Of course, this conclusion must
be tempered with the recognition that in this simulation experiment the first moment of the true
density is known in closed-form because of the affine specification of the drift function. On the
other hand, it is reasonable to argue that this form of the problem is one that arises frequently in
the finance literature.
6 Analysis of Root Mean Square Error
The essence of quasi-maximum likelihood estimation in the context of estimating the parameters
of multivariate diffusions is to approximate an unknown transitional density function with the
multivariate Gaussian distribution satisfying the correct initial conditions. The analysis of this
section provides an upper bound for the growth of the root mean square error of this approximation
that applies to both affine and non-affine cases. In other words, the primary results of this section
do not rely on the fact that the first and second moments of the true transitional density are known
in closed form.
The following assumptions are required.
(A1) The approximating density, f , has moments of all orders;
(A2) The function F(f) has a Taylor series representation about the mean of the misspecified
density f with bounded third-order derivatives, where F is the Fokker-Planck operator;
(A3) The state variables are fully observed.
These assumptions are not particularly strong. Assumption (A1) has the Gaussian density in
mind and (A2) is reasonable because of the strong exponential decay embedded in the Gaussian
distribution. Assumption (A3) is a stronger assumption, but is made in order to simplify the
analysis. Relaxation of (A3) is possible in which case an additional contribution to the root mean
square error arises as a consequence of initialisation error.
The main theoretical results are now established in several propositions.
Proposition 2
Let f0(X, t |X0, θ) denote the true transitional probability density function of the process X(t) satis-
fying equation (1). Let f(X, t |X0, θ) be an approximating probability density function satisfying the
same initial and boundary conditions as f0, then the root mean square error of the approximation,
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namely
RMSE(t) =
√∫
S
(f0 − f)2 dX ,
satisfies the differential inequality
RMSE(t) ≤
∫ t
0
eC(t−u)/2
( ∫
S
∣∣F(f)∣∣2 dX)1/2 du , (34)
in which F denotes the N dimensional Fokker-Planck operator with action
F(f) = ∂f
∂t
−
N∑
j=1
∂
∂Xj
(1
2
N∑
k=1
∂
(
gjkf
)
∂Xk
− µjf
)
,
and
C = max
Ω
∣∣∣ ∫
S
∂
∂Xj
(1
2
∂gjk(X; θ)
∂Xk
− µj(X; θ)
)
φ2(X) dX
∣∣∣∫
S
φ2(X) dX
,
where Ω is the space of square integrable functions on S for which C exists.
Proof The proof of Proposition 2 is in Appendix D. In particular, the calculation of C is straight-
forward with a value expressible directly in terms of the parameters of the problem whenever the
drift process is an affine function of the state variables and the diffusion process is either an affine
function or quadratic function of the state variables.
Proposition 2 establishes how the discrepancy between the true transitional density and the mis-
specified density, as measured by the root mean square error, depends on the extent to which the
approximating density fails to satisfy the Fokker-Planck equation. In particular, if f satisfies the
Fokker-Planck equation, i.e. it is the true transitional density, then this inequality asserts that
RMSE (t) ≤ 0. By construction RMSE (t) ≥ 0, and therefore RMSE(t) ≡ 0 as expected. It is
important to note that the root mean square error is expressed in terms of the misspecified density
only. At first sight it may seem peculiar that f0 does not appear in this expression, but this is due
to the fact that the true density satisfies the property F(f0) = 0.
Recall that the properties of the approximating density f evolve so that its mean and covariance
satisfy equations ∫
RN
Xk F(f) dX = 0 1 ≤ k ≤ N , (35)∫
RN
XjXk F(f) dX = 0 1 ≤ j, k ≤ N . (36)
In order to explore the impact that conditions (35) and (36) impose on the behaviour of the root
mean square error error as described in (34), the integrand |F(f)2| is treated as F(f)F(f) and then
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one of these constituent terms is replaced by its Taylor series about the mean of f . Proposition 3
follows immediately as a result of this strategy.
Proposition 3
Suppose that the misspecified density f(X, t |X0, θ) satisfies equations (35) and (36), and that F(f)
has a Taylor series representation about the mean of f with bounded third-order derivatives, then∫
RN
∣∣F(f)∣∣2 dx ≤ M
6
N∑
i,j,k=1
∣∣Σijk(t; θ)∣∣
where M is the assumed upper bound of all third-order partial derivatives of F(f) with respect to
X and
Σijk(t) =
∫
RN
(Xi −mi)(Xj −mj)(Xk −mk)F(f) dX 1 ≤ i, j, k ≤ N
in which m = (m1, · · ·mN ) is the mean of f obtained by solving the system of equations (35) and
the quantities Σijk are misspecification errors in third-order covariance with respect to the Fokker-
Planck operator F .
Proof The proof of Proposition 3 is in Appendix E.
Proposition 3 makes explicit how satisfying the conditions in equations (35) and (36) reduces the
root mean square error. The situation is analogous to that of representing a function by its Taylor
series: the quality of the approximation is governed by the number of derivatives included in the
series and the approximation error (or truncation error) is of the order of the first term to be ignored.
With regard to the calculation of the root mean square error, knowing the value of derivatives in
the construction of a Taylor series is analogous to satisfying pseudo-moment conditions. In this
instance it is the third pseudo-moment condition that is not satisfied by a misspecified density, and
it is the extent of this failure that is the primary driver of the root mean square error.
If assumption (A1) is now specialized to the multivariate Gaussian probability density function,
then the behaviour of the root mean square error as ∆t→ 0+ is established in Proposition 4.
Proposition 4
For intervals of short duration∫ tp+∆t
tp
eC(tp+∆t−u)/2
(∫
RN
∣∣F(f)∣∣2 dX)1/2 du = O((∆t)(2−N)/4) as ∆t→ 0+ .
Proof The proof of Proposition 4 is in Appendix F.
This result has some interesting implications. When N = 1, the approximation error is given by
O(∆t)1/4 as ∆t → 0+ and the approximation error disappears in the limit as the discretisation
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interval approaches zero. For N > 1, however, this is not the case. For N = 2, the approximation
error is independent of ∆t for intervals of short duration, while for N > 2, the error grows as
∆t→ 0+. The explanation for this behaviour of the root mean square error lies in the observation
that the square of the univariate Gaussian transitional density remains integrable as t → 0+
whereas this is not true for the square of a multivariate Gaussian density, hence the dependence of
the temporal weighting factor on the dimension of the state space.
In the case of univariate models with known closed-form expression for their transitional probabil-
ity density functions, it is a straightforward exercise to verify the result stated in Proposition 4.
However, no equivalent simple closed-form expressions are available for multivariate diffusions even
in simple affine cases. Consequently, instead of attempting to calculate the root mean square error
directly from the transitional probability density function, this section introduces a new analysis in
which Parseval’s theorem is used to connect the root mean square error with the power spectrum.
Let F0(ω, t) and F (ω, t) be the respective Fourier transforms of f0(x, t) and f(x, t), where the
conditioning of each density on the initial datum X = X0 has been suppressed for clarity, then
F0(ω, t) =
∫
R
f0(x, t) e
−iωx dx , F (ω, t) =
∫
R
f(x, t) e−iωx dx . (37)
Fourier’s theorem asserts that f0(x, t) and f(x, t) are recovered from F0(ω, t) and F (ω, t) by the
inversion formulae
f0(x, t) =
1
2pi
∫
R
F0(ω, t) e
iωx dω , f(x, t) =
1
2pi
∫
R
F (ω, t) eiωx dω . (38)
The equivalence between the expression for energy in state space and the expression for energy in
frequency space is expressed in Parseval’s theorem
MSE =
∫
R
(f − f0)2 dx = 1
2pi
∫
R
∣∣F (ω, t)− F0(ω, t)∣∣2 dω . (39)
Consequently, the root mean square error may be calculated directly from the characteristic func-
tions of f0 and f , making it unnecessary to have a closed-form expression for transitional probability
density provided the characteristic function of that density is known in closed form. The theoretical
analysis based on Parseval’s theorem which verifies Proposition 4 for the univariate and bivariate
cases is presented in Appendix G. For illustrative purposes an empirical verification was also
conducted with the following results.
Figure 1 shows the logarithm of the root mean square error for the stochastic differential equation
dX = κ(γ −X) dt + σ
√
X dW , (40)
obtained by comparing the true transitional density given by the non-central chi-squared distribu-
tion (Cox, Ingersoll and Ross, 1985) with its Gaussian approximation for parameter values κ = 0.20,
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γ = 0.08 and σ = 0.10 starting with X0 = 0.05. It is clear that the behaviour of the root mean
square error as ∆t→ 0+ behaves as a straight line plot of gradient 1/4 as predicted in Proposition
4 (and equation (107) in Appendix G).
−12.0 −10.0 −8.0 −6.0 −4.0 −2.0
log∆t
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E
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Figure 1: Behaviour of the root mean square error (RMSE) of the Gaussian approx-
imation to the transitional density of the Cox, Ingersoll and Ross (1985) model for
intervals of short duration. The root mean square error (RMSE) is plotted against
the logarithm of ∆t.
Figure 2 plots the behaviour of the root mean square error of the Gaussian approximation as
∆t → 0+ for Heston’s model of stochastic volatility in equation (16) with parameters κ = 3.00,
γ = 0.25, σ = 0.25 and ρ = −0.80 starting with the initial state [Y 0,H0]′ = [4.0, 0.6]′ . In
addition, the restrictions β = −1/2 (equivalent to λ = 0) and η = 1/2 are imposed. The double
integration required to compute the root mean square error numerically from the Fourier transforms
is performed using Romberg’s adaptive algorithm.
Using the analysis based on Parseval’s theorem presented in Appendix G, Figure 2 confirms nu-
merically the statement of Proposition 4, namely that the root mean square error behaves as
O
(
(∆t)(2−N)/4
)
as ∆t → 0+. In the bivariate case, Proposition 4 requires that the root mean
square error is approximately constant for small values of ∆t. This feature of the behaviour of the
root mean square error is emphasised in Figure 2 through the use of the logarithm of ∆t rather
than ∆t itself.
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Figure 2: The behaviour of the root mean square error of the bivariate Gaussian
approximation to the transitional distribution of Heston’s model of stochastic volatil-
ity for intervals of short duration. The root mean square error (RMSE) is plotted
against the logarithm of ∆t.
7 Unobservable State Variables
Unlike the one-dimensional problem where the state variable must be observed, in multiple di-
mensions the state variables naturally decompose into observable variables and latent variables.
Probably the most important example in the financial econometrics literature is the stochastic
volatility model, where financial returns are observed but the volatility of returns is unobserved.
Bates (2006) addresses this problem using the fact that the characteristic functions of affine pro-
cesses are exponential-affine in state, which gives rise to a recursive relationship between the char-
acteristic function of the observable at one date and that at the previous date. Evaluating these
recursions is however complicated and requires numerical maintenance of a characteristic function
over a region of the complex plane across periods. Bates proposes an approximation of this charac-
teristic function by that of a Gaussian density with mean and variance given by the filtered mean
and variance computed with reference to the previous date’s approximated characteristic function.
Unlike the Bates (2006) algorithm, the approach suggested here, which is based on conditioning
of the multivariate Gaussian density, is completely general in that it applies equally to both affine
and non-affine models. Consider an N -dimensional problem in which K variables are observed and
(N −K) variables are latent. Let V denote the observed variables and let U denote the unobserved
19
variables so that X = [V, U ]′ is the decomposition of the N -dimensional process governed by
equation (1) into its observed and unobserved components. The problem is now to estimate the
parameters θ of equation (1) from (T +1) incomplete observations V0, · · · , VT of X at the discrete
times (t0, · · · , tT ) where Vp (0 ≤ p ≤ T ) is the vector of dimension K (< N) formed from the first
K entries of X at time tp.
The general procedure will be to solve equations (13) for the evolution of the conditional first and
second moments pertaining to the next transition, and use these moments to construct the Gaussian
approximating density. To fix ideas it is beneficial to consider two separate cases, namely, the first
transition from t0 to t1 where the initial conditions V0 and U0 are both assumed to be known, and
thereafter transitions for tp to tp+1 for p > 0 where the initial condition Up is no longer available.
First Transition
In the case of the first transition, the initial conditions for equations (13) at t0 = 0 are
µ(t0) =
[
V0
U0
]
, Σ(t0) =
[
0 0
0 0
]
.
Equations (13) are now solved with these initial conditions to get the mean vector µ(V0, U0, θ) =[
µV , µU
]′
and the associated covariance matrix Σ(V0, U0, θ). The Gaussian approximation to the
transitional density function of X = [V,U ]′ at time t1 is therefore
f(X |V0, U0; θ) =
exp
[
− 12(X − µ(V0, U0, θ))′Σ(V0, U0, θ)−1 (X − µ(V0, U0, θ))
]
(2pi)N/2
√
|Σ(V0, U0, θ)|
. (41)
The treatment of unobserved states requires this density to be decomposed into suitably configured
observed and unobserved contributions. Since Σ(V0, U0, θ) is a positive definite matrix, it has a
Choleski factorisation given by
Σ(V0, U0, θ) =
[
LV 0
P LU
][
LV 0
P LU
]′
=
[
LV L
′
V LV P
′
PL′V PP
′ + LUL
′
U
]
, (42)
where LV is a K × K lower triangular matrix, P is an (N − K) × K full matrix and LU is an
(N −K)× (N −K) lower triangular matrix. It follows directly from expression (42) that
|Σ(V0, U0, θ)| = |LV |2 |LU |2 , (43)
Σ(V0, U0, θ)
−1 =
[
(LV L
′
V )
−1 + (L′V )
−1P ′(LUL
′
U )
−1PL−1V −(L′V )−1P ′(LUL′U)−1
−(LUL′U )−1PL−1V (LUL′U )−1
]
. (44)
Expression (44) is now substituted into the Gaussian approximation to the transitional density
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given in (41), which then becomes after further manipulation
f(X |V0, U0; θ) =
exp
[
− 12(V − µV )′(LV L′V )−1(V − µV )− 12(Z − µZ)′(LUL′U )−1(Z − µZ)
]
(2pi)N/2|LV ||LU |
,
(45)
where Z = (U − PL−1V V ) and µZ = (µU − PL−1V µV ).
The log-likelihood function computed at t1 must now account for the fact that V alone is observed,
and so the component of the total log-likelihood function contributed by information at t1 must
be based on the marginal density of V . This marginal density is derived from f(X |V0, U0; θ) by
integrating out of (45) the (N −K) latent variables U to obtain
f (m)(V |V0, U0; θ) = 1
(2pi)K/2
1
|LV | exp
[
− 1
2
(V − µV )′(LV L′V )−1(V − µV )
]
. (46)
Thus the marginal density of the observed states is the multivariate Gaussian probability density
function with covariance matrix defined by the principal K × K minor of the covariance matrix
Σ(V0, U0, θ) in equation (42).
Second Transition
The first step in the treatment of the transition from t1 to t2 is to provide starting values for
the solution of equations (13). The observation V1 immediately provides the initial condition
µV (t1) = V1, but there is no equivalent value U1, which raises the issue of how to choose the starting
value for µU(t1). One potential strategy is to assert that the first moment µU is a continuous
function of time, and so simply start µU (t1) with the value determined from the integration of
equations (13) from t0 to t1. However such a strategy ignores the extra information concerning the
distribution of unobserved states that becomes available from the observation V1. This additional
information is incorporated into the analysis via the density of U conditioned on V1, namely
f (c)(U |V1, V0, U0; θ) = f([V1, U ]|V0, U0; θ)
f (m)(V1|V0, U0; θ)
. (47)
The starting values for the mean vector and covariance matrix of U are taken to be the mean vector
and covariance matrix of the conditional density f (c)(U |V1, V0, U0; θ) of the unobserved states. In
this analysis the joint density of V and U and the marginal density of V are each exponential
functions, and therefore the conditional density of U is the ratio of two exponential functions.
Using equation (45) for the joint density, equation (46) from the marginal density and replacing Z
by its definition leads to the conditional density
exp
[
− 12
(
U − µU − PL−1V (V1 − µV )
)′
(LUL
′
U )
−1
(
U − µU − PL−1V (V1 − µV )
)]
(2pi)(N−K)/2 |LU |
. (48)
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Thus the unobserved state U is seen to have a multivariate Gaussian distribution with mean vector
µU + PL
−1
V (V1 − µV ) and covariance LUL′U . During the implementation of a maximum likelihood
estimation procedure in the presence of latent variables, therefore, the appropriate initial conditions
for equations (13) pertaining to the transition from t1 to t2 and taking account of the observation
V = V1 at t1 are
µ(V1, V0, U0; θ) =
[
V1
µU + PL
−1
V (V1 − µV )
]
, Σ(V1, V0, U0; θ) =
[
0 0
0 LUL
′
U
]
. (49)
It is clear from (49) that the starting values for the next transition are functions of the entire
history of V up to and including that at time t = tp. If this conditioning history is denoted
Ip ≡ {Vp, Vp−1, · · · , V0}, then a generic algorithm for implementing quasi-maximum likelihood
estimation in the presence of unobserved state variables proceeds as follows.
(i) Solve equations (11) for the mean vector and covariance matrix using initial conditions at
tp−1 to obtain µ(Ip−1, θ) =
[
µV , µU
]′
and the associated covariance matrix Σ(Ip−1, θ). These
initial conditions will be analogous to those set out in step (v) with the exception of the first
transition for which it is assumed that the entire state of the system is observed.
(ii) Compute the Choleski factorization of Σ(Ip−1, θ) to obtain the matrices LV , P and LU .
(iii) Compute the value of the log-likelihood function for the observation Vp from the marginal
density
logLp(θ) = log f (m)(Vp | Ip−1; θ) ,
where f (m)(Vp | Ip−1; θ) is given by equation (46).
(iv) Update the mean of the unobserved state Up by computing
µ˜U = µU + PL
−1
V (Vp − µV ) , (50)
where the values of µU , µV , P , LV and LU are determined from steps (i) and (ii). It also
follows that µ˜U is the filtered mean of the unobserved state Up.
(v) The new initial conditions for the transition from tp to tp+1 take the form
µV (Ip, θ) = Vp , µU(Ip, θ) = µ˜U , Σ(Ip; θ) =
[
0 0
0 LUL
′
U
]
, (51)
where the values of µU , µV , P , LV and LU are determined from the solution of equations
(11) as obtained on the completion of steps (i) and (ii).
22
(vi) Compute the quasi-maximum likelihood estimator of the parameters θ to satisfy
θ̂ = argmax
θ
logLT =
T∑
p=1
logLp(θ) .
8 Simulation Experiments
The performance of quasi-maximum likelihood estimation of the parameters of bivariate diffusions
is now examined by means of a number of simulation experiments based on the variants of the
Heston model outlined in Section 4. Whenever possible, the results obtained by quasi-maximum
likelihood are compared with those based on the method proposed by Aı¨t-Sahalia and Kimmel
(2007), hereafter ASK, for estimating the parameters of the Heston model.
The values of the parameters used in the data generating process for the Heston model are as
follows: κ = 3.00, σ = 0.25, ρ = −0.80, γ = 0.10, λ = 4.00 and η = 0.5. In all the estimations,
the value of (r − ξ), which represents the difference between the instantaneous risk-free interest
rate and the instantaneous dividend yield of the stock, is fixed at 3%. The unconditional equity
risk-premium underlying this model is λ(1− ρ2)γ = 0.144 per annum.
Parm 500 Transitions 5000 Transitions 10000 Transitions
ASK QML ASK QML ASK QML
κ = 3.00 0.8724 0.9171 0.0487 0.0737 0.0091 0.0342
(1.5035) (1.5314) (0.3655) (0.3691) (0.2517) (0.2538)
γ = 0.10 −0.0013 −0.0010 −0.0001 −0.0002 −0.0001 −0.0001
(0.0195) (0.0207) (0.0057) (0.0056) (0.0041) (0.0040)
σ = 0.25 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000
(0.0062) (0.0062) (0.0019) (0.0019) (0.0014) (0.0014)
ρ = −0.80 −0.0005 −0.0006 0.0000 0.0000 0.0001 0.0000
(0.0132) (0.0132) (0.0041) (0.0041) (0.0030) (0.0030)
λ = 4.00 1.4525 1.4269 0.1633 0.1512 0.0786 0.0833
(5.4191) (5.3736) (1.9515) (1.8975) (1.3625) (1.3051)
Table 3: Comparison of the bias and root mean square error (in parentheses) of parameter
estimates for the Heston model using the ASK and QML estimation procedures. Volatility
treated as an observed variable. The data are generated using ∆p = 1/252 (daily observa-
tions) with 1000 steps between each observed datum.
Tables 3 and 4 report the results for the standard and CEV variants of the unconditioned Heston
model in which the simulated volatility is taken as observed and used in the parameter estimation
23
procedure. The first thing to note is that the simulation results for the standard Heston model
using the likelihood expansion method proposed by ASK accurately reproduces their simulation
results.
The general pattern that emerges is one in which the parameters γ, σ and ρ are well estimated
while λ, and to a lesser extent κ, are more difficult to resolve. These results are to be expected
given the well-known difficulty in estimating the drift terms in continuous-time models, where
despite the number of observations, the time span of the data is limited. The results obtained by
using quasi-maximum likelihood on exactly the same simulated data produces parameter estimates
and root mean square errors that are almost identical to the ASK results. When the state is
completely observed, therefore, the degradation in the quality of parameter estimates based on the
Gaussian misspecification of the likelihood function, as opposed to a closed-form approximation of
the likelihood function, appears to be minimal.
Parm 500 Transitions 5000 Transitions 10000 Transitions
ASK QML ASK QML ASK QML
κ = 3.00 −0.2472 0.9124 −0.6291 0.0744 −0.6459 0.0313
(1.2240) (1.5302) (0.3013) (0.3719) (0.2097) (0.2455)
γ = 0.10 0.0121 −0.0011 −0.0002 −0.0001 −0.0001 0.0000
(0.2876) (0.0227) (0.0057) (0.0057) (0.0042) (0.0023)
σ = 0.25 −0.0003 0.0055 −0.0003 0.0003 0.0003 0.0000
(0.0062) (0.0565) (0.0019) (0.0134) (0.0014) (0.0155)
ρ = −0.80 0.0009 −0.0008 0.0015 0.0000 0.0015 0.0000
(0.0132) (0.0132) (0.0042) (0.0041) (0.0030) (0.0030)
λ = 4.00 1.4135 1.4714 0.1343 0.1624 0.0524 0.0662
(5.3664) (5.4372) (1.9414) (1.9562) (1.3574) (1.2816)
η = 0.50 0.1776 −0.0002 0.0845 −0.0001 0.0953 −0.0008
(1.3490) (0.0911) (0.1949) (0.0226) (0.1400) (0.0266)
Table 4: Comparison of the bias and root mean square error (in parentheses) of parameter
estimates for the Heston model with CEV variance specification using the ASK and QML
estimation procedures. Volatility is treated as an observed variable. The data are generated
using ∆p = 1/252 (daily observations) with 1000 steps between each observed datum.
Tables 5 reports the results for the conditioned quasi-maximum likelihood estimator in which
volatility is treated as unobserved and parameter estimation requires that the likelihood function
be constructed from the marginal density of the observed stock price as described in Section 7.
Results for both the standard Heston and CEV variant are reported. In this simulation experiment,
it has been assumed that Y0 is a fixed value and is uninformative with respect to H0. Therefore, the
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conditional distribution of the initial value H0 is approximated by a Gaussian density with mean,
γ, and variance γσ2/2κ.
The conditioned model uses less information (half the number of observations) than the uncondi-
tioned model and a deterioration in performance is therefore inevitable. The mean point estimates
of the model, however, hold up remarkably well. The loss of information is evident in the size of
the standard errors which are larger than those of the unconditioned case, particularly for κ and
λ. One interesting observation, particularly in the Heston model, concerns the bias of κ which
appears to increase as the number of transitions increases even though the standard error behaves
as expected. One possible explanation is that κ is so poorly resolved (as indicated by the large
standard errors) that the estimation algorithm does not move the estimate sufficiently from its
starting value (the true value) in small samples. This means that the true extent of the bias is only
revealed when larger numbers of simulations are employed.
Parm 2000 Transitions 5000 Transitions 10000 Transitions
Heston CEV Heston CEV Heston CEV
κ = 3.00 0.0693 0.4884 −0.0758 0.0670 −0.1090 0.0313
(1.7909) (3.6818) (0.8857) (0.3576) (0.5681) (0.2455)
γ = 0.10 −0.0001 0.0001 −0.0002 −0.0001 −0.0003 0.0000
(0.0115) (0.0066) (0.0065) (0.0031) (0.0045) (0.0023)
σ = 0.25 0.0511 0.0177 0.0170 0.0008 −0.0013 0.0000
(0.2398) (0.1084) (0.1280) (0.0235) (0.0847) (0.0155)
ρ = −0.80 −0.0004 −0.0008 0.0155 0.0000 0.0150 0.0000
(0.11288) (0.0132) (0.1066) (0.0042) (0.0812) (0.0030)
λ = 4.00 0.8542 0.9538 −0.0133 0.1119 −0.0355 0.0662
(4.8580) (4.8373) (1.4765) (1.8470) (0.9579) (1.2816)
η = 0.50 − −0.0019 − −0.0005 − −0.0008
− (0.1637) − (0.0402) − (0.0266)
Table 5: Bias and root mean square error (in parentheses) of parameter estimates for the
Heston model and the Heston model with CEV variance using the QML procedure treating
volatility as an unobserved variable and using estimation based on the marginal likelihood
of log-prices. Results are reported for sample sizes of 2000, 5000 and 10000 simulated daily
observations (∆p = 1/252), with 1000 Monte Carlo replications between observations.
9 Empirical Application Using S&P 500 Data
The Heston model is now estimated using data consisting of daily data on the S&P 500 Index
and the Implied Volatility Index (VIX) published by the Chicago Board of Exchange. Daily cash
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dividends of the S&P 500 are ignored in the estimation. The VIX is constructed from European
put and call option prices such that at any given time it represents the risk-neutral expectation
of integrated variance averaged over the next 30 calendar days (or 22 trading days). The sample
period is 2 January 1990 to 31 December 2007, which yield a total of 4539 observations. The S&P
500 Index and the VIX are plotted in Figures 3 and 4.
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Figure 3: S&P 500 Index (annualised) from 2 Jan. 1990 to 31 Dec. 2007.
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Figure 4: VIX Implied Volatility Index (annualised) from 2 Jan. 1990 to 31 Dec. 2007.
Following the suggestion of ASK, the performance of a proxy for unobserved volatility is explored,
namely the direct proxy (the VIX itself). If the VIX itself is used to proxy volatility, quasi-maximum
likelihood estimation of the parameters of the Heston model is performed on the observable series
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{Yp, VIXp}Tp=0. There are a number of other possible choices for proxies, including the so-called in-
tegrated volatility proxy, also suggested by ASK, which is constructed by ‘unwinding’ the averaging
present in the VIX; realised volatility measures (Barndorff-Nielsen and Shephard, 2002; Andersen,
Bollerslev, Diebold and Labys, 2001); and Black-Scholes implied volatilities. These alternatives are
not explored here.1
The model estimated here is based on the assumption that the price of volatility risk is zero,
from which it follows that the risk-neutral drift coefficients coincide with the physical drift coef-
ficients. In the absence of such an assumption, it would be necessary to estimate the volatility
risk-premium. This is not a particularly controversial assumption as estimating the volatility pre-
mium is notoriously difficult, and the existing literature presents conflicting results. For example,
Pan (2002) finds that estimates of this parameter imply that the risk-neutral variance process is
explosive, while Broadie, Chernov and Johannes (2007) find that the value of the parameter is not
statistically significant.
Quasi-maximum likelihood parameter estimates and standard errors for the Heston model are
provided for two sample periods. To facilitate comparison, wherever possible the model parameters
are also estimated by the ASK method. Two different sample periods are employed, namely,
January 1990 to September 2003, which corresponds to the sample period used by ASK, and
January 1990 to December 2007 where the sample period is curtailed in order to avoid the effects
of the global financial crisis. The models are estimated with the restriction imposed that the drift
term, (r − ξ), in equation (14) is fixed at 3%.
Table 6 reports the results obtained for the standard Heston model of stochastic volatility when
using the VIX as a direct volatility proxy. The results show a remarkably robust pattern across
sample periods and estimation methods. It should be noted in passing that the ASK estimation
results reported here for the standard Heston model for the 1990-2003 period are almost identical to
the results reported by ASK despite the fact that the dataset used here was compiled independently.
The most striking general result is that the estimated values of the correlation parameter, ρ ≈ −0.75,
the volatility of volatility, σ ≈ 0.5, the long-term value of volatility, γ ≈ 0.04, and the speed of mean
reversion to long-run volatility, κ ≈ 4 are all remarkably similar and stable. On the other hand,
there is more uncertainty in the estimate of λ, where the quasi-maximum likelihood estimates
are slightly higher than the ASK estimates, but the standard errors on these point estimates
indicate substantial uncertainty. As argued by ASK, this is not surprising, given the relatively
short sample period of the data. In almost all cases, the quasi-maximum likelihood standard errors
are comparable to those generated by the ASK likelihood approximation. The conclusion that
quasi-maximum likelihood, despite its simplicity, provides a realistic alternative to estimating the
1Results using the integrated volatility proxy are very similar to those for the direct proxy and are not reported.
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parameters of stochastic volatility models when an implied volatility proxy is available is difficult
to refute on the grounds of this evidence.
Parameter ASK QML
1990-2003 1990-2007 1990-2003 1990-2007
κ 4.3438 4.1711 3.3553 2.9525
(1.1186) (1.0158) (1.1315) (1.0007)
γ 0.0456 0.0404 0.0411 0.0367
(0.0069) (0.0058) (0.0076) (0.0068)
σ 0.4755 0.4587 0.4810 0.4635
(0.0111) (0.0096) (0.0120) (0.0101)
ρ −0.7650 −0.7759 −0.7657 −0.7772
(0.0093) (0.0077) (0.0097) (0.0080)
λ 3.5534 4.2752 4.6580 5.1777
(2.3914) (2.3078) (2.3919) (2.2729)
Table 6: Estimated parameter values for the Heston stochastic volatility model
using the S&P 500 Index and the VIX as a proxy for unobserved volatility. Robust
standard errors are in parentheses.
Parameter Jan. 1990 – Sep. 2003 Jan. 1990– Dec. 2007
κ 3.3065 6.3577 3.2986 6.1962
(0.0217) (0.0578) (0.0194) (0.0532)
γ 0.0288 0.0250 0.0259 0.0215
(0.0029) (0.0030) (0.0017) (0.0083)
σ 0.2663 0.6370 0.2396 0.6589
(0.0070) (0.0132) (0.0062) (0.0085)
ρ −0.8542 −0.9344 −0.8525 −0.9108
(0.0065) (0.0132) (0.0062) (0.0053)
λ 3.8389 4.7467 3.8708 4.6154
(0.0236) (0.0311) (0.0228) (0.0173)
η − 0.5485 − 0.5535
− (0.0123) − (0.0028)
Table 7: Estimated parameter values for the Heston stochastic volatility model
using the S&P 500 Index as the only observable and integrating out the volatility.
Robust standard errors are in parentheses.
28
It should be noted, however, that the VIX is but a proxy for unobserved volatility. Strictly speaking,
the crucial test of quasi-maximum likelihood estimation is whether or not the parameters of both
affine and non-affine diffusions can be reliably estimated when volatility is correctly regarded as
unobservable. Table 7 reports the parameter estimates for both the affine and non-affine variant of
Heston’s stochastic volatility model in which volatility is treated as unobserved and the conditioned
quasi-maximum likelihood estimator, as described in Section 7, is used.
Not surprisingly these results show some slight differences to the values obtained using proxy
information but the pattern that emerges is a consistent and interesting one. The general tendency
is for the model to select a lower mean level of volatility, γ, than that enforced by using an observable
proxy variable. At the same time ρ ≈ −0.8 is higher than found previously. This means that the
model is attempting to provide a more dynamic estimate of the diffusion component of the model,
in order to capture the sharp increases in volatility in periods where these discontinuities in variance
are apparent in the VIX. Consequently, the estimate of κ, the parameter that governs the speed
of reversion to mean volatility, is forced to be higher in the conditioned estimation to ensure that
the variance reverts to its lower estimated mean level. Interestingly, the quasi-maximum likelihood
standard errors indicate that the likelihood function is fairly sensitive to changes in all the point
estimates, except perhaps λ, which, as usual, is difficult to resolve with any great precision.
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Figure 5: S&P 500 Index and the VIX Implied Volatility Index (annualized
percentage) for the period 2 January 1990 to 31 December 2007.
One of the advantages of the conditioning process is that, even though volatility is treated as
unobserved for the purposes of parameter estimation, the implied conditional volatility may be
filtered using equation (50). In order to provide a meaningful comparison between the filtered
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volatility and an observed measure of volatility, Figure 5 plots the VIX and the filtered volatility
for both the standard (affine) model and the CEV (non-affine) variant of the Heston model. The
ASK procedure does not lend itself to conditioning of this kind and therefore only quasi-maximum
likelihood estimates are available.
The plot of the filtered volatility obtained from the estimated models indicates that filtered volatility
mirrors the behaviour of the VIX. In particular, volatility is seen to increase sharply whenever the
VIX increases sharply. Clearly, the standard affine Heston model is unable to match the extremes
of volatility seen in the VIX. On the other hand, the more dynamic variance specification of the
CEV variant of the Heston model picks up the extremes of the VIX very well.
10 Concluding remarks
This paper has explored the quasi-maximum likelihood approach to estimating the parameters of
stochastic differential equations. The essence of the procedure is to use a multivariate Gaussian
density to approximate the unknown transitional density of the process and then to compute as
accurately as possible the true mean and true variance of the unobserved transitional density func-
tion to pass to the approximating Gaussian distribution. If the stochastic differential equations
have affine drift and diffusion functions, then the true mean and variance of the transitional den-
sity function may be obtained exactly and the resultant parameter estimates are consistent. For
non-affine diffusions the use of the Gaussian density as the approximate transition density allows
Gaussian quadratures to be used to compute the evolution of the mean and covariance of the true
transitional density to very high accuracy. General results are developed which characterise the
behaviour of the approximation error of Gaussian density as the discretisation interval tends to
zero.
The robust general conclusion to emerge from the simulation and empirical results presented here
is that treating volatility as a truly unobservable state and estimating both parameters and unob-
served volatility by means of quasi-maximum likelihood estimation is a credible alternative to more
involved estimation procedures. It is shown that the parameters of a classic stochastic volatility
model, both under simulation and for a dataset of returns on the S&P 500 Index, may be easily
estimated without significant loss of efficiency.
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A Proof of Proposition 1
When µj(X, t; θ) = aj(t) +
∑N
p=1 bjp(t)Xp then the first of equations (11) becomes
dmj
dt
= aj(t)
∫
S
f0 dX+
N∑
p=1
bjp(t)
∫
S
Xp f0 dX = aj(t) +
N∑
p=1
bjpmp . (52)
Now replace µj(X, t; θ) and gjk(X, t; θ) by expressions (12) in the second of equations (11) to get
d
dt
∫
S
XjXkf0 dX =
∫
S
[(
aj(t) +
N∑
p=1
bjp(t)Xp
)
Xk +Xj
(
ak(t) +
N∑
p=1
bkp(t)Xp
)]
f0 dX
+
∫
S
[
cjk(t) +
N∑
p=1
djkp(t)Xp
]
f0 dX .
The covariance Σjk is now introduced into the previous equation to obtain
d
(
Σjk +mjmk
)
dt
= aj(t)mk + ak(t)mj +
N∑
p=1
bjp(t)
(
Σpk +mpmk
)
+
N∑
p=1
bkp(t)
(
Σjp +mjmp
)
+ cjk(t) +
N∑
p=1
djkp(t)mp
=
(
aj(t) +
N∑
p=1
bjp(t)mp
)
mk +mj
(
ak(t) +
N∑
p=1
bkp(t)mp
)
+
N∑
p=1
bjp(t)Σpk +
N∑
p=1
bkp(t)Σjp + cjk(t) +
N∑
p=1
djkp(t)mp .
(53)
Equation (52) for the time derivatives of mk(t) are now used in equations (53) to obtain the final
ordinary differential equations
dmj
dt
= aj +
N∑
p=1
bjp(t)mp ,
dΣjk
dt
= cjk(t) +
N∑
p=1
[
bjp(t)Σpk + bkp(t)Σjp + djkp(t)mp
]
,
(54)
for the conditional mean and conditional covariance of the process described by equation (1).

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B Multi-factor Affine Term-structure Model
The multi-factor affine term-structure model proposed by Balduzzi et al. (1996) is given by
dX1
dX2
dX3
 =

k1(X2 −X1)
k2(α2 + β2t−X2)
k3(α3 −X3)
 dt+

√
1− ρ2√X3 0 ρ
√
X3
0 σ21e
σ22t 0
0 0 σ31
√
X3


dW1
dW2
dW3
 , (55)
where dW1, dW2 and dW3 are increments in the independent Wiener processes W1, W2 and W3.
The model specified by equations (55) is affine in state space despite the explicit appearance of time
in the governing equations, and consequently the equations governing the evolution of the expected
values and covariance structure of X1, X2 and X3 have exact forms which may be written down
without knowing the explicit form of the underlying transitional probability density function. Let
m1(t) = E[X1] , m2(t) = E[X2] , m3(t) = E[X3] ,
then m1, m2 and m3 are the solutions of the ordinary differential equations
dm1
dt
= k1(m2 −m1) , dm2
dt
= k2(α2 + β2t−m2) , dm3
dt
= k3(α3 −m3) . (56)
Let Σjk = E[(Xj −mj)(Xk −mk)] denote the covariance matrix of X1, X2 and X3 in which j, k
take integer values between 1 and 3. The evolution of Σ (symmetric) is given by the equations
dΣ11
dt
= m3 + 2k1(Σ12 − Σ11) , dΣ22
dt
= σ221e
2σ22t − 2k2Σ22 ,
dΣ33
dt
= σ231m3 − 2k3Σ33 ,
dΣ12
dt
= −(k1 + k2)Σ12 + k1Σ22 ,
dΣ13
dt
= ρσ31m3 − (k1 + k3)Σ13 + k1Σ23 , dΣ23
dt
= −(k2 + k3)Σ23 .
(57)
Equations (56) and (57) are to be solved with initial conditions for the states X1, X2 and X3 and
for the initial covariance matrix Σ.
C Gauss-Hermite Quadratures for the Gaussian Kernel
Let w(x) be a non-negative function defined over the interval I ⊆ R, and define the inner product
< f, g > over I by the rule
< f, g >=
∫
I
w(x)f(x)g(x) dx . (58)
The family of polynomials pi0(x), pi1(x), pi2(x) . . . , such that pir(x) has degree r, are mutually
orthogonal with respect to the inner product (58) provided
< pin, pim >=
∫
I
w(x)pin(x)pim(x) dx =
[
0 n 6= m
µn n = m.
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Although the weight function w(x) and interval I uniquely define the individual polynomials up
to a multiplicative constant, for the purposes of this work it is most profitable to particularize the
discussion to the class of polynomials pir(x) that satisfy the second order difference equation
pi−1(x) = 0 , pi0(x) = 1 ,
pir+1(x) = (x− δr+1)pir(x)− γ2r+1pir−1(x) ,
(59)
where δr+1 and γ
2
r+1 are defined by
δr+1 =
< xpir, pir >
µr
, r ≥ 0
γ2r+1 =
[
0 r = 0 ,
µr/µr−1 r ≥ 1 .
(60)
For polynomials in this class, the Laplace expansion of a determinant may be used to verify that
pin(x) is the characteristic polynomial of the real, symmetric, tridiagonal n× n matrix
Tn =

δ1 γ2 · · · · · · · · · · · ·
γ2 δ2 γ3 · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · δn−1 γn
· · · · · · · · · · · · γn δn

. (61)
Thus the zeros of pin(x) are the eigenvalues of Tn, and their values can be determined accurately
using the QR algorithm. The specific form of (59) for the Hermite polynomials Hen(x), but in this
paper denoted everywhere by Hn(x), is
Hk+1(x) = −xHk(x)− kHk−1(x) , (62)
and corresponds to the choices δk+1 = 0 and γk+1 =
√
k. Thus the nodes z1, · · · , zn in the Gauss-
Hermite quadrature∫
R
e−z
2/2ξ(z) dz =
n∑
k=1
wkξ(zk) +
ξ2n(η)
(2n)!
∫
R
e−z
2/2H2n(z) dz
are the eigenvalues of the n× n symmetric tridiagonal matrix (61) in which all entries of the main
diagonal are zero and the (k, k + 1)th and (k + 1, k)th entries are γk+1 =
√
k. Moreover, suppose
that v(j) =
∑n
k=1 v
(j)
k ek is the eigenvector associated with the eigenvalue zj then the quadrature
weight wj is given by
wj =
v
(j)
1 v
(j)
1
n∑
k=1
v
(j)
k v
(j)
k
∫
I
w(x) dx . (63)
These results are given without justification, but full details are available in Bulirsch and Stoer
(1993).
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D Proof of Proposition 2
The argument begins by noting that
d[RMSE(t)]2
dt
= 2
∫
RN
(f0 − f)
(∂f0
∂t
− ∂f
∂t
)
dX
= 2
∫
RN
(f0 − f)
N∑
j=1
∂
∂Xj
(1
2
N∑
k=1
∂(gjkf0)
∂Xk
− µjf0
)
dX− 2
∫
RN
(f0 − f)∂f
∂t
dX ,
where µ = [µj ] and G = [gjk] are respectively the drift and diffusion function of the system of
stochastic differential equations. Integration by parts applied to the first integral on the right hand
side of the previous equation gives
d[RMSE(t)]2
dt
= −2
∫
RN
N∑
j=1
(1
2
N∑
k=1
∂(gjkf0)
∂Xk
− µjf0
)∂(f0 − f)
∂Xj
dX
−2
∫
RN
(f0 − f)∂f
∂t
dX
= −2
∫
RN
N∑
j=1
∂(f0 − f)
∂Xj
(1
2
N∑
k=1
∂gjk
∂Xk
− µj
)
f0 dX
−
∫
RN
N∑
j,k=1
gjk
∂(f0 − f)
∂Xj
∂f0
∂Xk
dX− 2
∫
RN
(f0 − f)∂f
∂t
dX .
(64)
The first and second integrals on the right hand side of equation (64) are analysed in turn. The
first integral is expanded into the form
−
∫
RN
N∑
j=1
∂(f0 − f)
∂Xj
(1
2
N∑
k=1
∂gjk
∂Xk
− µj
)
(f0 − f) dX−
∫
RN
N∑
j=1
∂(f0 − f)
∂Xj
(1
2
N∑
k=1
∂gjk
∂Xk
− µj
)
f dX ,
which becomes after some further manipulation
1
2
∫
RN
(f0−f)2
N∑
j=1
∂
∂Xj
(1
2
N∑
k=1
∂gjk
∂Xk
−αj
)
dX+
∫
RN
(f0−f)
N∑
j=1
∂
∂Xj
(1
2
N∑
k=1
∂gjk
∂Xk
f−µjf
)
dX. (65)
The second integral is expanded into the form
−
∫
RN
N∑
j,k=1
gjk
∂(f0 − f)
∂Xj
∂(f0 − f)
∂Xk
dX−
∫
RN
N∑
j,k=1
gjk
∂(f0 − f)
∂Xj
∂f
∂Xk
dX ,
which is manipulated into the form
−
∫
RN
N∑
j,k=1
gjk
∂(f0 − f)
∂Xj
∂(f0 − f)
∂Xk
dX+
∫
RN
(f0 − f)
N∑
j,k=1
∂
∂Xj
(
gjk
∂f
∂Xk
)
dX. (66)
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using integration by parts applied to the second integral. Results (65) and (66) are incorporated
into equation (64) to get, after some regrouping of terms, that
d[RMSE(t)]2
dt
=
∫
RN
(f0 − f)2
N∑
j=1
∂
∂Xj
(1
2
N∑
k=1
∂gjk
∂Xk
− µj
)
dX− 2
∫
RN
(f0 − f)F(f) dX
−
∫
RN
N∑
j=1
N∑
k=1
gjk
∂(f0 − f)
∂Xj
∂(f0 − f)
∂Xk
dX .
(67)
Because the diffusion G = [gjk] is a positive definite array, then
−
∫
RN
N∑
j,k=1
∂(f0 − f)
∂Xj
∂(f0 − f)
∂Xk
dX ≤ 0 , (68)
with equality if and only if the trial density f is the true transitional density f0. The properties
of µ = [µj(X, t; θ)] and G = [gjk(X, t; θ)] included in the statement of the theorem together with
basic properties of integration lead to the inequality∫
RN
(f0 − f)2
N∑
j=1
∂
∂Xj
(1
2
N∑
k=1
∂gjk
∂Xk
− µj
)
dX
≤
∫
RN
(f0 − f)2
∣∣∣∣∣∣
N∑
j=1
∂
∂Xj
(1
2
N∑
k=1
∂gjk
∂Xk
− µj
) ∣∣∣∣∣∣ dX
≤ C
∫
RN
(f0 − f)2 dX = C ×
[
RMSE(t)
]2
.
(69)
When results (68) and (69) are incorporated into equation (67) the outcome is the inequality
d[RMSE(t)]2
dt
≤ C × [RMSE(t)]2 − 2
∫
RN
(f0 − f)F(f) dX . (70)
With a = (f0 − f) and b = F(f) and ω(t) an arbitrary positive function of t, the inequality
−2ab ≤ −2ab+
(
a
√
ω +
b√
ω
)2
≤ ωa2 + b
2
ω
,
when applied to the integral in inequality (70), yields
d[RMSE(t)]2
dt
≤ (C + ω)× [RMSE(t)]2 + 1
ω
∫
RN
∣∣F(f)∣∣2 dX . (71)
The arbitrariness of ω(t) can be used to sharpen (71) by simply choosing ω(t) to minimise the right
hand side of the inequality. With this choice of ω(t)
d[RMSE(t)]2
dt
≤ C × [RMSE(t)]2 + 2× RMSE(t)
( ∫
RN
∣∣F(f)∣∣2 dX)1/2 .
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which simplifies to a linear ordinary differential inequality for RMSE(t) with general solution
RMSE(t) ≤
∫ t
0
e−C(t−u)/2
(∫
RN
∣∣F(f)∣∣2 dX)1/2 du
after noting that the initial misspecification error is zero by virtue of assumption (A3).

E Proof of Proposition 3
To show that the value of ∫
RN
∣∣F(f)∣∣2 dX
is driven by the misspecification error in the third-order moments of the process X(t), we begin
with the observation that F(f) has exact Taylor series
F(f) = C(0)(t) +
N∑
k=1
C
(1)
k (t)(Xk −mk) +
1
2
N∑
j,k=1
C
(2)
jk (t)(Xj −mj)(Xk −mk)
+
1
6
N∑
i,j,k=1
C
(3)
ijk(η, t; θ)(Xi −mi)(Xj −mj)(Xk −mk)
(72)
taken about the mean vector m =
(
m1(t), · · · ,mN (t)
)
. The point η in identity (72) satisfies the
usual condition
∣∣η −m∣∣ ≤ ∣∣X−m∣∣, that is, η lies between m and X. It follows immediately from
(72) that∫
RN
∣∣F(f)∣∣2 dX = C(0)(t)∫
RN
F(f) dX+
N∑
k=1
C
(1)
k (t)
∫
RN
(Xk −mk)F(f) dX
+
1
2
N∑
j,k=1
C
(2)
jk (t)
∫
RN
(Xj −mj)(Xk −mk)F(f) dX
+
1
6
N∑
i,j,k=1
∫
RN
C
(3)
ijk(η, t; θ)(Xi −mi)(Xj −mj)(Xk −mk)F(f) dX .
(73)
The first integral on the right hand side of equation (73) vanishes by virtue of the fact that f is a
density. The second and third terms on the right hand side of equation (73) are likewise zero by
virtue of the fact that the misspecified density f satisfies conditions (35) and (36). Consequently
equation (73) becomes∫
RN
∣∣F(f)∣∣2 dx = 1
6
N∑
i,j,k=1
∫
RN
C
(3)
ijk(η, t; θ)(Xi −mi)(Xj −mj)(Xk −mk)F(f) dX .
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The integral mean value theorem applied to each integral on the right hand side of the previous
equation yields∫
RN
∣∣F(f)∣∣2 dx = 1
6
N∑
i,j,k=1
C
(3)
ijk(η
∗, t; θ)Σijk(t; θ) ≤M
N∑
i,j,k=1
∣∣Σijk(t; θ)∣∣ , (74)
where M is the assumed upper bound of all third-order partial derivatives of F(f) with respect to
X, thereby establishing the proposition.

F Proof of Proposition 4
Recall that the Fokker-Planck operator associated with the multivariate SDE
dXk = µk(X) dt +
m∑
β=1
σkβ(X) dWβ , k = 1, · · · , n
has generic form
F(f) = ∂f
∂t
−
N∑
i,j=1
∂
∂Xi
(1
2
∂
(
gijf
)
∂Xj
− µif
)
, (75)
where gij is constructed from σiβ by the formula
gij(X; θ) =
m∑
β=1
σiβσjβ . (76)
When f is taken to be the N -dimensional Gaussian density with mean process m(t; θ) = [mi(t; θ)]
and covariance matrix V (t; θ) = [vij(t; θ)], i.e.
f(X, t; θ) =
1
(2pi)N/2|V |1/2 exp
[
− 1
2
N∑
p,q=1
(Xp −mp)v−1pq (Xq −mq)
]
, (77)
where |V | denotes the determinant of V , the functionsm(t; θ) and vij(t; θ) are constructed to satisfy
the conditions
dmk
dt
=
∫
RN
µkf dX ,
dvjk
dt
=
∫
RN
gjkf dX+
∫
RN
N∑
r=1
(
vjs
∂µk
∂Xs
+ vks
∂µj
∂Xs
)
f dX ,
(78)
in which functional dependencies have been suppressed here and in subsequent calculations to
facilitate clarity. Moreover, it is relatively straightforward to show that f in expression (77) satisfies
the identity
∂f
∂t
=
N∑
i,j=1
∂
∂Xi
(1
2
∂
(
v˙ijf
)
∂Xj
− m˙if
)
,
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in which a superposed dot denotes differentiation with respect to t. Using this identity, it follows
immediately from (75) that
F(f) =
N∑
i,j=1
∂
∂Xi
(1
2
∂
(
v˙ij − gij)f
∂Xj
− (m˙i − µi)f
)
. (79)
There are two tasks to be performed involving F(f). The first task is to find the coefficient of
(Xp −mp)(Xq −mq)(Xr −mr) in the N -dimensional Taylor series of F(f). The second task is to
find the temporal behaviour of the error in the third-order moments due to the misspecification of
the true transitional density function by the Gaussian probability density function. Probably the
easiest way to simplify F(f) is to apply recursively the identity
∂f
∂Xi
= −f
N∑
r=1
v−1ir (Xr −mr) or equivalently
N∑
j=1
vrj
∂f
∂Xj
= −(Xr −mr)f , (80)
to replace partial derivatives of f with respect to state variables in the first task, and to replace
(Xp −mp)f by derivatives of f in the second task in preparation for integration by parts.
Coefficient of (Xp −mp)(Xq −mq)(Xr −mr)
The first application of identity (80) in the simplification of F(f) gives
F(f) = −1
2
N∑
i=1
∂
∂Xi
[( N∑
j,r=1
(
v˙ij − gij)v−1jr (Xr −mr) +
N∑
j=1
∂gij
∂Xj
+ 2(m˙i − µi)
)
f
]
,
and a subsequent application of identity (80) yields after straightforward algebra the final equation
F(f) =
N∑
i,j=1
v−1ij (Xj −mj)
(
m˙i − µi +
N∑
k=1
∂gik
∂Xk
)
f − 1
2
N∑
i,j=1
( ∂2gij
∂Xi∂Xj
+ v−1ji (v˙ij − gij)
)
f
+
1
2
N∑
i,j=1
N∑
k,s=1
v−1is v
−1
jk
(
v˙ij − gij)(Xk −mk)(Xs −ms)f + f
N∑
j=1
∂µj
∂Xj
.
One way to obtain the coefficient of (Xp −mp)(Xq −mq)(Xr −mr) in the Taylor series of F(f) is
to start by noting that F(f) = ψ(X1, · · · ,Xn)f and that
f(m) =
1
(2pi)N/2|v|1/2 ,
∂f(m)
∂Xj
= 0 ,
∂2f(m)
∂Xj∂Xk
= −
v−1jk
(2pi)N/2|v|1/2 ,
∂3f(m)
∂Xi∂Xj∂Xk
= 0 .
Taking account of these properties of f , the required coefficient is
1
6
∂3F(f)
∂Xp∂Xq∂Xr
∣∣∣∣
X=m
=
( ∂3ψ(m)
∂Xp∂Xq∂Xr
− v−1qr
∂ψ(m)
∂Xp
− v−1pr
∂ψ(m)
∂Xq
− v−1pq
∂ψ(m)
∂Xr
)
6(2pi)N/2|v|1/2 . (81)
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What is sought is the short-time behaviour of the Taylor series coefficient and not the coefficient
itself, and so rather than compute the entire coefficient it is enough to determine the leading short-
time behaviour of the component terms on the right hand side of equation (81). With this intention
in mind, calculation gives
∂ψ(m)
∂Xp
=
N∑
i=1
v−1ip
[
m˙i − µi +
N∑
k=1
∂gik
∂Xk
]
+
N∑
i=1
∂2µi
∂Xp∂Xi
− 1
2
N∑
i,j=1
[ ∂3gij
∂Xi∂Xj∂Xp
− v−1ij
∂gij
∂Xp
]
(82)
with corresponding values for ∂ψ(m)/∂Xq and ∂ψ(m)/∂Xr . Further calculation demonstrates that
the remaining contribution to the right hand side of equation (81) is the term
∂3ψ(m)
∂Xp∂Xq∂Xr
= −
N∑
i=1
v−1ip
[ ∂2µi
∂Xq∂Xr
−
N∑
k=1
∂3gik
∂Xk∂Xq∂Xr
]
−
N∑
i=1
v−1iq
[ ∂2µi
∂Xp∂Xr
−
N∑
k=1
∂3gik
∂Xk∂Xp∂Xr
]
−
N∑
i=1
v−1ir
[ ∂2µi
∂Xp∂Xq
−
N∑
k=1
∂3gik
∂Xk∂Xp∂Xq
]
−1
2
N∑
i,j=1
[ ∂5gij
∂Xi∂Xj∂Xp∂Xq∂Xr
− v−1ij
∂3gij
∂Xp∂Xq∂Xr
]
−
N∑
i,j=1
[
v−1ip v
−1
jq
∂gij
∂Xr
+ v−1ip v
−1
jr
∂gij
∂Xq
+ v−1ir v
−1
jq
∂gij
∂Xp
]
.
(83)
In equations (82) and (83) it is understood that all functions and derivatives are evaluated atX =m
in these expressions. Prior to incorporating expressions (82) and (83) into the final expression (81),
recall that m˙i is the expected value of the drift µi(X, t; θ) taken with respect to the misspecified
density, in this case the multivariate Gaussian density, i.e.
dmi
dt
=
1
(2pi)N/2|v|1/2
∫
RN
µi(X, t; θ) exp
[
− 1
2
N∑
j,k=1
(Xj −mj)v−1jk (Xk −mk)
]
.
Let L = [Ljk] denote the lower triangular N ×N matrix of the Choleski decomposition of V , then
the change of variable Xj = mj +
∑N
s=1 LjsYs in the definition of m˙i gives
dmi
dt
=
1
(2pi)N/2
∫
RN
µi(m+ LY, t; θ) exp
[
− Y
2
1 + · · · + Y 2N
2
]
. (84)
The Taylor series of µi(m+ LY, t; θ) indicates that
µi(m+ LY, t; θ) = µi(m, t; θ) +
N∑
j,s=1
∂µi(m, t; θ)
∂Xj
LjsYs +
1
2
N∑
j,k,r,s=1
∂2µi(m, t; θ)
∂Xj∂Xk
LjsYsLkrYr
+
1
6
N∑
j,k,p,q,r,s=1
∂3µi(m, t; θ)
∂Xj∂Xk∂Xp
LjqYqLksYsLprYr +O(YpYqYrYs) .
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However, terms involving products of an odd number of Y ’s in the Taylor series of µi(m+LY, t; θ)
cannot contribute to the integral in (84). Contributions from terms involving products of an even
number of Y ’s contribute only when each Yk appears an even number of times. Consequently
equation (84) yields
dmi
dt
= µi(m) +
1
2
N∑
j,k,r=1
∂2µi(m)
∂Xj∂Xk
LjrLkr +O(L
4)
= µi(m) +
1
2
N∑
j,k=1
∂2µi(m)
∂Xj∂Xk
vjk +O(V
2) .
(85)
Therefore, m˙i − µi = O(v) in equation (82). Recall that the aim of this calculation is to identify
the nature of the temporal dependence of the cubic terms in the Taylor series of F(f) for short
times. With this aim in mind, it is clear that when equations (82) and (83) are substituted into
equation (81), the outcome after some straightforward algebra is
1
6
∂3F(f)
∂Xp∂Xq∂Xr
∣∣∣∣
X=m
=
−1
6(2pi)N/2|v|1/2
[ N∑
i,j=1
[
v−1ip v
−1
jq
∂gij
∂Xr
+ v−1ip v
−1
jr
∂gij
∂Xq
+ v−1ir v
−1
jq
∂gij
∂Xp
]
+
N∑
i,j=1
(v−1qr v
−1
ip + v
−1
pr v
−1
iq + v
−1
pq v
−1
ir )
∂gij
∂Xj
+
1
2
N∑
i,j=1
(
v−1qr v
−1
ij
∂gij
∂Xp
+ v−1pr v
−1
ij
∂gij
∂Xq
+ v−1pq v
−1
ij
∂gij
∂Xr
)
+O(V −1)
]
.
(86)
Misspecification error in third-order moment
The misspecification error in the third-order moment at time t is governed by the values of the
integrals
Σpqr(t) =
∫
RN
(Xp −mp)(Xq −mq)(Xr −mr)F(f) dX , (87)
where 1 ≤ p, q, r ≤ N . The computation of these integrals proceeds in three stages, the first of
which is the replacement of F(f) by its definition (79) followed by an integration by parts to get
Σpqr(t) = −
∫
RN
(Xq −mq)(Xr −mr)
[1
2
N∑
j=1
∂
(
v˙pj − gpj)f
∂Xj
− (m˙p − µp)f
]
dX
−
∫
RN
(Xp −mp)(Xr −mr)
[1
2
N∑
j=1
∂
(
v˙qj − gqj)f
∂Xj
− (m˙q − µq)f
]
dX
−
∫
RN
(Xp −mp)(Xq −mq)
[1
2
N∑
j=1
∂
(
v˙rj − grj)f
∂Xj
− (m˙r − µr)f
]
dX .
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Property (80) is now used to restructure the previous equation into a form that is again amenable
to integration by parts, obtaining in the process
Σpqr(t) = −
∫
RN
N∑
j=1
(Xr −mr)
[1
2
(Xq −mq)
∂
(
v˙pj − gpj)f
∂Xj
+ (m˙p − µp)vqj ∂f
∂Xj
]
dX
−
∫
RN
N∑
j=1
(Xr −mr)
[1
2
(Xp −mp)
∂
(
v˙qj − gqj)f
∂Xj
+ (m˙q − µq)vpj ∂f
∂Xj
]
dX
−
∫
RN
N∑
j=1
(Xq −mq)
[1
2
(Xp −mp)
∂
(
v˙rj − grj)f
∂Xj
+ (m˙r − µr)vpj ∂f
∂Xj
]
dX .
(88)
The second stage of the calculation now requires a further integration by parts to obtain
Σpqr(t) =
∫
RN
[
(Xr −mr)(v˙pq − gpq) + (Xq −mq)(v˙pr − gpr) + (Xp −mp)(v˙qr − gqr)
]
f dX
+
∫
RN
[
vqr(m˙p − µp) + vpr(m˙q − µq) + vpq(m˙r − µr)
]
f dX
−
∫
RN
N∑
j=1
[
vqj(Xr −mr) ∂µp
∂Xj
+ vpj(Xr −mr) ∂µq
∂Xj
+ vpj(Xq −mq) ∂µr
∂Xj
]
f dX .
It follows immediately from the definition of m˙p, m˙q and m˙r that the integral in the middle row
of the previous equation is zero. Simultaneously property (80) is again used to restructure this
equation into a form that is again amenable to integration by parts, obtaining in the process
Σpqr(t) = −
∫
RN
N∑
k=1
[
(v˙pq − gpq)vrk + (v˙pr − gpr)vqk + (v˙qr − gqr)vpk
] ∂f
∂Xk
dX
+
∫
RN
N∑
j,k=1
[
vqjvrk
∂µp
∂Xj
+ vpjvrk
∂µq
∂Xj
+ vpjvqk
∂µr
∂Xj
] ∂f
∂Xk
dX .
(89)
The third and final stage of the calculation requires one further integration of equation (89) by
parts to get
Σpqr(t) = −
∫
RN
N∑
k=1
[
vrk
∂gpq
∂Xk
+ vqk
∂gpr
∂Xk
+ vpk
∂gqr
∂Xk
]
f dX
−
∫
RN
N∑
j,k=1
[
vqjvrk
∂2µp
∂Xj∂Xk
+ vpjvrk
∂2µq
∂Xj∂Xk
+ vpjvqk
∂2µr
∂Xj∂Xk
]
f dX .
(90)
Expression (90) asserts that there is no misspecification error whenever the diffusion is a constant
function of state and the drift is an affine function of state. However, a process with these properties
is simply a multivariate Ornstein-Uhlenbeck process for which it is well known that the transitional
density function is multivariate Gaussian. Consequently, expression (90) is entirely consistent with
our intuitive impression of the mechanisms that might generate a misspecification error in third-
order moments.
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The Univariate Case
The univariate case is concerned with the evolution of the root mean square error that arises when
the transitional density function of the general stochastic differential equation
dX = µ(X, t; θ) dt+
√
g(X, t; θ) dW (91)
with initial condition X(tp) = Xp is misspecified to be a univariate Gaussian density with mean
value m(t; θ) and variance v(t; θ) chosen respectively to satisfy the first and second moment condi-
tions
dm
dt
=
∫
R
µ(X, t; θ) f dX ,
dv
dt
= 2v
∫
R
dµ(X, t; θ)
dX
f dX +
∫
R
g(X, t; θ) f dX ,
(92)
which are simply conditions (78) particularized to one dimension. Equations (92) are to be solved
with initial conditions m(tp; θ) = Xp and v(tp; θ) = 0. It follows directly from the second of
equations (92) that dv/dt→ g(Xp, tp; θ) as t→ t+p and therefore v = O(t− tp) as t→ t+p .
The behaviour of the coefficient of (X − m)3 in the expansion of F(f) about X = m as t → t+p
may be extracted directly by particularizing the multidimensional result (86) to one dimension,
obtaining in the process that
1
6
d3F(f)
dX3
∣∣∣∣
X=m
=
−5
4
√
2pi v5/2
dg(m, t; θ)
dx
+O(v−3/2) .
Because v(t, ; θ) = O(t− tp) as t→ t+p , then it follows from the previous expression that∫
R
|F(f)|2 dX = O
(
v−5/2
∫
R
(X −m)3 F(f) dX
)
as t→ t+p , (93)
where the vanishing of first-order and second-order moments is guaranteed by the properties of
m(t; θ) and v(t; θ). Furthermore, when expression (90) for the multivariate error is particularized
to one dimension, it is straightforward to demonstrate that∫
R
(X −m)3F(f) dX = −3v
∫
R
( dg
dX
+ v
d2µ
dX2
)
f dX , (94)
where f is the Gaussian density with mean value m(t; θ) and variance v(t; θ). Combining equations
(93) and (94) indicates that∫
R
|F(f)|2 dX = O((t− tp)−3/2) as t→ t+p . (95)
Consequently, for intervals of short duration∫ tp+∆t
tp
eC(tp+∆t−u)/2
( ∫
R
∣∣F(f)∣∣2 dX)1/2 du = O((∆t)1/4) as ∆t→ 0+ , (96)
thereby establishing Proposition 4 for the univariate case.
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The Multivariate Case
The multivariate implementation of the QML procedure seeks to approximate f(X, t; θ) by the
multivariate Gaussian density with mean m(t; θ) = (m1(t; θ), · · · ,mN (t, θ)) and covariance matrix
with (j, k)-th entry vjk(t; θ) chosen to satisfy the conditions set out in equations (78).
As with the univariate case, it is clear from the second of equations (78) that dvjk/dt→ gpq(Xp, tp; θ)
as t → t+p and therefore vjk(t; θ) = O(t − tp) as t → t+p . Moreover, because |V | is combinations
of products of N elements of V , then necessarily |V | = O((t − tp)N) as t → t+p . Recall that
V −1 is simply the transposed matrix of cofactors of V divided by |V |, and therefore (as might be
anticipated) v−1jk = O
(
(t− tp)−1
)
as t→ t+p .
It therefore follows immediately from equation (86) of Section F that the cubic term in the Taylor
series of F(f) has temporal dependence O((t−tp)−(N+4)/2) as t→ t+p . On the other hand, equation
(90) indicates that the misspecification error in the third moment grows like O(t − tp) as t → t+p .
On combining the behaviour of the cubic terms and third-order moments as t→ t+p , the conclusion
is that ∫
RN
∣∣F(f)∣∣2 dX = O((t− tp)−(N+2)/2) , as t→ t+p .
Consequently, for intervals of short duration∫ tp+∆t
tp
eC(tp+∆t−u)/2
( ∫
RN
∣∣F(f)∣∣2 dX)1/2 du = O((∆t)(2−N)/4) , (97)
or equivalently, (∆t)(N−2)/4 RMSE(t) = O(1) as t→ 0+, thereby establishing Proposition 4 for the
multivariate case.

G Verification of Proposition 4 using Parseval’s Theorem
G.1 Univariate Analysis
Consider the univariate stochastic differential equation dX = κ(γ − X) dt + σ√X dW starting
from the initial state X0. The model is affine and so the true conditional mean m(t; θ) and true
conditional variance v(t; θ) satisfy the ordinary differential equations
dm
dt
= κ(γ −m) , dv
dt
= −2κv + σ2m (98)
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with initial conditions m(0; θ) = X0 and v(0; θ) = 0. Therefore the characteristic function of the
misspecified Gaussian density is
F (ω, t) = exp
[
− iωm(t)− ω
2v(t)
2
]
. (99)
On the other hand, standard characteristic methods of partial differential equations may be used
to show that the characteristic function of the model in equation (98) is
F0(ω, t) =
(
1 + icω
)−2κγ/σ2
exp
[
− iωX0e
−κt
icω + 1
]
, (100)
where
c =
σ2(1− e−κt)
2κ
.
It follows immediately from Parseval’s theorem that[
RMSE(t)
]2
=
1
2pi
∫
R
|F0(ω, t; θ)− F (ω, t; θ|2 dω , (101)
and therefore the challenge is to perform an asymptotic analysis of this integral for small values of
t.
The starting point of the analysis is to note that
|F0(ω, t; θ)− F (ω, t; θ|2 = e−ω2v(t)
∣∣∣(1 + icω)−2κγ/σ2 exp [iωm(t) + ω2v(t)
2
− iωX0e
−κt
icω + 1
]
− 1
∣∣∣2 .
In order to facilitate further calculations, it is convenient to introduce the auxiliary function
ψ(ω, t; θ) =
(
1 + icω
)−2κγ/σ2
exp
[
iωm(t) +
ω2v(t)
2
− iωX0e
−κt
icω + 1
]
. (102)
The task is now to expand ψ(ω, t; θ) in a Maclaurin series in the variable t. The first observation
is that ψ(ω, 0; θ) = 1 as expected. Further calculations require derivatives of ψ at t = 0, and these
are best computed using logarithmic differentiation based on the representation of definition (102)
in the form
logψ = −2κγ
σ2
log
(
1 + icω
)
+ iωm(t) +
ω2v(t)
2
− iωX0e
−κt
icω + 1
.
Partial differentiation of logψ with respect to t holding ω constant, followed by algebraic simpli-
fication of the resultant derivative and the replacement of dm/dt and dv/dt by their differential
equations yields
1
ψ
∂ψ
∂t
=
iωκ(X0 − γ)e−κt
(1 + icω)
+ iωκ(γ −m) + ω
2
2
(
− 2κv + σ2m
)
− σ
2ω2X0e
−2κt
2(icω + 1)2
. (103)
It follows immediately from equation (103) that ∂ψ(ω, 0; θ)/∂t = 0. A further partial differentiation
with respect to t holding ω constant followed by some algebraic simplification yields
1
ψ
∂2ψ
∂t2
− 1
ψ2
(∂ψ
∂t
)2
=
ωκ(X0 − γ)(σ2ω − 2iκ)e−κt
2(1 + icω)2
+
ω(σ2ω − 2iκ)
2
dm
dt
−κω2dv
dt
+
iσ2ω2(σ2ω − 2iκ)X0e−2κt
2(1 + icω)3
.
(104)
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Now let t = 0 in equation (104) to deduce in this case that
∂2ψ(ω, 0; θ)
∂t2
=
iσ4ω3X0
2
. (105)
The conclusion of this analysis is that, for small values of t, the integrand is
|F0(ω, t; θ)− F (ω, t; θ|2 = e−ω2v(t)
∣∣∣ iσ4ω3X0t2
4
+O(t3)
∣∣∣2
≈ σ
8ω6X20 t
4
16
e−ω
2σ2X0t .
(106)
Thus the root mean square error for small values of t satisfies[
RMSE(t)
]2 ≈ 1
2pi
∫
∞
−∞
σ8ω6X20 t
4
16
e−ω
2σ2X0t dω
The change of variable ω = y(2σ2X0t)
1/2, applied to the previous result, leads to the final result
RMSE(t) ≈ t
1/4
16
(225σ2
piX30
)1/4
. (107)
G.2 Bivariate Analysis
A similar result to that of (39) applies for bivariate distributions. If F0(ωy, ωh, t) and F (ωy, ωh, t)
are the respective Fourier transforms of f0(y, h, t) and f(y, h, t), where the conditioning of each
density on the initial datum (Y,H) = (Y0,H0) has again been suppressed for representational
convenience, then the bivariate equivalent of identity (39) is
MSE =
∫∫
R2
(f − f0)2 dy dh = 1
(2pi)2
∫∫
R2
∣∣F (ωy, ωh, t)− F0(ωy, ωh, t)∣∣2 dωy dωh , (108)
where
F0(ωy, ωh, t) =
∫∫
R2
f0(y, h, t) e
−i(ωyy+ωhh) dy dh ,
F (ωy, ωh, t) =
∫∫
R2
f(y, h, t) e−i(ωyy+ωhh) dy dh .
(109)
Consider now Heston’s stochastic volatility model in equation (16) where β = −1/2 (equivalent
to λ = 0) and η = 1/2 and starting from the initial state Y = Y0 = log S0 and H = H0. The
model is again affine and so the components of the true conditional mean vector, [mY ,mH ], and
the components [vY Y , vY H , vHH ] of the true conditional covariance matrix satisfy the ordinary
differential equations
dmY
dt
= r + βmH ,
dmH
dt
= κ(γ −mH) ,
dvY Y
dt
= mH + 2βvY H ,
dvY H
dt
= βvHH − κvY H + ρσmH , dvHH
dt
= −2κvHH + σ2mH ,
(110)
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with initial conditions[
mY (0; θ)
mH(0; θ)
]
=
[
Y0
H0
]
,
[
vY Y (0; θ) vY H(0; θ)
vY H(0; θ) vHH(0; θ)
]
=
[
0 0
0 0
]
. (111)
Therefore the characteristic function of the misspecified multivariate Gaussian density is
F (ω, t) = exp
[
− iωYmY − iωHmH − 1
2
(
ω2Y vY Y + 2ωY ωHvY H + ω
2
HvHH
)]
(112)
in which all dependencies on t and θ have been suppressed for notational simplicity. Furthermore,
define
α = κ+ iσρωY , η =
(
κ2 + σ2ω2Y (1− ρ2) + 2iσ(ρκ + σβ)ωY
)1/2
,
then standard characteristic methods of partial differential equations may be used to show that the
characteristic function of Heston’s stochastic volatility model is
F0(ωY , ωH , t) =
( η
η cosh(ηt/2) + (α+ iσ2ωH) sinh(ηt/2)
)2κγ/σ2
× exp
[
− iωY (Y0 + rt) + κγαt
σ2
−H0 (ω
2
Y + 2iβωY − iαωH) tanh(ηt/2) + iωHη
η + (α+ iσ2ωH) tanh(ηt/2)
]
.
(113)
In this application of Parseval’s theorem, the root mean square error satisfies[
RMSE(t)
]2
=
1
4pi2
∫∫
R2
|F0(ωY , ωH , t; θ)− F (ωY , ωH , t; θ|2 dωY dωH , (114)
and therefore the challenge is now to implement an asymptotic analysis of this double integral for
small values of t.
The starting point of the two-dimensional analysis is to note that
|F0(ωY , ωH , t; θ)− F (ωY , ωH , t; θ|2 = e−(ω2Y vY Y +2ωY ωHvY H+ω2HvHH )×∣∣∣( η
η cosh(ηt/2) + (α+ iσ2ωH) sinh(ηt/2)
)2κγ/σ2
× exp
[
− iωY (Y0 + rt)
+iωYmY (t) + iωHmH(t) +
1
2
(
ω2Y vY Y (t) + 2ωY ωHvY H(t) + ω
2
HvHH(t)
)
+
κγαt
σ2
−H0 (ω
2
Y + 2iβωY − iαωH) tanh(ηt/2) + iωHη
η + (α+ iσ2ωH) tanh(ηt/2)
]
− 1
∣∣∣2 .
(115)
In this problem it is convenient to introduce the auxiliary function
ψ(ωY , ωH , t; θ) =
( η
η cosh(ηt/2) + (α+ iσ2ωH) sinh(ηt/2)
)2κγ/σ2
× exp
[
− iωY (Y0 + rt)
+iωYmY (t) + iωHmH(t) +
1
2
(
ω2Y vY Y (t) + 2ωY ωHvY H(t) + ω
2
HvHH(t)
)
+
κγαt
σ2
−H0 (ω
2
Y + 2iβωY − iαωH) tanh(ηt/2) + iωHη
η + (α+ iσ2ωH) tanh(ηt/2)
]
.
(116)
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The aim of subsequent calculation is to construct the Maclaurin series of ψ(ωY , ωH , t; θ) in the
variable t. The first observation is that ψ(ωY , ωH , 0; θ) = 1, as expected. Thereafter derivatives of
ψ(ωY , ωH , t; θ) are computed using logarithmic differentiation taking as starting point the repre-
sentation of definition (116) in the form
logψ = −2κγ
σ2
log
(
cosh(ηt/2) +
(α+ iσ2ωH)
η
sinh(ηt/2)
)
+ iωY
(
mY (t)− Y0 − rt
)
+ iωH
(
mH(t)−H0) + 1
2
(
ω2Y vY Y (t) + 2ωY ωHvY H(t) + ω
2
HvHH(t)
)
+
κγαt
σ2
+ H0
sinh(ηt/2)
(
2iαωH − σ2ω2H − ω2Y − 2iβωY )
η cosh(ηt/2) + (α+ iσ2ωH) sinh(ηt/2)
.
(117)
Partial differentiation with respect to t holding ωY and ωH constant yields, after some simplifying
algebra, the expression
1
ψ
∂ψ
∂t
= κγ
(2iαωH − σ2ω2H − ω2Y − 2iβωY ) sinh(ηt/2)
η cosh(ηt/2) + (α+ iσ2ωH) sinh(ηt/2)
+βω2Y vY H(t) + βωY ωHvHH(t)− κωY ωHvY H(t)− κω2HvHH(t)
+
1
2
(
ω2Y + 2ρσωY ωH + σ
2ω2H + 2iβωY − 2iκωH
)
(mH(t)−H0)
+H0
[
iαωH − σ
2ω2H
2
− ω
2
Y
2
− iβωY
][ η2(
η cosh(ηt/2) + (α+ iσ2ωH) sinh(ηt/2)
)2 − 1] .
(118)
It is clear from this representation and the initial conditions that ∂ψ(ωY , ωH , 0; θ)/∂t = 0, and
therefore the analysis must now proceed to the calculation of the second partial derivative of ψ
with respect to t holding ωY and ωH constant. A further differentiation gives
1
ψ
∂2ψ
∂t2
− 1
ψ2
(∂ψ
∂t
)2
=
κγ
2
η2(2iαωH − σ2ω2H − ω2Y − 2iβωY )(
η cosh(ηt/2) + (α+ iσ2ωH) sinh(ηt/2)
)2
+ βω2Y
dvY H
dt
+ βωY ωH
dvHH
dt
− κωY ωH dvY H
dt
− κω2H
dvHH
dt
+
1
2
(
ω2Y + 2ρσωY ωH + σ
2ω2H + 2iβωY − 2iκωH
)dmH
dt
− H0
[
iαωH − σ
2ω2H
2
− ω
2
Y
2
− iβωY
]η3(η sinh ηt/2 + (α+ iσ2ωH) cosh(ηt/2))(
η cosh(ηt/2) + (α+ iσ2ωH) sinh(ηt/2)
)3 ,
(119)
from which it follows that
∂2ψ(ωy, ωH , 0; θ)
∂t2
=
iσH0
2
[
ρω3Y + σω
2
Y ωH(2ρ
2 + 1) + 3ρσ2ω2HωY + σ
3ω3H
]
. (120)
According to Parseval’s theorem,[
RMSE(t)
]2 ≈ σ2H20
64pi2
∫∫
R2
(
ρω3Y + σω
2
Y ωH(2ρ
2 + 1) + 3ρσ2ω2HωY + σ
3ω3H
)2
×t4e−H0(ω2Y +2ρσωY ωH+σ2ω2H)t dωY dωH .
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Under the change of variables ωY = u/
√
H0t and ωH = y/
√
H0t the previous result becomes
[
RMSE(t)
]2 ≈ σ2
64H20pi
2
∫∫
R2
(
ρx3 + σx2y(2ρ2 + 1) + 3ρσ2xy2 + σ3y3
)2
×e−(x2+2ρσxy+σ2y2) dx dy ,
(121)
and therefore the root mean square error in Heston’s model of stochastic volatility clearly takes a
constant value independent of t for small values of t.
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