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Abst rac t - -A  compact finite difference procedure isdeveloped for the numerical solution of second- 
order two point boundary value problems with mixed boundary conditions. The procedure isapplied 
to a series of linear and nonlinear problems on both uniform and nonuniform grids. In all cases the 
global estimates of the rate of convergence t nd to four. In the last part of the paper, the procedure 
is extended to a nonlinear partial differential equation, Burger's equation. 
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1. INTRODUCTION 
In this paper, we consider the numerical solution, by compact methods on variable grids, of the 
following two point boundary value problem: 
L¢=AS+BF+C¢=R,  0<x>l  (1.1a) 
with the linear boundary conditions 
ale(0)  + 9LF(0) = ~L, 
C~R¢(1) + ~RF(1) = 7R, 
(1.1b) 
where ¢ = ¢(x) and F and S denote the first and second derivatives, respectively, of ¢ with 
respect o x; A, B, C, and R are given functions, with A nonvanishing on [0, 1], and aL, 13L, VL, 
C~R, PR and 7R are given constants. 
The method we describe below is a new member of a class of finite difference approximations 
known as compact finite difference methods. These methods, which at one time or another 
have been called "Mehrstellenverfahren," "Pad@," or "Hermitian" methods, trace their origin to 
the work of Cowell, Crommelin, Stormer, and Numerov (see [1] for references). In recent years 
compact methods have generated renewed interest and a variety of specialized techniques have 
been developed and applied to fluid flow problems. What  characterizes all such methods is the 
following desire: to seek higher order approximations to the boundary value problem (1.1) while 
at the same time localizing the finite difference approximation to as few grid points as possible. 
More precisely, we shall define a compact method for a boundary value problem consisting of 
an M th order differential equation in the variable ¢ as any finite difference scheme in ¢ and 
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possibly its derivatives involving no more than M ÷ 1 grid points. We shall further characterize 
a compact method as implicit if the approximation requires the derivatives of the unknown 
variable ¢; otherwise it is called explicit. 
We shall give an example of a compact explicit method, but first we introduce the following 
terminology which shall be used throughout the paper unless it is otherwise indicated. Let 
Mk = {0 = P0 <P1 <P2 < "'" <PN-1  <PN = 1} 
represent the N ÷ 1 grid (mesh) points which make up a variable grid where N is the number of 
subintervals, hi is the subinterval spacing with hi = Pi - Pi-1 (i = 1 to N), and h = 1/N. We 
wish to consider compact discretizations of (1.1) over an interval where X-l, x0 and xl represent 
any three consecutive points of Mk, and 8L and 8R are defined with respect o X-l, x0 and Xl, 
and h by 8L = (xo -x -1 ) /h  and 8R = (Xl -xo) /h .  We also use the subscript notation F0 and ¢-1 
to denote the terms F(xo) and ¢(x-1), while ¢(P)(a) denotes the pth derivative of ¢ at x = a. 
Finally we define 3 and ~ by c~ = 8LOR and 3 = O~(8L + 0R)- 
As an example of a compact explicit method (for variable grid) for the boundary value prob- 
lem (1.1) consider the replacement of L¢(x0) = R(xo) by the compact relation 
Lh¢ (X0) = R (x0) + E0, (1.2) 
where Lh¢(xo) is the finite difference approximation to L¢(x0) obtained by replacing F(xo) 
and S(xo) by the easily verified expressions 
and 
1 2 1 
F0 = ~ { -eR¢- i -  (82 -82)¢0  + 82~1} - ¢(3~(~), (1.3a) 
where 
a = eR (e2 + e,;e~ - e~) ,  
b = (eL + eR) (0~, + 3eLeR + e2), 
c = eL ( -82 + eLeR + 82), 
d = 8R, e ~- - (8 L ÷ 8R) , f ~- 8L, 
with truncation error given by 
h a 
E = 3--~SLSR (8~ -- 82) (282 + 58LSR ÷ 282) ¢(5)((), 
1 
2 {SR(~_ 1 _ (8 L ÷ 8R ) ¢0 ÷ 8L(~l} -- ~ (SR -- 8L) ¢(3)(7]) • (1.3b) So = 3--~ 
Since (1.3b) is formally O(h) on nonuniform grids, it is evident hat the truncation error E0 in 
equation (1.2) given by 
h 
E0 = g(0R - 8L)(~ (3) (7]), if A ¢ 1, (1.4) 
is not second order unless the grid Mk is nearly uniform. However, a good deal of numerical 
experience with the compact scheme (1.2) reveals that the rates of convergence for ¢ are second 
order, and in fact Manteuffel and White [2] have shown that (1.2) does indeed yield second-order 
accurate solutions for ¢ even with the lower order truncation error. In the case that A = 1, 
B = C = 0 in (1.1a), i.e., 
s = R, (1.5) 
with F(0) and F(1) set to 0 in (1.1b) one can use the Numerov/Stormer relation [3] 
12 
aS_l  + bSo + cS1 - -~ (d¢-1 + e¢0 + 1¢1) = 0 + E, 
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to define a compact explicit method for (1.5) with a local truncation error (on variable grids) of 
order 3. Again one can ask the following question: does the resulting compact method for (1.5) 
exhibit third or fourth order accurate solutions for ¢? Kreiss et al. [4] have shown that if 
¢(5)(x) -- 1 and the mesh spacing is three-periodic, i.e., h, rh, sh, h, rh, sh . . .  where 0 < r, 
s < 1, then the truncation error is not O(h4). Similar problems may possibly occur with the 
compact methods of Rubin and Khosla [5]. 
Thus, the purpose of this paper is to present a new compact implicit method for the two 
point boundary value problem (1.1a) with attendant boundary conditions (lAb), which is at 
least, formally, of order 4, on variable grids. We shall refer to this method as the CI4 (Compact 
Implicit 4) method. Some of the features of the CI4 method are: 
(a) the method results in a 2×2 block tridiagonal matrix system from which ¢ and F may be 
obtained in approximately 36N operations (assuming all the matrix coefficients have been 
calculated); 
(b) the method is easily implemented; 
(c) the method is capable of extension to two-dimensional time dependent environments; and 
(d) using standard linearization techniques, the method may be easily applied to nonlinear 
differential equations of the second degree with nonlinear boundary conditions in ¢ and F. 
In the next section, we outline the derivation of the compact method for uniform grids with 
A = B = C = R = 1; the general case for nonuniform grid is treated in the Appendix. Validation 
of the method is discussed in Section 3. Applications of the method to linear and nonlinear 
ordinary differential equations follow in Sections 4 and 5, respectively, while in Section 6 we 
apply the method to a nonlinear partial differential equation. 
2. DERIVAT ION OF THE COMPACT METHOD 
In order to illustrate the derivation of the method, we shall now consider on a uniform grid 
the simple equation 
¢" + ¢' + ¢ = 1, (2.1a) 
with the boundary conditions 
¢(0) + ¢'(0) = 1 ¢(1) + ¢'(1) = 1. (2.1b) 
The extension to nonuniform grids and variable coefficients are outlined in the Appendix. 
The basic idea is to approximate (2.1a) by two difference quations of fourth order using only 
the three grid points given by Xo, xl = x0 + h and x-1 = x0 - h. 
We shall first derive a relationship between the values of F and ¢ at the grid points. Since 
F = ¢~, it is clear that 
f 
x+h 
¢1 = ¢-1 + F(t) dt. 
dx-h  
Approximating this integral by Simpson's rule and rearranging we get 
3 h4¢(5)(¢). (2.2) F-1 + 4F0 +/ '1  + ~ (¢-1 - ¢1) = 30-  
Thus, to fourth order we have 
h¢-I  - -  3¢1 h + F-1 q- 4F0 + F1 = 0. (2.3) 
This is the first difference quation. 
In order to obtain the second equation, we start by evaluating (2.1a) at the midpoint. Thus, 
So + Fo + ¢o = 1, (2.4) 
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so we now require an expression for So. If we express ¢1 and ¢-1 in Taylor expansions about the 
point 0, we get 
" t  
¢1 + ¢-1 = 2¢0 + h s0 +  h4¢ (4) (x0) + 
where we have replaced ¢"(x) with So. In order to remove the h4¢(4)(x6) term, we carry out the 
same procedure for F and get 
F1 - F-1--  2h•o -{- 1h3¢(4) + 1-0 h5¢(6) (¢ ). 
We can now remove the ¢(4)(x) term from these two equations and after rearranging we get 
So = ~2 (¢-1- 2¢0 + ¢1)- 2~ (F1- F-l)+ ~-0h4¢(6)(,). (2.5) 
We now substitute the expression for So into (2.4) and rearrange. Thus, we get to fourth order 
_2¢ 1 h2 - 4¢0 A¢ I  - -  2-~F1 = 1. h2 - + h2 +h2 +~hF- I+F0 (2.6) 
We have now replaced the differential equation (2.1a) by the two difference quations (2.3) 
and (2.6). 
Let us now consider the boundary condition at x = 0 and denote the points x -- 0, h, 2h by 
0, 1, 2. The first difference quation we get from the boundary condition is thus 
¢0 -t- F0 = 1. (2.7) 
In order to get the second equation, we start with the differential equation at the points 0 and 1 
s0 +F0 +¢0 = 1, 
$1 +F1 +¢1 = 1, 
and as before we must remove the So term. If we expand ¢ and F about x = 0, we get 
120 720 ' 
¢2 = ¢o + 2hFo + 2h2So +. . .  , 
F1 = Fo + hSo +. . .  , 
F2 = Fo ÷ 2hSo--t-... 
Finally we have from (2.3) that 
3 3 
:¢0  - =¢2 +F0 +aF ,  +F2 = 0. 
h h 
Thus, we now have six equations for the six unknowns So, ¢(3)(0), ¢(4)(0), ¢(5)(0), and ¢(6)(¢), 
which can be solved for So, so that we get a fourth-order approximation for So in terms of 
F0, ¢o, F1, and ¢1. This is then substituted in (2.7) and we have obtained a second difference 
equation valid at x = 0. 
In a similar manner, we can derive two difference quations for ¢ and F at x -- 1. Thus, we 
have now derived a fourth order compact method for a simple linear two-point boundary value 
problem on a uniform grid. 
The derivation for the general variable coefficient problem on a nonuniform grid is discussed 
in the Appendix. 
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3. COMPARISON AND VALIDATION 
In this section, we shall compare our method to several existing methods in two different 
ways. First, we shall carry out a Fourier analysis of the differencing errors for the first and 
second derivatives appearing in the standard second- and fourth-order difference methods and 
our compact method CI4 for uniform grids. The procedure is standard in the literature discussing 
finite difference methods and the results are similar to those obtained by Lele [6]. Second, we 
compare our method with the elementary finite difference method of formally fourth order that 
we obtain by using standard Taylor series expansion. For a uniform grid, the required difference 
formulae can be found in [7, p. 914]. However, since we are mainly interested in nonuniform 
grids, we obtained the required formulae by solving sets of four and five equations using Maple. 
This had the added advantage that we could produce the necessary Fortran statements directly 
in a file which could then be incorporated into the computer code. We will refer to this method 
as the Dif4 method. We applied these two methods to a test problem for which an exact solution 
is known; the large number of different nonuniform grids were used. 
We will assume that f (x )  is periodic on the interval 0 < x < L. Using the notation of Lele [6] 
we then write 
f(x)= E hexp-  
k=-N/2 
We now define a scaled wavenumber w = 2rkh /L  = 2~k/N  and a scaled coordinate s = x /h  
where h = L /N .  The exact derivative of f (x )  with respect to s is a function with Fourier 
coefficients 
fl = iwfk. 
We can now assess the differencing error of a scheme for the first derivative by comparing the 
Fourier coefficients of the derivative from the differencing scheme ( f~)fd with the exact coeffi- 
cient f~. It can be shown that for a central scheme 
Thus, exact differencing ives us 
W ! ~ W~. 
while the standard second- and fourth-order schemes give 
w ~ = sinw, 
wp 1 (8 sin w - sin 2w), 
respectively. Our compact method gives 
6 sin w 
W ! 
4 + 2 cosw" 
The corresponding expressions for the second derivative are 
W t/ ~__ W 2, 
w" = 2(I - cos w),  
1 
w" = ~(cos2w - 16cosw + 15), 
w" = -w sin w - 4(cos w - 1). 
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We have p lot ted these expressions in F igure 1 for the first derivative and in F igure 2 for the 
second derivative. For both we see that  the second-order difference formula is the least accurate 
and that  the compact  scheme CI4 is the most accurate. 
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As a test problem we used the following linear two-point boundary value problem: 
yH --  2 yl+ ( 2 
x+l  (x+l )  2 
2y(O) -Fy ' (O)  ----1, 
\ 
1) y = -4x(1 + x)e =, 
y(1) + 2y'(1) - 4e, 
which has the analytic solution 
y ---- X ( i  - X 2) e =. 
We shall assume that the truncation error of the two methods can be written in the form 
E(h) = Ire - CTIIoo = ChP, (3.1) 
where C and p are constants independent of h as h ~ 0; p is known as the rate of convergence; 
and ~T is the analytic solution. There are basically two different procedures for determining the 
rate of convergence p. If we have two different grids with grid sizes hi and h2, respectively, p is 
easily determined (provided an analytic solution CT is available) from 
in (E (hi)/E (he)) 
P -- in (hi/h2) (3.2) 
A similar procedure is carried out as well for F. A different approach consists of taking the log 
of equation (3.1) so that we have 
ln(E) = lnC +p lnh .  (3.3) 
We now calculate E for a large number of different grids and fit a straight line to this data. The 
slope of this line is then p. We used the second approach for the comparison of the two methods. 
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In order to compare the accuracy, we calculated solutions using both methods for nonuniform 
grids with between 10 and 410 points distributed randomly. We then estimated the rate of 
convergence by using equation (3.3) with h replaced by the maximum value of h, hma×, for each 
grid. For the CI4 method we found that p has a value of 4.66 while for the Dif4 method p 
is 3.75. Since in the CI4 method we also solve for the first derivative, we can estimate the rate of 
convergence for this quantity and we found that it was 4.28. In Figures 3 and 4 we have plotted 
the data and the straight line approximation for Dif4 and CI4. 
We have carried similar calculations for other linear boundary value problems and we are 
convinced that the conclusions tated above for the given test problem are, in general, correct. 
In the remaining part of the paper we shall discuss the application of the CI4 method to a 
variety of linear and nonlinear boundary value problems for ordinary differential equations and 
for one nonlinear partial differential equation, Burger's equation. 
4. APPL ICAT IONS I: L INEAR PROBLEMS 
We now illustrate the CI4 method on a variety of one-dimensional second-order boundary value 
problems. Both uniform and nonuniform grids are considered. In the case of a nonuniform grid, a 
two-sided invertible stretching function ¢(x) is first introduced. The function is determined solely 
from the values of ~ = re(x), at x = 0 and x = 1 and from criteria described by Vinokur [8]. 
Once a stretching function is determined, it is not altered during the subsequent calculations. 
Grid sizes are determined from h = 1 IN  where N is the number of subdivisions of the interval. 
As well for comparison purposes, we give the values Pmin and Pmax which are the minimum and 
maximum values of 
1 
(x (¢~) - x (¢~-1) ) ,  i = 1 to N .  (4.1) 
PROBLEM 1. Over the interval (~, ~) we have 
sin(x)S - cos(x)F - sin3(x)~ = sin3(x)cos(x), 
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with the boundary conditions 
The analytic solution is 
1 
@ =-~,  @ =0.  
@T(X) = V~ sinh(c°s(x)) COS(X). 
s inh(1/V~) 
PROBLEM 2. On [0, 1] we consider 
cosh(x)S - (sinh(x) + 3 cosh2(x)) F + 2 cosh3(x)@ = e-sinh(x)cosh3(x)(6 sinh(x) - 5),  
with boundary  conditions 
@(0) + F(0) = -1 ,  
The analytic solution is 
cosh(1)¢(1) - F(1)  = e si"h(i). 
(~T(X) =Ce sinh(x) + C2 e2sinh(x) + sinh(x)e-s inh(x) 
I (2a  + I 
Ci - 1 - a . acosh(1) 
1C C2 =-1 -  ~ i, and 
a = esinh(1). 
+ ~2 (sinh(1) - 1))  , 
where 
In both Problems 1 and 2, uniform grids were chosen. We see from Figure 5 that  the rates of 
convergence for both @ and F approach 4 as h --* 0 even in the case of Problem 2 whose boundary  
conditions are not simple. We note that  while the rates of convergence for the first derivative F 
are monotone (this has almost always been the case), the same is not always true for @. 
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On the interval [1,2] we solve (on uniform grids) 
xSS + 4xTF + • = x -3, 
with boundary conditions 
cos (1 )  (I)(1) + sin (1 )  F(1) = cos (1 )  , 
where the analytic solution is 
(1 )  (1 )  1 
OT(X) : C1 cos  ~x 3 -{- C 2 sin ~ + - -  
x 3 , 
where 
C1 = 3sin (1 )  , C2 = 3cos (1 )  • 
PROBLEM 4. Here we consider Problem 3 but on a fixed nonuniform grid generated from a two 
sided stretch for which near x -- 0 the grid points are pulled apart while at x = 1 they are slightly 
compressed; see [8]. There is no specific reason for using this particular grid; it is used purely to 
illustrate the capabilities of the method. 
We have calculated solutions for a different number of grid points for both problems, and while 
the error residuals are smaller in the uniform grid case than in the variable grid case, in both 
cases the rates of convergence for both (I) and F are nearly four. 
PROBLEM 5. Here we consider the singular perturbation test problem given by Berger et al. [9]: 
+ b(x)F = f(x,  
where 
b(x) = (x + 1) 3, 
f (x ,  e) -- (x 12e+ 1)------5 exp [_~l_~e ((x + 1)4 .1 ) ]1  + ~ exp ( _2)  [e _ 2(x + 1)3] , 1  
and the boundary conditions are 
¢(0) = 2, 
The analytic solution is 
O(1) = exp + ~ exp 15 
1 ] 
~T(X) = b-~exp -~ee ( (x+l )  4 -1 )  +exp - . 
We choose e = 10 -3. At x = 0, ~T(X) develops a boundary layer of width O(e) in which 
FT(O) ~ - -1 .0035 • 104. A nonuniform grid was generated and it was found that monotone grids 
gave best results. 
The results show that the rates of convergence approach four. The solution with h = 1/16 
exhibited a small oscillation near x = 1, which was eliminated when a grid of 24 subdivisions was 
chosen. We note that on a grid of 32 subdivisions, the largest error in the first derivative, which 
occurred at x = 0, was only 1 part in 5000. 
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We now summarize the results for the linear problem. First, the global estimates of the rates 
of convergence indicate that the computed values for @ and its first derivatives F approach the 
analytical values at rates of order h 4. Extensive numerical experiments indicate that this is the 
case regardless of the grid used, provided the analytical solution is sufficiently well behaved. Sec- 
ond, the CI4 method is easily implemented and is capable of dealing with a variety of boundary 
conditions with equal ease. The results of Examples 1 to 3 and other numerical experiments 
suggest hat in the case of Dirichlet boundary conditions at both ends of the interval of interest, 
better than expected rates of convergence for @ often occur on coarse grids. Finally, as Exam- 
ple 5 indicates, the CI4 method appears to be a useful computational tool for the investigation 
of problems possessing solutions with sharp boundary layers, especially if coupled with a grid 
selection-algorithm. A uniform grid calculation, based on a standard second-order central differ- 
ence method, would experience oscillations throughout the interval [0, 1], when the cell Reynolds 
number Rec -- (h/e) max(x + 1) 3 = 8h/e is less than 2. For the choice of parameter c = 10 -3 
this implies that a uniform grid with h ~ 2.5 - 10 -4 must be used. However, employing the CI4 
method with an appropriately chosen grid, very satisfactory results are obtained with only 32 
subdivisions of [0, 1]. 
5. APPL ICAT IONS II" NONL INEAR PROBLEMS 
PROBLEM 6. Here we consider, on the interval [0, 1], the one-dimensional Liouville equation [10]: 
~-  e ~, 
with boundary conditions 
The analytic solution is 
where 
@(0) = @(1) = 0. 
@T(X) = - ln 2 + 21n (C sec ( C (x - 0.5)) ) , 
C = v~cos(0.25C), C ~ 1.3360556949. 
A simple iteration was employed on the inhomogeneous term with an initial guess of 
@(x) = 1-~z(x - 1). 
The criteria for stopping was 11@ n+l - (I)nlloc < 10-2h 4. Figure 6 shows that the rates of conver- 
gence approach four. 
6. APPL ICAT IONS I Ih BURGER'S  EQUATION 
In our final problem we consider the time dependent nonlinear Burger's equation (see [11-13]), 
given by 
(Ih = eS - OF -= L@, (6.1) 
subject to an initial sinusoidal disturbance over the interval [0, 1] 
@(x, 0) = sin0rx), (6.2) 
with boundary conditions 
@(0, t) ---- @(1, t) = 0. (6.3) 
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The parameter c is chosen as 10 -4. The solution of this initial boundary value problem develops 
a very sharp boundary layer of width O(e) at x = 1 at about t -- 0.5. There, the maximum value 
of F(x ,  t)  is approximately 5 .10  -4. 
Introducing a time step k = At and a nonuniform grid 
MN = (0  = xo  < Xl  < "'" < XN-1  < XN = 1}, 
with h = 1 /N ,  where N is the number of subdivisions, the spatial discretization of (6.1) at t = nk  
and at xi, where x i  is any point of MN (with i ~t 0, N), is given by 
n n a n ffpn n n n n b n F n biF~n n+b n F n 
= ai~?i ai+l~?i+l i-I i-i i+l i+l 
= r n ~n _u rn~n _~ r n (~n 
i--1 t i -1  " i ti ~ i+ l  t i+l '  
where the coefficients ai ,  bi, and r i ,  etc., are determined from the position of x i  in (0, 1). For 
the time differencing, we use a Lees three level scheme (see [14,15]); we could just as well have 
used a Crank-Nicolson procedure with a Newton linearization of the resulting nonlinear algebraic 
equations. The nonlinear terms are considered at t = nk ,  and the spatial derivatives are evaluated 
over three consecutive time steps, i.e., 
(1  ) r -n 
=Tk-  t i - l+2k  t 
where 6t(I )n ¢n+i n-i = - ~i . Upon rearrangement we have 
r n ¢~n+1 _n,x~n+l r n ~n 2k  n n+l  _ r  n ~n n n _n ~n 4k3L~]Atey ~ -1/2,  
i--1 i--1 q- " i  "~i -]- i+ l  i+ l  --  -~Lhf f21  - -  i -1  i -1  "~- r i  ¢ i  + ' r i+ l  i+ l  q- n 
. (1/2)(¢? + whereI~tw i -~ 
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A second set of algebraic equations is provided by the Simpson relation, equation (A.1), at 
interior points, while the boundary conditions (I)(0) = 0 and (I)(1) = 0 complete the system. The 
scheme is stable and has a truncation error of O(k2+ h4). The time step was taken to be k = 4h 2. 
A nonuniform monotone grid x = x(~) was used. To calculate (I) and F at the first time level 
t = k an explicit Euler method was used 
~1 = ~0 _ k (e~2 + F o) ~0 + O (kS),  
= F o + (¢ )2  _ _ (Fo)2)  + o (k2)  
The convergence of this scheme for a uniform grid has been studied by Pettigrew and Ras- 
mussen [16] who proved the following result. If, for fixed ¢, the initial boundary value prob- 
lem (6.1) to (6.3) is replaced by the three level Lee compact approximation, as outlined above, 
07¢ is bounded and the initial data is sufii- then assuming that over the computational region ~Fr
ciently smooth, there exist constants cl and c2, independent of h and k but possibly dependent 
on e, such that for n > 2 
II Cn  - unlloo <c lk  2 + c2 h4, 
11¢2 - vnl l~ < Clk 2 + c2 h4, 
where u n, v ~ are the exact solutions of the discrete compact problem. 
The evolution of the sinusoidal disturbance is presented in Figure 7 for N = 160. Mitchell and 
Griffiths [17] calculated a solution with 18 uniformly spaced subintervals and their solution at 
t = 1.0 agrees very well with ours up to x = 0.95. They do not have enough points to obtain 
an accurate solution for 0.95 < x < 1.0. The maximum of the disturbance, which initially is 
at x = 0.5, very slowly advances in the downstream direction. Then at about t = 0.45, the 
acceleration becomes increasingly large and the maximum comes to a halt within 1.6.10 -4 of 
x = 1. At this time the acceleration has decreased sharply to zero, with ~max ~'~ .9995. The 
maximum remains very near this location with a slightly negative acceleration developing, and 
the steep front slowly subsides with q~ becoming ~ 0.7354 at x = 0.998717 at t = 1.0. 
1,0 t -  ~ z 
.8 
,6 
.4 
.2 
0 ,2  .4 .6 .8 1.0 
Figure 7. The solutions for Burger's equation with 160 grid points. 
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Using O16o, i.e., the N = 160 solution, as accurate, we calculate rates of convergence at t = 1 
and find that p -- 3.71 for ¢ and p -- 5.21 for F. 
7. D ISCUSSION 
In this paper, we have developed a new method, referred to as CI4, of compact ype for the 
solution of second-order boundary value problems with mixed boundary conditions. Numerical 
experiments with the CI4 method have been presented, in Sections 3-5, for both linear and 
nonlinear problems and on both uniform and nonuniform grids. In all cases, the global estimates 
of the rate of convergence yield a limit of four. In Section 6 we have successfully extended the 
method to a time dependent nonlinear partial differential equation. The ease of implementation 
of the CI4 method, its ability to treat a variety of boundary conditions, and its flexibility in the 
choice of the grid, suggest hat it could be an important ool for the investigation of problems 
containing sharp boundary layers. Finally, we should like to state that the CI4 method is capable 
of extension in several directions. First, compact formulm analogous to those presented in the 
Appendix have been derived which possess truncation errors of O(h 6) regardless of the choice of 
the grid. Consequently, a compact method in • and F of O(h 6) on variable grids is possible for 
equation (1.1). The slight difficulties which present hemselves at the boundaries are overcome 
with a deferred correction or the use of noncompact approximations. Second, the CI4 method is 
extendable to two-dimensional problems. Moving boundary value problems governed by general 
time independent elliptic partial differential equations have been successfully treated both on 
uniform and variable grids [18]. 
APPENDIX  
We shall now outline the derivation of the general compact scheme for a variable grid for a 
general inear second-order boundary value problem. The procedure discussed in Section 2 for a 
uniform grid does not generalize to variable grids. Several different procedures are possible and 
we used a function theoretic approach based Hermite interpolation; see [19]. From this we can 
derive a compact relation which for uniform grids reduce to (2.3), the Simpson relation. If we let 
x - l ,  x0, and Xl be three adjacent points of the grid Mk with x0 an interior point of the interval 
[0, 1], it can be shown to have the form 
2 3 e~F_~ + (eL + eR) 2 Fo + e~F~ + ~-~ (eR (2eL + oR) ¢_~ 
Z2h4 
+ (eL + OR) 3 (eL -- OR) 00 -- 0 3 (eL -k 2OR) O1) = ~ (~). (A.1) o(s) 
This will be referred to as the Simpson relation and relates F and 0. This is the first difference 
equation. The second equation is obtained by evaluating the differential equation (1.1a) at x0. 
Thus, we have 
AoSo + BoFo + Co0o = Ro. (A.2) 
As before, we now require an expression for So and this we obtain from a generalized form of the 
expression for So given by (2.5) for uniform grids. Thus, we have 
2 (e 4 (5eL + 3oR) 0-1 - (eL + oR) 3 (3e~ - 4oLoR + 3e~) 00 So -- (OL q- OR) f~2h2 
o~ (3OL + 5OR) O1) (A.3) + 
a2h4 
_ 2 ( _OaF_ I+2(OL_ORI (OL+ORI2Fo+OaF I )+_~_O(6) (¢ ) "  (OL + OR) ~h 
We can now substitute this expression into equation (A.2) and we will have a second difference 
equation which together with equation (A.1) can be solved for F0 and 00. 
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These two difference quations can be written in the form 
a-1~-1 + aoOo + a1~1 + b- iF-1 -t- boFo -4- blF1 = O, 
a*_l(I)-i + a~o + a~O1 n t- b*lF-1 + b~Fo + b~F1 = Ro. 
(A.4) 
(A.5) 
The coefficients for the first equation are easily obtained from equation (A. 1), and the coefficients 
from the second equation are given by 
a_l---- 
ao z 
al z 
bo= 
bl ---- 
02 (30R + 50L) Ao, 
2 02 (OL + OR) 3 h 2 
Co - 2 (3o2 - 40LOR + 302) A0, 
2 ~2 ~2 
L,-,R,~ 
02 (3OL + 5OR) 
. . . .  ~ -,~0, 
02(OL+On)  h 2 
2 02R h AO, 
OL (OL + OR) 2 
.O R - -  OL A 
Bo + 4 ~-~-~ .~o, 
O2L 2 Ao. 
--20R(OL + OR) h 
Equations (A.4) and (A.5) are used to approximate equation (1.1a) at each of the N-1  interior 
points of Mk. 
We also require expressions for S_ 1 and S1 in order to approximate the boundary conditions 
S-1 - 
S1 -  
2(_  0 1 
I ~2h2 2 (1002~_j.0OLOR_~_302) (I)_1.~_ ~R  (30R -- 20L)(OL-I-(~R) 4(I)0 
14  } 
~-~RR OL (20L + 5OR) O1 
2 ( 1 O3~ 
Zh 2oR (2eL + eR) F-1 + ~ (eL + oR) 3 F0 + ~-~R~I) 
1 2 + 3---~OL (OL + OR) 2 h4(I)(6)(¢), 
2 ( 1 4 1 
~2h2 -~LOR (5OL ~- 2OR) (I)-i + ~LL (30L -- 2OR) (OL + OR) 4 (I)0 
-e~ (3e~ + ~oe~e~ +lOe~)~1) 
2 / 'O~L , 1 ) 
+ ~ \gZ~_,  + ~ (e~ + oR) ~ Fo + 2e~ (e~ + 2e~) F~ 
1 2 + ~-~-dOR (OL + OR) 2 h4(I)(6)(~). 
(A.6) 
Here a -- eLOR and ~ = OLOR(OL + OR). 
Approximations to the boundary conditions can now be obtained in a manner similar to that 
discussed in Section 2. 
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