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1. Introduction
In this article we construct a Sobolev space theory of the second-order parabolic systems:
ukt (t, x) = aijkr(t, x)urxi x j (t, x) + bikr(t, x)urxi (t, x) + ckr(t, x)ur(t, x) + f k(t, x), t > 0, x ∈O, (1.1)
and the elliptic systems:
aijkr(x)u
r
xi x j (x) + bikr(x)urxi (x) + ckr(x)ur(x) + f k(x) = 0, x ∈O, (1.2)
where O is a C1 domain in Rd , i, j = 1,2, . . . ,d and k, r = 1,2, . . . ,d1; we use summation notation on repeated indices
i, j and r, and d1 indicates the number of equations in the system. We look for solutions with zero boundary condition in
Sobolev spaces with weights, where the weights are given by the powers of the distance to the boundary. In these spaces
the derivatives of our solutions are allowed to blow up near the boundary.
The theory for the systems of the above types in Sobolev spaces without weights has been extensively and successfully
studied by many authors. We only refer to the recent developments [1,7–9], where the systems with VMO coeﬃcients are
studied.
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Consider the simple stochastic partial differential equation
ut(t, x) = ∂xxu(t, x) + W˙t, t > 0, x ∈ (0,∞), (1.3)
where W˙t is the derivative of Brownian motion Wt . The integral form of (1.3) is
u(t, x) = u(0, x) +
t∫
0
uxx(s, x)ds + Wt .
If we impose the zero boundary condition u(t,0) = 0 (t > 0) and zero initial condition, then we have
Wt = −
t∫
0
uxx(s,0)ds,
meaning that the second derivative uxx near the boundary cannot be bounded since Brownian motion Wt is of unbounded
variation with probability one. Hence, to develop a theory of stochastic partial differential systems we ﬁrst need to construct
a deterministic version, which is the main goal of this article.
In the framework of Hölder spaces such consideration of weights leads to investigate so-called interior (or intermediate)
Schauder estimates which originated in [3]; the reader is referred to [3,5,6] for elliptic case and [4,20] for parabolic case.
On the other hand various Sobolev spaces with weights and their applications to partial differential equations have been
investigated since long ago; the literature is very rich and some can be found in [2].
The main source of our interest in the systems (1.1) and (1.2) comes from [12,15,17,21], where weighted Sobolev space
theory is constructed for single equations. In this article we extend the results for single equations in [12,15,17,21] to the
case of the systems. As in the single equations we prove the uniqueness and existence results under minimal regularity
conditions on the coeﬃcients; the diffusion coeﬃcients aijkr are allowed to oscillate near the boundary to a great extent and
bikr, ckr are allowed to be unbounded and blow up near the boundary. For instance, if d = d1 = 1 and O = (0,∞), then we
allow a := a1111 to behave near x = 0 like 2+ cos | ln x|α for any α ∈ (0,1) (see Remark 3.7). In this case the spacial frequency
of a(t, x) increases to inﬁnity as x converges to the boundary.
However, unlike the results for single equations, we were able to obtain only Wn2 -estimates instead of W
n
p-estimates due
to many technical diﬃculties. For instance, the proofs of Lemma 4.3 and Lemma 4.4 below do not work for p > 2.
The organization of the article is as follows. Section 2 handles the Cauchy problem. In Section 3 we present our main
results, Theorem 3.10 and Theorem 3.11. In Section 4 we develop some auxiliary results. Theorem 3.10 and Theorem 3.11
are proved in Section 5 and Section 6, respectively.
As usual Rd stands for the Euclidean space of points x = (x1, . . . , xd), Br(x) = {y ∈ Rd: |x − y| < r}, Br = Br(0), Rd+ =
{x ∈Rd: x1 > 0}. For i = 1, . . . ,d, multi-indices α = (α1, . . . ,αd), αi ∈ {0,1,2, . . .}, and functions u(x) we set
uxi =
∂u
∂xi
= Diu, Dαu = Dα11 · · · · · Dαdd u, |α| = α1 + · · · + αd.
If we write c = c(· · ·), this means that the constant c depends only on the variables in parenthesis.
2. The system onRd
First we introduce some solvability results of linear systems deﬁned on Rd . These results will be used later for systems
deﬁned on the half space and bounded C1 domains.
Let C∞0 = C∞0 (Rd;Rd1 ) denote the set of all Rd1 -valued inﬁnitely differentiable functions with compact support in Rd .
By D we denote the space of Rd-valued distributions on C∞0 ; precisely, for u ∈D and φ ∈ C∞0 we deﬁne (u, φ) ∈ Rd with
components (u, φ)k = (uk, φk), k = 1, . . . ,d1. Each uk is a usual R-valued distribution deﬁned on C∞(Rd;R).
We deﬁne Lp = Lp(Rd;Rd1 ) as the space of all Rd1 -valued functions u = (u1, . . . ,ud1 ) satisfying
‖u‖pLp :=
d1∑
k=1
∥∥uk∥∥pLp < ∞.
Let p ∈ [2,∞) and γ ∈ (−∞,∞). We deﬁne the space of Bessel potential Hγp = Hγp (Rd;Rd1 ) as the space of all distributions
u such that (1− )γ /2u ∈ Lp where we deﬁne each component by(
(1− )γ /2u)k = (1− )γ /2uk
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‖u‖Hγp :=
∥∥(1− )γ /2u∥∥Lp .
Then, Hγp is a Banach space with the given norm and C
∞
0 is dense in H
γ
p . Note that H
γ
p are usual Sobolev spaces for γ =
0,1,2, . . . . It is well known that the ﬁrst order differentiation operators, ∂i : Hγp (Rd;R) → Hγ−1p (Rd;R) given by u → uxi
(i = 1,2, . . . ,d), are bounded. On the other hand, for u ∈ Hγp (Rd;R), if supp(u) ⊂ (a,b) × Rd−1 with −∞ < a < b < ∞,
we have
‖u‖Hγp (Rd;R)  c(d,a,b)‖ux1‖Hγ−1p (Rd;R) (2.1)
(see, for instance, Remark 1.13 in [15]).
For a ﬁxed time T , we deﬁne
H
γ
p (T ) := Lp
(
(0, T ], Hγp
)
, Lp(T ) :=H0p(T )
with the norm given by
‖u‖p
H
γ
p (T )
=
T∫
0
∥∥u(t)∥∥p
H
γ
p
dt.
Finally, we set Uγp = Hγ−2/pp .
Deﬁnition 2.1. For a D-valued function u ∈Hγ+2p (T ), we write u ∈Hγ+2p (T ) if u ∈Hγ+2p (T ), u(0, ·) ∈ Uγ+2p and there exists
f ∈Hγp (T ) such that, for any φ ∈ C∞0 , the equality
(
u(t, ·),φ)= (u(0, ·),φ)+ t∫
0
(
f (s, ·),φ)ds (2.2)
holds for all t  T . In this case, we say that ut = f in the sense of distributions.
The norm in Hγ+2p (T ) is deﬁned by
‖u‖Hγ+2p (T ) = ‖u‖Hγ+2p (T ) + ‖ut‖Hγp (T ) +
∥∥u(0)∥∥
U
γ+2
p
.
For any d1 × d1 matrix C = (ckr) we let
|C | :=
√∑
k,r
(ckr)2.
Set Aij = (aijkr). Throughout the article we assume the following.
Assumption 2.2. There exist constants δ, K j, L > 0 so that
(i)
δ|ξ |2  ξ∗i Ai jξ j (2.3)
holds for any t, x, where ξ is any (real) d1 × d matrix, ξi is the ith column of ξ , and again the summations on i, j are
understood.
(ii) ∣∣A1 j∣∣ K j, j = 1,2, . . . ,d. (2.4)
Before we study system (1.1), we consider the following system of equations with constant coeﬃcients:
ukt = aijkrurxi x j + f k, uk(0) = uk0, (2.5)
where i, j = 1,2, . . . ,d and k, r = 1,2, . . . ,d1; recall that we are using summation notation on i, j, r.
The following L2-theory (even Lp-theory) is not new and can be found, for instance, in [19]. However we give a short
and independent proof for the sake of completeness.
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Hγ+22 (T ), and for this solution
‖uxx‖Hγ2 (T )  c‖ f ‖Hγ2 (T ) + c‖u0‖Uγ+22 , (2.6)
‖u‖
H
γ+2
2 (T )
 cecT
(‖ f ‖
H
γ
2 (T )
+ ‖u0‖Uγ+22
)
, (2.7)
where c = c(d,d1, γ , δ, K j).
Proof. By Theorem 5.1 in [14], for each k, the equation
ukt = δuk + f k, uk(0) = uk0
has a solution uk ∈Hγ+22 (T ). For λ ∈ [0,1] deﬁne Aijλ := (1− λ)Aij + δi jλδ I . Then∣∣Aijλ ∣∣ ∣∣Aij∣∣, δ|ξ |2 ∑
i, j
ξ∗Aijλ ξ j
with any d1 × d-matrix ξ . Thus having the method of continuity in mind, we only prove that (2.6) and (2.7) hold given that
a solution u already exists.
Step 1. Assume γ = 0. Applying the chain rule d|uk|2 = 2uk duk for each k,
∣∣uk(t)∣∣2 = ∣∣uk0∣∣2 +
t∫
0
2uk
(
aijkru
r
xi x j + f k
)
ds, t > 0. (2.8)
By integrating with respect to x and using integrating by parts,∫
Rd
∣∣u(t)∣∣2 dx+ 2 t∫
0
∫
Rd
∑
i, j
(uxi )
∗Aijux j dxds =
∫
Rd
|u0|2 dx+
t∫
0
∫
Rd
2u∗ f dxds. (2.9)
Hence, it follows that∫
Rd
∣∣u(t)∣∣2 dx+ 2δ t∫
0
∫
Rd
|ux|2 dxds
∫
Rd
|u0|2 dx+
t∫
0
∫
Rd
|u|2 dxds +
t∫
0
∫
Rd
| f |2 dxds. (2.10)
Similarly, for v = uxn with any n = 1,2, . . . ,d, we get (see (2.9))∫
Rd
∣∣v(t)∣∣2 dx+ 2δ t∫
0
∫
Rd
|vx|2 dxds
∫
Rd
∣∣(u0)xn ∣∣2 dx+ t∫
0
∫
Rd
−2v∗xn f dxds ‖u0‖2U22 + ε‖uxx‖
2
L2(t)
+ c‖ f ‖2
L2(t)
.
(2.11)
Choosing small ε and considering all n, we have (2.6). Now, (2.11), (2.10) and Gronwall’s inequality easily lead to (2.7).
Step 2. Let γ = 0. The results of this case easily follow from the fact that (1−)μ/2 : Hγp → Hγ−μp is an isometry for any
γ ,μ ∈R when p ∈ (1,∞); indeed, u ∈Hγ+22 (T ) is a solution of (2.5) if and only if v := (1− )γ /2u ∈H22(T ) is a solution
of (2.5) with (1− )γ /2 f , (1− )γ /2u0 in place of f ,u0 respectively. Moreover, for instance,
‖u‖
H
γ+2
2 (T )
= ‖v‖
H
2
2(T )
 cecT
(∥∥(1− )γ /2 f ∥∥
L2(T )
+ ∥∥(1− )γ /2u0∥∥U22 )= cecT (‖ f ‖Hγ2 (T ) + ‖u0‖Uγ+22 ).
The theorem is proved. 
Theorem 2.3 is extended to systems with variable coeﬃcients in the following.
Fix μ > 0. For γ ∈R deﬁne |γ |+ = |γ | if |γ | = 0,1,2, . . . and |γ |+ = |γ | + μ otherwise. Also deﬁne
B |γ |+ =
⎧⎨⎩
B(R), γ = 0,
C |γ |−1,1(R), |γ | = 1,2, . . . ,
C |γ |+μ(R), otherwise,
where B is the space of bounded functions, and C |γ |−1,1 and C |γ |+μ are the usual Hölder spaces.
Consider the system with variable coeﬃcients:
ukt = aijkrurxi x j + bikrurxi + ckrur + f k, uk(0) = uk0. (2.12)
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for any t > 0, i, j,k, r,∣∣aijkr(t, x) − aijkr(t, y)∣∣< ε, if |x− y| < δ.
Also, assume for any t > 0, i, j,k, r,∣∣aijkr(t, ·)∣∣|γ |+ + ∣∣bikr(ω, t, ·)∣∣|γ |+ + ∣∣ckr(ω, t, ·)∣∣|γ |+ < L.
Then for any f ∈Hγ2 (T ) and u0 ∈ Uγ+22 , system (2.12) has a unique solution u ∈Hγ+22 (T ), and for this solution we have
‖u‖
H
γ+2
2 (T )
 cecT
(‖ f ‖
H
γ
2 (T )
+ ‖u0‖Uγ+22
)
,
where c = c(d,d1, γ , δ, K i, L).
Proof. This is an easy extension of Theorem 2.3 and can be proved by repeating the proof of Theorem 5.1 in [14], where
the theorem is proved when d1 = 1. We leave the details to the reader. 
3. The system onO ⊂Rd
Assumption 3.1. The domain O is of class C1u . In other words, for any x0 ∈ ∂O, there exist constants r0, K0 ∈ (0,∞) and a
one-to-one continuously differentiable mapping Ψ of Br0(x0) onto a domain J ⊂Rd such that
(i) J+ := Ψ (Br0(x0) ∩O) ⊂Rd+ and Ψ (x0) = 0;
(ii) Ψ (Br0(x0) ∩ ∂O) = J ∩ {y ∈Rd: y1 = 0};
(iii) ‖Ψ ‖C1(Br0 (x0))  K0 and |Ψ −1(y1) − Ψ −1(y2)| K0|y1 − y2| for any yi ∈ J ;
(iv) Ψx is uniformly continuous in for Br0 (x0).
To proceed further we introduce some well-known results from [5] and [12] (also, see [18] for details).
Lemma 3.2. Let the domainO be of class C1u . Then
(i) there is a bounded real-valued function ψ deﬁned in O¯ such that the functions ψ(x) and ρ(x) := dist(x, ∂O) are comparable in
the part of a neighborhood of ∂O lying in O. In other words, if ρ(x) is suﬃciently small, say ρ(x) 1, then N−1ρ(x) ψ(x)
Nρ(x) with some constant N independent of x,
(ii) for any multi-index α,
sup
O
ψ |α|(x)
∣∣Dαψx(x)∣∣< ∞. (3.1)
To describe the assumptions of f we use the Banach spaces introduced in [12] and [21]. Let ζ ∈ C∞0 (R+) be a function
satisfying
∞∑
n=−∞
ζ
(
en+x
)
> c > 0, ∀x ∈R, (3.2)
where c is a constant. Note that any nonnegative function ζ , ζ > 0 on [1, e], satisﬁes (3.2). For x ∈O and n ∈ Z= {0,±1, . . .}
deﬁne
ζn(x) = ζ
(
enψ(x)
)
.
Then we have
∑
n ζn  c in O and
ζn ∈ C∞0 (O),
∣∣Dmζn(x)∣∣ N(m)emn.
For θ,γ ∈R, let Hγp,θ (O) be the set of all distributions u = (u1,u2, . . . ,ud1 ) on O such that
‖u‖p
H
γ
p,θ (O)
:=
∑
enθ
∥∥ζ−n(en·)u(en·)∥∥pHγp < ∞. (3.3)n∈Z
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and ψ . Moreover if γ = n is a nonnegative integer then
‖u‖p
H
γ
p,θ (O)
∼
n∑
k=0
∑
|α|=k
∫
O
∣∣ψkDαu(x)∣∣pψθ−d(x)dx. (3.4)
Denote ρ(x, y) = ρ(x) ∧ ρ(y) and ψ(x, y) = ψ(x) ∧ ψ(y). For n ∈ Z, μ ∈ (0,1] and k = 0,1,2, . . . , deﬁne
|u|C = sup
O
∣∣u(x)∣∣, [u]Cμ = sup
x=y
|u(x) − u(y)|
|x− y|μ ,
[u](n)k = [u](n)k,O = sup
x∈O|β|=k
ψk+n(x)
∣∣Dβu(x)∣∣, (3.5)
[u](n)k+μ = [u](n)k+μ,O = sup
x,y∈O
|β|=k
ψk+μ+n(x, y) |D
βu(x) − Dβu(y)|
|x− y|μ , (3.6)
|u|(n)k = |u|(n)k,O =
k∑
j=0
[u](n)j,O, |u|(n)k+μ = |u|(n)k+μ,O = |u|(n)k,O + [u](n)k+μ,O.
In case O =R+ , we also deﬁne the norm |u|(n)∗k = |u|(n)∗k,R+ by using ρ(x)(= x1) and ρ(x)∧ρ(y) in place of ψ(x) and ψ(x, y)
respectively in (3.5) and (3.6).
Below we collect some other properties of spaces Hγp,θ (O).
Lemma 3.3. (See [15].) Let d − 1 < θ < d − 1+ p.
(i) Assume that γ − d/p =m + ν for some m = 0,1, . . . and ν ∈ (0,1]. Then for any u ∈ Hγp,θ (O) and i ∈ {0,1, . . . ,m}, we have∣∣ψ i+θ/pDiu∣∣C + [ψm+ν+θ/pDmu]Cν  c‖u‖Hγp,θ (O).
(ii) Let α ∈R, then ψαHγp,θ+αp(O) = Hγp,θ (O),
‖u‖Hγp,θ (O)  c
∥∥ψ−αu∥∥Hγp,θ+αp(O)  c‖u‖Hγp,θ (O).
(iii) There is a constant c = c(d, p, γ , θ) so that
‖af ‖Hγp,θ (O)  c|a|
(0)
|γ |+ | f |Hγp,θ (O).
(iv) ψD, Dψ : Hγp,θ (O) → Hγ−1p,θ (O) are bounded linear operators, and
‖u‖Hγp,θ (O)  c‖u‖Hγ−1p,θ (O) + c‖ψDu‖Hγ−1p,θ (O)  c‖u‖Hγp,θ (O),
‖u‖Hγp,θ (O)  c‖u‖Hγ−1p,θ (O) + c‖Dψu‖Hγ−1p,θ (O)  c‖u‖Hγp,θ (O).
Denote
H
γ
p,θ (O, T ) = Lp
([0, T ], Hγp,θ (O)), Lp,θ (O, T ) =H0p,θ (O, T ),
Uγp,θ (O) = ψ1−2/pHγ−2/pp,θ (O).
Deﬁnition 3.4. We write u ∈ Hγ+2p,θ (O, T ) if u = (u1, . . . ,ud1 ) ∈ ψHγ+2p,θ (O, T ), u(0, ·) ∈ Uγ+2p,θ (O) and for some f ∈
ψ−1Hγp,θ (O, T ), it holds that ut = f in the sense of distributions. The norm in Hγ+2p,θ (O, T ) is introduced by
‖u‖
H
γ+2
p,θ (O,T )
= ∥∥ψ−1u∥∥
H
γ+2
p,θ (O,T )
+ ‖ψut‖Hγp,θ (O,T ) +
∥∥u(0, ·)∥∥
U
γ+2
p,θ (O)
.
The following result is due to N.V. Krylov (see [13] and [10]).
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sup
tT
∥∥u(t)∥∥
H
γ+1
p,θ (O)
 c‖u‖
H
γ+2
p,θ (O,T )
.
In particular, for any t  T ,
‖u‖p
H
γ+1
p,θ (O,t)
 c
t∫
0
‖u‖p
H
γ+2
p,θ (O,s)
ds.
Assumption 3.6.
(i) The functions aijkr(t, ·) are point-wise continuous in O, that is, for any ε > 0, x ∈O there exists δ = δ(ε, x) so that∣∣aijkr(t, x) − aijkr(t, y)∣∣< ε
whenever y ∈O and |x− y| < δ.
(ii) There is control on the behavior of aijkr , b
i
kr and ckr near ∂O, namely,
lim
ρ(x)→0
x∈O
sup
y∈O
|x−y|ρ(x,y)
sup
t
∣∣aijkr(t, x) − aijkr(t, y)∣∣= 0, (3.7)
lim
ρ(x)→0
x∈O
sup
t
[
ρ(x)
∣∣bikr(t, x)∣∣+ ρ2(x)∣∣ckr(t, x)∣∣]= 0. (3.8)
(iii) For any t > 0,∣∣aijkr(t, ·)∣∣(0)|γ |+ + ∣∣bikr(t, ·)∣∣(1)|γ |+ + ∣∣ckr(t, ·)∣∣(2)|γ |+  L.
Remark 3.7. It is easy to see that (3.7) is much weaker than a uniform continuity condition. For instance, if δ ∈ (0,1),
d = d1 = 1, and O = R+ , then the function a(x) equal to 2 + sin(| ln x|δ) for 0 < x  1/2 satisﬁes (3.7). Indeed, if x, y > 0
and |x− y| x∧ y, then∣∣a(x) − a(y)∣∣= |x− y|∣∣a′(ξ)∣∣,
where ξ lies between x and y. In addition, |x− y| x∧ y  ξ  2(x∧ y), and ξ |a′(ξ)| | ln[2(x∧ y)]|δ−1 → 0 as x∧ y → 0.
Also observe that (3.8) allows the coeﬃcients bikr and ckr to blow up near the boundary at a certain rate.
Now, for each i, j, we deﬁne the symmetric part (Sij) and the diagonal part (Sijd ) of A
ij as follows:
Sij = (si jkr) := (Aij + (Aij)∗)/2, Sijd = (si jd,kr) := (δkrai jkr)= (δkr si jkr).
Also deﬁne
Hij := Aij − (Aij)∗, Sijo = Sij − Sijd .
Assume there exist constants α, α¯,β1, . . . , βd ∈ [0,∞) so that∣∣H1 j∣∣ β j ∀ j = 1,2, . . . ,d, ∣∣S11o ∣∣ α, (3.9)
ξ∗i S
i j
o ξ j  α¯|ξ |2, (3.10)
for any (real) d1 × d matrix ξ . Here ξi is the ith column of ξ , and again the summations on i, j are understood. Denote
K :=
√∑
j
(
K j
)2
, β =
√∑
j
(
β j
)2
.
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θ ∈
(
d − δ
2K − δ , d +
δ
2K + δ
)
; (3.11)
θ ∈ (d − 1,d], 2δ(d + 1− θ)2 − 2(d + 1− θ)(d − θ)β − 4(d − θ)(d + 1− θ)K 1 > 0; (3.12)
θ ∈ (d − 1,d], (δ − α¯) − (d − θ)
(d + 1− θ) (2δ − β − 2α) > 0; (3.13)
θ ∈ [d,d + 1), 8(d + 1− θ)δ2 − (θ − d)β2 > 0. (3.14)
Remark 3.9. (i) If A1 j are symmetric, i.e., β = 0, then (3.12) combined with (3.14) is θ ∈ (d − δ
2K 1−δ ,d + 1) which is weaker
than (3.11).
(ii) If Aij are diagonal matrices, that is if α = β i = 0, then (3.12) combined with (3.14) is θ ∈ (d − 1,d + 1). This is the
case when the system is not correlated.
(iii) We also mention that if θ /∈ (d − 1,d + 1) then Theorem 3.10 is false even for the heat equation ut = u + f
(see [15]).
Here are the main results of this article. The proofs of the theorems will be given in Section 5 and Section 6 after we
develop some auxiliary results on Rd+ in Section 4.
Theorem 3.10. Let γ  0 and O be bounded. Also let Assumptions 2.2, 3.1, 3.6 and 3.8 hold. Then for any f ∈ ψ−1Hγ2,θ (O, T ),
u0 ∈ Uγ+22,θ (O), system (2.12) admits a unique solution u ∈Hγ+22,θ (O, T ), and for this solution∥∥ψ−1u∥∥
H
γ+2
2,θ (O,T )
 cecT
(‖ψ f ‖
H
γ
2,θ (O,T ) + ‖u0‖Uγ+22,θ (O)
)
, (3.15)
where c = c(d, δ, θ, K , L).
Theorem 3.11. Let γ  0 andO be bounded. Assume aijkr,bikr, ckr are independent of t and λk are suﬃciently large constants (actually,
any constants bigger than c from (3.15)). Under the assumptions of Theorem 3.10, for any f ∈ ψ−1Hγ2,θ (O) there is a unique u ∈
ψHγ+22,θ (O) such that inO,
ai jkru
r
xi x j + bikrurxi + ckrur − λkuk + f k = 0. (3.16)
Furthermore,∥∥ψ−1u∥∥
H
γ+2
2,θ (O)
 N‖ψ f ‖Hγ2,θ (O), (3.17)
where the constant N is independent of f .
Remark 3.12. Actually Theorem 3.10 and Theorem 3.11 hold even for γ < 0. Using results for the case γ  0, repeat the
arguments in the proof of Theorem 2.10 in [12], where the theorems are proved when d1 = 1. We leave the details to
the reader. Also by inspecting the proofs carefully one can check that the above two theorems hold true even if O is not
bounded.
4. Auxiliary results: some results onRd+
In this section we develop some results for the systems deﬁned on Rd+ . Here we use the Banach spaces H
γ
p,θ , H
γ
p,θ (T )
and Hγp,θ (T ) deﬁned on R
d+ . They are deﬁned on the basis of (3.3) by formally taking ψ(x) = x1, so that ζ−n(enx) = ζ(x) and
‖u‖p
H
γ
p,θ
:=
∑
n∈Z
enθ
∥∥u(en·)ζ(·)∥∥p
H
γ
p
< ∞.
Observe that the spaces Hγp,θ (R
d+) and H
γ
p,θ are different since ψ is bounded. Actually for any nonnegative function ξ =
ξ(x1) ∈ C∞0 (R1) so that ξ = 1 near x1 = 0 we have
‖u‖Hγp,θ (Rd+) ∼
(‖ξu‖Hγp,θ + ∥∥(1− ξ)u∥∥Hγp ). (4.1)
Also, it is known (see [15]) that for any η ∈ C∞(Rd+),0
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n=−∞
enθ
∥∥u(en·)η∥∥p
H
γ
p
 c
∞∑
n=−∞
enθ
∥∥u(en·)ζ∥∥p
H
γ
p
, (4.2)
where c depends only on d,d1, γ , θ, p, η, ζ . Furthermore, if γ = n is a nonnegative integer then (see (3.4))
‖u‖p
H
γ
p,θ
∼
n∑
k=0
∑
|α|=k
∫
R
d+
∣∣ψkDαu(x)∣∣p(x1)θ−d(x)dx. (4.3)
Let Mα be the operator of multiplying (x1)α and M = M1.
Lemma 4.1. The assertions (i)–(iv) in Lemma 3.3 hold true if one formally replaces Hγp,θ (O) and ψ by Hγp,θ and M, respectively.
We need the following three lemmas to prove the main result of this section.
Lemma 4.2. Let ai jkr = aijkr(t), independent of x. Assume that f ∈ M−1Hγ2,θ (T ), u(0) ∈ Uγ+22,θ and u ∈ MHγ+12,θ (T ) is a solution of
system (2.5) on [0, T ] ×R+ . Then u ∈ MHγ+22,θ (T ) and∥∥M−1u∥∥
H
γ+2
2,θ (T )
 c
∥∥M−1u∥∥
H
γ+1
2,θ (T )
+ c‖Mf ‖
H
γ
2,θ (T )
+ c∥∥u(0)∥∥
U
γ+2
2,θ
, (4.4)
where c = c(d,d1, γ , θ, δ, K , L).
Proof. By Lemma 4.1 and (2.1),∥∥M−1u∥∥2
H
γ+2
2,θ (T )
 c
∑
n
en(θ−2)
∥∥u(t, enx)ζ(x)∥∥2
H
γ+2
2 (T )
= c
∑
n
enθ
∥∥u(e2nt, enx)ζ(x)∥∥2
H
γ+2
2 (e
−2nT )
 c
∑
n
enθ
∥∥(u(e2nt, enx)ζ(x))x1x1∥∥2Hγ2 (e−2nT ).
Denote
vn(t, x) = u
(
e2nt, enx
)
ζ(x), aijn,kr(t) = aijkr
(
e2nt
)
.
Then since vn has compact support in Rd+ , vn is in H
γ+1
2 (e
−2nT ) and satisﬁes(
vkn
)
t = aijn,kr
(
vrn
)
xi x j + f kn , vkn(0, x) = ζ(x)uk0
(
enx
)
,
where
f kn = −2enaijn,krurxi
(
e2nt, enx
)
ζx j (x) − aijn,krur
(
e2nt, enx
)
ζxi x j (x) + e2n f k
(
e2nt, enx
)
ζ(x).
By Theorem 2.3, vn is in H
γ+2
2 (e
−2nT ) and∥∥(vn)xx∥∥2Hγ2 (e−2nT )  c(d,d1, γ , δ, K , L)(‖ fn‖2Hγ2 (e−2nT ) + ∥∥ζ(x)u0(enx)∥∥2Uγ+22 ).
Thus by (4.2) and Lemma 4.1,∑
n
enθ
∥∥(u(e2nt, enx)ζ(x))xx∥∥2Hγ2 (e−2nT )  c∑
n
enθ
∥∥ux(t, en·)ζx∥∥2Hγ2 (T ) + c∑
n
en(θ−2)
∥∥u(t, en·)ζxx∥∥2Hγ2 (T )
+ c
∑
n
en(θ+2)
∥∥ f (t, en·)ζ∥∥2
H
γ
2 (T )
+ c
∑
n
enθ
∥∥u0(t, enx)ζ∥∥2Uγ+22
 c‖ux‖2
H
γ
2,θ (T )
+ c∥∥M−1u∥∥2
H
γ
2,θ (T )
+ c‖Mf ‖2
H
γ
2,θ (T )
+ c‖u0‖2
U
γ+2
2,θ
 c
∥∥M−1u∥∥2
H
γ+1
2,θ (T )
+ c‖Mf ‖2
H
γ
2,θ (T )
+ c‖u0‖2
U
γ+2
2,θ
.
The lemma is proved. 
It follows from the above lemma that if γ  0, then∥∥M−1u∥∥
H
γ+2
2,θ (T )
 c
∥∥M−1u∥∥
L2,θ (T )
+ c‖Mf ‖
H
γ
2,θ (T )
+ c‖u0‖Uγ+22,θ .
Thus to get an a priori estimate, we only need to estimate ‖M−1u‖L2,θ (T ) in terms of f and u0.
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θ ∈
(
d − δ
2K − δ , d +
δ
2K + δ
)
(4.5)
and u ∈ MH12,θ (T ) is a solution of (2.5) so that u ∈ C([0, T ],C20((1/N,N) × {x′: |x′| < N})) for some N > 0. Then we have∥∥M−1u∥∥2
L2,θ (T )
 c0
(‖Mf ‖2
L2,θ (T )
+ ‖u0‖2U12,θ
)
, (4.6)
where c0 = c0(d, δ, θ, K , L).
Proof. As in the proof of Theorem 2.3, applying the chain rule d|uk|2 = 2uk duk for each k, we have
∣∣uk(t)∣∣2 = ∣∣uk0∣∣2 +
t∫
0
2uk
(
aijkru
r
xi x j + f k
)
ds
where the summations on i, j, r are understood. Denote c = θ − d. For each k, we have
0
∫
R
d+
∣∣uk(T , x)∣∣2(x1)c dx = ∫
R
d+
∣∣uk(0, x)∣∣2(x1)c dx+ 2 T∫
0
∫
R
d+
aijkru
kurxi x j
(
x1
)c
dxds
+ 2
T∫
0
∫
R
d+
(
M−1uk
)(
Mf k
)(
x1
)c
dxds. (4.7)
Note that, by integration by parts, the second term in (4.7) is
T∫
0
∫
R
d+
[−2aijkrukxi urx j − 2c(a1 jkr urx j )(M−1uk)](x1)c dxds

T∫
0
∫
R
d+
−2aijkrukxi urx j
(
x1
)c
dxds + |c|(κ‖ux‖2L2,θ (T ) + K 2κ−1∥∥M−1u∥∥2L2,θ (T )), (4.8)
for each κ > 0, because for any vectors v,w ∈Rn and κ > 0,∣∣〈A1 j v,w〉∣∣ ∣∣A1 j v∣∣|w| K j|v||w| 1
2
(
κ |v|2 + κ−1(K j)2|w|2).
By summing up the terms in (4.7) over k and rearranging the terms, we get
2
T∫
0
∫
R
d+
u∗xi A
i jux j
(
x1
)c
dxds |c|(κ‖ux‖2L2,θ (T ) + K 2κ−1∥∥M−1u∥∥2L2,θ (T ))+ ε∥∥M−1u∥∥2L2,θ (T ) (4.9)
+ c(ε)‖Mf ‖2
L2,θ (T )
+ ∥∥u(0)∥∥2U12,θ , (4.10)
where κ,ε > 0 will be decided below. Assumption 2.2(i), inequality (4.10) and the inequality∥∥M−1u∥∥2L2,θ  4(d + 1− θ)2 ‖ux‖2L2,θ (4.11)
(see Corollary 6.2 in [15]) lead us to
2δ‖ux‖2L2,θ (T ) − |c|
(
κ + 4K
2
κ(d + 1− θ)2
)
‖ux‖2L2,θ (T )  cε‖ux‖2L2,θ (T ) + c(ε)‖Mf ‖2L2,θ (T ) +
∥∥u(0)∥∥2U12,θ .
Now it is enough to take κ = 2K/(d + 1− θ) and observe that (4.5) is equivalent to the condition
2δ − |c|
(
κ + 4K
κ(d + 1− θ)2
)
= 2δ − 4|c|K
d + 1− θ > 0.
Choosing a small ε = ε(d, δ, θ, K , L), the lemma is proved. 
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θ ∈ (d − 1,d], 2δ(d + 1− θ)2 − 2(d + 1− θ)(d − θ)β − 4(d − θ)(d + 1− θ)K 1 > 0 (4.12)
or
θ ∈ (d − 1,d], (δ − α¯) − (d − θ)
(d + 1− θ) (2δ − β − 2α) > 0; (4.13)
or
θ ∈ [d,d + 1), 8(d + 1− θ)δ2 − (θ − d)β2 > 0. (4.14)
Let u ∈ MH12,θ (T ) be a solution of (2.5) so that u ∈ C([0, T ],C20((1/N,N) × {x′: |x′| < N})) for some N > 0. Then the assertion of
Lemma 4.3 holds.
Proof. 1. Denote S1 j = (s1 jkr ) = 12 (A1 j + (A1 j)∗) as the symmetric part of A1 j . Then A1 j = S1 j + 12 H1 j , and for any ξ ∈ Rd1
we notice that ξ∗A1 jξ = ξ∗S1 jξ . Let c := θ − d. Note that, by integration by parts,∫
R
d+
u∗S11ux1
(
x1
)c−1
dx = −c − 1
2
∫
R
d+
u∗S11u
(
x1
)c−2
dx = −c − 1
2
∫
R
d+
u∗A11u
(
x1
)c−2
dx
and hence
−2c
∫
R
d+
u∗A11ux1
(
x1
)c−1
dx = −2c
∫
R
d+
u∗S11ux1
(
x1
)c−1
dx− c
∫
R
d+
u∗H11ux1
(
x1
)c−1
dx
= c(c − 1)
∫
R
d+
u∗A11u
(
x1
)c−2
dx− c
∫
R
d+
u∗H11ux1
(
x1
)c−1
dx.
Moreover, another usage of integration by parts gives us∫
R
d+
u∗S1 jux j
(
x1
)c−1
dx = −
∫
R
d+
u∗x j S
1 ju
(
x1
)c−1
dx = −
∫
R
d+
u∗
(
S1 j
)∗
ux j
(
x1
)c−1
dx
for j = 1, meaning that ∫
R
d+ u
∗S1 jux j (x1)c−1 dx = 0 and
−2c
∫
R
d+
u∗A1 jux j
(
x1
)c−1
dx = −c
∫
R
d+
u∗H1 jux j
(
x1
)c−1
dx.
We gather the above terms to get
−2c
∫
R
d+
(
a1 jkr u
r
x j
)
uk
(
x1
)c−1
dx = c(c − 1)
∫
R
d+
u∗A11u
(
x1
)c−2
dx− c
∫
R
d+
u∗H1 jux j
(
x1
)c−1
dx,
where the summation on j includes j = 1.
Now, as in the proof of Lemma 4.3, we have
2δ‖ux‖2L2,θ (T )  2
T∫
0
∫
R
d+
u∗xi A
i jux j
(
x1
)c
dxds

∫
R
d+
∣∣uk(0, x)∣∣2xc dx+ c(c − 1) T∫
0
∫
R
d+
a11kr
(
M−1uk
)(
M−1ur
)(
x1
)c
dxds
− c
T∫
0
∫
R
d
(
h1 jkr u
r
x j
)(
M−1uk
)(
x1
)c
dxds + 2
T∫
0
∫
R
d
(
M−1uk
)(
Mf k
)(
x1
)c
dxds. (4.15)+ +
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ε
∥∥M−1u∥∥2
L2,θ (T )
+ c(ε)‖Mf ‖2
L2,θ (T )
+ ∥∥u(0)∥∥2U12,θ .
2. If c(c − 1) 0, and hence θ ∈ (d − 1,d], then
c(c − 1)
T∫
0
∫
R
d+
a11kr
(
M−1uk
)(
M−1ur
)(
x1
)c
dxds c(c − 1)K 1∥∥M−1u∥∥2
L2,θ (T )
 4
(d + 1− θ)2 c(c − 1)K
1‖ux‖2L2,θ (T ).
Also, ∣∣∣∣∣−c
T∫
0
∫
R
d+
(
h1 jkr u
r
x j
)(
M−1uk
)(
x1
)c
dxds
∣∣∣∣∣
 1
2
|c|(κ‖ux‖2L2,θ (T ) + κ−1β2∥∥M−1u∥∥2L2,θ (T )) 12 |c|
(
κ + 4β
2
κ(d + 1− θ)2
)
‖ux‖2L2,θ (T )
for any κ > 0. To minimize this we take κ = 2β/(d + 1− θ). Then∣∣∣∣∣−c
T∫
0
∫
R
d+
(
h1 jkr u
r
x j
)(
M−1uk
)(
x1
)c
dxds
∣∣∣∣∣ 2β(d − θ)(d + 1− θ)‖ux‖2L2,θ (T ). (4.16)
Thus we deduce(
2δ − 2β(d − θ)
(d + 1− θ) −
4
(d + 1− θ)2 c(c − 1)K
1
)
‖ux‖2L2,θ (T )  cε‖ux‖2L2,θ (T ) + c(ε)‖Mf ‖2L2,θ (T ) +
∥∥u(0)∥∥2U12,θ .
This and (4.11) yield a priori (4.6), since (4.12) is equivalent to
2δ − 2β(d − θ)
(d + 1− θ) −
4
(d + 1− θ)2 c(c − 1)K
1 > 0.
3. Again assume c(c − 1) 0. By (4.15) and (4.16),
2
T∫
0
∫
R
d+
u∗xi
(
Sijd + Sij0
)
ux j
(
x1
)c
dxds
∫
R
d+
∣∣uk(0, x)∣∣2xc dx+ c(c − 1) T∫
0
∫
R
d+
(
s11d,kr + s11s,kr
)(
M−1uk
)(
M−1ur
)(
x1
)c
dxds
+ 2β(d − θ)
(d + 1− θ)‖ux‖
2
L2,θ (T )
+ ε∥∥M−1u∥∥2
L2,θ (T )
+ c‖Mf ‖2
L2,θ (T )
.
By Corollary 6.2 of [15], for each t ,
c(c − 1)
∫
s11d,kr
(
M−1uk
)(
M−1ur
)(
x1
)c
dx 4(d − θ)
(d + 1− θ)
∫
R
d+
u∗xi S
i j
d ux j
(
x1
)c
dx.
By assumptions,
2
∫
R
d+
u∗xi S
i j
o ux j
(
x1
)c
dx 2α¯
∫
R
d+
|ux|2
(
x1
)c
dx,
c(c − 1)
∫
R
d+
s110,kr
∣∣M−1uk∣∣∣∣M−1ur∣∣(x1)c dx αc(c − 1) ∫
R
d+
∣∣M−1u∣∣2(x1)c dx 4α(d − θ)
(d + 1− θ)
∫
R
d+
|ux|2
(
x1
)c
dx.
It follows that[
(δ − α¯) − (d − θ)
(d + 1− θ) (2δ − β − 2α)
]
‖ux‖2L2,θ (T )  ε‖ux‖2L2,θ (T ) + c‖Mf ‖2L2,θ (T ) + ‖u0‖2U12,θ .
This, (4.13) and (4.11) lead to the a priori estimate.
K.-H. Kim, K. Lee / J. Math. Anal. Appl. 391 (2012) 397–414 4094. If c(c − 1) 0, hence θ ∈ [d,d + 1), then
c(c − 1)
T∫
0
∫
R
d+
a11kr
(
M−1uk
)(
M−1ur
)(
x1
)c
dxds δc(c − 1)∥∥M−1u∥∥2
L2,θ (T )
;
for this we consider a d1 × d matrix consisting of M−1u as the ﬁrst column and zeros for the rest, and apply the assump-
tion (2.3). Next, as before, we have∣∣∣∣∣−c
T∫
0
∫
R
d+
(
h1 jkr u
r
x j
)(
M−1uk
)(
x1
)c
dxds
∣∣∣∣∣ 12c(κ‖ux‖2L2,θ (T ) + κ−1β2∥∥M−1u∥∥2L2,θ (T ))
and hence from (4.15) it follows that
2δ‖ux‖2L2,θ (T ) −
1
2
c
(
κ‖ux‖2L2,θ (T ) + κ−1β2
∥∥M−1u∥∥2
L2,θ (T )
)− δc(c − 1)∥∥M−1u∥∥2
L2,θ (T )
 ε‖ux‖2L2,θ (T ) + +c(ε)‖Mf ‖2L2,θ (T ) +
∥∥u(0)∥∥2U12,θ . (4.17)
As we take
κ = β
2
2δ(1− c) ,
the terms with ‖M−1u‖2
L2,θ (T )
in the left hand side of (4.17) are canceled. Now, (4.14) which is equivalent to 2δ− cβ24δ(1−c) > 0
gives us a priori estimate (4.6). The lemma is proved. 
Theorem 4.5. Let γ  0 and aijkr = aijkr(t). Assume that one of (4.5), (4.12), (4.13) and (4.14) holds. Then for any f ∈ M−1Hγ2,θ (T ) and
u0 ∈ Uγ+22,θ , system (2.5) admits a unique solution u ∈Hγ+22,θ (T ), and for this solution∥∥M−1u∥∥
H
γ+2
2,θ (T )
 c‖Mf ‖
H
γ
2,θ (T )
+ c‖u0‖Uγ+22,θ , (4.18)
where c = c(d, δ, θ, K , L).
Proof. 1. By Theorem 3.3 in [17], for each k, the equation
ukt = δuk + f k, uk(0) = uk0
has a solution uk ∈ Hγ+22,θ (T ). As in the proof of Theorem 2.3 we only need to show that estimate (4.18) holds given that a
solution already exists.
2. By Theorem 2.9 in [17], for any nonnegative integer n γ + 2, the set
Hn2,θ (T ) ∩
∞⋃
N=1
C
([0, T ],Cn0((1/N,N) × {x′: ∣∣x′∣∣< N}))
is everywhere dense in Hγ+2p,θ (T ) and we may assume that u is suﬃciently smooth in x and vanishes near the boundary.
Thus a priori estimate (4.18) follows from Lemmas 4.2, 4.3 and 4.4. The theorem is proved. 
Here is the main result of this section.
Theorem 4.6. Let γ  0 and Assumption 3.8 hold. Assume that for each t∣∣aijkr(t, ·)∣∣(0)∗γ+ + ∣∣bikr(t, ·)∣∣(1)∗γ+ + ∣∣ckr(t, ·)∣∣(2)∗γ+  L
and ∣∣aijkr(t, x) − aijkr(t, y)∣∣+ ∣∣Mbikr(t, x)∣∣+ ∣∣M2ckr(t, x)∣∣< κ
for all x, y ∈Rd+ with |x− y| x1 ∧ y1 . Then there exists κ0 = κ0(d, θ, δ, K , L) so that if κ  κ0 , then for any f ∈ M−1Hγ2,θ (T ), and
u0 ∈ Uγ+2 , system (2.12) admits a unique solution u ∈Hγ+2(T ), and furthermore2,θ 2,θ
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H
γ+2
2,θ (T )
 c‖Mf ‖
H
γ
2,θ (T )
+ c‖u0‖Uγ+22,θ (4.19)
where c = c(d,d1, δ, θ, K , L).
To prove Theorem 4.6 we use the following lemmas taken from [12].
Lemma 4.7. Let constants C, δ ∈ (0,∞), a function u ∈ Hγp,θ , and q be the smallest integer such that |γ | + 2 q.
(i) Let ηn ∈ C∞(Rd+), n = 1,2, . . . , satisfy∑
n
M |α|
∣∣Dαηn∣∣ C in Rd+ (4.20)
for any multi-index α such that 0 |α| q. Then∑
n
‖ηnu‖pHγp,θ  NC
p‖u‖p
H
γ
p,θ
,
where the constant N is independent of u, θ , and C .
(ii) If in addition to the condition in (i)∑
n
η2n  δ on Rd+, (4.21)
then
‖u‖p
H
γ
p,θ
 N
∑
n
‖ηnu‖pHγp,θ , (4.22)
where the constant N is independent of u and θ .
The reason the ﬁrst inequality in (4.23) below is written for η4n (not for η
2
n ) as in the above lemma is to have the
possibility to apply Lemma 4.7 to η2n . Also observe that obviously
∑
a2  (
∑ |a|)2.
Lemma 4.8. For each ε > 0 and q = 1,2, . . . there exist nonnegative functions ηn ∈ C∞0 (Rd+), n = 1,2, . . . , such that
(i) on Rd+ for each multi-index α with 1 |α| q we have∑
n
η4n  1,
∑
n
ηn  N(d),
∑
n
M |α|
∣∣Dαηn∣∣ ε; (4.23)
(ii) for any n and x, y ∈ suppηn we have |x− y| N(x1 ∧ y1), where N = N(d,q, ε) ∈ [1,∞).
Lemma 4.9. Let p ∈ (1,∞), γ , θ ∈ R. Then there exists a constant N = N(γ , |γ |+, p,d) such that if f ∈ Hγp,θ and a is a function
with ﬁnite norm |a|(0)∗|γ |+,Rd+ , then
‖af ‖Hγp,θ  N|a|
(0)∗
|γ |+,Rd+
‖ f ‖Hγp,θ . (4.24)
In addition,
(i) if γ = 0,1,2, . . . , then
‖af ‖Hγp,θ  N sup
R
d+
|a|‖ f ‖Hγp,θ + N0‖ f ‖Hγ−1p,θ sup
R
d+
sup
1|α|γ
∣∣M |α|Dαa∣∣, (4.25)
where N0 = 0 if γ = 0, and N0 = N0(γ ,d) > 0 otherwise.
(ii) if γ is not integer, then
‖af ‖Hγp,θ  N
(
sup
R
d+
|a|
)s(|a|(0)∗|γ |+)1−s‖ f ‖Hγp,θ , (4.26)
where s := 1− |γ ||γ |+ > 0.
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having the method of continuity in mind, we convince ourselves that to prove the theorem it suﬃces to show that there
exist κ0 such that the a priori estimate (4.19) holds given that the solution already exists and κ  κ0. We divide the proof
into two cases. This is because if γ is an integer we use (4.25), and otherwise we use (4.26).
Case 1: γ = 0 or γ is not an integer. Take the least integer q  |γ | + 4. Also take an ε ∈ (0,1) to be speciﬁed later and
take a sequence of functions ηn , n = 1,2, . . . , from Lemma 4.8 corresponding to ε,q. Then by Lemma 4.7, we have∥∥M−1u∥∥2
H
γ+2
2,θ (T )
 N
∞∑
n=1
∥∥M−1uη2n∥∥2Hγ+22,θ (T ). (4.27)
For any n let xn be a point in suppηn and a
ij
n,kr(t) = aijkr(t, xn). From (2.12), we easily have(
ukη2n
)
t = aijn,kr
(
urη2n
)
xi x j + M−1 f kn ,
where
f kn =
(
aijkr − aijn,kr
)
η2nMu
r
xix j − 2aijn,krM
(
η2n
)
xi u
r
x j − aijn,krM−1urM2
(
η2n
)
xi x j
+ η2nMbikrurxi + η2nM2ckrM−1ur + Mf kη2n .
By Theorem 4.5, for each n,∥∥M−1uη2n∥∥2Hγ+22,θ (T )  N‖ fn‖2Hγ2,θ (T ) (4.28)
and by (4.26),∥∥(aijkr − aijn,kr)η2nMuxix j∥∥Hγp,θ  N‖ηnMuxx‖Hγp,θ supt,x ∣∣(aijkr − aijn,kr)ηn∣∣s, (4.29)
where s = 1 if γ = 0, and s = 1− γγ+ > 0 otherwise.
By Lemma 4.8(ii), for each n and x, y ∈ suppηn we have |x − y|  N(ε)(x1 ∧ y1), where N(ε) = N(d,q, ε), and we can
easily ﬁnd not more than N(ε) + 2  3N(ε) points xi lying on the straight segment connecting x and y and including x
and y, such that |xi − xi+1| x1i ∧ x1i+1. It follows from our assumptions
sup
ω,t,x
∣∣(aijkr − aijn,kr)ηn∣∣ 3N(ε)κ.
We substitute this to (4.29) and get∥∥(aijkr − aijk,rn)η2nMurxix j∥∥Hγ2,θ (T )  NN(ε)κ s‖ηnMuxx‖Hγ2,θ (T ).
Similarly,∥∥η2nMbikrurxi∥∥Hγ2,θ (T ) + ∥∥η2nM2ckrM−1ur∥∥Hγ2,θ (T )  NN(ε)κ s(‖ηnux‖Hγ2,θ (T ) + ∥∥ηnM−1u∥∥Hγ2,θ (T )).
Coming back to (4.28) and (4.27) and using Lemma 4.7, we conclude∥∥M−1u∥∥2
H
γ+2
2,θ (T )
 NN(ε)κ2s
(‖Muxx‖2
H
γ
2,θ (T )
+ ‖ux‖2
H
γ
2,θ (T )
+ ∥∥M−1u∥∥2
H
γ
2,θ (T )
)
+ NC2(‖ux‖2
H
γ
2,θ (T )
+ ∥∥M−1u∥∥2
H
γ+1
2,θ
)+ N‖Mf ‖2
H
γ
2,θ
, (4.30)
where
C = sup
R
d+
sup
|α|q−2
∞∑
n=1
M |α|
(∣∣Dα(M(η2n)x)∣∣+ ∣∣Dα(M2(η2n)xx)∣∣).
By construction, we have C  Nε. Furthermore (see Lemma 4.1)
‖ux‖Hγ+12,θ  N
∥∥M−1u∥∥
H
γ+2
2,θ
, ‖Muxx‖Hγ2,θ  N
∥∥M−1u∥∥
H
γ+2
2,θ
. (4.31)
Hence (4.30) yields∥∥M−1u∥∥2
H
γ+2
2,θ (T )
 N1
(
N(ε)κ2s + ε2)∥∥M−1u∥∥2
H
γ+2
2,θ (T )
+ N(‖Mf ‖2
H
γ
2,θ (T )
)
.
Finally to get the a priori estimate, it’s enough to choose ﬁrst ε and then κ0, so that N1(N(ε)κ2s + ε2) 1/2 for κ  κ0.
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Now we use (4.25) to get∥∥(aijkr − aijk,rn)η2nMurxix j∥∥Hγ2,θ (T )  Nκ‖ηnMuxx‖Hγ2,θ (T ) + N‖ηnMuxx‖Hγ−12,θ (T ).
From this point by following the arguments in case 1, one easily gets∥∥M−1u∥∥
H
γ+2
2,θ (T )
 N1κ
∥∥M−1u∥∥
H
γ+2
2,θ (T )
+ N2
∥∥M−1u∥∥
H
γ+1
2,θ (T )
+ N‖Mf ‖
H
γ
2,θ (T )
. (4.32)
This and the embedding inequality∥∥M−1u∥∥
H
γ+1
2,θ
 1
2N2
∥∥M−1u∥∥
H
γ+2
2,θ
+ N(N2, γ )
∥∥M−1u∥∥H22,θ
yield ∥∥M−1u∥∥
H
γ+2
2,θ (T )
 2N1κ
∥∥M−1u∥∥
H
γ+2
2,θ (T )
+ N∥∥M−1u∥∥
H
2
2,θ (T )
+ N‖Mf ‖
H
γ
2,θ (T )
. (4.33)
Now take κ0 is from Case 1 for γ = 0, then it is enough to assume κ  κ0 ∧ 1/(4N1), because by the result of Case 1,∥∥M−1u∥∥
H
2
2,θ (T )
 N‖Mf ‖L2,θ (T ).
The theorem is proved. 
5. Proof of Theorem 3.10
By Theorem 2.10 in [12], for each k, f k ∈ ψ−1Hγ2,θ (O, T ) and uk0 ∈ Uγ+22,θ (O), the equation
ukt = uk + f k, uk(0) = uk0(0)
has a unique solution u ∈Hγ+22,θ (T ), and furthermore∥∥ψ−1uk∥∥
H
γ+2
2,θ (O,T )
 c
∥∥ψ f k∥∥
H
γ
2,θ (O,T )
+ c∥∥uk0∥∥Uγ+22,θ (O).
Thus to prove the theorem we only need to prove that (3.15) holds given that a solution u ∈Hγ+22,θ (O, T ) already exists. As
usual we assume u0 = 0. Let x0 ∈ ∂O and Ψ be a function from Assumption 3.1. In [12] it is shown that Ψ can be chosen
in such a way that for any nonnegative integer n
|Ψx|(0)n,Br0 (x0)∩O +
∣∣Ψ −1x ∣∣(0)n, J+ < N(n) < ∞ (5.1)
and
ρ(x)Ψxx(x) → 0 as x ∈ Br0(x0) ∩O, and ρ(x) → 0, (5.2)
where the constants N(n) and the convergence in (5.2) are independent of x0.
Deﬁne r = r0/K0 and ﬁx smooth functions η ∈ C∞0 (Br), ϕ ∈ C∞(R) such that 0 η,ϕ  1, and η = 1 in Br/2, ϕ(t) = 1
for t −3, and ϕ(t) = 0 for t −1. Observe that Ψ (Br0 (x0)) contains Br . For n = 1,2, . . . , t > 0, x ∈ Rd+ introduce ϕn(x) =
ϕ(n−1 ln x1),
aˆi j,n(t, x) := η(x)ϕn(x)
(
d∑
l,m=1
alm
(
t,Ψ −1(x)
) · ∂lΨ i(Ψ −1(x)) · ∂mΨ j(Ψ −1(x))
)
+ δi j(1− η(x)ϕn(x))I,
bˆi,n(t, x) := η(x)ϕn(x)
[∑
l,m
alm
(
t,Ψ −1(x)
) · ∂lmΨ i(Ψ −1(x))+∑
l
bl
(
t,Ψ −1(x)
) · ∂lΨ i(Ψ −1(x))],
cˆn(t, x) := η(x)ϕn(x)c
(
t,Ψ −1(x)
)
.
Then by Assumption 3.6(iii) and (5.1), one can show that there is a constant L′ independent of n and x0 such that∣∣aˆi j,n(t, ·)∣∣(0)∗ + ∣∣bˆi,n(t, ·)∣∣(1)∗ + ∣∣ĉ,n(t, ·)∣∣(2)∗  L′.
γ+ kr γ+ γ+
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x1Ψxx(Ψ −1(x)) → 0 as x1 → 0. Using these facts and Assumption 3.6(ii), one can ﬁnd n > 0 independent of x0 such that∣∣aˆi j,nkr (t, x) − aˆi j,nkr (t, y)∣∣+ (x1)∣∣bˆikr(t, x)∣∣+ x2∣∣cˆnkr(t, x)∣∣ κ0,
whenever t > 0, x, y ∈Rd+ and |x− y| x1 ∧ y1. Now we ﬁx a ρ0 < r0 such that
Ψ
(
Bρ0(x0)
)⊂ Br/2 ∩ {x: x1  e−3n}.
Let ζ be a smooth function with support in Bρ0 (x0) and denote v := (uζ )(Ψ −1) and continue v as zero in Rd+ \
Ψ (Bρ0 (x0)). Since ηϕn = 1 on Ψ (Bρ0 (x0)), the function v satisﬁes
vkt = aˆi j,nkr vrxi x j + bˆi,nkr vrxi + cˆnkr vr + fˆ k
where
fˆ k = f˜ k(Ψ −1), f˜ k = −2aijkrurxi ζx j − aijkrurζxi x j − bikrurζxi + ζ f k.
Next we observe that by Lemma 3.2 and Theorem 3.2 in [21] (or see [12]) for any ν,α ∈ R and h ∈ ψ−αHνp,θ (O) with
support in Bρ0(x0)∥∥ψαh∥∥Hνp,θ (O) ∼ ∥∥Mαh(Ψ −1)∥∥Hνp,θ . (5.3)
Therefore we conclude that v ∈Hγ+22,θ (T ), and by Theorem 4.6 we have, for any t  T ,∥∥M−1v∥∥
H
γ+2
2,θ (t)
 N‖M fˆ ‖
H
γ
2,θ (t)
.
By using (5.3) again we obtain∥∥ψ−1uζ∥∥
H
γ+2
2,θ (O,t)
 N‖aζxψux‖Hγ2,θ (O,t) + N‖aζxxψu‖Hγ2,θ (O,t) + N‖ζxψbu‖Hγ2,θ (O,t) + N‖ζψ f ‖Hγ2,θ (O,t).
Next, we easily check that∣∣ζxa(t, ·)∣∣(0)|γ |+ , ∣∣ζxxψa(t, ·)∣∣(0)|γ |+ , ∣∣ζxψb(t, ·)∣∣(0)|γ |+
are bounded on [0, T ], and conclude∥∥ψ−1uζ∥∥
H
γ+2
2,θ (O,t)
 N‖ψux‖Hγ2,θ (O,t) + N‖u‖Hγ2,θ (O,t) + N‖ψ f ‖Hγ2,θ (O,t).
Finally, to estimate the norm ‖ψ−1u‖
H
γ+2
2,θ (O,t)
, we introduce a partition of unity ζ(i) , i = 0,1,2, . . . ,M , such that ζ(0) ∈
C∞0 (O) and ζ(i) ∈ C∞0 (Bρ0 (xi)), xi ∈ ∂O for i  1. Observe that since uζ(0) has compact in O, we get∥∥ψ−1uζ(0)∥∥
H
γ+2
2,θ (O,t)
∼ ‖uζ(0)‖
H
γ+2
2 (t)
.
Thus we can estimate ‖ψ−1uζ(0)‖
H
γ+2
2,θ (O,t)
using Theorem 2.4 and the other norms as above.
By summing up those estimates we get∥∥ψ−1u∥∥
H
γ+2
2,θ (O,t)
 N‖ψux‖Hγ2,θ (O,t) + N‖u‖Hγ2,θ (2,t) + N‖ψ f ‖Hγ2,θ (O,t).
Furthermore, we know that
‖ψux‖Hγ2,θ (O)  N‖u‖Hγ+12,θ (O).
Therefore it follows
‖u‖2
H
γ+2
2,θ (O,t)
 N‖u‖2
H
γ+1
2,θ (O,t)
+ N‖ψ f ‖2
H
γ
2,θ (O,t)
 N
t∫
0
‖u‖2
H
γ+2
2,θ (O,s)
ds + N‖ψ f ‖2
H
γ
2,θ (O,t)
where Lemma 3.5 is used for the second inequality. Now (3.15) follows from Gronwall’s inequality. The theorem is
proved. 
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Again we only show that a priori estimate (3.17) holds given that a solution u ∈ ψHγ+22,θ (O) already exists. By (3.1) it
follows that ψ is a point-wise multiplier in Hνp,θ (O) for any ν and p. Thus
‖u‖
U
γ+2
2,θ (O)
:= ‖u‖
H
γ+1
2,θ (O)
 c(θ,γ )
∥∥ψ−1u∥∥
H
γ+1
2,θ (O)
. (6.1)
Note that vk := ukeλkt satisﬁes
vkt = aijkr vrxi x j + bikr vrxi + ckr vr + f keλ
kt .
By (3.15) and (6.1),
g1(T )
∥∥ψ−1u∥∥
H
γ+2
2,θ (O)
 cecT
(∥∥ψ−1u∥∥
H
γ+2
2,θ (O)
+ g2(T )‖ψ f ‖Hγ2,θ (O)
)
,
where
g1(T ) =
( T∫
0
e2tmin{λk} dt
)1/2
, g2(T ) =
( T∫
0
e2tmax{λk} dt
)1/2
.
If min{λk} > c, then the ratio cecT /g1(T ) tends to zero as T → ∞. Then after ﬁnding a T such that this ratio is less than
1/2 one gets (3.17). The theorem is proved. 
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