The explicit upper bound of the multiple integral of $S(t)$ on the




















The explicit upper bound of the multiple integral
of S(t) on the Riemann Hypothesis
Takahiro Wakasa




We prove explicit upper bounds of the function Sm(T ), defined by the
repeated integration of the argument of the Riemann zeta-function. The
explicit upper bound of S(T ) and S1(T ) have already been obtained by
A. Fujii. Our result is a generalization of Fujii’s results.
1 Introduction
We consider the argument of the Riemann zeta function ζ(s), where s = σ + ti
is a complex variable, on the critical line σ = 12 .
We shall give some explicit bounds on Sm(T ) defined below under the Rie-
mann hypothesis.
First, we introduce the functions S(t) and S1(t). When T is not the ordinate











This is obtained by continuous variation along the straight lines connecting 2,
2 + T i, and 12 + T i, starting with the value zero. When T is the ordinate of




{S(T + 0) + S(T − 0)}.














It is a classical results of von Mangoldt (cf. chapter 9 of Titchmarsh [7])
that there exists a number T0 > 0 such that for T > T0 we have
S(T ) = O(log T )
and
S1(T ) = O(log T ).
Further, it is a classical result of Littlewood [8] that under the Riemann Hy-
pothesis we have












For explicit upper bounds of |S(T )| and |S1(T )|, Karatsuba and Korolev (cf.
Theorem 1 and Theorem 2 on [9]) have shown that
|S(T )| < 8 logT,
and
|S1(T )| < 1.2 logT
for T > T0. Also, under the Riemann Hypothesis, it was shown that
|S(T )| ≤ 0.83
logT
log logT
for T > T0 in Fujii [2]. And in Fujii [1], it was shown under the Riemann
Hypothesis that
|S1(T )| ≤ 0.51
logT
(log logT )2
for T > T0.
Next, we introduce the functions S2(T ), S3(T ), · · · similarly to the case of
S1(T ). The non-trivial zeros of ζ(s) we denote by ρ = β + γi. When T 6= γ, we
put







for any integer m ≥ 1, where Cm’s are the constants which are defined by, for



































{Sm(T + 0) + Sm(T − 0)}.
Concerning Sm(T ) for m ≥ 2, Littlewood [8] have shown under the Riemann
Hypothesis that






The purpose of the present article is to prove the following result.
Theorem 1. @


















































































































This theorem is a generalization of the known explicit upper bounds for
S(T ) and S1(T ). It is to be stressed that the argument when the number of
integration is odd is different from that when the number of integration is even.
The basic policy of the proof of this theorem is based on A. Fujii [1]. In the
case when m is odd, we can directly generalize the proof of A. Fujii [1]. In the
case when m is even, it is an extension of the method of A. Fujii [2].
To prove our result, we introduce some more notations. First, we define the






























log ζ(σ + T i)(dσ)2k
}
.




{Im(T + 0) + Im(T − 0)}.
Then, Im(T ) can be expressed as a single integral of the following form (cf.
Lemma 2 in Fujii [3]): for any integer m ≥ 1

















(σ + T i)dσ
}
.
From this expression, it is known under the Riemann Hypothesis that
Sm(T ) = Im(T )
by Lemma 2 in Fujii [4].
Therefore, we should estimate Im(T ).
We introduce some lemmas in Section 2 and give the proof of the main
results in sections 3 and 4.
2 Some lemmas
Here we introduce the following notations.
Let s = σ + ti. We suppose that σ ≥ 12 and t ≥ 2. Let X be a positive





















log p if n = pk with a prime p and an integer k ≥ 1,
0 otherwise.
Using these notations, we state the following lemma.
Lemma 1. @

































































where |ω| ≤ 1,−1 ≤ ω′ ≤ 1.
This has been proved in Fujii [1]. Moreover, we will use the following two
lemmas.
Lemma 2. (cf. 2.12.7 of Titchmarsh[7])
ζ′
ζ























































where E is the Euler constant and ρ runs through zeros of ζ(s).
Lemma 3. (Lemma 1 of Selberg [6]) @






















































































































where |ω| ≤ 1. Since for σ ≥ 12 and X ≤ t
2
∣∣∣∣X2(1−s) −X1−s(1− s)2 logX






we have for σ1 ≤ σ
ζ′
ζ





































































where −1 ≤ ω′ ≤ 1.































This relation will be used in the following proof of Theorem 1.
6
3 Proof of Theorem 1 in the case when m is odd
















































ℑ{i(J1 + J2 + J3)} , (4)
say.






































































































































































































































































































































































Next, we estimate J3. By Lemma 2, we have





























































say, where γ is the imaginary part of ρ = β + γi.
































































































































































































y4 − · · · .
When y tends to infinity, g(y) tends to 0. Hence for y > 0, we get g′(y) < 0.
Hence















































































































































































































































































































































since −im+1 = −1 and im+1 = 1.


































where Ξ(t) satisfies the following inequalities. If m ≡ 1 (mod 4),










































































































































and if m ≡ 3 (mod 4),































































































































































































we estimate that the first term on the right-hand side of (20) is ≪ X(logX)m+2 .

































































This is the first part of the theorem.
4 Proof of Theorem 1 in the case when m is even














































ℑ{(J1 + J2 + J3)} , (22)
14



































































































































































































































































∣∣∣∣ i2 log ti2 +
(























∣∣∣Γ′Γ (σ+ti2 + 1)∣∣∣ is estimated similarly.












































































































If t = γ, the first term of the right-hand side of above inequality is 0. If t 6= γ,
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