Abstract: Although policymakers and practitioners are particularly interested in dynamic stochastic general equilibrium (DSGE) models, these are typically too stylized to be applied directly to the data and often yield weak prediction results. Very recently, hybrid DSGE models have become popular for dealing with some of the model misspecifications. Major advances in estimation methodology could allow these models to outperform well-known time series models and effectively deal with more complex real-world problems as richer sources of data become available. In this study we introduce a Bayesian approach to estimate a novel factor augmented DSGE model that extends the model of Consolo et al. [Consolo, A., Favero, C.A., and Paccagnini, A., 2009. On the Statistical Identification of DSGE Models. Journal of Econometrics, 150,[99][100][101][102][103][104][105][106][107][108][109][110][111][112][113][114][115]. We perform a comparative predictive evaluation of point and density forecasts for many different specifications of estimated DSGE models and various classes of VAR models, using datasets from the US economy including real-time data. Simple and hybrid DSGE models are implemented, such as DSGE-VAR and tested against standard, Bayesian and factor augmented VARs. The results can be useful for macro-forecasting and monetary policy analysis.
Introduction
The dynamic stochastic general equilibrium models appear to be particularly suited for evaluating the consequences of alternative macroeconomic policies, as shown in the works of Wouters (2003, 2004) , Del Negro and Schorfheide (2004) , Adolfson et al. (2008) and Christiano, Eichenbaum, and Evans (2005) . However, the calibrated dynamic stochastic general equilibrium (DSGE) models face many important challenges such as the fragility of parameter estimates, statistical fit and the weak reliability of policy predictions as reported in Stock and Watson (2001) , Ireland (2004) and Schorfheide (2010) . In recent years Bayesian estimation of DSGE models has become popular for many reasons, mainly because it is a system-based estimation approach that offers the advantage of incorporating assumptions about the parameters based on economic theory. These assumptions can reduce weak identification issues. The popularity of the Bayesian approach is also explained by the increasing computational power available to estimate and evaluate medium-to large-scale DSGE models using Markov chain Monte Carlo (MCMC) simulators.
Recently, increasing efforts have been undertaken to use DSGE models for forecasting. DSGE models were not considered as forecasting tools until the works of Wouters (2003, 2004) on the predictability of DSGE models compared to alternative non-structural models. In the macro-econometric literature, hybrid or mixture DSGE models have become popular for dealing with some of the model misspecifications as well as the trade-off between theoretical coherence and empirical fit (Schorfheide 2010) . They are categorized in additive hybrid models and hierarchical hybrid models. The hybrid models provide a complete analysis of the data law of motion and better capture the dynamic properties of the DSGE models. In the recent literature, different attempts of hybrid models have been introduced for solving, estimating and forecasting with DSGEs. Sargent (1989) and Altug (1989) proposed augmenting a DSGE model with measurement error terms that follow a first order autoregressive process, known as the DSGE-AR approach. Ireland (2004) proposed a method that is similar to the DSGE-AR, but imposing no restriction on the measurement errors, assuming that residuals follow a first-order vector autoregression (DSGE-AR a la Ireland) . A different approach called DSGE-VAR was proposed by Del Negro and Schorfheide (2004) and was based on the works DeJong, Ingram, and Whiteman (1996) and Ingram and Whiteman (1994) . The main idea behind the DSGE-VAR is the use of the VAR representation as an econometric tool for empirical validation, combining prior information derived from the DSGE model in estimation. However, the classical VAR approach has several problems. One of the main problems in finding a statistical representation for the data by using a VAR, is overfitting due to the inclusion of too many lags and too many variables, some of which may be insignificant. The problem of overfitting results in multicollinearity and loss of degrees of freedom, leading to inefficient estimates and large out-of-sample forecasting errors. It is possible to overcome this problem by using the well-known Minnesota or Inverse-Wishart priors. The use of these priors has been proposed to shrink the parameters space and thus overcome the curse of dimensionality. Following this idea in combining the DSGE model information and the VAR representation, two alternative econometric tools have been also introduced: the DSGE-FAVAR (Consolo, Favero, and Paccagnini 2009 ) and the augmented VAR-DSGE model (Fernández-de-Córdoba and Torres 2010) . The main idea behind the factor augmented DSGE (DSGE-FAVAR) is the use of factors to improve the statistical identification in validating the models. Consequently, the VAR representation is replaced by a FAVAR model as the statistical benchmark.
In this paper, we conduct an exhaustive empirical exercise that includes the comparison of the outof-sample predictive performance of estimated DSGE models with that of standard VARs, Bayesian VARs and Factor Augmented VARs estimated on the same data set for the US economy. We use point and density forecasts to evaluate predictability. In particular, the root mean squared forecast error and the modified Diebold-Mariano test are applied for the optimal lag specifications of the models, and more importantly the marginal data density as a measure of model fit, which arises naturally in the computation of posterior model odds. In addition, to evaluate the quality of density forecasts we use the probability integral transform (PIT), which was recently popularized in forecasting exercises involving DSGE-based models by Herbst and Schorfheide (2012) and Del Negro and . It is employed in order to check whether forecasts provide a realistic description of actual uncertainty as inferred by the distribution of observed data. We focus on many different specifications of the DSGE models, i.e., the simple DSGE, the DSGE-VAR and specifically on the factor augmented DSGE (DSGE-FAVAR) model with emphasis on Bayesian estimation. We use time series data from 1960:Q4 to 2010:Q4 for the real GDP, the consumer price index and the nominal short-term federal funds interest rate and we produce their forecasts for the out-of-sample testing period 1997:Q1-2010:Q4. The motivation comes from a group of recent papers that compares the forecasting performance of DSGE against VAR models, e.g., Smets and Wouters (2004) , Ireland (2004) , Del Negro and Schorfheide (2004 ), Del Negro et al. (2007 , Adolfson et al. (2008) , Christoffel, Günter, and Anders (2008) , Rubaszek and Skrzypczynski (2008) , Ghent (2009) , Kolasa, Rubaszek, and Skrzypczynski (2009) , Consolo, Favero, and Paccagnini (2009), Fernández-de-Córdoba and Torres (2010) and Edge, Kiley, and Laforte (2010) amongst others. Finally, we repeat the forecasting comparison using real-time data to further test and evaluate the comparative predictability of the "winner" models from the conventional dataset.
The remainder of this paper is organized as follows. Section 2 describes the standard and Bayesian VARs as well as the factor augmented VAR model. In Section 3 the simple DSGE model is analyzed, and the hybrid DSGE-VAR and DSGE-FAVAR models are described in detail. In Section 4 the data are described and the comparative empirical results of the point and density forecasting evaluation are illustrated and analyzed. A specific section presents the results for a real-time dataset. Finally, Section 5 concludes.
VAR models

Classical VAR
As suggested by Sims (1980) , the standard unrestricted VAR, has the following compact format
where Y t is a (T × n) matrix with rows , 
Bayesian VARs
In this study we implement the Minnesota prior (MP-BVAR) and the inversed-Wishart prior (IW-BVAR) Bayesian VAR models. The curse of dimensionality is one of the main problem is using a VAR model when we need to estimate many parameters. Instead of eliminating longer lags, the BVAR imposes restrictions on these coefficients by assuming that they are more likely to be near zero than the coefficients on shorter lags (Litterman 1981; Doan, Litterman, and Sims 1984; Todd 1984; Litterman 1986; Spencer 1993) . Usually, the restrictions are imposed by specifying normal prior distributions with zero means and small standard deviations for all coefficients, with a decreasing standard deviation as the lags increase. The only exception is the coefficient on a variable's first lag that has a mean of unity. Litterman (1981) used a diffuse prior for the constant. Formally speaking, these prior means can be written as follows 2 2
(1, )and (0, ),
where Φ i denotes the coefficients associated with the lagged dependent variables in each equation of the VAR, while Φ j represents any other coefficient. The prior variances σ specify the uncertainty of the prior means, Φ i = 1 and Φ j = 0, respectively. In this study, we impose their prior mean on the first own lag for variables in growth rate, such as a white noise setting (Del Negro and Schorfheide 2004; Adolfson et al. 2007; Banbura, Giannone, and Reichlin 2010) . Instead, for level variables, we use the classical Minnesota prior (Del Negro and Schorfheide 2004) . The specification of the standard deviation of the distribution of the prior imposed on variable j in equation i at lag m, for all i, j and m, denoted by S (i, j, m) , is specified as follows
where 1 if ( , ) otherwise,0 1
is the tightness of variable j in equation i relative to variable i and by increasing the interaction, i.e., it is possible for the value of k ij to loosen the prior (Dua and Ray 1995 , d > 0 is the measurement of the tightness on lag m relative to lag 1, and is assumed to have a harmonic shape with a decay of d, which tightens the prior on increasing lags. Following the standard MP-BVAR prior settings, we choose the overall tightness (w) to be equal to 0.3, while the lag decay (d) is 1 and the interaction parameter (k ij ) is set equal to 0.5.
Furthermore, as defined in Sims and Zha (1998) under the normal-Wishart prior the mean of the posterior distribution, i.e., the coefficient estimator (given Σ) is normal under the form
where Φ is the prior mean of the coefficient matrix and H is the diagonal positive-definite matrix. The corresponding estimator of the error covariance is
where S is the diagonal scale matrix in the prior inverse-Wishart distribution for Σ. Both S and H have elements along the diagonal scaled by a parameter (λ 0 ) which controls the overall tightness of the prior on Σ.
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In our empirical implementation for the IW-BVAR, we choose the overall tightness (w) to be 0.1, the lag decay d = 1 and the control parameter of the prior tightness λ 0 equal to 1.
Factor augmented VAR
A recent strand in the econometric literature mainly by Stock and Watson (2002) , Reichlin (1996, 1998) and Forni et al. (1999 Forni et al. ( , 2000 has shown that very large macroeconomic datasets can be properly modeled using dynamic factor models, where the factors can be considered as an "exhaustive summary of the information" in the data. The rationale underlying dynamic factor models is that the behavior of several variables is driven by few common forces, the factors, plus idiosyncratic shocks. Hence, the factors-approach can be useful in alleviating the omitted variable problem in empirical analysis using traditional small-scale models. Bernanke and Boivin (2003) and Bernanke, Boivin, and Eliasz (2005) utilized factors in the estimation of VAR to generate a more general specification. Chudik and Pesaran (2011) illustrated how a VAR augmented by factors could help in keeping the number of estimated parameters under control without loosing relevant information. Let X t denote an N × 1 vector of economic time series and Y t a vector of M × 1 observable macroeconomic variables which are a subset of X t . In this context, most of the information contained in X t is captured by F t , a k × 1 vector of unobserved factors. The factors are interpreted as an addition to the observed variables, as common forces driving the dynamics of the economy. The relation between the "informational" time series X t , the observed variables Y t and the factors F t is represented by the following dynamic factor model:
where Λ f is a N × k matrix of factor loadings, Λ y is a N × M matrix of coefficients that bridge the observable Y t and the macroeconomic dataset, and e t is the vector of N × 1 error terms. These terms are mean zero, normal distributed, and uncorrelated with a small cross-correlation. In fact, the estimator allows for some cross-correlation in e t that must vanish as N goes to infinity. This representation nests also models where X t depends on lagged values of the factors (Stock and Watson 2002) .
For the estimation of the FAVAR model equation (5), we follow the two-step principal components approach proposed by Bernanke, Boivin, and Eliasz (2005) . In the first step factors are obtained from the observation equation by imposing the orthogonality restriction F′F/T = I. This implies that ˆ, T = F G where Ĝ are the eigenvectors corresponding to the K largest eigenvalues of XX′, sorted in descending order. Stock and Watson (2002) showed that the factors can be consistently estimated by the first r principal components of X, even in the presence of moderate changes in the loading matrix Λ. For this result to hold it is important that the estimated number of factors, k, is larger or equal than the true number r. Bai and Ng (2000) proposed a set of selection criteria to choose k that are generalizations of the BIC and AIC criteria. In the second step, we estimate the FAVAR equation replacing F t by ˆ. t F Following Bernanke, Boivin, and Eliasz (2005) , firstly we remove Y t from the space covered by the principal components, and then we partition the matrix X t in two categories of information variables: slow-moving (which do not respond contemporaneously to unanticipated changes in monetary policy) and fast-moving (which respond contemporaneously to monetary shocks). 2 We proceed to extracting two factors from slow variables and one factor from fast variables and we call them, respectively, "slow factors" and "fast factor."
3 It is worth noting that the factors are not uniquely identified, but this is not a problem in our context because we will not attempt a structural interpretation of the estimated factors. Finally, having determined the number of factors, we specify a factor augmented VAR by considering only one-lag of the factors according to BIC criterion. The potential identification of the macroeconomic shocks can be performed according to Bernanke, Boivin, and Eliasz (2005) using the Cholesky decomposition.
DSGE models
Simple DSGE models with forward-looking features are usually referred to as a benchmarks in the literature. The model we estimate is the small-scale DSGE implemented by Del Negro and Schorfheide (2004 , i.e., without capital accumulation, wage stickiness, price indexation and habit formation. The latter are considered typical features of medium-scale models such as introduced by Smets and Wouters (2007) . Following the idea of combining the DSGE model information and the VAR representation, among other models that have been proposed in the literature, in this study we use the DSGE-VAR and DSGE-FAVAR hybrid models.
In this DSGE setup the economy is made up of four components. The first component is the representative household with habit persistent preferences. This household maximizes an additively separable utility function which is separable into consumption, real money balances and hours worked over an infinite lifetime. The household gains utility from consumption relative to the level of technology, real balances of money, and disutility from hours worked. The household earns interest from holding government bonds and earns real profits from the firms. Moreover, the representative household pays lump-sum taxes to the government. The second component is a perfectly competitive, representative final goods producer which is assumed to use a continuum of intermediate goods as inputs, and the prices for these inputs are given. The producers of these intermediate goods are monopolistic firms which use labor as the only input. The production technology is the same for all the monopolistic firms. Nominal rigidities are introduced in terms of price adjustment costs for the monopolistic firms. Each firm maximizes its profits over an infinite lifetime by choosing its labor input and its price. The third component is the government which spends in each period a fraction of the total output, which fluctuates exogenously. The government issues bonds and levies lump-sum taxes, which are the main part of its budget constraint. The last component is the monetary authority, which follows a Taylor rule regarding the inflation target and the output gap. There are three economic shocks: an exogenous monetary policy shock (in the monetary policy rule), and two autoregressive processes, AR(1), which model government spending and technology shocks. To solve the model, optimality conditions are derived for the maximization problems. After linearization around the steady-state, the economy is described by the following system of equations
where x is the detrended output (divided by the non-stationary technology process), π is the gross inflation rate, and R is the gross nominal interest rate. The tilde denotes percentage deviations from a steady state or, in the case of output, from a trend path (King 2000; Woodford 2003) . The model can be solved by applying the algorithm proposed by Sims (2002 
.
Therefore the previous set of equations, (6)- (10), can be recasted into a set of matrices (Γ 0 , Γ 1 , C, Ψ, Π) accordingly to the definition of the vectors t Z and ε t
where η t+1 , such that E t η t+1 ≡E t (y t+1 -E t y t+1 ) = 0, is the expectations error. As a solution to (11), we obtain the following transition equation as a policy function
and in order to provide the mapping between the observable data and those computed as deviations from the steady state of the model we set the following measurement equations as in Del Negro and Schorfheide 
which can be also casted into matrices as
where Y t = (Δlnx t , ΔlnP t , lnR t )′, v t = 0 and Λ 0 and Λ 1 are defined accordingly. For completeness, we write the matrices T, R, Λ 0 and Λ 1 as a function of the structural parameters in the model, θ = (lnγ, lnπ * , lnr * , κ, τ, ψ 1 ,
Such a formulation derives from the rational expectations solution. The evolution of the variables of interest, Y t , is therefore determined by (12) and (14) which impose a set of restrictions across the parameters on the moving average (MA) representation. Given that the MA representation can be very closely approximated by a finite order VAR representation, Del Negro and Schorfheide (2004) propose to evaluate the DSGE model by assessing the validity of the restrictions imposed by such a model with respect to an unrestricted VAR representation. The choice of the variables to be included in the VAR is however completely driven by those entering in the DSGE model regardless of the statistical goodness of the unrestricted VAR.
Estimating linearized DSGE models
Several econometric procedures have been proposed to parameterize and evaluate DSGE models. Kydland and Prescott (1982) use calibration, Christiano and Eichenbaum (1992) consider the generalized method of moments (GMM) estimation of equilibrium relationships, while Rotemberg and Woodford (1997) and Christiano, Eichenbaum, and Evans (2005) use the minimum distance estimation based on the discrepancy among VAR and DSGE model impulse response functions. Moreover the full-information likelihood-based estimation is considered by Altug (1989) , McGrattan (1994) , Leeper and Sims (1994) and Kim (2000) . In recent years, Bayesian estimation became very popular. According to An and Schorfheide (2007) there are essentially three main characteristics. Firstly, the Bayesian estimation is system-based and fits the solved DSGE model to a vector of aggregate time series, as opposed to the GMM which is based on equilibrium relationships, such as the Euler equation for the consumption or the monetary policy rule. Secondly, it is based on the likelihood function generated by the DSGE model rather than the discrepancy between DSGE responses and VAR impulse responses. Thirdly, prior distributions can be used to incorporate additional information into the parameter estimation.
Priors distributions are important to estimate DSGE models. According to An and Schorfheide (2007) priors might downweigh regions of the parameter space that are at odds with observations which are not contained in the estimation sample. Priors could add curvature to a likelihood function that is (nearly) flat for some parameters, given a strong influence to the shape of the posterior distribution. Table 1 lists the prior distributions for the structural parameters of the DSGE model which are adopted from Del Negro and Schorfheide (2004) .
In the Bayesian framework, the likelihood function is reweighted by a prior density. The prior is useful to add information which is contained in the estimation sample. Since priors are always subject to revisions, the shift from prior to posterior distribution can be considered as an indicator of the different sources of information. If the likelihood function peaks at a value that is at odds with the information that has been used to construct the prior distribution, then the marginal data density (MDD) of the DSGE model is defined as: The marginal data density is the integral of the likelihood (L(θ|Y)) taken according to the prior distribution (p(θ)), that is the weighted average of likelihood where the weights are given by priors. The MDD can be used to compare different models M i , p(Y|M i ). We can rewrite the log-marginal data density as:
where ln(p(Y|M)) can be interpreted as a predictive score and the model comparison based on posterior odds captures the relative one-step-ahead predictive performance. To compute the MDD, we consider the Geweke (1999) modified harmonic mean estimator. Harmonic mean estimators are based on the identity:
where f(θ) has the property that
where θ (s) is drawn from the posterior p(θ|Y). For a numerical approximation efficient, f(θ) should be chosen so that the summands are of equal magnitude. Geweke (1999) proposed to use the density of a truncated multivariate normal distribution:
In the above θ and V θ are the posterior mean and covariance matrix computed from the output of the posterior simulator, d is the dimension of the parameter vector, 2 d F χ is the cumulative density function of a χ 2 random variable with d degrees of freedom, and τ∈(0, 1). We set τ = 0.90 which provides the most accurate computation as in Geweke (1999) . Moreover, we compute the log-marginal data density with τ = 0.95 and τ = 0.99 but we found that the marginal likelihood is not sensitive to the value of τ. As shown in Schorfheide (2000) the estimated marginal likelihood does not so serially depend on τ, whilst the discrepancy of eq (15) across truncation levels τ and simulation runs, is < 0.60. If the posterior of θ is in fact normal then the summands in eq. (15) are approximately constant.
DSGE-VAR
Building on the work by Ingram and Whiteman (1994) , the DSGE-VAR approach of Del Negro and Schorfheide (2004) was designed to improve forecasting and monetary policy analysis with VARs. Del Negro and Schorfheide's (2004) approach is to use the DSGE model to build prior distributions for the VAR. This approach is employed both for the small and the medium scale DSGE model. Basically, the estimation initializes with an unrestricted VAR of order p
In compact format:
The one-step-ahead forecast errors u t have a multivariate normal distribution N(0, Σ u ) conditional on past observations of Y. The log-likelihood function of the data is a function of Φ and Σ u
The prior distribution for the VAR parameters proposed by Del Negro and Schorfheide (2004) 
The moments are the dummy observation priors used in the mixture model. These vectors can be interpreted as the probability limits of the coefficients in a VAR estimated on the artificial observations generated by the DSGE model. Conditional on the vector of structural parameters in the DSGE model θ, the prior distributions for the VAR parameters p(Φ, Σ u |θ) are of the inverted-Wishart (IW) and normal forms
where the parameter λ controls the degree of model misspecification with respect to the VAR: for small values of λ the discrepancy between the VAR and the DSGE-VAR is large and a sizeable distance is generated between the unrestricted VAR and DSGE estimators. Large values of λ correspond to small model misspecification and for λ = ∞ beliefs about DSGE misspecification degenerate to a point mass at zero. Bayesian estimation could be interpreted as estimation based on a sample in which data are augmented by a hypothetical sample in which observations are generated by the DSGE model, the so-called dummy prior observations (Theil and Goldberg 1961; Ingram and Whiteman 1994) . Within this framework λ determines the length of the hypothetical sample. The posterior distributions of the VAR parameters are also of the inverted-Wishart and normal forms. Given the prior distribution, posterior distributions are derived by the Bayes theorem
where the matrices ˆ( )
Σ θ have the interpretation of maximum likelihood estimates of the VAR parameters based on the combined sample of actual observations and artificial observations generated by the DSGE. Equations (21) and (22) show that the smaller λ is, the closer the estimates are to the OLS estimates of an unrestricted VAR. Instead, the higher λ is, the closer the VAR estimates will be tilted towards the parameters in the VAR approximation of the DSGE model [ˆ( )
In order to obtain a non-degenerate prior density (20), which is a necessary condition for the existence of a well-defined inverse-Wishart distribution and for computing meaningful marginal likelihoods, λ has to be greater than λ MIN ; 1 lags endogenous variables.
Hence, the optimal lambda must be greater than or equal to the minimum lambda ( ) .
MIN
λ λ ≥ Essentially, the DSGE-VAR tool allows the econometrician to draw posterior inferences about the DSGE model parameters θ. Del Negro and Schorfheide (2004) explain that the posterior estimate of θ has the interpretation of a minimum-distance estimator, where the discrepancy between the OLS estimates of the unrestricted VAR parameters and the VAR representation of the DSGE model is a sort of distance function. The estimated posterior of parameter vector θ depends on the hyperparameter λ. When λ→0, in the posterior the parameters are not informative, so the DSGE model is of no use in explaining the data. Unfortunately, the posteriors (22) and (21) do not have a closed form and we need a numerical method to solve the problem. The posterior simulator implemented by Del Negro and Schorfheide (2004) is the Markov chain Monte Carlo method and the algorithm used is the random walk-metropolis Hastings (RW-MH) acceptance method. The optimal λ is given by maximizing the log of the marginal data density According to the optimal lambda ( ), λ a corresponding optimal mixture model is chosen. This hybrid model is called DSGE-VAR( ) λ and λ is the weight of the priors. It can also be interpreted as the restriction of the theoretical model on the actual data.
DSGE-FAVAR
Based on Bernanke, Boivin, and Eliasz (2005) a FAVAR benchmark for the evaluation of a DSGE model will include a vector of observable variables and a small vector of unobserved factors extracted from a large data-set of macroeconomic time series, that capture additional economic information relevant to model the dynamics of the observables. In this study we implement the DSGE-FAVAR model of Consolo, Favero, and Paccagnini (2009) . The statistical representation has the following specification: F is the fast factor). The system reduces to the standard VAR when Φ 12 (L) = 0. Importantly, and differently from Boivin and Giannoni (2006) , this FAVAR is not interpreted as the reduced form of a DSGE model at hand. In fact, in this case the restrictions implied by the DSGE model on a general FAVAR are very difficult to trace and model evaluation becomes even more difficult to implement. A very tightly parameterized theory model can have a very highly parameterized reduced form if one is prepared to accept that the relevant theoretical concepts in the model are a combination of many macroeconomic and financial variables. The DSGE-FAVAR is implemented in the same way as the DSGE-VAR.
We use quarterly data of the US economy from 1960:Q4 to 2010:Q4. The out-of sample period spans 1997:Q1 to 2010:Q4. The data for real output growth comes from the Bureau of Economic Analysis as gross domestic product (GDP), while consumer price index (CPI) data (seasonally adjusted, 1982-1984 = 100) are derived from the Bureau of Labor Statistics. Both series are taken in first difference logarithmic transformation. The interest rate series (FR rate) are constructed as in Clarida, Gal, and Gertler (2000) , namely for each quarter the interest rate is computed as the average federal funds rate during the first month of the quarter, including business days only. These three time series also represent the three equations of the DSGE model. 5 The complete dataset is used to extract factors for FAVAR and DSGE-FAVAR models. In order to construct the FAVAR we extract factors from a balanced panel of 109 monthly and quarterly macroeconomic and financial time series, following the dataset built by Stock and Watson (2002) . The dataset involves several measures of industrial production, interest rates, various price indices, employment and other important macroeconomic and also financial variables. In this set-up, the number of informational time series N is large (larger than time period T) and must be greater than the number of factors and observed variables in the FAVAR system (k+M = N). In the panel data used, there are some variables in monthly format, which are transformed into a quarterly data using the first month in the quarter observation to be consistent with the transformed variables in the estimated DSGE model. All series have been transformed to induce stationarity. The series are taken as levels or transformed into logarithms, first or second difference (in level or logarithms) according to series characteristics. 6 As suggested by Bai and Ng (2000) , we use information criteria to determine the number of factors but, as they are not so decisive, we limit the number of factors to three to strike a balance between the variation in the original series explained by the principal components and the difference in the parameterization of the VAR and the FAVAR. It is also worth noting that the factors are not uniquely identified, but this is not a problem in our context because we will not attempt a structural interpretation of the estimated factors.
We compare the out-of-sample forecasting performance of VAR models including BVAR (with Minnesota and inverse-Wishart priors) and FAVAR, and of the DSGE class including DSGE-VAR, DSGE-FAVAR. We use the root mean squared forecast error (RMSE) for the optimal lag specifications (one to four) selected by the Schwartz Bayesian information criterion (SIC). More importantly, we compare the log of the marginal data densities (MDD).
7 Based on the MDD a forecasting exercise is provided using a rolling procedure for h-steps-ahead. The GDP, CPI and FR rate forecasts are estimated for the out-of-sample testing period 1997:Q1-2010:Q4. The forecasting investigation for the quarterly US data is performed over the one-, two-, three-and four-quarter-ahead horizon with a rolling estimation sample, based on the works of Marcellino (2004) and Brüggemann, Lütkepohl, and Marcellino (2008) for datasets of quarterly frequency. In particular, the models are re-estimated each quarter over the forecast horizon to update the estimate of the coefficients, before producing the quarter-ahead forecasts. Finally, in order to evaluate the models' forecast accuracy, we use the modified Diebold and Mariano test (MDM) proposed by Harvey, Leybourne and Newbold (1997) as well as the marginal data density (MDD). The use of the MDM is required as the simple Diebold-Mariano could be seriously over-sized when the prediction horizon increases. We provide point and density forecasts 5 The specification of the DSGE model is characterized by the absence of habit formation in investment and consumption and of price indexation. In our model, we focus on three key variables, i.e., GDP, CPI and FF rate. It is a small-scale New Keynesian model as described by Del Negro and Schorfheide (2012) without capital accumulation, wage stickiness, price indexation and habit formation. Also the deviation of output is not from the flexible economy output. These features are typical of medium-scale models as introduced by Smets and Wouters (2007) . In spite of its simplicity in similar studies it is used as benchmark, particularly in evaluating the comparative forecasting performance of various models. It is considered a good compromise vis-a-vis the adequate description of the economy and attainable predictability. Moreover, features as habit formations and price indexation could be more important in order to "match" investment and consumption data, rather than GDP growth and the CPI. 6 The Appendix contains a detailed description of all series and their corresponding transformations. 7 Forecasts have been generated as "partly Bayesian" since we calculate the forecasted value at the median value of parameters from the posterior. We thank an anonymous referee for pointing out this clarification.
for the out-of-sample period. The latter became recently popular in DSGE forecasting analysis by Herbst and Schorfheide (2012) and Del Negro and . We evaluate the quality of density forecasts with respect to the probability integral transform (PIT) measure developed by Dawid (1984) and introduced in economic applications by Diebold, Todd, and Tay (1998) .
Firstly, we report estimation results for the log of Marginal Data Density (MDD). In particular, following Del Negro and Schorfheide (2006) we adopt the MDD as a measure of model fit, which arises naturally in the computation of posterior model odds. The prior distribution for the DSGE model parameters (θ), which are similar to the priors used by Del Negro and Schorfheide (2004) , were already illustrated in Table 1 . This MDD measure has two dimensions: goodness of in-sample fit on the one hand and a penalty for model complexity or degrees of freedom on the other hand. The DSGE-VAR and the DSGE-FAVAR are estimated with a different number of lags on the sample 1960:Q4-1996:Q4. From 1997:Q1, we start our forecasting evaluation as implemented in Herbst and Schorfheide (2012) . The parameter λ is chosen from a grid which is unbounded from above. In our empirical exercise, the log of the MDD is computed over a discrete interval, lnp(Y|λ, M). The minimum value, min
is model dependent and is related to the existence of a well-defined InverseWishart distribution. For completeness, it is worth mentioning that λ = 0 refers to the VAR and the FAVAR model with no prior and it is not possible to compute the marginal likelihood in this particular case. Therefore, we can show the log of MDD for any value of λ larger than λ min . Importantly, λ min depends on the degrees of freedom in the VAR or FAVAR and therefore, given estimation on the same number of available observations, λ min for a DSGE-FAVAR will always be larger than λ min for a DSGE-VAR. 8 Table 2 shows the main results related to the DSGE-VAR implemented using a different number of lags (from 1 up to 4). Each minimum λ (λ MIN ) is given by the features of the model (number of observations, number of endogenous variables, number of lags), and the optimal lambda ( ) λ is calculated using the Markov Chain Monte Carlo with Metropolis Hastings acceptance method (with 110,000 replications, we discard the first 10,000 ones). lnp(Y|M) is the log-MDD of the DSGE model specifications computed based on Geweke's (1999) modified harmonic mean estimator. The Bayes factor (ratio of posterior odds to prior odds), as in An and helps us to understand the improvement of the log-MDD of a specific model. We compare different models against the benchmark model (M) maximizing the MDD. According to Table 2, we select the DSGE-VAR with 3 lags for the full sample 1960-1996. We repeat our exercise for the DSGE-FAVAR. We select one lag for the factors and we implement -as in case of the DSGE-VAR, -the DSGE-FAVAR with a different number lags from 1 to 4. As Table 2 shows, the DSGE-FAVAR with 3 lags is chosen. In Table 3 , we compare the logarithm of the MDD of the hybrid models, DSGE-VAR and DSGE-FAVAR against the DSGE, the MP-BVAR (Minnesota Prior), the IW-BVAR (Inversed-Wishart prior), the VAR and the Factor Augmented VAR. In each model category, the MDD is maximized for 3 lags. Table 4 reports the RMSE for all models and variables. An exhaustive exercise was conducted with one to four lags based on the Schwartz Bayesian information criterion (SIC). The results provide evidence that in general three lags is the optimal number for all models.
Point forecast evaluation
9 In general, the results from RMSE are in accordance with those from the MDD estimation. In particular, for the GDP series the simple DSGE model provides the lowest RMSE in all forecasting horizons except for the two-steps-ahead where the FAVAR outperforms all other models. The DSGE-FAVAR is the next best performer whilst the VAR, MP-BVAR and DSGE-VAR models present similar predictive performance and on average they generate the highest forecast errors. The IW-BVAR is the worst forecaster. Next, in case of the CPI variable, the DSGE-FAVAR model outperforms the other models for almost all steps-ahead. However, the simple DGSE model and the FAVAR both present a similar predictive performance in terms of RMSE. In particular the DSGE outranks both in two-and three-quarters-ahead. The VAR model seems slightly better than MP-BVAR, whilst the IW-BVAR provides with relatively high scores for the RMSE especially for one-, two-and four-quarters-ahead. The results for the FR rate series provide further evidence of the FAVAR and DSGE-FAVAR superiority. Specifically, when comparing the RMSE scores of all model classes, DSGE-FAVAR is the best performer for one-and three-steps-ahead and FAVAR for the other two forecasting horizons. However, in case of two-quarters-ahead the difference is clearly marginal. The next lowest error is produced by the DSGE model except for the longest horizon where the DGSE-VAR provides with a better score. Overall, the BVAR and the VAR models produce similar scores and they both underperform relatively to the other models. Next, the MDM pairwise test is employed in order to evaluate the comparative point-forecast accuracy. The MDM test employes the Newey-West estimator (1987 , 1994 of the asymptotic variance matrix, to correct for the autocorrelation of the forecast errors. The plain Diebold-Mariano assumes for h-steps-ahead forecasts all autocorrelations of order equal or greater to h for the squared forecast errors difference are zero, and consequently the empirical autocorrelation of the errors tends to be of higher order than h-1. The results are reported in Tables 5-7 . The MDM test is based on the squared prediction errors. The MDM test statistics for Table 5 . Table 5 .
GDP indicate that aside from the IW-BVAR pairs, almost none of the models consistently outperforms any of the other for all quarter-ahead forecasts, namely their pairwise forecast comparison shows no statistically significant difference at the 5% and 1% level. Only in case of all IW-BVAR pairs vs. the other models in all horizons, and of the VAR vs. DSGE-VAR and MP-BVAR vs. DSGE-VAR (for three-steps-ahead), differential predictability is significant at the 1% or 5% level. Interestingly the IW-BVAR model shows a distinctive differential predictability albeit as the worst performer when the MDM results are combined with the RMSE scores. On the contrary for the CPI series, the DSGE-FAVAR model in any pair shows a distinctively significant predictability at 1% in all step-ahead forecasts. In fact, most models for all forecast horizons appear to have a significant pairwise predictability. The FAVAR and the simple DSGE also generate similar MDM results, yet not in all forecasting horizons and not vis-a-vis all pairs as the DSGE-FAVAR. Some exceptions include the pairs VAR vs. MP-BVAR, VAR vs. DSGE-VAR and MP-BVAR vs. DSGE for two-and four-steps-ahead. In accordance with the MDD and RMSE results, it is evident that in case of CPI the DSGE-FAVAR set-up outperforms the other models, whilst overall the simple DSGE model and the FAVAR both present an equally consistent predictive performance. Finally, in case of FR rate the MDM results lead to a variant assessment of differential predictability, albeit the majority of cases produce a statistically significant MDM score. The two longest forecasting horizons provide with insignificant results for the IW-BVAR in many evaluations. While it appears that no particular model consistently and comparatively outperforms any of the other, yet the DSGE-FAVAR and FAVAR present significant scores at the 1% level in almost all pairwise comparisons, except when compared against IW-BVAR for three-and four-quarters-ahead. While in terms of RMSE, the DSGE-FAVAR, FAVAR and the small-scale DSGE provide with comparable results, the examination of differential predictability favors the first two. The DSGE-FAVAR is superior when examined against the VAR, MP-BVAR, IW-BVAR and DSGE-VAR models and only when compared to FAVAR and DSGE in most horizons, it shows weak or no differential predictability. Overall, the combined investigation of the MDD, RMSE and MDM results is indicative of a consistent outranking classification amongst the investigated models in favor of the DSGE-FAVAR and FAVAR, followed by the simple DSGE.
Density forecast evaluation
The forecast evaluation is completed with the assessment of density forecasts. The goal is to infer on whether the analyzed forecasts provide a realistic description of actual uncertainty. As opposed to point forecasts where their accuracy can be compared by computing RMSEs (or any other symmetric loss function), the evaluation of density forecasts is less straightforward as the true density is never observed. Moreover, the question of how accurate density forecasts are is posed. For the Bayesian estimation of simple and hybrid DSGE models predictive distributions are subjective and provide a measure of the consistency of predicted probabilities versus their observed frequencies. In order to assess whether model density forecasts are consistent and well-calibrated Del Negro and Schorfheide (2012) generate histograms for probability integral transformations (PITs). This kind of evaluation became recently popular in many studies, e.g., in Herbst and Schorfheide, (2012) , Kolasa, Rubaszek, and Skrzypczynski (2012) and Wolters (2013) . Hence, we use predictive densities implied by all investigated DSGE models as well as by the VAR, BVARs and the FAVAR. The Probability Integral Transform (PIT) was developed by Rosenblatt (1952) and introduced in the economic literature by Diebold, Gunther, and Tay (1998) . More formally, it is based on the relationship between the data generating process and the sequence of density forecasts via probability integral transforms of the observed data with respect to the density forecasts. The PIT of an observation 
where y i,t+h is the value of y i observed in period T+h and I{x ≥ α} denotes the indicator function. If the sequence of density forecasts is an accurate description of actual uncertainty, the sequence of PITs z i,h,t should be distributed uniformly between zero and one, thus the density forecast is well calibrated. Diebold, Todd, and Tay (1998) show that for h = 1, the z i,h,t 's are uniformly distributed and independent across time T:z i,h,t ∼iidU [0,1] and they propose a number of approaches to forecast evaluation. We follow the one implemented in Herbst and Schorfheide (2012) and Del Negro and . We divide the unit interval in K subintervals 10 and check if the fraction of PITs in each is close to K -1
. We set K = 10 so the density forecast is split into probability bands (equally sized histogram bins) that each covers 10% of the probability mass. In this way, the observed realizations and the corresponding out-of-sample density forecasts should be contained in each of the probability bands, otherwise the density forecasts are not a good characterization of the actual data distribution. The histograms of PITs are presented in Figures 1 and 2 for all models. The bars represent the fraction of realized observations falling into the corresponding deciles of the density forecasts, therefore the theoretical value of 10% for a well-calibrated model is represented by a solid line. We focus on one-and four-quartersahead forecasts.
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As it is depicted in Figure 1 for the first-quarter-ahead (shorter horizon) the density forecasts are too diffuse especially for the GDP and CPI as many PITs fall into the middle bins with the exception of the FF rate. For output growth, an overly large fraction of PITs fall into the 0.3-0.6 bins which indicates that the density forecasts are not very well calibrated. The peak in the middle of the histograms of the GDP and CPI forecasts shows that these overestimate actual uncertainty. The PITs for CPI are somewhat closer to a uniform distribution, yet there is still a peak in the middle of the distributions and the histograms for almost all models do not cover the entire distribution including the tails. Regarding the FF rate as in Kolasa, Rubaszek, and Skrzypczynski (2012) and Wolters (2013) an unproportional number of PITs fall in the lowest bin and the right tail is not covered, reflecting the fact that the models tend to overpredict the interest rate level and hence uncertainty is overestimated by the density forecasts. However, the comparative evaluation of the different models demonstrates that the DSGE-FAVAR outranks the other models in terms of a well-calibrated predictive density for all variables examined. Indeed, a peak is observed (for GDP and CPI) yet the PIT covers the entire distribution including the tails bringing it closer to a uniform shape. Especially for the FF rate the DSGE-FAVAR density appears to be better calibrated with a reduction in the left tail. The next best models seem to be the DSGE, the DSGE-VAR and in a less extent the FAVAR. For VAR, MP-BVAR and IW-BVAR the empirical distribution looks very different from a uniform distribution and the discrepancy is evident. The tails are not covered and uncertainty is overestimated. 12 The results are in full accordance with the works by Del Negro and Schorfheide (2012), Kolasa, Rubaszek, and Skrzypczynski (2012) and Wolters (2013) . Overall, the density forecasts from the hybrid DSGE models and especially from DSGE-FAVAR appear better calibrated. Possibly, this is an after-effect of the imposition of tight restrictions on the data by the simple DSGEs. If the data rejects these restrictions, large stochastic shocks are needed to fit the model to the dataset which results in high shock uncertainty. As mentioned in Wolters (2013) , DSGEs provide better densities during normal times.
10 In general, if the density forecast is divided into probability bands of equal coverage, data realisations should be uniformly distributed across all probability bands. 11 Kolasa, Rubaszek, and Skrzypczynski (2012) report only the longest horizon i.e., four-quarters-ahead, whilst Del Negro and Schorfheide (2012) present three forecasting horizons. In this study we comparatively display the short-run (one-step-ahead) and the long-run (four-quarters-ahead) density forecast depiction in an attempt to capture the (potential) difference between these two predictive periods. The results for the medium-term horizons are almost identical and qualitatively similar and are available upon request. 12 There are formal tests to check for a uniform distribution (Berkowitz 2001) , even though as reported by Elder et al. 2005 and Gerard and Nimark (2008) they have to be treated with high caution. In this study we do not add formal tests in accordance with Del Negro and and Kolasa, Rubaszek, and Skrzypczynski (2012) , as the histograms already show a crystal clear evidence against a uniform distribution of the PITs. Figure 1 PIT histograms for one-quarter-ahead forecasts. Note: The density forecasts are displayed as probability bands each covering 10% of the density, whilst bars depict the fraction of realized observations falling into the deciles of density forecasts. For a well-calibrated model, the theoretical value (10%) is illustrated by the solid line. Under average exogenous shocks the models return back to a steady state, albeit they could not predict recessions and booms as significantly larger exogenous shocks are required to capture these. As hybrid models DSGE-FAVAR and DSGE-VAR relax these restrictions, misspecification can be absorbed by stochastic shocks (Del Negro and Schorfheide 2009 ) and the estimated variance of shocks is lower, which results in somewhat tighter predictive distributions. Nevertheless, even though DSGEs are poor density forecasters in crisis times, they tend to display a better PIT than VARs and BVARs in our study. As sample observations for the recent financial crisis are included in our dataset, probably all models are not able to forecast the intensity of such a deep recession. Consequently, the left tail of density forecasts is pronounced in particular for the CPI and mainly for the FF rate during 2007-2010. All forecasts have a skewed distribution, i.e., they assign substantial probability to low rates that never materialized. In addition, a positive probability to relatively high FF rates and CPI is assigned even by the best performers (DSGE-FAVAR, DSGE and DSGE-VAR) that are not really observed during the forecast period. One potential explanation is that the forecasts are generated after the Great Moderation period whilst the estimation sample covers this period or before. According to Del Negro and Schorfheide (2012) the shock standard deviations are estimated to capture the average of the pre-and post-moderation volatility a fact that leads to overprediction of the volatility during the forecast period. Similarly, the density forecasts look quite different from a uniform distribution and the discrepancy increases with the forecast horizon as it can be shown in Figure 2 for four-steps-ahead (longest horizon). Most PITs are too diffuse for the GDP and CPI falling into the middle bins including to some extent the FF rate as well. In this case, the FAVAR does not seem to present an equally descent performance as it was shown for the shorter horizon, while the DSGE as well fails to present a uniform-type distribution especially with respect to GDP and CPI. The DSGE-FAVAR is not performing equally well for the FF rate as in the first-quarter-ahead, although it is quite better for GDP and CPI predictions amongst the other models. Indeed, as the forecasting horizon increases the peak in the middle of the histograms is sharper for all models and it is expected that all models would overestimate actual uncertainty. Overall, the comparative investigation of the PITs could be informative of an indicative -though somewhat vague -outranking classification on the part of the DSGE-FAVAR, DSGE-VAR and DSGE, amongst the analyzed models.
Real-time data analysis
Point and density forecasting analysis is repeated using real-time data. We utilize the Philadelphia Fed "RealTime Data Set for Macroeconomists" described in detail by Croushore and Stark (2001) . This ensures the comparability of the forecasting errors as all predictions are formulated using a similar data set (Edge, Kiley, and Laforte 2010; Del Negro and Schorfheide, 2012; Kolasa, Rubaszek, and Skrzypczynski 2012) . We report RMSE, MDM and PIT results for the "winner" models as those emerged from our previous exhaustive analysis. Table 8 displays the RMSE scores for the winner models. For the GDP series the simple DSGE model outperforms the other models for all steps-ahead, as opposed to the results from our initial dataset where the FAVAR model was the best for the two-steps-ahead. The DSGE-VAR is the next best performer, whilst the DSGE-FAVAR shows a similar predictive performance with FAVAR and on average they generate the highest forecast errors. With regard to CPI, the DSGE provides once more with the relatively lowest RMSE score amongst the investigated models for all quarters-ahead, except for the two-steps-ahead where the DSGE-FAVAR outperforms the other models. The DSGE-VAR is marginally better than the FAVAR in accordance with the PIT results provided above. When comparing the RMSEs for the FF rate the results are diverse, in that the best model for two-and three-steps-ahead is the DSGE-FAVAR while the DSGE produces the lowest RMSE for the shortest and longest horizon. To sum-up, the overall best performance in terms of the RMSE using real-time data amongst the winner models is DSGE followed by the two other hybrids, i.e., DSGE-FAVAR and DSGE-VAR.
Point forecasts
In the original dataset the pairwise differential predictability was tested via the MDM with the NeweyWest estimator to correct for the autocorrelation of the forecast errors. The results in Tables 9-11 for the Real-Time data showed that for the GDP the DSGE-FAVAR displayed evidence of weak or strong differential forecastability (1%, 5% or 10%) in almost all step-ahead forecasts, as opposed to the initial results where the Table 5 . For the CPI variable, most models for all forecast horizons appear to have a significant pairwise predictability, except for the DSGE pairs against the DSGE-VAR and DSGE-FAVAR for the two-periods-ahead and the DSGE-VAR vs. DSGE-FAVAR for all steps-ahead. If we compare this outcome to the RMSE results, the DSGE seems to corroborate its enhanced predictability when examined versus the other "winner" models. Interestingly, the hybrids show a distinctive differential predictability in their comparative evaluation. In case of the FF rate the majority of pairwise comparisons produce a statistically significant MDM score at 1% level. Only the pair DSGE vs DSGE-VAR for the two-quarters-ahead shows insignificance. In combination with the RMSE results the DSGE-FAVAR and the DSGE confirm their outperformance. The outcome for nowcasts is slightly different in that the FAVAR for Real-Time data does not emerge as the best performer in two-and four-steps-ahead as was the case for the initial dataset. Overall, the point forecast evaluation via the RMSE and MDM revealed the superiority of the DSGE simple and hybrid models.
Density forecasts
The histograms of PITs for the short and long horizon are presented in Figures 3 and 4 , respectively, for the winner models. The picture that emerges is similar to the conventional dataset. Namely, the PITs are diffuse especially for the GDP and CPI with a large fraction falling into the 0.2-0.6 bins, a sign of actual uncertainty overestimation. The density forecasts do not include the tails with the exception of the FF rate as in Kolasa, Rubaszek, and Skrzypczynski (2012) and Wolters (2013) . This signifies that the models tend to overpredict the interest rate level. From the comparative evaluation of the different models the DSGE-FAVAR appears to marginally outrank the FAVAR, simple DSGE and the DSGE-VAR providing a more well-calibrated predictive density for all variables. Again, this might be due to the imposition of tighter restrictions on the data by the simple DSGE. Hybrids relax these restrictions, hence misspecification can be absorbed by stochastic shocks as reported in Del Negro and Schorfheide (2009) . For the one-step-ahead real-time density forecasts the FF rate PITs have a skewed distribution, i.e., they assign a large probability to low rates that are never realized exactly as for the initial data, yet now even more pronounced. The rolling sample generation of predictions as well as the great moderation in-sample period could explain this fact according to Del Negro and Schorfheide (2012). As the average of the pre-and post-great moderation volatility is captured by the sample, an overprediction of the volatility within the forecast period occurs. Indicatively, the PITs for the DSGE-FAVAR look better for real-time data in case of the CPI and FF rate amongst the other models compared to the initial dataset, whilst the same outcome is observed for the FAVAR and DSGE. Finally, for the longest horizon investigation it is revealed that even though the discrepancy increases with the forecast horizon, the PITs for the FF rate are much better calibrated for the DSGE models as opposed to the FAVAR. The rest of the density forecasts are similar to the four-quarter-ahead results for the conventional dataset. The skewness in the FF rate PITs is vanished. Indeed the overall picture leads to the conclusion that the PITs are diffuse for the GDP and CPI, yet the FF rate ones seem now better-calibrated. Amongst the winners, the DSGE-FAVAR presents a marginally better outcome than DSGE-VAR and DSGE, though not particularly different compared to the original dataset density examination.
Conclusions
This study investigated and employed advanced Bayesian methods for estimating dynamic stochastic general equilibrium (DSGE) models. These models appear to be particularly suited for conducting policy evaluation, as shown in the works of Smets and Wouters (2003 ), Del Negro and Schorfheide (2004 , Adolfson et al. (2008) and Christiano, Eichenbaum, and Evans (2005) . However, calibrated DSGE models face many important challenges such as the fragility of parameter estimates, statistical fit and the weak reliability of policy forecasts as reported in Stock and Watson (2001) , Ireland (2004) and Schorfheide (2010) . In recent years Bayesian estimation has become popular mainly due to the increasing computational power available to estimate large-scale DSGE models using Markov chain Monte Carlo simulations. DSGE models can pose identification problems for frequentist estimation that no amount of data or computing power can overcome. New macroeconomic research is drawn to the application of Bayesian statistics because DSGE models are often seen as abstractions of actual economies. We included a comparative evaluation of the out-of-sample predictive performance of many different specifications of estimated DSGE models and various classes of VAR models, using point and density forecasts to evaluate their predictability for the US economy. Simple and hybrid DSGE models were implemented, such as DSGE-VARs and factor augmented DGSEs (DSGE-FAVAR), and tested against standard VARs, Bayesian VARs and factor augmented VARs (FAVAR). The investigated period spanned 1960:Q4 to 2010:Q4 for the real GDP, the harmonized CPI and the nominal short-term interest rate. We produced their forecasts for the out-of-sample testing period 1997:Q1-2010:Q4 using in addition Real-Time data. The results were evaluated with the use of Bayesian method of the marginal data density as well as the root mean squared forecast error. The modified Diebold and Mariano (1995) pairwise test was also employed to measure comparatively the differential forecastability. The best forecasting performance for the GDP was consistently produced by the plain DSGE model also in case of Real-Time data. For the CPI and FF rate macroeconomic variables different models provided with the most accurate forecasts depending on the forecast horizon, the statistical measure of predictability and the use of Real-Time dataset. In the majority of cases the DSGE-FAVAR was the best performer whilst the FAVAR or the DSGE were also valid alternatives, the latter in particular when using Real-Time forecasts. Interestingly, the FAVAR model that provided with a consistent outranking behavior for the conventional dataset, was not included in the list of winners when Real-Tine data was used. VAR and BVAR specifications provided with less satisfying forecasting results. Point forecasts of DSGE and hybrid DSGEs were quite precise. A comparison against the statistical VAR and BVAR forecasts showed that the structural form of the DSGEs that is helpful in estimation inference and interpretability, does not worsen their forecasting performance. More importantly, conditioning on accurate nowcasts the forecasting performance was increased for the CPI and FF rate persistent variables. However, whilst the point forecasts were quite accurate, density forecasts of DSGE models -even for the outperformer DSGE-FAVAR -were not really well-calibrated in all horizons and in general they overestimated uncertainty. A possible explanation based on the same results by Del Negro and and Kolasa, Rubaszek, and Skrzypczynski (2012) is attributed to the inclusion of the great moderation evaluation period in estimation as opposed to the transition in a highly volatile out-of-sample period especially after 2007.
As hybrid DSGE models have become popular for dealing with some of the DSGE model misspecifications basically due to major advances in Bayesian estimation methodology, policymakers and practitioners can rely on these models for forecasting applications. As shown in this study these models can compete and outperform well-known statistical models (e.g., VARs and BVARs) and effectively deal with more complex real-world problems as richer data sources and real-time datasets become available. The present comparative model validation can be useful to monetary policy analysis and macro-forecasting.
