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In this paper, under certain downstream pressure condition at
inﬁnity, we study the globally stable transonic shock problem for
the perturbed steady supersonic Euler ﬂow past an inﬁnitely long
2-D wedge with a sharp angle. As described in the book of Courant
and Friedrichs [R. Courant, K.O. Friedrichs, Supersonic Flow and
Shock Waves, Interscience, New York, 1948] (pages 317–318): when
a supersonic ﬂow hits a sharp wedge, it follows from the Rankine–
Hugoniot conditions and the entropy condition that there will
appear a weak shock or a strong shock attached at the edge of
the sharp wedge in terms of the different pressure states in the
downstream region, which correspond to the supersonic shock and
the transonic shock respectively. It has frequently been stated that
the strong shock is unstable and that, therefore, only the weak
shock could occur. However, a convincing proof of this instability
has apparently never been given. The aim of this paper is to
understand this open problem. More concretely, we will establish
the global existence and stability of a transonic shock solution for
2-D full Euler system when the downstream pressure at inﬁnity is
suitably given. Meanwhile, the asymptotic state of the downstream
subsonic solution is determined.
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1. Introduction and main results
In this paper, we are concerned with the existence and stability of a globally stable transonic shock
wave solution for the full Euler system when a perturbed steady supersonic ﬂow hits an inﬁnitely
long 2-D wedge with a sharp angle. As illustrated in [10, pp. 317–318]: when a supersonic ﬂow hits a
sharp wedge, it follows from the Rankine–Hugoniot conditions and the entropy condition that there
will appear a weak shock or a strong shock attached at the vertex of the sharp wedge in terms of the
different pressure states in the downstream region, which correspond to the supersonic shock and
the transonic shock respectively. With respect to the weak shocks, under some different assumptions,
the authors in [7–9,18,20,21] and so on have established the local or global existence and stability
of a supersonic shock solution or a weak solution for the perturbed supersonic incoming ﬂow past
a sharp wedge. With respect to the strong shock, under certain pressure condition at inﬁnity in the
downstream subsonic region, we will study the global existence and stability as well as the asymptotic
behavior of the downstream subsonic ﬂow for 2-D full Euler system when the supersonic incoming
ﬂow is of a small perturbation with respect to the constant supersonic state (ρ0,q0,0, p0) and such
a ﬂow hits the sharp wedge {x: x1  0, −b0x1  x2  b0x1} along the x1-direction (see Fig. 1).
Due to the non-interaction property of transonic shocks on two sides of the wedge, then it suf-
ﬁces to consider our transonic shock problem only in the upper half-plane x2  0 and use a ramp
{(x1, x2): x1  0, 0 x2  b0x1} instead of the wedge (see Fig. 2).
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⎧⎪⎪⎨
⎪⎪⎩
div(ρu) = 0,
div(ρu⊗ u) + ∇p = 0,
div
(
ρu
(
E + p
ρ
))
= 0,
(1.1)
where u= (u1,u2) is the velocity, ρ the density, p the pressure, and E the energy.
For the polytropic gases, the equations of state are given by
p(ρ, S) = Aργ e Scv and E = 1
2
|u|2 + γ p
(γ − 1)ρ , (1.2)
here A, cv and γ are positive constants with 1 < γ < 3, and S entropy. In addition, c(ρ, p) =
√
γ p
ρ
stands for the local sonic speed.
Suppose that the supersonic incoming ﬂow is perturbed, which is determined by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
div(ρ−u−) = 0,
div(ρ−u− ⊗ u−) + ∇p− = 0,
div
(
ρ−u−
(
E− + p
−
ρ−
))
= 0,
ρ−|x1=0 = ρ0 + ερ0(x2),
u−|x1=0 = u0 + ε
(
u01(x2),u
0
2(x2)
)
,
p−|x1=0 = p0 + εp0(x2),
(1.3)
where u0 = (q0,0), q0 > c(ρ0, p0) ≡
√
γ p0
ρ0
, (ρ0(x2),u01(x2),u
0
2(x2), p
0(x2)) ∈ C30(R+), and ε > 0 is
suﬃciently small.
It follows from Lemma 2.2 of Section 2 below that (1.3) has a C3 supersonic solution (ρ−(x),u−(x),
p−(x)) in the domain Ω0 = {(x1, x2): x1 > 0, x2 > (b0 + τ0)x1} with any ﬁxed constant τ0 > 0, more-
over (ρ−(x) − ρ0,u−(x) − u0, p−(x) − p0) ∈ C30(Ω0), and |∇αx (ρ−(x) − ρ0)| + |∇αx (u−(x) − u0)| +
|∇αx (p−(x) − p0)| Cε holds true for |α| = 0,1,2,3 and x ∈ Ω¯0.
We assume that the equation of the attached shock curve Σ is denoted by x2 = η(x1) with
η(0) = 0, and the subsonic ﬂow ﬁeld behind the shock is (ρ+(x),u+(x), p+(x)). Then, in the domain
Ω+ ≡ {x: x1 > 0, b0x1 < x2 < η(x1)}, (ρ+(x),u+(x), p+(x)) satisﬁes:
⎧⎪⎪⎨
⎪⎪⎩
div(ρ+u+) = 0,
div(ρ+u+ ⊗ u+) + ∇p+ = 0,
div
(
ρ+u+
(
E+ + p
+
ρ+
))
= 0,
(1.4)
here |u+| =
√
(u+1 )2 + (u+2 )2 < c(ρ+, p+) =
√
γ p+
ρ+ .
The related Rankine–Hugoniot conditions on Σ are
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
η′(x1)[ρu1] − [ρu2] = 0,
η′(x1)
[
p + ρu21
]− [ρu1u2] = 0,
η′(x1)[ρu1u2] −
[
p + ρu22
]= 0,
η′(x )
[
(ρE + p)u ]− [(ρE + p)u ]= 0.
(1.5)1 1 2
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p+(x) > p−(x) on x2 = η(x1). (1.6)
In addition, from the physical point of view (see [2,3,11,14] and the references therein), if a sub-
sonic ﬂow in an unbounded domain is called to be stable, it should admit a determined state at
inﬁnity. From this, along each stream line starting from the shock curve, we pose
lim
x1→∞ along stream line
(
ρ+(x),u+(x), p+(x)
)
exists for b0x1  x2  η(x1). (1.7)
Finally, since the velocity of the ﬂow is tangent to the ramp wall x2 = b0x1, then we have
u+2 = b0u+1 on x2 = b0x1. (1.8)
The main result in our paper can be stated as:
Theorem1.1. If the perturbed supersonic incoming ﬂowwith the initial state (ρ−(0, x2),u−(0, x2), p−(0, x2))
in (1.3) hits the sharp ramp {x: x1  0, 0 x2  b0x1} along the x1-direction, then for suitably small b0 > 0,
there exist ε0 > 0 and 0 < δ0 < 1 such that for ε < ε0 , the problem (1.4) with (1.5)–(1.8) has a unique
solution (ρ+(x),u+, p+(x);η(x1)) with the following regularities and estimates:
(i) η(x1) ∈ C2,δ0 [0,∞), and
∥∥η′(x1) − s0∥∥C1,δ0 [0,∞)  Cε and limx1→∞η′(x1) = s0.
(ii) Denote by Ω+ = {x: x1 > 0, b0x1 < x2 < η(x1)}. Then (ρ+(x),u+(x), p+(x)) ∈ C1,δ0(Ω¯+) satisﬁes
∥∥ρ+(x) − ρ+0 ∥∥C1,δ0 (Ω¯+) + ∥∥u+(x) − u+0 ∥∥C1,δ0 (Ω¯+) + ∥∥p+(x) − p+0 ∥∥C1,δ0 (Ω¯+)  Cε.
In particular,
lim
x1→∞
p+(x) = p+0 for x ∈ Ω+.
Here the constant state (ρ+0 ,u
+
0 , p
+
0 ) stands for the downstream subsonic ﬂow behind the transonic shock
line x2 = s0x1 , which is formed by the uniform supersonic incoming ﬂow (ρ0,q0,0, p0) past the sharp ramp
{x: x1  0, 0 x2  b0x1}. With respect to more detailed information, one can see Section 2.
Remark 1.1. Besides the estimates described by Theorem 1.1, we can give more detailed properties on
the downstream subsonic solution (ρ+(x),u+(x), p+(x)) in Ω+ when x1 → ∞ along stream line. This
will be stated more precisely in Theorem 3.1 of Section 3 and Section 7.
Remark 1.2. It is noted that we have shown limx1→∞ p+(x) = p+0 for x ∈ Ω+ in Theorem 1.1. Then
Theorem 1.1 illustrates that the 2-D transonic shock of full Euler system is stable under the certain
downstream pressure condition at inﬁnity.
Remark 1.3. The smallness of b0 is required in the proof procedure of Theorem 1.1, which is crucial
to show the contractible property of the mapping J from the space N into N (the deﬁnitions of J
and N see Section 6. With respect to more details, one can be referred in Section 6). On the other
hand, if b0 is not small, then it is diﬃcult for us to prove that J is a well-deﬁned mapping from N
into itself.
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16,19,22,23] and the references therein). In particular, we mention some works which are related
to our paper. In [6], for the 2-D full Euler equation in an inﬁnite nozzle, by using the Lagrange
transformation and the stream function φ, the authors reduce the 2-D Euler system into a single
second order quasilinear elliptic equation on φ. From this, together with some a priori estimates
on φ, the authors in [6] establish the existence, stability and asymptotic behavior of a transonic shock
solution when the shock curve is assumed to go through some ﬁxed point at one nozzle wall. Such a
reduction captures the conservation properties and the downstream subsonic property of Euler system
in downstream region, and will be used for us to study the transonic shock problem at present paper.
In [13], by use of the weighted W 1,p-estimates (the radius r =
√
x21 + x22 is taken as the weight) of
solution to the second order linear elliptic equation in a cornered and unbounded domain, which is
systematically established in [17], the author shows the existence of a transonic shock solution in the
weighted W 1,p-space for the supersonic Euler ﬂow past a 2-D sharp wedge. However, the asymptotic
state and the end pressure state at inﬁnity in the downstream subsonic region are not studied in [13],
which are fundamental to illustrate the stability of a transonic shock in an unbounded domain under
some certain pressure condition. On the other hand, it seems diﬃcult for us to derive the existence
of asymptotic state only from the weighted W 1,p-estimates obtained in [13] and [17]. In this paper,
under some certain downstream pressure condition at inﬁnity, by use of the suitably weighted Hölder
space (away from the origin O = (0,0), we take the distance from point to the ramp wall as the
weight other than take r =
√
x21 + x22 as the weight like in the references [11,13] and so on), we
establish the existence, stability and asymptotic state of downstream subsonic ﬂow at inﬁnity for the
2-D transonic shock solution of full Euler system.
Next we comment on the proof of the main result in this paper. By introducing the stream func-
tion φ, as in [6], we can reduce the 2-D full Euler system in the downstream subsonic region into a
second order nonlinear elliptic equation of φ, moreover (ρ+,u+, p+) can be expressed as the func-
tions of ∇φ. In order to solve such a nonlinear elliptic equation of φ with a free boundary, ﬁrst we
choose an approximate shock curve and solve a nonlinear problem in a ﬁxed and unbounded angular
domain, subsequently we deﬁne a nonlinear map on the approximate shock location in a suitable
weighted Hölder space and further show that this map is contractible. From this, it follows from
the ﬁxed point theorem that the nonlinear problem (1.4) with (1.5)–(1.6) and (1.8) can be solved.
Finally, to study the existence of downstream subsonic state at inﬁnity and asymptotic behavior of
(ρ+,u+, p+), our new ingredient is to derive the uniform estimate on ‖∇∂1φ‖L2(ΩR,R+1) (other than‖∇∂2φ‖L2(ΩR,R+1)) with ΩR,R+1 = Ω+ ∩ {x: R < x1 < R + 1} for any large R > 0 and subsequently
apply for the weak Harnack inequality to obtain the pointwise estimate of ∂1φ (other than ∂2φ. In
fact, it seems rather diﬃcult to estimate ∂2φ directly by use of the Euler system. One can check the
details in Section 7). Based on this, and combining with some delicate analysis, the asymptotic state
of (ρ+,u+, p+) at inﬁnity can be determined. Namely, the proof of Theorem 1.1 is completed.
Our paper is organized as follows. In Section 2, ﬁrst we give some analysis on the constant sub-
sonic state (ρ+0 ,u
+
1,0,u
+
2,0, p
+
0 ) behind the transonic shock x2 = s0x1, which is formed by the uniform
supersonic ﬂow (ρ0,q0,0, p0) past the sharp ramp {x: x1  0, 0 x2  b0x1}. Next, we establish the
estimates on (ρ−(x),u−(x), p−(x)) in system (1.3). In Section 3, as in [6], we reformulate the 2-D
problem (1.4) with the boundary conditions (1.5)–(1.8) into a second order nonlinear elliptic equation
on the stream function φ in an unbounded angular domain, which admits two Dirichlet boundary
values on the shock curve and the ﬁxed wall of ramp respectively. Subsequently, a precise description
on Theorem 1.1 will be given in Theorem 3.1. To prove Theorem 3.1, ﬁrst, by choosing an approximate
shock curve, we will solve a related second order nonlinear elliptic equation of φ in a ﬁxed region. To
achieve this, it is necessary to derive some basic a priori estimates on its corresponding linearization
problem. This procedure will be carried out in Section 4. Next, based on the estimates in Section 4,
we can show that the nonlinear problem on φ can be solved in Section 5. In Section 6, by use of
a suitable iteration scheme, some estimates of Section 5 and the ﬁxed point theorem, we can com-
plete the proof of Theorem 3.1. In Section 7, it follows from Theorem 3.1, weak Harnack inequality
for second order elliptic equation and some delicate analysis that the asymptotic state of downstream
subsonic ﬂow (ρ+,u+, p+) at inﬁnity can be established.
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O (b0) denotes a bounded quantity, which admits the bound |O (b0)|  M1b0, where the generic
constant M1 > 0 depends only on the supersonic ﬂow (ρ0,u0, p0).
O (ε) means that there exists a generic constant M2 > 0 such that |O (ε)|  M2ε holds, where
M2 > 0 depends on b0 and (ρ0,u0, p0).
2. Some preliminaries
In [10], the following transonic shock phenomenon is described: suppose that a uniform supersonic
incoming ﬂow (ρ0,q0,0, p0) hits the ramp {x: x1 > 0, 0 < x2 < b0x1} along the x1-direction, then
there exists a critical value b∗ such that there will appear an attached transonic shock x2 = s0x1
as b0 < b∗ . Moreover, it follows from Rankine–Hugoniot conditions, the boundary condition on the
ramp wall and a direct computation that the constant downstream subsonic ﬂow (ρ+0 ,u
+
1,0,u
+
2,0, p
+
0 )
satisﬁes
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
s0
(
ρ+0 u
+
1,0 − ρ0q0
)− ρ+0 u+2,0 = 0,
s0
(
ρ+0
(
u+1,0
)2 + p+0 − ρ0q20 − p0)− ρ+0 u+1,0u+2,0 = 0,
s0ρ
+
0 u
+
1,0u
+
2,0 −
(
ρ+0
(
u+2,0
)2 + p+0 − p0)= 0,
(u+1,0)2 + (u+2,0)2
2
+ γ p
+
0
(γ − 1)ρ+0
≡ C0 = q
2
0
2
+ γ p0
(γ − 1)ρ0 ,
u+2,0 = b0u+1,0
(2.1)
with
(
u+1,0
)2 + (u+2,0)2 < c2(ρ+0 , p+0 )≡ γ p
+
0
ρ+0
. (2.2)
In addition, the following physical entropy condition holds true
ρ0 < ρ
+
0 . (2.3)
With respect to the properties of downstream subsonic ﬂow (ρ+0 ,u
+
1,0,u
+
2,0, p
+
0 ) and slope s0 of
transonic shock, for small b0 > 0, we have
Lemma 2.1. If b0 is small, then
(i) ρ+0 = ρ+s + O (b0),
(ii) u+1,0 = q+s + O (b0),
(iii) u+2,0 = b0q+s + O (b20),
(iv) p+0 = p+s + O (b0),
(v) s0 = q0−q
+
s
b0q
+
s
(1+ O (b20)),
where (ρ+s ,q+s ,0, p+s ) stands for the downstream subsonic constant state behind the transonic straight
shock x1 = 0, which connects with the upstream supersonic incoming ﬂow (ρ0,q0,0, p0). More concretely,
(ρ+s ,q+s ,0, p+s ) with q+s < c(ρ+s , p+s ) =
√
γ p+s
ρ+s
is determined by the algebraic equation system ρ+s q+s =
ρ0q0 , ρ+s (q+s )2 + p+s = ρ0q20 + p0 and 12 (q+s )2 + γ p
+
s + = C0 .(γ−1)ρs
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ+0 u
+
1,0(1− b0σ0) = ρ0q0,
(1− b0σ0)ρ+0
(
u+1,0
)2 + p+0 = ρ0q20 + p0,
b0(1− b0σ0)ρ+0
(
u+1,0
)2 − σ0(p+0 − p0)= 0,
1+ b20
2
(
u+1,0
)2 + γ p+0
(γ − 1)ρ+0
= C0,
u+2,0 = b0u+1,0.
(2.4)
It follows from a direct calculation that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ+0 =
(b0 + σ0)ρ0
σ0(1− b0σ0) ,
u+1,0 =
σ0q0
b0 + σ0 ,
u+2,0 =
b0σ0q0
b0 + σ0 ,
p+0 =
b0ρ0q20
b0 + σ0 + p0.
(2.5)
Assume σ0 = C1b0 + C2(b0)b20, here the constant C1 and the function C2(b0) will be determined
later on. In this case, (2.5) can be changed as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ+0 = ρ0
(
1+ 1
C1
)
− ρ0C2(b0)
C21
b0 + O
(
b20
)
,
u+1,0 =
q0C1
1+ C1 +
q0C2(b0)
(1+ C1)2 b0 + O
(
b20
)
,
u+2,0 =
q0C1
1+ C1 b0 + O
(
b20
)
,
p+0 = p0 +
ρ0q20
1+ C1 −
ρ0q20C2(b0)
(1+ C1)2 b0 + O
(
b20
)
.
(2.6)
Substituting (2.6) into the fourth equality of (2.4) and comparing the corresponding coeﬃcients of
(b0)0 and (b0)1 yield
1
2
(
q0C1
1+ C1
)2
+ γ
γ − 1
q20C1
(1+ C1)2 +
γ
γ − 1
C1p0
ρ0(1+ C1) = C0 (2.7)
and
γ
γ − 1
C2(b0)p0
ρ0(1+ C1)2 +
γ
γ − 1
q20C2(b0)
(1+ C1)3 −
1
γ − 1
q20C1C2(b0)
(1+ C1)3 = O (b0). (2.8)
It follows from (2.7) and the relation q0q+s = 2(γ−1)γ+1 C0 that
C1 = q
+
s
+ . (2.9)q0 − qs
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(q0 − q+s )2
(γ − 1)q20
(
c2(ρ0, p0) + γ q0
(
q0 − q+s
)− q0q+s )C2(b0) = O (b0). (2.10)
Since γ p
+
s
ρ+s
> (q+s )2 due to the subsonic state of (ρ+s ,q+s ,0, p+s ), then by the relations of
(ρ+s ,q+s , p+s ) and a simple computation we can obtain (c2(ρ0, p0) + γ q0(q0 − q+s ) − q0q+s ) > 0. From
this and (2.10), we have
C2(b0) = O (b0). (2.11)
Substituting (2.9) and (2.11) into (2.6) and the expression of σ0 = C1b0 + C2(b0)b20, then we can
complete the proof of Lemma 2.1. 
Next, we establish some estimates on the supersonic upstream ﬂow (ρ−(x),u−(x), p−(x)) in sys-
tem (1.3).
Lemma 2.2. For small ε > 0, the system (1.3) has a unique C3(Ω¯0)-solution (ρ−(x),u−(x), p−(x)), here
Ω0 = {(x1, x2): x1 > 0, x2 > (b0+s0)x12 }. Moreover, (ρ−(x) − ρ0,u−(x) − u0, p−(x) − p0) ∈ C30(Ω0), and
there exists a positive constant C independent of ε such that
∥∥ρ−(x) − ρ0∥∥C3(Ω¯0) + ∥∥u−(x) − u0∥∥C3(Ω¯0) + ∥∥p−(x) − p0∥∥C3(Ω¯0)  Cε.
Proof. It is noted that (1.3) can be rewritten as
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
A1(U
−)∂1U− + A2(U−)∂2U− = 0,
u−|x1=0 = u0 + ε
(
u01(x2),u
0
2(x2)
)
,
p−|x1=0 = p0 + εp0(x2),
S−|x1=0 = cv ln
p0 + εp0(x2)
A(ρ0 + ερ0(x2))γ ,
(2.12)
where U− = (u−1 ,u−2 , p−, S−) with S− = cv ln p
−
A(ρ−)γ , and
A1(U
−) =
⎛
⎜⎜⎜⎝
ρ−u−1 0 0 1
0 ρ−u−1 0 0
0 0 ρ−u−1 0
1 0 0
u−1
ρ−c2(ρ−,p−)
⎞
⎟⎟⎟⎠ ,
A2(U
−) =
⎛
⎜⎜⎜⎝
ρ−u−2 0 0 0
0 ρ−u−1 0 1
0 0 ρ−u−2 0
0 1 0
u−2
ρ−c2(ρ−,p−)
⎞
⎟⎟⎟⎠ .
Obviously, the matrices A1(U−) and A2(U−) are symmetric, in particular, A1(U−) is positive deﬁ-
nite for the steady supersonic ﬂow with u−1 > c(ρ−, p−).
By the characteristics method, the ﬁnite propagation speed property on the symmetric hyperbolic
system and the standard Picard iteration (for example, see [19]), when ε > 0 is suitably small we
4474 H. Yin, C. Zhou / J. Differential Equations 246 (2009) 4466–4496conclude that (2.12) has a unique C3(Ω¯0)-solution. Furthermore, there exists a positive constant C
independent of ε such that
∥∥ρ−(x) − ρ0∥∥C3(Ω¯0) + ∥∥u−(x) − u0∥∥C3(Ω¯0) + ∥∥p−(x) − p0∥∥C3(Ω¯0)  Cε.
Hence Lemma 2.2 is proved. 
For computational convenience later on, we will introduce the following coordinate transformation
to change the wall of ramp into y1-axis
{
y1 = cos θ0x1 + sin θ0x2,
y2 = − sin θ0x1 + cos θ0x2, (2.13)
here θ0 = arctanb0.
With some abuses of notations, under the transformation (2.13), we will denote the state
of downstream subsonic ﬂow by (ρ(y),u(y), p(y)) instead of (ρ+(x),u+(x), p+(x)), here u(y) =
(u1(y),u2(y)) ≡ (cos θ0u+1 (x(y))+sin θ0u+2 (x(y)), cos θ0u+2 (x(y))−sin θ0u+1 (x(y))) with x(y) = (x1(y),
x2(y)) ≡ (cos θ0 y1 − sin θ0 y2, sin θ0 y1 + cos θ0 y2). It is noted that the Euler system (1.4) is invariant
under the rotation transformation (2.13), then (1.4) can be written as
⎧⎪⎪⎨
⎪⎪⎩
div(ρu) = 0,
div(ρu⊗ u) + ∇y p = 0,
div
(
ρu
(
E + p
ρ
))
= 0.
(2.14)
Under the new coordinate y = (y1, y2), suppose that the equation of shock curve Σ is denoted by
y1 = ξ(y2). Then it follows from the system (2.14) that the corresponding Rankine–Hugoniot condi-
tions on Σ become
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[ρu1] − ξ ′(y2)[ρu2] = 0,[
p + ρu21
]− ξ ′(y2)[ρu1u2] = 0,
[ρu1u2] − ξ ′(y2)
[
p + ρu22
]= 0,[
(ρE + p)u1
]− ξ ′(y2)[(ρE + p)u2]= 0,
(2.15)
here the perturbed supersonic incoming ﬂow (ρ−(y),u−(y), p−(y)) stands for (ρ−(x), |u−(x)| cos(θ0−
θ(x)),−|u−(x)| sin(θ0 − θ(x)), p−(x)) with θ(x) = arctan u
−
2 (x)
u−1 (x)
, and the variable x= x(y) is determined
by (2.13).
In addition, (1.7) and (1.8) are respectively equivalent to
lim
y1→∞ along each stream line
(
ρ(y),u(y), p(y)
)
exists for 0 y2  ξ−1(y1) (2.16)
and
u2(y) = 0 on y2 = 0, (2.17)
here ξ−1(y1) denotes by the inverse function of y1 = ξ(y2), whose existence is due to ξ ′(y2) > 12s0
for small ε and b0 (In fact, under the transformation (2.13), the equation of oblique shock x2 = s0x1
can be expressed as y1 = cos θ0+s0 sin θ0s0 cos θ0−sin θ0 y2 =
1+s0b0
s0−b0 y2 by use of Lemma 2.1, then it is expected that
|ξ ′(y2) − 1+s0b0s −b | Cε holds true).0 0
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conditions (2.15)–(2.17).
In the end of this section, we introduce the following weighted Hölder spaces which will be used
in the whole paper and are motivated by Section 6.2 of Chapter 6 in [15].
Let D ⊂R2 be an open set with the origin O = (0,0) ∈ D¯ , for y, y¯ ∈ D , we deﬁne d2y = y21+ y22 and
dy, y¯ = min(dy,dy¯), δy, y¯ = min {1+ |y2|,1+ | y¯2|}. For m ∈ N ∪ {0}, α ∈ R+ , k, l ∈ R and u ∈ Cm,α(D),
we deﬁne
[u](k,l)m,0;D = max
{
sup
0<dy<1
∑
|β|=m
∣∣dk+my Dβu(y)∣∣, sup
dy1
∑
|β|=m
∣∣(1+ |y2|)l+mDβu(y)∣∣
}
,
[u](k,l)m,α;D = max
{
sup
0<dy, y¯<1
∑
|β|=m
dk+m+αy, y¯
|Dβu(y) − Dβu( y¯)|
|y − y¯|α , supdy, y¯1
∑
|β|=m
δl+m+αy, y¯
|Dβu(y) − Dβu( y¯)|
|y − y¯|α
}
,
‖u‖(k,l)m,0;D =
m∑
j=0
[u](k,l)j,0;D ,
‖u‖(k,l)m,α;D = ‖u‖(k,l)m,0;D + [u](k,l)m,α;D ,
and the corresponding function space is deﬁned as
H(k,l)m,α (D) =
{
u ∈ Cm,α(D): ‖u‖(k,l)m,α;D < +∞
}
. (2.18)
Analogously, for Γ = (0,∞) and f (y2) ∈ Cm,α(Γ ), we can deﬁne [ f ](k,l)m,0;Γ , [ f ](k,l)m,α;Γ , ‖ f ‖(k,l)m,0;Γ ,
‖ f ‖(k,l)m,α;Γ and H(k,l)m,α (Γ ) as above.
3. Reformulation on (2.14)–(2.17) and a detailed description on Theorem 1.1
To treat 2-D steady Euler system (2.14) with the boundary conditions (2.15)–(2.17), as in [6], ﬁrst
we use the Lagrange transformation to rewrite (2.14).
Let ζ(y1, l) be the stream line through the point (0, l)
⎧⎨
⎩
dζ(y1, l)
dy1
= u2
u1
(
y1, ζ(y1, l)
)
,
ζ(0, l) = l,
(3.1)
then the Lagrange transformation is deﬁned as
⎧⎪⎪⎨
⎪⎪⎩
z1 = y1,
z2 =
y2∫
ζ(y1,0)
ρu1(y1, s)ds.
(3.2)
For notational convenience, we still set
(
ρ(z),u(z), p(z)
)≡ (ρ(y(z)),u(y(z)), p(y(z))),
here y = y(z) is the inverse transformation of (3.2).
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
1
ρu1
)
− ∂z2
(
u2
u1
)
= 0,
∂z1
(
u1 + p
ρu1
)
− ∂z2
(
pu2
u1
)
= 0,
∂z1u2 + ∂z2 p = 0,
∂z1
(
1
2
|u|2 + γ p
(γ − 1)ρ
)
= 0.
(3.3)
Suppose that the equation of shock curve Σ is denoted by z1 = f (z2) with f (0) = 0, then the
Rankine–Hugoniot conditions (2.15) become
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
1
ρu1
]
+
[
u2
u1
]
f ′(z2) = 0,[
u1 + p
ρu1
]
+
[
pu2
u1
]
f ′(z2) = 0,
[u2] − [p] f ′(z2) = 0,[
1
2
|u|2 + γ p
(γ − 1)ρ
]
= 0.
(3.4)
In addition, (2.16) and (2.17) are changed as
lim
z1→∞
(
ρ(z),u(z), p(z)
)
exists for z ∈ Ω f ≡
{
z: z1 > 0, 0< z2 < f
−1(z1)
}
(3.5)
and
u2(z) = 0 on z2 = 0, (3.6)
here f −1(z1) stands for the inverse function of z1 = f (z2).
It is noted that the system (2.14) with (2.15)–(2.17) are actually equivalent to (3.3) with (3.4)–(3.6)
due to the C3 and C1,δ0 regularities of solution in the upstream supersonic region and downstream
subsonic region respectively, which will be shown in Theorem 1.1.
Next, following [6], we introduce a stream function φ(z) to reduce (3.3) with (3.4)–(3.6) into a
second order quasilinear elliptic equation of φ.
It follows from (3.2) that y2 can be expressed as a function of z, which is denoted by y2 = φ(z)
with φ(0,0) = 0. By a direct computation, we have
∂z1φ =
u2
u1
, ∂z2φ =
1
ρu1
. (3.7)
Since (ρ−(z),u−(z), p−(z)) is known in the upstream supersonic region, then the related function
φ−(z) with φ−(0,0) = 0 can be uniquely determined.
Due to the fourth equality in (3.3), one can derive the following Bernoulli’s law:
1
2
|u|2 + γ p
(γ − 1)ρ = B(z2), (3.8)
moreover, it follows from the fourth equality in (3.4) that B(z2) can be completely determined by the
incoming ﬂow (ρ−(z),u−(z), p−(z)).
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by the ﬁrst state equation in (1.2), we have
p = A(z2)ργ in Ω f . (3.9)
It follows from a direct computation that the function A(z2) can be determined by the incom-
ing ﬂow (ρ−(z),u−(z), p−(z)) and the Rankine–Hugoniot conditions (3.4) on the shock Σ when the
shock equation z1 = f (z2) is known (this is also pointed out in [6]).
Substituting (3.7) and (3.9) into (3.8) yields
(∂z1φ)
2 + 1
2ρ2(∂z2φ)
2
+ γ
γ − 1 A(z2)ρ
γ−1 = B(z2). (3.10)
This, together with the implicit function theorem, yields that ρ can be solved as a function of
A(z2), B(z2) and ∇φ in Ω f . That is,
ρ = ρ(A(z2), B(z2),∇φ). (3.11)
Substituting (3.11), (3.7) and (3.9) into the third equality in (3.3) yields
2∑
i, j=1
aij
(
A(z2), B(z2),∇φ
)
∂i jφ = F
(
A(z2), A
′(z2), B(z2), B ′(z2),∇φ
)
, (3.12)
where
a11 = (γ − 1)γ A(z2)ρ
γ+1(∂z2φ)2
ρ2(∂z2φ)
3(γ (γ + 1)A(z2)ργ − 2(γ − 1)B(z2)ρ) ,
a12 = − γ (γ − 1)A(z2)ρ
γ−1∂z1φ
(∂z2φ)
2(γ (γ + 1)A(z2)ργ − 2(γ − 1)B(z2)ρ) ,
a22 = γ (γ − 1)A(z2)ρ
γ−1(1+ (∂z1φ)2)
(∂z2φ)
3(γ (γ + 1)A(z2)ργ − 2(γ − 1)B(z2)ρ) ,
F = −A′(z2)ργ + γ A(z2)A′(z2)ργ−1ρA + γ A(z2)ργ−1B ′(z2)ρB
with
ρA = γρ
γ+1
γ (γ + 1)A(z2)ργ − 2(γ − 1)B(z2)ρ ,
ρB = − (γ − 1)ρ
2
γ (γ + 1)A(z2)ργ − 2(γ − 1)B(z2)ρ .
It is easy to verify that (3.12) is uniformly elliptic when (ρ(z),u(z), p(z)) is of a small perturbation
of (ρ+0 , |u+0 |,0, p+0 ).
Next we derive the boundary conditions of Eq. (3.12).
On z2 = 0, by use of (3.6) and (3.7), we arrive at
φ = 0 on z2 = 0. (3.13)
In addition,
φ = φ− on z1 = f (z2). (3.14)
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lim
z1→∞
(∂z1φ, ∂z2φ) exists for z ∈ Ω f .
However, temporarily, we will use a weaker condition to replace it (it will be recovered in Sec-
tion 7), i.e.,
|∇zφ| C for any z ∈ Ω f . (3.15)
In order to determine the real shock curve z1 = f (z2), we will solve the third equation in (3.4).
Namely,
⎧⎨
⎩ f
′(z2) =
( [u2]
[p]
)(
f (z2), z2
)
,
f (0) = 0.
(3.16)
Next, we calculate the function A(z2) in terms of (3.4) and the shock curve.
Due to u2 = u−2 + [p] f ′(z2), then it follows from the ﬁrst, the second and the fourth equalities in
(3.4) that
G1(ρ,u, p, f
′) ≡
[
1
ρu1
]
+
(
u−2 + [p] f ′
u1
− u
−
2
u−1
)
f ′(z2) = 0,
G2(ρ,u, p, f ′) ≡
[
u1 + p
ρu1
]
+
(
u−2 + [p] f ′
u1
p+ − p
−u−2
u−1
)
f ′(z2) = 0,
G3(ρ,u, p, f
′) ≡ 1
2
([
u21
]+ (u−2 + [p] f ′)2 − (u−2 )2)+
[
γ p
(γ − 1)ρ
]
= 0.
By Lemma 2.1 and a direct calculation, we arrive at
∂(G1,G2,G3)
∂(ρ,u1, p)
∣∣∣
(ρ+0 ,|u+0 |,p+0 , f ′0)
= 1
(γ − 1)(ρ+0 |u+0 |)3
(∣∣u+0 ∣∣2 − c2(ρ+0 , S+0 ))+ O (b0) < 0, (3.17)
here f0(z2) = 1+s0b0ρ+0 |u+0 |(s0−b0) z2.
Thus, it follows from (3.17) and the implicit function theorem that (ρ(z),u(z), p(z)) can be
expressed as the functions of (ρ−,u−, p−) and f ′ on the shock curve. From this, A(z2) =
(
p
ργ )( f (z2), z2) can be completely determined. In addition, for the given A(z2) and B(z2), (ρ(z),u(z),
p(z)) can be uniquely determined by ∇φ.
For the later use, it is required to estimate A(z2).
Indeed, if we set
A0 = p
+
0
(ρ+0 )γ
,
by use of Gi(ρ
+
0 , |u+0 |,0, p+0 , f ′0) = 0 (i = 1,2,3), then a direct calculation yields
∣∣A(z2) − A0∣∣= O (∣∣U−( f (z2), z2)− U0−∣∣+ b0∣∣ f ′ − f ′0∣∣), ∣∣A′(z2)∣∣= O (|DU−| + b0| f ′′|), (3.18)
here and below U− = (ρ−,u−, p−) and U0− ≡ (ρ0,u−1,0,u−2,0, p0) = (ρ0,q0 cos θ0,−q0 sin θ0, p0).
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proved in Section 7).
Let limz1→∞ φ(z) = φI (z2), meanwhile it is expected that limz1→∞ ∂z1φ(z) = 0 holds true. This,
together with (3.7), yields
lim
z1→∞
u2(z) = 0, (3.19)
simultaneously, limz1→∞ ∂z1u2(z) = 0 will be expected. From this and the third equation in (3.3), one
has limz1→∞ ∂z2 p(z) = 0, and it seems valid to arrange
lim
z1→∞
p(z) = p+0 . (3.20)
Set limz1→∞ ρ(z) = ρI (z2), then it follows from (3.9) and (3.20) that
ρI (z2) =
(
p+0
A(z2)
) 1
γ
. (3.21)
On the other hand, by use of (3.8) and (3.19), we can conclude that limz1→∞ u1(z) = u1,I (z2) exists
and
u1,I (z2) =
(
2B(z2) − 2γ p
+
0
(γ − 1)ρI (z2)
) 1
2
. (3.22)
It is noted that φI (0) = 0 from (3.13), thus by (3.7), φI (z2) can be determined as follows
φI (z2) =
z2∫
0
(
1
ρI u1,I
)
(s)ds. (3.23)
From (3.21)–(3.23), when the shock curve is known, φI (z2) will be determined since B(z2) and
A(z2) depend only on the supersonic incoming ﬂow and the shock curve.
For the requirements to show Theorem 1.1, we will establish the following conclusion.
Theorem 3.1. Under the assumptions of Theorem 1.1, for small b0 > 0, there exist ε0 > 0 and 0 < δ0 < 1
such that for ε < ε0 , the free boundary problem (3.12) with (3.13)–(3.16) has a pair of solution (φ, f ) ∈
C2,δ0(Ω f ) × C2,δ0 (0,+∞) satisfying
‖φ − φI‖(−2−δ0,δ0)2,δ0;Ω f  Cε, (3.24)
‖ f − f0‖(−2−δ0,δ0−1)2,δ0;(0,∞)  Cε, (3.25)
here f0(z2) = 1+s0b0ρ+0 |u+0 |(s0−b0) z2 .
Remark 3.1. By the deﬁnition of H−2−δ0,δ02,δ0 (Ω f ), one cannot derive limz1→∞ |φ − φI | = 0 and
limz1→∞ |∇(φ − φI )| = 0 since the weight at inﬁnity of H−2−δ0,δ02,δ0 (Ω f ) is 1 + |z2| other than |z| =√
z21 + z22. Hence, in order to obtain the asymptotic behavior of φ or ∇φ, except the applications of
(3.24)–(3.25), we have to treat Eq. (3.12) more delicately. One can see the details in Section 7.
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In order to solve the nonlinear problem (3.12) with (3.13)–(3.16), as the ﬁrst step we consider its
linearized problem, which corresponds to a Dirichlet boundary value problem of a second order linear
elliptic equation in an unbounded and corned domain. For this end, we discuss the following linear
problem
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
2∑
i, j=1
aij(z)∂i jϕ = F (z) in Ω f ,
ϕ = g(z2) on z1 = f (z2),
ϕ = 0 on z2 = 0,∣∣∇ϕ(z)∣∣ C for all z ∈ Ω f ,
(4.1)
where F ∈ H(−δ0,1+δ0)0,δ0 (Ω f ), g(z2) ∈ H
(−2−δ0,δ0−1)
2,δ0
(0,+∞), f (z2) ∈ C2,δ0(0,+∞) with ‖ f −
f0‖(−2−δ0,δ0−1)2,δ0;(0,+∞)  σ˜ for some small constant σ˜ > 0, 0< δ0 < 1 is a suitable constant (see (4.7) below),
Ω f = {z: z1 > 0, 0< z2 < f −1(z1)}, and (4.1) satisﬁes the following uniformly elliptic conditions:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2∑
i, j=1
aij(z)ξiξ j  λ|ξ |2 for all ξ = (ξ1, ξ2) ∈R2 and z ∈ Ω f ,
‖aij − kiδi j‖(−1−δ0,δ0)1,δ0;Ω f  σ ,
(4.2)
where σ > 0 is a small constant, λ and ki (i = 1,2) are some ﬁxed constants with k1 > 0 and k2 > 0.
Theorem 4.1. Under the assumptions above, there exists a constant C > 0 which depends only on λ, δ0 and ki ,
such that (4.1) admits a unique solution ϕ ∈ H(−2−δ0,δ0−1)2,δ0 (Ω f ) satisfying the following estimate
‖ϕ‖(−2−δ0,δ0−1)2,δ0;Ω f  C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ), (4.3)
here δ0 = 12 ( πβ − 2) with β = π2 − arctan f ′0(z2).
In order to show Theorem 4.1, we now start to give some necessary preparations.
First, it is noted that one can assume k1 = k2 = 1 and λ = 1 without loss of generality.
Indeed, this can be easily achieved by use of such a transformation (z¯1, z¯2) = ( z1√k1 ,
z2√
k2
). Thus, for
convenience, below we will replace (4.2) by
‖aij − δi j‖(−1−δ0,δ0)1,δ0;Ω f  σ . (4.2)′
Next, we study the problem (4.1) in the following truncated domain ΩR = {(z1, z2): 0 < z1 < R,
0< z2 < f −1(z1)} ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
LϕR ≡
2∑
i, j=1
aij(z)∂i jϕR = F (z) in ΩR ,
ϕR = g(z2) on z1 = f (z2),
ϕR = 0 on z2 = 0,
ϕR = g(z2) on z1 = R,
(4.4)
where aij satisﬁes the condition (4.2)′ .
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estimate:
‖ϕR‖(−2−δ0,δ0−1)2,δ0;Ω R
2
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ), (4.5)
where the constant C depends only on δ0 .
Proof. Due to g(0) = 0, then it follows from Chapter 6 of [15] that (4.4) has a unique solution ϕR ∈
C(Ω¯R)∩ C2,δ0(Ω¯R \ {(0,0)∪ (R,0)∪ (R, f −1(R))}). Next, we derive the uniform estimate (4.5). For this
end, we will divide the procedure into three steps.
Step 1. The estimate of |ϕR(z)| for z ∈ ΩR .
Set
v(z) = C1(1+ z2)1−δ0 ,
where C1 = C˜1(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖
(−2−δ0,δ0−1)
2,δ0;(0,∞) ), and C˜1 > 0 is a suitably large constant.
It follows from (4.2)′ and a direct computation that
Lv = a22D22v = −δ0(1− δ0)C1a22(1+ z2)−1−δ0 < F (z) for suitable large C˜1.
Due to |ϕR(z)| v(z) on z1 = R and z1 = f (z2), then by the Comparison Principle of second order
elliptic equation, we arrive at
∣∣ϕR(z)∣∣ C1(1+ z2)1−δ0 in ΩR . (4.6)
Step 2. The estimate on ϕR(z) for z ∈ B ≡ B(O , 32 ) ∩ ΩR .
As in [1], we now set
ω(z) = C2r2+δ0 sin
(
κ + (2+ δ0 + κ)θ
)
,
where r =
√
z21 + z22, θ = arctan z2z1 , and
⎧⎪⎨
⎪⎩
δ0 = 1
2
(
π
β
− 2
)
, κ = 1
4
δ0, β = π
2
− arctan f ′(0),
C2 = C˜2
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ).
(4.7)
Then, for suitably large C˜2 and small σ , a direct computation yields
ω(z) = C2
[
(2+ δ0)2 − (2+ δ0 + κ)2
]
rδ0 sin
(
κ + (2+ δ0 + κ)θ
)
< −4C2κrδ0 sinκ < F (z) in B
and
Lω = ω + (aij − δi j)Dijω
< −4C2κrδ0 sinκ + Cσ rδ0
< −2C2κrδ0 sinκ < F (z) in B.
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ciple, yields
∣∣ϕR(z)∣∣< ω(z) < C2r2+δ0 in B. (4.8)
Step 3. The estimate on ϕR(z) in Ω R
2
.
For any ﬁxed z0 = (z01, z02) ∈ Ω R2 and 0 < μ  1, we set d = μ|z0| and μ(1+ |z
0
2|) for |z0| < 1 and
|z0| 1 respectively.
Let Bd(z0) ≡ B(z0,d). Obviously, O /∈ Bd due to μ  1.
To estimate ϕR(z) away from the origin in Ω R
2
, we distinguish two cases:
(i) Bd(z0)ΩR ;
(ii) Bd(z0) ∩ ∂ΩR = φ.
We now treat these two cases.
Deﬁne the map T : Bd(z0) → B1(0) by T (z) = z−z0d for z ∈ Bd(z0).
In case (i), set ϕ˜(x) = 1dϕR(z0 + dx) for x ∈ B1(0). It follows from a direct computation that ϕ˜(x)
satisﬁes
2∑
i j=1
aij(z0 + dx)∂2xi x j ϕ˜(x) = dF (z0 + dx). (4.9)
By the Schauder interior estimate, one has
‖ϕ˜‖2,δ0;B 1
2
(0)  C
(‖ϕ˜‖0;B1(0) + ‖dF‖0,δ0;B1(0)), (4.10)
where the constant C depends only on δ0.
For z ∈ B d
2
(z0) with |z| < 1, then |z| ( 1μ − 12 )d, and (4.10) implies
|z|−1−δ0 ∣∣Dϕ(z)∣∣+ |z|−δ0 ∣∣D2ϕ(z)∣∣
 C
(
1
μ
− 1
2
)−1−δ0(
d−2−δ0 |ϕ|0;Bd(z0) + d−δ0 |F |0;Bd(z0) + [F ]0,δ0;Bd(z0)
)
. (4.11)
For z ∈ B d
2
(z0) with |z| 1, then 1+ |z2| ( 1μ + 12 )d, and it follows from (4.10) that
(
1+ |z2|
)δ0 ∣∣Dϕ(z)∣∣+ (1+ |z2|)1+δ0 ∣∣D2ϕ(z)∣∣
 C
(
1
μ
+ 1
2
)δ0(
d−1+δ0 |ϕ|0;Bd(z0) + d1+δ0 |F |0;Bd(z0) + d1+2δ0 [F ]0,δ0;Bd(z0)
)
. (4.12)
Combining (4.6), (4.8) with (4.11)–(4.12) yields
‖ϕ‖(−2−δ0,δ0−1)2,0;B d
2
(z0)
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;Ω f ). (4.13)
In case (ii), ϕ˜(x) = 1dϕR(z0+dx) for x ∈ M ≡ T (Bd(z0)∩Ω f ). It follows from the Schauder boundary
estimate that
‖ϕ˜‖2,δ0;B 1 (0)∩M  C
(‖ϕ˜‖0;M + ‖dF‖0,δ0;M). (4.14)2
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a constant slope f ′0(z2).
Similar to (4.11) and (4.12), we can arrive at
‖ϕR‖(−2−δ0,δ0−1)2,0;B d
2
(z0)∩ΩR  C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.15)
Hence, by (4.13) and (4.15), we have proved that
‖ϕR‖(−2−δ0,δ0−1)2,0;Ω R
2
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.16)
Next, we estimate [D2u](−δ0,1+δ0)0,δ0;Ω R
2
.
Let z = (z1, z2) and z′ = (z′1, z′2) be distinct points in Ω R2 with |z|  |z
′|. We now consider the
following three cases:
Case (i). |z|, |z′| < 1.
There exist two possibilities: (a) dist(z, z′) < d; (b) dist(z, z′) d, here d = μ|z′|.
In case (a), (4.8), (4.10) and (4.14) imply that
|D2ϕR(z) − D2ϕR(z′)|
|z − z′|δ0  C
(
d−2−δ0 |ϕR |0;Bd(z′) + d−δ0 |F |0;Bd(z′) + [F ]0,δ0;Bd(z′)
)
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.17)
In case (b), (4.15) implies that
|D2ϕR(z) − D2ϕR(z′)|
|z − z′|δ0 μ
−δ0(|z′|−δ0 ∣∣D2ϕR(z)∣∣+ |z′|−δ0 ∣∣D2ϕR(z′)∣∣)
μ−δ0
(|z|−δ0 ∣∣D2ϕR(z)∣∣+ |z′|−δ0 ∣∣D2ϕR(z′)∣∣)
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.18)
Case (ii). |z| < 1, |z′| 1.
We consider three possibilities: (a) dist(z, z′) < d; (b) dist(z, z′) d and |z| 12 ; (c) dist(z, z′) d
and 1> |z| > 12 , here d = μ|z|.
In case (a), similar to the case (a) of (i), we have from (4.6), (4.10) and (4.14) that
|D2ϕR(z) − D2ϕR(z′)|
|z − z′|δ0  C
(
d−2−δ0 |ϕR |0;Bd(z) + d−δ0 |F |0;Bd(z) + [F ]0,δ0;Bd(z)
)
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.19)
In case (b), we can derive from (4.15) that
|D2ϕR(z) − D2ϕR(z′)|
|z − z′|δ0  C
(
d−δ0
∣∣D2ϕR(z)∣∣+
(
1
2
|z′|
)−δ0 ∣∣D2ϕR(z′)∣∣
)
 C
(
d−δ0
∣∣D2ϕR(z)∣∣+ (1+ ∣∣z′2∣∣)1+δ0 ∣∣D2ϕR(z′)∣∣)
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.20)
Similarly, in case (c), we have
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|z − z′|δ0  C
(
d−δ0
∣∣D2ϕR(z)∣∣+
(
1
2
μ
)−δ0 ∣∣D2ϕR(z′)∣∣
)
 C
(
d−δ0
∣∣D2ϕR(z)∣∣+ (1+ ∣∣z′2∣∣)1+δ0 ∣∣D2ϕR(z′)∣∣)
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.21)
Case (iii). |z|, |z′| 1.
Without loss of generality, we assume that z2  z′2. As in case (i), we consider two possibilities:
(a) dist(z, z′) < d; (b) dist(z, z′) d, here d = μ(1+ |z2|).
In case (a),
(
1+ |z2|
)1+2δ0 |D2ϕR(z) − D2ϕR(z′)|
|z − z′|δ0
 C
(
d
μ
)1+2δ0(
d−2−δ0 |ϕR |0;Bd(z′) + d−δ0 |F |0;Bd(z′) + [F ]0,δ0;Bd(z′)
)
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.22)
In case (b), from (4.15), we have
(
1+ |z2|
)1+2δ0 |D2ϕR(z) − D2ϕR(z′)|
|z − z′|δ0
 C
(
1+ |z2|
)1+2δ0d−δ0(∣∣D2ϕR(z)∣∣+ ∣∣D2ϕR(z′)∣∣)
 C
((
1+ |z2|
)1+δ0 ∣∣D2ϕR(z)∣∣+ (1+ ∣∣z′2∣∣)1+δ0 ∣∣D2ϕR(z′)∣∣)
 C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.23)
Taking the supremum with respect to z and z′ in (4.17)–(4.23), we obtain
[
D2ϕR
]
0,δ0;Ω R
2
 c
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.24)
Thus, it follows from (4.16) and (4.24) that the estimate (4.5) is proved. 
Proof of Theorem 4.1. By Lemma 4.2, for a given R > 0, there is a unique solution ϕR satisfying
estimate (4.5). It follows from the diagonal method that there exists a subsequence {ϕRn } such that
{ϕRn } converges to a function ϕ as Rn → ∞ in the norm ‖ · ‖(−2−δ0,δ0−1)2,δ′0;ΩRN for any ﬁxed N > 2 and
0< δ′0 < δ0. This derives that ϕ is a solution of (4.1) and admits the following estimate
‖ϕ‖(−2−δ0,δ0−1)2,δ0,Ω f  C
(‖F‖(−δ0,1+δ0)0,δ0;Ω f + ‖g‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (4.25)
Furthermore, by (4.25), the uniqueness of solution to (4.1) can be easily derived. 
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In this section, we focus on a ﬁxed boundary value problem related to nonlinear equation (3.12)
with (3.13)–(3.16), which is described by
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
2∑
i, j=1
aij
(
A(z2), B(z2),∇φ
)
∂i jφ = F
(
A(z2), A
′(z2), B(z2), B ′(z2),∇φ
)
in Ω f ,
φ = 0 on z2 = 0,
φ = φ− on z1 = f (z2),
|∇zφ| C for any z ∈ Ω f ,
(5.1)
here f (z2) ∈ C2,δ0(0,+∞) with ‖ f − f0‖(−2−δ0,δ0−1)2,δ0;(0,+∞)  Cσ , and σ is a small positive constant.
In order to use the contraction mapping principle to solve (5.1), we ﬁrst deﬁne the space K = {φ ∈
C2,δ0(Ω f ): ‖φ − φI‖(−2−δ0,δ0−1)2,δ0;Ω f  σ }, here φI is deﬁned in (3.23).
Since φI satisﬁes
a22
(
A(z2), B(z2),0, φ
′
I (z2)
)
φ′′I (z2) = F
(
A(z2), A
′(z2), B(z2), B ′(z2),0, φ′I (z2)
)
, (5.2)
then by taking the difference between Eqs. (5.1) and (5.2), we arrive at
2∑
i, j=1
aij
(
A(z2), B(z2),∇φ
)
∂i j(φ − φI ) = F˙
(
A, A′, B, B ′,∇φ,φ′I
)
, (5.3)
where
F˙
(
A, A′, B, B ′,∇φ,φ′I
)= F (A, A′, B, B ′,∇φ) − F (A, A′, B, B ′,∇φI )
+ (a22(A, B,∇φI ) − a22(A, B,∇φ))φ′′I .
For ψ ∈ K , we deﬁne φ˙ as a solution to the following linear problem:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
L(ψ)φ˙ ≡∑2i, j=1 aij(A, B,∇ψ)∂i j φ˙ = F˙ (A, A′, B, B ′,∇ψ,φ′I) in Ω f ,
G1(ψ)φ˙ ≡ φ−
(
f (z2), z2
)− φI (z2) = g˙1(z2) on z1 = f (z2),
G2(ψ)φ˙ = 0 on z2 = 0,∣∣∇φ˙(z)∣∣ C for any z ∈ Ω f .
(5.4)
For notational convenience, we now set aij = aij(A, B,∇ψ) and F˙ = F˙ (A, A′, B, B ′,∇ψ,φ′I ). By a
direct computation, we have g˙1(z2) ∈ H(−2−δ0,δ0−1)2,δ0;(0,∞) and F˙ ∈ H
(−δ0,1+δ0)
0,δ0;Ω f .
Indeed, we have
g˙1(z2) =
z2∫
0
(
1
ρ−u−1
+ u
−
2
u−1
f ′
)(
f (s), s
)
ds −
z2∫
0
(
1
ρI u1,I
)
(s)ds
=
z2∫
0
{(
1
ρ−u−1
− 1
ρ0u1,0
)
+
(
u−2
u−1
− u2,0
u1,0
)
f ′ + u2,0
u1,0
(
f ′ − f ′0
)+( 1
ρ+0 |u+0 |
− 1
ρI u1,I
)}
ds.
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ρI (z2) − ρ+0 =
(
p+0
A(z2)
) 1
γ
−
(
p+0
A0
) 1
γ
= O (A(z2) − A0),
u+1,I (z2) −
∣∣u+0 ∣∣=
(
2B(z2) − 2γ p
+
0
(γ − 1)ρI (z2)
) 1
2
−
(
2B(z2) − 2γ p
+
0
(γ − 1)ρ+0
) 1
2
= O (ρI (z2) − ρ+0 ),
then (ρI u1,I )(z2)−ρ+0 u+1,0 = O (A(z2)− A0). This, together with Lemma 2.2 and (3.18), yields g˙1(z2) ∈
H(−2−δ0,δ0−1)2,δ0;(0,∞) and ‖g˙1(z2)‖
(−2−δ0,δ0−1)
2,δ0;(0,∞)  C(ε + b0σ).
Analogously, we can prove F˙ ∈ H(−δ0,1+δ0)0,δ0;Ω f and ‖ F˙‖
(−δ0,1+δ0)
0,δ0;Ω f  C(ε + b0σ).
Next, we intend to solve (5.1). For this end, we will show that the mapping T : T (ψ) = φ˙ + φI is a
contractible from K to K .
It is noted that we have for ψ ∈ K
‖aij − kiδi j‖(−1−δ0,δ0)1,δ0;Ω f  Cσ ,
where ⎧⎨
⎩
k1 = a11(A0, B0,∇φ0) = |u0|,
k2 = a22(A0, B0,∇φ0) = c
2(ρ+0 , P
+
0 )(ρ
+
0 )
2|u+0 |3
c2(ρ+0 , P
+
0 ) − |u+0 |2
.
(5.5)
Then it follows from Theorem 4.1 that there is a unique solution φ˙ to problem (5.4) such that
‖φ˙‖(−2−δ0,δ0−1)2,δ0;Ω f  C
(‖ F˙‖(−δ0,1+δ0)0,δ0;Ω f + ‖g˙1‖(−2−δ0,δ0−1)2,δ0;(0,∞) )
 C(ε + b0σ).
For suﬃciently small ε and suitably small b0, then we have φ˙ + φI ∈ K , which shows that T is a
mapping from K to itself.
Next, we prove that T is a contraction mapping.
Let ψ1,ψ2 ∈ K , and set φ˙k + φI = Tψk for k = 1,2, then we have⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
L(ψk)φ˙k ≡
2∑
i, j=1
aij(A, B,∇ψk)∂i j φ˙k = F˙k in Ω f ,
G1(ψk)φ˙k = g˙1(z2) on z1 = f (z2),
G2(ψk)φ˙k = 0 on z2 = 0,∣∣∇φ˙k(z)∣∣ C for any z ∈ Ω f ,
where F˙k ≡ F˙ (A, A′, B, B ′,∇ψk, φ′I ).
Taking the difference between the equations above and setting φ¯ = φ˙1 − φ˙2 yield⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
2∑
i, j=1
aij(A, B,∇ψ1)∂i j φ¯ = Fˆ in Ω f ,
φ¯ = 0 on z1 = f (z2),
φ¯ = 0 on z2 = 0,∣∣∇φ˙(z)∣∣ C for any z ∈ Ω f ,
(5.6)
where Fˆ = F˙1 − F˙2 +∑2i, j=1(aij(A, B,∇ψ2) − aij(A, B,∇ψ1))∂i j φ˙2.
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‖φ¯‖(−2−δ0,δ0−1)2,δ0;Ω f  C‖ Fˆ‖
(−δ0,1+δ0)
0,δ0;Ω f . (5.7)
In order to treat the terms F˙1 − F˙2 and aij(A, B,∇ψ1) − aij(A, B,∇ψ2), we now rewrite them as
F˙1 − F˙2 = F˙ (A, A′, B, B ′,∇ψ1) − F˙ (A, A′, B, B ′,∇ψ2)
=
2∑
i=1
(ψ1 − ψ2)zi
1∫
0
∂ F˙
∂ψzi
(
A, A′, B, B ′,∇(ψ2 + t(ψ1 − ψ2)))dt (5.8)
and
aij(A, B,∇ψ2) − aij(A, B,∇ψ1) =
2∑
k=1
(ψ2 − ψ1)zk
1∫
0
∂aij
∂ψzk
(
A, B,∇(ψ1 + t(ψ2 − ψ1)))dt. (5.9)
Then it follows from a direct computation that
‖ F˙1 − F˙2‖(−δ0,1+δ0)0,δ0;Ω f  C(ε + b0σ)‖ψ1 − ψ2‖
(−2−δ0,δ0−1)
2,δ0;Ω f (5.10)
and
∥∥(aij(A, B,∇ψ1) − aij(A, B,∇ψ2))∂i jφ2∥∥(−δ0,1+δ0)0,δ0;Ω f  C(ε + b0σ)‖ψ1 − ψ2‖(−2−δ0,δ0−1)2,δ0;Ω f . (5.11)
Thus, combining (5.7) with (5.10)–(5.11) yields
‖φ1 − φ2‖(−2−δ0,δ0−1)2,δ0;Ω f  C(ε + b0σ)‖ψ1 − ψ2‖
(−2−δ0,δ0−1)
2,δ0;Ω f .
For small ε, b0 and σ , one has
‖φ1 − φ2‖(−2−δ0,δ0−1)2,δ0;Ω f 
1
2
‖ψ1 − ψ2‖(−2−δ0,δ0−1)2,δ0;Ω f .
This means that T is a contraction mapping from K into itself.
Based on the arguments above, and noting that σ = O (ε) can be properly selected in the proce-
dure above due to the smallness of b0, then we obtain
Theorem 5.1. There exists a unique solution φ ∈ C2,δ0(Ω f ) to the problem (5.1), which admits the following
estimate
‖φ − φI‖(−2−δ0,δ0−1)2,δ0;Ω f  Cε. (5.12)
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In this section, based on Theorem 5.1, we will use the contraction mapping principle to look for
the real shock curve in (3.16). Recall that the domain Ω f is deﬁned as
Ω f =
{
(z1, z2) ∈ R2: z2 > 0, z1 > f (z2)
}
.
From Theorem 5.1, we know that the nonlinear problem (5.1) has a unique solution φ in Ω f .
Consequently it follows from (3.7), (3.9) and (3.11) that we can express the solution U = (ρ,u1,u2, p)
in terms of ∇φ.
In light of (3.16), we deﬁne a new appropriate shock z1 = f¯ (z2) as follows
⎧⎨
⎩ f¯
′(z2) = [u2]( f (z2), z2)[p]( f (z2), z2) ,
f¯ (0) = 0.
(6.1)
Denoting the mapping J by J ( f ) = f¯ . Next we prove that J is a contraction mapping from N
to N , here N ≡ { f : ‖ f − f0‖(−2−δ0,δ0−1)2,δ0;(0,∞)  σ } and σ > 0 is a positive small constant. If this is done,
then the real shock can be found.
First, we show J : N → N .
Indeed, it follows from (6.1) that
∣∣ f¯ ′ − f ′0∣∣=
∣∣∣∣ [u2][p]
(
f (z2), z2
)∣∣∣∣
= O (|U − U0| + ∣∣U− − U−0 ∣∣),
which derives that
∥∥ f¯ ′ − f ′0∥∥(−1−δ0,δ0)1,δ0;(0,∞)  C(‖U − U I‖(−1−δ0,δ0)1,δ0;Ω f + ‖U I − U0‖(−1−δ0,δ0)1,δ0;Ω f + ∥∥U− − U−0 ∥∥(−1−δ0,δ0)1,δ0;Ω0 ), (6.2)
where and below U I = (ρI ,u1,I ,0, p+0 ) for ﬁxed f (z2).
Substituting (3.18) and (3.24) into (6.2) yields
∥∥ f¯ ′ − f ′0∥∥(−1−δ0,δ0)1,δ0;(0,∞)  C(ε + b0σ). (6.3)
Thus, for small b0 and ε, it is easy to know that J is a mapping from N to N .
Next we prove that J is contractible.
For f1, f2 ∈ N , the corresponding solutions of (5.1) and subsonic states in downstream region Ω f i
are denoted by φ1, φ2 and U1 = (ρ1,u1,1,u2,1, p1), U2 = (ρ2,u1,2,u2,2, p2) respectively.
Let f¯ i = J f i , i = 1,2. Then a direct calculation shows that
∣∣ f¯ ′1 − f¯ ′2∣∣= [u2,1][p1]
(
f1(z2), z2
)− [u2,2][p2]
(
f2(z2), z2
)
= O (∣∣U1( f1(z2), z2)− U2( f2(z2), z2)∣∣+ ∣∣U−1 − U−2 ∣∣)
= O (∣∣U1( f1(z2), z2)− U2( f2(z2), z2)∣∣+ | f1 − f2||∇U−|),
where U−i = U−( f i(z2), z2) for i = 1,2.
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‖ f¯1 − f¯2‖(−2−δ0,δ0−1)2,δ0;(0,∞)  C
(
ε‖ f1 − f2‖(−2−δ0,δ0−1)2,δ0;(0,∞)
+ ∥∥U1( f1(z2), z2)− U2( f2(z2), z2)∥∥(−1−δ0,δ0)1,δ0;(0,∞) ). (6.4)
To obtain that J is contractible, it is necessary to estimate ‖U1( f1(z2), z2) − U2( f2(z2),
z2)‖(−1−δ0,δ0)1,δ0;(0,∞) .
Since
∥∥U1( f1(z2), z2)− U2( f2(z2), z2)∥∥(−1−δ0,δ0)1,δ0;(0,∞)  C∥∥φ1( f1(z2), z2)− φ2( f2(z2), z2)∥∥(−2−δ0,δ0−1)2,δ0;(0,∞) ,
then it suﬃces only to estimate ‖φ1( f1(z2), z2) − φ2( f2(z2), z2)‖(−2−δ0,δ0−1)2,δ0;(0,∞) .
For this end, we will map the domains Ω f1 and Ω f2 into the same one Ω f0 . Namely, deﬁning the
transformations Ji : Ω f0 → Ω f i (i = 1,2) as follows
{
z1 = z¯1 + f i(z¯2) − f0(z¯2),
z2 = z¯2
and setting φ¯i ≡ φi ◦ Ji , then it follows from (5.1) that
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
2∑
i, j=1
a¯ii j∂i j φ¯i = F¯ i in Ω f0 ,
φ¯i = g¯i(z2) on z¯1 = f0(z¯2),
φ¯i = 0 on z¯2 = 0,
|∇φ¯i | C, for all z¯ ∈ Ω f0 ,
(6.5)
where
a¯i11(Ai, B,∇z¯φ¯i) =
[
a11(Ai, B,∇zφi) + 2
(
f ′0 − f ′i
)
a12(Ai, B,∇zφi) +
(
f ′0 − f ′i
)2
a22(Ai, B,∇zφi)
] ◦ Ji,
a¯i22(Ai, B,∇z¯φ¯i) = a22(Ai, B,∇zφi) ◦ Ji,
a¯i12(Ai, B,∇z¯φ¯i) =
[
a12(Ai, B,∇zφi) + 2
(
f ′0 − f ′i
)
a22(Ai, B,∇zφi)
] ◦ Ji,
F¯ i
(
Ai, A
′
i, B, B
′,∇z¯φ¯i
)= F (Ai, A′i, B, B ′,∇zφi) ◦ Ji,
g¯i(z2) =
(
φ−
(
f i(z2), z2
)) ◦ Ji .
Let φ¯ = φ¯1 − φ¯2, then by use of (6.5), we have
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
2∑
i, j=1
a¯1i j∂i j φ¯ = F¯ in Ω f0 ,
φ¯1 − φ¯2 = g¯(z2) on z¯1 = f0(z¯2),
φ¯1 − φ¯2 = 0 on z¯2 = 0,
|∇φ¯| C for all z¯ ∈ Ω f0 ,
(6.6)
where
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(
a¯2i j − a¯1i j
)
∂i j φ¯2,
g¯(z2) = g¯1(z2) − g¯2(z2).
It follows from Theorem 5.1 that
‖φ¯1 − φ¯2‖(−2−δ0,δ0−1)2,δ0;Ω f0  C
(‖ F¯‖(−δ0,1+δ0)0,δ0;Ω f0 + ‖g¯1 − g¯2‖(−2−δ0,δ0−1)2,δ0;(0,∞) ). (6.7)
Since
g¯2(z¯2) − g¯1(z¯2) = φ−
(
f2(z¯2), z¯2
)− φ−( f1(z¯2), z¯2)
=
1∫
0
∂1φ−
(
t f1(z¯2) + (1− t) f2(z¯2), z¯2
)
dt
(
f1(z¯2) − f2(z¯2)
)
,
then
‖g¯1 − g¯2‖(−2−δ0,δ0−1)2,δ0;(0,∞)  Cε‖ f1 − f2‖
(−2−δ0,δ0−1)
2,δ0;(0,∞) . (6.8)
On the other hand,
F¯1 − F¯2 = (A1 − A2)
1∫
0
∂ F¯
∂ A
(
B, B ′, η2 + t(η1 − η2)
)
dt + (A′1 − A′2)
1∫
0
∂ F¯
∂ A′
(
B, B ′, η2 + t(η1 − η2)
)
dt
+ (φ¯1 − φ¯2)z¯i
1∫
0
∂ F¯
∂φ¯z¯i
(
B, B ′, η2 + t(η1 − η2)
)
dt, (6.9)
where η = (A, A′,∇z¯φ¯) and ηi = (Ai, A′i,∇z¯φ¯i).
Due to
∣∣∣∣ ∂ F¯∂ A′
∣∣∣∣= O (1),
∣∣∣∣ ∂ F¯∂ A
∣∣∣∣= O (|A′| + |B ′|),
∣∣∣∣ ∂ F¯∂φ¯z¯i
∣∣∣∣= O (|A′| + |B ′|),
|A1 − A2| = O
(|DU−|| f2 − f1| + b0∣∣ f ′1 − f ′2∣∣),∣∣A′1 − A′2∣∣= O (|DU−|∣∣ f ′2 − f ′1∣∣+ b0∣∣ f ′′1 − f ′′2 ∣∣+ ∣∣D2U−∣∣| f1 − f2| + ∣∣ f ′′1 ∣∣∣∣ f ′2 − f ′1∣∣
+ |DU−|∣∣ f ′′2 ∣∣| f1 − f2| + |DU−|2| f1 − f2|),
then
‖ F¯1 − F¯2‖(−δ0,1+δ0)0,δ0;Ω f0
 C
(
(b0σ + ε)‖φ¯1 − φ¯2‖(−2−δ0,δ0−1)2,δ0;Ω f0 + (ε + b0)‖ f¯1 − f¯2‖
(−2−δ0,δ0−1)
2,δ0;(0,∞)
)
. (6.10)
Analogously,
∥∥(a¯1i j − a¯2i j)∂i j φ¯2∥∥(−δ0,1+δ0)0,δ0;Ω f0
 C
(
(b0σ + ε)‖φ¯1 − φ¯2‖(−2−δ0,δ0−1)2,δ ;Ω + (b0 + ε)‖ f¯1 − f¯2‖(−2−δ0,δ0−1)2,δ ;(0,∞)
)
. (6.11)0 f0 0
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‖φ¯1 − φ¯2‖(−2−δ0,δ0−1)2,δ0;Ω f0  C(ε + b0)
(‖φ¯1 − φ¯2‖(−2−δ0,δ0−1)2,δ0;Ω f0 + ‖ f¯1 − f¯2‖(−2−δ0,δ0−1)2,δ0;(0,∞) ).
Hence for small ε and δ, we have
‖φ¯1 − φ¯2‖(−2−δ0,δ0−1)2,δ0;Ω0  C(ε + b0)‖ f¯1 − f¯2‖
(−2−δ0,δ0−1)
2,δ0;(0,∞) .
This, together with (6.4), yields for small ε and b0
‖ f¯1 − f¯2‖(−2−δ0,δ0−1)2,δ0;(0,∞) 
1
2
‖ f¯1 − f¯2‖(−2−δ0,δ0−1)2,δ0;(0,∞) .
Therefore, using the contraction mapping theorem and noting that σ = O (ε) can be properly se-
lected in the procedure above due to the smallness of b0, we can complete the proof on Theorem 3.1.
7. Asymptotic behavior of subsonic solution at inﬁnity
In this section, we will study the asymptotic behavior of downstream subsonic solution U (z) =
(ρ(z), u(z), p(z)), i.e., search for U I (z2) such that
lim
z1→∞
(
U (z) − U I (z2)
)= 0 and lim
z1→∞
∇z
(
U (z) − U I (z2)
)= 0.
For this end, we will rewrite Eq. (3.12) in the divergence form. For notational convenience, set
u2 ≡ S1(A, B,∇φ) and p ≡ S2(A, B,∇φ). Then it follows from the third equation in (3.3) that
2∑
i=1
∂i
(
Si(A, B,∇φ)
)= 0. (7.1)
In addition,
2∑
i=1
∂i
(
Si(A, B,∇φI )
)= 0. (7.2)
Taking the difference between (7.1) and (7.2) yields
2∑
i, j=1
∂ j
(
a˙i j(A, B,∇φ)∂i(φ − φI )
)= 0, (7.3)
where
a˙i j =
1∫
0
∂ S j
∂φzi
(
A, B,∇(φI + t(φ − φI )))dt.
Taking ∂1 on two hand sides of (7.3) and noting that φI (z2) is independent of the variable z1, then
we arrive at
2∑
i, j=1
(
a˙i j∂i(∂1ϕ)
)
z j
= −
2∑
i, j=1
(
∂1(a˙i j)∂iϕ
)
z j
, (7.4)
here ϕ = φ − φI .
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{z: 0< z1 < R} yield
2∑
i, j=1
∫
∂ΩR
a˙i j∂
2
i1ϕ∂1ϕν j dl −
2∑
i, j=1
∫
ΩR
a˙i j∂
2
i1ϕ∂
2
j1ϕ dz
= −
2∑
i, j=1
∫
∂ΩR
∂1a˙i j∂iϕ1∂1ϕν j dl +
2∑
i, j=1
∫
ΩR
∂1a˙i j∂iϕ∂
2
j1ϕ dz, (7.5)
where ν = (ν1, ν2) stands for the unit outer normal of ∂ΩR .
By the ellipticity of Eq. (7.3), we have
C
∫
ΩR
|∇∂1ϕ|2 dz
2∑
i, j=1
∫
∂ΩR
a˙i j∂
2
i1ϕ∂1ϕν j dl +
2∑
i, j=1
∫
∂ΩR
∂1a˙i j∂iϕ1∂1ϕν j dl −
2∑
i, j=1
∫
ΩR
∂1a˙i j∂iϕ∂
2
j1ϕ dz
≡ J1 + J2 + J3. (7.6)
Since
∂1a˙i j =
2∑
k=1
∂a˙i j
∂φzk
∂21kφ =
2∑
k=1
∂a˙i j
∂φzk
∂k(∂1φ − ∂1φI ) =
2∑
k=1
∂a˙i j
∂φzk
∂k(∂1ϕ), (7.7)
∣∣∣∣ ∂a˙i j∂φzk
∣∣∣∣= O (1), (7.8)
|∂iϕ| =
{
O (ε)r1+δ0 , r < 1,
O (ε)(1+ z2)−δ0 , r  1, (7.9)
|∂i jϕ| =
{
O (ε)rδ0 , r < 1,
O (ε)(1+ z2)−1−δ0 , r  1, (7.10)
then it follows from (7.7)–(7.9) that
| J3|
2∑
i, j=1
∫
ΩR
∣∣∂1a˙i j∂iϕ∂2j1ϕ∣∣dz Cε
2∑
i, j=1
∫
ΩR
∣∣∂i(∂1ϕ)∂ j∂1ϕ∣∣dz
 Cε
∫
ΩR
∣∣∇(∂1ϕ)∣∣2 dz. (7.11)
On the other hand,
| J1| =
2∑
i=1
∣∣∣∣∣
f −1(R)∫
0
(−a˙i1∂i(∂1ϕ)∂1ϕ + f ′a˙i2∂i(∂1ϕ)∂1ϕ)dz2 +
0∫
f −1(R)
a˙i1∂i(∂1ϕ)∂1ϕ dz2
∣∣∣∣∣
 Cε
( 1∫
0
r1+2δ0 dz2 +
f −1(R)∫
1
(1+ z2)−1−2δ0 dz2
)
 C . (7.12)
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| J2| C . (7.13)
Substituting (7.11)–(7.13) into (7.6) yields
∫
ΩR
|∇∂1ϕ|2 dz C, (7.14)
where the constant C > 0 is independent of R .
Therefore, let R → ∞ in (7.14), we have
∫
Ω f
|∇∂1ϕ|2 dz C . (7.15)
Denoting by TR ≡ {(z1, z2): R − 2< z1 < R + 2, 0< z2 < f −1(z1)}, then it follows from (7.15) that
lim
R→∞
∫
TR
∣∣∇(∂1ϕ)∣∣2 dz = 0. (7.16)
We now set the domain QM,N ≡ {z: M < z1 < M+2, N < z2 < N+2}∩Ω f (here M and N should
be chosen such that QM,N = φ holds true).
Due to ∂1ϕ(z1,0) = 0, then
∂1ϕ(z) =
z2∫
0
∂2
(
∂1ϕ(z1, s)
)
ds. (7.17)
It is noted that for any given small constant δ > 0, there exists a constant K1 > 0 such that (1 +
z2)−2δ0 < δ when z2 > K1 − 2. This, together with (7.9), yields for N  K1 − 2
∫
QM,N
(∂1ϕ)
2 dz C
N+2∫
N
(1+ z2)−2δ0 dz2 < Cδ, (7.18)
where the constant C is independent of N .
With respect to the constants δ and K1 given above, we can choose a constant K2 such that for
R > K2 ∫
TR
|∇∂1ϕ|2 dz < δ
K1
. (7.19)
Set M0 = max{K2, f −1(K1)}. If M > M0, N < K1 − 2 and QM,N = φ, then
∫
QM,N
∣∣∣∣∣
z2∫
0
∂2(∂1ϕ)(z1, s)ds
∣∣∣∣∣
2
dz (N + 2)
∫
TM+2
∣∣∇(∂1ϕ)∣∣2 dz
< K1 × δ = δ. (7.20)
K1
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lim
M→∞
∫
QM,N
(∂1ϕ)
2 dz = 0. (7.21)
Deﬁne Dl(z) = B(z, l) ∩ Ω f with any positive constant l. Then it follows from (7.21) that
lim|z|→∞
∫
D1(z)
|∂1ϕ|2 dz = 0. (7.22)
By the weak Harnack inequality, local interior estimates and boundary estimates of weak solutions
to second order elliptic equations with divergence form (one can see Theorems 8.17 and 8.25 of [15]),
we have for any z ∈ {z: z1 = M, 0< z2 < f −1(M)} with M > 0 a suitably large constant
‖∂1ϕ‖C(D 1
2
(z))  C
(‖∂1ϕ‖C(B(z,1)∩Γ0) + ‖∂1ϕ‖C0(B(z,1)∩Γ1) + ‖∂1ϕ‖L2(D1(z)) + K (z)), (7.23)
where Γ0 = {z: z1 > 0, z2 = 0}, Γ1 = {z: z1 = f (z2), z2 > 0}, K (z) =
∑2
i, j=1 ‖∂1(a˙i j)∂iϕ‖L2(TM )
min{k1,k2} (here k1
and k2 have been deﬁned in (5.5)).
Due to (7.7)–(7.9), one has
2∑
i, j=1
∥∥∂1(a˙i j)∂iϕ∥∥L2(TM )  C∥∥∇(∂1ϕ)∥∥L2(TM ) → 0 as M → ∞.
This derives
K (z) → 0 as M → ∞. (7.24)
On the other hand, ∂1ϕ|Γ0 ≡ 0, and ϕ(z2) ∈ H(−2−δ0,δ0−1)2,δ0;Ω f , then
lim
M→∞‖∂1ϕ‖C0(B(z,1)∩Γ0) = 0 and limM→∞‖∂1ϕ‖C0(B(z,1)∩Γ1) = 0.
This, together with (7.22)–(7.24), yields
lim
M→∞‖∂1ϕ‖C(D 12 (z)) = 0. (7.25)
In addition, by Theorems 8.32 and 8.33 in [15], we obtain from Eq. (7.4) that
‖∂1ϕ‖C1,δ0 (D 1
2
(z))  C
(
‖∂1ϕ‖C(D 1
2
(z)) + ‖∂1ϕ‖C(B(z, 12 )∩Γ0) + ‖∂1ϕ‖C(B(z, 12 )∩Γ1)
+
2∑
i, j=1
∥∥∂1(a˙i j)∂iϕ∥∥C0,δ (D 1
2
(z))
)
. (7.26)
It is noted that
2∑
i, j=1
∥∥∂1(a˙i j)∂iϕ∥∥C0,δ0 (D 1
2
(z))  Cε
∥∥∇(∂1ϕ)∥∥C0,δ0 (D 1
2
(z))  Cε‖∂1ϕ‖C1,δ0 (D 1
2
(z)), (7.27)
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‖∂1ϕ‖C1,δ0 (D 1
2
(z))  C
(‖∂1ϕ‖C(D 1
2
(z)) + ‖∂1ϕ‖C(B(z, 12 )∩Γ0) + ‖∂1ϕ‖C(B(z, 12 )∩Γ1)
)
. (7.28)
From (7.25) and (7.28), we have
lim
z1→∞
‖∂1ϕ‖C1,δ0 (D 1
2
(z)) = 0. (7.29)
By (3.7) and (7.29), one has
lim
z1→∞
‖u2‖C1,δ0 (D 1
2
(z)) = 0.
Consequently, it follows from the third equation in (3.3) that
lim
z1→∞
pz2 = 0. (7.30)
Moreover, we can deduce that
lim
z1→∞
(p − p0) = 0 (7.31)
and further
U I (z2) = (ρI ,u1,I ,0, p0). (7.32)
Indeed, by (5.12), we can arrive at
‖p − p0‖(−1−δ0,δ0)1,δ0;Ω f  Cε. (7.33)
This implies
∣∣p(z) − p0∣∣< Cε(1+ z2)−δ0 . (7.34)
Thus, for any δ > 0, there exists a constant M1 > 0 such that∣∣p(z) − p0∣∣< δ for z2  M1. (7.35)
In addition, by (7.30), it is easy to know that there is a constant M2 > 0 such that for z1 > M2,
one has
|pz2 | <
δ
M1
. (7.36)
Therefore, when z2 < M1 and z1 > M2, we arrive at
∣∣(p − p0)(z)∣∣=
∣∣∣∣∣
z2∫
M1
(p − p0)z2 (z1, s)ds + (p − p0)(z1,M1)
∣∣∣∣∣
 M1 × δ
M1
+ δ
 2δ. (7.37)
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lim
z1→∞
∣∣p(z) − p0∣∣= 0. (7.38)
By (7.29) and (7.31), the asymptotic behavior of downstream subsonic solutions can be described
as follows
lim
z1→∞
(
U (z) − U I (z2)
)= 0.
Furthermore, by use of (7.29)–(7.30) and a direct computation, we have
lim
z1→∞
∇z
(
U (z) − U I (z2)
)= 0.
Therefore, together with Theorem 3.1 and the expressions of (ρ(z),u(z), p(z)) on φ(z), we com-
plete the proof of Theorem 1.1.
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