









方法．采用门控循环单元（ＧＲＵ）网络分别学习音乐的全局特 征 与 舞 蹈 姿 态 关 系 特 征 之 间 的 相 关 性、音 乐 局 部 特 征 与 舞
蹈动作密度特征之间的相关性，再结合舞蹈动作图，采样并规划出与节拍同步的机器人舞蹈动作．该方法适用于目前商
业娱乐机器人平台上提供的规模小、风格多样 的 机 器 人 舞 蹈 数 据 集．将 其 在 优 必 选 Ａｌｐｈａ１Ｓ机 器 人 平 台 上 进 行 实 验 后












求，家 庭 娱 乐 型 机 器 人 越 来 越 受 到 人 们 的 青 睐，在 不
同的娱乐形式中，舞蹈作为一种有着丰富表现力的活
动，与 机 器 人 的 结 合 在 市 场 中 有 着 广 阔 的 前 景．作 为
舞蹈学与机器人学交叉而产生的研究对象，机器人舞







研究者针对 这 个 问 题 开 展 了 许 多 工 作．如 Ｔｈｏｌｅｙ［４］
在狗形机器人上构建了一个舞蹈系统，根据舞蹈的一
般理 论，将 姿 态 组 合 成 舞 蹈 片 段，再 将 片 段 组 成 完 整
的舞蹈，同时利用强化学习将人类评价作为反馈以提
升机器人舞蹈的表现水平．樊 儒 昆［５］和Ｘｉａ等［６］采 用
机器学习算 法 研 究 音 乐 片 段 和 机 器 人 动 作 片 段 之 间
的风 格、情 感 关 系，结 合 人 工 设 计 的 动 作 相 似 度 函 数
将动作片段相联接 而 形 成 机 器 人 舞 蹈．Ｑｉｎ等［７］将 舞
蹈理论中音 乐 结 构 在 舞 蹈 编 排 中 的 重 要 性 纳 入 到 机
器人舞蹈研究中，使用隐马尔可夫模型以音乐情感为
驱动来创作机器人舞蹈．










的思路 可 以 总 结 为３步：切 分 音 乐 与 动 作，对 音 乐 和
动作 片 段 建 立 映 射 模 型，将 切 分 的 动 作 组 合．然 而 这
类方法在一 定 程 度 上 打 破 了 动 作 与 音 乐 内 部 的 时 序
关系，很难学习到音乐的全局特征对舞蹈序列整体的
影响，同时人工选择的音乐特征组合并不一定与动作
标注 有 很 强 的 相 关 性．在 引 入 深 度 学 习 方 法 之 后，研











取、序 列 生 成 方 面 的 优 势，本 研 究 提 出 了 一 种 新 的 音
乐驱 动 下 机 器 人 舞 蹈 学 习 方 法，该 方 法 主 要 受 到
Ｔｈｏｌｅｙ［４］使 用 的 姿 态 关 系（ｒｅｌａｔｉｏｎ　ｉｎ　ｇｅｓｔｕｒｅ）以 及
Ｖｉｎｙａｌｓ等［１０］提出的图像摘要模型（ｉｍａｇｅ　ｃａｐｔｉｏｎ）的






作为 参 照，从 动 作 图 中 采 样 出 连 续 的 舞 蹈 动 作 序 列，
确保 机 器 人 能 够 在 舞 蹈 中 保 持 平 衡．最 后，根 据 动 作




明 书 获 取ｈｔｔｐ：／／ｗｗｗ．ｕｂｔｒｏｂｏｔ．ｃｏｍ／ｃｎ／ｄｏｗｎｌｏａｄｓ），
机器人共有１６个关节，每个关节有２个自由度，运动
范围在０°～１８０°之间．机器人的姿态（ｇｅｓｔｕｒｅ，记为ｇ）






时间 加 上 当 前 姿 态 的 保 持 时 间．为 方 便 起 见，后 文 称
序列 元 素 的 三 元 组 为 动 作．需 要 说 明 的 是，动 作 中 姿
态的过渡由机器人自动进行关节值插值完成．
本研 究 使 用 的 数 据 来 源 于 机 器 人 配 套 的 名 为





户上 传 的 舞 蹈，因 此 风 格 差 异 较 大，但 舞 蹈 的 基 本 特
点与音乐一样，欢快而富有节奏感．
２　实现方案
本研究所提 出 方 法 的 完 整 框 架 可 划 分 为４个 模





是为了获取 用 于 模 型 训 练 的 姿 态 关 系 特 征 以 及 动 作
密度 特 征．在 训 练 阶 段，对 数 据 库 中 所 有 的 音 乐 和 舞
蹈进行特征提取后，将特征分别输入到姿态关系网络


























后一个姿态 里 左 右 侧 关 节 的 值 是 否 全 部 相 等．由 此
定义了７类姿态关系，分别 是 对 称 型 式（动 作 往 复 且









定义动作 运 动 阶 段 的 结 束 时 刻 为 姿 态 转 换 点，
对于任意一首歌曲，可以计算其中第ｔ个节拍内姿 态
转换点的数量ｎｔ，也称为 节 拍 动 作 数．考 虑 到 不 同 歌
曲的ｍ有所差异，ｍ越大表明节拍的时 长 越 小，节 拍
内的动作 数 就 可 能 越 少，因 此 用 公 式ｎｔｍ／１００归 一
化表示第ｔ个 节 拍 内 的 动 作 密 度Ｔｔ，以 消 除ｍ 差 异
所造成的影 响．统 计 数 据 库 中 所 有 节 拍 内 的 动 作 密
度值，其 分 布 见 图２（ｂ），此 时 大 部 分 数 值 在０～３
之间．
对于数 据 库 中 的 每 首 歌 曲，可 得 到 按 节 拍切分
后的梅尔频谱序列以及对应舞蹈的Ｒ和Ｔ＝（Ｔｔ），这
些序列共同组成 了 用 于 训 练 模 型 的 数 据 集．几 个 序
列间的时序关系如图３所示：（ａ）为动作序列，其中每
个动作由运动阶段和 保 持 阶 段 构 成；（ｂ）为 姿 态 关 系








姿态关系模 型（记 为 Ｒ－ｎｅｔ）的 结 构 如 图４（ａ）所
示，主要由一 个 卷 积 神 经 网 络（ＣＮＮ）和 一 个 带 门 控
单元的 循 环 网 络（ＧＲＵ）［１６］组 成：其 中 ＣＮＮ 来 自 于
Ｃｈｏｉ等［１７］提出的用于音乐风格识别的网络；ＧＲＵ是
一个１２８维的单隐藏层循环神经网络，门控单元的输
入端连接了５维 的 嵌 入 层（ｅｍｂｅｄｄｉｎｇ），输 出 端 连 接
























其中，ｆＣＮＮ为ＣＮＮ映 射 函 数，Ｗｅ 是 嵌 入 层 矩 阵，ｘｉ是
姿态关系 类 型 的ｅｍｂｅｄｄｉｎｇ表 示，ｐｉ是 ＧＲＵ网 络 预
测第ｉ个 姿 态 关 系 时ｓｏｆｔｍａｘ层 输 出 的 概 率 分 布，







动作密度 模 型（记 为 Ｔ－ｎｅｔ）的 结 构 如 图４（ｂ）所
示，取音乐 中５个 连 续 节 拍 的 梅 尔 频 谱 特 征 输 入 到
ＣＮＮ中，将ＣＮＮ中倒数第二个全联接层的１２８维输
出作为该节拍内音乐的局部特征Ｆ，与上个 节 拍 内 的
动作密 度 进 行 拼 接，得 到１２９维 的 特 征 向 量，输 入













为保证机 器 人 动 作 的 稳 定 性，本 研 究 使 用 动 作
图４　深度学习模型
Ｆｉｇ．４ Ｄｅｅｐ　ｌｅａｒｎｉｎｇ　ｍｏｄｅｌｓ
图进行采样．对 数 据 库 中 所 有 的 姿 态 建 立 一 个 动 作
图Ｇ，图中 每 个 节 点 对 应 一 个 姿 态，在 舞 蹈 序 列 中，
如 果ｇｊ紧跟在ｇｉ之后，则图节点ｉ到图节点ｊ之间就
有一条由ｉ指向ｊ的有向 边．整 个 数 据 集 有３　０００多
个不同的姿态，为了减小 规 模，降 低 动 作 图 的 复 杂 性
从而增加其平 滑 性 和 连 通 性［１８］，实 验 中 依 照 姿 态 相



























按照２．１节 中 的 特 征 提 取 方 法 对 数 据 库 里 所 有
的音乐和 舞 蹈 提 取 出 梅 尔 频 谱 图 以 及Ｒ，并 且 按 照
７∶２∶１的比例划 分 出 初 始 的 训 练 集、验 证 集 和 测 试
集．对于Ｒ－ｎｅｔ，分别从初始数据集中有放回地随机采
样得到约３　０００条 训 练 集 样 本、７００条 验 证 集 样 本 和
３５０条测试集样本．对于Ｔ－ｎｅｔ，从初始数据 集 中 有 放
回地随机采样 得 到２　０００条 训 练 集 样 本、５４０条 验 证
集样本和２８０条测试集样本．
实验中使用 随 机 搜 索（ｒａｎｄｏｍ　ｓｅａｒｃｈ）的 方 式 分
别为两个网络寻找到合适的超参数，主要包括正则化
因子、学习率和ＣＮＮ的 训 练 层 数．最 终 发 现 在Ｒ－ｎｅｔ
中直接固定预训练的ＣＮＮ的参数而只更新ＧＲＵ的
参数，在 Ｔ－ｎｅｔ中 只 更 新 预 训 练 好 的ＣＮＮ中 的 全 联
接层以及ＧＲＵ的 网 络 参 数，能 够 得 到 最 佳 的 训 练 结





在测试集上 分 别 对Ｒ－ｎｅｔ和 Ｔ－ｎｅｔ进 行 测 试．对
于Ｔ－ｎｅｔ，测试集上的平方损失为０．０２６，这与训练集










实验设计了一 个 名 为“机 器 人 舞 蹈 创 作 图 灵 测 试”的
调查问卷（问卷题目和所有视频参见：ｈｔｔｐｓ：∥ｗｊ．ｑｑ．










编舞，也 可 能 是 由 算 法 生 成，参 与 者 观 看 完 视 频 后 判
断该舞蹈是否由算法生成，并对舞蹈的总体好感度打
分．问卷以朋友圈、微信群转发的方式投放，参与者大
部分是 在 校 学 生．对 回 收 的６５份 问 卷 进 行 了 统 计 分
析，结果见表１．可 以 看 到 第 一 类 问 题 中，误 判 的 比 例
总体上略低于５０％，但 也 非 常 接 近，即 人 们 不 太 能 区
分该 舞 蹈 片 段 是 否 由 算 法 创 作．第 二 类 问 题 中，在 没
有对比的情况下，人们似乎更容易将算法生成的舞蹈
判断为人类设计，例如第１和第８题误判的比例都较
高；在 好 感 度 得 分 上，人 类 所 编 的 舞 蹈 的 平 均 得 分 大
部分略高于算法生成的舞蹈的平均得分，这说明本研
究的 算 法 还 有 许 多 改 进 的 空 间．另 外，算 法 有 时 候 会
生成“令人惊艳”的结果，如第一类问题第３题中算法





舞蹈生成方 法，分 别 使 用 音 乐 的 全 局 特 征 以 及 局 部
特征来生 成 机 器 人 舞 蹈 的Ｒ和Ｔ，再 以 动 作 图 采 样
的方式，依据Ｒ和Ｔ规 划 出 与 音 乐 同 步 的 流 畅 的 机
器人舞蹈．这主要是基于 以 下 假 设，即 姿 态 关 系 特 征
和动作密度 特 征 一 定 程 度 上 决 定 了 舞 蹈 的 表 现 力．
本研究的创新点和 主 要 贡 献 在 于：１）将 姿 态 关 系 特
征、深度学习 和 动 作 图 相 结 合，解 决 了 数 据 集 小、舞
蹈风格多样 以 及 机 器 人 平 衡 和 动 作 流 畅 的 问 题，使
得机器人能 够 根 据 音 乐 生 成 丰 富 多 样 的 舞 蹈 动 作，
而传统的舞 蹈 生 成 方 法 对 这 些 问 题 是 难 以 处 理 的；
２）用深度学习的 方 法 研 究 音 乐 与 舞 蹈 特 征 的 关 系，
从模型的测试结果可以 看 到 音 乐 与 姿 态 关 系 特 征 以
及动作密度特征之 间 存 在 着 一 定 的 相 关 性；３）依 照
本文中方法所生成的机 器 人 舞 蹈 在 一 定 程 度 上 让 人
们信以为真，这能够辅助 人 工 编 舞，因 此 有 一 定 的 应
用价值．























１　 ４９．２３　 ３．９６９　２　 ３．８６１　５　 １　 ５６．９２ 算法编舞 ３．９８４　６
２　 ４６．１５　 ３．９５３　８　 ３．７３８　５　 ２　 ４６．１５ 算法编舞 ４．０１５　３
３　 ５０．７７　 ３．６４６　２　 ４．１５３　８　 ３　 ４７．６９ 人工编舞 ４．０６１　５
４　 ４７．６９　 ３．９３８　５　 ３．５０７　７　 ４　 ３６．９２ 人工编舞 ４．２１５　３
５　 ４０．００　 ３．９６９　２　 ３．５６９　２　 ５　 ６３．０８ 人工编舞 ３．６６１　５
６　 ４７．６９　 ４．１５３　８　 ３．６９２　３　 ６　 ６５．６２ 人工编舞 ３．４７６　９
７　 ５２．３１　 ３．７８４　６　 ３．７８４　６　 ７　 ４６．１５ 算法编舞 ３．７６９　２
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