, Electrostatic shock waves in the laboratory and astrophysics: similarities and differences, Plasma Physics and Controlled Fusion, 60(1) Abstract. Contemporary lasers allow us to create shocks in the laboratory that propagate at a speed that matches that of energetic astrophysical shocks like those that ensheath supernova blast shells. The rapid growth time of the shocks and the spatio-temporal resolution, with which they can be sampled, allow us to identify the processes that are involved in their formation and evolution. Some laser-generated unmagnetized shocks are mediated by collective electrostatic forces and effects caused by binary collisions between particles can be neglected. Hydrodynamic models, which are valid for many large-scale astrophysical shocks, assume that collisions enforce a local thermodynamic equilibrium in the medium; laser-generated shocks are thus not always representative for astrophysical shocks. Laboratory studies of shocks can improve the understanding of their astrophysical counterparts if we can identify processes that affect electrostatic shocks and hydrodynamic shocks alike. An example is the nonlinear thin-shell instability (NTSI). We show that the NTSI destabilizes collisionless and collisional shocks by the same physical mechanism.
Introduction
The flow speed of the stellar wind, which is emanated by the hot corona of the sun, ranges from 250 to 750 km/s [1] . Astrophysical winds or the blast shells emitted by supernovae can be even faster [2, 3] . A wind or outflow expands until it encounters an obstacle or a second medium that moves at a different speed and can resist the wind's ram pressure. An example for an obstacle is a planetary magnetic field and a second medium could be the interstellar medium (ISM) [4] . Shocks form if the slowdown of the wind or outflow exceeds the speed of its density waves.
Let us consider the bow shock of the Earth that separates the magnetosheath from the solar wind [5] . The speed of the solar wind, measured in the rest frame of the Earth, exceeds the fast magnetosonic speed. The inflowing dilute upstream medium, which is the solar wind, is compressed and heated by the shock crossing and the required energy is extracted from its directed flow energy. The plasma of the shocked solar wind enters the magnetosheath, which is the bow shock's downstream region. The change of the density, temperature and speed of the medium across the shock is determined by the shock jump conditions, which are also known as the Rankine-Hugoniot equations [6] .
The Rankine-Hugoniot equations were originally derived for shocks in a fluid or in a dense gas, which is an ensemble of microscopic charge-neutral particles that collide with their neighbours on spatio-temporal scales that are small compared to those of interest. These equations are based on the assumption that mass, momentum and energy are conserved across the shock and they are thus also valid for other materials. A magnetohydrodynamic (MHD) model and the therefrom obtained shock jump conditions can approximate plasma, in which Coulomb collisions between the particles occur frequently enough to keep the velocity distribution close to a Maxwellian one.
The low density and high temperature of the solar wind and of many astrophysical outflows imply that their material is fully ionized and binary collisions between the charged particles are negligble. The mean free path of a solar wind particle is, for example, longer than the distance between the Sun and the Earth. Many structures in the solar wind, such as coronal mass ejections [7] and the aforementioned bow shock, evolve on spatio-temporal scales that are small compared to the mean-free path and the inverse (Coulomb) collision frequency of particles in this medium. Fluid models do not always provide an accurate description for these structures. In practice MHD models are also valid on shorter scales because a thermal equilibrium in plasma is not only enforced by Coulomb collisions but also by plasma instabilities and by the interaction of charged particles with the plasma thermal noise [8, 9] . However, even these additional mechanisms can not establish a thermal equilibrium on the small spatial scales of the transition layers of the Earth's bow shock and of many astrophysical shocks.
If binary (Coulomb) collisions between plasma particles occur rarely and if the plasma dynamics is determined instead by the electromagnetic fields, which are driven by the ensemble of all charged particles, then we speak of a collisionless plasma. Shocks in such a plasma are called collisionless shocks and their dynamics is described by the kinetic equations. Even though shocks in collisionless and collisional fluids are sustained by different means, they can be affected by similar instabilities. The insight we gain by studying the instability in one medium can deepen our understanding of the instability in the other medium. This approach is useful if an instability is difficult to study either in a collisionless or in a collisional medium.
Laboratory astrophysics [10] aims at studying astrophysically relevant instabilities, structures and processes in the laboratory. It is not always clear how important collisions are in the laboratory plasma and in the astrophysical plasma. Instabilities that develop in collisionless and collisional plasma alike are thus interesting test cases for such experiments. We discuss here the nonlinear thin-shell instability (NTSI), which is an example for such an instability. The hydrodynamic NTSI [11, 12, 13] and its MHD counterpart [14] affect pairs of shocks that enclose a thin fluid slab. They have been named as one of several instabilities that could break the radial symmetry of a supernova remnant (SNR) or destabilize the collision boundaries of colliding winds (See Refs. [11, 15, 16, 17, 18] for a discussion). The NTSI has never been systematically investigated in the laboratory for (magneto-)hydrodynamic flows.
Particle-in-cell (PIC) simulations [20, 21] and an experiment [19] suggest that the NTSI can also develop in collisionless plasma. Section 2 summarizes the PIC simulation technique, it discusses electrostatic shocks and the mechanism that is responsible for the collisionless NTSI. We present results in section 3 and discuss them in section 4.
Background

PIC simulation code
A PIC code approximates each plasma species i by a phase space fluid f i (x, v, t) and represents it by an ensemble of computational particles (CPs) with the charge-to-mass ratio q i /m i , which must equal that of the approximated plasma species. Each CP j has a position x j and velocity v j . Moving charged particles induce electromagnetic fields. PIC codes compute these fields by adding up the partial currents of all CPs to the total current density J(x, t), which updates the electromagnetic fields with Ampère's law
and with Faraday's law
The field values are defined on a grid and both equations are approximated by suitable numerical schemes. The EPOCH code [22] we use fulfills Gauss' law and The red broken arrows show how a fluid element or an ion is deflected when it crosses the shock. The rotation is accomplished by a reduction of the velocity normal to the shock by particle collisions or by the electric field that mediates the collisionless shock. Figure 1 illustrates the mechanism that drives the NTSI. Two hydrodynamic fluids or clouds of collisionless plasma flow towards a sinusoidal-shaped thin shell. Their velocity modulus |v 0 | and density n 0 are spatially uniform on either side of the thin shell. The thin shell is composed of the shock-compressed downstream fluid and its outer boundaries are hydrodynamic shocks in the case of a collisional fluid. The shock crossing reduces the velocity component of the fluid along the shock normal. If the inflowing material is collisionless plasma and if we neglect for the moment the interaction of the counterstreaming clouds through the collective electromagnetic fields then the thin shell is a layer with the density 2n 0 , in which the ions of both clouds overlap. Each boundary between the thin shell and the inflowing plasma is characterized in this case by a density jump with the magnitude n 0 . Thermal diffusion lets more electrons stream from the denser shell into the surrounding plasma than vice versa and the thin shell goes on a positive potential relative to the surrounding plasma. The ambipolar electric field, which sustains the potential difference, is aligned with the normals of the boundaries. This electric field slows down the inflowing ions in the rest frame of the thin shell, which compresses them and increases the plasma density in the thin shell beyond 2n 0 . If the potential difference is comparable to the kinetic energy of the inflowing protons in the rest frame of the thin shell, then the boundaries are electrostatic shocks. An upstream proton (electron), which crosses the boundary and enters the thin shell, has its normal velocity reduced (increased). The opposite is true if the proton or electron leaves the thin shell and propagates back upstream. The latter is possible only in a collisionless plasma and the boundary acts in this case as a double layer. Hybrid structures that combine an electrostatic shock [25, 26, 27, 28, 29] with a double layer are common [30] .
The non-linear thin-shell instability (NTSI)
The lateral velocity components of the fluid elements or plasma particles remain unchanged and, hence, their velocity vectors are rotated. Figure 1 shows that fluid elements or protons that flow towards a concave boundary are focused while those flowing towards a convex boundary are scattered. In the case of a hydrodynamic thin shell Vishniac [11] has shown that this momentum redistribution applies a torque on a hydrodynamic thin shell, which amplifies the amplitude of the spatial oscillation. It also drives breather modes, which are density oscillations along the thin shell. In what follows we demonstrate that the same is true for a thin shell of collisionless plasma that is bounded by two electrostatic hybrid structures.
Initial conditions
We perform 4 simulations that resolve a two-dimensional domain with the length L x along x, which changes between simulations, and the fixed length L y along y. The initially unmagnetized plasma consists of electrons and protons with the spatially uniform number density n 0 . We use the correct proton-to-electron mass ratio. We give the electrons the initial temperature T 0 = 1500 eV and the protons T 0 /5. Such a temperature difference is common if the plasma has been created by the ablation of a target by an energetic laser pulse [31] and these temperatures are comparable to those in the experiment in Ref. [19] .
We normalize the spatio-temporal scales with the electron plasma frequency ω p = (e 2 n 0 /m e ϵ 0 ) 
Figure 2.
The plasma evolution in simulation 1: the first row corresponds to the time t = 400, the second row to t = 800 and the bottom row to t = 1600. The columns from the left to the right show the proton density, the electric E y component, the electric E x component and the x-averaged proton phase space density distribution f p (y, v y ).
clouds interpenetrate at y B,i and in time a plasma density distribution develops, which resembles that in Fig. 1 . All simulations evolve the collision during the time t s = 1600, which is resolved by 10 5 time steps. Table 1 lists the other parameters. Figure 2 shows the distributions of the electromagnetic fields, of the proton density and of the proton phase space density at selected times, which have been computed by a simulation with A 1 = 0 and, hence, y B,1 = 0. Time t = 400: protons have accumulated close to y = 0 in Fig. 2(a) and the interval with an increased proton density extends to |y| ≈ 45. The peak density 2.3 close to y = 0 implies that the protons have been compressed beyond the density, which we would expect from the superposition of the densities of both plasma clouds. We will refer to the central high-density band as the thin shell and to the surrounding region with a density > 1 as the overlap layer. Figure 2(b,c) show the in-plane electric field components E y and E x , which are driven by the thermal diffusion of electrons against a density gradient. This ambipolar electric field is aligned with y since E x = 0.
The simulations
Planar electrostatic shock
We observe already at this time a significant slowdown of the inflowing protons in Fig. 2(d) . The velocity oscillation in each proton beam close to y = 0 is a solitary wave, which will continue to grow into an electrostatic shock [23, 24] . The kinetic energy of all protons exceeds the potential energy they gain as they approach the center of the thin shell and the counterstreaming proton beams remain compact. The protons cross the thin shell and are re-accelerated by the ambipolar electric field while they leave it on the other side. They are further accelerated by the weaker electric field that arises from the density gradient of the overlap layer, which extends far beyond the thin shell. The selected collision speed exceeds the maximum speed, for which the potential jump that is associated with the density jump ∼ 1 can sustain a pair of shocks. However, the slow-down of the protons compresses them to a density above 2 in the thin shell, which increases the potential gap between the dense thin shell and the surrounding plasma and leads to a further compression of the protons. This feedback loop results in a delayed shock formation as long as the collision speed is not too high [29] . Otherwise the shock formation requires the growth of an instability that increases the thermal and magnetic pressure or generates magnetic fields that can block the plasma flow [32] .
Time t = 800: the feedback loop has increased the peak proton density to over 3 as we can see from Fig. 2(e) . Two unipolar narrow electric field pulses delimit the thin shell and the electric field is aligned with the density gradient (See Figs. 2(f,g) ).
Figure 2(h) shows that the proton speed changes rapidly at the location of the electric field pulse. The velocity spread of the inflowing proton beams at |y| ≈ 5, which is a consequence of their slowdown by the electric field, is so large that some protons change the sign of their velocity. These protons will feed the shock-reflected proton beam, which is a signature of an electrostatic shock in warm protons.
Time t = 1600: the proton density in Fig. 2 (i) has reached a peak value of 3.6 and it has expanded along y, which is only possible if the thin shell is accumulating protons. The electric field in Figs. 2(j,k) is still aligned with the density gradient but both are no longer planar. The bipolar electric field distribution close to y ≈ 0 is a forming proton phase space hole [33] . A dilute population of protons is gyrating in the (y, v y ) plane close to y = 0 and v y = 0 in Fig. 2(l) . The proton beams have a constant velocity outside |y| = 20 in the displayed interval and they change their speed only at the electrostatic shock when they enter the thin shell and at the double layer, where they exit the thin shell and escape into the overlap layer. The thin shell consists of a hot proton population and two dense counterstreaming proton beams, which are separated by a small velocity gap. An ion-beam driven instability [34] will eventually thermalize the proton beams inside the thin shell [35] and in the overlap layer [27, 28] . 
Varying the perturbation amplitude A i
We compare first the results of simulations 2 and 3 that use the same value L x = 110 and, hence, the same wavelength k i = 2π/L x of the seed perturbation for the NTSI. Vishniac estimated in Ref. [11] the growth rate of the NTSI as
(i: simulation number), provided that the seed amplitude A i is above the threshold for instability and that A i ≪ L x . We obtain for A 2 the value t s ω v,2 /ω p ≈ 0.77 (t s = 1600) while A 3 gives t s ω v,3 /ω p ≈ 1.14. We expect to see at least the onset of the NTSI in both simulations if Vishniac's growth rate estimate holds also for collisionless plasma. Several proton density distributions, which were computed by simulation 2, are shown in Fig. 3 . The function y 2 (x, t) = H(t − t 2 ) √ (0.08 · (t − t 2 ) + 1)y B,2 (x) with y B,2 (x) = A 2 sin (2πx/L x ) is a fit to the central curve of the thin shells, where H(t) is the Heaviside step function and t 2 = 177 is the time when the NTSI sets in. The term ∝ √ m(t − t 2 ) + 1 (m: slowly varying factor) from Ref. [36] matches that observed in the PIC simulation in Ref. [19] and in the present simulations. A sinusoidal-shaped thin shell has formed in Fig. 3(a) around y B,2 (x) . It has expanded to a width ∼ 10 in Fig. 3(b) . Its boundaries still follow y B,2 (x) and the NTSI has not yet developed. The growth of a solitary wave in each proton beam lets the peak density of the thin shell grow beyond 2 after t = t 2 . The supplementary movie 1 shows that the NTSI starts to grow at this time and the oscillations of the thin shell's boundary have reached 2.7 A 2 at the time t = 813 in Fig. 3(c) . A sine curve with the amplitude 3.9A 2 approximates well the central curve of the thin shell in Fig. 3(d) . The boundaries of the thin shell are no longer sine curves at t = 1600. An ion acoustic instability develops upstream of the electrostatic shocks, which starts to disrupt the thin shell's boundaries [21] . Figure 4 shows the proton density distribution computed by simulation 3 for the same times that were shown in Fig. 3 . The curve y 3 (x, t) = A 3 y 2 (x, t)/A 2 is overplotted for all times. The proton density distribution is animated in time by the supplementary movie 2. The NTSI sets in at about the same time in the simulations 2 and 3, which suggests that it grows once the solitary waves have reached a threshold amplitude. The growth rate of the NTSI is about the same in both simulations, which is not what we is overplotted in all panels. The curve y 3 (x, t 3 ) = 2.7 · y B,3 (x) is overplotted in (c) and
expect from Vishniac's growth rate estimate ∝ A 1/2 i . However, our fit of y 2 (x, t) and y 3 (x, t) to the simulation data may not be accurate enough to resolve a growth rate difference (A 3 /A 2 ) 1/2 ≈ 1.5.
Vishniac found in Ref. [11] that the hydrodynamic NTSI drives breathing modes that yield density oscillations along the thin shell. The collisionless analogue of these hydrodynamic density waves are ion acoustic oscillations, which have the phase speed ∼ c s . Breather modes can explain why the thin shell in Fig. 4(d) has been depleted close to the extrema x ≈ 27 and x ≈ 80 of its oscillation while protons accumulated at these locations in Fig. 4(c) . Let us assume that an ion acoustic oscillation develops between two extrema of the thin shell's oscillation, which are separated by a distance 55 along the thin shell. A full oscillation period in time is about ∆ ≈ 55v te /c s ≈ 1600. Initially the proton density is constant along the thin shell. The protons start to be deflected towards the extrema of the thin shell when the NTSI sets in at t ≈ t 2 and the breather mode starts to grow. The proton density peaks at the extrema of the thin shell after one fourth of the breather mode's oscillation and, thus, at t ≈ t 2 + ∆ t /4, which is confirmed by the supplementary movie 2. The breather mode will result in proton density minima at the extrema of the thin shell after t 2 + 3∆ t /4 ≈ 1400, which explains the density distribution observed in Fig. 4 . The breather mode was found also for a different set of initial conditions for the PIC simulations [21] .
Varying the perturbation wavelength L x
The hydrodynamic growth rate scales as L −3/2 x with the wavelength of the seed perturbation and we determine with simulation 4 how the growth of the bending mode and the nonlinear evolution of the collisionless NTSI are affected by halving L x . The supplementary movie 3 demonstrates that the NTSI lets the central curve of the thin shell evolve as y 4 Figure 5 shows four snapshots of the proton density distribution. The thin shell in Fig. 5(a) follows the overplotted curve y B,4 (x) and it has expanded again to a width of about 10 at t = t 2 . The NTSI sets in after this time and the amplitude of the oscillation has grown to 3.9A 4 by t = t 3 . We observe a strong proton accumulation at the extrema of the thin shell at x = 13 and x = 44 and the density decreases from a peak value of 3.3 to a value of 2.3 over just a few electron Debye lengths. The thermal pressure gradient associated with these density changes will lead to changes in the potential that are comparable to that between the thin shell and the plasma far upstream. The protons respond to this ambipolar electric fields and a complex proton density distribution has developed at t = t 4 , which is quasi-stationary (See supplementary movie 3).
We can shed light on the cause of these density structures with the help of Fig. 6 , which shows slices of the proton phase space density distribution along x and along y. Figure 6(a, b) show the proton phase space density distributions along y with x = 0, for which y B,4 (x) = 0, and along y with x = 13.75, for which y B,4 (x) attained its largest value 2.2. The distributions of the counterstreaming clouds are symmetric in Fig. 6 (a) and they are not symmetric in Fig. 6(b) . This symmetry break can be linked to the motion of the thin shell in the simulation frame. The thin shell at x = 13.75 propagates from y ≈ 2.2 at t 2 to y ≈ 15 at t 2 , which corresponds to an average speed of 0.56c s . The motion of the thin shell's electric potential to increasing y implies that it affects the protons, which move in the opposite direction, less than the comoving ones. The counter-streaming proton clouds are well separated along v y , while we could observe at this time a fully developed shock in simulation 1 (See Fig. 2(l) ). The modulation of the solitary wave by the NTSI apparently inhibits or delays the shock formation.
The slice of the proton phase space density distribution along x = 0 in Fig. 6 (c) shows a depletion of the beam with v y ≈ 1.9c s at x ≈ 43 and of the oppositely propagating proton beam at x ≈ 13.75. The accumulation of protons at these values of x and y ≈ 0 in Fig. 5(d) drives ambipolar electric fields, which are tilted relative to the y axis. The protons that move to increasing y are scattered by the oblique electric fields at x = 43 and y < 0, which explains their depletion at y = 0 in Fig. 6(c) . The scattering of the protons will broaden this depletion with increasing y > 0, which is confirmed by Fig.  6(d) . The proton density distribution in Fig. 6(d) is caused by localized tilted electric fields and the ballistic motion of protons in the field-free intervals. The supplementary movie 3 shows that the distribution reaches a stable final state.
Summary
Here we have discussed some aspects of the non-linear thin-shell instability (NTSI). This instability was found in Ref. [11] for thin shells, which are enclosed by a pair of corrugated hydrodynamic shocks in a cool isothermal flow. It is believed to be important for the generation of turbulence in colliding winds and in regions where astrophysical outflows, such as the blast shells of supernova explosions, interact with the interstellar medium. This instability was examined with numerical simulations using MHD and hydrodynamic codes [14, 15] and it was observed in a recent laser-plasma experiment [19] , where it deformed a thin shell of collisionless plasma. The PIC simulations in Refs. [19, 20, 21] have shown that a collisionless analogue of the NTSI exists. A thin-shell, which is bounded by two solitary waves that are growing into electrostatic shocks [24] , is destabilized by a spatial displacement of its central curve along the plasma flow direction that varies as a function of the orthogonal direction.
We have illustrated with a PIC simulation how a thin shell of dense plasma forms close to a planar collision boundary between two plasma clouds, which collide head on and orthogonal to the boundary, and how a pair of electrostatic shocks grows that separates the inflowing upstream protons from those in the thin shell. The absence of binary collisions between particles allowed some of the protons to traverse the thin shell and escape from it at the other side, while being re-accelerated by a double layer.
We have kept the collision speed the same and we performed 3 simulations, in which we seeded the collision boundary with a sinusoidal perturbation. Varying the amplitude and wave length of this perturbation allowed us to test how the growth rate of the collisionless NTSI and its non-linear evolution depended on the seed perturbation. The growth rate hardly changed with the amplitude of the seed perturbation, while a reduction of its wavelength clearly accelerated its growth. The amplitude grew in all cases with approximately √ m(t − t 2 ) + 1 with a constant m.
