In this paper, we present some spectral sufficient conditions for a graph to be Hamilton-connected in terms of the spectral radius or signless Laplacian spectral radius of the graph. Our results improve some previous work.
Introduction
In this paper, we only consider simple graphs without loops and multiple edges. For terminology and notation not defined but used, we refer the reader to [3] . Let G be a connected graph with vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E(G). Write by m = e(G) = |E(G)| the number of edges of graph G. For each v i ∈ V (G), denote by N G (v i ) the set of vertices adjacent to v i in G and
Denote by δ = δ(G) the minimum degree of G and ∆ = ∆(G) the maximum degree of G. For convenience, we use (0 x 0 , 1 x 1 , . . . , k x k , . . . , ∆ x ∆ ) to denote the degree sequence of G, where x k is the number of vertices of degree k in G. We use G + H and G ∨ H to denote the disjoint union and the join of G and H respectively. The union of k disjoint copies of the same graph G is denoted by kG.
Let G be a graph. The adjacency matrix and degree diagonal matrix of G are denoted by A(G) and D(G), respectively. The largest eigenvalue of A(G), denoted by ρ(G), is called to be the spectral radius of G. The matrix Q(G) = D(G) + A(G) is the signless Laplacian matrix of G. The largest eigenvalue of Q(G), denoted by q(G), is called to be the signless Laplacian spectral radius of G.
Hamilton path is a path containing all vertices of G, and Hamilton cycle is a cycle containing all vertices of G. A graph is called to be traceable if it contains a Hamilton path, and a graph is called to be Hamiltonian if it contains a Hamilton cycle. A graph is called to be Hamilton-connected if every two vertices of G are connected by a Hamilton path.
The problem of determining whether a given graph is Hamiltonian, traceable, Hamiltonconnected is NP-complete. Recently, there are many reasonable sufficient or necessary conditions that were given for a graph to be Hamiltonian, traceable or Hamilton-connected. Fiedler and Nikiforov [9] firstly gave sufficient conditions in terms of the spectral radius of a graph or its complement for the existence of Hamilton cycles. This work motivated further research, one may refer to [1, 18, 19, 23, 26, 27, 28, 30] . Recently, by imposing the minimum degree of a graph as a new parameter, Li and Ning [14, 15] extended some the results in [9, 18, 23] . Now, their results were improved by Nikiforov [22] , Chen et al. [5] , Ge et al. [10] and Li et al. [17] , in some sense.
The following sufficient condition involving the number of edge is due to Ore [24] .
Theorem 1.1. ( [24] ) Let G be a graph on n vertices and m edges. If
then G is Hamilton-connected.
Observing that δ ≥ 3 is a trivial necessary condition for G to be Hamilton-connected. Zhou and Wang [31] refined the above edge number condition.
Theorem 1.2. ([31]
) Let G be a connected graph on n ≥ 6 vertices and m edges with minimum degree δ ≥ 3. If
For n ≥ 5 and 1 ≤ k ≤ n/2, we define:
Moreover, for t ≥ 1, let S k n (t) (resp., T k n (t)) denote the set of all possible graphs obtained from S k n (resp., T k n ) by deleting exactly t edges such that δ ≥ 3. Obviously, S k n (0) = {S k n }, T k n (0) = {T k n }. In this paper, we first make a further improvement for Theorem 1.2. Theorem 1.3. Let G be a connected graph on n ≥ 11 vertices and m edges with minimum degree δ ≥ 3. If
, or for n = 11, G = S 5 11 , or for n = 12, G ∈ 2 i=0 S 6 12 (i), or for n = 13, G = S 6 13 , or for n = 14,
By Theorem 1.3, we can get the following two corollaries immediately.
Corollary 1.4. Let G be a connected graph on n ≥ 14 vertices and m edges with minimum degree δ ≥ 3. If
Corollary 1.5. Let G be a connected graph on n ≥ 13 vertices and m edges with minimum degree δ ≥ 3. If
In [26] , Yu and Fan have established sufficient conditions for a graph to be Hamiltonconnected in terms of the spectral radius and signless Laplacian spectral radius. Write G = K n−1 + e + e ′ for K n−1 together with a vertex joining two vertices of K n−1 by the edges e, e ′ , respectively. Theorem 1.6. ( [26] ) Let G be a graph on n vertices.
Recently, Zhou and Wang [31] gave some spectral sufficient conditions on spectral radius and signless Laplacian spectral radius for a graph to be Hamilton-connected, which extended the result of Yu and Fan [26] in some sence. Theorem 1.7. ([31] ) Let G be a connected graph on n ≥ 6 vertices with minimum degree δ ≥ 3.
In this paper, we continue to study new sufficient spectral conditions for a graph to be Hamilton-connected. We will use Corollaries 1.4 and 1.5 to give the spectral sufficient conditions for a graph to be Hamilton-connected. Theorem 1.8. Let G be a connected graph on n ≥ 14 vertices with minimum degree δ ≥ 3.
It is easy to see that if we do 1 Kelmans operation on T 3 n , then we can obtain a proper subgraph of S 3 n . Hence ρ(S 3 n ) > ρ(T 3 n ) > ρ(K n−2 ) = n − 3. By Theorem 1.8, we have the following corollary. Corollary 1.9. Let G be a connected graph on n ≥ 14 vertices with minimum degree δ ≥ 3.
Theorem 1.10. Let G be a connected graph on n ≥ 13 vertices with minimum degree δ ≥ 3. If
Obviously, we have the following corollary.
Corollary 1.11. Let G be a connected graph on n ≥ 13 vertices with minimum degree δ ≥ 3.
We can see that our results improve the previous work. Furthermore, let G n be the class of non-Hamilton-connected graphs of order n. In Corollaries 1.9 and 1.11, we determine the maximum spectral radius and the maximum signless Laplacian spectral radius in G n . And the extremal graphs with maximum spectral radius and the maximum signless Laplacian spectral radius are determined.
The rest of this paper is organized as follows. In Section 2, we present some useful techniques and lemmas. In Section 3, we present the proofs of Theorems 1.3, 1.8 and 1.10.
Preliminaries
In this section, we list some useful techniques and lemmas that will be used in later sections.
Firstly, let us recall the Kelmans transformation [13] . Given a graph G and two specified vertices u, v construct a new graph G * by replacing all edges vx by ux for
Obviously, the new graph G * has the same number of vertices and edges as G, and all vertices different from u and v retain their degrees. The vertices u and v are adjacent in G * if and only if they are adjacent in G. Suppose M is a symmetric real matrix whose rows and columns are indexed by X = {1, . . . , n}. Let π = {X 1 , . . . , X m } be a partition of X. Let M be partitioned according to {X 1 , . . . , X m }, i.e.,
where M ij denotes the block of M formed by rows in X i and the columns in X j . Let b ij denote the average row sum of M ij , i.e., b ij =
|X i | , where 1 is a column vector with all the elements 1. Then the matrix M/π = (b ij ) m×m is called the quotient matrix of M . If the row sum of each block M ij is a constant, then the partition is called equitable.
Hong et al. [12] proved the following spectral inequality for connected graphs. Nikiforov [20] proved it for general graphs independently, and the case of equality was characterized in [29] .
Lemma 2.5. ( [20] ) Let G be a graph on n vertices and m edges with minimum degree δ.
The following result is also useful for us. Lemma 2.6. ( [12, 20] ) For nonnegative integers p and q with 2q ≤ p(p−1) and 0 ≤ x ≤ p−1,
is decreasing with respect to x.
Lemma 2.7. ( [8, 26] ) Let G be a connected graph on n vertices and m edges. Then q(G)
Proofs
The proof of Theorem 1.3. In this proof, we assume that a sequence d is called a permissible graphic sequence if there is a simple graph with degree sequence d satisfying the condition of Lemma 2.8. Suppose by contradiction that G / ∈ (
, and for n = 11, G = S 5 11 , and for n = 12, G / ∈ 2 i=0 S 6 12 (i), and for n = 13, G = S 6 13 , and for n = 14,
For convenience, we call this condition to be NHC-condition. Thus, we have
where f (x) := 3x 2 − (2n + 3)x + 8n − 38. Since e(G) ≥ n − 3 2 + 13, combining with (1),
, by a direct computation, we obtain:
Then we calculate f (k) for k ≥ 5. We have:
• if n = 11, then k ≤ 5 and, f (5) = 0;
• if n = 12, then k ≤ 6 and, f (5) = −2 < 0, f (6) = 4 > 0;
• if n = 13, then k ≤ 6 and, f (5) = −4 < 0, f (6) = 0;
• if n = 14, then k ≤ 7 and, f (5) = −6 < 0, f (6) = −4 < 0, f (7) = 4 > 0;
• if n = 15, then k ≤ 7 and, f (5) = −8 < 0, f (6) = −8 < 0, f (7) = −2 < 0;
• if n ≥ 18, then for 5 ≤ k ≤ n/2, we have f (k) < 0. To see this, we consider two roots of f (x) = 0, which are
By simple calculation, we have both r 1 < 5 and r 2 > n/2 hold for n ≥ 18, and then the desired result follows.
From the above computing results, we discuss the following cases. Case 1. k = 3 and n ≥ 11.
In this case, we shall show when G is not Hamilton-connected, G ∈ (
T 3 n (i)), which is a contradiction to our assumption.
By NHC-condition, we have
Furthermore, note that f (3) = 2n − 20 when n ≥ 11, by (1), we have
Hence it is direct that the inequalities in (2) must be equalities, and then the degree sequence of G is (3, 3, n − 3, . . . , n − 3
If e(G) = n − 3 2 + 13 + (n − 10) − t, where 1 ≤ t ≤ n − 10, then we have
Moreover, note that any three 3-degree vertices are incident with at most 9 edges, and any n − 3 vertices are incident with n − 3 2 edges, and e(G) ≥ n − 3 2 + 13, we conclude that G has exactly two 3-degree vertices. Without loss of generality, we may suppose that
Then we discuss the following two subcases.
.e., v 1 and v 2 have the same neighbour, then combining the definition of S k n and (3), G is a subgraph of S 3 n obtained by deleting t(1 ≤ t ≤ n − 10) edges from its clique K n−2 . That is to say, G ∈ n−10 t=1 S 3 n (t), which is a contradiction to our assumption. Now we assume
Hence by Theorem 1.2, we have H 1 is Hamilton-connected. If every two vertices in V (H 1 ) can be connected by a Hamilton path in G, then G is also Hamilton-connected, a contradiction. Then there must exist two vertices w and w ′ such that they are connected by a path passing through all vertices in V (G) but not v 1 . Let P be this path in a given direction (from w to w ′ ). Suppose the vertices in P are w = y 1 , y 2 , . . . , y n−1 = w ′ in sequence. Let y i , y j and y l (1 ≤ i < j < l ≤ n−1) be three vertices adjacent to v 1 . Then it is obvious that {v 1 , y i+1 , y j+1 } is an independent set since G is not Hamilton-connected. We claim that
To see this, consider the set K = {y r |y r−1
This follows since the vertex y i+1 is possibly adjacent to y n−1 = w ′ and y i+1 is both the successor of y i and the predecessor of y i+2 . Since {v 1 , y i+1 , y j+1 } is an independent set, we obtain
implying that K and N G (y j+1 ) have a common vertex, say y t . Obviously, t = i + 1, j + 1.
Consequently, by considering the number of edges in G, we can get the following contradiction:
which is a contradiction and the first inequality follows from that there may be edges in vertex set {y i+1 , y j+1 , y j−1 , y l−1 }. Subcase 1.1.2. We assume y i+1 = y j−1 and y j+1 = y l−1 , then y j = y i+2 , y j+1 = y i+3 . If y l = y n−1 , then by using the similar method as that of Subcase 1.1.1, we can obtain
which is a contradiction and the first inequality follows from that there may be edges in vertex set {y i+1 , y l−1 , y i+3 , y l+1 }. Then we suppose y l = y n−1 . If y i = y 1 , then by using the similar method as that of Subcase 1.1.1, we can obtain
which is a contradiction and the first inequality follows from that there may be edges in vertex set {y i−1 , y l−1 , y i+1 , y i+3 }.
If y i = y 1 , then v 1 is adjacent to y 1 , y 3 and y n−1 . Let
and {v 1 , y 2 , y 4 } is an independent set, W 1 \ {y 4 , y n−1 } has one vertex w 1 such that y 2 w 1 ∈ E(G).
which, together with the fact that |W 2 | = n − 4 and Theorem 1.1, we have G[W 2 ] is Hamiltonconnected. Then there is a Hamilton path w 1 P y n−1 which connects w 1 and y n−1 in G[W 2 ]. Then y 1 v 1 y 3 y 2 w 1 P y n−1 is a Hamilton path connecting y 1 and y n−1 in G, a contradiction.
There always exists w 1 that we discussed above. Then
Hence we can also get a contradiction by a similar method as above.
By a similar discussion as above, we can obtain G[W 3 ] is Hamilton-connected and also get a contradiction.
If there exist a vertex y k ∈ W 1 \{y 2 , y 4 } which satisfies that
which is a contradiction. Hence δ(G[W 1 ]) ≥ 3. Note that |W 1 | = n − 3, and
Then by Theorem 1.2, we have
] is Hamilton-connected, then there is a Hamilton path connecting y 2 and y n−1 in G[W 1 ], say y 2 P y n−1 . Then y 1 v 1 y 3 y 2 P y n−1 is a Hamilton path connecting y 1 and
Therefore, we have d G (y 1 ) = d G (y 3 ) = n − 1 and G has only one 3-degree vertex v 1 , which contradicts the fact that G has exactly two 3-degree vertices. Furthermore, the case of y i+1 = y j−1 and y j+1 = y l−1 can be proved in a similar method, thus we omit it. Subcase 1.1.3. We assume y i+1 = y j−1 and y j+1 = y l−1 , then y j = y i+2 , y l = y i+4 .
If v 1 is adjacent to neither y 1 nor y n−1 , then there must exist y i−1 and y i+5 since n ≥ 11. Then by using a similar method as that of Subcase 1.1.1, we can obtain
which is a contradiction and the first inequality follows from that there may be edges in vertex set {y i−1 , y i+3 , y i+1 , y i+5 }. If v 1 is adjacent to y 1 , then v 1 is also adjacent to y 3 and y 5 . One may easily get a contradiction by a similar discussion as that of Subcase 1.1.2.
Similarly, if v 1 is adjacent to y n , then v 1 is also adjacent to y n−3 and y n−5 . One can also get a contradiction by a similar discussion as that of Subcase 1.1.2. Subcase 1.2. v 1 is adjacent to v 2 .
Consider the graph
. It is not difficult to see |V (H 2 )| = n − 2 and
Then by Theorem 1.1, we get that H 2 is Hamiltonconnected. There must exist two vertices w and w ′ such that they are connected by a path passing through all vertices in V (H 2 ) but not v 1 and v 2 at the same time. We denote this path by y 1 P ′ y n−2 , where y 1 = w, y n−2 = w ′ , and give this path a direction (from w to w ′ ). If u is on this path, we use u + and u − to denote the successor and predecessor of u, respectively.
, there must be two vertices of H 2 , say, z 1 , z 2 , (they are in order on this path) which are adjacent to v 1 . Also, there must be two vertices z 3 and z 4 (they are in order on this path) of H 2 , which are adjacent to v 2 . We now claim that z 1 = z 3 and z 2 = z 4 , which, together with (3), would yield that G is a subgraph of T 3 n obtained by deleting t − 1 edges from its clique K n−2 , that is, G ∈ T 3 n (t − 1), where 1 ≤ t ≤ n − 10.
Suppose to the contrary that z 1 = z 3 or z 2 = z 4 . We can easily see that 
which is a contradiction. If z 1 = z 3 and z 2 = z 4 , then by the same discussion on (4), we have d
which is a contradiction. The case of z 1 = z 3 and z 2 = z 4 can be discussed in a similar way. Summing up the above discussion, we have G ∈ ( n−10 i=0 S 3 n (i)) ( n−11 i=0 T 3 n (i)), as desired. Case 2. n = 11 and k = 5.
In this case, by NHC-condition, we have
Moreover, since f (5) = 0 when n = 11, we obtain e(G) = n − 3 2 + 13 = 41, and then
Combining with (5), we have the degree sequence of G is (5 4 , 6 2 , 10 5 ), which
11 , a contradiction. Case 3. n = 12 and k = 6.
Again, by NHC-condition, we have
Note that f (6) = 4 when n = 12, and by (1), we have 49 ≤ e(G) ≤ 51. If e(G) = 51, then
, which, together with (6), yields that the degree sequence of G is (6 6 , 11 6 ). From this one can check directly that G = K 6 ∨ 6K 1 = S 6 12 = S 6 12 (0). Now assume that e(G) = 51 − t = e(S 6 12 ) − t, where t ∈ {1, 2}.
Since 12 i=1 d i = 102 − 2t ≥ 98, G has at least one 6-degree vertex and has no 3-degree vertex. Let d G (x 0 ) = 6 and
It is easy to see that |V (H 3 )| = 11, δ(H 3 ) ≥ 3 and e(H 3 ) = e(G) − 6 ≥ 49 − 6 = 43 > 11 − 2 2 + 6, by Theorem 1.2, we have that H 3 is Hamilton-connected. Let wP w ′ be a Hamilton path in H 3 from w to w ′ . Since G is not Hamilton-connected, there is no Hamilton path connecting w and w ′ in G. Suppose that x 1 , x 2 , x 3 , x 4 , x 5 , x 6 are the distinct vertices of H 3 which are adjacent to x 0 . Without loss of generality, we assume that x 6 = w ′ . Then {x 0 , x
} is an independent set, which, together with (7), would yield that G is a subgraph of S 6 12 obtained by deleting any t edges, that is, G ∈ S 6 12 (t), where t ∈ {1, 2}. Summing up the above discussion, we eventually obtain G ∈ 2 i=0 S 6 12 (i), a contradiction. Case 4. n = 13 and k = 6.
This case is completely analogous to Case 2. We can obtain e(G) = 58,
, and the degree sequence of G is (6 5 , 7 2 , 12 6 ), which implies that G = K 6 ∨ (K 2 + 5K 1 ) = S 6 13 , a contradiction. Case 5. n = 14 and k = 7.
As Case 3, we have If e(G) = 70, then the degree sequence of G must be (7 7 , 13 7 ), which implies that G = K 7 ∨ 7K 1 = S 7 14 = S 7 14 (0). If e(G) = 70 − 1 = 69, then e(H 4 ) = e(G) − 7 = 62 > 13 − 2 2 + 6 = 61, by Theorem 
13 . In this case, if x 0 is not adjacent to the two 3-degree vertices of H 4 , then it is evident that G is a subgraph of S 3 14 with e(S 3 14 ) − 4 edges, that is, G ∈ S 3 14 (4); otherwise, one may check easily that G is Hamilton-connected, contradicting our assumption.
Summing up the above discussion, we eventually get G ∈ 2 i=0 S 7 14 (i) S 3 14 (4). Case 6. n = 16 and k = 8.
Similarly, we have 
G is a subgraph of X ∨ Y obtained by deleting x 1 y 1 , x 2 y 2 and adding a new edge y 1 y 2 . Note that in this case, G is Hamilton-connected. If
Since
The proof is complete. The proof of Theorem 1.8. Suppose that G is not Hamilton-connected. By Lemmas 2.5 and 2.6, we have ρ(G) ≤ 1 + √ 2m − 3n + 4, which, together with the condition of Theorem 1.8, yields
We obtain 2m > n 2 − 5n + 12. Furthermore, by parity, we have m ≥ n − 2 2 + 4. By
. Note that K n−2 is a proper subgraph of S 3 n and T 3 n , by Lemma 2.4, we have ρ(S 3 n ) > ρ(K n−2 ) = n − 3 and ρ(T 3 n ) > ρ(K n−2 ) = n − 3. So S 3 n and T 3 n enter the list of exceptions of the theorem.
For G ∈ S 3 n (1), that is, G is obtained from the graph S 3 n by removing one edge, which can have only one of the following degree sequences:
(1) H 1 has degree sequence (3, 3, n − 3, . . . , n − 3 n−5 times , n−2, n−2, n−1), i.e., H 1 = K 1,2 ∨(K n−5 + 2K 1 ); (2) H 2 has degree sequence (3, 3, n − 4, n − 3, . . . , n − 3 n−6 times , n − 2, n − 1, n − 1); Therefore, by the Fourier-Budan theorem [25] , all roots of f 1 (x) lie to the left of the number n−3. In particular, ρ(H 3 ) < n−3. Hence, non-Hamilton-connected graphs G ∈ S 3 n (1), satisfy ρ(G) < n − 3, a contradiction.
For G ∈ S 3 n (2), by Lemma 2.4, we also have ρ(G) < n − 3, a contradiction. For G ∈ T 3 n (1), that is, G is obtained from the graph T 3 n by removing one edge, which can have only one of the following degree sequences:
(1) T 1 has degree sequence (3, 3, n − 3, . . . , n − 3 n−4 times , n − 2, n − 2), i.e.,
(2) T 2 has degree sequence (3, 3, n − 4, n − 3, . . . , n − 3 n−5 times , n − 2, n − 1); (3) T 3 has degree sequence (3, 3, n − 4, n − 4, n − 3, . . . , n − 3 n−6 times , n − 1, n − 1), i.e., Figure 2 : Graphs, obtained from the graph T 3 n by removing one edge.
The graphs which correspond to these degree sequences are depicted in Figure 2 . Let V 1 , V 2 and V 3 be the sets of vertices of T 3 n with degree 3, n − 1 and n − 3. Therefore, T 1 is the graph obtained from T 3 n by deleting an edge uz with {u, z} ∈ V 2 . T 2 is the graph obtained from T 3 n by deleting an edge uz with u ∈ V 2 and z ∈ V 3 . T 3 is the graph obtained from T 3 n by deleting an edge vz with {v, z} ∈ V 3 .
Then we show ρ(T i ) < n − 3, i = 1, 2, 3. Firstly, we claim that ρ(T 1 ) ≤ ρ(T 2 ) ≤ ρ(T 3 ). Indeed, for graph T i , let u, z ∈ V (T i ) be two vertices defined above and v ∈ V 3 \ {u, z}, where i = 1, 2. We have T 2 = T 1 − vz + uz and T 3 = T 2 − vz + uz. Thus by Lemma 2.1, we can obtain the conclusion. Hence it is sufficient to show only that ρ(T 3 ) < n − 3.
Let us consider the following partition of V (T 3 ) π: X 1 = V (K n−6 ), X 2 = {z, v}, X 3 = {u, u 1 }, X 4 = {y 1 , y 2 }. It can easily be checked that this partition is equitable with the adjacency matrix of its quotient 
of the vertices of degree 3 given by X. AssumeX = (X 1 , X 2 , X 3 , X 4 ) T , by (10), we have (q(G) − (n − 1))X 1 = 2X 1 + (n − 7)X 2 + 2X 3 + 2X 4 ;
(q(G) − (n − 3))X 2 = 3X 1 + (n − 8)X 2 + 2X 3 ;
(q(G) − (n − 4))X 3 = 3X 1 + (n − 7)X 2 ;
(q(G) − 3)X 4 = 3X 1 .
Transform the above equations into a matrix equation ( For G ∈ S 3 n (2), which is obtained from S 3 n by deleting two edges, by Lemma 2.4, we also have q(G) < 2n − 6 + 6 n−1 , a contradiction. For G ∈ S 3 n (3), which is obtained from S 3 n by deleting three edges, by Lemma 2.4, we also have q(G) < 2n − 6 + 6 n−1 , a contradiction. For G = T 3 n , by a similar method as above, we get that the q(G) is the largest zero of the function g 3 (x) = x 3 −(3n−4)x 2 +2(n 2 +n−14)x−8(n 2 −6n+8). Note that g 3 (2n−6+ 6 n−1 ) = 4(n 4 −19n 3 +102n 2 −250n+220) (n−1) 3 > 0 for n ≥ 13, which implies that q(T 3 n ) < 2n − 6 + 6 n−1 . For G ∈ 2 i=1 T 3 n (i), which is a subgraph of T 3 n by deleting i ∈ {1, 2} edges. By Lemma 2.4, we also have q(G) < 2n − 6 + 6 n−1 , a contradiction. For n = 13, G = S 6 13 , by direct calculation, we have q(S 6 13 ) = 20.1157 < 2n − 6 + 6 n−1 , a contradiction.
For n = 14, G = S 7 14 , by direct calculation, we have q(S 7 14 ) = 22.2195 < 2n − 6 + 6 n−1 , which implies a contradiction. Hence, for G ∈ S 7 14 (1), which is obtained from S 7 14 by deleting one edge, by Lemma 2.4, we also have q(G) < 2n − 6 + 6 n−1 , a contradiction. The proof is complete.
