Abstract. We consider colored operads and their actions on categories. As a special example we construct a cobordism category with a colored operad action arising from oriented planar arc diagrams. This is used to construct an invariant of oriented tangle diagrams with values in the homotopy category attached to the cobordism category. Motivated by Bar-Natan's categorification of the Jones polynomial, it categorifies the quantum sln quantum invariants and is adapted to the categorification of the sln quantum invariants by Khovanov and Rozansky using matrix factorizations. We conjecture to exist the consistency of the cobordism category and to have an explicit functor from the cobordism category to a category of matrix factorizations.
Introduction
Khovanov constructed a categorification of the Jones polynomial [Kho00] , a (Laurent) polynomial invariant of links arising from the quantum group attached to the Lie algebra sl 2 . More precisely he constructed a link homology which assigns to any link a complex of graded Z-modules such that its homology class is an invariant of the link and its graded Euler characteristics is the Jones polynomial. The notion link homology was coined by Khovanov [Kho06] and means that a classical polynomial link invariant ppLq P Zrq, q´1s is categorified in the sense that it is realized as a graded Euler characteristics of some complex.
After his seminal work the same homology theory was constructed in many, very different, contexts using for instance topological cobordisms [BN05] , Lie theory [Str05] or symplectic geometry [SS05] .
By now, for the sl n link invariant, there are also several constructions of sl n link homology which is a categorification of the sl n link invariant. For instance, we have a construction using matrix factorizations [KR08, Wu14, Yon11] , a geometric construction [CK08] , a Lie theoretic construction [Sus07, MS09] , a diagrammatic construction [Web17] , a construction using foams [MSV09] and a Howe duality construction [CKL10, CK18, MY19] .
We are interested in defining a cobordism category for the categorification of the sl n link invariant in the sense of Bar-Natan. In the study of the functoriality of sl n link homology, such a cobordism category already appears. The functoriality of the sl 2 link homology was proved [Cap08, DCW09, Bla10, EST17] . Subsequently, the functoriality was proved in the case sl 3 [Cla09] and in the case sl n [MEW18] .
Mackaay, Stosic and Vaz define a Z-graded Q-linear cobordism category [MSV09] and Morrison-Nieh define a cobordism category for n " 3 using Khovanov's form construction [MN08, Kho04] but our cobordism category is a Z'Z{2Z-graded Zr 1 n s-linear category which is derived from the structure of matrix factorizations. Therefore, our relations between cobordisms differ from those of Mackaay-Stosic-Vaz by coefficients to better adapt to the matrix factorizations.
Moreover, each set of morphisms in Morrison-Nieh and Mackaay-Stosic-Vaz categories is finite dimensional [MSV09, Proposition 6.2] but sets of morphisms in our cobordism category are not finite dimensional in general (See Lemma 5.17 (Ra) (Rb) (Rc)). Because the set of cobordism relations in our cobordism category could be minimal for giving chain complexes invariance under Reidemeister moves.
Subsequently, Queffelec-Rose define a cobordism category consisting of ladder-type colored diagrams [QR16] and Robert-Wagner define a cobordism category consisting of closed colored diagrams [RW17] . Both these categories induce the colored Khovanov-Rozansky homology and especially there exists a functor from the Khovanov-Lauda categoried quantum group [KL09, KL10] to Queffelec-Rose's category using the categorical skew Howe duality.
In the categorification using the matrix factorizations, we can concern not only laddertype and closed colored diagrams but also general colored diagrams. Therefore, we need generators of colored saddle cobordisms in the category. In further study, we will construct a cobordism category consisting of general colored diagrams whose subcategory could be related to Queffelec-Rose and Robert-Wagner cobordism categories.
Moreover, our paper is motivated by defining a new concept of a category with a colored operad action and more concretely constructing the cobordism category for sl n link homology using it. We develop this framework in detail and then apply it to the special case of oriented planar arc diagrams and trivalent diagrams.
Operads (also called multi-categories, see e.g. [EM06] ) were introduced in the 1970s for the purpose of studying homotopy invariant algebraic structures on topological spaces (see e.g. [BV73, May72] ) and were subsequently extended to colored operads [BM07] . We generalize this notion to twisted colored operads and connect it to category theory. The main tool here is the notion of colored operads acting on categories.
We first introduce a new category of cobordisms COB gr Gn{L . The category COB gr Gn{L is the quotient category of COB gr Gn whose morphism sets consist of the morphism sets of COB gr Gn modulo the local relations L associated to the category of matrix factorizations. Then we construct an invariant of links with values in the homotopy category of complexes in our category of cobordisms.
We conjecture to control the 2-morphisms of the Khovanov-Rozansky's category of matrix factorizations HMF KRn using an operad structure completely and to obtain a welldefined functor from COB gr Gn{L to HMF KRn . This existence of a functor naturally gives us a consistency of the cobordism category COB gr Gn{L . Moreover, we expect that our cobordism category is universal in the sense that there should be a functor into any other sl n link homology theory.
Two problem arises here for defining the functor: The first is the sign ambiguity of morphisms addressed in [KR08, Proposition 36] . A similar issue has already appeared in the Khovanov homology [Jac04, Kho05] . We expect that there exists an operad action on HMF KRn solving the sign problem. See Remark 8.19 and Problem 8.20.
The second problem is the functoriality of the assignment F from COB gr Gn{L to HMF KRn . In other words, we require that the assignment F has the compatibility with the cobordism local relation of COB gr Gn{L and the structure of morphisms of matrix factorizations. The cobordism local relations except the cobordism isotopy arises from morphisms of matrix factorizations. We need to show that the assignment F preserves the cobordism isotopy relations in COB gr Gn{L . In a subsequent study, we should decide what the generators of the isotopy relations are. For instance, the following cobordisms are composed of different cobordisms but these are isotopic. These problems give us a difficulty to construct a functor. Note that the existence of the functor implies the consistency of the relations in our cobordism category, i.e. the category is not trivial. We believe that incorporating all isotopies the theorem still holds, but at the moment we are not able to give a generating set for all cobordism isotopies.
We finally discuss a relation between the cobordism category COB gr Gn{L and the category of matrix factorizations HMF KRn .
The paper is organized as follows. In Section 2 we introduce the notion of a twisted colored operad C, C-sets (which are sets with an action of C) and C-categories (which means categories with an action of C). In Section 3 we introduce the notion of a Ccategory generated by elements and morphisms using an operad action. Then Section 4 defines the main player, a twisted colored operad P consisting of oriented planar arc diagrams. We show in Theorem 4.6 the following result:
Theorem. P is a braided pS˘, ιq-colored operad.
Our category of cobordisms COB gr Gn{L is then constructed in Section 5 as a P-category. The cobordism local relations L in Definition 5.14 are derived from the morphism structure of matrix factorizations. The morphism of matrix factorizations corresponding to the saddle morphism has the sign problem described in Remark 8.19. Since we define COB gr Gn{L generated by small building blocks (cobordisms) using an operad action, we expect that this cobordism category has consistency.
Conjecture (Consistency conjecture). The COB gr Gn{L is a non trivial P-category.
In Section 6 we define a complex of planar diagrams of COB gr Gn{L from an oriented tangle. In Appendix A, we show that this complex is invariant under Reidemeister moves in the homotopy category K b pMatpCOB gr Gn{L qq, where MatpCOB gr Gn{L q is the additive closure of COB gr Gn{L . The homotopy equivalences required for the Reidemeister moves are given explicitly. We believe that this might help to do explicit computations for KhovanovRozansky-link homology which is hard in general [CM] .
In Section 7, we define matrix factorizations corresponding to oriented arc planar diagrams in P. We find that the set P HMF composed of these matrix factorizations naturally has a colored operad structure and there exists an operad morphism from P to the set of matrix factorizations.
Colored operad and category with colored operad action
We introduce the notion of twisted colored operads, a generalization of colored operads in the sense of e.g. [BM07] , by adding an automorphism ϕ : S Ñ S which twists the colors S in the multiplication of the colored operad. We then consider sets, modules, algebras and categories over these operads.
2.1. pS, ϕq-colored operad. Let S be a set with an automorphism ϕ : S Ñ S.
Definition 2.1. An pS, ϕq-colored operad C " pC, α, Iq consists of the data ‚ For each m-tuple s " ps 1 , ..., s m q P S m (m ě 0), called input, and s 0 P S, called output, a set C m ps 0 ; sq " Cps 0 ; s 1 , ..., s m q, (2.1) ‚ a distinguished element I s P Cps; ϕpsqq for any s P S where Cps; ϕpsqq " H, Remark 2.5. If ϕ is the identity we get the usual notion of a colored operad [BM07] . In particular, if the coloring set S has only one color, we get the usual notion of an operad with P pmq " Cp1; 1, . . . , 1 loomoon m q.
Example 2.6. Let S " t1u and V a -vector space, then Cp1; m hkkkikkkj 1, 1, ..., 1q " Hom pV bm , V q with the obvious composition α and I " tid V P Cp1; 1qu is an pS, idq-colored operad, called the endomorphism operad. More generally, we can take S " t1, 2, ..., ru and a -vector space V s for each s P S. Then Cps 0 ; s 1 , ..., s m q " Hom pV s 1 b¨¨¨b V sm , V s 0 q with unit I " tid Vs |s P Su is an pS, idq-colored operad. If we take S " t˘1,˘2, ...,˘ru and fix a -vector space V s with an isomorphism δ s : V`s Ñ V´s for each`s P S, then the obvious composition with the identification δ s defines an pS, ϕq-colored operad with ϕpsq "´s.
Example 2.7. Another standard example of an ( pt1u, idq-colored) operad is the little interval operad with Cp1; 1, ..., 1 lo omo on m q " P pmq " " pλ 1 , λ 2 , ..., λ m qˇˇˇˇλ i : r0, 1s Ñ r0, 1s linear embeddings such that λ i pr0, 1sq X λ j pr0, 1sq " H for i " j * and the unit I " tI 1 " id r0,1s P P p1qu with composition α : P pmqˆP pk 1 qˆ¨¨¨ˆP pk m q
Example 2.8. Any -algebra A with unit 1 A is a pt1u, idq-colored operad via
with I " tI 1 " 1 A P Cp1; 1qu and α : Cp1; 1qˆCp1; 1q Ñ Cp1; 1q is the multiplication in A.
Example 2.9. Let S " t1, 2, ..., ru and fix σ P S r . 
and with the obvious multiplication.
Example 2.11. The planar diagram operad defined by Jones [Jon] is an pS, ιq-colored operad, where the colors are sequences of sign S " tǫp2kq " pǫ 1 , ǫ 2 , ..., ǫ 2k q|k ě 1, ǫ j P t`,´uu \ tHu and the automorphism ι defined by ιpHq " H, ιp`q "´, ιp´q "`and ιpǫp2kqq " pιpǫ 1 q, ..., ιpǫ 2k qq. Definition 2.14. Let B m be the braid group
Let S m be the symmetric group xs 1 , ..., s m´1 |s
The group homomorphism B m Ñ S m is defined by the generator b i P B m mapping to s i P S m . We denote the image of b P B m byb P S m .
An pS, ϕq-colored operad C " pC, 2.4. Operad action on a collection of sets with algebraic structure. We define a collection of S-colored sets tXpsqu sPS with an action of an pS, ϕq-colored operad C, simply called C-set. We also define C-sets with several algebraic structures, a C-semigroup, a C-monoid, a C-module and a C-algebra.
Definition 2.15. Let S be a set and let C " pC, α, Iq be an pS, ϕq-colored operad.
A C-set pX, βq is an S-colored set X " tXpsqu sPS together with multiplication maps β s for s P S m`1 β ps 0 ;ϕps 1 q,...,ϕpsmqq : Cps 0 ; ϕps 1 q, ..., ϕps m qqˆXps 1 qˆ¨¨¨ˆXps m q Ñ Xps 0 q, satisfying (C1) the compatibility with the unit: β ps;ϕpsqq pI s , x s q " x s for s P S and x s P Xpsq (C2) the following compatibility with α: For any colored operad C and C-set X, the set X :" tid x |x P Xu is a C-set whose C-action factors through the operad C.
Note that a C-set is usually called C-algebra in the literature. For non-twisted operads it is the same as an operad morphism from C to the endomorphism operad of X. For twisted colored operads, the definition of the endomorphism operad is more involved and thus we chose to generalize the other definition. Definition 2.16. A semigroup over C " pC, α, Iq, simply called C-semigroup, pX, βq is an S-colored semigroup tXpsqu sPS such that pX, βq is a C-set and the C-action is compatible with the semigroup structure: For all c P Cps 0 ; ϕps 1 q, ..., ϕps mand x j , x 1 i P Xps j q, 1 ď j ď m,
where on the right hand side the product is given by the semigroup structure. It is a C-monoid or a monoid over C if additionally for all c P Cps 0 ; ϕps 1 q, ..., ϕps mand units u i P Xps i q, 0 ď i ď m, we have βpc, u 1 , u 2 , ...., u m q " u 0 .
Definition 2.17. Let R be a commutative ring. An R-module over C " pC, α, Iq, simply called a C-R-module, is an S-colored R-module tXpsqu sPS such that tXpsqu sPS is a C-set and the C-action is compatible with the R-module structure: for all c P Cps 0 ; ϕps 1 q, ..., ϕps m qq, r, r 1 P R, x j P Xps j q, 1 ď j ď m, and
It is an R-algebra over C, simply called a C-R-algebra, if additionally the C-action is compatible with the multiplication structure in the sense of (2.6).
Definition 2.18. A morphism of C-sets (resp. C-semigroups, C-monoids, C-modules, C-algebras) from pX, β X q to pY, β Y q is a collection of morphisms of sets (resp. semigroups, monoids, modules, algebras) Ψ " tΨ s : Xpsq Ñ Y psqu sPS such that for all s " ps 0 ; ϕps 1 q, ..., ϕps mP
Remark 2.19. As usual, the "pullback" of a morphism Φ : C " pC, α C , I C q Ñ D " pD, α D , I D q of pS, ϕq-colored operads defines for each D-set pX, βq the structure of a C-set pX, β˝Φq. This implies in particular, for the choice pC, Dq " pC, s Cq with the isomorphism from Lemma 2.13 that C-sets are the same as s C-sets.
2.5. C-category (Category over an pS, ϕq-colored operad). Let C " pC, α, Iq be an pS, ϕq-colored operad. In this section we will use the previous definitions (C-sets, Csemigroups and C-monoids) to define the notion of colored categories with an operad C action. The C-set structure is used for the action on object sets and the C-semigroup and C-monoid structure is used for the action on morphism sets.
Definition 2.20. A category over C, simply called a C-category, X " pX , βq is an Scolored category X " tX psqu sPS with ‚ structure maps β " tβ s u sP
β : Cps 0 ; ϕps 1 q, ..., ϕps m qqˆObpX ps 1 qqˆ¨¨¨ˆObpX ps mÑ ObpX ps 0(2.9) such that tObpX psqqu sPS turns into a C-set, ‚ structure maps β " tβ s u sP
such that the S-colored semigroup
, .
given by composition of maps is a s C-semigroup and its restriction to A " B is a s C-monoid with units given by the identity morphisms. The multiplication α is analogous to Example 2.9. Now fix a monoidal category pC, bq and let X psq for s P Z ě1 be the full subcategory with objects X 1 b¨¨¨b X s , X i P ObpCq. This gives a Z ě1 -colored category. It is even a D-category with the structure map
where s " p ř m i"1 s i ; s 1 , ..., s m q. The structure map β is canonically induced by the structure map β. The compatibility condition between α and β follows from the coherence of the monoidal category.
Definition 2.22. A functor Ψ between two C-categories pX , β X q and pY, β Y q is a collection of functors Ψ " tΨ s : X psq Ñ Ypsqu sPS such that:
‚ the collection of morphisms Ψ s : ObpX psqq Ñ ObpYpsqq is a morphism of C-sets, ‚ for any s P S and A P ObpX psqq, the maps Ψ s : X psqpA, Aq Ñ YpsqpΨpAq, ΨpAqq define a morphism of C-monoids, ‚ for any s P S and A, B P ObpX psqq the maps Ψ s : X psqpA, Bq Ñ YpsqpΨpAq, ΨpBqq define a morphism of C-semigroups.
2.6. From preadditive C-categories to homotopy C-categories. In the rest of this section, we define a preadditive C-category X p.add , an additive C-category X add , the category of bounded complexes over an additive C-category Com b pX add q and finally its homotopy C-category K b pX add q. These categories are analogous to Bar-Natan's definition of categories of complexes over cobordism categories [BN05] .
Recall that a preadditive category is a category where the morphisms sets are abelian groups and the composition maps are bilinear.
Definition 2.23. A C-category pX , βq is preadditive if X psq is preadditive for all s P S and the structure maps are compatible with the preadditive structure: For id c P Cps; ϕps 1 q, ..., ϕps mand f j " ř n j i"1 f i j P X ps j qpX j , X 1 j q p1 ď j ď mq, the structure map β satisfies
. Given a C-category X " pX , βq, its associated preadditive C-category X p.add " pX p.add , βq is obtained by allowing formal Z-linear sums of morphisms and extending the structure maps linearly. Similarly, for any Z-algebra A, we obtain the scalar extended preadditive C-category X
, βq associated to pX , βq by extending the scalars to A. To summarize:
, a preadditive C´category with scalars extended to A.
For objects A j , B j P X ps j q with A j "
B l j a morphism f j P X ps j qpA j , B j q is given as a pn j , n 1 j q-matrix
Definition 2.25. A preadditive C-category is additive if the underlying categories X psq, s P S, are additive and the structure maps are compatible with the additive structure:
‚ for c P Cps 0 ; ϕps 1 q, ..., ϕps mand X i j j P ObpX ps j(1 ď j ď m, 1 ď i j ď n j ), the structure maps β satisfy βpc,
(2.14)
‚ the structure map applied to matrices equals the matrix of the structure maps applied to the entries, in formulas: for id c P Cps 0 ; ϕps 1 q, ..., ϕps mand f j P X add ps j qpA j , B j q as in (2.13) for 1 ď j ď m we have
with 1 ď k r ď n j , 1 ď l r ď n 1 j for 1 ď j ď m holds. A preadditive C-category X can formally be extended to an additive C-category:
Definition 2.26. The additive closure of a preadditive C-category X , denoted by
is defined as follows: The object set of each S-colored category MatpX psqq consists of the formal direct sums ' n i"1 X i of objects X i in ObpX psqq with the zero object 0 s corresponding to the sum over the empty set. Morphisms in MatpX psqqp' n k"1 X k , ' n 1 l"1 X 1l q are n 1n matrices pf l,k q of morphisms f l,k P X p.add psqpX k , X 1l q, as in (2.13) with composition defined in terms of matrix multiplication. The structure maps β, β are assumed to satisfy (2.14) and (2.15).
For an additive C-category tX psqu sPS we have the usual categories of bounded complexes Com b pX psqq, s P S. We like to make them compatible by adding structure maps generalizing the construction of tensor product on complexes:
Definition 2.27. Let X " tX psqu sPS be an additive C-category. The associated Ccategory of bounded complexes is given by the S-colored category
of bounded complexes with the following structure maps (with 1 ď j ď m): ‚ for c P Cps 0 ; ϕps 1 q, ..., ϕps mand bounded complexes
n Com b pX ps jthe structure map β Com b pX q defined by
.., X im m q and
‚ for id c P Cps 0 ; ϕps 1 q, ..., ϕps mand f ‚ j P Com b pX ps j qqpX ‚ j , X 1‚ j q p1 ď j ď mq, the structure map β defined by
1 im m q. Remark 2.28. The above operad action on a category of complexes is analogous the tensor product of complexes in the sense that it works structurally the same way. As in the case of tensor products of complexes, the choice of signs ensures d 2 " 0.
The following is the analog of the fact, that for f i :
where id c P Cps 0 ; ϕps 1 q, ..., ϕps m qq.
Proof. Without loss of generality, we assume f 1 is null-homotopic. Let h " th i :
u be a homotopy. It suffices to consider the case m " 2. The maps à
As expected, we use the last proposition to define the homotopy category.
Definition 2.30. The homotopy C-category of Com b pX q, denoted by
is defined as follows: ‚ the object set ObpK b pX psis the same as ObpCom b pX psqqq. ‚ the morphisms in K b are the morphisms in Com b up to null-homotopic, i.e.
Remark 2.31. The constructions of C-categories Com b and K b work analogously for bounded above or bounded below complexes.
Extention of category with colored operad action
In this section we introduce C-sets generated by colored elements and C-categories extended by colored morphisms.
3.1. C-set generated by colored elements. Let C be an pS, ϕq-colored operad. We introduce C-sets generated by an element X s with color s P S.
Given a formal symbol X s with color s P S, we define for c P Cpsq, where s " ps 0 , ϕpsq, ..., ϕpsq loooooomoooooon We setαpc; X 0 s q :" c for c P Cps 0 q. Definition 3.1. The C-set pX s q C generated by X s is the S-colored set tpX s q C ps 0 qu s 0 PS , where
together with the structure maps (for non-empty sets)
for s " ps 0 ; ϕps 1 q, ..., ϕps m qq, defined as β s pc; x 1 , ..., x m q :"αpα s pc, c 1 , ..., c m q; X n s q, (3.4) where x i "αpc i ; X n i s q and n " n 1`¨¨¨`nm , and for the unit I s P Cps; ϕpsqq β ps;ϕpsqq pI s ; x s q " x s .
(3.5)
We omit the straightforward check that these structure maps satisfy the required conditions of a C-set which follows directly from the conditions for α.
Example 3.2. Let X`, X´be two formal symbols with the same color s P S. The C-set pX`, X´q C is the S-colored set tpX`, X´q C ps 0 qu s 0 PS , where pX`, X´q C ps 0 q :" tαpc, X ǫ 1 , . . . , X ǫm q | m ě 0, ǫ i P t`,´u, c P Cps 0 ; ϕpsq, ..., ϕpsq loooooomoooooon m qu (3.6) and the structure maps are defined as before.
Remark 3.3. The definition extends to arbitrary finite sets X " tX i | i P Iu with coloring map X Ñ S, but we won't need this here.
3.2. Category extended by morphisms. Let A be a category. We consider additional morphisms of the category A which are morphisms between objects of A but not included in the morphism set of A. A set F of additional morphisms is a disjoint union
of possibly empty sets. The subset F pX, Y q is the set of additional morphisms from X to Y (possibly empty if there are no morphisms from X to Y in F ).
Definition 3.4 (Category extended by morphisms). Let A be a category and F be a set of additional morphisms of A. For any two objects X, Y in A set
The associated extended category ArF s is defined by ObpArF sq " ObpAq and
where we factor out associativity and identity:
3.3. C-category extended by colored morphisms. Let pX , βq be a C-category. By additional morphisms for C we mean an S-colored set G " tGpsqu sPS of additional morphisms Gpsq for X psq. For c P Cps 0 ; s 1 , . . . , s m q and g " pg i q 1ďiďm with g i P X ps i qrGps i qspA i , B i q for A i , B i P X ps i q we extend β by adding formal symbols βpid c ; gq :" βpid c ; g 1 , . . . , g m q.
in case not all g i are in X ps i q. Let G C ps 0 q be the equivalence classes of all βpid c ; gq (for varying g) modulo the relation (2.6) and let G C " Ů s 0 PS G C ps 0 q. In the following we do not distinguish in the notation between βpid c ; gq and its equivalence class. Given this data we have the extended S-colored category X rGs " tX rGspsqu sPS :" tX psqrG
Note that the objects are the same as in X , but the morphisms are extended. We define now the corresponding extended C-category.
Definition 3.5 (Extended C-category). Let pX , βq be a C-category and G be a set of additional S-colored morphisms of X . The associated extended C-category pX rGs, β X rGs q is the S-colored category X rGs as in (3.7) together with the structure maps β X rGs :" β and β X rGs given by extending the β's linearly in the sense of (2.7).
Although the above definition looks rather technical it should be seen just as the Ccategory generated by the set of additional morphisms G.
Colored operad P
In this section we define oriented planar arc diagrams and an operad structure on them.
In the next section, we introduce then a new family of cobordism categories for KhovanovRozansky homology associated to matrix factorization with the potentials n n`1 x n`1 and realize them as a category over the operad of arc diagrams.
4.1. The pS˘, ιq-colored operad P. Let D 0 be a closed unit disk in R 2 with center the origin p0, 0q and let Dpkq (k P Z ě0 ) be the complement in D 0 of the finite union of k open disks D i pi " 1, ..., kq with diameter
together with a fixed base point on each circle. For instance, we fix a base point˚j at the angle 3π 2 of each boundary BD j pj " 0, ..., kq, for instance
Definition 4.1. Let I " r0, 1s be the unit interval oriented from 0 to 1 and S 1 the unit circle in R 2 oriented counter-clockwise. An oriented pl 1 , l 2 q-arc diagram of type k is a finite union T of embeddings f i : I Ñ Dpkq, 1 ď i ď l 1 , and g j : S 1 Ñ Dpkq, 1 ď j ď l 2 , such that f i p0q, f i p1q P BpDpkqqzt˚0, ...,˚ku and the images are pairwise disjoint. We usually identify T withe the image (i " 1, . .., l 1 ) and define s j pT q pj " 0, ..., kq by a sequence of˘-signs on BD j reading signs counter-clockwise from the base point˚j. We set s j pT q " H if there is no˘-sign on BD j . Finally we define a coloring of T by s " spT q " ps 0 pT q; s 1 pT q, ..., s k pT qq.
Denote by #`psq the total number of`-sign in s and by #´psq the total number of´-sign in s. By definition we find the following lemma. Hence by definition Lemma 4.3. For any arc diagrams T we have #`pspT" #´pspT qq.
Going back to the arc diagrams of Figure 2 , we find that the coloring spT 0 q consists of s 0 pT 0 q " p`,´,´,´,`,`,`q, s 1 pT 0 q " p´,`q, s 2 pT 0 q " p´,´,`q, s 3 pT 0 q " p´,`,`,´q, spT 1 q consists of s 0 pT 1 q " p`,´q, s 1 pT 1 q " H, the coloring spT 2 q consists of s 0 pT 2 q " p`,`,´q, s 1 pT 2 q " H, s 2 pT 2 q " p´q and the coloring spT 3 q consists of s 0 pT 3 q " p`,´,´,`q.
by ιpHq " H, ιp`q "´, ιp´q "`, ιpǫ 1 , ..., ǫ n q " pιpǫ 1 q, ..., ιpǫ nfor pǫ 1 , ..., ǫ n q P S˘and ιps 0 ; s 1 , ..., s k q " pιps 0 q; ιps 1 q, ..., ιps kfor ps 0 ; s 1 , ..., s k q P S k`1 .
Definition 4.4. For a given s " ps 0 ; ιps 1 q, ..., ιps kP S k`1 , we consider the isotopy classes of arc diagrams Ppsq " tT | spT q " su { " . We define the
Obviously, by Lemma 4.3 we have Ppsq " H if #`psq " #´psq.
4.2. Colored operad structure of P. In this section we define an pS˘, ιq-operad structure on P. We start by illustrating the operad product before giving precise definitions. For arc diagrams T 0 P Pps 0 ; ιps(i " 1, ..., m), the operad product α first takes T i and puts it into the i-th hole of T 0 by matching the base points and connecting the arcs at the boundaries, and then relabels and rescales the discs in the obvious way. Using for example the arc diagrams of Figure 2 the product αpT 0 ; T 1 , T 2 , T 3 q looks as follows:
‚ The operad product α: Let
be an pl 1 , l 2 q-arc diagram of type m with coloring spT 0 q " ps 0 ; ιps , where s piq 0 is the coloring on BD i of T 0 . Let ǫ piq a P t`,´u be the sign at f ja pt a q P BD i respectively f piq j 1 a p1´t a q P BD 0 with 1 ď a ď i, j a P t1, ..., l 1 u, j 1 a P t1, ..., l piq 1 u and t a P t0, 1u.
There exists an embedding e i : D 0 Ñ D i pi " 1, ..., mq such that e i on
equals to the scaling embedding
The operad product α on P is defined by assigning to arc diagrams T 0 ,..., T m of type k i an arc diagram αpT 0 ; T 1 , ..., T m q of type k 1`¨¨¨`km as follows:
(1) putting each arc diagram T i into the i-th hole of T 0 by the embedding e i , (2) connecting the curve f ja of T 0 and the curve e i pf piq j 1 a q of e i pT i q at all points f ja pt a q of T 0 pa " 1, ..., n i q, (3) rescaling sizes of disks by a homeomorphism ψ of D 0 such that ψptpx, 0q|x P r´1, 1suq " tpx, 0q|x P r´1, 1su
and ψpe i pD j of Dpk i" D k 1`¨¨¨`ki´1`j of Dpk 1`¨¨¨`km q, (4) relabeling names of disks.
The product is well-defined on P, since it does not depend on the choice of embeddings e i and the homeomorphism ψ up to isotopy.
‚ Units: For each coloring s " pǫ 1 , ..., ǫ n q P S˘, the unit I s P Pps, ιpsqq is given by I s " Ť n a"1 f ǫa , where
n´π 2 q,´t`2 2 sinp p2a`1qπ n´π 2 q¯if ǫ a "´. For example,
For any arc diagram T of type k with a coloring ps 0 ; ιps 1 q, ..., ιps kP S k`1 , we have (1) α 1 pI s 0 ; T q"T , (2) α k pT ; I s 1 , ..., I s k q"T . ‚ Action of the braid group: We define an action of the braid group B k on an arc diagram T of type k as follow. We define an action of b i P B k on an arc diagram T of type k by renaming the label i with i`1 and the label i`1 with i and moving T by the homeomorphism b i of D 0 in Figure 3 .
Figure 3. Action of braid group on arc diagram Lemma 4.5. Let T be an oriented arc planar diagram of type k. For i " 1, ..., k´1, we have
Proof. This can be directly deduced from the definitions.
Theorem 4.6. P is a braided pS˘, ιq-colored operad.
Proof. An operad structure α with units I s , s P S˘, is given above. By Lemma 4.5, P is braided and it is easy to see that the other axioms of the colored operad is also satisfied.
4.3. The identities operad P. We now introduce a cobordism presentation of the identities operad.
Definition 4.7. Let T be an oriented pl 1 , l 2 q-arc diagram of type k. We define an identity cobordism of T , denoted by id T , is the image of the embedding
Definition 4.8. Let T and T 1 be oriented pl 1 , l 2 q-arc diagrams of type k. Two identity cobordisms id T and id T 1 are called cobordism isotopic if there exists a cobordism isotopy, i.e. a continuous map
Φ :
Dpkqˆr0, 1sˆr0, 1s P
We write id T c " id T 1 if id T and id T 1 are cobordism isotopic.
Definition 4.9. For a given s " ps 0 ; ιps 1 q, ..., ιps kP S k`1 , we consider the set
We define the
By definition of cobordism isotopies we have the following lemma.
Lemma 4.10. Oriented pl 1 , l 2 q-arc diagrams T and T 1 are isotopic if and only these identity cobordisms id T and id T 1 are cobordism isotopic.
Proposition 4.11. We have an isomorphism as a set Ppsq » Ppsq.
In particular, P inherits a symmetric pS˘, ιq-colored operad structure via Theorem 4.6.
Graded cobordism P-category COB gr
Gn and COB gr Gn{L 5.1. The cobordism P-category z COB. We consider embeddings f piq : r0, 1s Ñ D 0 pi " 0, 1q defined by
Denote by X the union f p0q Yf p1q which is a trivalent diagram (See Figure 4) . The coloring of X is defined by s X " p´,´,`,`q.
We consider the P-set pXq P generated by the colored element X defined as below (also see Definition 3.1).
Definition 5.1. We define the colored set pXq P psq, s P S˘, as pXq P psq :" tαpT ; X m q | m ě 0, T P P ps; ιps X q, ..., ιps X q loooooooomoooooooon m qu{ "
and the P-set pXq P as pXq P :" tpXq P psqu sPS˘.
The formal symbols αpT ; X m q have the following geometric presentation.
Example 5.2 (Geometric presentation of formal symbols in the P-set pXq P ).
αpT 1 , Xq "˚0 αpT 2 , Xq "˚0 αpT 3 , X 2 q "˚0 αpT 4 , X 0 q "˚0
We find that αpT 1 , Xq P pXq P p´,´,`,`q, αpT 2 , Xq P pXq P p´,`,`,´q, αpT 3 , X 2 q P pXq P p´,`,`,`,´,´q, αpT 4 , Xq P pXq P p`,´,`,´q.
Let X be a cobordism of the embedding and a P-set pXq P :" tpXq P psqu sPS˘.
Definition 5.3. We define z COB as the P-category whose object set is pXq P and, for objects x, x 1 P pXq P psq, the morphism set is z COBpx, x 1 q :" " tid x u Ă pXq P psq if x " x 1 H otherwise.
Gn . We introduce now a Z ' Z{2-graded Pcategory extended by a set G n of colored morphisms. This set should be viewed as a set of foams or cobordisms, but we treat them formally.
Definition 5.4. The P-category z COBrG n s 1 is defined as the P-category z COB extended by the set G n which consists of the following additional morphisms between objects of z COB: ‚ Morphisms with coloring p`,´,`,´q:
‚ Morphisms with coloring H:
‚ Morphisms with coloring p´,´,`,`q:
‚ Morphisms with coloring p´,´,´,`,`,`q:
Here, the additional morphisms f s1 , f s2 , f u1 , f u2 , f cu1 and f cu2 describe the generators for usual cobordisms, while f z , f uz , f in and f pr are analogously for cobordisms with sheets. We need those, because we need a map from the generating object X to two parallel lines. The additional morphism f tri is a generator composed of the sheets which are overlapped with two and three sheets; we need to include it to have maps which we need to prove the invariance under Reidemeister move 3.
Remark 5.5. (1) Note that the set G n does not depend on n. But for n " 2 we later set the generator f tri to zero, so we could also define the generating set in this case without f tri . Our approach makes the similarities in the relations for n " 2 and n ě 3 clear.
(2) The reason why we call it G n is that cobordism generators have a Z ' Z{2Z-grading depending on n. See Definition 5.8.
We define cobordism isotopic on morphisms of z COBrG n s 1 using a cobordism isotopy which is same to Definition 4.8 in the case of k " 0.
Definition 5.6 (Cobordism isotopy). Let f and f 1 be cobordisms in z
COBrG n s 1 . The cobordisms f and f 1 are cobordism isotopic if if there exists a cobordism isotopy, i.e. a continuous map
Φ :
D 0ˆr 0, 1sˆr0, 1s P / / D 0ˆr 0, 1s P pd, t 1 , t 2 q ✤ / / Φ t 2 pd, t 1 q where Φ t 2 for each t 2 P r0, 1s is a homeomorphism of D 0ˆr 0, 1s satisfying Φ 0 " id D 0ˆr 0,1s , Φ 1 pf q " f 1 , Φ t 2 pt˚0uˆr0, 1sq " t˚0uˆr0, 1s. Write f c " f 1 if f and f 1 are cobordism isotopic.
Definition 5.7. We define z COBrG n s as the P-category consisting of the same objects to the category z COBrG n s 1 and morphism sets modulo cobordism isotopies.
We give the following list of some cobordism isotopies. We find that there exist homeomorphisms giving such a cobordism isotopy. Similarly, the cobordism is composed from the generators of the above composition turned upside down and the cobordisms and are the compositions of the above generators with reversed orientation. By cobordism isotopy, the following different compositions of additional morphisms are isotopic.
We construct the Z ' Z{2-graded category z COBrG n s gr as follows.
Definition 5.8. The P-category z COBrG n s gr is the Z ' Z{2-graded category z COBrG n s whose objects consist of Z ' Z{2-graded objects xtt, uu, where x P obp z COBrG n sq, t P Z and u P Z{2.
In the graded category z COBrG n s, the identity morphisms in z COB and f tri in G n are of degree (0,0), f s1 and f s2 in G n are of degree pn´1, 1q, f u1 , f u2 , f cu1 and f cu2 in G n are of degree p1´n, 1q, f z and f uz in G n are of degree p1, 0q, and f in and f pr in G n are of degree p´1, 0q.
The composition of morphisms and the P-action on morphisms are preserving degrees, that is, degpf˝gq " degpf q`degpgq, degpβpT, f 1 , ..., f m" degpf 1 q`¨¨¨`degpf m q, where f P Hom z COBrGns gr px 1 , x 2 qpsq, g P Hom z COBrGns gr px, x 1 qpsq, T P Pps 0 ; ιps 1 q, ..., ιps kand f i pi " 1, ..., mq is a morphism of z COBrG n s gr ps i q. In this situation the morphism set from x to x 1 in z COBrG n s gr psq is
Hom z
COBrGns gr psq px,
where Hom z px, x 1 q is the set of morphisms from x to x 1 of degree z P Z ' Z{2 modulo cobordism isotopies.
Remark 5.9. The above degree of the additional morphism of G n is derived from the degree of the corresponding morphisms of matrix factorizations. We discuss the correspondence in Section 8. with degree p2k, 0q, where l " n´1.
We do not include the dot on cobordism in the generating set G n . The dot on a cobordism is represented by the cobordism 1 .
Remark 5.12. We canonically regard a cobordism with a number in the box as a cobordism with foams using the orientation of the cobordism. In Figure 6 , note that we find that f a 1 and f b 1 are isotopic, whereas f a 1 and f c 1 are not isotopic since rotating by 180 degrees does not preserve the base point. Therefore the cobordism f b 1 is regarded as the cobordism f a 2 but not to f b 2 . The cobordism f c 1 is regarded as the cobordism f c 2 . We define a set of local relations, denoted by L, in the the preadditive category COB gr Gn .
Definition 5.14. Let L be a set of the following relations in COB gr Gn .
Conjecture 5.15 (Consistency conjecture). The COB gr Gn{L is a non trivial P-category.
The category COB gr
Gn is a non trivial P-category but we have not still understood that the quotient category COB gr Gn{L is non trivial. For defining the relation set L in COB gr Gn we use a structure of morphisms of matrix factorizations whose indeterminate sign for the saddle cobordisms is fixed. See Remark 8.19. We conjecture that our choice of the sign does not induce that the identity cobordism is equal to 0. We discuss the consistency of this cobordism category COB gr Gn{L in Section 8.
5.4.
Consequences of the relations. We first deduce some further relations which hold in COB gr Gn{L .
Remark 5.16. By defining
:" we obtain the relation "
directly from (R4). Hence, we can always "cut" at a sheet independent of whether it lies horizontally or vertically.
Lemma 5.17. We have the following local relations in the category COB gr Gn{L .
(Ra)
Proof. Relation (Ra): We apply the cobordism to the top of (R3) and its mirror image to the bottom. Applying (R1) only two summands remain, each of which contain one undecorated sphere and one sphere with n´1 . Using (R2) we obtain that the sphere equals twice the sphere and hence must be zero.
Relation (Rb): Let y " αn`k. Assume first that α " 1. We apply the cobordism decorated with n´1 and its mirror image decorated with k`1 to the top respectively bottom of Relation (R3). If k " 0 the only two summands which can be nonzero contain a sphere with n´1 at the bottom, and a sphere with n at the top, and the other way around. Using (R2) we obtain that the sphere decorated with y equals twice this sphere and hence must be zero. If k ą 0 we can argue exactly in the same way assuming the claim for smaller k. Now assume α ě 2 and the claim holds for smaller y. Then apply the cobordism decorated with pα´1qn`k and its mirror image decorated with n to the top respectively bottom of Relation (R3). The only summand which can be nonzero has a sphere decorated with 2n´1 at the bottom, but then we have pα´1qn`k at the top, and hence we obtain zero by induction.
Relation (Rc): We now apply the cobordism decorated with n to the top of Relation (R3). Then from what we proved already all summands vanish except of the one containing a sphere decorated with 2n´1 at the top and no decorations at the bottom. This is however equivalent to the assertion.
Relation (Rd): We obtain the torus , if we connect the two boundaries of the cylinder on the left-hand side of Relation (R3). By Relation (R2) we obtain the right-hand side equals n.
Relation (Re): We compose Relation (R5) with the cobordism
and then obtain Relation (Re) from Relation (R4). Relation (Rf) is deduced analogously. Relation (Rg) and (Rh): By putting Relation (R13) a) into f rot 1 in Figure 7 and using a cobordism isotopy, we obtain Relation (Rg).
Relation (Rh) is also obtained by putting Relation (R13) a) into f rot 2 in Figure 7 . paq " p´1q n n ÿ j`k`l"n´2 j,k,lě0
resp. its mirror image through the x-axis.
Lemma 5.19. We have the following local relations in the category COB .
Chain complex of cobordisms for tangle
Bar-Natan defined an oriented tangle invariant with values in a cobordism category associated to Khovanov homology [BN05] . In this section, we introduce a complex of the category K b pMatpCOB gr Gn{Lassociated to Khovanov-Rozansky homology for an oriented tangle. Assuming Conjecture 5.15 is true implies that the complex is an oriented tangle invariant. We discuss the invariance under the Reidemeister moves in Appendix A.
6.1. Oriented tangle diagram and colored operad P. We consider the positive and negative crossing with color s cr " p´,´,`,`q, denoted by Cr`and Cr´(see Figure 8 ) and put Cr " tCr`, Cr´u. m``mh kkkkkkkkikkkkkkkkj ιps cr q, ..., ιps cr qqu{ ", where " is the isotopic relation which is the same to Definition 4.2 in the case k " 0, and the P-set of oriented tangle diagrams pCrq P " tpCrq P psqu sPS˘.
Example 6.2. This example is Example 3.2 in the case that C " P, X`" Cr`, and X´" Cr´.
αpT 2 ; Cr 0 , Cr 2 q "˚0 αpT 2 ; Cr`, Cr´q "˚0 αpT 1 ; Cr 0 , Cr´q is an element of pCrq P p´,`,`,´q. αpT 2 ; Cr 0 , Cr 2 q and αpT 2 ; Cr`, Cr´q are elements of pCrq P p´,`,`,`,´,´q.
For a given oriented tangle diagram D with color s P S˘, there exists a planar arc diagram T P Pps; ιps cr q, ..., ιps cr q loooooooomoooooooon Lemma 6.3. There is a natural bijection between pCrq P psq and the set of oriented tangle diagrams with coloring s.
6.2. From crossings and tangle diagrams to complexes of cobordisms. We define an object in the category K b pMatpCOB gr Gn{Lfor an oriented tangle diagram. We start by assigning complexes to positive and negative crossings.
Definition 6.4. To the positive respectively negative crossing we assign complexes in K b pMatpCOB gr Gn{L qqps cr q as follows:
(with˚0 always in homological degree zero)
Definition 6.5. Let T be a planar arc diagram in Pps; m hkkkkikkkkj s cr , ..., s cr q and let D be an oriented tangle diagram which is isotopic to αpT ; Cr`m`, Cr´m´q, m``m´" m. To the planar diagram D we define a complex D of K b pMatpCOB gr Gn{L qqpsq as follows:
where β is the structure map for complexes (see Definition 2.27).
Apriori, this definition depends on the choice of the planar arc diagram, but the complex D is in fact well-defined:
Lemma 6.6. Let D be an oriented tangle diagram. We assume that D is isomorphic to αpT 1 ; Cr`m`, Cr´m´q and αpT 2 ; Cr`m`, Cr´m´q for T 1 and T 2 planar arc diagrams in ´ is a map from the P-sets of oriented tangle diagrams pCrq P to the P-set of complexes of planar arc diagrams K b pMatpCOB gr Gn{L qq. We show that this map ´ : D Þ Ñ D is invariant under the Reidemeister moves in Appendix A.
Definition 6.7. Let A be an additive category. The split Grothendieck group K 0 pK b pAqq of the bounded homotopy category K b pAq is the following quotient of the free abelian group on the isomorphism classes of objects in K b pAq:
where IsopK b pAqq is the isomorphism class of K b pAq. If in addition A is Z'Z{2Z-graded, we set q i rAs " rAti, 0us and srAs " rAt0, 1us, which makes K 0 pKpAqq a Zrq, q´1, ss{ps 2´1 q-module.
From this we get immediately from Definition 6.4: Proposition 6.8. In the split Grothendieck group of the homotopy category of we have the following equality
This equation in the case s " 1 is the same to the skein relation of the polynomial sl n link invariant (specialized HOMFLY-PT polynomial). Together with the last theorem this means that we get a categorification of the sl n link invariant.
Remark 6.9. There are categorifications of the psl n , V n q link invariant which is associated to the quantum group U q psl n q and its vector representation V n . They were obtained using the category of matrix factorizations [KR08] , Lie theoretic category O [MS09] and the category of coherent sheaves of Grassmannian [CK08], Mackaay-Stosic-Vaz's foam category [MSV09] and, moreover, using the category of Soergel bimodule we obtain a categorification of HOMFLY-PT polynomial [Kho07] . Mackaay-Webster prove that there exists an equivalence of these categorifications [MW18] . We conjecture that our categorification using the cobordism category has the flavor of "universal" property of a categorification of the psl n , V n q invariant. In other words, for any categorification of psl n , V n q invariant
there exists a full factor G from our categorification K b pMatpCOB gr Gn{Lto the categorification D such that the following diagram commutes
In the rest of paper we discuss relation the cobordism category and the category of matrix factorizations.
7. Operad morphism from P to P HMF In this section we define an operad morphism from the symmetric pS˘, ιq-colored operad P to a symmetric pS˘, ιq-colored operad P HMF where the object sets are objects in the homotopy category of matrix factorizations HMF. The operad structure of P HMF has been discussed by Webster [Web07] . 7.1. Matrix factorization. We recall the notion of a matrix factorization.
Let be a field of characteristic 0 and let R " rx 1 , ..., x l s for l ě 1 be the graded polynomial ring equipped with an even positive grading R " ' iP2Z ě0 R i , i.e. degpx i q " 2a i for some a i P Z ě1 . A graded R-module M is a Z-graded vector space ' iPZ M i with an R-module structure R j M i Ă M i`j . For m P Z define the functor tmu which shifts the grading up by m, i.e. pM tmuq i " M i´m .
For a Laurent polynomial f pqq " ř a i q i P N ě0 rq, q´1s we set
For graded R-modules M and N , we denote by Hom R´gr pM, N q the vector space of grading-preserving R-module morphisms inside all R-module homomorphisms Hom R pM, N q and denote by Hom R pM, N q i the vector space of homogeneous morphisms of degree i P Z so that Hom R pM, N q i " Hom R´gr pM tiu, N q " Hom R´gr pM, N t´iuq.
It is obvious that there is a canonical isomorphism between Hom R pM tju, N tjuq i and Hom R pM, N q i for any j P Z. Define HOM R pM, N q :" ' iPZ Hom R pM, N q i .
Definition 7.1. Let ω be a homogeneous polynomial of even degree. A (graded) matrix factorization with potential ω is a 4-tuple
where M 0 and M 1 are free R-modules (possibly of infinite rank) and
A grading-preserving morphism between matrix factorizations x M and p N is defined by a pair of morphisms f i : M i Ñ N i P Hom R´gr pM i , N i q, i P Z{2Z, such that
We denote by Hom R´gr p x M , p N q the vector space of grading-preserving morphisms from
The R-action on this set HOM MF p x M , p N q is rpf 0 , f 1 q " prf 0 , rf 1 q for r P R and
Remark 7.2. We think of a matrix factorization
Let MF gr R pωq be the additive category with objects all matrix factorizations with potential ω and morphism sets HOM MF p x M , p N q for matrix factorizations x M and p N . Define a translation x1y on a matrix factorization
and on a morphism p f " pf 0 , f 1 q by p f x1y :" pf 1 , f 0 q.
Let HMF gr R pωq be the homotopy category of matrix factorizations, i.e. this category consists of the object set ObpHMF 
N q modulo null-homotopic morphisms. Let X 1 and X 2 be sets of variables with the set of common variables Y. We consider the graded polynomial rings R 1 " rX 1 s, R 2 " rX 2 s and S " rYs.
For homogeneous polynomials p, q P R and an R-module M , the Koszul matrix factorization Kpp;M with potential pq is defined by Kpp;M :" pM, M t 1 2 p degpqq´degppq qu, p, qq.
For sequences p " pp 1 , p 2 , ..., p k q, q " pq 1 , q 2 , ..., q k q of homogeneous polynomials in R and an R-module M , a matrix factorization K pp;M with potential ř k i"1 p i q i is defined by
7.2. Matrix factorization of an arc diagram. Fix n ě 2. Khovanov-Rozansky introduced an sl n link homology whose Euler characteristic is the sl n link invariant [KR08] . We recall matrix factorizations of planar arc diagrams in Figure 9 . The variables x 1 and x 2 of T f in Figure 9 have degree 2 and the variable y of T g also has degree 2.
T f :
x 0 x 1 T g : y Figure 9 . Arc diagrams T f and T g Let h k px 1 , x 2 , ..., x l q be the k-th complete symmetric function in variables x 1 , x 2 , ..., x l and let ppe 1 , e 2 q be the polynomial associated to a representation of x n`1`yn`1 by e 1 " x`y and e 2 " xy. In other words, ppx`y, xyq " x n`1`yn`1 . For convenience, put h k px 1 , x 2 , ..., x l q " n n`1 h k px 1 , x 2 , ..., x l q. Definition 7.3. For the empty diagram H we define the matrix factorization by p H :" p , 0, 0, 0q.
For the oriented diagram T f we define the matrix factorization by
For the oriented diagram T g we define the matrix factorization by x T g pyq " p0, rys{py n qt1´nu, 0, 0q. (7.3) 7.3. Operad morphism from P to P HMF . In this section, we define a matrix factorization for an oriented planar arc diagram T and show the set of these matrix factorizations has an pS˘, ιq-operad structure. Let T be an oriented planar arc diagram of type k, i.e. T "
The color spT q " ps 0 pT q; s 1 pT q, ..., s k pTP S k`1 consists of s a pT q " ps pa,1q , ..., s pa,mafor a " 0, ..., k.
We define the map ϕ from the set of boundary points of T , denoted by BT " tf i pjq|0 ď i ď l 1 , j " 0, 1u to the set of colors of T , denoted by spT q " ts pa,bq |0 ď a ď k, 1 ď b ď m a u by a boundary point f i pjq mapping to the color of T at f i pjq.
We assign two kind of variables at each boundary of an oriented planar arc diagram T . We assign the variable x pi,jq to f i pjq in T , where j " 1, ..., l 1 and j " 0, 1, and assign the variable x pa,bq to f i pjq such that ϕpf i pjqq " s pa,bq , where 0 ď a ď k, 1 ď b ď m a . We suppose that the variables x pa,bq and x pi,jq at f i pjq P BT are equal.
We use the variables x pi,jq for defining a matrix factorization of an oriented planar arc diagram T and we use the variables x pa,bq for defining an operad structure on the set of matrix factorizations of arc diagrams.
For an oriented planar arc diagram T " Ů l 1 i"0 f i \ Ů l 2 j"1 g j , we assign the variable x pi,jq " x pa,bq to all boundary points of T and assign the variable y j to g j p1, 0q, where p1, 0q P S 1 .
Let x a pT q be the set of variables x pa,1q , ..., x pa,maq on the boundary D a .
Example 7.4. We consider the oriented planar arc diagram in Figure 10 . We have x 0 pT q " tx p0,1q , x p0,2q , x p0,3q , x p0,4q , x p0,5q u " tx p4,1q , x p2,0q , x p1,0q , x p1,1q , x p3,1q u,
x 1 pT q " tx p1,1q , x p1,2q u " tx p3,0q , x p2,1q u,
x 2 pT q " tx p2,1q , x p2,2q , x p2,3q u " tx p4,0q , x p5,1q , x p5,0q u.
x p1,0q " x p0,3q
x p1,1q " x p0,4q
x p3,0q " x p1,1q
x p3,1q " x p0,5q
x p2,1q " x p1,2q
x p5,0q " x p2,3q
x p4,1q " x p0,1q
x p4,0q " x p2,1q
Figure 10. Variables associated to oriented planar arc diagram T Definition 7.5. For an oriented planar arc diagram T "
j"1 g j we define the matrix factorization by
where these tensor products are defined over .
Example 7.6. The matrix factorization of the oriented planar arc diagram T in Figure  10 is
Definition 7.7 (Operad P HMF ). We define a set of matrix factorizations with color s P S
where h " is the homotopy equivalence between matrix factorizations, and a set
We define an operad multiplication α HMF on P HMF as follows: Let T be an oriented planar arc diagram 
Let x a pT q be the set of variables x pa,1q , ..., x pa,maq on the boundary D a . We define a multiplication α HMF
where e j p p T j q is the matrix factorization obtained by replacing each variable in x 0 pT j q of p T j by variables in x j pT q.
Theorem 7.8. The multiplication α HMF defines an operad structure on P HMF up to isomorphism of the homotopy category of matrix factorizations.
Proof. The associativity of the operad structure α HMF follows from the associativity and commutativity of tensor products of matrix factorizations. The p I s has a unit structure using a homotopy equivalence (see [KR08] [Proposition 15, 17]).
The following theorem is obtained by this proposition.
Corollary 7.9. P HMF is an pS˘, ιq-colored operad.
Definition 7.10. Let T be an oriented arc planar diagram of type k. For the generator s a P S k , a " 1, ..., k´1, we define the matrix factorization s a p p T q by replacing the variables x pa,bq in p T by x pa`1,bq , 1 ď b ď m a , and x pa`1,b 1 q by x pa,b 1 q , 1 ď b 1 ď m a`1 .
Theorem 7.11. The map Φ from P to P HMF defined by T Þ Ñ p T is a braided operad morphism.
Proof. Since there is an isomorphism α HMF
. . , T m q, the map Φ is compatible with the operad multiplications and the braid group action.
Relation between COB gr
Gn{L and HMF
KRn
Fix n ě 2. In this section, we discuss a relation of objects of the cobordism category COB gr Gn{L and matrix factorizations and the sign problem of morphisms of matrix factorizations. We conjecture that the category of matrix factorizations HMF KRn is a P-category and there exists a functor of P-categories from COB gr Gn{L to HMF KRn .
Matrix factorizations for objects of COB gr Gn{L
. We recall the matrix factorization of a trivalent diagram defined by Khovanov-Rozansky. We define matrix factorizations associated to objects of COB gr Gn{L . The object set pXq P of COB gr Gn{L is generated by the trivalent diagram X using the operad action of P. For the trivalent diagram X in Figure 4 , we assign the variable x p0,1q to f p1q p0q, x p0,2q to f p0q p0q, x p0,3q to f p0q p1q and x p0,4q to f p1q p1q (See Figure 11) . We denote by X this assigned trivalent diagram of X. The four variables x p0,iq (i " 1, 2, 3, 4) have degree 2.
X :˚0 3q`xp0,4q , x p0,3q x p0,4q q´ppx p0,1q`xp0,2q , x p0,3q x p0,4x p0,3q`xp0,4q´xp0,1q´xp0,2q , v 1234 " n n`1 ppx p0,1q`xp0,2q , x p0,3q x p0,4q q´ppx p0,1q`xp0,2q , x p0,1q x p0,2x p0,3q x p0,4q´xp0,1q x p0,2q .
Definition 8.1. We define a map F from the set pXq P to the set of matrix factorizations as follows. The image of the trivalent diagram X with coloring s X is defined by where x a pT q " tx pa,1q , x pa,2q , x pa,3q , x pa,4q u and e a pFpXqq :" p T X px pa,1q , x pa,2q , x pa,3q , x pa,4for a " 1, ..., m.
For s " pǫ 1 , ..., ǫ 2k q P S˘, let xpsq be the variables px p0,1q , ..., x p0,2kand let ωpsq be the power sum n n`1 pǫ 1 px p0,1n`1`¨¨¨`ǫ 2k px p0,2kn`1 q. Let HMF KRn psq for s P S˘by the category of matrix factorizations whose objects are composed of matrix factorizations FpY q for Y P pXq P psq. Denote by HMF KRn a collection of the categories tHMF KRn psqu sPR .
Problem 8.2. Can we construct a P HMF -category structure on HMF KRn ?
On matrix factorizations of formal symbols, we define an action of P HMF as follows.
Definition 8.3. The multiplication β HMF s is defined by
where p T is the matrix factorization associated with the oriented planar arc diagram T with color spT q " ps; ιps 1 q, . . . , ιps m qq, x M i is a matrix factorization in ObpHMF KRn ps iand e i is replacing the variables xps i q by x i pT q.
Theorem 8.4. The collection of object sets tObpHMF
KRn ps i qqu is a P HMF -set.
Proof. Using homogopy equivalence of matrix factorizations, we find the multiplication β HMF s as above induces a P HMF -set.
For defining a P HMF -category structure on HMF KRn , we need to construct a multiplication β HMF s p p T , f 1 , ..., f k q on morphisms of matrix factorizations, where p T is the matrix factorization associated with the diagram T with color spT q " ps; ιps 1 q, . . . , ιps m qq, f i is a morphism in HMF KRn ps i qp x M i , p N i q and e i is replacing the variables xps i q by x i pT q. This β HMF s needs to satisfy the axioms of Definition 2.20. However, it is hard to define such an action by the sign ambiguity in morphisms of matrix factorizations. We expect that this problem is solved by an operad action. We discuss this problem in Section 8.3. where R 1,2,3,4,5,6 " rx p0,1q , x p0,2q , x p0,3q , x p0,4q , x p0,5q , x p0,6q s.
When n ě 3, the morphism Fpf tri q is defined by a morphism which factors through p Y :
Fpf tri q : Fp The Z ' Z{2Z-grading of the morphism is pn´1, 1q.
Lemma 8.16. When n ě 3, the morphism Fpf tri q is homotopic to pB α,β pβ´x p0,3q q, B α,β pβ´x p0,3.
We assign variables to the cobordisms f s 1 and f s 2 as follows: ). However, in our construction, we can regard the rotation as a change of the base point by an operad action. We expect that the sign problem can be solved using the operad structure.
Problem 8.20. Can we define a morphism of matrix factorizations of β s 0 pid T , f 1 , ..., f m q, where f i (i " 1, ..., m) is a cobordism of COB gr ps i q and T is an element of Ppsq, s " ps 0 ; s 1 , ..., s m q?
As we state Remark 8.19, we have the sign problem of morphisms of matrix factorizations corresponding to cobordisms. We have to solve the above sign problem for getting a functor COB gr Gn{L to HMF KRn .
We conjecture that there exists an integer #pT q for T defining the morphism of matrix factorizations corresponding to a cobordism β s 0 pid T , f 1 , ..., f m q by Fpβ s 0 pid T , f 1 , ..., f m" p´1q #pT q id p T b x 1 pT q Fpe 1 pf 1b x 2 pT q¨¨¨bxmpT q Fpe m pf m qq. Subsequently, we need to show the assignment F preserves the local relations in L of COB gr Gn{L in the category HMF KRn . However, the problem is that we do not know generators of the cobordism isotopy relations. 
