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We investigate the effect of dissipation from a thermal environment on topological pumping in the
Rice-Mele model. We report that dissipation can improve the robustness of pumping quantization
in a regime of finite driving frequencies. Specifically, in this regime, a low-temperature dissipative
dynamics can lead to a pumped charge much nearer to the Thouless quantized value with respect to
the coherent-evolution case. We can understand this effect in the Floquet framework: the pumped
charge is nearer to the Thouless value because the dissipation increases the population of the so-
called lowest-energy Floquet band, where the pumping is essentially quantized. This finding is a step
in the understanding of a potentially very useful resource to exploit in experimental applications,
where dissipation effects are unavoidable.
I. INTRODUCTION
Quantized adiabatic transport in insulators, discovered
by Thouless1 in 1983, is a topic of current interest in the
field of topological insulators, recently fostered by the
experimental realization of a Thouless pump with ultra-
cold atoms2,3.
The strict quantization of the pumped charge requires
the quantum dynamics to be, in principle, adiabatic and
unitary. However, in concrete experimental realizations
these two requirements cannot be perfectly fulfilled. The
study of non-adiabatic effects on a specific example of
Thouless pump, the so-called Rice-Mele model4, showed
the emergence of quadratic corrections in the driving fre-
quency whenever the system is initially prepared in the
initial Hamiltonian ground state5. Similar non-adiabatic
effects have been discussed in the context of the quanti-
zation of the Hall conductivity in the Harper-Hofstadter
model6. An important point is also the effect of inter-
actions, which make the system non integrable and lead
the system to heat up T = ∞ in the long-time limit.
In this case, adiabatic pumping is asymptotically washed
out and can occur only as a transient condition7.
Dissipative effects may also disrupt pumping quanti-
zation. However, the impact and role of dissipation in
the performance of a Thouless pump remains an open
question. Some studies have taken into account thermal
effects by using a thermal initial state, instead of the
Hamiltonian ground state5,8, followed by a unitary dy-
namics. Within such a framework, it was found8 that
charge quantization is robust against non-zero tempera-
tures in the initial state when a single pumping cycle is
considered. Moreover, in the limit of an infinite number
of pumping cycles5, thermal corrections were found to
be exponentially small for low enough temperatures but
increasingly relevant when the temperature approached
the insulating gap. Concerning papers where a genuine
dissipative dynamics is considered, we mention a study9
of the Qi-Wu-Zhang model through a Lindblad Marko-
vian quantum master equation, where it is found that
the pumped charge, starting from the quantized value,
decreases monotonically to zero with increasing noise.
In this work, we aim at a more complete understanding
of how topological quantum pumping is affected by the
interaction with a bosonic thermal bath. To do so, we
study the time evolution of the Rice-Mele Hamiltonian4
and analyse how charge pumping is affected both by dis-
sipation and by non-adiabatic effects. The remarkable
finding of our study is that — in appropriate conditions,
i.e., if the temperature of the bath is low enough, and in
the limit of infinite cycles — a dissipative dynamics may
be beneficial to a Thouless pump, fighting against non-
adiabatic effects, and leading to a pumped charge which
is closer to the quantized value. We rationalize our find-
ings by analizing the dissipative results in terms of the
Floquet states of the unitary dynamics. Interestingly, we
find that the charge pumped at stationarity is still ex-
pressed, exactly as in the unitary case, only in terms of
the populations of the Floquet bands, with no role for the
quantum coherences. Quantized pumping is essentially
related to the perfect occupation of what one might call
the “lowest-energy Floquet band”, i.e., the Floquet band
constructed by choosing, for each momentum, the Flo-
quet mode with (period-averaged) lowest-energy expecta-
tion: this is the quasi-energy band “closest” to the instan-
taneous ground state, that shows the correct winding10
across the Brillouin Zone and leads to a quantized charge
transport, up to non-adiabatic corrections which are ex-
ponentially small in the driving period, see Refs. 5 and
11. The dissipation-induced improved pumping is found
to be strictly related to the fact that dissipation brings
to a higher population for such a lowest-energy Floquet
band. We might regard it as a dissipative preparation of
a topological Thouless pump, somewhat similar in spirit
to the results of Ref. 12, which however deals with a two-
dimensional non-driven system with a specifically engi-
neered dissipation. It is also worth to mention Ref. 13,
dealing with non-topological pumping in superconduct-
ing nanocircuits. The authors show that a zero temper-
ature bath can make the pumped charge at finite fre-
quency closer to its coherent adiabatic counterpart. This
phenomenon occurs also in our case.
The paper is organized as follows: in Sec. II we in-
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2troduce our dissipative version of the Rice-Mele model.
In Sec. III we describe the way we compute the dissi-
pative time evolution and the relevant observables. In
Sec. IV we present our numerical results for the pumped
charge and discuss the pumping enhancement due to a
low-temperature bath. We deepen the understanding of
this effect in the Floquet framework, which provides us
with a better insight in terms of populations of the Flo-
quet bands. Finally, in Sec. V we summarize the main
results and draw our conclusions.
II. THE MODEL
We study here a dissipative version of the Rice-Mele
model, where the non-unitary dynamics comes from cou-
pling the system to a bosonic bath at thermal equilib-
rium. The Hamiltonian is
Ĥtot(t) = ĤS(t) + ĤSB + ĤB (1)
where the three terms on the r.h.s. are, respectively, the
system, system-bath interaction and bath Hamiltonians.
The system Hamiltonian consists of a bipartite lattice
on which spinless fermions hop on nearest-neighbor sites,
according to the Rice-Mele Hamiltonian4:
ĤS(t) =−
N∑
j=1
[
J1(t)cˆ
†
j,Bcˆj,A + J2(t)cˆ
†
j+1,Acˆj,B + H.c.
]
+
+ ∆(t)
N∑
j=1
[
cˆ†j,Acˆj,A − cˆ†j,Bcˆj,B
]
(2)
where N is the number of diatomic cells, cˆ†j,A(B) creates a
fermion on site A(B) of the jth cell, J1(t) and J2(t) are
respectively intra-cell and inter-cell hopping terms and
∆(t) modulates the on-site energies. We assume peri-
odic boundary conditions (PBC), so that translational
invariance allows us to Fourier transform the fermionic
operators for the A and B sites separately, cˆj,A(B) =∑
k e
ikj cˆk,A(B)/
√
N , where the sum over the discrete
wave-vectors k = 2pin/(Na), with n = 0, 1, . . . , N − 1
and a the cell length, runs inside the first Brillouin Zone
(BZ). By applying this transformation to Eq. (2), we
block-diagonalize the Hamiltonian in sectors of different
k:
ĤS(t) =
BZ∑
k
[
cˆ†k,A cˆ
†
k,B
]
HˆkS(t)
[
cˆk,A
cˆk,B
]
(3)
where HˆkS(t) = R(k, t) · σˆ is a 2-dimensional operator,
conveniently parameterized, using the Bloch-vector no-
tation, with the vector of Pauli matrices σˆ and R(k, t) =
(−J1(t)−J2(t) cos(ka),−J2(t) sin(ka),∆(t)). The energy
bands E±(k, t) = ±|R(k, t)| of HˆkS(t) never “touch” ex-
cept at a single “metallic” point: ∆ = 0 and J1 = J2 (for
k = pi/a). We completely fill the lowest band by injecting
N particles in the system — the half-filling condition —
and realize a quantized adiabatic pumping by driving the
band insulator around the metallic point with a schedule
J1(t) = J0 + δ0 cosωt, J2(t) = J0 − δ0 cosωt and ∆(t) =
∆0 sinωt. Here ω = 2pi/τ is the driving frequency, asso-
ciated to a period τ , so that ĤS(t+ τ) = ĤS(t).
To account for dissipation in the simplest and practical
way, we choose to include identical but independent har-
monic baths for each k-subsector, coupled in the usual
Caldeira-Leggett spin-boson fashion:
Ĥtot(t) =
BZ∑
k
[
cˆ†k,A cˆ
†
k,B
]
Hˆk(t)
[
cˆk,A
cˆk,B
]
(4)
Hˆk(t) = R(k, t) · σˆ + (n · σˆ)⊗ Xˆk +
∑
l
~ωlbˆ†k,lbˆk,l
where n specifies a unit vector for the bath coupling,
Xˆk =
∑
l λl(bˆ
†
k,l + bˆk,l) and λl are coupling constants.
In terms of the original fermions, a σˆz-bath coupling
— given by n = (001) — would correspond to a term
(cˆ†k,Acˆk,A − cˆ†k,Bcˆk,B) ⊗ Xˆk. This will be our standard
choice unless otherwise specified. Our dissipative Rice-
Mele model can then be effectively regarded as a collec-
tion of N dissipative 2-level systems, one for each mo-
mentum k in the BZ, with a system-bath coupling ef-
fectively acting on σˆz. The interaction between system
and environment is encoded in the bath spectral function
J (ω) = ∑l λ2l δ(ω − ωl). We will consider a standard
Ohmic dissipation, modelled in the frequency continuum
limit as J (ω) = 2α~2ω exp(−ω/ωc), where α is the cou-
pling strength and ωc is the cutoff frequency.
III. METHODS
A. Bloch-Redfield equation
According to the Hamiltonian in Eq. (4) and under
the assumptions of weak system-bath coupling and Born-
Markov approximation14–19, we can write a Quantum
Master Equation (QME) to describe the reduced density
matrix ρˆkS (t) for the system for each k-vector. There are
many slightly different ways of writing down the relevant
QME, depending, for instance, on whether or not one
adopts a rotating wave approximation (RWA). The ap-
proach used below makes use of a RWA and is essentially
equivalent to the “double-sided adiabatic QME” in Lind-
blad form explained in Ref. 20. Observe that this treats
the dissipative dynamics assuming an adiabatic driving,
but we will also apply it in regimes where this condition
is slightly violated.
Writing the system density matrix in the standard
Bloch-vector notation ρˆkS (t) = (1+rk(t) · σˆ)/2, the equa-
tions to solve for the dynamics in Schro¨dinger represen-
tation read:
r˙ = 2R× r− Adiss · r− b . (5)
3where we dropped the k and t labels from r and related
quantities. From the Lindblad form derived using the
rotating-wave-approximation (RWA)20, we can express
the relevant ingredients appearing in Adiss and b in terms
of pure-dephasing γϕ and relaxation γR rates
21:
γϕ =
(n ·R)2
E2
SX(0)
~2
(6a)
γR =
(
1− (n ·R)
2
E2
)
SX(2E/~)
~2
(6b)
where SX(ω) is the Fourier transform of the sym-
metrized bath correlation function, SX(0) = 8pi~α/β
and SX(2E/~) = 2piJ (2E/~) coth(βE), with E = |R|,
β = (kBT )
−1 and kB the Boltzmann constant. In terms
of these quantities, the dissipation matrix Adiss and the
vector b have the form:
Adiss =
 γD,x γxy γxzγxy γD,y γyz
γxz γyz γD,z
 (7a)
b =
R
E
γR tanh(βE) , (7b)
where:
γD,i =
(γR
2
+ γϕ
)
+
R2i
E2
(γR
2
− γϕ
)
(8a)
γij =
RiRj
E2
(γR
2
− γϕ
)
. (8b)
These equations agree with those discussed in Ref. 21,
obtained, with similar approximations, from a perturba-
tive diagrammatic approach. As one can easily verify,
if R is time-independent, the final steady state value of
r(t→∞) correctly describes the thermal density matrix
for each momentum k. To compute the system’s dynam-
ics, we solved Eqs. (5) through a standard fourth-order
Runge-Kutta method.
B. The pumped charge
Concerning the observables, in general the total cur-
rent operator Jˆ(t) can be obtained as a derivative of
the system Hamiltonian with respect to an external
flux Φ passing through the hole of the PBC ring, Jˆ =
1
~
∂ĤS(κ)
∂κ κ=0, where κ =
2pi
L
Φ
Φ0
, with L = Na system
length and Φ0 the flux quantum. Here, the current op-
erator can be expressed as
Jˆ(t) =
a
2~
BZ∑
k
[
cˆ†k,A cˆ
†
k,B
]
Jˆk(t)
[
cˆk,A
cˆk,B
]
(9)
where
Jˆk(t) =
(
J2(t) sin(ka)
)
σˆx +
(
J1(t)− J2(t) cos(ka)
)
σˆy .
(10)
Given the density matrix ρˆkS (t), the pumped charge dur-
ing the mth driving period, Qm, is thus given by inte-
grating the current, appropriately rescaled by 2/L, over
the period. In the thermodynamic limit L → ∞ we can
write:
Qm =
∫ pi
a
−pia
dk
2pi~
∫ mτ
(m−1)τ
dt Tr
{
Jˆk(t) ρˆkS (t)
}
. (11)
After a sufficiently large number of cycles, the average
pumped charge is expected to converge to an asymptotic
value:
Qm
m→∞−→ Q ≡ lim
M→∞
1
M
M∑
m=1
Qm . (12)
In the next section we are going to use Floquet theory to
study in detail how this convergence occurs.
C. Floquet analysis for the pumped charge
We introduce here some important notions of Floquet
theory applied to charge pumping, extending the coher-
ent evolution treatment presented in Ref. 5. Since the
driving is periodic, i.e. ĤS(t) = ĤS(t + τ), from Flo-
quet theory22–24 we know that the solutions to the time-
dependent Schro¨dinger equation for the closed system
have the following form:
|ψα(t)〉 = e−i
α
~ t|uα(t)〉 (13)
where α labels the possible solutions, |ψα(t)〉 are called
Floquet states, |uα(t)〉 are called Floquet modes and are
τ−periodic, and α are the quasi-energies. In the present
case, using k as a quantum number and α = ± for two
Floquet states |ψkα(t)〉 at each k, we can always rewrite
the density matrix ρˆkS (t) in the coherent Floquet basis:
ρˆkS (t) =
∑
α,β
ρkαβ(t) |ψkα(t)〉〈ψkβ(t)| (14)
where ρkαβ(t) = 〈ψkα(t)|ρˆkS (t)|ψkβ(t)〉.
In this framework, the infinite-time average pumped
charge, Eq. (12), can be written as
Q = lim
M→∞
1
M
∑
α,β
∫ pi
a
−pia
dk
2pi~
∫ Mτ
0
dt e−
i
~ (
k
α−kβ)tF kαβ(t)
(15)
where
F kαβ(t) = ρ
k
αβ(t)J
k
βα(t) (16)
and
Jkβα(t) = 〈ukβ(t)|Jˆk(t)|ukα(t)〉 (17)
is the matrix element of the current operator between
Floquet modes, hence an explicitly periodic quantity. In
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FIG. 1. (a) Pumped charge over the 1st period Q1 vs driv-
ing frequency ~ω/J0, at bath temperatures T ranging from 0
to J0, compared to the coherent evolution results of Ref. 5.
Inset: zoom of the ω → 0 region, showing the convergence
to finite values depending on T . (b) Charge pumped in
the mth period Qm vs the cycle number m for the coherent
case (circles) compared to two dissipative evolutions (trian-
gles) at different bath temperatures T . Here τ = 20~/J0, as
for the m = 1 results in the rectangle shown in (a). The three
horizontal dashed lines are the corresponding values from the
Floquet diagonal ensemble, Eq. (19) or Eq. (20). Notice that
oscillations in the dissipative evolutions are damped much
more rapidly. (c) Average pumped charge in the infinite-
time limit Q vs driving frequency ~ω/J0, at bath tempera-
tures T ranging from 0 to J0, compared to the Floquet di-
agonal ensemble value for the coherent evolution Qcohd in Eq.
(19). The region of thermally-assisted improvement over the
closed-system pumping is highlighted by a yellow background.
the coherent evolution case5, the density matrix ρkαβ(t)
turns out to be time-independent and related to the initial
state |ψk(0)〉 as
ρk,cohαβ = 〈ukα(0)|ψk(0)〉〈ψk(0)|ukβ(0)〉 . (18)
In turn, if the quasi-energies are non degenerate, when
α 6= β, the k-integral will vanish in the limit t→∞, since
the oscillating phase factors e−i(
k
α−kβ)t will lead to de-
structive interference cancellations. More formally, this
is a consequence of the Riemann-Lebesgue lemma applied
to the k-integration, as explained in detail in Refs. 25 and
26.
Using this result in Eq. (15), and exploiting the
infinite-time integration, it follows that only the popu-
lations ρk,cohαα = |〈ukα(0)|ψk(0)〉|2 of the Floquet bands
come into play, and one arrives at the so-called Floquet
diagonal ensemble25:
Q = Qcohd =
∫ pi
a
−pia
dk
2pi~
∑
α
ρk,cohαα
∫ τ
0
dtJkαα(t) . (19)
With a very similar application of the Riemann-Lebsegue
lemma it is also possible to see that, in the thermody-
namic limit, Qm defined in Eq. (11) tends to Q
coh
d when
m→∞.
In the dissipative case, ρkαβ(t) is generally time depen-
dent. What we find — and explicitly discuss in Sec. IV
and Fig. 3 — is that after a certain transient, because of
dissipative effects, ρkαβ(t) becomes τ -periodic. Hence, we
can again apply the Riemann-Lebesgue lemma as done in
Ref. 26 and show that only the diagonal terms contribute,
arriving at the dissipative version of the Floquet diagonal
ensemble formula for the average pumped charge:
Qm
m→∞−→ Q = Qdissd =
∫ pi
a
−pia
dk
2pi~
∑
α
∫ τ
0
dt ρkαα(t)J
k
αα(t) .
(20)
IV. DISSIPATIVE PUMPING RESULTS
We present here how dissipation affects the pumped
charge at different driving frequencies. In all the follow-
ing numerical analysis we will approximate the integral
over k with a discrete sum in the first Brillouin zone.
All the calculations are performed with sizes N which we
have verified to be large enough to be representative of
the thermodynamic limit: in practice, N ∼ 100 is enough
in presence of dissipation. The bath coupling strength is
taken to be α = 0.001, while the cutoff frequency ωc in
the spectral function is chosen to be much bigger than
the widest spectral gap, ωc = 1000J0/~. We comment
upon different choices of ωc and α in Appendix B. We ob-
serve that the stationary pumped charge Q converges, as
α→ 0, towards a well-defined limiting value, see App. B
and Fig. 5. Our choice of interaction strength aims at
capturing this limit, coherently with the weak-coupling
regime in which our approach is valid.
5Let us start considering the behaviour of the pumped
charge after a single cycle. In Fig. 1(a) we plot the charge
pumped after a single cycle, Q1, versus the driving fre-
quency ω. On the one hand, at larger values of the fre-
quency, the bath has almost no effect, and the behaviour
at all temperatures remains almost identical to the co-
herent one, which coincides with that reported in Ref. 5.
On the other hand, at smaller values of the frequency, the
system has enough time to “feel” thermal effects and in
general moves away from the ideal quantized pumping,
here corresponding to Q = 1. The charge converges to
a finite value which depends on the bath temperature T ,
see the inset of Fig. 1(a). We will further comment on
this point later.
These results change remarkably when pumping over
a larger number of cycles. We find, and this is one of the
main results of the paper, that the charge pumped over
the m-th cycle Qm can overcome the corresponding co-
herent result in presence of a thermal bath of sufficiently
low temperature. This is shown in Fig. 1(b). Observe
that dissipation makes the convergence to the infinite-
time average much faster than the coherent case. Notice
also that the infinite-time average results are precisely
described by the Floquet diagonal ensemble formulas,
Eqs. (19) and (20), shown by horizontal dashed lines.
Figure 1(c) shows the infinite-time pumped charge Q
versus the driving frequency ω, for both coherent and
dissipative evolutions at different T . The dissipative re-
sults are obtained either from Eq. (12) (with M = 100)
or equivalently from Eq. (20); the coherent results are
obtained from Eq. (19). Observe that at T = 0 the dis-
sipative results are always well above the coherent ones.
We remark that dissipation at T = 0 restores a nearly
quantized pumped charge Q = 1 away from the strict adi-
abatic limit ω → 0. This dissipative improvement of the
pumped charge persists also at finite T , for large enough
ω. We define this phenomenon thermally assisted Thou-
less pumping. This finding is independent of the specific
approximation used for the QME. We show evidence for
this in Appendix A, where we compare different forms of
RWA and the case without RWA, seeing results in good
qualitative agreement (although not quantitative). Inter-
estingly, in the small frequency regime we observe that
Q(ω → 0) ≡ Qm(ω → 0) for any m ≥ 1, i.e. the ω → 0
limit is independent of the number of driving periods.
This is because in the ω → 0 limit the dissipative tran-
sient induced by the bath occurs within a single driving
period.
Notice that in the literature5,8,27 there have been dis-
cussions of thermal effects in the Rice-Mele model by
studying the coherent evolution starting from an initial
thermal state. We compared the results obtained from
this approach with the ones coming from the dissipative
evolution described in the present paper: In general, we
observed completely different results, both in the short
and in the intermediate frequency ranges of study, as il-
lustrated in Fig. 2. This is definitely not surprising, but
worth mentioning. Fig. 2 is important also in another re-
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FIG. 2. Comparison between results from the coherent
evolution starting from an initial thermal state at T = J0
(red squares) and the dissipative dynamics induced by a bath
at T = J0, both starting from an initial ground state (blue
circles) and from the thermal state at the same bath tem-
perature (green diamonds). Here we have a driving period
τ = 20~/J0. The dissipative and coherent results are com-
pletely different. Notice that the two dissipative evolutions
converge to the same stationary state.
spect: we see that in the dissipative case, if we take very
different initial conditions, we get the same asymptotic
regime. This is not at all surprising in a dissipative sys-
tem and marks the difference with the asymptotic regime
of the coherent case25.
Observe how flat is the ω-behaviour of Q for the dis-
sipative evolution at T = 0: it would be interesting to
pin-down if the corrections to the strict adiabatic limit
Q(ω → 0) = 1 change from power-law5 to exponen-
tially small in the presence of zero-temperature dissipa-
tion. Unfortunately, this question is extremely difficult
to answer from our numerical data. Moreover, this as-
pect of the story is highly sensitive to the type of weak-
coupling approximation performed. Indeed, although the
results obtained without RWA are in good qualitative
agreement, they are quantitatively different in that re-
spect (see App. A). A similar question might be posed
concerning the behaviour of Q(ω → 0, T ) as a function
of the bath coupling temperature T , a question that is
once again numerically elusive and rather sensitive to the
details of the QME used.
A. Floquet analysis of dissipative results
It is insightful to understand the dissipative improve-
ment shown in Fig. 1(c) within a Floquet framework. Let
us therefore resume the discussion of Sec. III C to study
the dynamics of the system’s density matrix in the Flo-
quet basis. Fig. 3 shows that the stroboscopic dynam-
ics of the coherences |ρk−+(mτ)| (panel (a)) and of the
excited-band populations ρk++(mτ) (panel (c)) converge
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FIG. 3. Left panels: Stroboscopic dynamics of: (a) the coherences |ρk−+(mτ)| and (b) the excited-Floquet band population
ρk++(mτ), for k = {2/5, 1, 6/5}pi. Here T = 0 and τ = 20~/J0. Right panels: Intra-period dynamics of: (c) |ρk−+(t)| and
(d) ρk++(t) after stationarity is reached, for k = pi. All the other parameters are fixed as in panels (a)-(b). Observe the
τ/2-periodicity. In (d), the red horizontal dashed line shows ρk++ for the corresponding coherent evolution, much higher than
the dissipative result at T = 0. Inset in (d): Comparison between ρk++ for the coherent case (red squares) and the time-average
ρk++ for the dissipative case (blue circles) versus k.
to stationary values for m → ∞. The phases of the co-
herences (not shown) also converge to fixed values. After
stroboscopic stationarity is reached, the intra-period be-
haviour of these quantities is illustrated in panels (b) and
(d), respectively: observe a τ/2-periodicity in both cases.
This justifies the application of the Riemann-Lebesgue
lemma in Sec. III C.
We construct the lowest-energy Floquet bands by
choosing, for each k, the Floquet mode with (period-
averaged) lowest-energy expectation. The results shown
in Fig. 3 (d) allow a direct comparison between the popu-
lations of the highest-energy Floquet bands in the coher-
ent and dissipative cases, showing that ρk++ is generally
reduced by several orders of magnitude in presence of dis-
sipation at T = 0, hence improving the topological pump-
ing at finite frequencies. In the main figure we fix k and
look at the dependence on time, while in the inset we plot
the period-averaged kth-population ρk++ vs the momen-
tum k. In the inset we note, incidentally, the presence of
a value of k where the coherent value shows an irregu-
larity and the dissipative value shows a peak. That peak
corresponds to a Floquet quasi-resonance which gives rise
to a non-adiabaticity and increases the asymptotic dissi-
pative population of the highest-energy Floquet state28.
We notice that dissipation moves the system towards
the lowest-energy Floquet state. This state is the one
closest to the adiabatic ground state, and is the one which
pumps a charge equal to the topological value, up to
corrections exponentially small in the frequency5,11.
V. CONCLUSIONS
We analysed the role of dissipation from a some-
what idealized thermal environment — coupling inde-
pendent baths to each fermionic k-mode — on Thou-
less pumping in the Rice-Mele model. We found that a
low temperature bath can assist against undesired (in-
evitable) non-adiabatic effects. Indeed, at fixed finite
driving frequency, the pumped charge obtained from dis-
7sipative evolution can be closer to the quantized value
with respect to the one obtained from purely coherent
dynamics5. Dissipation induces this improvement be-
cause it increases the population of the lowest-energy
Floquet band. Indeed, the pumped charge would be es-
sentially quantized — up to exponentially small terms
— when this band is completely filled. This is somewhat
in line, in a non-topological context, with the finding of
improved pumping in a three-site fermionic chain with
dissipation29.
Our findings are qualitatively independent of the
system-bath coupling chosen as long as we stay in a weak
coupling regime. We also remark that the phenomena we
see are qualitatively robust if we change the specific ap-
proximations behind the quantum master equation we
use (although the quantitative details are different), as
we detail in Appendix A.
The fact that thermal effects can be beneficial is re-
markable and interesting for future experimental realiza-
tions. We stress that the effect is not related to a bath
engineering, exploited in the literature for other topolog-
ical models12.
A further step towards a deeper understanding would
be to study more realistic couplings to the environment,
e.g. via operators acting on sites in real space, which
break the entanglement in physical space. However, this
analysis requires more sophisticated approaches30–32, and
is left to future studies.
Another interesting direction would be to study topo-
logical measures, such as the Uhlmann phase33 and the
Ensemble Geometric Phase (EGP)27. In particular, it
would be interesting to inquire if the Uhlmann phase of
the asymptotic time-periodic effective density matrix has
a relation with the pumped charge, in analogy with the
Berry or the Aharonov-Anandan geometric phase in the
coherent cyclic case1,34.
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Appendix A: Different approximations in the
Bloch-Redfield QME
In this appendix, starting again from the Bloch-
Redfield QME, we derive and employ two sets of equa-
tions alternative to Eq. (5) for the study of the steady
state pumped charge.
The first one simply consists in the Bloch-Redfield
QME without any additional RWA. The equations have
again the general form written in Eq. (5), with the co-
herent part unchanged, while the incoherent part, for
n = (001) system-bath coupling, reads
A˜diss =
 γ˜D 0 γ˜xz0 γ˜D γ˜yz
0 0 0
 , (A1)
where
γ˜D = γR + γϕ (A2a)
γ˜ij =
RiRj
~2E2
(
SX(2E/~)− SX(0)
)
(A2b)
and the vector b is
b =
SX(2E/~)
E~2
tanh(βE) (Rx, Ry, 0) (A3)
The second approach makes use of the Bloch-Redfield
QME expanded in the coherent system Floquet basis,
{|ψα(t)〉}α=±, defined by Eq. (13). We will consider here
a single dissipative two-level system at fixed momentum
and we will omit the k label in all the operators for clar-
ity. Following Refs. 24, 28, 34, and 35, it is possible to
perform a RWA according to the quasi-energies (analo-
gous to the standard one done on the system’s energies).
Eventually, one would see that the equations for the co-
herences decouple from the ones for the populations. It
can be shown that the coherences go to zero after a finite
time, so that the steady state is diagonal in the Floquet
basis. The populations ραα(t) = 〈ψα(t)|ρˆS(t)|ψα(t)〉 can
be determined by the rate equation24,28,34,35
ρ˙−−(t) = W+→− ρ++(t)−W−→+ ρ−−(t) , (A4)
where ρ++ = 1− ρ−− and the rates are given by
Wν→α =
1
~2
∑
l
|Aνα,l|2γ(∆να,l) , (A5)
where we defined Aνα,l as the l
th Fourier coefficient of
the τ -periodic function 〈uν(t)|(n · σ)|uα(t)〉, while γ(ω)
is the Fourier transform of the bath correlation function
and ∆να,l = (ν − α)/~ − 2pil/τ . The steady state is
then very easily determined by setting Eq. (A4) to zero,
which leads to
ρ−− =
W+→−
W+→− +W−→+
. (A6)
We employed both approaches to compute the pumped
charge at stationarity Q vs the driving frequency. These
results are compared to the ones shown in the main
text in Fig. 1(c) for the dynamics induced by Eq. (5).
In Fig. 4, we provide the outcomes from the three
approaches: In the plot, “RWAenergy” refers to the
RWA according to the instantaneous system’s energies,
“no RWA” points to the data obtained from the Bloch-
Redfield QME without RWA, while “RWAFloquet” refers
to the RWA performed on the QME written in the sys-
tem’s Floquet basis. We observe that the improvement
over the coherent curve is obtained in all the three cases,
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FIG. 4. Q vs driving frequency ω for the dynamics induced by
the Bloch-Redfield equation under different approximations.
For all the cases, we still find a remarkable improvement over
the coherent results if T is low enough. Notice, in particular,
the good agreement between the two different RWA schemes.
suggesting some generality for this behaviour. Further-
more, the results obtained from the two versions of the
RWA seem to match quite well, especially at smaller fre-
quencies. Nevertheless, the data are quantitatively differ-
ent, especially the ones obtained without RWA. For ex-
ample, at T = 0.75J0 and in the frequency range studied,
one might get or not an improvement over the coherent
case depending on the approach used.
Appendix B: Dependence on coupling strength and
cutoff
Let us first focus on how the stationary pumped charge
Q changes as the interaction α is changed over different
orders of magnitude. Fig. 5 shows this for the case of
τ = 20~/J0 and T = J0: We observe that Q converges to
a finite value for α → 0 and that it remains almost con-
stant for weak enough couplings. Since we want to repro-
duce the perturbative regimes, for which our approach is
valid, we select α = 0.001, indicated by the arrow in the
plot. One might also choose weaker couplings, but then
the number of periods needed to reach stationarity would
increase considerably, requiring much longer simulation
times. We turn now to the issue of choosing the cutoff
ωc in the bath spectral function. Generally ωc is taken
to be the largest energy scale of the system, so that the
dynamics becomes insensitive to the detail of this param-
eter. In the present case, since the system energy gap is
always of the order of J0 and we consider temperatures
T ≤ J0, we require ~ωc  J0. The behavior of Q vs the
cutoff ωc, see Fig. 6, shows the range of cutoff frequencies
for which we observe a convergence of Q. We therefore
selected ~ωc = 1000J0. Fig. 6 is also useful to illustrate
the effect of some basic dissipation mechanisms. If ωc is
much smaller than the minimum system energy gap, the
 0.7
 0.75
 0.8
 0.85
 0.9
 0.95
 1
 0.0001  0.001  0.01  0.1
τ = 20 ħ / J0
T = J0
Chosen coupling
Q
_
α
FIG. 5. Pumped charge after an infinite number of cycles Q
vs the bath interaction strength α, for fixed τ = 20~/J0 and
T = J0. The arrow points to the value α = 0.001, employed
for all the results in this work.
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FIG. 6. Q vs the cutoff frequency ωc in the bath spectral
function, at τ = 20 ~/J0 and at bath temperatures T = 0, J0.
The horizontal dashed line indicates the value of Qcohd , the
pumped charge at stationarity for the coherent dynamics, at
the same τ .
probability of having jumps between energy levels is neg-
ligible and the result tends to become again insensitive
to the cutoff value. Then, the only relevant dissipation
mechanism comes from pure dephasing, given by γϕ in
Eq. (6a). Notice however that γϕ ∼ T and hence it van-
ishes at T = 0. This is consistent with what we observe
in Fig. 6: for ~ωc  J0, Q is insensitive to the cutoff;
moreover, for T = 0, we recover precisely the coherent
result, pinpointed by the horizontal dashed line.
Appendix C: Dependence on the coupling operator
To test the generality of our findings, we study also
system-bath coupling operators different from σˆz. We
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FIG. 7. Q vs driving frequency ω for a system coupled to the
bath via the σˆx operator (n = (100)). We observe a qualita-
tive agreement with the result in Fig. 1(c) corresponding to a
coupling along σˆz (n = (001)).
focus here on the case in which each two-level system is
coupled to the reservoir via the σˆx operator, which would
correspond to choosing n = (100) in Eqs. (6a) and (6b).
Fig. 7 shows the result for Q vs the driving frequency. We
see that there is no qualitative difference with the result
shown in Fig. 1(c), corresponding to a coupling via σˆz.
We tried also other coupling operators (for generic n)
and we obtained qualitatively similar results.
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