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Abstract
For a zero-mean, unit-variance second-order stationary univariate Gaussian process
we derive the probability that a record at the time n, say Xn, takes place and derive
its distribution function. We study the joint distribution of the arrival time process of
records and the distribution of the increments between the first and second record, and
the third and second record and we compute the expected number of records. We also
consider two consecutive and non-consecutive records, one at time j and one at time
n and we derive the probability that the joint records (Xj , Xn) occur as well as their
distribution function. The probability that the records Xn and (Xj , Xn) take place
and the arrival time of the n-th record, are independent of the marginal distribution
function, provided that it is continuous. These results actually hold for a second-order
stationary process with Gaussian copulas. We extend some of these results to the case
of a multivariate Gaussian process. Finally, for a strictly stationary process satisfying
some mild conditions on the tail behavior of the common marginal distribution func-
tion F and the long-range dependence of the extremes of the process, we derive the
asymptotic probability that the record Xn occurs and derive its distribution function.
Keywords: Arrival time, closed skew-normal distribution, Gaussian process, general-
ized extreme-value distribution, record, strictly stationary process.
1 Introduction
Let {Xn, n ≥ 1} be a sequence of identically distributed random variables (rvs), and denote
by F the common univariate marginal distribution function. For any i, j ∈ N, set Mi:j :=
max(Xi, . . . , Xj). For simplicity, we set Mj := M1:j, that is Mj := max(X1, . . . , Xj). The
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rv Xn is a record if Xn > Mn−1. Such an event is coded by the indicator function Rn :=
1(Xn is a record). When X1, X2, . . . are independent, many results on records are already
known (e.g., Galambos 1987; Arnold, Balakrishnan, and Nagaraja 1998; Resnick 2008, Ch.
4; Barakat and Elgawad 2017; Falk et al. 2018). In the multivariate case various definitions
of records are possible and have been investigated both in the past and more recently, see e.g.,
Goldie and Resnick (1989), Hashorva and Hu¨sler (2005), Hwang, Tsai, et al. (2010), Dombry
et al. (2018) to name a few. In this work we consider complete records ; these are random
vectors which are univariate records in each component. Precisely, let {Xn, n ≥ 1} be a
strictly stationary sequence of d-dimensional random vectors (rvs) Xn = (X
(1)
n , . . . , X
(d)
n ) ∈
Rd. Let F be the common joint distribution function of Xn with margins Fi, 1 ≤ i ≤ d.
The rv Xn is a complete record if
Xn > max
1≤i≤n−1
X i,
where the maximum is computed componentwise. We denote the rv coding the occurrence
of a complete record at time n by RCRn := 1(Xn is a complete record).
Except for Haiman (1987), Haiman et al. (1998), as far as we know, most of the available
results on records concern sequences of independent random variables or vectors. In the
present work we derive some new results on the records of a stationary sequence of depen-
dent random variables and dependent random vectors, under appropriate conditions of the
dependence structure.
At first we consider a univariate second-order stationary Gaussian process with zero-
mean, unit-variance. This means that for every n = 1, 2, . . ., E(Xn) = 0, E
2(Xn) = 1
and the autocovariance of the process is translation-invariant depending only on the time
difference, i.e. for every i, j, ρi,j = E(XiXj) = E(X0Xj−i) = ρ0,j−i ≡ ρj−i, where ρj−i
is a function only of the separation j − i and for every m, ρi+m,j+m = ρj−i. We derive
the probability that a record at time n, say Xn, takes place, and the distribution of Xn,
being a record. Furthermore, we derive the joint distribution of the arrival time process of
records and more specifically the distribution of the increments between the first and second
record and the third and second record. We compute the expected number of records which,
depending on the type of correlation structure of the Gaussian process, can be finite or
infinite. We also focus on joint records and we derive the probability that two consecutive
and non-consecutive records at the time j and n, say Xj and Xn, take place, as well as the
joint distribution of (Xj, Xn), considering they are both records.
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We highlight that many of our findings, such as the probability that the records Xn
and (Xj, Xn) take place and the arrival time of the n-th record, are independent of the
marginal distribution function F , provided that is is continuous. As a consequence, the
results actually hold for second-order stationary sequences with Gaussian copulas. On the
contrary the distribution of a record (two records), conditional to the assumption that it is
a record (they are records), however does depend on F .
Next we consider a strictly stationary process satisfying some mild conditions on the tail
behavior of the common marginal distribution function F and the long-range dependence
of the extremes of the process. More specifically, it is assumed that F is attracted by the
so-called Generalized Extreme-Value family of distributions, and that maxima on separated
enough intervals within the time span n are approximately independent. Within this setting
we derive the probability that Xn is a record, the distribution of Xn (being a record), and
the expected number of records.
We complete the work by considering a zero-mean, unit-variance multivariate second-
order stationary Gaussian process. We derive the probability that a complete record at time
n occurs, and we compute the distribution of Xn (being a record), as well as the probability
that two complete records at the time j and n occur, and the joint distribution of (Xj,Xn)
(being records).
The paper is organized as follows. In Section 2.1 we introduce some notation used
throughout the paper and we briefly review some basic concepts on the multivariate closed
skew-normal distribution. In Section 2.2 we present our main results on records for an uni-
variate second-order stationary Gaussian process. In Section 2.3 we provide the asymptotic
probability and distribution function of a record at time n for a strictly stationary process
that satisfies some appropriate conditions. Finally, in Section 3 we extend some of the results
derived in Section 2.3 to the case of multivariate second-order stationary Gaussian processes.
2 Univariate Case
2.1 Preliminary results and notation
Throughout the paper we use the following notation. The symbol X ∼ Nn(µ,Σ), n ∈
N, means an n-dimensional random vector that follows a multivariate Gaussian distribu-
tion with mean µ ∈ Rn and positive-definite covariance matrix Σ = σΣ¯σ ∈ Rn,n,σ :=
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diag(σ11, . . . , σnn), and Σ¯ is the correlation matrix. Its cumulative distribution function
(cdf) and probability density function (pdf) are denoted by Φn(x;µ,Σ) and φn(x;µ,Σ)
with x ∈ Rn. When µ = 0 = (0, . . . , 0)> and Σ = I, where I is the identity matrix, we
write Φn(x) for simplicity.
We indicate with 1a,b (0a,b) a matrix of dimension a× b whose elements are all equal to
one (zero). We omit the subscripts when the dimensions of the matrices are clear from the
context.
We introduce the notion of a multivariate closed skew-normal (CSN) random vector and
we do so by using the so-called conditioning representation (Genton 2004, Ch. 2). Let
U ∼ Nm(ξ,Ω) being independent of V ∼ Nn(0,Σ), where ξ ∈ Rm, Ω ∈ Rm × Rm and
Σ ∈ Rn × Rn. Let ∆ ∈ Rn × Rm, then(
U
∆U + V
)
∼ Nm+n
((
ξ
0
)
,
(
Ω Ω∆>
∆Ω Γ
))
,
where Γ = Σ + ∆Ω∆>. Define X equal to U , under the condition that ∆U + V > µ,
denoted byX = (U |∆U+V > µ), where µ ∈ Rn. Them-dimensional random vectorX fol-
lows a multivariate closed skew-normal distribution, in symbolsX ∼ CSNm,n(ξ,Ω,∆,µ,Σ),
whose pdf is, for all x ∈ Rm,
ψm,n(x; ξ,Ω,∆,µ,Σ) =
φm(x− ξ; Ω)Φn(∆(x− ξ);µ,Σ)
Φn(0;µ,Γ)
. (1)
We denote the cdf of X by Ψm,n(x; ξ,Ω,∆,µ,Σ). When ξ = 0, Ω = I and µ = 0, we omit
them among the parameters for simplicity and we write Ψm,n(x; ∆,Σ) and ψm,n(x; ∆,Σ)
instead. We recall that the closed skew-normal distribution is also known in the litera-
ture as the unified multivariate skew-normal distribution, which simply uses a different
parametrization (e.g, Ch. 7.1.2 in Azzalini 2013). The exposition of our results benefits
from the parametrization used by the closed skew-normal distribution.
We recall that if X ∼ CSNm,n(ξ,Ω,∆,µ,Σ) then
Ψm,n(x; ξ,Ω,∆,Σ) =
Φn+m(x˜; Ω˜)
Φn(0;µ,Γ)
, (2)
where
x˜ =
(
−µ
x− ξ
)
, Ω˜ =
(
Γ −Ω∆>
∆Ω Ω
)
,
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see Azzalini and Bacchieri (2010). Furthermore, for b ∈ Rm and A ∈ Rq,m then,
b+X ∼ CSNm,n(ξ + b,Ω,∆,µ,Σ) (3)
AX ∼ CSNq,n(Aξ,Ω∗,∆∗,µ,Σ∗) (4)
where Ω∗ = AΩA>, ∆∗ = ∆ΩA>Ω∗−1 and Σ∗ = Γ −∆∗AΩ∆>, (see Ch. 2 in Genton
2004 for details).
2.2 Records of dependent univariate Gaussian sequences
Let {Xn, n ≥ 1} be a second-order stationary Gaussian sequence of dependent rvs. Without
loss of generality, assume for simplicity that E(Xi) = 0, E(X
2
i ) = 1 for every 1 ≤ i ≤ n.
Throughout the paper we will refer to such a process as a stationary standard Gaussian
(SSG) sequence. For any n ∈ N, let I ⊂ {1, . . . , n} and I{ = {1, . . . , n} \ I identify the
|I|-dimensional and |I{|-dimensional subvector partition such that X = (X1, . . . , Xn)> =
(X>I ,X
>
I{)
>, with corresponding partition of the parameter Σ¯. By |A| we denote the number
of elements of a set A.
Our results rely on the following well-known important result on the conditional distribu-
tion derived from joint Gaussian distribution. Precisely, let X = (X>I ,X
>
I{)
> ∼ Nn(µ,Σ)
with corresponding partition of the parameters µ and Σ, then in Anderson (1984, Theorem
2.5.1) it is established that the conditional distribution of XI{ given that XI = xI , is for
all xI ∈ R|I|,
XI{|XI = xI ∼ N|I{|
(
µI{ ,ΣI{,I{;I
)
,
µI{ = ΣI{,IΣ¯
−1
I,IxI ,
ΣI{,I{;I = Σ¯I{,I{ −ΣI{,IΣ¯−1I,IΣI,I{ .
(5)
Furthermore, we denote the related correlation matrix by
Σ¯I{,I{;I = σ
−1
I{,I{;IΣI{,I{;Iσ
−1
I{,I{;I ,
where σI{,I{;I = diag(ΣI{,I{;I). For any j ∈ {a, . . . , b}, when I = {j} we simplify the
notation writing Xj and Xa:b\j = (Xa, . . . , Xj−1, Xj+1, . . . , Xb)>. When j = a or j = b we
further simplify the notation by X2:b = (X2, . . . Xb)
> and X1:b−1 = (X1, . . . , Xb−1)>.
In our first result we compute the probability that Xn is a record together with its
distribution. It is well known that Pr(Rn = 1) = 1/n in the case of independent rv with
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identical continuous df (see e.g., Galambos 1987) and that the distribution of Xn, given that
it is a record, equals that of the largest observation among X1, . . . , Xn (Falk et al. 2018).
Proposition 2.1. Let {Xn, n ≥ 1} be a SSG sequence of rvs. For every n ≥ 2, let I = {n},
I{ = {1, . . . , n − 1}. Then, the probability that Xn is a record and the distribution of Xn,
given that it is a record, are equal to
Pr(Rn = 1) = Φn−1(0; Γ1:n−1;1:n−1)
Pr(Xn ≤ x|Rn = 1) = Ψ1,n−1
(
x;%1:n−1, Σ¯1:n−1,1:n−1;n
)
,
where Γ1:n−1;1:n−1 is a (n − 1) × (n − 1) variance-covariance matrix whose entries of the
associated correlation matrix Γ¯1:n−1;1:n−1 are
γi,j;n =
1 + ρi,j − ρi,n − ρj,n
2
√
(1− ρi,n)(1− ρj,n)
, i 6= n, j 6= n (6)
and Σ¯1:n−1,1:n−1;n is a (n− 1)× (n− 1) correlation matrix with entries
ρi,j;n =
ρi,j − ρi,nρj,n√
(1− ρ2i,n)(1− ρ2j,n)
, i 6= n, j 6= n.
Proof. The probability that Xn is a record is
Pr(Xn > Mn−1) =
∫ +∞
−∞
Pr
(
Xi < z, ∀ i ∈ I{|Xn = z
)
φ(z)dz
=
∫ +∞
−∞
Pr(Z1:n−1 ≤ z%1:n−1)φ(z)dz
= EZ{Pr(Z1:n−1 ≤ Z%1:n−1|Z)}
= Pr(Z1:n−1 − Z%1:n−1 ≤ 0) ≡ Φn−1(0; Γ1:n−1;1:n−1),
where
Γ1:n−1;1:n−1 = Σ¯1:n−1,1:n−1;n + %1:n−1%
>
1:n−1 (7)
%1:n−1 = σ
−1
1:n−1,1:n−1;n(1n−1 − Σ¯1:n−1,n) =
(√
1− ρi,n
1 + ρi,n
,∀ i ∈ I{
)>
. (8)
To obtain the second line we used the formula in (5), which leads to Z1:n−1 = σ−11:n−1,1:n−1;n
(X1:n−1 − µn) ∼ Nn−1(0; Σ¯1:n−1,1:n−1;n), where µn = (ρi,n,∀ i ∈ I{)>v, and this can be seen
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as independent of Z ∼ N(0, 1). From the third to fourth row we used Lemma 7.1 in Azzalini
and Valle (1996). With similar steps, we obtain the distribution for the record Xn,
Pr(Xn ≤ x|Rn = 1) = Pr(Xn ≤ x,Xn > Mn−1)
Pr(Xn > Mn−1)
,
=
∫ x
−∞ φ(z)Φn−1(z%1:n−1; Σ¯1:n−1,1:n−1;n)dz
Φn−1(0; Γ1:n−1;1:n−1)
≡ Ψ1,n−1
(
x;%1:n−1, Σ¯1:n−1,1:n−1;n
)
.
The correlations ρi,j, 1 ≤ i < j ≤ n, in Proposition 3.1 satisfy −1 ≤ ρi,j;n ≤ 1 (Kurowicka
and Cooke 2006) but they must also be such as to satisfy −1 ≤ γi,j;n ≤ 1 or
(ρi,n + ρj,n − 1)− 2
√
(1− ρi,n)(1− ρj,n) ≤ ρi,j ≤ (ρi,n + ρj,n − 1) + 2
√
(1− ρi,n)(1− ρj,n).
Remark 2.2. Assume in Proposition 3.1 that ρi,j = 0 for all 1 ≤ i 6= j ≤ n. Then,
Pr (Rn = 1) = Φn−1(0; In−1 + 1n−11>n−1)
= E (Φn−1(1n−1Z; In−1))
=
∫ +∞
−∞
Φn−1(1n−1z; In−1)φ(z)dz =
∫ +∞
−∞
Φn−1(z)φ(z)dz = n−1,
where Z ∼ N(0, 1). As expected, we obtain the results in (Galambos 1987) and Lemma 1.1
in (Falk, Chokami, and Padoan 2018). Furthermore,
Pr(Xn ≤ x|Rn = 1) = Ψ1,n−1 (x; 1n−1, In−1)
= n
∫ x
−∞
Φn−1(1n−1z; In−1)φ(z)dz = n
∫ x
−∞
Φn−1(z)φ(z)dz
= Φ(x)n.
Let
T (k) := inf
{
m ∈ N :
m∑
i=1
Ri = k
}
, k ≥ 2, T (1) := 1,
be the arrival time of the k-th record.
Lemma 2.3. Let {T (k)}k≥2 be the arrival time process of records. Let I = {j2, . . . , jk}
where 2 ≤ j2 < · · · < jk ∈ N and j1 := 1. Set I{ := {1, . . . , jk} \ I. Then,
Pr(T (i) = ji, i = 2, . . . , k)
= Φjk−k(0; ΓI{,I{)Ψk−1,jk−k(0;DΣ¯I,ID
>,∆, Σ¯I{,I{;I)
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where D = (Ik−1 0k−1)− (0k−1 Ik−1),
∆ = %I{,I{Σ¯I,ID
>(DΣ¯I,ID>)
−1
, (9)
ΓI{,I{ = %I{,I{Σ¯I,I%
>
I{,I{ + Σ¯I{,I{;I , (10)
%I{,I{ = σ
−1
I{,I{;I(B −ΣI{,IΣ¯
−1
I,I), (11)
and
B :=

1j2−2 0j2−2 . . . 0j2−2 0j2−2
0j3−j2−1 1j3−j2−1 . . . 0j3−j2−1 0j3−j2−1
...
...
...
...
0jk−jk−1−1 0jk−jk−1−1 . . . 1jk−jk−1−1 0jk−jk−1−1
 ∈ Rjk−k,k−1 (12)
Proof. We have
Pr(T (i) = ji, i = 2, . . . , k)
= Pr(Mji+1:ji+1−1 < Xi, i = 1, . . . , k − 1, Xjk−1 < Xjk)
=
∫ +∞
−∞
∫ zk
−∞
· · ·
∫ z2
−∞
Pr(Mji+1:ji+1−1 < zi, i = 1, . . . , k − 1|Xji = zi, i = 1, . . . , k − 1)
· φk(z1, . . . , zk)dz1 . . . dzk
=
∫ +∞
−∞
∫ zk
−∞
· · ·
∫ z2
−∞
Pr(XI{ < Bz|XI = z)φk(z; Σ¯I,I)dz
where B is given in (12). By standardizing the random vector XI{ , we obtain∫ +∞
−∞
∫ zk
−∞
· · ·
∫ z2
−∞
Φjk−k(%I{,I{z; Σ¯I{,I{;I)φk(z; Σ¯I,I)dz
= Φjk−k(0; ΓI{,I{)
∫ +∞
−∞
∫ zk
−∞
· · ·
∫ z2
−∞
ψk,jk−k(0; Σ¯I,I ,%I{,I{ , Σ¯XI{ ,XI{ ;XI)dz
= Φjk−k(0; ΓI{,I{) Pr(Z1 < Z2 < · · · < Zk)
= Φjk−k(0; ΓI{,I{) Pr(Z1 − Z2 < 0, . . . , Zk−1 − Zk < 0)
where ΓI{,I{ and %I{,I{ are given in (10) and (11).
By recalling formula (4), we obtain
Z1 − Z2
...
Zk−1 − Zk
 =

1 −1 0 0 . . . 0
0 1 −1 0 . . . 0
. . .
0 . . . 0 0 1 −1


Z1
...
Zk

= DZ ∼ CSNk−1,jk−k(DΣ¯I,ID>,∆, Σ¯I{,I{;I)
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where ∆ is given in (9)
In the next result we establish the distribution of the arrival time T (2) of the second
record as well as that of the increment XT (2) −X1.
Theorem 2.4. Let {Xn, n ≥ 1} be a SSG sequence of rvs. Let ρi,j = E(Xi, Xj) with
1 ≤ i 6= j ≤ n . Assume that for n→∞, ρi,j → 0 as |j − i| → ∞ and ρk,n → 1 as k →∞.
For n = 2, 3, . . ., the distribution of the arrival time of the second record T (2) is
Pr (T (2) = n) =
1/2, n = 2,Φn−2(0; Γ2:n−1,2:n−1)− Φn−1(0; Γ2:n,2:n), n > 2 (13)
where Γ2:n−1,2:n−1 and Γ2:n,2:n are defined similarly to (7). Furthermore, for every x > 0, the
distribution of the increment XT (2) −X1 is
H(x) =
∑
n≥2
Φn−1 (ux; Γ2:n,2:n)− Φn−1 (0; Γ2:n,2:n) , (14)
where ux = (x/(1− ρ21,n)1/2, 0, . . . , 0)> is an (n− 1)-dimensional vector.
Proof. When n = 2 we have
Pr(T (2) = 2) = Pr(X2 > X1) = 1/2.
For n > 2 we have
Pr(T (2) = n) = Pr (Xi < X1, i = 2, . . . , n− 1, Xn > X1)
= Pr (Xi < X1, i = 2, . . . , n− 1)− Pr (Xi < X1, i = 2, . . . , n) .
Therefore, (13) follows by similar arguments to those used in Proposition 3.1. It must be
checked that∑
n≥2
Pr(T (2) = n) =
1
2
+ lim
N→∞
N∑
n=3
(Φn−2(0; Γ2:n−1,2:n−1)− Φn−1(0; Γ2:n,2:n))
= lim
N→∞
(1− Φ2 (0; Γ1:2,1:2) + Φ2 (0; Γ1:2,1:2)
− · · ·+ ΦN−2 (0; Γ1:N−2,1:N−2)− ΦN−1 (0; Γ1:N−1,1:N−1))
= 1− lim
N→∞
ΦN−1 (0; Γ1:N−1,1:N−1) = 1.
Let (X˜1, . . . , X˜n−1) be zero-mean unit-variance Gaussian sequence with variance-covariance
matrix Γ1:n−1,1:n−1. Set Pn = Pr(X˜i ≤ 0, . . . , X˜n−1 ≤ 0) = Φn−1 (0; Γ1:n−1,1:n−1). Clearly
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Φn−1 (0; Γ1:n−1,1:n−1) = Φn−1
(
0; Γ¯1:n−1,1:n−1
)
. We recall that Pr(X˜i ≤ 0) = 1/2 for every
i = 1, . . . , n− 1. By the Fre´chet inequalities we have that
An := max
(
0,
n∑
i=1
Pr(Xi ≤ 0)− (n− 1)
)
= max(0, 1− n/2) ≤ Pn ≤ 1/2.
For Pn we derive the following upper bound Bn. Precisely,
Pn = Pr
(
n−1∑
i=1
1(X˜i ≤ 0) ≥ n− 1
)
= Pr
{
n−1∑
i=1
(
1(X˜i ≤ 0)− 1
2
)
≥ n− 1
2
}
≤ Pr
{∣∣∣∣∣
n−1∑
i=1
(
1(X˜i ≤ 0)− 1
2
)∣∣∣∣∣ ≥ n− 12
}
≤ 4
(n− 2)2 E
{n−1∑
i=1
(
1(X˜i ≤ 0)− 1
2
)}2
=
4
(n− 2)2
n−1∑
i=1
n−1∑
j=1
Cov(1(X˜i ≤ 0),1(X˜j ≤ 0))
=
4
(n− 2)2
n−1∑
i=1
n−1∑
j=1
Cov(Pi,j;n − 1/4) =: Bn,
where Pi,j;n := Pr(X˜i ≤ 0, X˜j ≤ 0) = Φ2(0; γi,j;n) and where Φ2(·; γi,j;n) is a bivariate
Gaussian cdf with correlation γi,j;n that is given in (6). In the third row we used the
Chebyshev’s inequality. Set h = |j − i| we rewrite Bn as
Bn =
4
(n− 2)2
n−2∑
h=0
2(n− h)(Ph;n − 1/4)
=
8
n(1 + 2/n)2
(P0;n − 1/4) + 8
n(1 + 2/n)2
n−2∑
h=1
(
1− h
n
)
(Ph;n − 1/4)
= αn + βn,
where Ph;n := Pr(X˜0 ≤ 0, X˜h ≤ 0) = Φ2(0; γh;n) and
γh;n =
1 + ρ0,h − ρ0,n−i − ρh,n−i
2
√
(1− ρ0,n−i)(1− ρh,n−i)
, h = 0, . . . , n− 2.
Now, when h = 0 we obtain γ0;n = 1 and therefore P0;n = 1/2 and as a consequence the
term αn → 0 as n→∞. We rewrite the term βn as
βn =
8
n(1 + 2/n)2
n−2∑
h=1
(Ph;n − 1/4)− 8
n(1 + 2/n)2
n−2∑
h=1
h
n
(Ph;n − 1/4)
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= cn − dn.
Now by the assumption we have that for n→∞, γh;n → 0 as h→∞, therefore for all ε > 0
there exists a n0 such that for all h > n0 we have |Ph;n−1/4| < ε. As a consequence we have
cn =
8
n(1 + 2/n)2
(
n0∑
h=1
(Ph;n − 1/4) +
n−2∑
h=n0+1
(Ph;n − 1/4)
)
<
8
n(1 + 2/n)2
(c+ ε(n− 2 + n0 + 1)) = o(1),
where c is a positive constant. Therefore, cn → 0 as n→∞ and since dn < cn then βn → 0
and Bn → 0 as n → ∞. Concluding, since An ≤ Pn ≤ Bn and An = 0 for n ≥ 2, then
Pn → 0 as n→∞.
Finally, for every x > 0 the distribution of the increment XT (2) −X1 is
Pr(XT (2) −X1 ≤ x) =
∑
n≥2
Pr(Xn −X1 ≤ x, T (2) = n)
=
∑
n≥2
Pr(Xn −X1 ≤ x,Xi < X1, i = 2, . . . , n− 1, Xn > X1)
=
∑
n≥2
Pr(0 < Xn −X1 ≤ x,Xi < X1, i = 2, . . . , n− 1)
The term inside the sum is equal to
Pr(0 < Xn −X1 ≤ x,Xi < X1, i = 2, . . . , n− 1)
=
∫ +∞
−∞
Pr(0 < Xn − u ≤ x,Xi < u, i = 2, . . . , n− 1|X1 = z)φ(z)dz
=
∫ +∞
−∞
Pr(Xi < x, i = 2, . . . , n− 1, Xn ≤ z + x|X1 = z)φ(z)dz
−
∫ +∞
−∞
Pr(Xi < z, i = 2, . . . , n|X1 = z)φ(z)dz.
Therefore, (14) follows by similar arguments to those used in Proposition 3.1.
Remark 2.5. Note that when ρi,j = 0 for all 1 ≤ i < j ≤ n and n > 2 we obtain
Pr (T (2) = n) = Φn−2(0; In−2+1n−21>n−2)−Φn−1(0; In−1+1n−11>n−1) =
1
n− 1−
1
n
=
1
n(n− 1) .
Let N :=
∑∞
n=1 Rn be the number of records among an infinite sequence X1, X2, . . .
When the components of the sequence are independent and identically distributed with a
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continuous df, then it is a well-known result that an infinite number of records will occur:
E(N) =
∑∞
n=1 P (Rn = 1) =
∑∞
n=1 1/n =∞ (Galambos 1987).
A natural question that arises is the following. What is the expected number of records
that will take place in the case of a stationary Gaussian process?
Proposition 2.6. Let {Xn, n ≥ 1} be a SSG sequence of rvs and Φn−1(0; Γ1:n−1;1:n−1) be
the probability that a record take place described in Proposition 3.1. Let N be the number of
records among an infinite sequence X1, X2, . . . Then, we have
E(N) =
∞, if 1/2 ≤ γi,j;n ≤ 1, ∀ 1 ≤ i 6= j < n2, if γi,j;n = 0, ∀ 1 ≤ i 6= j < n.
where γi,j;n is the correlation parameter in (6).
Proof. First, note that
E(N) = E
( ∞∑
n=1
Rn
)
=
∞∑
n=1
E(Rn)
= 1 +
∞∑
n=2
Pr(Xn > Mn−1)
= 1 +
∞∑
n=2
Φn−1(0; Γ1:n−1,1:n−1).
The entries of the correlation matrix Γ¯1:n−1,1:n−1 in (6) are γi,j;n = 1/2, 1 ≤ i 6= j < n, if
and only if ρi,j = ρi,n = ρj,n = 0. In this case by Remark 2.2 we have that Φn−1(0; In−1 +
1n−11>n−1) = 1/n. From this it follows that when 1/2 ≤ γi,j;n ≤ 1 or√
(1− ρi,n)(1− ρj,n) ≤ 1 + ρi,j − ρi,n − ρj,n ≤ 2
√
(1− ρi,n)(1− ρj,n), (15)
then Φn−1(0; Γ1:n−1,1:n−1) ≥ 1/n and as a consequence
E(N) ≥
∞∑
n=1
1
n
=∞.
For every 1 ≤ i 6= j < n, provided that ρi,n + ρj,n ≥ 0, when ρi,j = ρi,n + ρj,n − 1 then we
have Γ¯1:n−1,1:n−1 = In−1. Therefore in this case Φn−1(0; Γ1:n−1,1:n−1) = Φn−1(In−1) = 2−n+1.
As a consequence
E(N) = 1 +
∞∑
n=2
2−n+1 = 2
∞∑
n=0
2−n − 2 = 2.
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From Proposition (2.6) it follows that the expected number of records depends on the type
of correlation structure of the Gaussian process. For example, an infinite number of records
is expected when all variables are uncorrelated or when Xi and Xj are more correlated than
the sum of the correlations between Xi and Xn, and Xj and Xn, for every 1 ≤ i 6= j < n.
The second assertion follows from the left-hand side of the inequality in (15) by noting that
0 ≤√(1− ρi,n)(1− ρj,n) ≤ 1. This suggests looking at 1+ρi,j−ρi,n−ρj,n ≥ 1 which holds as
soon as ρi,j ≥ ρi,n + ρj,n. Instead, loosely speaking when Xi and Xj are less correlated than
the sum of the correlations between Xi and Xn, and Xj and Xn, for every 1 ≤ i 6= j < n,
the expected number of records can be finite. This assertion follows from the condition
ρi,j = ρi,n + ρj,n − 1, provided that ρi,n + ρj,n ≥ 0, which leads that two records should be
expected.
In our next result we compute the distribution of the interarrival time between the second
and third record.
Proposition 2.7. The distribution of the increment has the representation
Pr(XT (3) −XT (2) ≤ x)
=
∞∑
j=2
∞∑
k=j+1
Φk−3(0; ΓI{,I{)
{
Ψ2,k−3(0;DΣ¯I,ID>,∆, Σ¯I{,I{;I)
−Ψ2,k−3((0,−x);DΣ¯I,ID>,∆, Σ¯I{,I{;I)
}
,
(16)
where the sets of indices I = {1, j, k} and I{ = {2, . . . , j − 1, j + 1, . . . , k − 1} vary with j
and k, ∆ and %˜I{,I{ are similarly defined as in formula (9) and (11) and where
D :=
(
1 −1 0
0 1 −1
)
Proof. By the total probability rule
Pr(XT (3) −XT (2) ≤ x) =
∞∑
j=2
∞∑
k=j+1
Pr(Xk −Xj ≤ x, T (3) = k, T (2) = j)
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Note that, by repeating the same arguments as the previous proofs
Pr(Xk −Xj ≤ x, T (3) = k, T (2) = j)
= Pr(Xk −Xj ≤ x,M2:j−1 < X1, X1 < Xj,Mj+1:k−1 < Xj, Xj < Xk)
=
∫ +∞
−∞
∫ zk
zk−x
∫ zj
−∞
Pr(M2:j−1 < z1,Mj+1:k−1 < zj)φ(z1, zj, zk)dz1dzjdzk
=
∫ +∞
−∞
∫ zk
zk−x
∫ zj
−∞
Φk−3(%˜I{,I{z; Σ¯I{,I{;I)φ3(z; Σ¯I,I)dz
= Φk−3(0; ΓI{,I{) Pr(Z1 < Zj < Zk)− Φk−3(0; ΓI{,I{) Pr(Z1 < Zj < Zk − x),
and thus, the assertion follows by repeating the arguments in the proof of Lemma 2.3.
In the following result we derive the probability that two records occur at prescribed
indices, with no further record in between, together with the distribution of such consecutive
records.
Theorem 2.8. Let {Xn, n ≥ 1} be a SSG sequence of rvs. For every n ≥ 2 and j < n, let
I = {j, n}, I{ = {1, . . . , j− 1, j + 1, . . . , n− 1}. The probability that two consecutive records
Xj and Xn occur, is
Pr
(
Rj = 1, Rn = 1,∩n−1i=j+1Ri = 0
)
= Φn−2(0; Γ1:n−1\j,1:n−1\j)− Φn−1(0; Γ1:n\j,1:n\j), (17)
where Γ1:n−1\j,1:n−1\j and Γ1:n\j,1:n\j are similarly defined as in (7). The joint distribution of
(Xj, Xn), given that they are consecutive records, is
Pr
(
Xj ≤ x1, Xn ≤ x2|Rj = 1, Rn = 1,∩n−1i=j+1Ri = 0
)
=
P (x1, x2), x1 ≤ x2P (x1, x1) x1 > x2
where
P (a, b) = wn−1(bµ; Γ˜1:n\j,1:n\j)Ψ1,n−1
(
a; %˜1:n\j,−bµ, Σ¯1:n\j,1:n\j;j
)
− wn−1(0; Γ1:n\j,1:n\j)Ψ1,n−1
(
a;%1:n\j,0, Σ¯1:n\j,1:n\j;j
)
and where %1:n\j is similarly defined as in (8), Γ˜1:n\j,1:n\j = Σ¯1:n\j,1:n\j;j + %˜1:n\j%˜
>
1:n\j with
%˜1:n\j =
%>1:n\j,− ρn,j√
1− ρ2n,j
> ,
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µ =
(
0, . . . , 0, (1− ρ2j,n)−1/2
)>
∈ Rn−1.
and for any x ∈ Rn−1 and positive-definite matrix Σ ∈ Rn−1,n−1,
wn−1(x; Σ) =
Φn−1(x; Σ)
Φn−2(0; Γ1:n−1\j,1:n−1\j)− Φn−1(0; Γ1:n\j,1:n\j) .
Proof. First we compute the probability that two consecutive records occur. For every
1 ≤ j < n we have
Pr(Rj = 1, Rn = 1,∩n−1i=j+1Ri = 0) = Pr(Xj > Mj−1, Xn > Mn−1)
= Pr(Xi < Xj,∀ i ∈ I{, Xn > Xj)
= Pr(Xi < Xj,∀ i ∈ I{, )
− Pr(Xi < Xj,∀ i ∈ {i, . . . , n} \ {j}).
Therefore, (17) follows by similar arguments to those used in Proposition 3.1.
The joint distribution of (Xj, Xn) is given by
Pr
(
Xj ≤ x1, Xn ≤ x2|Rj = 1, Rn = 1,∩n−1i=j+1Ri = 0
)
=
Pr
(
Xj ≤ x1, Xn ≤ x2, Xj > Mj−1, Xn > Mn−1,∩n−1i=j+1Ri = 0
)
Pr(Xj > Mj−1, Xn > Mn−1)
.
Note that
Pr(Xj ≤ x1, Xn ≤ x2, Xj > Mj−1, Xn > Mn−1,∩n−1i=j+1Ri = 0)
= Pr(Xj ≤ x1, Xn ≤ x2, Xi < Xj,∀ i ∈ I{, Xj < Xn)
= Pr(Xj ≤ x1, Xn ≤ x2, Xi < Xj,∀ i ∈ I{)
− Pr(Xj ≤ x1, Xn ≤ x2, Xi < Xj, i = 1, . . . , n, i 6= j)
= A(x1, x2)−B(x1, x2).
When x1 ≤ x2, we obtain from similar arguments as those used in the proof of Proposition
3.1
A(x1, x2) := Pr(Xj ≤ x1, Xn ≤ x2, Xi < Xj, ∀ i ∈ I{)
=
∫ x1
−∞
Pr(Xn ≤ x2, Xi < z, ∀ i ∈ I{|Xj = z)φ(z)dz
=
∫ x1
−∞
Pr
Zi <
√
1− ρi,j
1 + ρi,j
z, ∀ i ∈ I{, Zn < − ρn,j√
1− ρ2n,j
z +
x2√
1− ρ2n,j
φ(z)dz
=
∫ x1
−∞
Φn−1(%˜1:n\jz + x2µ; Σ¯1:n\j,1:n\j;j)φ(z)dz
= Φn−1(x2µ; Γ˜1:n\j,1:n\j)Ψ1,n−1
(
x1; %˜1:n\j,−x2µ, Σ¯1:n\j,1:n\j;j
)
.
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Similarly,
B(x1, x2) := Pr(Xj ≤ x1, Xi < Xj, i = 1, . . . , n, i 6= j)
=
∫ x1
−∞
Pr(Xi < z, i = 1, . . . , n, i 6= j|Xj = z)φ(z)dz
= Φn−1(0; Γ1:n\j,1:n\j)Ψ1,n−1
(
x1;%1:n\j,0, Σ¯1:n\j,1:n\j;j
)
.
When x1 > x2, it is sufficient to compute A(x1, x2) and B(x1, x2) in (x2, x2).
In the next result we drop the assumption that the two records in Theorem 2.8 are
consecutive.
Theorem 2.9. Let {Xn, n ≥ 1} be a SSG sequence of rvs. For every n ≥ 2 and j < n, let
I = {j, n} and I{ = {1, . . . , j − 1, j + 1, . . . , n − 1}. The probability that Xj and Xn are
records, is
Pr(Rj = 1, Rn = 1) = Φn−1(0; Ω˜).
The joint distribution of (Xj, Xn), given that they are records, is
Pr(Xj ≤ x1, Xn ≤ x2|Rj = 1, Rn = 1) =
P (x1, x2), x1 ≤ x2P (x1, x1) x1 > x2
where
P (a, b) =
Φn−2(0; ΓI{,I{)
Φn−1(0; Ω˜)
(
Ψ2,n−2(a, b; Σ¯I,I ,%I{,I{ , Σ¯I{,I{;I)−Ψ2,n−2(a, a; Σ¯I,I ,%I{,I{ , Σ¯I{,I{;I)
+ Ψ2,n−2(0, a;DΣ¯I,ID>,∆, Σ¯
∗∗
I{,I{;I)
)
.
Proof. Similar steps as those used in the proof of Proposition 3.1 show that the probability
that Xj and Xj are records, is
Pr(Rj = 1, Rn = 1) = Pr(Xj > Mj−1, Xn > Mn−1)
=
∫ +∞
−∞
∫ z2
−∞
Pr
(
Mj−1 < z1,Mn−1j+1 < z2|Xj = z1, Xn = z2
)
φ2(z1, z2; Σ¯I,I)dz1dz2
=
∫ +∞
−∞
∫ z2
−∞
Φn−2
(
%I{,I{z; Σ¯I{,I{;I
)
φ2(z; Σ¯I,I)dz1dz2
= Φn−2(0,ΓI,I{)
∫ +∞
−∞
∫ z2
−∞
ψ2,n−2
(
z; Σ¯I,I ,%I{,I{ , Σ¯I{,I{;I
)
dz1dz2
= Φn−2(0; ΓI,I{) Pr(Z1 − Z2 < 0),
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where (Z1, Z2) ∼ CSN2,n−2(Σ¯I,I ,%I{,I{ , Σ¯I{,I{;I). Precisely, to obtain the third line we used
the formula in (5) and where
B =
(
1j−1 0j−1
0n−j−1 1n−j−1
)
,
%I{,I{ = σ
−1
I{,I{;I(B −ΣI{,IΣ¯
−1
I,I)
=

1
σ11
(
1− ρ1j−ρ1nρjn
1−ρ2jn
)
ρ1jρjn−ρ1n
σ11(1−ρ2jn)
...
...
1
σj−1,j−1
(
1− ρj−1,j−ρj−1,nρjn
1−ρ2jn
)
ρj−1,jρjn−ρj−1,n
σj−1,j−1(1−ρ2jn)
ρj+1,jρjn−ρj+1,n
σj+1,j+1(1−ρ2jn)
1
σj+1,j+1
(
1− ρj+1,j−ρj+1,nρjn
1−ρ2jn
)
...
...
ρn−1,jρjn−ρn−1,n
σn−1,n−1(1−ρ2jn)
1
σn−1,n−1
(
1− ρn−1,j−ρn−1,nρjn
1−ρ2jn
)

(18)
and Σ¯I{,I{;I is a (n− 2)× (n− 2) partial correlation matrix with upper diagonal entries
ρi,k;j,n = ρij − ρij − ρinρjn
1− ρ2jn
ρkj − ρin − ρijρjn
1− ρ2jn
ρkn, ∀ i < k ∈ I{.
and
σi,i = 1− ρij − ρinρjn
1− ρ2jn
ρij − ρin − ρijρjn
1− ρ2jn
ρin.
In the third line we multiply and divide the term within the integrals with Φn−2(0; ΓI{,I{)
where ΓI{,I{ is defined as
ΓI{,I{ = %I{,I{Σ¯I,I%
>
I{,I{ + Σ¯I{,I{;I .
We therefore recognize a unified multivariate skew-normal pdf within the integrals and the
integral of it can be seen as Pr(Z1 < Z2). Now, by (4) we obtain
Z1 − Z2 =
(
1 −1
)(Z1
Z2
)
∼ CSN1,n−2
(
2(1− ρj,n),∆∗,Σ∗I{,I{;I
)
where
∆∗ =
1
2(1− ρj,n)%I{,I{Σ¯I,I
(
1
−1
)
=
1
2
(
1j−1
−1n−j−1
)(
1
σii
(
1 +
ρin − ρij
1− ρjn
))
i=1,...,n−1,i 6=j
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and
Σ∗I{,I{;I = ΓI{,I{ −∆∗
(
1− ρjn −1 + ρjn
)
%>I{,I{ .
By formula (2) we obtain the result, with
Ω˜ =
(
ΓI{,I{ 2(1− ρjn)∆∗>
2(1− ρjn)∆∗ 2(1− ρjn)
)
.
By similar steps we can compute the joint distribution of two records (Xj, Xn) for j < n.
Pr(Xj ≤ x1, Xn ≤ x2|Rj = 1, Rn = 1) = Pr(Xj ≤ x1, Xn ≤ x2, Xj > Mj−1, Xn > Mn−1)
Pr(Xj > Mj−1, Xn > Mn−1)
.
The numerator can be written as
Pr(Xj ≤ x1, Xn ≤ x2, Xj > Mj−1, Xn > Mn−1)
=
∫ x2
−∞
∫ min(x1,z2)
−∞
Pr
(
Mj−1 < z1,Mn−1j+1 < z2|Xj = z1, Xn = z2
)
φ(z; Σ¯I,I)dz1dz2
=
∫ x2
−∞
∫ x1
−∞
Pr
(
Mj−1 < z1,Mn−1j+1 < z2|Xj = z1, Xn = z2
)
φ2(z; Σ¯I,I)1(z2 > x1)dz1dz2
+
∫ x2
−∞
∫ z2
−∞
Pr
(
Mj−1 < z1,Mn−1j+1 < z2|Xj = z1, Xn = z2
)
φ2(z; Σ¯I,I)1(z2 < x1)dz1dz2
=
∫ x2
x1
∫ x1
−∞
Pr
(
Mj−1 < z1,Mn−1j+1 < z2|Xj = z1, Xn = z2
)
φ2(z; Σ¯I,I)dz1dz2
+
∫ x1
−∞
∫ z2
−∞
Pr
(
Mj−1 < z1,Mn−1j+1 < z2|Xj = z1, Xn = z2
)
φ2(z; Σ¯I,I)dz1dz2
=
∫ x2
−∞
∫ x1
−∞
Φn−2
(
%I{,I{z; Σ¯I{,I{;I
)
φ2(z; Σ¯I,I)dz1dz2
−
∫ x1
−∞
∫ x1
−∞
Φn−2
(
%I{,I{z; Σ¯I{,I{;I
)
φ2(z; Σ¯I,I)dz1dz2
+
∫ x1
−∞
∫ z2
−∞
Φn−2
(
%I{,I{z; Σ¯I{,I{;I
)
φ2(z; Σ¯I,I)dz1dz2
where %I{,I{ is as in (18). We multiply and divide each term within the integrals with
Φn−2(0; ΓI{,I{). Then, we recognize that the first two integrals provide the distribution
of the closed skew-normal random vector we introduced before, evaluated at the points
(x1, x2), (x1, x1). Instead, the third integral represents the distribution of the random vector
(Z1 − Z2, Z1) which again according to (4) follows a closed skew-normal distribution, i.e.,(
1 −1
0 1
)(
Z1
Z2
)
= D
(
Z1
Z2
)
∼ CSN2,n−2(DΣ¯I,ID>,∆, Σ¯∗∗I{,I{;I),
where ∆ = %I{,I{Σ¯I{,I{D
>(DΣ¯I,ID>)
−1
and Σ¯
∗∗
I{,I{;I = ΓI{,I{ −∆DΣ¯I,I%>I{,I{ .
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It follows from Theorem 2.9 that the two events: a record occuring at time j and n, are
not independent. Indeed, the probability Φn−1(0; Ω˜) is different from the product of the two
marginal probabilities Φj−1(0; Γ1:j−1;1:j−1) and Φn−1(0; Γ1:n−1;1:n−1), derived in Proposition
3.1.
Remark 2.10. The marginal distribution of Xj, given that (Xj, Xn) are records, is
Pr(Xj ≤ x1|Rj = 1, Rn = 1)
=
Φn−2(0; ΓI{,I{)
Φn−1(0; Ω˜)
× (Ψ1,n−2(x1; 1,∆1, Ω¯I{,I{;I) −Ψ2,n−2(x1, x1; Σ¯I,I ,%I{,I{ , Σ¯I{,I{;I)
+Ψ2,n−2(0, x1;DΣ¯I,ID>,∆, Σ¯I{,I{;I)
)
.
where
∆1 =
(
σ−1ii (1− ρij)i=1,...,j−1
σ−1ii (ρjn − ρin)i=j+1,...,n−1
)
,
Ω¯I{,I{;I = Σ¯I{,I{;I +
(
σ−1ii (ρijρjn − ρin)i=1,...,j−1
σ−1ii (1− ρ2jn − ρij − ρinρjn)i=j+1,...,n−1
)
,
and these parameters are obtained from (4), with A := (0 1). See the proof of Theorem 2.9
for the details. Hence, similarly to the case of independent random variables in Falk et al.
(2018), the distribution of Xj being a record is affected, if we know that Xn is a record as
well. The marginal distribution of Xn, given that (Xj, Xn) are records, is
Pr(Xn ≤ x2|Rj = 1, Rn = 1) =
Φn−2(0; ΓI{,I{)
Φn−1(0; Ω˜)
Ψ2,n−2(0, x2;DΣ¯I,ID>,∆, Σ¯I{,I{;I)
Hence, different to the case of independent random variables in Falk et al. (2018) we have
that the distribution of Xn, being a record, is affected by the additional knowledge that at
time j < n there was a record.
2.3 Asymptotic results for records of stationary sequences
Although stationary Gaussian sequences are useful for a wide range of statistical analysis
(e.g., Lindgren 2012, Brockwell and Davis 2013, Banerjee, Carlin, and Gelfand 2014, Cressie
and Wikle 2015, to name a few), a natural question that arises is the following. What are the
properties of records for a stationary sequence of dependent rvs when the univariate marginal
distribution, F , is non-Gaussian? This question is even more relevant if it is assumed that
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F is unknown, which concerns many real-world applications. Some of the previous results
are clearly independent of the underlying df F , provided it is continuous. The probability
that Xn is a record, or the distribution of the arrival time of the n-th record, for example, do
not depend on F . The distribution of Xn, conditional to the assumption that it is a record,
however does depend on F .
Let {Xn, n ≥ 1} be a strictly stationary sequence of rvs, i.e. the joint distribution
of (Xj1 , . . . , Xjn) and (Xj1+m, . . . , Xjn+m) are identical, for every n,m and j1, . . . , jn. We
provide an answer to the above question under some restrictions on the tail behavior of
the marginal distribution of such a process and on the dependence structure. Precisely, we
assume that F belongs to the (maximum) domain of attraction of Gγ, in symbols F ∈ D(Gγ),
γ ∈ R. This means that, if Y1, . . . , Yn are iid rv with common cdf F , then there exist
sequences of norming constants an > 0 and bn ∈ R such that
lim
n→∞
Pr(max(Y1, . . . , Yn) ≤ anx+ bn) = lim
n→∞
F n(anx+ bn) = Gγ(x), x, γ ∈ R. (19)
This cdf is the Generalized Extreme-Value (GEV) class of distributions. The cdfs of the
three sub-classes of the GEV, i.e. the Gumbel, Fre´chet, and negative Weibull are denoted
by G0(x), Gα(x) = G1/γ((x− 1)/γ) for γ > 0 and Gβ(x) = G−1/γ(−(x+ 1)/γ) for γ < 0 (see
e.g., Ch. 2 Falk, Hu¨sler, and Reiss 2011 for details).
Concerning the dependence structure of {Xn, n ≥ 1} we assume a mild condition on
the long-range dependence of extremes of such a stationary sequence. Precisely, we assume
that {Xn, n ≥ 1} is a stationary sequence with a univariate marginal df F that satisfies
F ∈ D(Gγ), γ ∈ R and according to Leadbetter et al. (1983, Ch. 3) the following dependence
restriction is required. Partition {1, . . . , n} into kn = bn/rnc blocks of length rn = o(n).
Suppose that for every λ > 0, there is a sequence of real-value thresholds un(λ), n = 1, 2 . . .,
such that
lim
n→∞
nPr(X1 > un(λ)) = λ, λ > 0
and the condition D(un(λ)) is satisfied for each such λ. Specifically, for every λ > 0, let
Kn(l) = max(|Pr(Xi ≤ un(λ), i ∈ I ∪ J)− Pr(Xi ≤ un(λ), i ∈ I) Pr(Xi ≤ un(λ), i ∈ J)|)
where I, J ⊂ {1, . . . , n} such that min{|i−j| : i ∈ I, j ∈ J} = l. Then, we say that condition
D(un(λ)) holds for each such λ, if Kn(ln) → 0 as n → ∞ for some sequence ln → ∞ with
ln = o(n) (pp. 53-57, Leadbetter et al. 1983). By Lemma 3.2.2 in Leadbetter et al. (1983)
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this means that extreme events, such as the partial maxima MEi = maxj∈Ei(Xj), with
Ei = {(i− 1)rn + 1, . . . , irn} \ {irn − ln + 1, . . . , irn} , i = 1, . . . , kn, which are separated by
ln, are almost independent.
Then, under these conditions by Leadbetter et al. (1983, Theorem 3.7.1) we have that for
suitable choices of rn → ∞ with n → ∞ such that knKn(ln) → 0 and knln → 0 as n → ∞,
it follows that
lim
n→∞
Pr(max(X1, . . . , Xn) ≤ un(λ)) = exp(−θλ), 0 < θ ≤ 1, λ > 0. (20)
When this holds true we say that the sequence {Xn, n ≥ 1} has extremal index θ ∈ (0, 1].
The result in (20) implies that for λ = − logGγ(x), x ∈ R, and suitable norming constants
an > 0 and bn ∈ R,
lim
n→∞
Pr (max(X1, . . . , Xn) ≤ anx+ bn) = Gγ(x)θ, x, γ ∈ R,
Loosely speaking, the extremal index is a parameter that quantifies the impact that
the dependence structure of the stationary sequence has on the asymptotic distribution of
extreme events such as the partial maximum Mn, for sufficiently large n. When θ = 1 we
recover (19), i.e. the asymptotic distribution of the normalized maximum for a sequence of
independent variables. When θ < 1, then for every x ∈ R we have that Gγ(x) ≤ Gθγ(x) and
therefore 1−Gγ(x) ≥ 1−Gθγ(x). In other words, the dependence of the stationary sequence
reduces the size of the extreme events.
Theorem 2.11. Let {Xn, n ≥ 1} be a stationary sequence that has extremal index 0 < θ ≤ 1.
Then,
nPr(Rn = 1)→ θ−1, as n→∞. (21)
Furthermore, there are sequences of norming constants an > 0 and bn ∈ R such that the
asymptotic distribution of Xn (suitably normalized), given that it is a record, is
lim
n→∞
Pr(Xn ≤ anx+ bn|Rn = 1) = Gθγ(x), x, γ ∈ R, 0 < θ ≤ 1. (22)
Proof. First, we show that there are on average approximately θ−1 records amongX1, . . . , Xn,
for large n. Precisely, (21) is obtained from
nPr(Xn > Mn−1) = n
∫
supp(F )
Pr(Mn−1 < v|Xn = v)fXn(v)du
=
∫
Pr(Mn−1 < un(t)|Xn = un(t))︸ ︷︷ ︸
An
×nanfXn(un(t))1(D)︸ ︷︷ ︸
Bn
dt
21
where we used the change of variable v = un(t) with un(t) = ant + bn and D := {t ∈ R :
un(t) ∈ supp(F )}. By Theorem 3.7.1 in Leadbetter et al. 1983, for any t ∈ D, we have
Pr(Mn−1 ≤ un(t), Xn ≤ un(t)) = Pr(Mn−1 ≤ un(t)|Xn ≤ un(t))(1− Pr(Xn > un(t)))
= Pr(Mn−1 ≤ un(t)|Xn ≤ un(t))(1 + o(1)),
and, on the other hand, we have
Pr(Mn−1 ≤ un(t)) ≥ Pr(Mn−1 ≤ un(t), Xn ≤ un(t))
≥ Pr(Mn−1 ≤ un(t))− Pr(Mn−1 ≤ un(t), Xn > un(t))
≥ Pr(Mn−1 ≤ un(t))− Pr(Xn > un(t))
≥ Pr(Mn−1 ≤ un(t)) + o(1).
From these two results it follows that for any t ∈ D we have
Pr(Mn−1 ≤ un(t)|Xn ≤ un(t)) = Pr(Mn−1 ≤ un(t)) + o(1). (23)
By (23) and Theorem 3.7.1 in Leadbetter et al. 1983 (cf. O’Brien 1987, Rootze´n 1988) we
have
An ≈ Pr(Mn−1 < un(t)), n→∞
≈ exp {−nPr(X1 > un(t)) Pr (Mrn ≤ un(t)|X1 > un(t))} , as n→∞.
Note that
nPr(X1 > un(t))
n→∞−→ V (t) =

t−α, t > 0, α < 0, if F ∈ D(Gα),
(−t)β, t < 0, β > 0, if F ∈ D(Gβ),
e−t, t ∈ R, if F ∈ D(G0),
and
Pr (Mrn ≤ un(t))|X1 > un(t)) n→∞−→ θ.
By Resnick (1987, Ch. 2) we have
Bn
n→∞−→ g(t)1(t ∈ supp(Gγ)) =

αt−(α+1), t > 0, α < 0, if F ∈ D(Gα),
β(−t)β−1, t < 0, β > 0, if F ∈ D(Gβ),
e−t, t ∈ R, if F ∈ D(G0).
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Therefore, putting all these results together we obtain, as n→∞,
nPr(Xn > Mn−1) ≈
∫
supp(Gγ)
exp {−V (t)θ} g(t)dt = θ−1,
and hence, (21) is proven.
Finally, using similar arguments we obtain
Pr(Xn ≤ anx+ bn|Rn = 1) = Pr(Xn ≤ anx+ bn, Xn > Mn−1)
Pr(Xn > Mn−1)
=
n
∫
v∈supp(F ):v≤anx+bn Pr(Mn−1 < v|Xn = v)fXn(v)du
nPr(Xn > Mn−1)
n→∞−→ Gθγ(x), x, γ ∈ R
and the proof is complete.
Theorem 2.11 states that for a stationary sequence of dependent rvs {Xn, n ≥ 1}, under
appropriate conditions on the dependence structure, the asymptotic distribution of Xn (ap-
propriately normalized), being a record, coincides with the asymptotic distribution Gθγ of the
normalized maximum. This finding generalizes Lemma 2.1 in Falk, Chokami, and Padoan
(2018), derived for a sequence of indepedent rvs. Indeed, the same result is obtained for
θ = 1.
In the following part the are three specific examples of asymptotic distributions of records
that stem from the general formula (22) in Theorem 2.11.
Example 2.12 (Chernick et al. 1981). For an integer m ≥ 2, let {εn, n ≥ 1} be a sequence of
iid rvs uniformly distributed on {0, 1/m, . . . , (m−1)/m}. Let X0 be a rv uniformly distributed
on [0, 1], being independent of {εn}. The process
Xn = m
−1Xn−1 + εn, n ≥ 1,
defines a strictly stationary first-order autoregressive sequence. For n = 1, 2, . . . take the
norming constants an > 1/n and bn = 1. Then,
lim
n→∞
Pr(Xn ≤ 1 + x/n|Rn = 1) = eθ x, x < 0,
where θ = (m− 1)/m with m ≥ 2.
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Example 2.13 (Hsing et al. 1996). Let {Xn,i, n ≥ 1, i ≥ 0} be a triangular array of rvs such
that for every n {Xn,i, i ≥ 0} is a SSG sequence. Define ρn,j = E(Xn,iXn,i+j) with i ≤ n and
j ≥ 1. Assume that (1− ρn,j) log n→ δj ∈ (0,∞] for all j ≥ 1 as n→∞. For n = 1, 2, . . .
choose the norming constants an = (2 log n)
−1/2 and
bn = a
−1
n − an(log log n+ log 4pi)/2
Then,
lim
n→∞
Pr(Xn ≤ anx+ bn|Rn = 1) = e−θe−x , x ∈ R,
where
θ = EU
{
Φ|K|
(√
δk − U
2
√
δk
; Σ
)}
and where K = {k ∈ A ⊂ {1, 2 . . .} : δk < ∞}, U is a standard exponential rv and Σ is a
correlation matrix with upper diagonal entries
δi + δj − δ|i−j|
2
√
δiδj
, 1 ≤ i < j ≤ |K|.
Example 2.14 (Leadbetter et al. 1983 Ch. 3.8). Let ε1, ε2, . . . be iid stable (1, α, κ) rvs.
We recall that a rv is stable (τ, α, κ) with τ ≤ 0, 0 < α ≤ 2 and |κ| ≤ 1 if its characteristic
function is
ω(x) = exp
{
−τα|x|α
(
1− iκh(x, α)x|x|
)}
where i2 = −1 and h(x, α) = tan(piα/2) for α 6= 1 and h(x, 1) = 2pi−1 log |x| otherwise. Let
{ci, i ∈ Z} be a sequence of constants satisfying
∑∞
i=−∞ |ci|α < ∞ and
∑∞
i=−∞ ci log |ci| is
convergent for α = 1 and κ 6= 0. Define the moving average process
Xn =
∞∑
i=−∞
ciεn−i, n ≥ 1.
For n = 1, 2, . . . choose the norming constants an = n
1/α and bn = 0. Then,
lim
n→∞
Pr(Xn ≤ xn1/α|Rn = 1) = e−θx−α , x > 0,
where
θ = kα(c
α
+(1 + κ) + c
α
−(1− κ)),
with c± = max−∞<i<∞ c±i , c
± = max(0,±ci) and kα = pi−1Γ(α) sin(αpi/2).
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What is the expected number of records that will take place in the case of a stationary
sequence of rvs that have extremal index 0 < θ ≤ 1? We know that
Pr(Xn > Mn−1) ≈ 1
nθ
, n→∞.
Therefore, by elementary arguments,
E(N) =
∞∑
n=1
Pr(Xn > Mn−1)
n→∞−→ ∞.
3 Records of dependent multivariate Gaussian sequences
Let {Xn, n ≥ 1} be a sequence of d-dimensional random vectrors Xn = (X(1)n , . . . , X(d)n ) ∈
Rd. We recall that the rv Xn is a complete record if Xn > max(X1, . . . ,Xn−1) where
the maximum is computed componentwise. Here we consider a second-order stationary
multivariate Gaussian process and we extend some of the results derived in Section 2.2 to
the multivariate case. Precisely, we study the probability that a complete record Xn occurs
and the distribution ofXn (being a record). We also study the probability that two complete
records (Xj,Xn) occur and the joint distribution of (Xj,Xn) (being records). Without loss
of generality, assume for simplicity that E(X i) = 0, E(X
2
i ) = 1 for every 1 ≤ i ≤ n.
Let X = (X1, . . . ,Xn) be an nd-dimensional random vector and consider the partition
X = (X>I ,X
>
I{)
> ∼ Nnd(µ,Σ) with corresponding partition of the parameters µ and Σ.
The formula of the conditional distribution of XI{ given that XI = xI , for all xI ∈ R|I|,
in (5) is still valid with the obvious changes. Further on we will provide the specific details
whenever we use such a formula.
Proposition 3.1. Let {Xn, n ≥ 1} be a SSG sequence of random vectors in Rd. For every
n ≥ 2, the probability that Xn is a record and the distribution of Xn, given that it is a
record, are equal to
Pr(RCRn = 1) = Φ(n−1)d(0; Γ1:n−1,n), (24)
Pr(Xn ≤ x|RCRn = 1) = Ψd,(n−1)d
(
x; Σ¯n,%1:n−1,n, Σ¯1:n−1,1:n−1;n
)
, (25)
where
B =

1n−1 0n−1 . . . 0n−1
0n−1 1n−1 . . . 0n−1
...
...
...
0n−1 0n−1 . . . 1n−1
 ∈ R(n−1)d,d
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%1:n−1,n = σ
−1
1:n−1,1:n−1;n(B −Σ(1:d)1:n−1,nΣ¯−1n ) ∈ R(n−1)d,d (26)
where Σ
(1:d)
1:n−1,n is the covariance matrix of (X
(1)
1 , X
(1)
2 , . . . , X
(1)
n−1, . . . , X
(d)
1 , X
(d)
2 , . . . , X
(d)
n−1)
and Xn, Σ¯n is the variance-covariance matrix of Xn and
Γ1:n−1,n = Σ¯1:n−1,1:n−1;n + %1:n−1,nΣ¯n%
>
1:n−1,n
Proof. We start deriving the probability that Xn is a record.
Pr(Xn >Mn−1) = Pr(Xn,i > Mn−1,i, i = 1, . . . , d)
=
∫
Rd
Pr(Mn−1,i < zi, i = 1, . . . , d|Xn,i = zi, i = 1, . . . , d)φd(z)dz
Let X
(i)
1:n−1 be the vector of the i-th components of X1, . . . ,Xn−1. Then,
Pr(Mn−1,i < zi, i = 1, . . . , d|Xn,i = zi, i = 1, . . . , d)
= Pr(∩di=1{Xk,i < zi, k = 1, . . . , n− 1}|Xn,i = zi, i = 1, . . . , d)
= Pr(X
(i)
1:n−1 < 1n−1zi, i = 1, . . . , d|Xn = z).
By the multivariate version of the conditional Gaussian distribution in (5) we have
(X1,X2, . . . ,Xn−1|Xn = zn) ∼ N(n−1)d
(
µ1:n−1,n,Σ1:n−1,1:n−1;n
)
where
µ1:n−1,n =
(
Σ
(i)
1:n−1,nΣ¯
−1
n
)
i=1,...,d
z ∈ R(n−1)d
Σ1:n−1,1:n−1;n =
(
Σ
(i,h)
1:n−1,1:n−1 −Σ(i)1:n−1,nΣ¯−1n Σ(h)
>
1:n−1,n
)
i,h=1,...,d
.
Σ
(i)
1:n−1,n is the covariance matrix of X
(i)
1:n−1 and Xn, and Σ
(i,h)
1:n−1,1:n−1 is the covariance matrix
of X
(i)
1:n−1 and X
(h)
1:n−1. We have that
Pr(X
(i)
1:n−1 < 1n−1zi, i = 1, . . . , d|Xn = z) = Φ(n−1)d(%1:n−1,nz)
where %1:n−1,n is defined as in equation (26). Therefore
Pr(Xn >Mn−1) =
∫
Rd
Φ(n−1)d(%1:n−1,nz)φd(z)dz
= E
(
Φ(n−1)d(%1:n−1,nZ)
)
,
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where Z ∼ N(n−1)d(0, Σ¯1:n−1,1:n−1;n) and the claim follows by applying Proposition 7.1 in
(Azzalini and Capitanio 1999).
The computation of the distribution function follows the same procedure. We need to
compute
Pr(Xn ≤ x,Xn >Mn−1) =
∫
(−∞,x]
Pr(Mn−1,i < zi, i = 1, . . . , d|Xn,i = zi, i = 1, . . . , d)φd(z)dz
= Φ(n−1)d(0; Σ¯1:n−1;n + %1:n−1,nΣ¯n%
>
1:n−1,n)
×Ψd,(n−1)d(x; Σ¯n,%1:n−1,n, Σ¯1:n−1;n)
Remark 3.2. For every n = 1, 2 . . ., m < n and 1 ≤ i < j ≤ d, if Cor(X(i)n , X(j)n ) = 0 and
Cor(X
(i)
n , X
(i)
m ) = 0, then we obtain
Pr (Xn >Mn−1) = Φ(n−1)d(0; Σ¯1:n−1,1:n−1;n + %1:n−1,n%
>
1:n−1,n)
where the variance-covariance matrix is a diagonal block matrix, with each diagonal block
being equal to In−1 + 1n−11>n−1. Since we have d diagonal blocks, we obtain
Φ(n−1)d(0; Σ¯1:n−1,1:n−1;n + %1:n−1,n%
>
1:n−1,n) =
(
Φn−1(0; In−1 + 1n−11>n−1)
)d
= n−d
by the result in Remark 2.2.
Our next result deals with the joint distribution of two complete records at times j and
n > j. In the following, we use the notation xJ , J ⊆ {1, . . . , d} to indicate a vector of
dimension |J | whose components are the entries of x ∈ Rd determined by the elements of
J .
Theorem 3.3. Let {Xn, n ≥ 1} be a SSG sequence of random vectors in Rd. For j and
n > j, set I = {j, n}. Then
Pr(RCRj = 1, R
CR
n = 1) = Φd(n−2)(0; ΓI{I{)Ψd,d(n−2) (0;L1) (27)
Pr(Xj ≤ x1, Xn ≤ x2|RCRj = 1, RCRn = 1)
=
∑
J⊆{1,...,d}Ψ2d,d(n−2) (0J ,x1J¯ ,x1J ,x2J¯ ;LJ )−Ψ2d,d(n−2) (0J ,x1J¯ ,x1J ,x1J¯ ;LJ )
Ψd,d(n−2) (0;L1) , (28)
where Ψm,q(·;L) ∼ CSNm,q(L), ΓI{I{ := Σ¯I{I{;I + %1:n−1,nΣ¯II%>1:n−1,n,
L(·) =
(
D(·)Σ¯IID>(·),∆(·), Σ¯I{I{;I
)
, (29)
27
∆(·) = %1:n−1,nΣ¯I{,I{D
>
(·)(D(·)Σ¯I,ID
>
(·))
−1
and
D1 =
(
Id −Id
)
DJ =

IJ 0J¯ −IJ 0J¯
0J I J¯ 0J 0J¯
0J 0J¯ IJ 0J¯
0J 0J¯ 0J I J¯

Proof. We compute
Pr(RCRj = 1, R
CR
n = 1)
= Pr(Xj >M j−1,Xn >Mn−1)
= Pr(Xj >M j−1,Xn >M j+1:n−1,Xj <Xn)
=
∫
Rd
∫
(−∞,zn]
Pr(M j−1 < zj,M j+1:n−1 < zn|X i = zi, i ∈ I)φ2d(zj, zn; Σ¯II)dzjdzn
First of all, we recall the inverse blok-matrix of a two-by-two block matrix:
Σ¯
−1
II =
(
Λ1 −Σ¯−1j Σj,nΛ2
−Λ2Σn,jΣ¯−1j Λ2
)
where Λi is the Schur complement of Σ¯i in Σ¯II , for i ∈ I, for example, Λ1 =
(
Σ¯j −Σj,nΣ¯−1n Σn,j
)−1
.
By the multivariate version of the conditional Gaussian distribution in (5) we have that
(X i, i ∈ I{)|(X i = zi, i ∈ I) ∼ N|I{|
(
µI{I{;I ,ΣI{I{;I
)
. Specifically we have µI{I{;I =(
(µ>i , i = 1, . . . , d), (µ
>
h , h = d+ 1, . . . , 2d)
)>
with
µi =
(
Σ
(i)
1:j−1,jΛ1 −Σ(i)1:j−1,nΛ2Σn,jΣ¯−1j
)
zj +
(
−Σ(i)1:j−1,jΣ¯−1j Σj,nΛ2 + Σ(i)1:j−1,nΛ2
)
zn
=: µijzj + µinzn,
(30)
µh =
(
Σ
(h−d)
j+1:n−1,jΛ1 −Σ(h−d)j+1:n−1,nΛ2Σn,jΣ¯−1j
)
zj +
(
−Σ(h−d)j+1:n−1,jΣ¯−1j Σj,nΛ2 + Σ(h−d)j+1:n−1,nΛ2
)
zn
=: µhjzj + µhnzn,
(31)
and ΣI{I{;I is a (2d)× (2d) matrix. It is defined by blocks (ΣI{I{;I)i,h=1,...,2d of the form
(ΣI{I{;I)ih
= Σ
(i,h)
1:j−1,1:j−1 −
((
Σ
(i)
1:j−1,jΛ1 −Σ(i)1:j−1,nΛ2Σn,jΣ¯−1j
)
Σ
(h)
1:j−1,j
+
(
−Σ(i)1:j−1,jΣ¯−1j Σj,nΛ2 + Σ(i)1:j−1,nΛ2
)
Σ
(h)
1:j−1,n
)
ih
i, h = 1, . . . , d
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(ΣI{I{;I)ih
= Σ
(i,h−d)
1:j−1,j+1:n−1 −
((
Σ
(i)
1:j−1,jΛ1 −Σ(i)1:j−1,nΛ2Σn,jΣ¯−1j
)
Σ
(h−d)
j+1:n−1,j
+
(
−Σ(i)1:j−1,jΣ¯−1j Σj,nΛ2 + Σ(i)1:j−1,nΛ2
)
Σ
(h−d)
j+1:n−1,n
)
ih
i = 1, . . . , d, h = d+ 1, . . . , 2d
(ΣI{I{;I)ih
= Σ
(i−d,h)
j+1:n−1,1:j−1 −
((
Σ
(i−d)
j+1:n−1,jΛ1 −Σ(i−d)j+1:n−1,nΛ2Σn,jΣ¯−1j
)
Σ
(h)
1:j−1,j
+
(
−Σ(i−d)j+1:n−1,jΣ¯−1j Σj,nΛ2 + Σ(i−d)j+1:n−1,jΛ2
)
Σ
(h)
1:j−1,n
)
ih
i = d+ 1, . . . , 2d, h = 1, . . . , d
(ΣI{I{;I)ih
= Σ
(i−d,h−d)
j+1:n−1,j+1:n−1 −
((
Σ
(i−d)
j+1:n−1,jΛ1 −Σ(i−d)j+1:n−1,nΛ2Σn,jΣ¯−1j
)
Σ
(h−d)
j+1:n−1,j
+
(
−Σ(i−d)j+1:n−1,jΣ¯−1j Σj,nΛ2 + Σ(i−d)j+1:n−1,jΛ2
)
Σ
(h−d)
j+1:n−1,n
)
ih
i, h = d+ 1, . . . , 2d
Therefore, we obtain
Pr(X
(i)
1:j−1 < 1j−1zj,X
(i)
j+1:n−1 < 1n−j−1zn, i = 1, . . . , d|X i = zi, i ∈ I) = Pr(Z < %I{,I{z)
where Z ∼ N(n−2)d(0, Σ¯I{I{;I),
%I{,I{ = σ
−1
I{,I{;I(B −Σ
(1:d)
I{,I Σ¯
−1
II ) ∈ R(n−2)d,d (32)
B =

1j−1 0j−1 . . . 0j−1 0j−1 0j−1 . . . 0j−1
0j−1 1j−1 . . . 0j−1 0j−1 0j−1 . . . 0j−1
...
...
...
...
...
...
0j−1 0j−1 . . . 1j−1 0j−1 0j−1 . . . 0j−1
0n−j−1 0n−j−1 . . . 0n−j−1 1n−j−1 0n−j−1 . . . 0n−j−1
0n−j−1 0n−j−1 . . . 0n−j−1 0n−j−1 1n−j−1 . . . 0n−j−1
...
...
...
...
...
...
0n−j−1 0n−j−1 . . . 0n−j−1 0n−j−1 0n−j−1 . . . 1n−j−1

and z = (zj, zn) is a column vector with length 2d. We obtain
Pr(RCRj = 1, R
CR
n = 1)
=
∫
Rd
∫
(−∞,zn]
Φd(n−2)(%I{,I{z; Σ¯I{I{;I)φ2d(zj, zn; Σ¯II)dzjdzn
= Φd(n−2)(0; Σ¯I{I{;I + %I{,I{Σ¯II%
>
I{,I{) Pr(Z1 < Z2)
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where (Z1,Z2) ∼ CSN2d,d(n−2)(Σ¯II ,%I{,I{ , Σ¯I{I{;I). Formula (27) follows by noting that
Z1 −Z2 =
(
Id −Id
)(Z1
Z2
)
and by applying (4)
To compute formula (28), we repeat the same procedure. WithD(a1, . . . ,an) :=
∏
(−∞,ai]
we obtain
Pr(Xj ≤ x1, Xn ≤ x2, RCRj = 1, RCRn = 1)
= Pr(Xj ≤ x1, Xn ≤ x2,Xj >M j−1,Xn >M j+1:n−1X i,Xj <Xn)
=
∫
(−∞,x2]
∑
J⊆{1,...,d}
(∫
D(znJ ,x1J¯ )
Pr(M j−1 < zj,M j+1:n−1 < zn|X i = zi, i ∈ I)φ2d(zj, zn; Σ¯II)dzj
)
1(znJ < x1J , znJ¯ > x1J¯ )dzn
=
∑
J⊆{1,...,d}
∫
(−∞,x1J ]
∫
(x1J ,x2J¯ ]
∫
D(znJ ,x1J¯ )
Φd(n−2)(%I{,I{z; Σ¯I{I{;I)φ2d(zj, zn; Σ¯II)dzjdzn
=
∑
J⊆{1,...,d}
(∫
D(x1J ,x2J¯ ,znJ ,x1J¯ )
Φd(n−2)(%I{,I{z; Σ¯I{I{;I)φ2d(zj, zn; Σ¯II)dzjdzn
−
∫
D(x1J ,x2J¯ ,znJ ,x1J¯ )
Φd(n−2)(%I{,I{z; Σ¯I{I{;I)φ2d(zj, zn; Σ¯II)dzjdzn
)
=
∑
J⊆{1,...,d}
Φd(n−2)(0; Σ¯I{I{;I + %I{,I{Σ¯II%
>
I{,I{)
(Pr(Z1J < Z2J ,Z1J¯ ≤ x1J¯ ,Z2J ≤ x1J¯ ,Z2J¯ ≤ x2J¯ )
− Pr(Z1J < Z2J ,Z1J¯ ≤ x1J¯ ,Z2J ≤ x1J¯ ,Z2J¯ ≤ x1J¯ ))
The first probability on the right-hand side can be computed by noting that
Z1J −Z1J
Z1J¯
Z2J
Z2J¯
 =

IJ 0J¯ −IJ 0J¯
0J I J¯ 0J 0J¯
0J 0J¯ IJ 0J¯
0J 0J¯ 0J I J¯


Z1J
Z1J¯
Z2J
Z2J¯

where (Z1,Z2) = (Z1J ,Z1J¯ ,Z2J ,Z2J¯ ) ∼ CSN2d,d(n−2)(Σ¯II ,%I{,I{ , Σ¯I{I{;I) and by apply-
ing (4). The second probability is computed in the same way.
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