In this paper, we provide the first linear programming formulations for the stable set problem in claw-free graphs, together with polynomial time separation routines for those formulations (they are not compact). We then exploit one of those extended formulations and propose a new polytime algorithm for solving the separation problem for the stable set polytope of claw-free graphs. This routine combines a separation algorithm for the matching polytope due to Padberg and Rao and the solution of (moderate size) compact linear programs. Hence, it does not rely on the ellipsoid method and seems to be appropriate to be inserted in branch and cut frameworks for solving real world problems.
Introduction
In his seminal paper [6] , Edmonds provided a polynomial-time algorithm for solving the maximum weighted matching problem and a complete linear description of the matching polytope. Later, Padberg and Rao [16] provided a fast combinatorial algorithm for the separation problem for the latter polytope. Their routine provides an alternative polynomial-time algorithm to solve the weighted matching problem [8] and also a natural simplex-based cutting-plane algorithm for the problem, that was also proved to be computationally efficient [9] .
The matching problem is equivalent to the stable set problem in line graphs and for claw-free graphs, a superclass of those, Minty [12] (see also [13] and [18] ) proved that the weighted stable set problem inherits polynomiality from matching. Building upon the equivalence between optimization and separation [8] , this algorithm can be turned into a polynomial time separation routine but it is part of polyhedral combinatorics folklore * Dipartimento di Matematica Pura e Applicata, Università di Padova, Italy; faenza@math.unipd.it. Research that such an algorithm is not efficient: "At the present time, this equivalence of optimization and separation is only a theoretical tool, since the resulting algorithms (although polynomial-time) do not appear to be efficient in practice. We should view this equivalence as a guide for searching for more practical polynomial-time algorithms" ( [5] , page 238). In this paper, we are thus interested in a result similar to that of Padberg and Rao for matching, i.e., an efficient separation routine for the stable set polytope of claw-free graphs.
We provide the first linear programming formulations of the latter problem (in extended spaces) together with efficient separation routines for those formulations. A careful exploitation of one of those formulations leads to the main result of the paper: a polynomial time separation algorithm for the stable set polytope of claw-free graphs that does not use the equivalence between optimization and separation. Our separation algorithm builds upon the combinatorial routine of Padberg and Rao for separating for the matching polytope and the solution of (moderate size) compact linear programs, that can be solved via any efficient polynomial time algorithm for linear programming.
Following [8] , our separation routines provide new polynomial-time algorithms to solve the weighted stable set problem in claw-free graphs. However, we believe that there is another aspect of our result that is somewhat more interesting. While fast algorithms for the above problems are of fundamental importance, as pointed out by Padberg [15] , "pure graphic" problems hardly arise in practice, i.e., in general we face e.g. matching problems with additional, ugly constraints. From this perspective, strong IP formulations and efficient separation algorithms (like ours) that can be used in a fast branch and cut framework, and embedded in modern IP solvers, are of paramount relevance.
We finally mention that we believe that our polynomial time separation offers an algorithmic answer to the elusive long-time open question of finding a "decent linear description" for the stable set polytope of claw-free graphs [8] .
We close this introduction with some notations: We often denote by V (G) and E(G) the vertex set and the edge set of a graph G. G[Q] is the subgraph of G induced by Q ⊆ V (G). The stability (or independence) number of G is α(G) while ST AB(G) is the stable set polytope of G. If k ∈ Z + , we let [k] denote the set {1, . . . , k}. A linear extended formulation of a polytope P is compact if its number of constraints and variables is polynomial in the number of variables of P . The rest of notation is quite standard, and we refer the reader to textbooks, e.g. [5] .
Preliminaries
In [3] Chudnovsky and Seymour overview a series of papers in which they prove a structure theory for clawfree graphs. In particular, they show that a large class of claw-free graphs admits a strip decomposition. This idea was exploited by Faenza, Oriolo and Stauffer [7] , who provided an algorithmic decomposition theorem for claw-free graphs. We present a lighter version of this theorem in the following, but first we define strips and composition of strips. A) is a graph G (not necessarily connected) with a multi-family A of either one or two designated non-empty cliques of G. If A is made of a single clique, then (G, A) is a 1-strip, if A is made of two cliques, A, B, then (G, A) is a 2-strip (in this case, possibly A = B since A is a multi-family). The cliques in A are called the extremities of the strip. A 1 ) , . . . , (G k , A k )} be a family of k vertex disjoint strips; we can compose the strips in F, according to the operation we define below. Note that we denote by j∈ [k] A j the multi-family whose elements are the extremities from each A j : again, it is a multifamily, as the two extremities of a same strip need not to be different. A 1 ) , . . . , (G k , A k )} be a family of k vertex disjoint strips and let P := {P 1 , ..., P m } be a partition of the multi-family of the extremities j∈[k] A j . The composition of the family of strips F w.r.t. the partition P is the ( strip-composed) graph G such that:
• two vertices u, v ∈ V (G) are adjacent if and only if either u, v ∈ V (G j ) and {u, v} ∈ E(G j ), for some j ∈ [k], or there exist A ∈ A i and A ∈ A j , for some 1 ≤ i ≤ j ≤ k, such that u ∈ A, v ∈ A , and A and A are in the same class of P.
In this case, we say that (F, P) defines a strip decomposition of G.
For a vertex v of a connected graph G(V, E), we denote by N j (v) the set of vertices that are at distance j from v (therefore N 1 (v) = N (v)). We extend this definition to cliques and let N j (K) be the set of vertices whose distance from K is j. A clique K of a connected graph G is distance simplicial if, for every j, N j (K) is a clique. In this case, we also say that G is distance simplicial with respect to K. The next theorem follows from [7] . Theorem 2.1. ( [7] ) Let G(V, E) be a connected clawfree with |V | = n. In time O(n 3 ) we may:
(ii) or recognize that G is distance claw-free;
with respect to a partition P, such that:
-each graph F j is a claw-free graph with stability number at most 3;
-each graph H i is distance simplicial with respect to each A ∈ A i ;
A graph G is distance claw-free, i.e., for each v ∈ G and each j ∈ Z, there is no stable set of size 3 in N j (v) (while it is "simply" claw-free it there is no stable set of size 3 in N (v)).
Lemma 2.1. Let G be a claw-free graph that is either distance claw-free or such that α(G) ≤ 3. In polynomial time, we can provide a compact linear extended formulation of ST AB(G). Moreover, still in polynomial time, we can solve the separation problem for ST AB(G).
Proof. A compact linear extended formulation of ST AB(G) is trivial if α(G) ≤ 3, as in this case we express ST AB(G) as the convex hull of O(n 3 ) stable sets. If G is distance claw-free, a compact extended linear extended formulation of of ST AB(G) is available [17] . In both cases, duality allows us to also solve the separation problem for ST AB(G) in polynomial time. In fact, given a point x ∈ R |V (G)| , we first check feasibility of x through the compact system representing ST AB(G). If x / ∈ ST AB(G), we generate a separating hyperplane through the dual of the compact system (see for instance [2] ).
ST AB(G) in polynomial time, we are left with showing how to deal with the case when G is the composition strips that are either distance simplicial or with stability number at most three, i.e. when G obeys to statement (iii) in Theorem 2.1. Analogously, in order to provide a linear extended formulation of ST AB(G), we need to provide such a formulation for this case.
In the next sections we first deal with the separation problem for the stable set polytope ST AB(G) of a generic strip-composed graph G, and then focus on the case where G is claw-free. We also address the problem of providing linear extended formulations. In particular, in Section 3, we provide an extended formulation that is quite simple but only allows for separation in the extended space. In Section 4 we instead provide a more involved formulation stemming from the separation algorithm in the original space.
3 Composition of strips: separation in an extended space
Let G be the composition of the strips
r.t. the partition P, and suppose that we are given a weight function w :
As it is shown in [14] , a maximum weighted stable set (mwss, in the following) in G can be efficiently computed, provided that we are able to solve the mwss problem on each strip. We sketch the argument in the following, the reader should refer to [7] for more details.
For the time being, we suppose that each strip (G i , A i ) is a 2−strip, i.e. A i = {A i , B i }, and that the cliques A i , B i are in different sets of the partition P. We shall generalize this later. We replace each strip with a simple strip that will be defined later. The rationale in replacing a strip, say H i = (G i , A i ), with another strip is the following. The only possible obstruction to combine a stable set Q ⊆ V (G) \ V (G i ) and a stable set U ⊆ V (G i ) into a stable set of G are the adjacencies in the cliques involving the extremities of H i . Because those extremities are cliques, there are four possible configurations describing the intersections between U and the extremities of H i (recall that we are assuming that H i is a 2-strip): U contains a vertex in both extremities; U contains a vertex in one or the other extremity; U does not contain any vertex in the extremities. When one is interested in a mwss of G then, given the stable set Q, one obviously wants the stable set U to be of maximum weight among the stable sets from configurations that are compatible with Q. Hence, we can replace H i with a more simple strip as long as they agree, for each configuration, on the value of a mwss.
We therefore replace each strip (G i , A i ) with the strip (t i , T i ) such that:
We consider the partition P t that is obtained from P as follows: for each P ∈ P and A i ∈ P (resp.,
Finally we give each vertex of t i a suitable weight, namely:
where SĀB i is a mwss of G i that picks no vertex from both A i ∪ B i , SĀ i is a mwss of G i that picks no vertex from A i , SB i is a mwss of G i that picks no vertex from B i ; S ∅ i is a mwss of G i that has no restrictions.
Let H be the composition of the strips (t i , T i ), i ∈ [k] w.r.t. the partition P t . It can be shown that H is a line graph, thus one can solve the mwss problem in H via matching techniques. More details can be found in [14] (see also [7] ), from which we borrow the following theorem.
Theorem 3.1. [14] The maximum weighted stable set problem on a graph G, that is the composition of the strips (
belongs to some class of graphs where the problem can be solved in time
As we show in the following, Theorem 3.1 has a "polyhedral" counterpart; namely, we are able to derive an extended linear description EF 1 (G) of ST AB(G), provided that we have a (possibly extended) linear description of ST AB(G i ), for each i ∈ [k]. Moreover, if the separation problem for each ST AB(G i ) can be solved in polynomial time, the separation problem for EF 1 (G) can also be solved in polynomial time.
Our extended formulation deals with both vertices of H and G.
We start with the vertices of H.
Observe that the number of vertices of H is 3k. We let y ∈ R 4k + be a vector with one entry for each vertex in H and one additional entry y(vĀB i ) for each strip. In particular, we let y = (y(v
Our formulation will be such that, for each i ∈ [k], we always have that y(
(so each variable y(vĀB i ) is unnecessary, but we keep them, for the sake of clarity). This implies that exactly one of y(vĀB i ), y(v ∅ i ), y(vĀ i ), y(vB i ) will be "active" (i.e. set to 1) at the time. Since H is a line graph, a linear description Ay ≤ b of its stable set polytope is thus available ( [6] , see also [18] ) (note that the latter constraints do not involve any variable y(vĀB i )).
We now move to vertices of G. We associate to G a "fundamental" vector x ∈ R n + and four additional vectors x ∅ , xĀ, xB, xĀB ∈ R n + . As the vertices of G can be partitioned into k classes, each corresponding to some strip, it is useful to look at x as it were made of k subvectors x i ∈ R |V (Gi)| + , i.e. x = (x 1 , . . . , x k ) T ; the same applies to the additional vectors, so
T etc. Our formulation will be such that, for each i ∈ [k], we always have that either x i = x ∅ i or x i = xĀ i or x i = xB i or x i = xĀB i , the rationale being that xĀ i , xB i , xĀB i , x ∅ i are "copies" of x i that are respectively "active" if y(vĀ i ) = 1, y(vB i ) = 1 y(vĀB i ) = 1, y(v ∅ i ) = 1. Now assume that we are given a linear description D i x i ≤ f i of the stable set polytope ST AB(G i ) of the graph G i (assume by now that this description is given in the original space R ni ). Then a linear description of the convex hull of the stable sets of G i that take no vertex from A i is the following:
With the same argument, we can characterize the convex hull of the stable sets of the graph G i , that take no vertex from B i etc.
Consider then the following polytope:
EF 1 (G) is an extended linear description of STAB(G). The proof of this fact builds upon the following polyhedral lemma.
Lemma 3.1. Let P = {y ∈ R s + : Ay ≤ b} and
, let y φ(j) be a component of y. Then the polyhedron Q = {(x, y) ∈ R n+s : y ∈ P and A j x j ≤ y φ(j) b j for each j ∈ [s]} is integral, where n = q j=1 n j and x = {x 1 , . . . , x q } T .
Proof. We first state a few claims and some notations. Let P be the polyhedron {x ∈ R n : Ax ≤ b} for some A ∈ Z p×n , b ∈ Z p , and let α ∈ Q + . We let P (α) := {x ∈ R n : Ax ≤ αb}. We have:
is nonempty; moreover, ifx is an optimal solution to max x∈P (1) cx, for some c ∈ Z n , then αx is an optimal solution to max x∈P (α) cx.
Proof.
First suppose that α = 0: the 0−vector is feasible for P (0). Suppose by contradiction it is not optimal: then there existsx ∈ R n such that Bx ≤ 0, cx > 0. But then (x +x) ∈ P (1) and c(x +x) > cx, contradicting the fact thatx is an optimum solution to max x∈P (1) cx. Now let α > 0. Then x is a feasible vector of P (α) if and only if Proof. By definition of Q, Proj(Q) y ⊆ P , so we are left to prove the converse. Letȳ ∈ P , and recall that y ≥ 0. By hypothesis, for each i ∈ [q], the polyhedron P i is non-empty. It follows from Claim 1 that there exists x i ∈ P i (ȳ φ(i) ). Then the point {ȳ,x 1 , . . . ,x q } ∈ Q, concluding the proof. (End of the claim.)
We are now ready for our proof. Note that we can assume that Q is non-empty, else the statement holds trivially. We build upon the following classical result (for its proof, see e.g. [18] ).
Claim 3. The polyhedron Q is integral if and only if max (x,y)∈Q ux + wy is an integer for each (u, w) ∈ Z n × Z s such that the maximum exists.
Let (u, w) ∈ Z n × Z s be such that max (x,y)∈Q ux + wy is bounded. We claim that, for each i ∈ [q], there exists a feasible vector of P i that is an optimum solution to max xi∈Pi u i x i . In fact, P i = ∅, by hypothesis. Now suppose that max xi∈Pi u i x i is unbounded. Then there exists r i ∈ R ni : A i r i ≤ 0 and u i r i > 0. But, then also max (x,y)∈Q ux + wy is unbounded, as it is witnessed by the vector (x,ỹ) ∈ R n+s :x j = 0, for each j = i;x i = r i andỹ = 0 with respect to the direction (u, w). In particular, by hypothesis, an optimum of max xi∈Pi u i x i is attained at some integral vertexx i . Then:
the first equality holds by Claim 2, the second by the fact that the polyhedra P i live in different spaces, and the third by Claim 1. Also, for each j ∈ [s],w j = w j + i:φ(i)=j u i x i is a sum of integers and thus an integer itself. Given the integrality of P , max (x,y)∈Q ux + wy is then an integer and our statement follows from Claim 3.
Proof. It is easy to check that, if (x,x ∅ ,xĀ,xB,xĀB,ȳ) is an integral point of EF 1 (G), thenx is the characteristic vector of a stable set of G, and that conversely, the characteristic vectorx of each stable set of G can be extended to an integral point (x,x ∅ ,xĀ,xB,xĀB,ȳ) ∈ EF 1 (G). Thus, in order to prove Theorem 3.2 we are left with showing the integrality of the polytope in the (x ∅ , xĀ, xB, xĀB, y)−space defined by (3.1), (3.2), and (3.3) -(3.6). Note that the polytope in the y−variables defined by constraints (3.1) and (3.2) is non-empty and integral, since it is a matching polytope plus some equations that univocally define the variables y(vĀB i ). Moreover, all its variables are non-negative, since, for each
The proof then follows from Lemma 3.1, with q = 4k.
The previous results can be easily extended to the case where some strip (G i , A i ) in the decomposition of G is either a 1−strip, or is a 2−strip with A i , B i belonging to the same class of the partition. In particular, we only need to specify how we replace those strips, as the other details will follow, along the same lines as above. In the former case, we replace (G i , A i ) with the strip (t i , T i ) such that:
In the latter case, we replace (G i , A i ) with the strip
We now move to separation issues. Let (x,x ∅ ,xĀ,xB,xĀB,ȳ) be a point in R 5n+4k . One can check if it satisfies equations (3.7) and (3.2) in time O(n). Moreover, constraints (3.1) can be tested using a separation routine for the matching polyhedron (see e.g. [16] ). We are then left with constraints (3.3) -(3.6). We e.g. deal with constraints (3. A 1 ) , . . . , (G k , A k ) w.r.t. some partition P. If for each i ∈ [k] the separation problem for ST AB(G i ) can be solved in polynomial time, then the separation problem for EF 1 (G) can be solved in polynomial time.
Note that, if we can solve the separation problem for each ST AB(G i ) by combinatorial algorithms, then the separation routine for ST AB(G) is combinatorial as well.
We close this section with two remarks. First, a similar approach for deriving an extended formulation for other polytopes which admit a decomposable structure similar to ST AB(G) has been proposed by Kaibel and Loos [10] . Moreover, we have: Remark 1. It is straightforward to extend Theorem 3.2 and Corollary 3.1 to the case where for some strip (G i , A i ) we have a description of the stable set polytope ST AB(G i ) in an extended space rather than in the original one.
Application to claw-free graphs
Suppose now that G is claw-free and, in particular, following Theorem 2.1, G is the composition of strips that are either distance simplicial or with stability number at most three. From Corollary 3.1, it follows that in order to separate in polynomial time for EF 1 (G), we need to separate in polynomial time for the stable set polytope of the graph G i in each strip. This can be done via Lemma 2.1, when α(G i ) ≤ 3. Hence we suppose that G i is distance simplicial.
Lemma 3.2.
A connected graph G that is distance simplicial with respect to some clique K is perfect (and therefore a linear description of ST AB(G) is available).
Proof. Let j be such that N j (K) = ∅ and N j+1 (K) = ∅. Note that, for each i ∈ [j −1], N i (K) is a clique cutset of H. Thus we can use Chvátal clique separator theorem [4] 
to conclude that each facet of ST AB(G) is a facet of ST AB(G[N
is the complement of a bipartite graphs and thus perfect, hence its stable set polytope is described by nonnegativity and clique inequalities (see for instance [18] ). It follows that also ST AB(G) is also described by nonnegativity and clique inequalities. We conclude that G is perfect.
Lemma 3.3. Let G be a connected graph G that is distance simplicial with respect to some clique K. We can solve the separation problem for ST AB(G) in polynomial time by solving a maximum flow problem.
Proof. We know from Lemma 3.2 that G is perfect. Then the separation problem for ST AB(G) boils down to the solution of a maximum weighted clique problem. As we observed in the proof of Lemma 3.2, every clique of G is contained in N i (K) ∪ N i+1 (K) for some i, and N i (K), N i+1 (K) are cliques by definition, hence we can assume w.l.o.g. that G is the complement of a bipartite graph. The maximum weighted clique problem in those graphs can be reduced to maximum flow, as observed by Li and Zang [11] .
Let us summarize our findings so far. We put together Theorem 2.1, Lemma 2.1, Theorem 3.2, Corollary 3.1, Lemma 3.2 and Lemma 3.3.
Theorem 3.3. Let G be a claw-free graph. In polynomial time, we can provide a linear extended formulation of its stable set polytope. Moreover, still in polynomial time, we can solve the separation problem for this extended formulation.
We remark that if there existed a compact extended description of the matching polytope, a well-known open problem, then the extended formulations EF 1 (G) for a claw-free graph G would be compact. Moreover, note that all the coefficients of the inequalities are {0, 1}-valued.
Composition of strips: separation in the original space
Although being simple, the extended formulation EF 1 (G) "splits" the variable corresponding to each vertex of G into four new ones; it is not clear therefore how to derive from that extended characterization a separation routine in the original space. In this section, we in fact deal with the following question:
( * ) Let G(V, E) be a graph that is the composition of the strips (G 1 , A 1 ) , . . . , (G k , A k ) with respect to the partition P, and let x ∈ R |V | . Does the point x lie in ST AB(G)? And, in case not, can we find an hyperplane that separates x from ST AB(G) ?
We will show later (see Lemma 4.2) that in order to answer to ( * ), it is enough to: 1) for each i ∈ [k], solve the separation problem for ST AB(G i ) of the restriction x| Gi of x; 2) solve the separation problem for a suitable point y(x) for the stable set polytope of a certain line graph H associated to G (both y(x) and H are defined in Section 4.1). Now, we can decide if y ∈ ST AB(H) by a separation routine for matching. On the other hand, we will show that we can solve the separation problem for each ST AB(G i ), and produce the point y(x), if we have compact linear descriptions of ST AB (G 1 + g 1 ) , . . . , ST AB(G k + g k ), where we denote by (G i + g i ) a suitable composition of G i with a strip (g i , A g ) with 3 vertices (defined below).
From now on, we assume that G is the composition of 2−strips whose extremities are in different sets of the partition P. Indeed, if there exists a strip (G i , A i ) in the decomposition of G that is either a 1−strip, or a 2−strip with A i = {A i , B i } and A i , B i belonging to the same class of the partition, then we can use Chvátal's clique-separator theorem [4] as follows. Assume first that (G i , A i ) is a 1-strip with A i = {A i } and let P be the clique from P containing
Because A i is a clique separator for G, we know from Chvátal's result [4] that x lies in ST AB(G) if and only if x |Gi ∈ ST AB(G i ) and
In G , also P \ A i is a clique separator and applying again Chvátal's result, it follows that x ∈ ST AB(G) if and only if x(P ) ≤ 1, x |Gi ∈ ST AB(G i ) and x |G ∈ ST AB(G ). Observe that a decomposition of G follows from the decomposition of G by removing G i from the strips and also removing A i from the partition P. Assume now that (G i , A i ) is a 2−strip with A i = {A i , B i } and where A i , B i belong to the same class of the partition, i.e. A i , B i ⊆ P for some P ∈ P. In this case, A i ∪ B i is a clique separator for G and we can apply the same reasoning as before to get rid of this strip. Observe however that here we need to assume slightly more than before i.e. that we can separate over ST AB(G + i ) for where G + i is obtained from G i by adding all (non existing) edges between A i and B i . But given a compact (possibly extended) formulation for ST AB(G i ), it is easy to derive a compact extended formulation for ST AB(G + i ) and thus to separate over this polytope. Indeed, we can simply consider the union of the stable sets of
and by taking their union using the standard Balas formulation [1] (each polytope can be derived from
. We assume thus that we have such a compact (extended) formulation for 2-strips with both extremities in a same class of the partition.
We need some extra notation. If we are given two strips (G 1 , {A 1 , B 1 }), (G 2 , {A 2 , B 2 }), their gluing is the  graph, denoted as G 1 + G 2 , that is the composition of  (G 1 , {A 1 , B 1 }) , (G 2 , {A 2 , B 2 }) with respect to the partition {{A 1 , A 2 }, {B 1 , B 2 }}. We will deal in particular with the gluing G + g with the strip (g, A g ) such that V (g) = {w 1 , w, w 2 }, edge set E(g) = {w 1 w 2 , w 1 w, w 2 w}, and A g = {{w 1 , w}, {w 2 , w}} (note that this strip is "isomorphic" to the strip we used in Section 3). In the following, we refer to the strip (g, A g ) as the trivial strip. We also denote by S(G) the family of stable sets of G, and, given S ∈ S(G), we denote by x S its incident vector. 
For a strip (G, A) with A = {A, B} and point x ∈ ST AB(G), let t (resp. t) be the minimum (resp. maximum) t such that x| G ∈ ST AB (G, t, A, B) . Clearly, t ∈ [0, 1]. Observe that, by convexity, for all t ∈ [t, t], x| G ∈ ST AB(G, t, A, B). Note that t and t are functions of x, but we omit this explicit dependence since the corresponding x will always be clear from the context. For any 0 ≤ t ≤ 1 and x, we denote by x| G+g the extension of the point x on vertices V (g) as follows:
Again, x| G+g depends on t, but for the sake of simplicity we omit the explicit dependence. Proof. Necessity:
Extend each stable set S on g picking w if S ∩ A = ∅ and S ∩ B = ∅, picking w 1 if S ∩ A = ∅ and S ∩ B = ∅, picking w 2 if S ∩ A = ∅ and S ∩ B = ∅ and picking none if S ∩ A = ∅ and S ∩ B = ∅; denote the corresponding incidence vector by y S . Then x| G+g = S λ S y S , proving that x| G+g ∈ ST AB(G + g).
Sufficiency: If x| G+g ∈ ST AB(G + g), then x| G+g can be expressed as convex combination of stable sets of G + g. Thus, there exist λ ∈ R |S(G+g)| + such that S∈S(G+g) λ S = 1 and x| G+g = S∈S(G+g) λ S x S . We use the restriction of x S to G to prove that x lies in ST AB (G, t, A, B) . Hence we need to prove that δ = S:S∩A =∅,S∩B =∅ λ S is equal to t. By definition, the sum of the λ of the stable sets picking w is exactly 1 + t − x(A) − x(B). On the other hand, stable sets intersecting A or B cannot pick w, thus the sum of the λ of stable sets picking w is at most
It follows that δ ≥ t. Vice-versa, the stable sets picking w, w 1 or w 2 cannot intersect both A and B, thus
It follows from Lemma 4.1 that t and t are the minimum and maximum values of t for which x| G+g lies in ST AB(G + g).
The separation routine
Let G be a graph that is the composition of 2−strips (G 1 , A 1 ) , . . . , (G k , A k ) w.r.t. P, and recall that we assume that the extremities lie in different classes of P. Consider the graph H obtained by replacing each strip (G i , A i ) with the generalized trivial strip, i.e. the strip (g * , A g * ) such that V (g * ) = {u, w, w 1 , w 2 , v}, E(g * ) = {uw, uw 1 , ww 1 , ww 2 , w 1 w 2 , vw, vw 2 , }, and A g * = {{u}, {v}}. More formally, H is the composition of the generalized trivial strips (g *
w.r.t. the partition P obtained as follows: for each P ∈ P and A i ∈ P (resp. B i ∈ P ), replace A i (resp. B i ) with {u i } (resp. {v i }). As one easily checks (e.g. using Definition 3.3 and Lemma 3.2 in [7] ), H is a line graph. Let us denote by f :
.,k to a vector y indexed over the vertices of H as follows: for each i, y(
and y(w
In the next lemma, we use point y to deduce a sufficient and necessary condition for a point to be in ST AB(G). A i ) . Note that G can be expressed as the gluing of (G i , A i , B i ) with some strip (G i , A i , B i ). We construction the multipliers γ st are nonnegative, and their sum equals 1. Moreover,
proving the thesis. (End of the claim.)
, and by F i + g i the gluing of (F i , {{z 
) (where y is the function of x, {t i , t i } i=1,...,k defined before).
Proof.
From Lemma 4.1, Claim 4 and from what argued above, we know that x ∈ ST AB(G) if and only if there exists
S for some nonnegative coefficients λ that sum to 1. We suitably modify λ to a new coefficient vector λ and show that (x| 
Observe that since x |gi is an affine function of t i and x |Ai , x |Bi , we have a linear system of inequalities in x |Gi , t i and ζ and thus the bounds on t i can be expressed as affine functions of x Gi and ζ. That is, we can rewrite the system in the form: {(x |Gi , ζ, t i ) : 
Recall that H is a line graph, thus a complete description of ST AB(H) is available. Also f (x, t i ,t i , i = 1, .., k) is an affine function of x, t i ,t i , i = 1, .., k, thus the system above gives a linear extended formulation of ST AB(G).
Application to claw-free graphs
Suppose now that G is claw-free and, in particular, following Theorem 2.1, G is the composition of strips (G i , A i ), i ∈ [k] that are either distance simplicial or with stability number at most three. In order to apply the tools developed throughout Section 4, it suffices to have a compact, linear description of ST AB(G i + g i ) for each 2-strip (G i , A i ) having its extremities in different classes of the partition and a compact, linear description of ST AB(G i ) for all other strips (G i , A i ). Each strip either has α(G i ) ≤ 3 or is distance simplicial and thus a compact linear description for ST AB(G i ) follows from Lemma 2.1. Let us now consider ST AB(G i +g i ) for each 2-strip (G i , A i ) having its extremities in different classes of the partition. When α(G i ) ≤ 3, this description immediately follows from the fact that α(G i + g i ) ≤ 4, and we can repeat the arguments from Lemma 2.1. For the other case, we first need to know how a distance simplicial strip glued with the trivial strip looks like (recall from Theorem 2.1 that we need to consider only the case where the extremities are disjoint). The next lemma shows that it is actually a distance claw-free graph, thus we can rely again on Lemma 2.1. Lemma 4.3. Let (G, {{A}, {B}}) be a strip such that A ∩ B = ∅ and G is distance simplicial with respect to A and B. Let (g, A g ) be the trivial strip. G + g is distance claw-free.
Proof. First we argue that G + g is claw-free. Suppose to the contrary that G + g has a claw, that we denote by {v; A net is the graph with vertices v 1 , v 2 , v 3 , a 1 , a 2 , a 3 and edges v i v j for i = j and a i v i for i = 1, 2, 3. As it is shown in [7] , a graph that is distance simplicial with respect to some clique is net-free, so G is net-free, i.e., it has no induced nets. We now show that also G + g is net-free. Suppose by contradiction that G + g has an induced net, and let first {v 1 , v 2 , v 3 } ∩ V (g) = ∅. We claim that we can assume w.l.o.g. that v 2 , v 3 / ∈ V (g). This goes as follows. If w ∈ {v 1 , v 2 , v 3 }, we assume w.l.o.g. that w = v 1 and then, v 2 , v 3 / ∈ V (g) (since N G+g (w 1 ), N G+g (w 2 ) ⊆ N G+g (w)). On the other hand if w / ∈ {v 1 , v 2 , v 3 }, we can rule out that v 1 = w 1 and v 2 = w 2 , since there exists no vertex v 3 distinct from w that is adjacent to both w 1 and w 2 (recall that A and B are distinct). Hence w.l.o.g. we assume that v 2 , v 3 / ∈ V (g). Now either v 2 and v 3 belong to different extremities of (G, {{A}, {B}}) or they belong to the same extremity. In the former case, a 1 would be adjacent to either v 2 or v 3 , a contradiction; in the latter
