ABSTRACT Girth plays an important role in the design of low-density parity-check (LDPC) codes. Motivated by the works on the girth of some classes of Tanner quasi-cyclic (QC) LDPC codes, e.g., Tanner (3, 5), (3, 7), (3, 11), and (5, 7) codes, we, in this paper, study the girth of Tanner (J , L) QC-LDPC codes where J and L can be any two positive integers. According to the sufficient and necessary conditions for the existence of cycles of lengths 4, 6, 8, and 10, we propose an algorithm to determine the girth of Tanner (J , L) QC-LDPC codes with finite code lengths. Through the analysis of the obtained girth values, we generalize the laws of the girth distributions of Tanner (J , L) QC-LDPC codes. Furthermore, based on the exponent matrices of Tanner (J , L) QC-LDPC codes with known girths, we employ the column selection method and/or the masking technique to construct binary/nonbinary LDPC codes. The numerical results show that the constructed LDPC codes have good performance under iterative decoding over the additive white Gaussian noise channel.
I. INTRODUCTION
It is well known that girth plays an important role in the design of low-density parity-check (LDPC) codes [1] - [3] . In general, random-like LDPC codes are constructed by means of computer search, e.g., progressive-edge-growth (PEG) algorithm [4] , under some certain rules that can ensure good girth values. As another kind of LDPC codes, structured codes constructed from algebraic tools, such as combinational design [5] , finite field [6] , graph theory [7] , and finite geometry [8] , naturally have good girth because of these algebraic structures. Numerical results show that these two classes of well-designed LDPC codes have good performance. The 1's in the parity-check matrix of random-like codes are irregularly distributed, which significantly interferes with their hardware implementation. Hence, the structured codes have attracted more and more attention of the academia and industry.
Quasi-cyclic (QC) LDPC codes [9] are an important class of the structured codes, and have the advantages of fast iterative decoding convergence [10] , good performance in the waterfall and error-floor regions, and easy implementation of decoding [11] and encoding [12] , [13] . It is well known that the girth of fully-connected QC-LDPC codes is at most 12 [9] . So far, few construction methods of QC-LDPC codes are known to guarantee a large girth value, and the common one of such methods is proposed by Tanner et al. [14] . Actually, the codes R. M. Tanner presented are (J , L)-regular QC-LDPC codes. For convenience, we call them Tanner (J , L) QC-LDPC codes or Tanner codes for short. It is easy to prove that Tanner (J , L) QC-LDPC codes have no girth 4. Although Tanner (J , L) QC-LDPC codes have good girths, their girth distributions are unknown. Notice that, for QC-LDPC codes, there exists a relation between the girth values and the lifting sizes. Recently, Amirzade and Sadeghi et al. proposed the lower bounds on the lifting size of fully-connected single-edge QC-LDPC codes based on difference matrices [15] . Moreover, an analytical lower bound on the lifting size of multiple-edge QC-LDPC codes with girth 6 had been presented [16] .
In 2006, Kim et al. [17] analyzed the cycles of Tanner (3, 5) QC-LDPC codes with lifting size p, where p is a prime of the form 15i + 1, and derived their girth distributions as follows.
1) When p is equal to 31, the girth of the Tanner (3, 5) QC-LDPC code is 8; 2) When p takes values in {61, 151}, the girth of the Tanner (3, 5) QC-LDPC code is 10; 3) When p takes values in P 15 \{31, 61, 151}, the girth of the Tanner (3, 5) QC-LDPC code is 12. Note that P 15 is a set of the primes p such that p ≡ 1 (mod 15). The results in this work are very encouraging. It shows that most Tanner (3, 5) QC-LDPC codes can reach the maximum girth value of 12, and only a finite number of Tanner (3, 5) codes have girths 8 and 10. Subsequently, Gholami and Mostafaiee [18] studied the girths of Tanner (3, 7) QC-LDPC codes, and their girth distributions were provided. Recently, we presented the girth distributions of Tanner (3, 11) and (5, 7) QC-LDPC codes [19] , [20] . Similar to the results of the (3, 5) case, the majority of Tanner (3, 7) , (3, 11) , and (5, 7) QC-LDPC codes have girth 12, and a limited set of Tanner codes have girths 6, 8, and 10. As so far, the girth of Tanner (J , L) QC-LDPC codes is unknown for the remaining (J , L) cases.
The main contributions of this paper are summarized as follows.
• We analyze the cycles of Tanner (J , L) QC-LDPC codes, and present an algorithm to determine their girth values. Limited by the computational capabilities, we can only solve the girth problem of Tanner (J , L) QC-LDPC codes with finite code lengths. But this is enough, since the code lengths of the actual required codes are finite. Based on the obtained girth values, we summarize the laws of the girth distributions of Tanner (J , L) QC-LDPC codes and present two conjectures on the girth of Tanner (J , L) QC-LDPC codes without the limit of code length.
• Since the lifting size p of Tanner codes should be a prime and the number of the primes is relatively small, the available Tanner (J , L) QC-LDPC codes are not enough. This will affect their practical applications. Therefore, based on the exponent matrix of a Tanner (J , L) QC-LDPC code with the known girth, we propose a method for constructing binary/nonbinary LDPC codes by employing the column selection method and/or the masking technique. Simulation results show that the constructed binary/nonbinary LDPC codes perform well over the AWGN channel under iterative decoding.
The remaining of this paper is organized as follows. Section II introduces the definition of Tanner (J , L) QC-LDPC codes, and analyzes their cycle structure. Section III provides the girth distributions of Tanner (J , L) QC-LDPC codes with finite code lengths. In Section IV, we present the construction of binary/nonbinary LDPC codes based on the exponent matrices of Tanner (J , L) QC-LDPC codes with known girths, and some numerical results are also given. Finally, the conclusion of this paper is presented in Section V.
II. CYCLES IN TANNER (J , L) QC-LDPC CODES
Let J and L be any two positive integers, and L > J ≥ 2. A (J , L)-regular QC-LDPC code of length Lp is specified by the null space of the following binary matrix
where for 0 
This matrix P is called exponent matrix.
In 2001, Tanner et al. [14] proposed a class of (J , L)-regular QC-LDPC codes, called Tanner (J , L) QC-LDPC codes in this paper, which can be defined as follows:
Let p be a prime and F p a prime field. The general form of a parity-check matrix of a Tanner (J , L) QC-LDPC code is represented by H in (1) with 
To make it clear, here we give an example. Consider a prime field F 7 . It is clear that its primitive sixth roots of unity, i.e., primitive elements, are 3 and 5. Let α = 3. Based on the above definition, the exponent matrix of the Tanner (2, 3) QC-LDPC code of length 21 is
The parity-check matrix of this Tanner (2, 3) QC-LDPC code is denoted by H 0 . Since the lifting size is 7, the elements in the matrix P 0 stand for 7 × 7 CPMs in H 0 . For example, the element 1 located at the first row and the first column of P 0 stands for the following 7 × 7 CPM 
B. CYCLES IN TANNER (J, L) QC-LDPC CODES
Tanner graph [21] is a bipartite graph whose incident matrix is the parity-check matrix. A cycle is a closed path in the Tanner graph that begins and ends at the same vertex. The length of the shortest cycles in the Tanner graph is called girth, denoted by g. As in [9] , a cycle of length 2i of Tanner (J , L) QC-LDPC codes specified by H in (1) can be expressed as an ordered CPM sequence
with j m = j m+1 , l m = l m+1 for 0 ≤ m ≤ i − 1. This sequence can be uniquely represented by the following ordered pairs
As shown in [22] , the sufficient and necessary condition for the existence of this cycle of length 2i is
where g ≤ 2i ≤ 2g−2. Based on this sufficient and necessary condition, we have following theorem.
Theorem 1: The sufficient and necessary condition that Tanner (J , L) QC-LDPC codes specified by H in (1) have girth at least
where
The above theorem is useful for computing the girth of Tanner (J , L) QC-LDPC codes. According to Theorem 1, the girth of Tanner (J , L) QC-LDPC codes can be obtained based on their exponent matrices, since all numbers in equation (3) are the elements in the exponent matrices.
Algorithm 1 Determining/Computing the Girth of Tanner (J , L) QC-LDPC Codes With Finite Code Lengths
Input: Construct an exponent matrix P based on (2) and the (JL)-th root α;
5
Compute the girth k based on the exponent matrix P and equation (3); 6 Put the prime p into the set G k .
III. ON THE GIRTH OF TANNER (J , L) QC-LDPC CODES WITH FINITE CODE LENGTHS
Based on Theorem 1, we present an algorithm, i.e., Algorithm 1, for solving the girth problem of Tanner (J , L) QC-LDPC codes with finite code lengths. Note that the variable U in the input of Algorithm 1 is an upper bound of the search space for p. It can be arbitrarily set according to the practical situation, e.g., the values of J and L, and the computational complexity. From Algorithm 1, it can be seen that the computational complexity is mainly dominated by the computation of the girth. According to Theorem 1, we can see that by checking if equation (3) is satisfied, we can obtain the girth value. For a J × L exponent matrix and a cycle of length 2i, the number of equation (3) that we need to check is at most J i L i . Hence, the complexity of Algorithm 1 is about O(J i L i ). It is noticeable that the maximum girth value of Tanner (J , L) QC-LDPC codes is 12. Therefore, i ≤ 6. Moreover, the size of the exponent matrix is not too large. That is, J and L are not large. Based on the above, we can see that the computational complexity of Algorithm 1 is acceptable. To illustrate the effectiveness of the proposed algorithm, some results on the girth of Tanner (J , L) QC-LDPC codes are recorded in Tables 5, 6 , 7, and 8 of Appendix. Note that the upper bound U is set to 200000.
Next, we will present the girth property of Tanner (J , L) QC-LDPC codes with finite code lengths according to the results in Tables 5-8. 1) The case of J = 2: For U = 1000, Fig. 1 depicts the relation between the girth values and the lifting sizes p of Tanner (2, L) QC-LDPC codes. The following two laws can be easily found:
• When L is an even number, the girth of Tanner (2, L) QC-LDPC codes is 8.
• When L is an odd number, the girth of most Tanner (2, L) QC-LDPC codes is 12. Notice that when U = 200000, the above two laws do also exist.
2) The case of J = 3: For U = 1000, the relation between the girth values and the lifting sizes p of Tanner (3, L) QC-LDPC codes is shown in Fig. 2 . The following three laws can be easily found:
• When L is a multiple of 3, the girth of Tanner (3, L) QC-LDPC codes is 6.
• When L is a prime number, the girth of most Tanner (3, L) QC-LDPC codes is 12.
• When L is neither a multiple of 3 nor a prime number, the girth of most Tanner (3, L) QC-LDPC codes is 8. Note that when U = 200000, the above three laws do also exist.
3) The case of J = 4: Fig. 3 shows the relation between the girth values and the lifting sizes p of Tanner (4, L) QC-LDPC codes for U = 1000. Different from the cases J = 2 and J = 3, Tanner (4, L) QC-LDPC codes do not have the maximum girth 12. Furthermore, the following two laws can be also easily found:
• When L is a multiple of 4, the girth of Tanner (4, L)
QC-LDPC codes is 6.
• When L is not multiples of 4, the girth of most Tanner (4, L) QC-LDPC codes is 8.
Note that when U = 200000, the above two laws do also exist.
4) The case of J = 5: For U = 200000, we can generalize the following three laws based on the results in Table 5: • When L is a multiple of 5, the girth of Tanner (5, L) QC-LDPC codes is 6.
• When L is a prime number, the girth of most Tanner (5, L) QC-LDPC codes is 12.
• When L is neither a multiple of 5 nor a prime number, the girth of most Tanner (5, L) QC-LDPC codes is 8. 5) The case of J = 6: Similar to the case J = 4, the girth of Tanner (6, L) QC-LDPC codes only have girths 6 and 8. Furthermore, the following two laws can be generalized based on the results in Table 5 for U = 200000:
• When L is a multiple of 3, the girth of Tanner (6, L) QC-LDPC codes is 6.
• When L is not multiple of 3, the girth of most Tanner (6, L) QC-LDPC codes is 8. It is noticeable that for Conjecture 2, some cases had been proved. In [17] , the minimum prime p 0 for Tanner (3, 5) QC-LDPC codes is 181. For the case (J , L) = (3, 7), p 0 = 3319 [18] . The case (J , L) = (3, 11), p 0 = 1597597 [19] , and when (J , L) = (5, 7), p 0 = 27136691 [20] . The other cases need further research to find the minimum prime p 0 .
IV. CONSTRUCTION OF BINARY/NONBINARY LDPC CODES
In general, LDPC codes with large girth and small number of short cycles have better performance in the waterfall and error-floor regions [6] . Based on the previous analysis, we can see that Tanner (J , L) QC-LDPC codes have good girth property. However, for given J and L, the lifting size p of the Tanner (J , L) QC-LDPC code is specific, i.e., p ≡ 1 (mod JL). In other words, for a given code rate, the available Tanner (J , L) QC-LDPC codes with lifting size p are not enough because of the existence of the primes p. This makes Tanner (J , L) QC-LDPC codes hard to meet the requirements of various practical applications.
In this section, based on the exponent matrix of a Tanner (J , L) QC-LDPC code with known girth, we construct binary/nonbinary LDPC codes by using the column selection method and the masking technique. Notice that the column selection method and the masking technique can be used either jointly or separately. How to use them should depend on the actual situation. Next, we introduce the column selection method and the masking technique one by one.
Assume that we need to construct an (s, t)-regular binary QC-LDPC code of length tp where p is a prime and p > st. The lifting size of this code is p. By factorizing the integer (p − 1), we can find two positive integers J and L such that J ≥ s, L ≥ t, and (JL) | (p − 1). Note that JL should be a divisor of (p − 1) and then we can find a primitive (JL)-th root α of unity in F p . Based on the equation in (1) and the parameters J , L, p, and α, we can construct a Tanner (J , L) QC-LDPC codes whose exponent matrix is P in (2) . Notice that the size of P is J × L. We select an s × t submatrix from P, and replace the elements of this submatrix with the corresponding CPMs, then an s × t array H of p × p CPMs is obtained. The null space of this matrix H gives an (s, t)-regular binary QC-LDPC code.
Based on the above construction, the key step is the selection of the s × t submatrix from P. The size of the selection space is
In order to reduce the size of the selection space, we usually choose the first s rows as the s candidate rows. Therefore, the submatrix selection is translated into the column selection. That is, we need to select t columns from L columns. At the moment, the size of this selection space is reduced to
When the combination number L t is not large, we can employ an exhaustive search to find t good columns. Otherwise, we need to set an upper bound V on the selection number, and randomly search V combinations of t columns from L columns, then find one best combination of t columns. It is noticeable that the selection criterion of t good columns is the resulting QC-LDPC code with large girth and small number of shortest cycles.
If the QC-LDPC codes constructed by the column selection method do not have good cycle distribution, we will use the masking technique to further optimize QC-LDPC codes. Actually, masking operation is the replacement of CPMs in the parity-check matrix by zero matrices (ZMs) of the same size. Assume that we obtain an s × t array H(s, t) = [I(p j,l )] of p × p CPMs constructed from the above process. Let 
M(s, t) = [m j,l ] be an s × t matrix over GF(2). Define the following product of M(s, t) and H(s, t):

Z(s, t) = M(s, t) ⊗ H(s, t) = [m
family of CPMs in H(s, t) is masked by the 0's in M(s, t). M(s, t)
is referred to as masking matrix. Recently, lots of methods for constructing masking matrices had been proposed in [6] and [22] - [25] . In this paper, we employ the method in [22] to construct the masking matrix. Based on the masking operation, the resulting QC-LDPC code has possibly larger girth and fewer short cycles than the original unmasked QC-LDPC code.
Based on the column selection method and the masking technique, we can easily construct a binary QC-LDPC code whose parity-check matrix H consists of CPMs and ZMs of the same size. By replacing 1's in H with the nonzero elements of finite field GF(q), we obtain a matrix over GF(q). The null space of this matrix gives a q-ary LDPC code. There are two replacement operations: 1) if 1's in H are randomly replaced with nonzero elements of GF(q), the resulting nonbinary LDPC code is not quasi-cyclic; 2) if 1's of a CPM in H are replaced with the same nonzero element of GF(q), then the resulting nonbinary LDPC code is quasi-cyclic.
In order to illustrate the effectiveness of the presented construction, the error performance of several proposed LDPC codes and the comparable codes is provided in the following.
First, we construct a QC-LDPC code by only using the column selection method. [26] , [27] . Hence, it can be seen from Table 1 that the proposed code C 1 (isomorphic to C 2 ) has the largest girth 10 and the smallest number of shortest cycles (i.e., cycles of length 10). Since C 1 , C R2 , and C R3 are isomorphic to C 2 , C R6 , and C R7 , respectively, we only need to provide the bit error rate (BER) performance of six (1086, 545) QC-LDPC codes, shown in Fig. 4 . The decoding algorithm employs the sumproduct algorithm (SPA) with 50 iterations. The used channel is the BPSK modulated AWGN channel. Fig. 4 shows that, To show the performance of the proposed codes, we also present in Fig. 5 the BER of the (3, 6)-regular (1016, 508) QC-LDPC code constructed based on the partial geometry (PaG), denoted by (1016, 508) PaG-QC-LDPC code [8] . The exponent matrix of this code is Table 2 . We can see that the proposed code has VOLUME 7, 2019 TABLE 2. The cycle distribution of the proposed (3, 6)-regular (1086, 545) QC-LDPC codes and the comparable (3, 6)-regular (1016, 508) QC-LDPC code constructed based on the partial geometry (PaG) [8] in Example 1. Next, by employing the masking technique, the construction of a nonbinary LDPC code is provided. Moreover, the effect of cycle distribution on LDPC codes could be found in the following example. By the method in [22] , we design the following masking matrix M(3, 6) for the exponent matrix [5] and the array based 256-ary (124, 62) LDPC code in [23] .
an exponent matrix P 7 of size 2 × 8. By choosing the 4th, 5th, 6th, and 7th columns of P 7 , we can obtain the following 2 × 4 exponent matrix Fig. 8 . Also shown in Fig. 8 is the performance of the comparable 64-ary (504, 252) LDPC code constructed based on a matrix-theoretic approach [32] . It is noticeable that these two codes have the same degree distribution. Fig. 8 shows that, at the BER of 10 −6 , the proposed code achieves a coding gain of 0.18 dB over the comparable 64-ary (504, 252) LDPC code. Based on the above four examples, we can see that the proposed LDPC codes have good performance under iterative decoding. There may be two reasons. First, the girth property of Tanner (J , L) QC-LDPC code assures that the proposed codes have good girth values. Second, combined with the column selection method and masking technique, the girth of the proposed codes can be further enlarged, and their short cycles are reduced drastically. Therefore, the proposed codes have good cycle distribution.
V. CONCLUSION
In this paper, we studied on the girth of Tanner (J , L) QC-LDPC codes with finite code lengths. According to the sufficient and necessary conditions for the existence of masking technique. Numerical results show that the proposed binary/nonbinary LDPC codes have good performance under iterative decoding.
APPENDIX
In this appendix we record the number of lifting sizes p of Tanner (J , L) QC-LDPC codes with different girths for 2 ≤ J ≤ 6 and J < L ≤ 32, and some examples of p's are also provided.
