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We study a new version of the domination problem in which the dominating set is required 
to be a clique. The minimum dominating clique problem is NP-complete for split graphs and, 
hence, for chordal graphs. We show that for two other important subclasses of chordal graphs 
the problem is solvable efficiently. We present an O(m . logn) algorithm for strongly chordal 
graphs and an O(n”) algorithm for undirected path graphs. 
1. Introduction 
An important task in the investigation of algorithmic graph problems is to find 
special classes of perfect graphs which admit polynomial time solutions of 
NP-complete graph problems and are as large as possible, or, on the other hand, 
to find special classes, for which the problem remains NP-complete, which are 
small. A lot of work was done for some special problems, as e.g. 
HAMILTONIAN CIRCUIT, MINIMUM CUT LINEAR ARRANGEMENT, 
SEARCH NUMBER (cf. [ll, 161) and many others, but the “embroidery 
champion of the world” is the domination problem [17]. 
The problem itself and many variants in which the dominating set is required to 
be independent or a cycle, induce a subgraph which is connected or without 
isolated vertices are studied very extensively in the last years. The complexity 
status, i.e. whether the problem remains NP-complete or is solvable in polyno- 
mial time for the restricted class of graphs, is known for a lot of special classes. 
We refer the reader to [7,17,18]. 
The aim of this paper is to present results on the variant of the domination 
problem in which the dominating set is required to be a clique. 
This paper is organized as follows: Section 2 contains necessary notions and 
definitions. In Section 3 we summarize some results on the problem of 
determining a dominating clique. In Sections 4 and 5 we present polynomial 
time algorithms for locating a dominating clique of minimum cardinality for 
strongly chordal graphs and undirected path graphs, respectively. The main part 
of the paper shows how to use special structural properties of graph classes to 
design efficient algorithms. 
We will present an O(m - logn) algorithm for strongly chordal graphs and an 
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0(n4) algorithm for undirected path graphs (where it denotes the number of 
vertices). 
We finish the paper with some remarks related to the notion of “separation in 
complexity” of graph classes, introduced by Johnson in [18]. 
2. Basic notions and properties 
Throughout this paper we study only finite, undirected graphs G = (V, E) with 
no loops and no parallel edges, where V denotes the set of vertices of G; E, the 
set of its edges; it is the number of vertices; and m, the number of edges of G. A 
set V’ c V is said to be a clique if for all x, y E V’ {x, y} E E holds; V’ is said to 
be a maximal clique if every proper superset of V’ is not a clique. A set V’ _c V is 
said to be a dominating set if for all u E V - V’ there is a TV E V’ such that 
{u, v} E E. 
Let F be a finite family of non-empty sets. An undirected graph G is an 
intersection graph for F if there is a one-to-one correspondence between the 
vertices of G and the sets of F such that two sets have a non-empty intersection 
exactly when the corresponding vertices are connected by an edge in G. In this 
situation F is said to be an intersection model for G. 
A special issue of Discrete Mathematics [25] on interval graphs and related 
topics contains a lot of interesting results and attention is given to intersection 
graphs of subgraphs of a tree, e.g. subtrees and paths. The difference between 
vertex or edge intersection is studied there and also in [23]. We only consider the 
case of vertex intersection, i.e. the intersection of two subtrees is non-empty if 
they share at least a vertex. 
Now we mention some classes of perfect graphs. All definitions not given here 
are standard and can be found, e.g., in [2,15]. 
A graph G = (V, E) is perfect if for every subset V’ c V, x(G,,,) = w(G,,) holds, 
i.e. for each induced subgraph Gv,, of G the chromatic number is equal to the 
size of a maximum clique. A graph G = (V, E) is chordal if every cycle of length 
exceeding three has a chord i.e. an edge joining two nonconsecutive vertices in 
the cycle. Chordal graphs are the intersection graphs of subtrees of a tree, i.e. the 
vertices of such an intersection graph correspond to subtrees and an edge 
connects two vertices if the corresponding subtrees share at least one vertex (cf. 
[I27 ISI). 
In this manner three subclasses of chordal graphs can be defined: 
Undirected path graphs are the vertex intersection graphs of undirected path in 
a tree. These graphs are also called VPT-graphs [25] and UV-graphs [23]; in both 
cases to label the great difference to edge intersection graphs. 
Directed path graphs are the vertex intersection graphs of directed paths in a 
(rooted) directed tree, such that to each vertex corresponds a subpath from the 
root to a leaf of the tree [13]. In [23] they are called RDV-graphs. 
Finding dominating cliques efficiently 227 
O(n+m) 
iP 77 Interval 
O(n+m) 
Fig. 1. Containment relations. 
Interval graph are directed path graphs where the tree is itself a path. Usually 
they are defined as the intersection graphs of a family of intervals of the real line. 
SpZit graphs G = (V, E) are those graphs whose vertex set can be partitioned 
into a clique C and an independent set 1. It is known that G is a split graph iff G 
and G = (V, I?) are chordal graphs. 
In [lo] another important subclass of chordal graphs was introduced - the class 
of strongly chordal graphs: 
Let N(v)gf{y: {y, V} E E} and N[v]sfN(~) U {v}. A vertex v is simplicial in 
G if N(v) forms a clique in G. A vertex t.~ E V is simple if {N[u]: u E iV[v]} can be 
linearly ordered by inclusion. 
It is known that a graph G is chordal iff every (nonempty) induced subgraph of 
G has a simplicial vertex (cf. [15]). Farber has also shown in [lo] that G is 
strongly chordal iff every induced subgraph of G has a simple vertex. (We can 
take this characterization of [lo] as the definition of the class.) It is also 
mentioned in [lo] that each simple vertex is also a simplicial one. 
For the definition of other classes of perfect graphs we refer to the well-known 
book of Golumbic [15]. Many results on the restriction of NP-complete graph 
problems to special classes of graphs can be found in [18], which is also a source 
for open problems in this field. 
3. Dominating clique problems 
Shortly we consider the (existence) problem: find out, whether the graph has a 
dominating set which forms a clique, called dominating clique. 
DOMINATING CLIQUE (abbr. DC) gf 
{G = (V, E): there is a V’ E V such that 
(1) for all u E V - V’ there is a v E V’ such that {u, V} E E, 
(2) for all ul, u2e V’ {vl, v2} E E}. 
was introduced in [4,8, 191. The problem DC is NP-complete for perfect graphs 
(and even for weakly triangulated graphs) [4]. This problem is of interest for 
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graphs with diameter at most three, i.e. the maximum distance between two 
arbitrary vertices in a connected graph is at most three; since obviously all graphs 
with a dominating clique have diameter at most three. Recently Damaschke has 
shown that a chordal graph has a dominating clique iff it has diameter at most 
three [21]. 
DC is solvable in polynomial time for a lot of special classes of perfect graphs, 
e.g. comparability graphs and chordal graphs. The same is true for the problem of 
locating a maximum dominating clique (which is obviously NP-complete for the 
class of perfect graphs) [4]. 
The most interesting variant is the minimum dominating clique problem: locate 
a minimum dominating clique or find out that there is no dominating clique. Its 
decision version 
MINIMUM DOMINATING CLIQUE (abbr. MDC) sf 
{(G, k): G = (V, E) graph, k E Z, G has a dominating clique V’ such 
that IV’1 6 k} 
remains NP-complete for split graphs, which is a consequence of the basic 
polynomial transformation from the NP-complete problem VERTEX COVER to 
DOMINATING SET (cf. [6,7]). (Note that consequently MDC is NP-complete 
for chordal graphs!) 
For interval graphs and for comparability graphs the following statement holds: 
If a graph has a dominating clique, then it has a dominating edge or a dominating 
vertex, i.e. a dominating clique of size one or two. Consequently, there is a linear 
time algorithm for interval graphs, and an O(n - m) algorithm for comparability 
graphs, for solving the minimum dominating clique problem. We should mention 
that, unlike a lot of other graph parameters, the following holds: If a graph has 
dominating cliques of size kl and k3 it does not necessarily have a dominating 
clique of size kZ, for every k2, with kl < k2 < k3, ki E Z. (see Fig. 2.) 
The main purpose of this paper is to settle the complexity status of the MDC 
problem for two important subclasses of chordal graphs, which have been open 
up to now: strongly chordal graphs and undirected path graphs. We present 
Fig. 2. A graph with dominating cliques of sizes 3 ({1,2,3}) and 5 ({4,5,6,7,8}), but none of size 4. 
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polynomial time algorithms for both problems: O(m - log n) for strongly chordal 
graphs and O(n”) for undirected path graphs. Thus the borderline between P and 
NP is fully determined for the classes in Fig. 1; the MDC problem is NP-complete 
for chordal and split graphs and is in P, i.e. solvable in polynomial time, for 
undirected path graphs, strongly chordal graphs, directed path graphs and 
interval graphs. 
4. MDC for strongly chordal graphs 
For our algorithm we need a characterization of strongly chordal graphs which 
is similar to perfect elimination orderings for chordal graphs. 
Farber [lo] showed that G is strongly chordal iff it is possible to order the 
vertices vl, u2, . . . , 21, in such a way that, for each i E (1, 2, . . . , n}, vi is a 
simple vertex of Gi dgf G,,, ,,+,, , ““1. Such an ordering is called a simple 
elimination ordering. Suppose that ulr u2, . . . , ZJ, is a simple elimination ordering 
of V. Then it is a strong elimination ordering (str.e.0.) if it satisfies: For each 
i <j< k, if vi and vk belong to Ni[vj] in Gi then Ni[Vj] ~lvj[vk], where 
Ni[V[]gff[V[] fl {Vi, Vi+l, 3 . . 7 v,} for 13 i - the neighbourhood in Gi. In other 
words, for each vertex vi we require that the ordering of the vertices in Ni[vi] is 
consistent with the ordering by inclusion of this nested family. Hence the 
rightmost element Vj of Ni[vi] in this ordering satisfies Ni[uj] 2 Ni[u] for all 
u E ZVi[vi]. Farber [lo] shows that G is strongly chordal iff it admits a strong 
elimination ordering and describes an O(n”) algorithm for obtaining such an 
ordering. A simple elimination ordering can be obtained in time O(n’) [l]. 
Recently, the best known time bound of a recognition algorithm for strongly 
chordal graphs is O(m . log n). This algorithm of Paige and Tarjan additionally 
determines a strong elimination ordering [24]. For describing our MDC algorithm 
we need some additional concepts of graph theory: 
For V’ c V we define N[V’] = Uvsvf N[v] and N(V’) = N[V’] - V’. Thus V’ is 
a dominating set iff N[V’] = V holds. 
We shall say VI c V dominates V2 c V if NIVI] 2 V2, in the case of singletons we 
omit the braces, i.e., e.g. u dominates V2 if &‘[u] 2 V, holds. 
If there is a path in G ‘containing u and v then the distance from u to v in G, 
denoted d,(u, v) (or d(u, v) when there is no ambiguity), is the smallest n such 
that there is a path of length n in G containing u and v. Otherwise, dc(u, v) = m. 
G is connected if d&u, v) < m for every U, v E V. If G is connected then the 
diameter of G, denoted diam G, is max{d,(u, v): U, v E V}. We assume that the 
input for our MDC algorithm is a strongly chordal graph G = (V, E) and a strong 
elimination ordering vl, v2, . . . , v, of the vertices of G. The main idea of the 
algorithm is the following: 
We pass the str.e.0. from left to right and start with ‘processing’ the vertex vi. 
In each iteration, i.e. all steps of the algorithm when a fixed vertex v is under 
consideration, called ‘processing’, one vertex of the dominating clique is 
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determined, the algorithm stops since G has no dominating clique, or there are 
no changings. 
The candidates for the minimum dominating clique are stored in a set D. 
U = U(D)dgf {u E V: d&u, v) 3 2 for every v E D} is the set of vertices which 
have neither a neighbour in D nor belong themselves to D (the set of vertices 
which are ‘undominated’ with respect to D). Consequently, if u E U holds we 
have to incorporate a vertex of N[u] in D in order to make D a dominating set of 
G. On the other hand, D has to remain a clique in the whole process. Therefore 
we use the set S = S(D) ==f nveD N(v) as the set of all candidates  for extending 
the clique D in such a way that D U {s} remains a clique. 
Now we describe the algorithm. 
Algorithm. MDC. 
Input: A strongly chordal graph G = (V, E) with strong elimination ordering 
211, v2, . . . 7 v?z. 
output: “NO DOMINATING CLIQUE”, if G does not have a dominating 
clique. A minimum dominating clique, if G has a dominating clique. 
(0) Initially,S:=V, U:=V, D:=0andi:=l. 
(1) Process ui and distinguish the following three cases: 
(1.1) 21i E u. 
If N[vi] rl S = 0 holds then the algorithm stops after the output of “NO 
DOMINATING CLIQUE”. 
Otherwise perform: 
BEGIN 
j:=max{s:v,EN[v,]nS}; 
D:=DU{Vj}; 
U := U -N[lJj]; 
s := s n AQj). 
END 
If then U # 0 holds, increase i by one and go to (1). 
If U = 0 holds then the algorithm stops after the output of D as a 
minimum dominating clique. 
(1.2) ui E D. 
If S = 0 holds then the algorithm stops after the output “NO 
DOMINATING CLIQUE”. 
Otherwise perform: 
BEGIN 
k:=max{s:v,ES}; 
D := D U {Q}; 
u := u - N[V/(]. 
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END 
If U = 0 then output D. 
Otherwise output “NO DOMINATING CLIQUE”. 
In both cases the algorithm stops. 
(1.3) Vi$DIJU. 
Increase i by one and go to (1). 
We have to mention that this algorithm uses the basic idea of Farber’s 
algorithm for DOMINATING SET [9], but this idea has to be refined here. For 
this reason the correctness proof of Farber’s algorithm, which is easy to 
understand, cannot be transfered to our algorithm. 
We only give a sketch of the proof here, without any of the technical details. 
The interested reader is refered to [20] which also contains a PASCAL-like 
description of the algorithm. 
Theorem. The algorithm MDC halts after O(n + m) operations and is valid. 
The time bound is obvious. 
The correctness proof needs some additional notions and some technical 
lemmata. The main lemmata study the set {ur, u2, . . . , u,}. Thereby this set 
contains all those vertices uk, k E (1, 2, . . . , I-}, with the property that during 
processing vi a new vertex w, is taken into D, except that processing vi is the last 
iteration for the considered performance of the algorithm. 
Distance Lemma. For every Ui, ui, i, j E (1, 2, . . . , r}, i #j, we have: 
dc(Ui, ~j) = 3. 
Thus {ui, u2,. . . , u,} is a set of vertices of G with pairwise disjoint 
neighbourhoods (cf. [9]) and the size of a minimum dominating set of G, denoted 
y(G), is at least r. 
Neighbourhood Lemma. Every clique D,!, j E (1, 2, . . . , r}, which dominates 
{ Ul, u2, . . . , u,} and is of cardinal@ at most r, satisfies 
N[DI] G N[{w,, ~2, . . . 7 Wj}]. 
Thus the clique {w,, w2, . . . , wj} is optimal in this sense of domination among 
all cliques dominating {ur, u2, . . . , Uj} which have j vertices. 
A careful analysis of all cases of termination of the algorithm verifies then the 
correctness. It would be interesting to find a shorter correctness proof for this 
algorithm since “it seems to be valid from definition”. 
We should point out here that the strong elimination ordering can be 
constructed for directed path graphs in linear time [9]. Thus we get a linear time 
algorithm for MDC on directed path graphs, interval graphs and trees. For 
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strongly chordal graphs we use the algorithm of Paige and Tarjan 
construct a str.e.0. in time O(m - logn). Thus MDC is also solvable 
O(m . log n) for strongly chordal graphs. 
[24] to 
in time 
Finally we mention the most interesting consequence of the Distance 
Lemma: 
Whenever the strongly chordal graph G has a dominating clique we denote by 
ycliqu,_(G) the size of a minimum dominating clique. Since we construct a 
minimum dominating clique of size r + 1 for each clique dominated strongly 
chordal graph we have, because of the Distance Lemma, y(G) < Yclique (G) < 
y(G) + 1. This suggests to conjecture equality and surprisingly this is really true. 
Theorem. For every clique dominated strongly chordal graph G holds: 
The proof is not hard if one uses all structure lemmata of the proof of 
correctness [20]. A different proof is given in [21]. Similar results may not be 
expected for chordal graphs. 
Theorem. There is a chordal graph G = (V, E) with y(G) = 2, Yclique(G) = k and 
[VI = 2k + 1, for every k 2 3. 
Proof. We give a clique tree for G, i.e. for every vertex v E (1, 2, . . . , 2k + l} 
the corresponding subtree is the induced subtree of those vertices which contains 
v. (See Fig. 3.) It is easy to verify that the graph G has all the properties stated 
in the theorem. (1, 2k + l} is a minimum dominating set and {1,2,3, . . . , k} is a 
minimum dominating clique. 0 
Even if we restrict the diameter of the chordal graph to be at most 2 we cannot 
force the equality of y(G) and y,-irque(G). 
Theorem. There is a chordal graph G = (V, E) with diam(G) = 2, y(G) = 2, 
Yc,igue(G) =k and 1 VI = (k + l)* + 1, for every k 2 3. 
Fig. 3. 
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Fig. 4. 
Proof. We give the graph G = (V, E) for k 2 3: 
Vd~f{Uij:i,jEN, 1 ~i,j~k}u{a;b}U{ai,b,:i~N,l~i~k}, 
Eef { {Vii, II~[}: (i, j) # (k, I)} U {{a, a,}, {b, bi}: 1 s i s k} 
U {{a, Vii}, {b, Vii}: 1 s i, j Sk} U {{ai, Vii}, {vii, bj}: lci, jsk}. 
We show that G is chordal by giving a clique tree of G (See Fig. 4). {a, b} is a 
minimum dominating set of G and {vii: 1 s i s k} is a dominating clique. It 
remains to show that there is no dominating clique C of G with ICI < k. C cannot 
contain a and b and without loss of generality we assume b $ C. But then the 
independent set {b,, b2, . . . , bk} has to be dominated by {vii: i, j E N, 1 < i < 
k} U {b,, bz, . . . , bk} which obviously requires k vertices. Finally note that for 
every i, j E { 1, 2, . . . , k}, i fj, there is a path ui - 2rij - bj, thus G has diameter 
2. 0 
5. MDC for undirected path graphs 
We want to show in this section that it is possible to locate a minimum 
dominating clique in a given undirected path graph, i.e. a vertex intersection 
graph of paths in a tree, in polynomial time. It seems to be a nice example for 
showing the power of carefully studying the structural properties of graphs and 
extensively looking for the help of special cases. For each maximal clique C of G 
we transform the original problem into the problem of finding a minimum hitting 
set of a given collection of subsets of a set mn,. 
The problem HITTING SET is known to be NP-complete [ll], but because 
only paths are allowed in the intersection model we are again in a special case: 
This special case of HITTING SET can be solved by transforming it into the edge 
cover problem for a special graph constructed from the collection of subsets in 
m,. 
The problem EDGE COVER is solvable in polynomial time by determining a 
maximum matching of the graph. So we get an algorithm which solves the 
minimum dominating clique problem in time 0(n2.5 + n . m) if a characteristic 
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tree, i.e. a special intersection model (definition below) is part of the input. 
Otherwise such a model can be computed in time 0(n4) [14]. 
First we introduce some notions. The set of all maximal cliques of G will be 
denoted by @ and the set of the maximal cliques containing a vertex v will be 
denoted by a,,. Clearly, @&, is the set of maximal cliques of GNU,, the subgraph 
of G induced by N[v] := {w E V: {v, w} E E} U {v}. 
Theorem [ 14,231. A graph G is an undirected path graph if and only if there exists 
a tree T whose set of vertices is 65, so that for every vertex v E V, TaU, the 
subgraph of T induced by the vertex subset a),, is a path in T. Such a tree T will be 
called characteristic tree of G. 
[14] presents an algorithm which checks in time O(n”) whether a given graph is 
an undirected path graph by constructing a characteristic tree T of G, if one exist. 
To simplify the notation we will use the same name for the vertices of T as for 
the corresponding elements of a. Now to our question: How to locate a 
dominating clique of G in T? 
Lemma. Let T be a characteristic tree of the undirected path graph G. Then a 
clique D s V is a dominating clique of G if and only if every leaf C E @ of T 
contains at least one vertex of D. 
Proof. Let D E V be a dominating clique. Each leaf C E 65 contains at least one 
vertex v (a simplicial vertex of G) which is only a vertex of this maximal clique, 
since otherwise C is a subset of its father in the tree which is not allowed in a 
characteristic tree. (Note that C is a maximal clique!) Since D is a dominating set, 
v belongs to D or a neighbour u of v belongs to D. In both cases one vertex of C, 
v or u, belongs to D. Hence, D contains one vertex of each leaf C E @ of T. 
Now let every leaf C E @ of T contain a vertex of D. 
For a vertex w E D the vertex subset 65, E & of T induces a path in T. 
Now in a tree there is exactly one path between two given vertices and the 
paths from a fixed vertex C (which we can call a root) to all leaves of the tree 
meet all vertices of the tree [2]. Thus D has one vertex in common with each 
element of ($5, i.e. with each maximal clique of G. Therefore, D is a dominating 
set of G. q 
The Lemma shows how to locate a minimum dominating clique: For each 
element C E @ which is a dominating set we determine a minimum subset S E C 
with IS n Cl L 1 for all A E 52, where I! is the set of all leaves of T, 
This problem can be reformulated as a problem for a collection of subs&s: 
For C E 6% let Z?J& be the set {A f~ C: A E !2}. We ask for a minimum hitting set 
S c C of ,YJ&, i.e. S satisfies IS II MI L 1 for each M E 9&. 
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The problem HITTING SET (problem [SP 81 of [ll]) is NP-complete, but now 
we have again a special case of an NP-complete problem. Since G is an 
undirected path graph each vertex v of a maximal clique C belongs to at most two 
leaves of T; otherwise (35” does not form a path in T. This means for the 
collection of subsets: each element of the set C belongs to at most two subsets of 
the collection !I&. 
Fortunately, this transforms our subproblem, which we have to solve for each 
dominating set C E 8, into an edge cover problem, in a very natural way: 
Z& ‘gf @J2,-, &) is the intersection graph of the family !lJ&, a collection of subsets 
of C. For each edge {B,, I$} E Fc we choose an arbitrary vertex of B1 rl B2 # 0 as 
label of this edge. 
Each isolated vertex of Z& corresponds to a set B E 2JIc with B rl (IJ (YJI, - 
{B}))=O. Th ere ore f each minimum dominating clique S E C contains exactly 
one vertex of B (an arbitrary one). Hence, for finding a minimum hitting set of 
(C, %%-) we can omit all isolated vertices from H c, the resulting graph is called 
Z?c = (.!I%, Fo). Then the following lemma is an obvious consequence of the 
construction of Z&, as the intersection graph of 9&. 
Lemma. Zf F’ E Fc is a minimum edge cover of Z?c then the set of labels of the 
edges in F’ is a minimum hitting set of (C, 2&) and F’ U F” is a minimum hitting 
set of (C, I$&-), where F” contains exactly one vertex of each set B E 2J?c - 9.&. 
As is well known, the minimum edge cover problem has a strong connection to 
the maximum matching problem. 
Theorem [2]. Let G be a graph without isolated vertices. Given a maximum 
matching E’ of G, a minimum covering is obtained by adding an edge incident to v 
for each vertex v, which is not incident with an edge of E’. 
Now we are able to describe an algorithm which locates a dominating clique of 
minimum cardinality: 
Algorithm. MDC. 
Input: An undirected path graph G = (V, E) and a characteristic tree T of G. 
output: “NO DOMINATING CLIQUE”, if G has no dominating clique. A 
minimum dominating clique U, otherwise. 
(0) If there is no dominating set C E @ STOP with answer “NO DOMINATING 
CLIQUE” 
(1) u:=v 
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(2) For each dominating set C E @ do: 
(2.1) Construct Z& and fi,-; 
(2.2) Determine the label set S’ of a minimum edge cover E,L; 
(2.3) Form a new set S by adding to S’ for each isolated vertex B of H, an 
arbitrary vertex of G belonging to B; 
(2.4) If ISI < lU[ then U:=S 
(3) Write U, STOP. 
The correctness of the algorithm is a consequence of the considerations above. 
What about its time complexity? 
Obviously step (0) can be done in time O(n - m) [4]. 
Undirected path graphs, as special chordal graphs, have at most n maximal 
cliques (cf. [15]). Thus the loop in step (2) is carried out at most n times. 
How much time does the algorithm need for one execution of the loop, for a 
fixed C E @? 
The edges of Hc are in unique correspondence to the vertices of G, i.e. HC has 
at most IZ edges. The vertices are in unique correspondence to the leaves of the 
characteristic tree T, i.e. H, has at most n vertices. The sum of the cardinalities 
of all sets in ZRul, is at most 2n, since each vertex of G can occur in at most two 
leaves. So the algorithm passes through the list of elements of the leaves and 
forms the list of vertices and the adjacency list of H,, together with the labels for 
the edges. We do not want to go into the details, but this can be implemented to 
run in time O(n). 
Micali and Vazirani [22] have shown that a maximum matching of a given 
graph G = (V, E) can be determined in time O(l VI; - IEI). l& has at most n 
vertices and at most IZ edges, since we get it by removing all isolated vertices of 
Hc. (Clearly, this removing need not to be done really by the algorithm; it only 
does not consider isolated vertices.) 
Therefore, a maximum matching of fit can be determined in time O(n’.‘), 
which is already presented by the corresponding label set S’. All the other 
operations of the loop can be done in time O(n), thus one execution of the loop 
(step (2)) takes time O(n’.5). 
Hence, the algorithm runs in time O(n’.’ + IZ * m). 
Theorem. There is an algorithm which solves the minimum dominating clique 
problem in time O(n2.5 + n . m) for a given undirected path graph together with a 
characteristic tree. If the input is only the graph, the problem is solvable in time 
O(n*). 
6. Concluding remarks 
The MDC problem is the first problem which separates in complexity the 
undirected path graphs from the class of chordal graphs, i.e. MDC is NP- 
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complete for chordal graphs but solvable in polynomial time for this subclass. The 
notion of “separation in complexity” of graph classes was introduced by Johnson 
[18], together with some questions to open separations among them the one of 
undirected path graphs from the chordal graphs; now an example is MDC. 
The most interesting question in this field seems to be the following: Find a 
problem which is NP-complete for chordal graphs, but solvable in polynomial 
time for all the three important subclasses, namely, split graphs, strongly chordal 
graphs and undirected path graphs. 
Unfortunately, MDC is NP-complete for split graphs. This is not surprising, 
since we know only one separation in complexity of split graphs from the chordal 
graphs, the clustering problem, introduced and extensively studied in [6]. 
Perhaps, this problem, is a good candidate since the reduction of [6] shows that it 
remains NP-complete for the class of such chordal graphs, which do not belong to 
one of the subclasses: split, strongly chordal and undirected path graphs. 
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