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Úvod
Bankovní sektor v dnešní době patří mezi nejziskovější ale zároveň také
nejrizikovější oblasti podnikání. A právě rizikovost bank je nebezpečným
faktorem, který ovlivňuje stabilitu celé ekonomiky. Z tohoto důvodu jsou
finanční rizika pravidelně monitorována a regulována centrálními bankami.
V naší práci vycházíme zejména z konceptu kapitálové přiměřenosti podle
Nové basilejské kapitálové dohody, známé jako Basel II. Podle tohoto doku-
mentu potom popisujeme princip odvození formule kapitálového požadavku
a definujeme LGD jako procentní ztrátu banky z celkové dlužné částky způ-
sobenou defaultem klienta.
V dalším textu potom popisujeme různé matematické modely vedoucí
k odhadu LGD v závislosti na charakteristikách klienta. Přitom se soustře-
ďujeme na porovnání přímého modelu lineární regrese, logistické regrese a
regresních stromů s modely využívajícími průběžná pozorování o historii
splácení, založenými na Coxově modelu a dvoustupňové regresi.
Stěžejní částí práce je potom praktický odhad reálného LGD z databáze
klientů České spořitelny, a.s. K tomuto účelu volíme statistický systém SAS
verze 9.1. Nejprve u kompletních dat zkoumáme vývoj a závislost výtěžnosti
v čase po defaultu, jejich trend i parametrický tvar. Potom se zaměříme
zejména na úroveň jednotlivých účtů, pro které aplikujeme a porovnáváme
všechny popsané metody.
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Kapitola 1
Koncept kapitálové
přiměřenosti podle Basel II
Koncept kapitálové přiměřenosti spočívá ve snaze zajistit dostatečné ka-
pitálové pokrytí možných budoucích ztrát spojených se současnými finanč-
ními riziky. Aby byla zajištěna bezpečnost finančního systému, je v případě
bank a investičních společností určen regulátor, který dohlíží na dodržování
předepsaných pravidel a stanovuje strukturu a minimální výši kapitálu po-
třebnou pro krytí těchto ztrát.
Mezi tato regulatorní pravidla patří zejména doporučení Basilejského vý-
boru pro bankovní dohled (Basel Committee on Banking Supervision), která
jsou dále zapracovávána do legislativy Evropské unie i samotných států.
Tato pravidla se od podpisu první Basilejské kapitálové dohody (Basel Ca-
pital Accord) v roce 1988 postupně měnila a zdokonalovala až po nejnovější
verzi Nové basilejské kapitálové dohody (The New Basel Capital Accord),
označované též jako Basel II.
Právě z koncepce Basel II vychází potřeba bank i jiných finančních insti-
tucí vytvářet interní ratingové modely pro kvantifikaci tzv. rizikových vah
jednotlivých aktiv. Jednou ze součástí těchto komplexních modelů je potom
také odhad LGD, kterému je tato práce věnována. Proto věnujme první ka-
pitolu stručnému popisu metodiky pro kapitálovou přiměřenost k úvěrovému
riziku podle Basel II.
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1.1 Princip kapitálové přiměřenosti
Podle [8] je riziko definováno jako nejistota spojená s výskytem určité
potenciální situace. A speciálně riziko ve financích potom jako proměnlivost
(volatilita) potenciální ztráty nebo zisku spojených s vlastnictvím určitých
aktiv a pasiv. V této práci se budeme zabývat speciálním případem finanč-
ního rizika – rizikem úvěrovým. Úvěrové, neboli kreditní riziko je potom
riziko ztráty v důsledku neschopnosti nebo neochoty smluvního partnera
splnit sjednané podmínky kontraktu.
Koncept kapitálové přiměřenosti spočívá ve snaze pokrýt nejen očeká-
vanou, ale i neočekávanou ztrátu plynoucí z finančních rizik. Očekávanou
ztrátou (EL) chápeme střední hodnotu možných ztrát, naopak za neočeká-
vanou ztrátu (UL) potom považujeme jakoukoliv ztrátu přesahující očekáva-
nou úroveň (Obrázek 1.1). Zatímco na pokrytí očekávané ztráty tvoří banka
opravné položky a rezervy, právě pokrytí neočekávané ztráty je hlavním dů-
vodem regulatorních opatření.
Obrázek 1.1: Znázornění očekávané a neočekávané ztráty podle [6].
Kapitálová přiměřenost je potom založena na minimální požadované hod-
notě tzv. kapitálového poměru, tedy poměru regulačního kapitálu a rizi-
kově vážených aktiv. Regulačním kapitálem (K) chápeme kapitál předepsané
struktury určený pro krytí finančních rizik. Rizikově vážená aktiva (RWA)
jsou součtem účetních hodnot aktiv vážených předepsanou rizikovou vahou
(RW ). Celý kapitálový požadavek lze potom vyjádřit jako
K
RWA
≥ 0, 08, (1.1)
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kde právě 8% je minimální požadovaná hodnota kapitálového poměru. Basel II
tento vztah uvádí častěji ve formě
RWA ≤ 12, 5 ·K. (1.2)
K výpočtu rizikově vážených aktiv, respektive jejich rizikových vah, je
podle Basel II možno přistupovat několika možnými způsoby, podle nároč-
nosti vnitřních modelů banky. Nejjednodušší možností stanovení rizikových
vah je podle Basel II použití tzv. standardizovaného přístupu.
1.2 Standardizovaný přístup
Pro účely standardizovaného přístupu jsou aktiva rozdělena do bloků
(expozic), kterým je podle charakteru a ratingu specializovaných ratingových
společností přidělena regulátorem stanovená riziková váha. Potom
RWA =
∑
i
Ei ·RWi, (1.3)
kde Ei je hodnota i-té expozice a RWi je její riziková váha stanovená regu-
látorem.
Ratingové hodnocení Rizikové váhy pro pohledávky za
Standard&Poor’s Centrálními vládami Obchodními společnostmi
AAA až AA− 0% 20%
A+ až A− 20% 50%
BBB+ až BBB− 50% 100%
BB+ až BB− 100% 100%
B+ až B− 100% 150%
pod B− 150% 150%
nehodnoceno 100% 100%
Tabulka 1.1: Závislost rizikových vah na ratingovém hodnocení Stan-
dard&Poor’s podle [8].
Stanovené rizikové váhy pohledávek za centrálními vládami a za obchod-
ními společnostmi založené na ratingu společnosti Standard&Poor’s uvá-
díme v Tabulce 1.1.
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1.3 IRB přístup
Kromě standardizovaného přístupu umožňuje Basel II nově také přístup
založený na interním ratingu, tzv. IRB přístup (Internal Rating Based Ap-
proach). Podle charakteru jsou expozice děleny do 5 základních skupin:
1. Podnikové expozice,
2. Expozice vůči vládám a centrálním bankám,
3. Expozice vůči komerčním bankám a finančním institucím,
4. Retailové expozice,
5. Akciové expozice.
Komponenty rizika
Do modelu pro určení rizikových vah vstupují podle Basel II tzv. kom-
ponenty rizika, kterými jsou:
1. Pravděpodobnost defaultu (PD) je pravděpodobnost, že protistrana
během jednoho roku upadne do defaultu. Defaultem je podle Basel II
myšlena situace, kdy lze předpokládat, že dlužník nesplní svůj závazek
řádně a včas, nebo se se splátkou zpozdí o více než 90 dní.
2. Ztráta při defaultu (LGD) je míra ztráty způsobená defaultem da-
ného dlužníka, opravená o vymahatelné náklady a diskontovaná ke dni
vzniku defaultu. Je vyjádřena procenty z celkové expozice při defaultu.
3. Expozice při defaultu (EAD) je hodnota nesplacené částky v okamžiku
defaultu dlužníka.
4. Efektivní splatnost (M) je doba efektivního splácení úvěru.
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Podle přístupu k odhadu komponent rizika Basel II zavádí základní a
pokročilý přístup. V základním IRB přístupu instituce pomocí interních
modelů odhaduje pravděpodobnost defaultu a ostatní komponenty stano-
vuje regulátor. V pokročilém IRB přístupu banka pomocí vnitřních modelů
odhaduje všechny komponenty rizika. Pro retailové expozice je možný pouze
pokročilý IRB přístup.
Jednotlivé komponenty rizika se v pokročilém IRB přístupu odhadují
zvlášť:
1. Pro odhad PD dlužníka s danými charakteristikami se používají skó-
ringové modely, nejčastěji založené na principu logistické regrese. Po-
pisem těchto modelů se zabývá práce [28].
2. Odhadem LGD se budeme podrobněji zabývat v dalších kapitolách
této práce. Vyzkoušíme různé metody odhadu a porovnáme jejich
vhodnost.
3. Odhad EAD je založen na odhadu tzv. konverzních faktorů. Konkrétní
modely pro odhad EAD je možno nalézt například v [13].
4. Hodnota parametru M se podle Basel II stanovuje konstantou (větši-
nou na 30 měsíců) nebo se počítá ze vztahu
M =
∑
t
CFt∑
sCFs
,
kde CFt značí finanční tok během periody t.
Na tyto modely jsou ze strany Basel II kladeny poměrně přísné poža-
davky. Základním požadavkem pro sestavování modelů je dostatečné množ-
ství kvalitních dat. Například pro odhad pravděpodobnosti defaultu se před-
pokládají data z rozmezí minimálně 5 let, pro odhad LGD dokonce mini-
málně 7 let. Důvodem je, aby data pokrývala jak období hospodářského
růstu, tak i období recese. Dalším důležitým předpokladem je, aby banka
stejné modely používala také ve vnitřních rozhodovacích procesech. Použití
IRB přístupu proto musí být vždy schváleno regulátorem.
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Pokrytí neočekávané ztráty
Nyní se podívejme na samotný princip určování rizikových vah. Jak jsme
již psali výše, koncept kapitálové přiměřenosti podle Basel II je založen na
pokrytí očekávané i neočekávané ztráty. Očekávanou absolutní ztrátu dané
expozice nedefaultního účtu1 již můžeme vyjádřit jako
ELabs = PD · LGD · EAD, (1.4)
tedy jako součin absolutní hodnoty ztráty při defaultu (LGD ·EAD) a prav-
děpodobnosti, že default dané expozice nastane (PD). Očekávanou relativní
ztrátu z celkové hodnoty expozice potom analogicky vyjádříme jako
ELrel = PD · LGD. (1.5)
Neočekávanou ztrátu lze z teoretického hlediska kvantifikovat například
pomocí směrodatné odchylky, jako míry kolísání kolem střední hodnoty.
Basel II používá jiný, častější přístup pomocí Value-at-Risk (VaR). Value-
at-Risk je definována jako (1 − α) kvantil rozdělení ztrát (Obrázek 1.2),
tedy
P(X > VaR) = α, (1.6)
kde X je možná ztráta a α je předem zvolená hladina. Jde tedy o takovou
hodnotu ztráty, která s pravděpodobností (1− α) nebude překročena.
Podle Basel II potom hledáme takový model pro výpočet kapitálové při-
měřenosti, aby pravděpodobnost, že v horizontu jednoho roku ztráta pře-
kročí výši regulatorního kapitálu, byla nejvýše 0,1%. Dále musí model spl-
ňovat předpoklad portfoliové invariance, tedy předpoklad, že kapitálový po-
žadavek odpovídající jednomu aktivu není ovlivněn portfoliem, kterému ak-
tivum přísluší.
Právě předpoklad portfoliové invariance vede podle [14] přímo k pou-
žití modelu ASRF (Asymptotic Single Risk Factor). Tento model je podle
[24] založen na předpokladu, že vlivem dostatečné diverzifikace portfolia je
1Basel II rozlišuje defaultní a nedefaultní účty. Pro defaultní účty je známa částečná
informace o podefaultním vymáhání a tyto účty se modelují odlišně. V této práci se
zaměříme pouze na nedefaultní účty.
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Obrázek 1.2: Znázornění Value-at-Risk podle [6].
vliv specifického rizika zcela potlačen a jako významné zůstává pouze riziko
systematické.
V souladu s Basel II se potom zavádí pojem podmíněné očekávané ztráty
(CEL) jako podmíněná střední hodnota ztrát při dané hodnotě faktoru sys-
tematického rizika. Takto zavedená podmíněná očekávaná ztráta je za dané
hodnoty systematického faktoru rizika a za předpokladu neexistence speci-
fického rizika právě hledaným součtem očekávané a neočekávané ztráty.
Definujeme-li obdobným způsobem také podmíněnou pravděpodobnost
defaultu (CPD) a podmíněnou ztrátu při defaultu (CLGD), můžeme podmí-
něnou relativní očekávanou ztrátu nedefaultního účtu vyjádřit jako
CELrel = CPD · CLGD. (1.7)
K dokončení modelu tedy zbývá vyjádřit podmíněnou pravděpodobnost
defaultu a podmíněné LGD. Protože modely pro odhad PD a LGD běžně
pracují s průměrnými hodnotami těchto faktorů (nikoliv podmíněnými), je
potřeba tyto hodnoty vhodným způsobem transformovat. Transformace PD
se podle Basel II provádí pomocí tzv. mapping function (1.12), odvozené
z modifikace Mertonova modelu [25]. Transformace LGD se neprovádí. Místo
hodnoty podmíněného LGD se používá tzv. downturn LGD, tedy průměrné
LGD odpovídající období hospodářského poklesu.
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Odvození Vašíčkovy formule
Nyní ve stručnosti nastíníme odvození mapping function, známé též jako
Vašíčkova formule. Původní kompletní odvození formule provedl v roce 1987
Oldřich Alfons Vašíček v práci [30]. Později v práci [31] odvodil rozšíření
Mertonova modelu, které se stalo vzorem pro dnešní podobu modelu imple-
mentovanou v Basel II.
Modifikovaný Mertonův model (někdy též Vašíčkův model) podle [19]
předpokládá situaci, kdy se standardizovaný logaritmus hodnoty aktiv da-
ného dlužníka (označme jej Xi) během jednoho roku řídí normovaným nor-
málním rozdělením. Do defaultu se potom dlužník dostane tehdy, jestliže
hodnota Xi v daném roce poklesne pod určitou kritickou mez γi. Pravděpo-
dobnost defaultu dlužníka i potom můžeme vyjádřit jako
PDi = P(Xi < γi). (1.8)
Dále model předpokládá, že Xi je možné rozložit na systematickou část
Y , reprezentující stav ekonomiky, a specifickou část Zi, reprezentující odliš-
nosti daného dlužníka, následujícím způsobem
Xi =
√
ρY +
√
1− ρZi (1.9)
tak, aby Y a všechna Zi byly nezávislé stejně rozdělené náhodné veličiny
s normovaným normálním rozdělením a ρ korelační koeficient.
Vzhledem k podmíněné nezávislosti Xi, Xj, můžeme podmíněnou prav-
děpodobnost defaultu při pevně zvoleném Y = y vyjádřit jako
CPDi(y) = P(Xi < γi|Y = y),
neboli
CPDi(y) = P(
√
ρY +
√
1− ρZi < γi|Y = y).
Odtud vzhledem k normalitě Zi jednoduchou úpravou dostáváme
CPDi(y) = Φ
(
γi −√ρy√
1− ρ
)
, (1.10)
kde Φ je distribuční funkce normovaného normálního rozdělení.
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Vyjádříme-li dále γi ze vztahu (1.8) jako Φ−1(PDi), dostáváme konečnou
podobu funkce podmíněné pravděpodobnosti defaultu
CPDi(y) = Φ
(
Φ−1(PDi)−√ρy√
1− ρ
)
. (1.11)
Vzhledem k normalitě Y a předpokladu, aby pravděpodobnost, že v hori-
zontu jednoho roku ztráta překročí výši regulatorního kapitálu, byla nejvýše
0,1%, dosadíme za hodnotu systematického rizika příslušný kvantil normova-
ného normálního rozdělení, tedy y = Φ−1(0, 001) = −Φ−1(0, 999). Výsledná
mapping function má tedy pro použití Basel II tvar
CPDi = Φ
(
Φ−1(PDi) +
√
ρΦ−1(0, 999)√
1− ρ
)
. (1.12)
Výpočet kapitálového požadavku
Samotný výpočet kapitálového požadavku se liší v závislosti na druhu
expozice. Jelikož budeme v dalších kapitolách odhadovat LGD pro retail,
popíšeme si nyní výpočet kapitálového požadavku pro retailovou expozici
(podle dělení na straně 10).
Hodnota korelačního koeficientu ρ pro retailové expozice se podle Basel II
pohybuje v rozmezí 0,03 až 0,16 a určuje se podle druhu retailové expozice:
1. Pro hypotéky je ρ = 0, 15.
2. Pro opakované retailové expozice je ρ = 0, 04.
3. Pro ostatní retailové expozice je
ρ = 0, 03
(
1− exp(−35 · PD)
1− exp(−35)
)
+ 0, 16
(
1− 1− exp(−35 · PD)
1− exp(−35)
)
.
Výsledný kapitálový požadavek pro krytí neočekávané ztráty je potom
podle Basel II definován jako rozdíl celkové a očekávané ztráty,
Krel = (ELrel + ULrel)− ELrel = CPD · CLGD − PD · LGD.
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Po dosazení za CPD ze vztahu (1.12) takto dostáváme formuli
Krel = Φ
(
Φ−1(PD) +
√
ρΦ−1(0, 999)√
1− ρ
)
· CLGD − PD · LGD. (1.13)
Hodnotu rizikově vážených aktiv potom vyjádříme ze vzorce (1.2) jako
RWA = 12, 5 ·Krel · EAD. (1.14)
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Kapitola 2
Modely pro odhad LGD
Cílem této práce je popsat některé běžně používané metody pro odhad
LGD doporučené v odborné literatuře a zejména potom popsat a na reál-
ných datech vyzkoušet modely další, využívající také částečných informací
o průběhu vymáhání.
Proto se důkladněji soustředíme zejména na popis Coxova modelu, který
jako model analýzy přežití nabízí různé možnosti pro využití také průběž-
ných a neukončených pozorování. Dále uvedeme model dvoustupňové re-
grese, který pomocí beta regrese také částečně využívá průběžných pozoro-
vání. Nakonec tyto modely srovnáme s jednoduššími a běžně používanými
modely logistické regrese, regresních stromů a lineární regrese.
V následujících modelech budeme modelovat celkovou výtěžnost daného
účtu po 36 měsících vymáhání1 (RR(36)). Celkovou výtěžností podle Basel II
zde rozumíme procentní podíl celkové získané částky (očištěné o náklady a
diskontované) na expozici při defaultu,
RR(36) =
1
EAD
36∑
t=1
CFt
(1 + r)t
, (2.1)
1Pro účely Basel II modeluje výtěžnost (resp. LGD) do 60 měsíců po defaultu. Vzhle-
dem k dostupným datům však musíme tento časový interval zkrátit.
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kde CFt (cash flow v měsíci t) je rozdílem podefaultní splátky klienta v měsíci
t a nákladů na vymáhání v měsíci t. Dále r je platná diskontní míra.2
Takto zavedená celková výtěžnost potom může vlivem započtení nákladů
nabývat také záporných hodnot, což je v rozporu s předpoklady některých
použitých modelů. Přímočarým řešením by mohlo být modelování neočištěné
výtěžnosti a nákladů odděleně. Neočištěná výtěžnost by potom nenabývala
záporných hodnot a samotné náklady jsou nejspíše generovány nějakým de-
terministickým rozhodovacím procesem banky. V našem případě jsme však
dostali databázi již očištěných vytěžovaných částek, proto jsme tento přístup
aplikovat nemohli.
Pro úplnost dodejme, že celková výtěžnost může být také větší než 100%,
jelikož po defaultu jsou klientovi účtovány další úroky a penále. Pokud tedy
klient splatí vše, dostane se nad hranici původní dlužné částky.
Hodnotu LGD po 36 měsících po defaultu nakonec získáme jako nespla-
cenou část EAD, tedy
LGD(36) = 1−RR(36).
2.1 Coxův model
Při popisu modelu Coxovy regrese vyjdeme zejména z prací [22], [26],
[27] a původních zdrojů. Nejprve stručně popíšeme základní pojmy analýzy
přežití, teorii Coxova modelu a nastíníme způsob odhadu parametrů. Potom
uvedeme dvě možné aplikace modelu pro odhad LGD.
Základní pojmy analýzy přežití
Analýza přežití se jako vědní disciplína zabývá modelováním času do
zániku jedince v nějakém společenství. Přitom předpokládá, že doba do zá-
niku jedince je ovlivňována jeho specifickými charakteristikami. Její aplikace
najdeme zejména v biologii, medicíně, společenských vědách či technice.
2Určení diskontní míry r je samo o sobě zajímavou a poměrně složitou oblastí, které
se však v této práci nevěnujeme.
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Předpokládejme, že X je absolutně spojitá nezáporná náhodná veličina
reprezentující čas do zániku jedince. Dále F je distribuční funkce a f hustota
rozdělení náhodné veličiny X. Potom definujeme intenzitu zániku (riziková
funkce, hazard function) jedince jako
λ(t) = lim
h→0+
1
h
P(t ≤ X < t+ h|X ≥ t). (2.2)
Funkcí přežití (survival function) myslíme pravděpodobnost, že se jedinec
dožije času t, tedy S(t) = 1 − F (t). Pomocí této funkce můžeme intenzitu
zániku vyjádřit jako
λ(t) = lim
h→0+
F (t+ h)− F (t)
h
1
S(t)
=
f(t)
S(t)
= − d
dt
logS(t). (2.3)
Odtud potom můžeme naopak funkci přežití přepsat pomocí intenzity zániku
ve tvaru
S(t) = exp
[
−
∫ t
0
λ(u)du
]
. (2.4)
Nakonec definujme kumulativní rizikovou funkci (cumulative hazard function)
jako
Λ(t) =
∫ t
0
λ(u)du = − logS(t). (2.5)
Cenzorovaná pozorování
Modely analýzy přežití často předpokládají pouze částečnou informaci
o době života jedince – takzvaný cenzoring. Jde především o případy, kdy
daného jedince z různých důvodů přestaneme pozorovat dříve, než zanikne.
Typickým důvodem je například ztráta jedince z jiného důvodu nebo ukon-
čení pozorování pokusu před zánikem všech jedinců. V tomto případě máme
k dispozici jen informaci o tom, že daný jedinec to určitého času nezaniknul.
Takovému případu říkáme cenzoring zprava.
Předpokládejme homogenní populaci n jedinců. Xi jsou nezávislé stejně
rozdělené nezáporné náhodné veličiny určující čas do zániku jedince i a Ci
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jsou nezávislé stejně rozdělené nezáporné náhodné veličiny určující čas cen-
zorování jedince i, nezávislé s Xi. Potom pro každého jedince pozorujeme
dvojici (T ∗i , δi), kde T
∗
i = min(Xi, Ci) je cenzorovaný čas události a indikátor
δi = 0 v případě cenzoringu a δi = 1 jinak.
Věrohodnostní funkci náhodné veličiny Xi potom můžeme napsat jako
L =
n∏
i=1
f(T ∗i )
δi P(Xi > T
∗
i )
1−δi =
n∏
i=1
f(T ∗i )
δi(1− F (T ∗i ))1−δi . (2.6)
S použitím definované intenzity zániku (2.2) a vztahů (2.3) a (2.4) můžeme
uvedenou věrohodnostní funkci přepsat ve tvaru
L =
n∏
i=1
λ(T ∗i )
δi(1− F (T ∗i )) =
n∏
i=1
λ(T ∗i )
δi exp
[
−
∫ T ∗i
0
λ(u)du
]
. (2.7)
Uvažujeme-li nadále diskrétní pozorování v časových úsecích jednotkové
délky, je intenzita zániku po částech konstantní funkcí se skoky v násobcích
časové periody. Potom můžeme zaměnit integrál za sumu a věrohodnost
napsat jako
L =
n∏
i=1
λ(T ∗i )
δi exp
− T ∗i∑
t=1
λ(t)
 . (2.8)
Jestliže podle [27] zavedeme indikátor Ni(t) = I(T ∗i ≤ t, δi = 1), pak
N(t) =
∑n
i=1Ni(t) je mnohorozměrný čítací proces vyjadřující počet po-
zorovaných událostí do času t. Pokud naopak zavedeme indikátor Yi(t) =
I(T ∗i ≥ t), potom Y (t) =
∑n
i=1 Yi(t) je indikátorový stochastický proces
vyjadřující počet pozorovaných jedinců, kteří mohou v čase t zaniknout.
Zavedeme-li dále dNi(t) = Ni(t)−Ni(t− 1), přírůstek Ni(t) na intervalu
(t− 1, t〉, můžeme činitel λ(T ∗i )δi ze vztahu (2.8) přepsat ve tvaru součinu
λ(T ∗i )
δi =
T∏
t=1
λ(t)dNi(t),
kde T je celková délka pozorování a hodnota dNi(t) je rovna jedné pouze
v čase t = T ∗i . Obdobným způsobem nahradíme také sumu
T ∗i∑
t=1
λ(t) =
T∑
t=1
λ(t)Yi(t).
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Takto dostaneme věrohodnostní funkci
L =
n∏
i=1
[
T∏
t=1
λ(t)dNi(t)
]
exp
(
−
T∑
t=1
λ(t)Yi(t)
)
. (2.9)
Převedením na společný součin přicházíme k výslednému tvaru
L =
n∏
i=1
T∏
t=1
λ(t)dNi(t) exp
(−λ(t)Yi(t)). (2.10)
Coxův regresní model
D. R. Cox v roce 1972 v článku [11] navrhnul přístup, který předpokládá,
že intenzita zániku jedince i v čase t je tvaru
λ(t;Zi) = λ0(t) exp(Z
′
iβ), (2.11)
kde Zi je vektor charakteristik jedince i a β je vektor parametrů. λ0(t) je
potom základní riziková funkce (baseline hazard function).
Vezmeme-li jedince i a j s charakteristikami Zi a Zj a podíl jejich intenzit
zániku
λ(t;Zi)
λ(t;Zj)
=
exp(Z ′iβ)
exp(Z ′jβ)
,
dostaneme funkci pouze na charakteristik Zi a Zj nezávislou na čase t. Z to-
hoto důvodu se Coxovu modelu říká také model proporcionálních rizik (pro-
portional hazards models).
V článku [12] Cox navrhnul zobecnění modelu (2.11) zavedením časově
závislých charakteristik Zi(t). Takový model potom předpokládá intenzitu
zániku ve tvaru
λ(t;Zi) = λ0(t) exp(Zi(t)
′β).3 (2.12)
Odpovídající funkce přežití má potom tvar
S(t, Zi) = P (T > t|Zi) = exp
(
−
t∑
s=0
λ0(s) exp(Zi(s)
′β)
)
.
3V uvedených modelech pro odhad LGD nebudeme časově závislé charakteristiky po-
užívat, přesto budeme při výkladu Coxova modelu uvažovat tuto obecnější situaci.
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Věrohodnostní funkce
Předpokládejme model s diskrétním časem a časově závislými charakte-
ristikami s intenzitou zániku (2.12). Potom věrohodnostní funkce z výrazu
(2.10) má tvar
L =
n∏
i=1
T∏
t=1
[
λ0(t) exp(Zi(t)
′β)
]dNi(t) exp(−λ0(t) exp(Zi(t)′β)Yi(t)).
Vzhledem k předpokladu, že λ0(t) je po částech konstantní funkce, je
model plně parametrický a jeho parametry je tedy možné odhadnout maxi-
malizací věrohodnostní funkce. Pro pevný čas t potom máme věrohodnostní
funkci
Lt =
n∏
i=1
[
λ0(t) exp(Zi(t)
′β)
]dNi(t) exp(−λ0(t) exp(Zi(t)′β)Yi(t))
a její logaritmus
logLt =
n∑
i=1
[
dNi(t)
[
log λ0(t) + Zi(t)
′β
]− λ0(t) exp(Zi(t)′β)Yi(t)].
Položíme-li parciální derivaci podle λ0(t) rovnu nule
∂
∂λ0(t)
logLt =
n∑
i=1
dNi(t)
1
λ0(t)
−
n∑
i=1
exp
(
Zi(t)
′β
)
Yi(t) = 0,
můžeme maximálně věrohodný odhad základní rizikové funkce vyjádřit jako
λ̂0(t) =
∑n
i=1 dNi(t)∑n
i=1 exp
(
Z ′i(t)β
)
Yi(t)
.4 (2.13)
Parciální věrohodnostní funkce
Vyjděme opět z modelu (2.12) a popišme podle [22] odhad vektoru pa-
rametrů β pomocí parciální věrohodnostní funkce.
4Tento odhad bývá v literatuře označován také jako Breslow-Crowleyho odhad. Za
vektor parametrů β potom dosazujeme jeho odhad β̂.
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Předpokládejme nejprve obecně náhodný vektor
Y = (A1, B1, . . . , Am, Bm)
s hustotou f(y; θ, β), kde β je vektor parametrů a θ je takzvaný nuisance pa-
rameter5 nebo nuisance function. Označme dále A(j) = (A1, . . . , Aj), B(j) =
(B1, . . . , Bj). Potom uvažujme sdruženou hustotu Y = (A(m), B(m)) tvaru
m∏
j=1
f(bj|b(j−1), a(j−1); θ, β)
m∏
j=1
f(aj|b(j), a(j−1); β),
kde a(0) a b(0) jsou prázdné podmínky.
Vzhledem k tomu, že v prvním součinu jsou informace o parametru β
neoddělitelně spjaty s parametrem θ, používá se pro odhad β pouze druhý
součin, označovaný jako parciální věrohodnostní funkce
L =
m∏
j=1
f(aj|b(j), a(j−1); β). (2.14)
Nyní vyjádříme parciální věrohodnostní funkci v Coxově modelu. Před-
pokládejme, že v každém čase došlo k zániku maximálně jednoho jedince
z celé populace. Potom je možno uspořádat časy zániků t1 < · · · < tk, kde
k je počet pozorovaných zániků a n− k je počet pozorování cenzorovaných
zprava. Pro úplnost definujme t0 = 0.
Potom v souladu s předchozím značením zaveďme náhodný vektor
Y = (A1, B1, . . . , Ak, Bk)
z pravděpodobnostního prostoru Ω všech možných zániků k jedinců v časech
t1, ..., tk a časů cenzoringu ostatních n− k jedinců. Přitom náhodná veličina
Aj ∈ {1, . . . , n} udává, který jedinec zanikl v čase tj, a Bj ∈ {∅, 1, . . . , n}n−k
potom udává, která pozorování jsou zprava cenzorovaná s časem cenzoringu
v intervalu [tj−1; tj), předcházejícím zániku dalšího jedince.
Vyjádříme-li nyní j-tý činitel parciální věrohodnostní funkce (2.14),
Lj = f(aj|b(j), a(j−1); β),
5V knize [3] se překládá jako přebytečný parametr.
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vidíme, že podmínka b(j), a(j−1) vyjadřuje veškerou informaci o zaniklých
jedincích i cenzorovaných pozorováních předcházejících času tj. Jelikož se
informace v Bj vztahuje k intervalu [tj−1; tj), je zřejmé, že v intervalu [tj; tj+
dtj), kde dtj je libovolně malý časový úsek, dojde k zániku dalšího jedince.
Bez újmy na obecnosti dále předpokládejme, že jedinec j zanikl v čase
tj. Potom za uvedeného předpokladu nezávislosti zániků a cenzoringů mů-
žeme hustotu f(aj|b(j), a(j−1); β) vyjádřit jako podíl intenzity zániku jedince
j v čase tj a součtu intenzit zániků všech jedinců, kteří mohou v čase tj
zaniknout. Parciální věrohodnost pro j-tý čas má tedy tvar
Lj =
λ(tj, Zj)dtj∑n
i=1 Yi(tj)λ(tj, Zi)dtj
. (2.15)
Vyjádříme-li intenzitu zániku ze vztahu (2.12), můžeme výraz upravit
Lj =
exp(Zj(tj)′β)∑n
i=1 Yi(tj) exp(Zi(tj)
′β)
. (2.16)
Vynásobením přes všechna tj tak dostáváme parciální věrohodnostní funkci
L =
k∏
j=1
exp(Zj(tj)′β)∑n
i=1 Yi(tj) exp(Zi(tj)
′β)
. (2.17)
Abychom dostali maximálně věrohodný odhad vektorového parametru
β, položíme nyní parciální derivaci logaritmu funkce (2.17) podle β rovnu
nule. Logaritmus parciální věrohodnostní funkce je
logL =
k∑
j=1
[
Zj(tj)
′β − log
n∑
i=1
Yi(tj) exp(Zi(tj)
′β)
]
.
Derivací podle β dostáváme vektorovou rovnici
∂
∂β
logL =
k∑
j=1
[
Zj(tj)−
∑n
i=1 Yi(tj)Zi(tj) exp(Zi(tj)
′β)∑n
i=1 Yi(tj) exp(Zi(tj)
′β)
]
= 0. (2.18)
Zavedeme-li substituci
A(β, tj) =
exp(Zi(tj)′β)∑n
i=1 Yi(tj) exp(Zi(tj)
′β)
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aB(β, tj) =
n∑
i=1
Yi(tj)Zi(tj)A(β, tj),
je možno vektorovou rovnici ze vztahu (2.18) přepsat ve formě
k∑
j=1
[Zj(tj)−B(β, tj)] = 0. (2.19)
Tato rovnice se většinou řeší numericky pomocí Newtonova-Raphsonova
iteračního algoritmu. Za uvedeného předpokladu neexistence více zániků
v jednom čase má potom β̂ asymptoticky normální rozdělení se střední hod-
notou β a varianční maticí I−1(β̂), kde I(β) = − ∂2
∂β∂β′ logL je informační
matice tvaru
I(β) =
k∑
j=1
n∑
i=1
Yi(tj) [Zj(tj)−B(β, tj)] [Zj(tj)−B(β, tj)]′A(β, tj). (2.20)
Mnohonásobné zániky
Dosud jsme předpokládali, že v každém diskrétním čase tj pozorujeme
maximálně jeden zánik jedince. Vzhledem k tomu, že v praxi je tento před-
poklad často nedosažitelný, uveďme několik možných modifikací parciální
věrohodnostní funkce pro mnohonásobné zániky.
Předpokládejme, že v každém čase tj, opět t1 < · · · < tk, pozorujeme
dj zániků jedinců {j1, . . . jdj}. Označme P = (p1, . . . , pdj) prvek množiny Qj
všech permutací jedinců z {j1, . . . jdj}. Dále zaveďme
Yi(tj, P, r) = Yi(tj)− I(i ∈ {p1, . . . pr−1}),
indikátor těch jedinců kteří do času tj nezanikli a nejsou prvky prvních r−1
členů dané permutace P . Potom pro pevný čas tj a konkrétní permutaci
zániků P , můžeme parciální věrohodnostní funkci ze vztahu (2.16) vyjádřit
součinem
Lj,P =
dj∏
r=1
exp(Zpr(tj)
′β)∑n
i=1 Yi(tj, P, r) exp(Zi(tj)
′β)
.
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Vezmeme-li dále za Lj aritmetický průměr Lj,P přes všechny možné permu-
tace P ∈ Qj, dostáváme
Lj =
1
dj!
∑
P∈Qj
dj∏
r=1
exp(Zpr(tj)
′β)∑n
i=1 Yi(tj, P, r) exp(Zi(tj)
′β)
.
Vzhledem k tomu, že součin
∏dj
r=1 exp(Zpr(tj)
′β) nezávisí na pořadí činitelů,
je možné jej vytknout před sumu a výraz upravit,
Lj =
1
dj!
exp
( dj∑
l=1
Zjl(tj)
′β
) ∑
P∈Qj
dj∏
r=1
[
n∑
i=1
Yi(tj, P, r) exp(Zi(tj)
′β)
]−1
.
Provedeme-li nyní součin Lj přes všechny hodnoty času tj, dostáváme par-
ciální věrohodnostní funkci
L =
k∏
j=1
 1dj! exp
( dj∑
l=1
Zjl(tj)
′β
) ∑
P∈Qj
dj∏
r=1
[
n∑
i=1
Yi(tj, P, r) exp(Zi(tj)
′β)
]−1 .
Vzhledem k tomu, že součin
∏k
j=1
1
dj !
nezávisí na β, uvádí se parciální věro-
hodnostní funkce ve tvaru
LI =
k∏
j=1
exp(
dj∑
l=1
Zjl(tj)
′β
) ∑
P∈Qj
dj∏
r=1
[
n∑
i=1
Yi(tj, P, r) exp(Zi(tj)
′β)
]−1 .
Výpočet výrazu LI je však s rostoucím počtem současných zániků výpo-
četně velmi náročný, proto se v praxi používají různé aproximace výrazu
∑
P∈Qj
dj∏
r=1
[
n∑
i=1
Yi(tj, P, r) exp(Zi(tj)
′β)
]−1
.
Podle [7] může být parciální věrohodnostní funkce vyjádřena pomocí tzv.
Breslowova odhadu jako
LII =
k∏
j=1
exp(
∑dj
l=1 Zjl(tj)
′β)
{∑ni=1 Yi(tj) exp(Zi(tj)′β)}dj . (2.21)
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Možnou alternativou je podle [22] také použití Efronova odhadu parciální
věrohodnostní funkce
LIII =
k∏
j=1
exp(
∑dj
l=1 Zjl(tj)
′β)∏dj−1
r=0 {
∑n
i=1 Yi(tj) exp(Zi(tj)
′β)− rC(β, tj)}
, 6 (2.22)
kde C(β, tj) je definováno jako
C(β, tj) = d
−1
j
dj∑
i=1
exp(Zji(tj)
′β).
Klasický Coxův model pro odhad LGD
Klasický přístup Coxova modelu spočívá v myšlence rozdělit dlužnou
částku (EAD) každého účtu na jednotlivé nesplacené koruny. Pro každou
takovou korunu potom sledovat, kdy dojde k jejímu splacení (zániku) nebo
naopak, zda dojde k nesplacení (přežití). Takto tedy modelujeme čas do
splacení každé jednotlivé koruny v závislosti na regresorech daného účtu.
Při tomto přístupu použijeme veškerou známou historii podefaultního
splácení. Pro účty s neuzavřeným splácením kratší než 36 měsíců položíme
čas poslední nesplacené částky roven času poslední splátky a pro nesplacené
koruny nastavíme cenzorovou proměnnou. Pro uzavřené účty kratší než 36
měsíců položíme čas poslední nesplacené částky roven 36 měsícům a pro
nesplacené koruny opět nastavíme cenzorovou proměnnou.7 Splacené koruny
naopak označíme jako necenzorované.
Výstupem modelu je odhad vektoru parametrů β, jako faktorů, které
multiplikativně ovlivňují intenzitu zániku (tedy splacení), a dále odhad zá-
kladní rizikové funkce λ0(t) ze vzorce (2.11). Odtud již můžeme pro kaž-
dou dlužnou korunu jednotlivých účtů určit funkci přežití ze vzorce (2.4).
Hodnota této funkce v čase 36 měsíců potom udává pravděpodobnost, že
6Tuto aproximaci budeme v analytické části používat.
7Modely analýzy přežití včetně Coxova modelu totiž předpokládají, že každý jedinec
jednou zanikne. Proto rozlišují pouze dva stavy – jedinec zanikl v čase t, nebo jedinec do
času t ještě nezanikl. V tomto případě tedy nastavujeme situaci, že daná koruna nebyla
do 36 měsíců od defaultu splacena.
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je koruna po 36 měsících stále ještě nesplacena, tedy přímo hodnotu LGD
daného účtu.
Výhodou tohoto modelu je, že uvažuje také všechna průběžná a nedokon-
čená pozorování. Naopak nedokonalostí tohoto postupu je, že je-li výtěžnost
v daném měsíci záporná (např. vlivem započtených nákladů vymáhání), do
modelu vstupuje s hodnotou nula (vzhledem k předpokladu nezápornosti
času v původním modelu).
Modifikovaný Coxův model pro odhad LGD
Modifikace Coxova modelu pro účely LGD spočívá v úvaze o nahrazení
času do zániku jedince v původním modelu celkovou výtěžností každého účtu
do 36 měsíců po defaultu, tedy veličinou RR(36). Zánikem potom myslíme
čas ukončení vymáhání nebo okamžik 36 měsíců po defaultu. Pro každý
účet tedy přímo modelujeme, jakou část dlužné částky (EAD) se klientovi
podařilo splatit.
Jako cenzorovaný potom označíme takový účet, který se nachází méně
než 36 měsíců po defaultu a vymáhání na něm ještě nebylo ukončeno; v ta-
kovém případě za RR(36) uvažujeme hodnotu dosavadní výtěžnosti. O ta-
kovýchto účtech budeme v tomto kontextu hovořit jako o neukončených.
Výstupem takto aplikované Coxovy regrese je opět odhad vektoru para-
metrů β a odhad základní rizikové funkce λ0(rr) ze vzorce (2.11). Funkce
λ(rr, Zj) potom z definice vyjadřuje limitu podmíněné pravděpodobnosti
λ(rr, Zj) = lim
h→0+
1
h
P (rr ≤ RR(36)j < rr + h|RR(36)j ≥ rr).
Pro každého klienta potom opět vyjádříme funkci přežití, která v tomto
případě udává pravděpodobnost, že do 36. měsíce po defaultu klient splatí
alespoň danou část dlužné částky,
S(rr, Zj) = P(RR(36)j ≥ rr).
Jako odhad výtěžnosti daného účtu uvažujeme střední hodnotu možných
výtěžností (váženo apriorními pravděpodobnostmi).
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Tento přístup nevyužívá pozorování průběžného splácení, ale využívá
pozorování cenzorovaných. Je zde zcela pominut faktor času, takže mezi
cenzorovanými klienty nelze rozlišit, kolik měsíců splácení jim ještě zbývá.
Vzhledem k předpokladu nezápornosti času v původním modelu je třeba
záporné výtěžnosti některých klientů předefinovat na nulovou hodnotu nebo
lineární transformací celou škálu posunout.
2.2 Dvoustupňová regrese
Ve finanční praxi (například [15] nebo [16]) se často předpokládá, že
LGD jsou nezávislé náhodné veličiny, které se řídí beta rozdělením. Proto
si nejprve krátce popišme postup odhadu parametrů beta regrese i jejího
zobecnění popsaného v [19].
Beta rozdělení
Hustota beta rozdělení s parametry a > 0 a b > 0 bývá běžně vyjádřena
vztahem
f(x) =
1
B(a, b)
xa−1(1− x)b−1, (2.23)
kde B(a, b) je beta funkce. Pomocí gama funkce jde hustota beta rozdělení
přepsat také ve tvaru
f(x) =
Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1. (2.24)
Beta rozdělení je dobře známo svojí flexibilitou. Pouhou volbou parame-
trů a a b je možno na intervalu [0; 1] dospět k různým tvarům hustoty tohoto
rozdělení (od jednovrcholového přes rovnoměrný až po tvar písmene U).
Střední hodnota µ a rozptyl σ2 tohoto rozdělení jsou například podle [2]
potom dány vztahy
µ =
a
a+ b
, (2.25)
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σ2 =
ab
(a+ b)2(a+ b+ 1)
. (2.26)
Zavedeme-li dále parametr ϕ = a+ b, můžeme rozptyl přepsat do tvaru
σ2 =
µ(1− µ)
1 + ϕ
. (2.27)
Původní parametry a a b jsou potom zpětně vyjádřitelné jako
a = µϕ, (2.28)
b = (1− µ)ϕ. (2.29)
Model je tedy zcela definován také pomocí parametrů µ a ϕ a jeho hus-
totu je možné přepsat do tvaru
f(x) =
Γ(ϕ)
Γ(µϕ)Γ((1− µ)ϕ)x
µϕ−1(1− x)(1−µ)ϕ−1. (2.30)
Beta regrese
Předpokládejme, že pro každý účet i se hodnota Yi odpovídajícího LGD
řídí beta rozdělením s parametry µ(Zi) a ϕ, kde Zi jsou charakteristiky účtu
a µ je vhodná parametrická funkce.
Zaveďme vektorový parametr β obvyklým způsobem jako vektor koefi-
cientů lineární kombinace regresorů Z ′iβ. Potom vzhledem k předpokladu,
že střední hodnota µ beta rozdělení se nachází v intervalu (0; 1), se nabízí
použití logitové nebo probitove transformace. Takto dostaneme
µ(Zi) =
exp(Z ′iβ)
1 + exp(Z ′iβ)
(2.31)
pro logit, nebo
µ(Zi) = Φ(Z
′
iβ) (2.32)
pro probit. My budeme používat první uvedenou funkci (2.31).
Jak střední hodnota rozdělení µ(Zi), tak i rozptyl podle vzorce (2.27)
potom závisí na parametrech Zi daného účtu. Takto dostáváme plně para-
metrický model s parametry β a ϕ.
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Možné zobecnění modelu beta regrese navržené v [19] spočívá ve vari-
aci parametru ϕ. Zavedeme-li další vektor parametrů γ, potom vzhledem
k tomu, že ϕ > 0, použijeme parametrickou funkci
ϕ(Zi) = exp(Z
′
iγ). (2.33)
Věrohodnostní funkce
Věrohodnostní funkce uvedeného modelu má na základě (2.30) tvar
L =
n∏
i=1
Γ(ϕ(Zi))
Γ(µ(Zi)ϕ(Zi))Γ((1− µ(Zi))ϕ(Zi))y
µ(Zi)ϕ(Zi)−1
i (1−yi)(1−µ(Zi))ϕ(Zi)−1,
kde yi je LGD klienta i a n je celkový počet klientů. Přitom v případě
klasického modelu beta regrese mějme
µ(Zi) =
exp(Z ′iβ)
1 + exp(Z ′iβ)
, ϕ(Zi) = ϕ (2.34)
a v případě jejího zobecnění potom
µ(Zi) =
exp(Z ′iβ)
1 + exp(Z ′iβ)
, ϕ(Zi) = exp(Z
′
iγ). (2.35)
Maximálně věrohodný odhad parametrů β a ϕ, respektive β a γ, potom
dostaneme maximalizací logaritmu věrohodnostní funkce
logL =
n∑
i=1
[
log Γ(ϕ(Zi))− log Γ(µ(Zi)ϕ(Zi))− log Γ((1− µ(Zi))ϕ(Zi)) +
+(µ(Zi)ϕ(Zi)− 1) log yi + ((1− µ(Zi))ϕ(Zi)− 1) log(1− yi)
]
.
Nejprve předpokládejme situaci (2.34) a za použití řetízkového pravidla
proveďme parciální derivace podle parametrů β a ϕ:
∂ logL
∂β
=
∂ logL
∂µ(Zi)
· ∂µ(Zi)
∂β
,
∂ logL
∂ϕ
=
∂ logL
∂ϕ(Zi)
· ∂ϕ(Zi)
∂ϕ
.
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Položením hodnot vyjádřených parciálních derivací rovných nule získá-
váme soustavu jedné vektorové a jedné skalární rovnice ve tvaru
∂ logL
∂β
=
n∑
i=1
ϕ(Zi)
[
log
( yi
1− yi
)
−Ψ(µ(Zi)ϕ(Zi)) +
+Ψ((1− µ(Zi))ϕ(Zi))
]
µ(Zi)(1− µ(Zi))Zi,
∂ logL
∂ϕ
=
n∑
i=1
[
µ(Zi) log yi + (1− µ(Zi)) log(1− yi) + Ψ(ϕ(Zi))−
−µ(Zi)Ψ(µ(Zi)ϕ(Zi))− (1− µ(Zi))Ψ((1− µ(Zi))ϕ(Zi))
]
,
kde funkce Ψ = (log Γ)′ je tzv. digama funkce.
Uvažujeme-li nyní uvedené zobecnění ve tvaru (2.35), dostáváme při po-
užití řetízkového pravidla pro výpočet parciálních derivací podle β a γ,
∂ logL
∂β
=
∂ logL
∂µ(Zi)
· ∂µ(Zi)
∂β
,
∂ logL
∂γ
=
∂ logL
∂ϕ(Zi)
· ∂ϕ(Zi)
∂γ
,
soustavu dvou vektorových rovnic tvaru
∂ logL
∂β
=
n∑
i=1
ϕ(Zi)
[
log
( yi
1− yi
)
−Ψ(µ(Zi)ϕ(Zi)) +
+Ψ((1− µ(Zi))ϕ(Zi))
]
µ(Zi)(1− µ(Zi))Zi,
∂ logL
∂γ
=
n∑
i=1
[
µ(Zi) log yi + (1− µ(Zi)) log(1− yi)−
−µ(Zi)Ψ(µ(Zi)ϕ(Zi)) + Ψ(ϕ(Zi))−
−(1− µ(Zi))Ψ((1− µ(Zi))ϕ(Zi))
]
ϕ(Zi)Zi.
Model dvoustupňové regrese
Podstata modelu dvoustupňové regrese spočívá v úvaze, že celková vý-
těžnost po 36 měsících (RR(36)) závisí na výtěžnosti do nějakého menšího
času, např. RR(12) (ale testujme i další možnosti).
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V prvním kroku tedy odhadneme pro každý účet RR(12) pomocí beta
regrese s charakteristikami daného účtu jako regresory. Odhad parametrů
této regrese provádíme na všech dostupných ukončených pozorováních (těch
je zpravidla více než u RR(36)). Ve druhém kroku potom pomocí lineární
regrese odhadneme RR(36) v závislosti na odhadu RR(12) a na charakte-
ristikách příslušného účtu. Koeficienty lineární regrese odhadujeme na sku-
tečných hodnotách RR(12).
Výhodou tohoto modelu je využití také těch částečných pozorování, která
jsou delší než 12 měsíců. Naopak v reálných datech není splněn v odborné li-
teratuře uváděný předpoklad, že LGD jakožto míra leží v intervalu [0; 1]. Vli-
vem započtení nákladů vymáhání je totiž mnohdy výtěžnost záporná, nebo
vlivem nabíhajících úroků a penále dlužník naopak cílovou částku přeplatí.8
Proto je zde nutné hodnoty RR(36) vhodným způsobem upravit (například
vhodnou lineární transformací). Nutno též podotknout, že tento přístup má
dvakrát více parametrů než předchozí aplikace Coxova modelu. Při použití
zobecnění beta regrese popsané v (2.33) je počet parametrů dokonce troj-
násobný.
2.3 Logistická regrese
Dalším možným přístupem k odhadu LGD je metoda logistické regrese.
Účty nejprve rozdělíme podle celkové výtěžnosti na dvě skupiny. V jedné
skupině budou ty účty, kde byla výtěžnost menší než 0,5; v druhé naopak ty,
kde byla výtěžnost větší než 0,5. Určení přesné hranice záleží na konkrétních
datech.
Pro odhad pravděpodobnosti, že se daný účet nachází v první skupině,
použijeme metodu logistické regrese. Jako odhad celkové výtěžnosti potom
jednotlivým účtům přiřadíme příslušnou poměrnou část vážených průměrů
obou skupin.
Předpokládejme nyní, že pi(Zi) je pravděpodobnost, že se účet i nachází
v první skupině, označme pi(Zi) = P(Yi = 1). Naopak pravděpodobnost, že
8To nás opět vede k již dříve zmíněnému postupu odděleného modelování výtěžnosti
a nákladů.
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se klient nachází ve druhé skupině, je potom 1 − pi(Zi) = P(Yi = 0). Tato
pravděpodobnost je tedy dána vektorem Zi charakteristik daného účtu. Jeli-
kož pravděpodobnost je opět z intervalu [0; 1], použijeme i zde transformaci
pi(Zi) =
exp(Z ′iβ)
1 + exp(Z ′iβ)
s vektorem parametrů β.
Potom pravděpodobnost, že se daný účet i nachází v dané skupině (opět
označme Yi = 1 pro první skupinu a Yi = 0 pro druhou skupinu) můžeme
vyjádřit jako
P(Yi = yi) = pi(Zi)
yi
(
1− pi(Zi)
)1−yi . (2.36)
Odtud dostáváme pro n účtů tvar věrohodnostní funkce
L =
n∏
i=1
pi(Zi)
yi
(
1− pi(Zi)
)1−yi (2.37)
a její logaritmus
logL =
n∑
i=1
[
yi log
(
pi(Zi)
)
+ (1− yi) log
(
1− pi(Zi)
)]
. (2.38)
Provedeme-li podle řetízkového pravidla derivaci podle vektoru parame-
trů β,
∂ logL
∂β
=
∂ logL
∂pi(Zi)
· ∂pi(Zi)
∂β
,
dostáváme položením rovno nule vektorovou rovnici
∂ logL
∂β
=
n∑
i=1
(
yi − pi(Zi)
)
Zi = 0. (2.39)
Tato rovnice se řeší opět numericky pomocí Newtonova-Raphsonova ite-
račního algoritmu. Potom maximálně věrohodný odhad β̂ má asymptoticky
normální rozdělení se střední hodnotou β a varianční maticí I−1(β̂), kde
I(β) = − ∂2
∂β∂β′ logL je opět Fischerova informační matice tvaru
I(β) =
n∑
i=1
pi(Zi)
(
1− pi(Zi)
)
ZiZ
′
i. (2.40)
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Více informací o metodě logistické regrese je možno nalézt například v [1]
nebo [18].
2.4 Regresní strom
Možnou alternativou logistické regrese z předchozího odstavce je použití
regresního stromu. Opět účty rozdělíme do dvou skupin podle celkové vý-
těžnosti. Míru příslušnosti daného účtu do jednotlivých skupin v závislosti
na charakteristikách potom odhadneme pomocí regresního stromu.
Modelování pomocí regresního stromu je založeno na iterativním po-
stupu dělení pozorování podle regresorů do skupin s podobnými hodnotami
vysvětlované proměnné. V našem případě potom hledanou míru příslušnosti
daného účtu do jednotlivých skupin vyjádříme jako poměr zastoupení těchto
skupin v příslušném koncovém uzlu stromu.
Předpokládejme stejně jako v případě logistické regrese, že Yi je binární
proměnná vyjadřující příslušnost daného účtu do první nebo druhé skupiny
a je závislá na charakteristikách účtu Zi. Uveďme ve zkratce použitý algo-
ritmus pro tvorbu regresních stromů, zabudovaný v programu AnswerTree.9
Úplný CHAID algoritmus (Exhaustive Chi-squared Automatic Interaction
Detector Algorithm) pro nominální vysvětlovanou proměnnou pracuje násle-
dujícím způsobem:
0. Ještě před spuštěním algoritmu dojde ke kategorizaci spojitých vysvět-
lujících proměnných do zvoleného počtu kategorií.
1. Pro každou vysvětlující proměnnou Zk algoritmus najde takovou dvo-
jici jejích kategorií, jejichž odlišnost je nejméně signifikantní. K po-
rovnání se zde používá p-hodnota χ2 testu nezávislosti v kontingenční
tabulce mezi kategoriemi vysvětlované proměnné Y a damými dvěma
9Při popisu algoritmu vycházíme z informací v příručce AnswerTree 3.0 User’s Guide
a dalších uvedených pramenů.
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kategoriemi vysvětlující proměnné Zk (viz např. [2]),
χ2 = n
r∑
i=1
c∑
j=1
n2ij
ni·n·j
− n ∼ χ2(r−1)(c−1),
kde n je počet pozorování v daném uzlu, r je počet kategorií vysvět-
lované proměnné (v případě binární proměnné r = 2), c = 2 je počet
kategorií vysvětlující proměnné a ni· a n·j jsou příslušné součty prvků
nij kontingenční tabulky.
2. Vybraný pár s největší p-hodnotou sloučí do společné kategorie.
3. Pro nově vzniklé kategorie proměnných Zk opět spočítá p-hodnoty
testů nezávislosti a uloží tyto hodnoty do paměti společně s odpovída-
jícími kategoriemi.
4. Opakuje kroky 1, 2 a 3, dokud pro danou proměnnou nezůstanou
poslední dvě kategorie. Potom vybere nejmenší takovou p-hodnotu
z bodu 3 a jí odpovídající kategorie.
5. Pro dané kategorie každé z proměnných Zk spočítá Bonferroniho ko-
rigovanou p-hodnotu (viz např. [17]).
6. Na základě korigované p-hodnoty vybere nejsignifikantnější proměn-
nou Zk. Její p-hodnotu potom porovná s předem stanovenou hladinou
α.
• Pokud je daná p-hodnota menší nebo rovna než α, rozdělí uzel
na poduzly podle vybraných kategorií Zk.
• Pokud je daná p-hodnota větší než α, uzel dále nerozděluje a
označí jej jako koncový.
7. Opakuje rozvíjející proces, dokud nenastane jedna z ukončujících pod-
mínek (maximální počet úrovní, minimální počet pozorování v uzlu
atd.).
Iterativním opakováním tohoto postupu tak vznikne strom, jehož kon-
cové uzly tvoří skupiny pozorování s navzájem odlišnou strukturou složení
vysvětlované proměnné. Popis různých algoritmů regresních stromů je možné
nalézt také například v [23].
36
2.5 Lineární regrese
Pro úplnost a následné porovnání zde ještě uveďme běžný model lineární
regrese. Hodnotu celkové výtěžnosti modelujeme přímo jako lineární funkci
charakteristik daného účtu,
Yi = Z
′
iβ + ui,
kde Zi je opět vektor charakteristik účtu i a β je vektor parametrů. Od-
had vektoru parametrů β potom provádíme klasickou metodou nejmenších
čtverců,
β̂ = (Z ′Z)−1Z ′y.
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Kapitola 3
Odhad LGD na úrovni poolu
Nyní si na reálných datech ukážeme postup odhadu LGD. Dříve, než se
pustíme do aplikace a srovnání samotných metod, popsaných v předchozí ka-
pitole, podívejme se na LGD ze společného pohledu všech účtů, takzvaného
poolu. K práci s daty a aplikaci metod používáme SAS verze 9.1.
3.1 Dostupná data
Reálná bankovní data pro účely této práce laskavě poskytla Česká spo-
řitelna, a.s. Jedná se o databázi 4000 defaultních účtů s následujícími cha-
rakteristikami:
• Databáze o homogenním produktu, konkrétně jde o nezajištěný retail.
• Banka používá vlastní definici defaultu, nikoliv podle definice Basel II.
• Na všechny účty byl aplikován stejný vymáhací proces.
• Ke každému účtu máme historii podefaultního splácení. Vše již dis-
kontováno a očištěno o náklady banky.
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• Ke každému účtu jsou uvedeny vysvětlující proměnné, které by mohly
mít prediktivní sílu. Proměnné však nejsou popsány, jsou jen označeny
jako Z1 až Z81, přičemž proměnná Z4 je uvedena jako kategoriální.
Za ukončené považujeme ty účty, kde bylo již vymáhání ukončeno, a ty
účty, kde vymáhání ještě probíhá, ale od defaultu uplynulo více než 36 mě-
síců. Pro tyto ukončené účty můžeme vyjádřit celkovou výtěžnost do daného
měsíce po defaultu. Celkový průběh vytěžování na všech dokončených účtech
shrnuje Obrázek 3.1.
Obrázek 3.1: Závislost celkové výtěžnosti na měsíci po defaultu.
Celková výtěžnost do 12 a do 36 měsíců po defaultu
Podívejme se nyní podrobněji na celkovou výtěžnost do 12 a do 36 mě-
síců po defaultu (proměnné RR(12) a RR(36)). V následujícím porovnání
uvažujeme pouze ty účty, které jsou v daných měsících ukončené. Souhrnné
charakteristiky shrnuje Tabulka 3.1. 2
1Intercept budeme značit s indexem 0.
2Odtud vidíme, že výtěžnost opravdu neleží v intervalu [0; 1], jak se mnohdy předpo-
kládá.
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Proměnná Průměr Odchylka Minimum Maximum Počet
RR(12) 0,3870385 0,4479205 −0, 2184901 3,0301466 3340
RR(36) 0,6005483 0,4188609 −0, 2726035 3,0301466 2845
Tabulka 3.1: Charakteristiky proměnných RR(12) a RR(36) na dokončených
účtech.
Další charakteristiky jsou patrné z Obrázků A.1 až A.6. Z Obrázku A.5
je patrné, že závislost RR(36) na RR(12) není příliš systematická.3 Body na
diagonále znázorňují případy rovnosti RR(12) a RR(36), tedy případy, kdy
klient ukončil splácení již před 12. měsícem.
Vážený přístup
V předchozích paragrafech jsme považovali jednotlivé účty za rovnocenné
a zkoumali souhrnné charakteristiky v jednoduché (nevážené) podobě.
Pod pojmem celková výtěžnost si však raději představujeme, jaké pro-
cento celkové dlužné částky všech účtů bylo k danému měsíci splaceno.
V tomto případě tedy nejde o prostý aritmetický průměr, ale o aritmetický
průměr vážený dlužnými částkami (EAD). Tato charakteristika potom lépe
vystihuje očekávanou ztrátu banky v případě defaultu.
V Tabulce 3.2 vidíme, jak výrazně se vážený průměr liší od neváženého
průměru z předchozího paragrafu, tedy jak se liší celková výtěžnost od prů-
měrné. Obrázek 3.2 potom ukazuje závislost celkové výtěžnosti na době vy-
máhání.
Proměnná Průměr Vážený průměr
RR(12) 0,3870385 0,3017156
RR(36) 0,6005483 0,5414734
Tabulka 3.2: Charakteristiky proměnných RR(12) a RR(36) na dokončených
účtech.
3To byl předpoklad modelu dvoustupňové regrese.
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Obrázek 3.2: Závislost celkové výtěžnosti na měsíci po defaultu – vážený
průměr.
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3.2 Extrapolace časové řady
Abychom získali představu o vývoji celkové výtěžnosti v čase, rozdělíme
jednotlivé účty do skupin (tzv. vintage) podle měsíce, kdy došlo k defaultu.
Pro jednotlivé vintage potom spočítáme celkové výtěžnosti v jednotlivých
měsících po defaultu,
RR(t)d =
∑n
i=1D(d, i) ·RR(t)i · EADi∑n
i=1D(d, i) · EADi
,
kde RR(t)d je výtěžnost dané vintage d v čase t měsíců po defaultu, RR(t)i
je celková výtěžnost účtu i v čase t, EADi je expozice při defaultu účtu
i a D(d, i) = I(i ∈ d) je indikátor toho, že účet patří do vintage d, tj.
zdefaultoval v čase d.
Pro dokončené vintage, tj. takové, kde od defaultu uplynulo více než 36
měsíců, máme k dispozici skutečnou hodnotu celkové výtěžnosti RR(36)d.
Celkovou výtěžnost RR(36)d nedokončených vintage, tj. takových, kde od
defaultu ještě neuplynulo 36 měsíců, potom odhadneme váženou lineární re-
gresí na poslední známé hodnotě výtěžnosti dané vintage. Takto dostaneme
časovou řadu skutečných výtěžností rozšířenou o odhady výtěžností těch vin-
tage, kde skutečná hodnota není k dispozici. Tuto časovou řadu znázorňuje
Obrázek 3.3.4
Souhrnné charakteristiky provedených regresí pro jednotlivé nedokon-
čené vintage s poslední známou hodnotou v daném měsíci shrnuje Tabulka
3.3. Pro regresi ze 12. měsíce jsme vykreslili také grafické charakteristiky
(Obrázky A.7 až A.10).
4Analýzou této časové řady, kterou je možno také vážit celkovými nesplacenými část-
kami, je možné dospět k odhadu budoucí hodnoty výtěžnosti.
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Obrázek 3.3: Závislost celkové výtěžnosti po 36 měsících na měsíci defaultu
– modře skutečné hodnoty, červeně odhadnuté hodnoty.
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Měsíc β0 βRR(t) N SE R2
0 0,46980 16,5887 22 0,074903 0,23881
1 0,41119 9,7013 22 0,065912 0,41056
2 0,37283 1,0077 22 0,070831 0,31930
3 0,31380 0,9889 22 0,067378 0,38407
4 0,30354 0,8643 22 0,067716 0,37787
5 0,28178 0,8500 22 0,062843 0,46419
6 0,27613 0,8117 22 0,060941 0,49613
7 0,27131 0,7815 22 0,060359 0,50571
8 0,25762 0,7587 22 0,048398 0,68219
9 0,25080 0,7486 22 0,047507 0,69379
10 0,23607 0,7678 22 0,046505 0,70657
11 0,23030 0,7598 22 0,044167 0,73534
12 0,22618 0,7495 22 0,043912 0,73839
13 0,21182 0,7666 22 0,041276 0,76885
14 0,20872 0,7600 22 0,041243 0,76922
15 0,19935 0,7674 22 0,039096 0,79263
16 0,19591 0,7547 22 0,037429 0,80993
17 0,17939 0,7776 22 0,035802 0,82609
18 0,17155 0,7850 22 0,034254 0,84080
19 0,16740 0,7865 22 0,033603 0,84680
20 0,16609 0,7814 22 0,032656 0,85532
21 0,16553 0,7704 22 0,031480 0,86555
22 0,15803 0,7782 22 0,030456 0,87415
23 0,15094 0,7853 22 0,030488 0,87388
24 0,13494 0,8101 22 0,026909 0,90176
25 0,12596 0,8217 22 0,025966 0,90852
26 0,11708 0,8326 22 0,024686 0,91732
27 0,11113 0,8406 22 0,023737 0,92356
28 0,11168 0,8337 22 0,023064 0,92783
29 0,10883 0,8349 22 0,022218 0,93303
30 0,09832 0,8514 22 0,021421 0,93775
31 0,08917 0,8651 22 0,020720 0,94175
32 0,07579 0,8837 22 0,020303 0,94407
33 0,05447 0,9176 22 0,020344 0,94385
34 0,02803 0,9568 22 0,013548 0,97510
35 0,01942 0,9707 22 0,012733 0,97800
Tabulka 3.3: Charakteristiky regresí na poolu.
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3.3 Parametrizace výtěžnostní funkce
Vrátíme-li se k Obrázku 3.2 – závislosti celkové výtěžnosti na době vytě-
žování, naskytne se otázka, zda je možno tuto závislost parametricky popsat.
Jedním z možných parametrických tvarů je výtěžnostní funkce
E
[
RR(t)
]
= µ
1− νt
1− ν36 , (3.1)
kde µ a ν jsou její parametry.
Odhady parametrů µ a ν, odhadnuté metodou nejmenších čtverců, jsou
v Tabulce 3.4. Parametr µ potom představuje teoretickou hodnotu celkové
výtěžnosti po 36 měsících. Tvar výtěžnostní funkce znázorňuje Obrázek 3.4,
kvalitu odhadu potom Tabulka 3.5.
Parametr Odhad
µ 0,534561
ν 0,914432
Tabulka 3.4: Odhady parametrů µ a ν metodou nejmenších čtverců.
SE R2
0,014633 0,99001
Tabulka 3.5: Charakteristiky odhadu metodou nejmenších čtverců.
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Obrázek 3.4: Odhadnutý tvar výtěžnostní funkce (3.1).
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Kapitola 4
Odhad LGD na úrovní účtů
V této kapitole uvedeme výsledky aplikace jednotlivých metod popsa-
ných v Kapitole 2. Ve všech použitých metodách modelujeme celkovou vý-
těžnost klienta do 36 měsíců po defaultu (RR(36)). K práci s daty a aplikaci
metod používáme SAS verze 9.1, regresní strom modelujeme v programu
AnswerTree.
Vzhledem k tomu, že odhadujeme celkovou (váženou) výtěžnost, vážíme
všechny uvedené metody dlužnými částkami. Proto také pro porovnání kva-
lity uvedených metod používáme modifikovaný R2, rovněž vážený dlužnými
částkami,
R2 = 1−
∑n
i=1wi
(
RR(36)i − R̂R(36)i
)2∑n
i=1wi
(
RR(36)i −RR(36)pool
)2 ,
kde
RR(36)pool =
n∑
i=1
wiRR(36)i
je vážený průměr RR(36)i všech testovaných účtů a
wi =
EADi∑n
k=1EADk
jsou příslušné váhy.1
1Uvedená metrika byla zvolena tak, aby RR(36)pool byl konstantou s nejmenší vzdá-
leností od skutečných hodnot.
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4.1 Klasický Coxův model
Výstupem klasického Coxova modelu je funkce přežití pro jednu korunu
jednotlivých účtů, tj. pravděpodobnost, že je daná koruna v daném měsíci
stále ještě nesplacena (Obrázek 4.1). Z ní je potom odvozena základní rizi-
ková funkce (Obrázek 4.2). Jako odhad celkové výtěžnosti tedy uvažujeme
doplněk pravděpodobnosti přežití v čase 36.
Výsledky tohoto postupu shrnují Tabulky 4.1,2 4.2 a Obrázky B.1 až B.4.
Jako referenční skupina byly brány všechny ukončené účty.
Parametr Odhad
β1 0, 00420
β2 8, 21703 · 10−8
β3 0, 00293
β41 −0, 05458
β42 −0, 68169
β43 −0, 45260
β44 −0, 25779
β45 −0, 34733
β46 −0, 23907
β47 −0, 16284
β48 −0, 14832
β49 −0, 07155
β5 2, 7813 · 10−6
β6 −1, 45909
β7 1, 13076
β8 −0, 08384
Tabulka 4.1: Odhady parametrů klasického Coxova regresního modelu.
N SE R2
2833 0,37187 0,083092
Tabulka 4.2: Charakteristiky klasického Coxova regresního modelu.
2Úroveň je dána odhadem základní rizikové funkce, proto model již neobsahuje inter-
cept.
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Obrázek 4.1: Funkce přežití v klasickém Coxově regresním modelu.
Obrázek 4.2: Základní riziková funkce v klasickém Coxově modelu.
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4.2 Modifikovaný Coxův model
Výstupem modifikovaného Coxova modelu, váženého dlužnými částkami,
je funkce přežití pro každého klienta, tj. pravděpodobnost, že do 36. měsíce
po defaultu bude mít alespoň danou výtěžnost (Obrázek 4.3). Z ní je po-
tom odvozena základní riziková funkce (Obrázek 4.4). Jako odhad výtěžnosti
daného účtu uvažujeme střední hodnotu možných výtěžností (váženo apri-
orními pravděpodobnostmi).
Výsledky tohoto postupu shrnují Tabulky 4.3,3 4.4 a Obrázky B.5 až B.8.
Jako referenční skupina byly brány všechny ukončené účty.
Parametr Odhad
β1 −0, 00582
β2 −1, 0976 · 10−6
β3 0, 00481
β41 −0, 46090
β42 −0, 12597
β43 −0, 23456
β44 −0, 43648
β45 −0, 30347
β46 0, 01310
β47 −0, 04117
β48 0, 05927
β49 0, 04581
β5 −9, 816 · 10−7
β6 0, 61235
β7 −1, 66976
β8 −0, 13193
Tabulka 4.3: Odhady parametrů modifikovaného Coxova regresního modelu.
3Úroveň je dána odhadem základní rizikové funkce, proto model již neobsahuje inter-
cept.
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N SE R2
2833 0,37213 0,081835
Tabulka 4.4: Charakteristiky modifikovaného Coxova regresního modelu.
Obrázek 4.3: Funkce přežití v modifikovaném Coxově regresním modelu.
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Obrázek 4.4: Základní riziková funkce v modifikovaném Coxově regresním
modelu.
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4.3 Klasická dvoustupňová regrese
V rámci aplikace modelu klasické dvoustupňové regrese jsme testovali
různé hodnoty času zlomu. V Tabulce 4.6 jsou potom výsledky jednotlivých
regresí, vážených dlužnými částkami, v závislosti na času zlomu. Hodnoty
s indexem 1 se vztahují k provedené beta regresi. Hodnoty s indexem 2 se
vztahují k celé dvoustupňové regresi.
Pro regresi se zlomem ve 12. měsíci dále uvádíme odhady parametrů
provedené beta regrese (Tabulka 4.5) a následující lineární regrese (Tabulka
4.7). Obrázky B.9 až B.12 shrnují charakteristiky provedené beta regrese,
Obrázky B.13 až B.16 potom charakteristiky celé dvoustupňové regrese pro
zlom ve 12. měsíci.
Parametr Odhad
β0 0.3457
β1 0.004937
β2 9.238 · 10−7
β3 −0.00373
β41 −0.2781
β42 −0.5865
β43 −0.3523
β44 −0.3136
β45 −0.4121
β46 −0.2299
β47 −0.3164
β48 −0.2055
β49 −0.4303
β5 5.888 · 10−6
β6 −0.7639
β7 1.0547
β8 −0.04580
ϕ 0.7601
Tabulka 4.5: Odhady parametrů beta regrese.
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Měsíc N1 SE1 R21 N2 SE2 R
2
2
1 3984 0,06803 −0, 51766 2845 0,36428 0,12201
2 3984 0,27881 −0, 26931 2845 0,36772 0,10536
3 3906 0,31973 −0, 19325 2845 0,36873 0,10043
4 3855 0,33861 −0, 13618 2845 0,36895 0,09934
5 3782 0,35318 −0, 09735 2845 0,36902 0,09904
6 3719 0,36205 −0, 06389 2845 0,36922 0,09804
7 3659 0,37065 −0, 03877 2845 0,36898 0,09922
8 3594 0,38135 −0, 01279 2845 0,36917 0,09827
9 3543 0,38459 0,00759 2845 0,36898 0,09920
10 3477 0,38721 0,02552 2845 0,36906 0,09884
11 3430 0,38930 0,03729 2845 0,36928 0,09773
12 3340 0,39312 0,05107 2845 0,36978 0,09531
13 3291 0,39674 0,06159 2845 0,36983 0,09509
14 3238 0,39859 0,07208 2845 0,36988 0,09481
15 3174 0,39941 0,07650 2845 0,36969 0,09575
16 3129 0,39900 0,08161 2845 0,36986 0,09491
17 3065 0,39996 0,08464 2845 0,36992 0,09460
18 3003 0,39920 0,08197 2845 0,37019 0,09329
19 2949 0,39857 0,08207 2845 0,37029 0,09279
20 2918 0,39799 0,08020 2845 0,37050 0,09178
21 2910 0,39658 0,08248 2845 0,37078 0,09043
22 2901 0,39471 0,08444 2845 0,37099 0,08937
23 2898 0,39260 0,08538 2845 0,37092 0,08970
24 2894 0,38691 0,09752 2845 0,36883 0,09996
25 2890 0,38392 0,09955 2845 0,36882 0,09998
26 2885 0,38128 0,09824 2845 0,36875 0,10036
27 2884 0,37941 0,09831 2845 0,36875 0,10036
28 2880 0,37812 0,09897 2845 0,36886 0,09981
29 2874 0,37649 0,09897 2845 0,36890 0,09960
30 2866 0,37356 0,09689 2845 0,36902 0,09902
31 2861 0,37336 0,09645 2845 0,36906 0,09883
32 2855 0,37289 0,09567 2845 0,36902 0,09903
33 2853 0,37159 0,09657 2845 0,36926 0,09785
34 2850 0,37100 0,09390 2845 0,36938 0,09726
35 2848 0,37071 0,09336 2845 0,36940 0,09714
36 2845 0,37016 0,09343 2845 0,37016 0,09343
Tabulka 4.6: Charakteristiky beta regrese (1) a celé dvoustupňové regrese
(2) v závislosti na zvoleném měsíci zlomu.
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Parametr Odhad
β0 0, 12857
βRR(12) 0, 77325
β1 0, 00136
β2 4, 883356 · 10−8
β3 −0, 00103
β41 0, 16676
β42 0, 04720
β43 0, 05311
β44 0, 13473
β45 0, 12189
β46 0, 03802
β47 0, 08468
β48 0, 08858
β49 0, 04151
β5 8, 127528 · 10−7
β6 0, 02843
β7 0, 28252
β8 0, 00167
Tabulka 4.7: Odhady parametrů lineární regrese.
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4.4 Zobecněná dvoustupňová regrese
V tomto modelu použijeme zobecnění beta regrese popsané na straně 31.
V Tabulce 4.9 jsou výsledky jednotlivých regresí, vážených dlužnými část-
kami, při různě zvoleném času zlomu. Hodnoty s indexem 1 se vztahují k pro-
vedené beta regresi, hodnoty s indexem 2 se vztahují k celé dvoustupňové
regresi. Pro zlom v prvním až třetím měsíci použitá metoda nekonverguje.
Pro regresi se zlomem ve 12. měsíci dále uvádíme odhady parametrů
provedené beta regrese (Tabulka 4.8) a následující lineární regrese (Tabulka
4.10). Obrázky B.17 až B.20 shrnují charakteristiky provedené beta regrese,
Obrázky B.21 až B.24 potom charakteristiky celé dvoustupňové regrese pro
zlom ve 12. měsíci.
Parametr Odhad Parametr Odhad
β0 0, 3495 γ0 −0, 7557
β1 0, 005361 γ1 0, 001572
β2 1, 534 · 10−6 γ2 −6, 68 · 10−7
β3 −0, 00360 γ3 0, 003342
β41 −0, 2582 γ41 0, 07371
β42 −0, 7576 γ42 0, 4991
β43 −0, 3632 γ43 0, 1170
β44 −0, 3502 γ44 0, 2641
β45 −0, 4749 γ45 0, 2500
β46 −0, 2301 γ46 0, 09525
β47 −0, 3462 γ47 0, 2264
β48 −0, 2304 γ48 0, 2613
β49 −0, 3970 γ49 0, 08717
β5 5, 754 · 10−6 γ5 1, 068 · 10−6
β6 −0, 7510 γ6 0, 3572
β7 0, 9906 γ7 0, 08563
β8 0, 01642 γ8 −0, 01584
Tabulka 4.8: Odhady parametrů beta regrese.
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Měsíc N1 SE1 R21 N2 SE2 R
2
2
4 3855 0,32381 −0, 03900 2845 0,36627 0,11241
5 3782 0,33986 −0, 01611 2845 0,36629 0,11233
6 3719 0,34966 0,00765 2845 0,36635 0,11199
7 3659 0,36088 0,01528 2845 0,36654 0,11110
8 3594 0,37445 0,02354 2845 0,36743 0,10676
9 3543 0,37879 0,03733 2845 0,36740 0,10693
10 3477 0,38216 0,05076 2845 0,36750 0,10644
11 3430 0,38482 0,05933 2845 0,36779 0,10504
12 3340 0,38916 0,07006 2845 0,36824 0,10281
13 3291 0,39356 0,07654 2845 0,36851 0,10150
14 3238 0,39604 0,08391 2845 0,36865 0,10081
15 3174 0,39722 0,08657 2845 0,36854 0,10135
16 3129 0,39707 0,09045 2845 0,36876 0,10031
17 3065 0,39826 0,09242 2845 0,36886 0,09982
18 3003 0,39763 0,08917 2845 0,36904 0,09891
19 2949 0,39696 0,08946 2845 0,36908 0,09874
20 2918 0,39653 0,08696 2845 0,36931 0,09759
21 2910 0,39510 0,08935 2845 0,36953 0,09654
22 2901 0,39317 0,09155 2845 0,36966 0,09589
23 2898 0,39103 0,09264 2845 0,36954 0,09647
24 2894 0,38599 0,10181 2845 0,36796 0,10419
25 2890 0,38286 0,10450 2845 0,36785 0,10473
26 2885 0,38016 0,10349 2845 0,36771 0,10539
27 2884 0,37830 0,10357 2845 0,36772 0,10536
28 2880 0,37693 0,10463 2845 0,36776 0,10515
29 2874 0,37533 0,10452 2845 0,36776 0,10517
30 2866 0,37249 0,10206 2845 0,36799 0,10403
31 2861 0,37226 0,10174 2845 0,36802 0,10389
32 2855 0,37179 0,10101 2845 0,36796 0,10421
33 2853 0,37032 0,10270 2845 0,36810 0,10350
34 2850 0,36973 0,10012 2845 0,36817 0,10315
35 2848 0,36943 0,09965 2845 0,36818 0,10313
36 2845 0,36886 0,09981 2845 0,36886 0,09981
Tabulka 4.9: Charakteristiky beta regrese (1) a celé dvoustupňové regrese
(2) v závislosti na zvoleném měsíci zlomu.
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Parametr Odhad
β0 0, 12857
βRR(12) 0, 77325
β1 0, 00136
β2 4, 883356 · 10−8
β3 −0, 00103
β41 0, 16676
β42 0, 04720
β43 0, 05311
β44 0, 13473
β45 0, 12189
β46 0, 03802
β47 0, 08468
β48 0, 08858
β49 0, 04151
β5 8, 127528 · 10−7
β6 0, 02843
β7 0, 28252
β8 0, 00167
Tabulka 4.10: Odhady parametrů lineární regrese.
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4.5 Logistická regrese
Dalším testovaným přístupem k odhadu LGD je metoda logistické re-
grese, vážená dlužnými částkami. Účty rozdělíme podle celkové výtěžnosti na
dvě skupiny. Pro určení optimální hranice vyzkoušíme hodnoty všech celých
procent mezi 0 a 1. Jako nejlepší se ukázala hodnota 0,42.
Jako odhad celkové výtěžnosti potom jednotlivým účtům přiřadíme pří-
slušný poměr vážených průměrů obou skupin. Charakteristiky tohoto pří-
stupu pro vybrané hodnoty hranice shrnuje Tabulka 4.11.
Pro hranici 0,42 uvádíme hodnoty odhadnutých parametrů v Tabulce
4.12 a grafické charakteristiky v Obrázcích B.25 až B.28.
Model N SE R2
0,00 2845 0,37410 0,07404
0,10 2845 0,37285 0,08022
0,20 2845 0,37366 0,07623
0,30 2845 0,37232 0,08282
0,40 2845 0,36331 0,12668
0,42 2845 0,36322 0,12712
0,50 2845 0,36351 0,12573
0,60 2845 0,36421 0,12238
0,70 2845 0,36562 0,11556
0,80 2845 0,36820 0,10303
0,90 2845 0,37112 0,08876
1,00 2845 0,37690 0,06015
Tabulka 4.11: Charakteristiky logistické regrese.
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Parametr Odhad
β0 −0, 2712
β1 −0, 0206
β2 −5, 6 · 10−7
β3 −0, 0172
β41 −1, 0292
β42 0, 00526
β43 0, 0615
β44 −0, 5429
β45 −0, 0381
β46 0, 0851
β47 0, 0351
β48 −0, 1072
β49 0, 00512
β5 −0, 00001
β6 1, 0090
β7 −4, 4482
β8 −0, 3636
Tabulka 4.12: Odhady parametrů logistické regrese.
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4.6 Regresní strom
Také v tomto případě účty rozdělíme do dvou skupin podle celkové vý-
těžnosti. Jako hraniční hodnotu zde pro srovnání zvolme opět hodnotu 0,42.
Výsledný regresní strom znázorňuje Tabulka 4.13, jeho kvalitu potom
Tabulka 4.14. Grafické charakteristiky shrnují Obrázky B.29 až B.32.
Z5i Z
7
i Ŷi
(0; 30000] 0,545
(30000; 40000] 0,657
(40000;∞] 0,764
(−∞; 0] (−∞; 0] 0,300
(−∞; 0] (0; 0, 038] 0,437
(−∞; 0] (0, 038; 0, 047] 0,537
(−∞; 0] (0, 047; 0, 057] 0,452
(−∞; 0] (0, 057; 0, 060] 0,534
(−∞; 0] (0, 060; 0, 064] 0,472
(−∞; 0] (0, 064; 0, 075] 0,566
(−∞; 0] (0, 075; 0, 085] 0,513
(−∞; 0] (0, 085; 0, 100] 0,563
(−∞; 0] (0, 100; 0, 112] 0,594
(−∞; 0] (0, 112; 0, 120] 0,678
(−∞; 0] (0, 120; 0, 144] 0,558
(−∞; 0] (0, 144;∞] 0,678
Tabulka 4.13: Regresní strom.
N SE R2
2845 0,36915 0,098392
Tabulka 4.14: Charakteristiky regresního stromu.
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4.7 Lineární regrese
Pro srovnání odhadneme hodnoty RR(36) také běžnou metodou lineární
regrese v závislosti na charakteristikách účtu, váženou dlužnými částkami.
Výsledky a odhadnuté parametry metody lineární regrese shrnují Ta-
bulky 4.15 a 4.16 a Obrázky B.33 až B.36. Jako referenční skupina byly
brány všechny ukončené účty.
N SE R2
2845 0,36335 0,12650
Tabulka 4.15: Charakteristiky lineární regrese.
Parametr Odhad
β0 0, 66133
β1 0, 00284
β2 3, 467015 · 10−7
β3 0, 00152
β41 0, 12668
β42 −0, 05066
β43 −0, 00987
β44 0, 08325
β45 0, 02854
β46 −0, 02098
β47 0, 00224
β48 0, 01291
β49 0, 00395
β5 0, 00000106
β6 −0, 23763
β7 0, 46173
β8 0, 07279
Tabulka 4.16: Odhady parametrů lineární regrese.
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4.8 Srovnání
Cílem provedených aplikací bylo vyzkoušet a porovnat některé nové pří-
stupy k modelování LGD. Na první pohled je patrné, že všechny uvedené
metody na úrovni účtů představují jisté zlepšení oproti metodám poolovým
– tedy prostému nahrazení váženým průměrem.
Jak plyne z následujícího srovnání, nejlépe dopadly nejjednodušší a běžně
používané modely logistické a lineární regrese. Naopak metody Coxova mo-
delu a dvoustupňové regrese, založené také na využití částečných pozorování,
se ukázaly jako méně vhodné. V případě metody dvoustupňové regrese došlo
dokonce k situaci, kdy odhady veličiny RR(12) použité ve druhém stupni
snížily kvalitu následující lineární regrese.4
Přístup SE R2
Klasický Coxův model 0,37213 0,08184
Modifikovaný Coxův model 0,37187 0,08309
Klasické dvoustupňová regrese (12) 0,36978 0,09531
Zobecněná dvoustupňová regrese (12) 0,36824 0,10281
Logistická regrese (0,42) 0,36322 0,12712
Regresní strom (0,42) 0,36915 0,09839
Lineární regrese 0,36335 0,12650
Tabulka 4.17: Srovnání použitých přístupů.
4Zde by bylo možné uvažovat o přístupu, kdy bychom koeficienty lineární regrese ve
druhém stupni odhadovali již na provedených odhadech veličiny RR(12). Tím bychom
eliminovali možné systematické nadhodnocování či podhodnocování odhadů použité beta
regrese, ale ubrali bychom na stabilitě modelu. Takovýto přístup by tedy bylo nutné
důsledně testovat na testovacím vzorku.
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Závěr
V této práci jsme stručně nastínili princip kapitálové přiměřenosti podle
Basel II, odkud potom vyplývá povinnost bank předepsaným způsobem
kvantifikovat riziko ztráty – pomocí standardizovaného přístupu nebo IRB
přístupu. Vzhledem k tomu, že IRB přístup umožňuje obecně nižší kapitá-
lový požadavek, jsou banky motivovány k zavádění vnitřních modelů k od-
hadování komponent rizika. Dále jsme se již věnovali popisu matematických
modelů pro odhad LGD a jejich praktické aplikaci na reálná bankovní data.
Cílem práce bylo především popsat a aplikovat modely využívající také
průběžná a nedokončená pozorování. Zaměřili jsme se proto zejména na
dvě modifikace Coxova modelu a dvoustupňovou regresi. Tyto modely jsme
potom porovnali s jednoduššími modely lineární a logistické regrese a regres-
ních stromů. Z tohoto porovnání vycházejí nejlépe modely logistické nebo
lineární regrese. Naopak model dvoustupňové regrese se v praxi ukázal jako
nevhodný. Coxův model potom představuje zcela odlišný přístup vedoucí
k méně přesným, i když možná stabilnějším řešením.
Finanční data, a speciálně potom data o LGD, jsou všeobecně známa
svojí nesystematičností vedoucí k nepřesnosti modelu a obtížnému plnění
jeho předpokladů. Proto je zde jistě množství možností pro vývoj dalších
modelů i modifikaci a kalibraci stávajících přístupů k dosahování stále lep-
ších výsledků.
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Seznam symbolů
CEL Conditional Expected Loss
Podmíněná očekávaná ztráta
CLGD Conditional Loss Given Default
Podmíněná ztráta při defaultu
CPD Conditional Probability of Default
Podmíněná pravděpodobnost defaultu
EAD Exposure at Default
Expozice při defaultu
EL Expected Loss
Očekávaná ztráta
K Capital Requirement
Kapitálový požadavek
LGD Loss Given Default
Ztráta při defaultu
LGD(36) Loss Given Default after 36 Month
Ztráta při defaultu po 36 měsících
M Effective Maturity
Efektivní splatnost
PD Probability of Default
Pravděpodobnost defaultu
65
RR Recovery Rate
Míra výtěžnosti
RR(12) Recovery Rate after 12 Month
Míra výtěžnosti po 12 měsících po defaultu
RR(36) Recovery Rate after 36 Month
Míra výtěžnosti po 36 měsících po defaultu
RW Risk Weights
Rizikové váhy
RWA Risk Weighted Assets
Rizikově vážená aktiva
UL Unexpected Loss
Neočekávaná ztráta
VaR Value at Risk
Hodnota v riziku
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Příloha A
Odhad LGD na úrovní poolu –
grafy
A.1 Celková výtěžnost do 12 a do 36 měsíců
po defaultu
Obrázek A.1: Histogram – RR(12) na dokončených účtech.
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Obrázek A.2: Histogram – RR(36) na dokončených účtech.
Obrázek A.3: Normal Q-Q plot – RR(12) na dokončených účtech.
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Obrázek A.4: Normal Q-Q plot – RR(36) na dokončených účtech.
Obrázek A.5: Scatter plot – závislost RR(36) na RR(12) na dokončených
účtech.
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Obrázek A.6: Box plot – RR(12) a RR(36) na dokončených účtech.
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A.2 Extrapolace časové řady
Obrázek A.7: Scatter plot – závislost odhadu RR(36) na skutečné hodnotě
RR(36) na dokončených vintage.
Obrázek A.8: Scatter plot – závislost chyby odhadu RR(36) na skutečné
hodnotě RR(36) na dokončených vintage.
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Obrázek A.9: Box plot – reziduí odhadu RR(36) na dokončených vintage.
Obrázek A.10: Normal Q-Q plot – reziduí odhadu RR(36) na dokončených
vintage.
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Příloha B
Odhad LGD na úrovní účtů –
grafy
B.1 Klasický Coxův model
Obrázek B.1: Scatter plot – závislost odhadu RR(36) na skutečné hodnotě
RR(36) na dokončených účtech.
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Obrázek B.2: Scatter plot – závislost chyby odhadu RR(36) na skutečné
hodnotě RR(36) na dokončených účtech.
Obrázek B.3: Box plot – reziduí odhadu RR(36) na dokončených účtech.
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Obrázek B.4: Normal Q-Q plot – reziduí odhadu RR(36) na dokončených
účtech.
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B.2 Modifikovaný Coxův model
Obrázek B.5: Scatter plot – závislost odhadu RR(36) na skutečné hodnotě
RR(36) na dokončených účtech.
Obrázek B.6: Scatter plot – závislost chyby odhadu RR(36) na skutečné
hodnotě RR(36) na dokončených účtech.
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Obrázek B.7: Box plot – reziduí odhadu RR(36) na dokončených účtech.
Obrázek B.8: Normal Q-Q plot – reziduí odhadu RR(36) na dokončených
účtech.
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B.3 Klasická dvoustupňová regrese
Obrázek B.9: Scatter plot – závislost odhadu RR(12) na skutečné hodnotě
RR(12) na dokončených účtech (beta regrese).
Obrázek B.10: Scatter plot – závislost chyby odhadu RR(12) na skutečné
hodnotě RR(12) na dokončených účtech (beta regrese).
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Obrázek B.11: Box plot – reziduí odhadu RR(12) (beta regrese).
Obrázek B.12: Normal Q-Q plot – reziduí odhadu RR(12) na dokončených
účtech (beta regrese).
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Obrázek B.13: Scatter plot – závislost odhadu RR(36) na skutečné hodnotě
RR(36) na dokončených účtech (dvoustupňová regrese).
Obrázek B.14: Scatter plot – závislost chyby odhadu RR(36) na skutečné
hodnotě RR(36) na dokončených účtech (dvoustupňová regrese).
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Obrázek B.15: Box plot – reziduí odhadu RR(36) na dokončených účtech
(dvoustupňová regrese).
Obrázek B.16: Normal Q-Q plot – reziduí odhadu RR(36) na dokončených
účtech (dvoustupňová regrese).
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B.4 Zobecněná dvoustupňová regrese
Obrázek B.17: Scatter plot – závislost odhadu RR(12) na skutečné hodnotě
RR(12) na dokončených účtech (beta regrese).
Obrázek B.18: Scatter plot – závislost chyby odhadu RR(12) na skutečné
hodnotě RR(12) na dokončených účtech (beta regrese).
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Obrázek B.19: Box plot – reziduí odhadu RR(12) (beta regrese).
Obrázek B.20: Normal Q-Q plot – reziduí odhadu RR(12) na dokončených
účtech (beta regrese).
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Obrázek B.21: Scatter plot – závislost odhadu RR(36) na skutečné hodnotě
RR(36) na dokončených účtech (dvoustupňová regrese).
Obrázek B.22: Scatter plot – závislost chyby odhadu RR(36) na skutečné
hodnotě RR(36) na dokončených účtech (dvoustupňová regrese).
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Obrázek B.23: Box plot – reziduí odhadu RR(36) na dokončených účtech
(dvoustupňová regrese).
Obrázek B.24: Normal Q-Q plot – reziduí odhadu RR(36) na dokončených
účtech (dvoustupňová regrese).
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B.5 Logistická regrese
Obrázek B.25: Scatter plot – závislost odhadu RR(36) na skutečné hodnotě
RR(36) na dokončených účtech.
Obrázek B.26: Scatter plot – závislost chyby odhadu RR(36) na skutečné
hodnotě RR(36) na dokončených účtech.
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Obrázek B.27: Box plot – reziduí odhadu RR(36) na dokončených účtech.
Obrázek B.28: Normal Q-Q plot – reziduí odhadu RR(36) na dokončených
účtech.
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B.6 Regresní strom
Obrázek B.29: Scatter plot – závislost odhadu RR(36) na skutečné hodnotě
RR(36) na dokončených účtech.
Obrázek B.30: Scatter plot – závislost chyby odhadu RR(36) na skutečné
hodnotě RR(36) na dokončených účtech.
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Obrázek B.31: Box plot – reziduí odhadu RR(36) na dokončených účtech.
Obrázek B.32: Normal Q-Q plot – reziduí odhadu RR(36) na dokončených
účtech.
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B.7 Lineární regrese
Obrázek B.33: Scatter plot – závislost odhadu RR(36) na skutečné hodnotě
RR(36) na dokončených účtech.
Obrázek B.34: Scatter plot – závislost chyby odhadu RR(36) na skutečné
hodnotě RR(36) na dokončených účtech.
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Obrázek B.35: Box plot – reziduí odhadu RR(36) na dokončených účtech.
Obrázek B.36: Normal Q-Q plot – reziduí odhadu RR(36) na dokončených
účtech.
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