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TITCHMARSH-SIMS-WEYL THEORY FOR COMPLEX HAMILTONIAN SYSTEMS
ON STURMIAN TIME SCALES
DOUGLAS R. ANDERSON
Abstract. We study non-self-adjoint Hamiltonian systems on Sturmian time scales, defining Weyl-Sims
sets, which replace the classical Weyl circles, and a matrix-valued M−function on suitable cone-shaped
domains in the complex plane. Furthermore, we characterize realizations of the corresponding dynamic
operator and its adjoint, and construct their resolvents. Even-order scalar equations and the Orr-Sommerfeld
equation on time scales are given as examples illustrating the theory, which are new even for difference
equations. These results unify previous discrete and continuous theories to dynamic equations on Sturmian
time scales.
1. Introduction
Brown, Evans, and Plum [13] study Titchmarsh-Sims-Weyl theory for the complex, generally non-self-
adjoint continuous Hamiltonian system
Jy′(t, λ) =
(
λA(t) +B(t)
)
y(t, λ), t ∈ [0,∞), (1.1)
whereA andB are 2n×2nmatrix-valued functions with matrix weight function A(t) ≥ 0, and J =
(
0n −In
In 0n
)
.
In a related work, Monaquel and Schmidt [23] introduce the uniformly discrete (the step size of the domain
is a constant unit) counterpart to the continuous Hamiltonian system via
J∆y(t, λ) = (λA(t) +B(t))y(t, λ) for t ∈ [0,∞) ∩ Z, (1.2)
where ∆ is a mixed right-and-left difference operator described via ∆ =
(
∆ 0n
0n ∇
)
for the forward difference
operator ∆u(t) = u(t+1)− u(t) and the backward difference operator ∇u(t) = u(t)− u(t− 1), and where
again A and B are 2n× 2n matrix-valued functions but with the assumption A(t) > 0.
We seek to extend (1.1), (1.2) to Sturmian time scales (introduced in Ahlbrandt, Bohner, and Voepel
[3]), thus unifying the continuous (1.1) and discrete (1.2) non-self-adjoint theories in a single setting. As
we do so, the robust nature of time-scale theory will offer more flexibility when discretizing (1.1), for
example allowing time-varying step sizes in the domain, than that represented by (1.2). Just as in the
translation of the continuous theory to the uniformly discrete case, the unification and extention of the
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two theories to Sturmian time scales require some care and provide unexpected difficulties. The first such
issue is defining an appropriate time-scale dynamic operator that generalizes ∆ in (1.2) and accounts for
the shifts at scattered domain points. To construct such an operator, we follow [23] by utilizing a partial
left-shift operator applied to y defined on [t0,∞)X for some t0 ∈ X by
ŷ(t) :=


y1(t)
yρ2(t)


, y1 : [t0,∞)X → C
n, y2 : [ρ(t0),∞)X → C
n. (1.3)
Then we introduce the complex Hamiltonian dynamic system on Sturmian time scales given by
Jŷ∆(t) =
(
λA(t) +B(t)
)
y(t), t ∈ [t0,∞)X := [t0,∞) ∩ X, J =
(
0n −In
In 0n
)
, (1.4)
where we assume that the Hermitian weight function A : [t0,∞)X → C
2n,2n and the (generally) non-
Hermitian coefficient function B : [t0,∞)X → C
2n,2n satisfy the block forms
A(t) =


A1(t) 0n
0n A2(t)


≥ 0 and B(t) =


B1(t) B2(t)
B3(t) B4(t)


(1.5)
for n× n rd-continuous complex matrices A1, A2, B1, B2, B3, and B4 such that
E2(t) :=
(
In + µ(t)B2(t)
)−1
and
(
In + µ(t)B3(t)
)−1
exist. (1.6)
Our positive semi-definite assumption in (1.5) on A weakens the positive definite assumption made on A
in the discrete case [23]; in compensation, we make a certain definiteness assumption below in (3.9) that
mirrors the continuous case [13, (3.14)]. Using standard notation [18], X is a nonempty unbounded closed
subset of the set of real numbers R such that the left jump operator ρ and right jump operator σ given by
ρ(t) = sup{s ∈ X : s < t} and σ(t) = inf{s ∈ X : s > t}
satisfy the Sturmian [3] time-scale condition
σ(ρ(t)) = ρ(σ(t)) = t, t ∈ [t0,∞)X, (1.7)
with the compositions y ◦ ρ and z ◦ σ denoted by yρ and zσ, respectively; the graininess functions are
defined by µ(t) = σ(t) − t and ν(t) = t− ρ(t); the delta derivative of y at t ∈ X, denoted y∆(t), and the
nabla derivative of y at t ∈ X, denoted y∇(t), are the vectors (provided they exist) given by, respectively,
y∆(t) := lim
s→t
yσ(t)− y(s)
σ(t)− s
and y∇(t) := lim
s→t
yρ(t)− y(s)
ρ(t)− s
.
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Note that if X = R we have
Jŷ∆(t) = Jy′(t)
as in (1.1), while if X = Z we have
Jŷ∆(t) = J∆ŷ(t) = J∆
(
y1(t)
y2(t−1)
)
= J
(
∆y1(t)
∇y2(t)
)
= J∆y(t)
as in (1.2), giving credibility to system (1.4) as a unifying vehicle for this theory. To recover the case
X = R, just set µ(t) = 0 and σ(t) = ρ(t) = t, and to recover the case X = Z, set µ(t) = 1, σ(t) = t + 1,
and ρ(t) = t− 1.
For A given in (1.5), let L2A(t0,∞)X denote the Hilbert space of measurable C
2n−valued functions y
for which the delta integral exists and satisfies
‖y‖2A :=
∫
∞
t0
y∗(t)A(t)y(t)∆t <∞. (1.8)
Vector functions x, y ∈ L2A(t0,∞)X are said to be A−square integrable, with the scalar product defined via
(x, y)A :=
∫
∞
t0
y∗(t)A(t)x(t)∆t, x, y ∈ L2A(t0,∞)X. (1.9)
As A in (1.5) may be singular, the inner product for L2A(t0,∞)X in (1.9) may not be positive. To account
for this, we introduce the following quotient space. For x, y ∈ L2A(t0,∞)X, x and y are said to be equal iff
‖x− y‖A = 0. In this context L
2
A(t0,∞)X is an inner product space with inner product (1.9). In addition,
a 2n × n matrix is A−square integrable if and only if each of its columns is A−square integrable. The
same terminology will be used for other 2n × 2n matrix weight functions.
Next we define the linear vector function space
D :=
{
y = (y1, y2)
T ∈ L2A(t0,∞)X
∣∣∣ y1, yρ2 : [t0,∞)X → Cn are delta differentiable} . (1.10)
Then y is a solution of (1.4) if and only if y ∈ D and y satisfies (1.4). With (1.7) in mind, we point out
that in (1.10) the assumption yρ2 is delta differentiable is equivalent to the assumption that y2 is delta
differentiable. For more on time scales generally, see Bohner and Peterson [10, 11].
In [12], Brown, Evans, McCormack, and Plum study the equation
−(py′)′ + qy = λwy,
allowing the potentials to be complex-valued functions, and in so doing relax some of the conditions used
by Sims [28]; see (4.2) below. Atkinson [8], Hinton and Shaw [20, 21], and Krall [22] all worked on (1.1)
in the case of symmetric coefficients for X = R. In the discrete symmetric case, Clark and Gesztesy
[15, 16] presented a Weyl-Titchmarsh theory for a version of (1.2), while Shi [26] did the same for a version
of (2.12) given below. For more on related discrete theory for Hamiltonian systems see Ahlbrandt [1],
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Ahlbrandt and Peterson [4], Bohner, Dosˇly´, and Kratz [9], Shi [25], Shi and Wu [27], and Sun, Shi, and
Chen [29]. Preliminary work on Hamiltonian systems on time scales includes Ahlbrandt, Bohner, and
Ridenhour [2], Anderson [5], Anderson and Buchholz [6], and Hilscher [19]. For some specific examples
where non-self-adjoint problems may arise see Chandrasekhar [14].
Our notation and organization of the discussion are obviously largely based on the continuous [13]
and discrete [23] cases. The key to bringing these two theories together is finding an operator with domain
inside a weighted Hilbert space such that existence and uniqueness of solutions can be shown for initial
value problems, and an integration by parts formula holds. In the next section we will give a detailed
analysis of these issues on Sturmian time scales. The Sturmian assumption in (1.7) may from one point of
view seem unduly restrictive; from another it can be seen as surprising that the discrete and continuous
theories can be combined at all, as there is no a priori physical reason why this theory should exist on all
possible time scales, especially pathological ones. Assumption (1.7) merely requires that all points be dense
from both sides or scattered from both sides. With this supposition in place, we will see how unexpectedly
harmonious the continuous and discrete cases can be made when treated concurrently in this context.
2. The homogeneous system
We begin our analysis of the linear Hamiltonian system (1.4) in this section with an existence and
uniqueness result.
Theorem 2.1 (Existence and Uniqueness). Assume (1.6). Then the linear Hamiltonian system (1.4) with
initial condition
ŷ(t0) =
(
y1(t0)
yρ
2
(t0)
)
(2.1)
has a unique solution ŷ = (y1, y
ρ
2)
T with y ∈ D.
Proof. Let ŷ be given as in (1.3). For any given λ ∈ C, using (1.7) and the assumptions on the block forms
of J , A, and B, we can rewrite (1.4) as the pair of n-vector equations

y∆1 (t) = B3(t)y1(t) +
(
λA2(t) +B4(t)
)
(yρ2)
σ(t),
(yρ2)
∆(t) = −
(
λA1(t) +B1(t)
)
y1(t)−B2(t)(y
ρ
2)
σ(t).
Using the simple useful formula y2 = (y
ρ
2)
σ = (yρ2) + µ(y
ρ
2)
∆, we also have (suppressing the t)

y∆1 =
(
B3 − µ(λA2 +B4)E2(λA1 +B1)
)
y1 + (λA2 +B4)E2(y
ρ
2),
(yρ2)
∆ = −E2
(
λA1 +B1
)
y1 −E2B2(y
ρ
2),
(2.2)
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where we have taken E2 as in (1.6). Thus we may also view solutions y = (y1, y2)
T of (1.4) and (2.2) via
(1.3) as solutions of
ŷ∆(t) = K(t, λ)ŷ(t), K(·, λ) := −J(λA+B)H, (2.3)
where on [t0,∞)X we use E2 = (In + µB2)
−1 and
H :=


In 0n
−µE2(λA1 +B1) E2


, with − J(λA+B) =


B3 λA2 +B4
−(λA1 +B1) −B2


, (2.4)
since E2B2 = B2E2. Directly from the definition of K(·, λ) in (2.3) and (2.4) we have that
I2n + µK(·, λ) =


In + µB3 µ(λA2 +B4)
0n In




In 0n
−µE2(λA1 +B1) E2


,
so that I2n + µ(t)K(t, λ) is invertible by (1.6) and thus K(·, λ) is regressive. By [10, Theorem 5.8], the
matrix equation ŷ∆ = K(·, λ)ŷ with initial condition (2.1) has a unique solution ŷ. It follows that (1.4),
(1.3) with initial condition (2.1) has a unique solution y ∈ D. 
Theorem 2.2 (Green’s Formula). For y, z ∈ D and a, b ∈ [t0,∞)X with b > a we have∫ b
a
[
z∗Jŷ∆ −
(
Jẑ∆
)∗
y
]
(t)∆t = ẑ∗(b)Jŷ(b)− ẑ∗(a)Jŷ(a).
Proof. Using (1.7) as we expand out the integrand, we have (suppressing the variable t)
z∗Jŷ∆ = −z∗1(y
ρ
2)
∆ + (zρ2)
σ∗y∆1 ,(
Jẑ∆
)∗
y = −(zρ2)
∆∗y1 + z
∆∗
1 (y
ρ
2)
σ ,
so that when we subtract the second from the first, we obtain
z∗Jŷ∆ −
(
Jẑ∆
)∗
y = −z∗1(y
ρ
2)
∆ + (zρ2)
σ∗y∆1 + (z
ρ
2)
∆∗y1 − z
∆∗
1 (y
ρ
2)
σ
= −(z∗1y
ρ
2)
∆ + (zρ∗2 y1)
∆
= [ẑ∗Jŷ]∆ .
The result follows from the fundamental theorem of calculus. 
6 ANDERSON
If y ∈ D is a solution of (1.4), then it is related to ŷ via
y(t) = H(t)ŷ(t), t ∈ [t0,∞)X, (2.5)
for H given in (2.4). As a result we may write (1.4) as the equivalent equation (2.3), in other words as
Jŷ∆(t) =
(
λA(t) +B(t)
)
H(t)ŷ(t). (2.6)
Moreover, the formal adjoint of (1.4) takes the form
Jẑ∆(t) =
(
λA(t) +B∗(t)
)
z(t), λ ∈ C, t ∈ [t0,∞)X; (2.7)
under the hypotheses of Theorem 2.1, an existence and uniqueness result holds for (2.7). A solution z of
(2.7) is related to ẑ by the transformation
z(t) = H˜(t)ẑ σ(t), t ∈ [t0,∞)X, (2.8)
where on [t0,∞)X we have taken E2 as in (1.6) and
H˜ :=


E∗2 −µE
∗
2
(
λA2 +B
∗
4
)
0n In


, H˜−1 =


I + µB∗2 µ
(
λA2 +B
∗
4
)
0n In


. (2.9)
It follows for λ ∈ C and t ∈ [t0,∞)X that (2.7) is equivalent to the equation
Jẑ∆(t) =
(
λA(t) +B∗(t)
)
H˜(t)ẑ σ(t) = H∗(t)
(
λA(t) +B∗(t)
)
ẑ σ(t). (2.10)
Definition 2.3. A matrix Ŷ : [t0,∞)X → C
2n,2n is called a fundamental system of (2.6) if and only if its
columns are linearly independent solutions of (2.6), if and only if Ŷ (t) has rank 2n for some t ∈ [t0,∞)X.
In this case the columns of Y (t) = H(t)Ŷ (t) form a fundamental system (system of linearly independent
solutions) of (1.4), where H is given in (2.4).
Remark 2.4. In the development below, let the matrix Ŷ (t) =
(
θ̂(t)|φ̂(t)
)
for t ∈ [t0,∞)X be the funda-
mental system of (2.6) satisfying the initial condition
Ŷ (t0) = J. (2.11)
It follows from (2.5) that Ŷ (t) =
(
θ̂(t)|φ̂(t)
)
for t ∈ [t0,∞)X is the fundamental system of (1.4) satisfying
Y (t0) = H(t0)J =


0n −In
(
I + µ(t0)B2(t0)
)−1
µ(t0)
(
I + µ(t0)B2(t0)
)−1(
λA1(t0) +B1(t0)
)


.
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In a similar fashion take Ẑ(t) = (η̂(t)|χ̂(t)) for t ∈ [t0,∞)X to be the fundamental system of (2.10)
satisfying Ẑ(t0) = J , so that by (2.8) and (2.10) we have Z(t0) = [µJ(λA+B
∗) + H˜−1]−1J , i.e.
Z(t0) =


0n −In
(
In + µ(t0)B
∗
3(t0)
)−1
µ(t0)
(
In + µ(t0)B
∗
3(t0)
)−1(
λA1(t0) +B
∗
1(t0)
)


.
Lemma 2.5. For the fundamental systems Ŷ and Ẑ of (2.6) and (2.10), respectively, the equality
Ẑ(t) = −J(Ŷ −1)∗(t)J
holds for all t ∈ [t0,∞)X.
Proof. Let Û(t) := −J(Ŷ −1)∗(t)J for all t ∈ [t0,∞)X. As Ŷ (t0) = J , we see that
Û(t0) = −J(Ŷ
−1)∗(t0)J = −JJJ = J = Ẑ(t0).
If we can show that Û solves (2.10), then by uniqueness we will have Û = Ẑ. By the product rule,
02n =
(
Ŷ −1Ŷ
)∆
(t) = (Ŷ −1)σ(t)Ŷ ∆(t) + (Ŷ −1)∆(t)Ŷ (t);
from this and (2.6) we have that
(Ŷ −1)∆(t) = −(Ŷ σ)−1(t)Ŷ ∆(t)Ŷ −1(t) = (Ŷ σ)−1(t)J
(
λA(t) +B(t)
)
H(t).
Putting it all together we get
JÛ∆(t) = J
(
−J(Ŷ −1)∗J
)∆
(t) = (Ŷ −1)∗∆(t)J = (Ŷ −1)∆∗(t)J
= H∗(t)
(
λA(t) +B(t)
)∗
J∗(Ŷ σ)−1∗(t)J
= H∗(t)
(
λA(t) +B(t)
)∗
Ûσ(t),
so that Û solves (2.10). Thus Ẑ(t) = Û(t) = −J(Ŷ −1)∗(t)J for all t ∈ [t0,∞)X. 
Throughout the paper, we will exhibit explicit dependence on λ only when necessary. We end this
section with the following remark.
Remark 2.6. As seen above in Theorems 2.1 and 2.2, the assumption that X is Sturmian plays a decisive
role in securing existence and uniqueness of solutions, and an integration by parts formula. In this remark,
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we show that there is no getting around this assumption. For example, instead of system (1.4), consider
the alternative system
Jy∇(t) =
(
λA(t) +B(t)
)
ŷ(t), t ∈ [t0,∞)X, J =


0n −In
In 0n


, (2.12)
where we have ŷ on the right-hand side, the nabla derivative is used on the left, and we assume
E′2(t) :=
(
In − ν(t)B2(t)
)−1
and
(
In − ν(t)B3(t)
)−1
exist (2.13)
in place of (1.6). System (2.12) may also be viewed as a generalization of (1.1) and (1.2). As in (2.3),
we can rewrite (2.12) as the system
y∇(t) = K1(t, λ)y(t), K1(·, λ) := −J(λA+B)H1, H1 :=


In 0n
νE′2(λA1 +B1) E
′
2


. (2.14)
Directly from the definition of K1(·, λ) in (2.14) we have that
I2n − νK1(·, λ) =


In − νB3 −ν(λA2 +B4)
0n In


H1,
so that I2n − ν(t)K1(t, λ) is invertible by (2.13), K1(·, λ) is ν-regressive, and the matrix equation y
∇ =
K1(·, λ)y with proper initial condition has a unique solution y. It follows that (2.12) has a unique solution.
Additionally, we have the integration by parts formula (Green’s formula)∫ b
a
[
ẑ∗Jy∇ −
(
Jz∇
)∗
ŷ
]
(t)∇t = z∗(b)Jy(b) − z∗(a)Jy(a).
To this point in the remark the analysis is valid on general time scales. However, the scalar product in
(1.9) is now replaced by
(x, y)A :=
∫
∞
t0
ŷ∗(t)A(t)x̂(t)∇t, x, y ∈ L2A(t0,∞)X. (2.15)
To show that this defines an inner product on L2A(t0,∞)X, we would need the hat operator ·̂ in (1.3) to
be invertible, which is only possible if (1.7) holds, i.e. on Sturmian time scales. In summary, to unify
(1.1) and (1.2) on time scales, systems equivalent to (1.4) or (2.12) must be used to account for the shifts
in the discrete case [23]. For those systems to admit the existence and uniqueness of solutions to initial
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value problems, an integration by parts formula, and a matrix weighted scalar product in a Hilbert space,
the Sturmian assumption (1.7) must used somewhere.
3. Weyl-Sims nesting sets
Weyl-Sims sets D(t, λ), t ∈ [t0,∞)X, are the analogue of the classical Weyl circles. Here the spectral
parameter λ varies in a set Λ(λ0,U2n) ⊂ C, a cone-shaped set defined to parallel the construction in
[13], which takes the role of Sims’ rotated half-planes. The class of matrices U2n is one of many possible
describing this rotation. The key result is the nesting property of the Weyl-Sims sets (see Theorem 3.3
below). It will follow that there is a limit set D(∞, λ) with the property that for any l ∈ D(∞, λ), the
Weyl solution ψ = θ + φl is square integrable with respect to a certain matrix weight function W , while
an analogous statement holds for the adjoint equation. We will conclude this section by noting conditions
which imply A−square integrability of the Weyl solution.
To begin, choose U ∈ Cn,n invertible and define
U2n =


U 0n
0n −U
∗


. (3.1)
Note that U2nJ is Hermitian and has precisely n positive and n negative eigenvalues. Indeed, if (λ, v) is
an eigenpair associated with U2nJ , then
(−λ,w), where w =


0n −U
U ∗ 0n


v,
is also an eigenpair associated with U2nJ . Moreover, since JU
∗
2n = −U2nJ , a use of Theorem 2.2, (2.5)
and (2.6) yields that the fundamental system Ŷ =
(
θ̂|φ̂
)
satisfies
Ŷ ∗(t)U2nJŶ (t)− Ŷ
∗(t0)U2nJŶ (t0) =
∫ t
t0
{
Y ∗
(
U2nJŶ
∆
)
+
(
U2nJŶ
∆
)∗
Y
}
(s)∆s
=
∫ t
t0
Y ∗ {U2n(λA+B) + [U2n(λA+B)]
∗}Y (s)∆s
= 2
∫ t
t0
Y ∗(s)W (s, λ)Y (s)∆s, (3.2)
where
W (t, λ) := Re [U2n(λA(t) +B(t))] . (3.3)
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Note that by using the notation W (t, λ) in (3.3) we mimic the discrete case [23, (3.1)], which uses Wk(λ)
for k ∈ N; in the continuous case [13, (3.5)] they use the notation Cλ(x) for x ∈ R. For M ∈ C
n,n we take
as its norm ‖M‖ the largest eigenvalue of (M∗M)1/2, and define its real and imaginary parts as
Re[M ] =
1
2
(M +M∗) and Im[M ] =
1
2i
(M −M∗). (3.4)
Definition 3.1. Let λ0 ∈ C, and let U2n be given as above in (3.1). Then (λ0,U2n) is called an admissible
pair for (1.4), and denoted (λ0,U2n) ∈ S , if and only if
W (t, λ0) = Re
[
U2n
(
λ0A(t) +B(t)
)]
≥ 0, t ∈ [t0,∞)X. (3.5)
In this case, we define the set
Λ(λ0,U2n) := {λ ∈ C : for some δ > 0,Re[(λ− λ0)U2nA(t)] ≥ δU2nA(t)U
∗
2n ∀ t ∈ [t0,∞)X} . (3.6)
Then the Weyl-Sims sets for (1.4) are defined for λ ∈ Λ(λ0,U2n) and Ŷ =
(
θ̂|φ̂
)
as
D(t, λ) :=
{
l ∈ Cn,n :
(
θ̂(t) + φ̂(t)l
)∗
U2nJ
(
θ̂(t) + φ̂(t)l
)
≤ 0
}
. (3.7)
Prior to proving the nesting property of the Weyl-Sims sets (see Theorem 3.3 below), we need the following.
Since
W (t, λ) ≥ δU2nA(t)U
∗
2n ≥ 0 for t ∈ [t0,∞)X and λ ∈ Λ(λ0,U2n), (3.8)
with A ≥ 0, in addition to (3.5) we require the following definiteness condition: for any λ ∈ Λ(λ0,U2n)
and ζ ∈ Cn,
W (t, λ)φ(t)ζ = 0 for all t ∈ [t0,∞)X =⇒ ζ = 0. (3.9)
Setting
θ̂(t) =


θ1(t)
θρ2(t)


and φ̂(t) =


φ1(t)
φρ2(t)


,
where the blocks θ1(t), θ2(t), φ1(t), φ2(t) are C
n,n−valued matrices, we write
Ŷ ∗(t)U2nJŶ (t) = 2


S(t) T (t)
T ∗(t) P (t)


, (3.10)
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where
S(t, λ) = −Re [θ∗1(t)U θ
ρ
2(t)] ,
T (t, λ) = −
1
2
[
θ∗1(t)U φ
ρ
2(t) + θ
ρ∗
2 (t)U
∗φ1(t)
]
,
P (t, λ) = −Re [φ∗1(t)U φ
ρ
2(t)] .
From the initial condition in (2.11) we see that P (t0, λ) = 0. We will show in Lemma 3.2 below that (3.9)
implies P (t, λ) > 0 for t ∈ X sufficiently large. For t ≥ t1 = t1(λ) given below in Lemma 3.2, we employ
the notation
C (t, λ) := −
(
P−1T ∗
)
(t, λ), R(t, λ) :=
(
TP−1T ∗ − S
)
(t, λ). (3.11)
The proof of the following lemma is the same, with slight modifications, as in the discrete [23, Lemma 3.1]
and continuous [13, Lemma 3.5] cases.
Lemma 3.2. For λ ∈ Λ(λ0,U2n) for some (λ0,U2n) ∈ S , there exists some t1 = t1(λ) ∈ [t0,∞)X such
that
(i) P (t, λ) is non-decreasing in t, P (t, λ) ≥ 0, and, for t ≥ t1, P (t, λ) > 0,
(ii) D(t, λ) 6= ∅ for t ≥ t1,
(iii) for t ∈ [t1,∞)X, R(t, λ) is non-increasing in t, and R(t, λ) > 0.
If we then multiply (3.10) on the left by (In, l
∗), and on the right by
(
In
l
)
, we get the expression(
θ̂ + φ̂ l
)∗
(t)U2nJ
(
θ̂ + φ̂ l
)
(t) = 2 [l∗Pl + T l + l∗T ∗ + S] (t), t ∈ [t0,∞)X.
It follows that
D(t, λ) = {l ∈ Cn,n : (l − C (t, λ))∗P (t, λ)(l − C (t, λ)) ≤ R(t, λ)} . (3.12)
Again as in both the discrete and continuous cases (see [23, (3.7)] and [13, Lemma 3.5(iii)]), we have that
R(t, λ) ≥ 0 with R(t, λ) > 0 for t ≥ t1(λ), so that
D(t, λ) =
{
l ∈ Cn,n : l = C (t, λ) + P−1/2(t, λ)VR1/2(t, λ) for some V ∈ Cn,n with V ∗V ≤ In
}
, (3.13)
where V can be taken as V = P 1/2(t, λ)(l − C (t, λ))R−1/2(t, λ).
Theorem 3.3. For λ ∈ Λ(λ0,U2n) for some (λ0,U2n) ∈ S , we have
(i) D(t, λ) ⊆ D(τ, λ) for t, τ ∈ [t0,∞)X with t > τ ,
(ii) D(t, λ)− C (t, λ) ⊆ D(τ, λ)− C (τ, λ) for t, τ ∈ [t0,∞)X with t > τ ,
(iii) D(t, λ) is compact and convex for t ∈ [t1(λ),∞)X,
(iv) C (∞, λ) := lim
t→∞
C (t, λ) exists,
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(v) the equality ⋂
t∈[t1,∞)X
[D(t, λ)− C (t, λ)] = D(∞, λ)− C (∞, λ) (3.14)
holds, where D(∞, λ) := ∩t∈[t1,∞)XD(t, λ),
(vi) C (∞, λ) ∈ D(∞, λ).
Proof. In (3.2), multiply on the left by (In|l
∗) and on the right by
(
In
l
)
to obtain(
θ̂(t) + φ̂(t)l
)∗
U2nJ
(
θ̂(t) + φ̂(t)l
)
=
(
θ̂(t0) + φ̂(t0)l
)∗
U2nJ
(
θ̂(t0) + φ̂(t0)l
)
+2
∫ t
t0
(θ(s) + φ(s)l)∗W (s, λ)(θ(s) + φ(s)l)∆s.
If l ∈ D(t, λ), then(
θ̂(t0) + φ̂(t0)l
)∗
U2nJ
(
θ̂(t0) + φ̂(t0)l
)
+ 2
∫ t
t0
(θ(s) + φ(s)l)∗W (s, λ)(θ(s) + φ(s)l)∆s ≤ 0; (3.15)
from (3.8) we have for τ ∈ [t0, t)X that∫ τ
t0
(θ(s) + φ(s)l)∗W (s, λ)(θ(s) + φ(s)l)∆s ≤
∫ t
t0
(θ(s) + φ(s)l)∗W (s, λ)(θ(s) + φ(s)l)∆s ≤ 0,
putting l ∈ D(τ, λ). Thus (i) holds. For the rest of the proof, see [13, Theorem 3.6] and [23, Theorem 3.2]
using the representation (3.13) of D(t, λ). 
By the nesting property above (Theorem 3.3(v)), there exists a limiting set D(∞, λ) that may consist
of a single point. If l ∈ D(∞, λ), then from (3.15) we see for t ∈ [t0,∞)X that∫ t
t0
(θ(s) + φ(s)l)∗W (s, λ)(θ(s) + φ(s)l)∆s ≤ −
1
2
(
θ̂(t0) + φ̂(t0)l
)∗
U2nJ
(
θ̂(t0) + φ̂(t0)l
)
.
Consequently the infinite integral satisfies∫
∞
t0
(θ(s) + φ(s)l)∗W (s, λ)(θ(s) + φ(s)l)∆s <∞,
ergo the function ψ(λ) := θ(λ) + φ(λ)l is W (λ)−square integrable. It then follows from (3.8) that ψ(λ) is
A˜−square integrable, where A˜(t) := U2nA(t)U
∗
2n.
Remark 3.4. In the (3.12) representation of the set D(t, λ) the matrix C (t, λ) can be thought of playing
the part of the center, and R(t, λ) that of the radius of the Weyl circles.
Now consider the adjoint equation (2.7). Analogous to (3.2), the fundamental system Ẑ satisfies(
Ẑ∗U −12n JẐ
)
(t)−
(
Ẑ∗U −12n JẐ
)
(t0) = 2
∫ t
t0
Z∗(s)W˜ (s, λ)Z(s)∆s, (3.16)
where
W˜ (t, λ) := Re
[
(λA(t) +B(t))U −1∗2n
]
= Re
[
U
−1
2n
(
λA(t) +B∗(t)
)]
,
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and W (t, λ) = U2nW˜ (t, λ)U
∗
2n for W given in (3.3).
Definition 3.5. Let λ0 ∈ C, and let U2n be given as above in (3.1). Then (λ0,U
−1
2n ) is called an admissible
pair for the adjoint equation (2.7) if and only if
W˜ (t, λ) = Re
[
(λA(t) +B(t))U −1∗2n
]
≥ 0, t ∈ [t0,∞)X,
and define the set
Λ˜(λ0,U
−1
2n ) :=
{
λ ∈ C : ∃ δ > 0 ∋ Re[(λ− λ0)A(t)U
−1∗
2n ] ≥ δU
−1
2n A(t)U
−1∗
2n ∀ t ∈ [t0,∞)X
}
= {λ ∈ C : ∃ δ > 0 ∋ Re[(λ− λ0)U2nA(t)] ≥ δA(t) ∀ t ∈ [t0,∞)X} . (3.17)
Similar to the authors in [23, p. 89], we make the following remarks for the sake of completeness.
Remark 3.6. (i) Note that (λ0,U2n) is an admissible pair for (1.4) if and only if (λ0,U
−1
2n ) is an admissible
pair for the adjoint equation (2.7). For λ ∈ Λ(λ0,U2n)∩ Λ˜(λ0,U
−1
2n ) and sufficiently large t ∈ X, the Weyl-
Sims sets for (2.7) are
D˜(t, λ) = {l∗ ∈ Cn,n : l ∈ D(t, λ)} = D∗(t, λ);
see the discussion in [13].
(ii) For λ ∈ Λ˜(λ0,U
−1
2n ) we have from (3.16) that l
∗ ∈ D˜(t, λ) if and only if∫ t
t0
(η(s) + χ(s)l∗)∗W˜ (s, λ)(η(s) + χ(s)l∗)∆s ≤ −
1
2
(η̂(t0) + χ̂(t0)l
∗)∗U −12n J (η̂(t0) + χ̂(t0)l
∗) .
If l∗ ∈ D˜(∞, λ), then ζ(λ) = η(λ) + χ(λ)l∗ satisfies∫
∞
t0
ζ∗(s)W˜ (s, λ)ζ(s)∆s <∞,
making ζ a W˜ (λ)−square integrable function.
(iii) If W (t, λ) ≥ δA(t) for all t ∈ [t0,∞)X, some δ > 0 and λ ∈ C, then L
2
W (λ)(t0,∞)X ⊆ L
2
A(t0,∞)X.
This condition holds in the following two cases:
• if λ ∈ Λ˜(λ0,U
−1
2n ), as seen by (3.5) and (3.17), or
• if
λ ∈ Λ(λ0,U2n) and A˜(t) ≥ γA(t) for some γ > 0 (3.18)
by using (3.5) and (3.6).
(iv) If λ ∈ Λ(λ0,U2n), then W˜ (t, λ) ≥ δA(t) for some δ > 0, ergo L
2
W˜ (λ)
(t0,∞)X ⊆ L
2
A(t0,∞)X.
Consequently, if λ ∈ Λ(λ0,U2n) ∩ Λ˜(λ0,U
−1
2n ), then we have
L2W (λ)(t0,∞)X ∪ L
2
W˜ (λ)
(t0,∞)X ⊆ L
2
A(t0,∞)X,
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and ψ and ζ are A−square integrable.
(v) Using (3.6) and (3.17), condition (3.18) above yields
Λ(λ0,U2n) ⊆ Λ˜(λ0,U
−1
2n ) (3.19)
for admissible (λ0,U2n). Besides (3.18), if the reverse inequality A(t) ≥ γ˜A˜(t) holds for some γ˜ > 0, that
is to say if A˜(t) ≍ A(t), then we have equality in (3.19).
(vi) As in [13] and [23], the structure of the shifted limit set D(∞, λ) − C (∞, λ) gives information
about the number of W (λ)−square integrable solutions to system (1.4). To be more explicit, let N N (λ) :=⋃
N∈D(∞,λ) range(N −C (∞, λ)) and r be the dimension of the linear hull of N (λ). Then there are at least
n + r linearly independent W (λ)−square integrable solutions of (1.4), and if R(t, λ) 6−→ 0 as t → ∞ in
the time scale, the number is exactly n+ r.
In addition, if λ ∈ Λ(λ0,U2n)∩Λ˜(λ0,U
−1
2n ), then (2.7) has precisely n linearly independent W˜ (λ)−square
integrable solutions if R(t, λ)→ 0 as t→∞ in the time scale. If r = 0, then we also have r˜ = 0, where r˜
is the corresponding number for the adjoint equation, and at least one of (1.4), (2.7) has exactly n linearly
independent solutions that are W (λ), W˜ (λ)−square integrable, respectively.
4. Examples
The examples given in the continuous case [13, Section 3] require A defined in (1.5) to be positive
semi-definite. In the discrete case [23], however, the blanket positive definite assumption A > 0 rules out
giving the corresponding examples for difference equations. Thus we are able in this section to extend
the examples given in [13, Section 3] to difference equations and other cases on Sturmian time scales, and
mention a new result for general even-order dynamic equations.
Example 4.1. For n = 1, set
U2 =


−u 0
0 u¯


(4.1)
for some nonzero u ∈ C. Then (3.10) yields
2


S(t) T (t)
T ∗(t) P (t)


=


θ1(t) φ1(t)
θρ2(t) φ
ρ
2(t)


∗
0 u(t)
u¯(t) 0




θ1(t) φ1(t)
θρ2(t) φ
ρ
2(t)


,
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so that when P = P (t, λ) > 0 we have, also using (3.11),
P = Re
(
uφ1φ
ρ
2
)
, R =
1
4P
|u|2|Γ|2, C =
−1
2P
(
uφ1θ
ρ
2 + uθ1φ
ρ
2
)
,
where Γ = θ1φ
ρ
2 − θ
ρ
2φ1. Thus (3.12) is
D(t, λ) =
{
l ∈ C : |l − C (t, λ)| ≤
|u||Γ(t, λ)|
2P (t, λ)
}
.
As a special case of this, consider on Sturmian time scales the second-order scalar Sturm-Liouville problem
− (pv∇)∆(t) + q(t)v(t) = λw(t)v(t), t ∈ [t0,∞)X, (4.2)
where p and q are complex-valued functions, with p−1, q, w ∈ L1loc[t0,∞)X such that p 6= 0 and w > 0 on
[t0,∞)X. Then (4.2) can be written in the form (1.4)
y =


v
pσv∆


, ŷ =


v
pv∇


, A =


w 0
0 0


, B =


−q 0
0 1/pσ


;
note that A and B satisfy (1.5) and (1.6), respectively. If we choose u = eiη for some η ∈ R in (4.2), we
see from (3.3) that
W (t, λ) = Re [U2(λA(t) +B(t))] =


Re[eiη(q − λw)(t)] 0
0
1
|pσ(t)|2
Re[eiηpσ(t)]


. (4.3)
Thus for this choice of U2 we have
(λ0,U2) ∈ S ⇐⇒ Re[e
iη(q − λw)(t)],
1
|pσ(t)|2
Re[eiηpσ(t)] ≥ 0 ∀t ∈ [t0,∞)X.
In addition we see that for (λ0, η) such that (λ0,U2) ∈ S ,
Λ(λ0,U2) =
{
λ ∈ C : Re[(λ− λ0)e
iη ] < 0
}
,
just as in [13, (3.25)]. It is easy to show that the definiteness condition (3.9) holds, see [13, p. 425].
Example 4.2. Consider the fourth-order scalar problem [7, (7.1)]
(p2v
∆∇)∇∆(t)− (p1v
∇)∆(t) + p0(t)v(t) = λw(t)v(t), t ∈ [t0,∞)X, (4.4)
where p0, p1, and p2 are complex-valued functions with p2 6= 0 on [t0,∞)X, and w ∈ L
2
loc[t0,∞)X satisfies
w > 0 on [t0,∞)X. For the quasi-derivatives given by
v[1] = v∆, v[2] = pσ2v
∆∆, v[3] = pσ1v
∆ − (v[2]ρ)∆,
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we introduce the vector
y =
(
v, v[1], v[3], v[2]
)T
, with ŷ =
(
v, v[1], v[3]ρ, v[2]ρ
)T
.
Then (4.4) can be written in the form of (1.4) if we take
A = diag{w, 0, 0, 0} and B =


−p0
−pσ1 1
1 0
1/pσ2


,
with the unstated entries being zero. Note that A and B satisfy (1.5) and (1.6), respectively. For some
η ∈ R choose
U4 :=


−eiηI2 02
02 e
−iηI2


; (4.5)
it follows from (3.3) and (3.4) that
W (t, λ) = diag
{
Re
[
eiη(p0(t)− λw(t))
]
,Re
[
eiηpσ1 (t)
]
, 0,Re
[
eiηpσ2 (t)
]
/|pσ2 (t)|
2
}
,
so that for this choice of U4 we have
(λ0,U4) ∈ S ⇐⇒ Re
[
eiη(p0(t)− λ0w(t))
]
,Re
[
eiηpσ1 (t)
]
,Re
[
eiηpσ2 (t)
]
≥ 0 ∀t ∈ [t0,∞)X.
In addition we see that for λ0 such that (λ0,U4) ∈ S ,
Λ(λ0,U4) =
{
λ ∈ C : Re
[
(λ− λ0)e
iη
]
< 0
}
. (4.6)
As in the previous example, the definiteness condition (3.9) holds.
Example 4.3. Using Example 4.2 as a guide, consider on [t0,∞)X the formally self-adjoint 2nth-order
dynamic equation [7] of the form (suppressing the independent variable)
(−1)n(pnv
∆n−1∇)∇
n−1∆ + · · · − (p3v
∆2∇)∇
2∆ + (p2v
∆∇)∇∆ − (p1v
∇)∆ + p0v = λwv, (4.7)
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where pj is a complex-valued function for j = 0, 1, . . . , n− 1 with pn 6= 0 on [t0,∞)X, and w ∈ L
2
loc[t0,∞)X
satisfies w > 0 on [t0,∞)X. Let A = diag{w, 0, . . . , 0}, and let B be as in (1.5), where we take
B1 = diag{−p0,−p
σ
1 ,−p
σ
2 , . . . ,−p
σ
n−1}, B2 = subdiag{1, 1, . . . , 1},
B3 = superdiag{1, 1, . . . , 1} = B
T
2 , B4 = diag{0, . . . , 0, 1/p
σ
n}.
Here subdiag means the matrix with all zero entries except on the subdiagonal; similarly superdiag has
nonzero entries only on the superdiagonal. Clearly the conditions in (1.5) and (1.6) are satisfied. Set
y =
(
v, v[1], v[2], . . . , v[n−1], v[2n−1], v[2n−2], . . . , v[n]
)T
,
where the quasi-derivatives are given by
v[k] = v∆
k
, 1 ≤ k ≤ n− 1,
v[n] = pσnv
∆n ,
v[n+k] = pσn−kv
[n−k] −
(
v[n+k−1]ρ
)∆
, 1 ≤ k ≤ n− 1.
Then (4.7) can be written in the form of (1.4). For some η ∈ R choose
U2n :=


−eiηIn 0n
0n e
−iηIn


.
It follows from (3.3) and (3.4) that
W (t, λ) = diag
{
Re
[
eiη(p0(t)− λw(t))
]
,Re
[
eiηpσ1 (t)
]
,Re
[
eiηpσ2 (t)
]
, . . . ,Re
[
eiηpσn−1(t)
]
,
0, . . . , 0,Re
[
eiηpσn(t)
]
/|pσn(t)|
2
}
,
so that for this choice of U2n we have
(λ0,U2n) ∈ S ⇐⇒ Re
[
eiη(p0(t)− λ0w(t))
]
,Re
[
eiηpσ1 (t)
]
, . . . ,Re
[
eiηpσn(t)
]
≥ 0
for all t ∈ [t0,∞)X. In addition we see that for λ0 such that (λ0,U2n) ∈ S ,
Λ(λ0,U2n) =
{
λ ∈ C : Re
[
(λ− λ0)e
iη
]
< 0
}
.
As in the previous examples, the definiteness condition (3.9) holds.
This example is completely new, as general even-order equations are not mentioned in either [13] or
[23]; clearly the special cases X = R and X = Z are included here.
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Example 4.4. Consider the Orr-Sommerfeld equation on time scales given by
(−D2 + a2)2u+ iaR
[
V (−D2 + a2)u+ uD2V
]
= λ(−D2 + a2)u, D2u ≡ u∇∆ (4.8)
on some interval I ⊆ [t0,∞)X, where a > 0 is the wave number, R > 0 is the Reynolds number, and V is a
real-valued flow velocity profile perpendicular to I; see [13, Example 3.4] and Orszag [24]. If we introduce
the variables
y1 = −u
∇∆ + a2u, y2 = u, y3 = (−u
∇∆ + a2u)∆, y4 = u
∆,
then
ŷ(t) =
(
−u∇∆ + a2u, u, (−u∇∆ + a2u)∇, u∇
)T
(t),
and we see that (4.8) is equivalent to the Hamiltonian system (1.4) with
A = diag{1, 0, 0, 0} and B =


−a2 − iaRV −iaRV ∇∆ 0 0
1 −a2 0 0
0 0 1 0
0 0 0 1


such that (1.5) and (1.6) are easily satisfied. We will choose the same matrix U4 as in (4.5) for some
η ∈ R; then by (3.3) we have
W (t, λ) =


a2 cos η − aRV sin η − Re[λeiη ] 12 (aRV
∇∆ieiη − e−iη) 0 0
−12(aRV
∇∆ie−iη + eiη) a2 cos η 0 0
0 0 cos η 0
0 0 0 cos η


.
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As in the case X = R [13], we thus have
W (t, λ) ≥ 0 ⇐⇒


cos η > 0 and
Re(λeiη) ≤ a2 cos η − aRV (t) sin η
−
1 +
(
aRV ∇∆(t)
)2
+ 2aRV ∇∆(t) sin(2η)
4a2 cos η
,
(4.9)
so that W (t, λ) > 0 if the last inequality in (4.9) is strict. Consequently, (λ0,U4) ∈ S if and only if the
right-hand side of (4.9) holds for λ0 in place of λ, for all t ∈ I. We can also show that for such an η and
λ0 we get that Λ(λ0,U4) is again as in (4.6). Similarly, the definiteness condition (3.9) holds.
5. Definition of the operators Lξ and L˜ξ
We will show below that for fixed ξ ∈ Λ(λ0,U2n) and M0 ∈ D(∞, ξ) there exists for λ ∈ Λ(λ0,U2n) a
matrix-valued function M(λ) such that M(ξ) =M0. In addition, the Weyl solutions satisfy condition (5.3)
at infinity. This in turn will allow us to introduce the operator Lξ associated with (1.4) and the operator
L˜ξ associated with the adjoint system (2.7). Throughout the discussion we will assume that
A˜(t) = U2nA(t)U
∗
2n ≍ A(t), t ∈ [t0,∞)X. (5.1)
Indeed this holds if, for example, Ak(t) = ak(t)In+ A˜k(t) for arbitrary ak(t) and 1/c ≤ A˜k(t) ≤ c for some
real constant c > 1, for all t ∈ [t0,∞)X and k = 1, 2.
Theorem 5.1. Let ξ ∈ Λ(λ0,U2n) for (λ0,U2n) ∈ S , and M0 ∈ D(∞, ξ) be fixed. Then there exists a
function M : Λ(λ0,U2n)→ C
n,n such that M(ξ) =M0, M(λ) ∈ D(∞, λ) and
M(λ)−M0 = (λ− ξ)
∫
∞
t0
ζ∗(t, ξ)A(t)ψ(t, λ)∆t = (λ− ξ)
∫
∞
t0
ζ∗(t, λ)A(t)ψ(t, ξ)∆t (5.2)
for λ ∈ Λ(λ0,U2n), where ψ(t, λ) := θ(t, λ)+φ(t, λ)M(λ) and ζ(t, λ) := η(t, λ)+χ(t, λ)M(λ)
∗. In addition,
lim
t→∞
ζ̂∗(t, ξ)Jψ̂(t, λ) = lim
t→∞
ζ̂∗(t, λ)Jψ̂(t, ξ) = 0. (5.3)
Proof. See [13, Theorem 5.4] and [23, Theorem 4.1], as the proof is unchanged from the continuous and
discrete cases except for minor notational modifications. 
Remark 5.2. Clearly, M(λ) has only one possible value if D(∞, λ) has only one element. Consequently,
if there is at least one point ξ ∈ Λ(λ0,U2n) such that D(∞, λ) has only one element, the function M is
uniquely determined.
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From this point on we assume that (λ0,U2n) ∈ S is fixed, and that the function M and the selected
value ξ are as in Theorem 5.1 above. Corresponding to system (1.4) is the inhomogeneous system
Jŷ∆(t) =
(
λA(t) +B(t)
)
y(t) +A(t)f(t), t ∈ [t0,∞)X, (5.4)
or in its expanded form (suppressing the t),

− (yρ2)
∆ =
(
λA1 +B1
)
y1 +B2y2 +A1f1,
y∆1 = B3y1 + (λA2 +B4)y2 +A2f2.
Note that if µ(t) 6= 0, then
y2(t) = (I + µ(t)B2(t))
−1 [yρ2(t)− µ(t)(λA1(t) +B1(t))y1(t)− µ(t)A1(t)f1(t)] .
A solution y of system (5.4) is thus related to ŷ (see (1.3)) using
y(t) = H(t)ŷ(t) +N(t)A(t)f(t), t ∈ [t0,∞)X, (5.5)
where H is given in (2.4) and
N(t) :=


0n 0n
−µ(t)E2(t) 0n


=


0n 0n
−µ(t)
(
In + µ(t)B2(t)
)−1
0n


. (5.6)
As (In − µB2E2) = E2 we have (λA+B)N + I2n = H˜
∗ from (2.9), so that (5.4) is equivalent to
Jŷ∆(t) =
(
λA(t) +B(t)
)
H(t)ŷ(t) + H˜∗(t)A(t)f(t), t ∈ [t0,∞)X. (5.7)
In a similar way, for the adjoint problem to (5.4), namely
Jẑ∆(t) =
(
λA(t) +B∗(t)
)
z(t) +A(t)f(t), t ∈ [t0,∞)X, (5.8)
we have z1 = E
∗
2z
σ
1 − µE
∗
2(λA2 +B
∗
4)z2 − µE
∗
2A2f2 and thus the relation
z(t) = H˜(t)ẑ σ(t) +N∗(t)A(t)f(t), t ∈ [t0,∞)X. (5.9)
Moreover, since (λA+B∗)N∗ + I2n = H
∗ for H in (2.4), we see that (5.8) is equivalent to
Jẑ ∆(t) = H∗(t)
(
λA(t) +B∗(t)
)
ẑ σ(t) +H∗(t)A(t)f(t)
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as in (2.10), for t ∈ [t0,∞)X. Define
G(t, s, λ) :=


ψ(t, λ)χ∗(s, λ) : t0 ≤ s < t <∞,
φ(t, λ)ζ∗(s, λ) +N(t)δts : t0 ≤ t ≤ s <∞,
G˜(t, s, λ) :=


χ(t, λ)ψ∗(s, λ) : t0 ≤ t < s <∞,
ζ(t, λ)φ∗(s, λ) +N∗(t)δts : t0 ≤ s ≤ t <∞,
= G∗(s, t, λ),
where δts is the Dirac delta function, i.e., the function that satisfies the sifting property∫
∞
t0
f(s)δts∆s = f(t).
In a subsequent lemma we prove that G and G˜ are Green’s matrices for (5.4) and (5.8), respectively. For
f ∈ L2A(t0,∞)X, define
(Rλf)(t) :=
∫
∞
t0
G(t, s, λ)A(s)f(s)∆s, (5.10)
(
R˜λf
)
(t) :=
∫
∞
t0
G˜(t, s, λ)A(s)f(s)∆s. (5.11)
We assume that Rλ and R˜λ defined in (5.10) and (5.11) are one-to-one as operators from L
2
A(t0,∞)X into
itself, in other words,
f ∈ L2A(t0,∞)X, A(Rξf)(t) = 0 ∀t ∈ (t0,∞)X =⇒ (Af)(t) = 0 ∀t ∈ (t0,∞)X, (5.12)
g ∈ L2A(t0,∞)X, A(R˜ξg)(t) = 0 ∀t ∈ (t0,∞)X =⇒ (Ag)(t) = 0 ∀t ∈ (t0,∞)X. (5.13)
(5.14)
As pointed out in [13, p. 444], it will become evident in the sequel that these same conditions hold when ξ
is replaced by any λ ∈ Λ(λ0,U2n). We now define the following operators Lξ and L˜ξ in a natural way. Set
D(Lξ) :=
{
y ∈ L2A(t0,∞)X : y ∈ ACloc[t0,∞)X,
(ly)(t) :=


Jŷ∆(t)−B(t)y(t) = A(t)f(t) : t ∈ [σ(t0),∞)X,(
−y2(t0)/µ(t0)
y∆
1
(t0)
)
−B(t0)y(t0) = A(t0)f(t0) : t = t0 > ρ(t0),
for some f ∈ L2A(t0,∞)X, and limt→∞
ζ̂∗(t, ξ)Jŷ(t) = 0
}
, (5.15)
Lξy := f for y ∈ D(Lξ) satisfying ly = Af on [t0,∞)X, (5.16)
22 ANDERSON
where the second line in the definition of (ly) holds only if t0 is a left-scattered (and thus right-scattered)
point, and if we take yρ2(t0) = 0. Similarly, set
D
(
L˜ξ
)
:=
{
z ∈ L2A(t0,∞)X : z ∈ ACloc[t0,∞)X,
(l˜z)(t) :=


Jẑ∆(t)−B∗(t)z(t) = A(t)g(t) : t ∈ [σ(t0),∞)X,(
−z2(t0)/µ(t0)
z∆
1
(t0)
)
−B∗(t0)z(t0) = A(t0)g(t0) : t = t0 > ρ(t0),
for some g ∈ L2A(t0,∞)X, and lim
t→∞
ψ̂∗(t, ξ)Jẑ(t) = 0
}
, (5.17)
L˜ξz := g for z ∈ D
(
L˜ξ
)
satisfying l˜z = Ag on [t0,∞)X, (5.18)
where the second line in the definition of (l˜y) holds only if t0 is a left-scattered point, and if we take
zρ2(t0) = 0. We remark that D(Lξ) and D
(
L˜ξ
)
consist of all equivalence classes in L2A(t0,∞)X such that
at least one representative of the class satisfies the conditions in the definitions of D(Lξ) and D
(
L˜ξ
)
,
respectively. In particular, using (5.12) and (5.13) we see that this representative is always unique, and
thus Lξ and L˜ξ are well defined. For more details, see the discussion in [13, p. 445].
6. The Resolvent Sets
In this section we analyze the operators Lξ and L˜ξ defined in the previous section in (5.16) and
(5.18), respectively, and establish their resolvents, which turn out to be Rλ and R˜λ from (5.10) and (5.11),
respectively. This operator Rλ will have inverse operator properties relative to Lξ−ξ, in particular that Lξ
has resolvent set Λ(λ0,U2n) with resolvent operator Rλ. In addition, we prove that Lξ and L˜ξ are adjoints.
Lemma 6.1. Let λ ∈ Λ(λ0,U2n) ∩ Λ˜(λ0,U
−1
2n ) and f ∈ L
2
A(t0,∞)X. Then Rλf is a solution of (5.4) and
satisfies (Rλf)
ρ
2(t0) = 0n. In particular, it satisfies the boundary conditions χ̂
∗(t0)J
(
R̂λf
)
(t0) = 0 and
limt→∞ ζ̂
∗(t, λ)J
(
R̂λf
)
(t) = 0, where
(
R̂λf
)
(t) = ψ̂(t, λ)
∫ t
t0
χ∗(s, λ)A(s)f(s)∆s + φ̂(t, λ)
∫
∞
t
ζ∗(s, λ)A(s)f(s)∆s, t ∈ [t0,∞)X. (6.1)
Proof. We use the method of variation of parameters. Let Û ∈ C2n,2n have the form Û = ŶM , where
M ∈ C2n,2n is to be determined and Y = (θ|φ) is a fundamental matrix solution for the corresponding
homogeneous system (2.6) satisfying initial condition (2.11). By the delta product rule,
Û∆(t) = Ŷ σ(t)M∆(t) + Ŷ ∆(t)M (t).
Multiply by J , use (2.6), and assume Û satisfies (5.7) to obtain
JŶ σ(t)M∆(t) = H˜∗(t)A(t)f(t).
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Then by (2.8) and Lemma 2.5 we have
M
∆(t) = −(Ŷ σ)−1(t)JH˜∗(t)A(t)f(t)
= −JẐσ∗(t)H˜∗(t)A(t)f(t)
= −JZ∗(t)A(t)f(t)
=


0n In
0n M(λ)


Z∗(t)A(t)f(t)−


0n 0n
In M(λ)


Z∗(t)A(t)f(t).
Consequently we have, up to addition of a constant matrix,
M (t) =
∫ t
t0
(
0n In
0n M(λ)
)
Z∗(s)A(s)f(s)∆s+
∫
∞
t
(
0n 0n
In M(λ)
)
Z∗(s)A(s)f(s)∆s
=
∫ t
t0
(
In
M(λ)
)
χ∗(s)A(s)f(s)∆s+
∫
∞
t
(
0n
η∗(s)+M(λ)χ∗(s)
)
A(s)f(s)∆s,
since Z = (η|χ), so that
Û(t) = Ŷ (t)M (t) =
(
θ̂(t)|φ̂(t)
)
M (t)
= ψ̂(t)
∫ t
t0
χ∗(s)A(s)f(s)∆s+ φ̂(t)
∫
∞
t
ζ∗(s)A(s)f(s)∆s, (6.2)
where ψ and ζ are as defined in Theorem 5.1. It follows from (2.5) and (5.5) that
U(t) = H(t)Û(t) +N(t)A(t)f(t)
= ψ(t)
∫ t
t0
χ∗(s)A(s)f(s)∆s+ φ(t)
∫
∞
t
ζ∗(s)A(s)f(s)∆s+N(t)A(t)f(t)
= (Rλf)(t). (6.3)
We show that U solves (5.4). Using (6.2), we have (supressing the t)
JÛ∆ = J
[
ψ̂σχ∗ − φ̂σζ∗
]
Af + J
[
ψ̂∆
∫ t
t0
χ∗(s)A(s)f(s)∆s+ φ̂∆
∫
∞
t
ζ∗(s)A(s)f(s)∆s
]
= J
[
θ̂σχ∗ − φ̂ση∗
]
Af + (λA+B)(U −NAf)
= −JŶ σJZ∗Af + (λA+B)(U −NAf)
= (λA+B)U +Af,
using (2.8), Lemma 2.5 and the fact that (λA+B)N + I2n = H˜
∗ by (5.6).
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Continuing from (2.11), (6.2) and (6.3), we have
(̂Rλf)(t0) =
(
R̂λf
)
(t0) = φ̂(t0, λ)
∫
∞
t0
ζ∗(s)A(s)f(s)∆s =


−
∫
∞
t0
ζ∗(s)A(s)f(s)∆s
0n


,
so that we have (Rλf)
ρ
2(t0) = 0n. The identity
χ̂∗(t0)J
(
R̂λf
)
(t0) = χ̂
∗(t0)Jφ̂(t0)
∫
∞
t0
ζ∗(t)A(t)f(t)∆t = 0
follows immediately from the initial values of χ and φ in (2.11). Note that the integral is convergent as
each column of ζ is A−square integrable and f ∈ L2A(t0,∞)X. In addition, since ψ̂(t) = Ŷ (t)
(
In
M
)
and
ζ̂(t) = Ẑ(t)
(
In
M∗
)
we obtain from Lemma 2.5 the equalities
ζ̂∗(t, λ)Jψ̂(t, λ) = (In|M)Ẑ
∗(t, λ)JŶ (t, λ)
(
In
M
)
= 0n
and
ζ̂∗(t, λ)Jφ̂(t, λ) = (In|M)Ẑ
∗(t, λ)JŶ (t, λ)
(
0n
In
)
= −In. (6.4)
It thus follows that
lim
t→∞
ζ̂∗(t, λ)J
(
R̂λf
)
(t) = − lim
t→∞
∫
∞
t
ζ∗(s)A(s)f(s)∆s = 0,
completing the proof. 
Remark 6.2. Note that
(̂Rλf)(t) =
(
R̂λf
)
(t) = H−1(t) [(Rλf)−NAf ] (t)
for t ∈ [t0,∞)X by (5.5). For the adjoint system (5.8), we may show in a similar manner that
J
(
R˜λf
)∆
(t) =
(
λA(t) +B∗(t)
) (
R˜λf
)
(t) +A(t)f(t),
with boundary conditions φ̂∗(t0)J
(̂˜
Rλf
)
(t0) = 0 and limt→∞ ψ̂
∗(t, λ)J
(̂˜
Rλf
)
(t) = 0.
Theorem 6.3. Let λ ∈ Λ(λ0,U2n) ∩ Λ˜(λ0,U
−1
2n ) and f ∈ L
2
A(t0,∞)X. If we set Φ = Rλf and A˜(t) =
U2nA(t)U
∗
2n, then
‖Φ‖2W (λ0) + (δ − ε)‖Φ‖
2
A˜
≤
1
4ε
‖f‖2A
for any 0 < ε < δ, with δ = δ(λ) as in (3.6), and
‖Φ‖2
A˜
≤
1
δ
‖f‖A.
In particular, since A˜(t) ≍ A(t) for t ∈ [t0,∞)X, Rλ is bounded on L
2
A(t0,∞)X.
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Proof. The proof is similar to that given in the continuous case [13, Theorem 5.1] and the discrete case
[23, Theorem 5.3], and thus is omitted. 
Lemma 6.4. If λ ∈ Λ(λ0,U2n), then Rλ is an injective linear operator defined on L
2
A(t0,∞)X. In addition,
for any ξ ∈ Λ(λ0,U2n) and Lξ as in (5.16), we have rangeRξ ⊂ D(Lξ) and (Lξ − ξ)Rξf = f for all
f ∈ L2A(t0,∞)X. A similar statement holds for R˜ξ.
Proof. See the proof in [23, Lemma 5.4]. 
Remark 6.5. In the following lemma, it is traditional to use the Greek letter ρ to represent a resolvent
set, but since we already employ ρ as a backward jump operator on time scales, we will use r instead.
Lemma 6.6. Denoting the resolvent sets of Lξ and L˜ξ by r(Lξ) and r
(
L˜ξ
)
, respectively, we have ξ ∈ r(Lξ),
ξ ∈ r
(
L˜ξ
)
, rangeRξ = D(Lξ), range R˜ξ = D
(
L˜ξ
)
, (Lξ − ξ)
−1 = Rξ and
(
L˜ξ − ξ
)−1
= R˜ξ. In addition,
Lξ and L˜ξ are closed.
Proof. See [13, Lemma 5.7] and [23, Lemma 5.5]. 
Lemma 6.7. The space D(Lξ) is dense in L
2
A(t0,∞)X. Also, L˜ξ = L
∗
ξ, the adjoint of Lξ.
Proof. See [13, Lemma 5.8] and [23, Lemma 5.6]. 
Theorem 6.8. If ξ ∈ Λ(λ0,U2n), then Λ(λ0,U2n) ⊂ r(Lξ), and
(Lξ − λ)
−1 = Rλ, λ ∈ Λ(λ0,U2n).
A corresponding statement holds for R˜λ and L˜ξ.
Proof. See [13, Theorem 5.9] and [23, Theorem 5.7]. 
Theorem 6.9. If all solutions of (1.4) and (2.7) are A−square integrable for some λ′ ∈ C, and if
A1/2(t)N∗(t)A(t)N(t)A1/2(t)→ 0 as t→∞
for A in (1.5) and N in (5.6), then all solutions of (1.4) are A−square integrable for all λ ∈ C.
Proof. Note that by a modified variation of constants approach (see [13, Lemma 6.5], [17, Chapter 9
Theorem 2.1], [23, Theorem A.1]), any solution of
Jŷ∆(t) =
(
λA(t) +B(t)
)
y(t) =
(
λ′A(t) +B(t)
)
y(t) + (λ− λ′)A(t)y(t), t ∈ [t0,∞)X,
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can be written as
y(t, λ) = θ(t, λ′)γ + φ(t, λ′)γ˜
+(λ− λ′)
(∫ t
c
(
ψ(t, λ′)χ∗(s, λ′)− φ(t, λ′)ζ∗(s, λ′)
)
A(s)y(s, λ)∆s +N(t)A(t)y(t, λ)
)
for some γ, γ˜ ∈ Cn, where N is given in (5.6). The remainder of the proof is similar to that given in [23,
Theorem A.1] and is omitted. 
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