Motivated by the analysis of glomerular time series extracted from calciumimaging data, asymptotic theory for piecewise polynomial and spline regression with partially free knots and residuals exhibiting three types of dependence structures (long memory, short memory and anti-persistence) is considered. Unified formulas based on fractional calculus are derived for subordinated residual processes in the domain of attraction of a Hermite process. The results are applied to testing for the effect of a neurotransmitter on the response of olfactory neurons in honeybees to odorant stimuli.
Introduction
We consider piecewise polynomial regression with partially unknown knots and residual processes exhibiting three different types of temporal dependence: a) long memory; b) short memory; and c) anti-persistence. Using fractional calculus, unified formulas for the asymptotic distribution of least squares estimators of the unknown parameters are derived. This problem was originally motivated by questions arising in neurobiology where one often deals with response series consisting of a fast initial reaction to a stimulus, followed by a gradual decay. Due to biological variation and limited measurement accuracy the variability of such data tends to be high. Nevertheless, specific biological questions can often be answered using simple statistical models that reflect the main features of the true response curve. A typical example from calcium imaging is displayed in Figure 2a and b. The experiment consisted of administering an odorant stimulus to honeybees, once without any additional influence ( Figure 2a ) and once after adding the neurotransmitter octopamine (Figure 2b ). The question was whether the initial speed of the response is higher under the influence of the neurotransmitter. Given the particular structure of the observed data, a simple yet fairly accurate method for extracting the initial speed is to fit a linear spline curve to each individual response series, with one known knot at time t 0 where the odor is administered and a few additional unknown knots after t 0 (see Figures 3 and 4) . To assess the accuracy of parameter estimates, the dependence structure of the residual process needs to be taken into account. Figure 5b , d, f and h show examples of log-log-plots of the periodogram after removal of fitted linear spline functions. The negative slope indicates long-range dependence in the residuals, in the sense that autocorrelations are nonsummable and the spectral density has a pole at the origin. This leads to the question of statistical inference in linear spline regression with strongly dependent residuals.
More generally, we will address the question of not necessarily differentiable but continuous piecewise polynomial regression with partially unknown knots under the three dependence regimes of long memory, short memory and anti-persistence respectively, and the assumption that the residual process is linear and in the domain of attraction of fractional Brownian motion with self-similarity parameter H ∈ (0, 1).
Note that the techniques required here are different from Beran and Weiershäuser (2011) where Gaussian subordination with long memory (1/2 < H < 1) was considered for spline regression functions of orders 2 or higher (thus excluding non-differentiable piecewise polynomials such as linear splines). Here, fractal calculus and limit theorems related to Taqqu (2000a, 2000b) lead to unified asymptotic formulas for all three dependence structures, without the requirement of differentiability of the response curve and without subordination to a Gaussian model. The asymptotic results are illustrated by an application to the experimental data introduced above. A test statistic derived from the asymptotic formulas provides statistical evidence for the enhancing effect of the neurotransmitter.
The occurence of long memory and related fractal features in neuroscience has been discussed extensively in the literature (see e.g. Lowen and Teich, 2005) . General references to statistical inference for long memory processes are for instance Beran (1994) , Doukhan, Oppenheim and Taqqu (2002) and Palma (2007) . Nonparametric regression in continuous time with long-memory errors is considered in Ivanov and Leonenko (2001, 2004) . For piecewise, segmented, or multiphase regression see e.g. Csörgö and Horvath (1998), Brodsky and Darkhovsky (2000) , Chen and Gupta (2000) , Seber and Wild (2003) , Gallant (1974) , Gallant and Goebel (1975), Feder (1975) , Liu, Wu and Zidek (1997) , Kim and Kim (2008) . A standard reference to splines in general is de Boor (2001) . References to splines in statistics can be found in Wahba (1990) , Eubank (1999) and Green and Silverman (1994) . The case of spline regression with short-memory errors is considered for instance in Diggle and Hutchinson (1989) , Kohn, Ansley and Wong (1992) and Wang (1998) . Linear regression with long-memory errors is considered in Yajima (1988 Yajima ( , 1991 , Künsch, Beran and Hampel (1993) and Dahlhaus (1995) among others. For nonparametric regression with long-range dependence see e.g. Hall and Hart (1990) , Robinson (1991) , Csörgö and Mielniczuk (1995, 1999) , Beran and Feng (2001 , 2002a , 2002b , 2002c , 2007 , the latter also including the anti-persistent case. Related semiparametric models are discussed in Beran and Ghosh (1998) and Gao and Anh (1999) . Asymptotic results on robust linear and nonlinear regression estimation with long-range dependence are derived in Koul (1996) and Koul and Baillie (2003) , extending limit theorems on location estimation in Beran (1991) .
The paper is organized as follows. Definitions are given in Section 2. Asymptotic results are derived in Section 3. In Section 4, the results are applied to the data example. Final remarks in Section 5 conclude the paper. Proofs are given in the Appendix.
Definitions
For simplicity of presentation the discussion will focus on piecewise polynomial regression with one unknown knot η. In terms of piecewise regression, our trend function can be represented by two joined polynomials of degrees q − 1 and p − q respectively (with q, p − q ∈ N) and an unknown joinpoint η. Analogous results can be derived in exactly the same manner when several distinct knots η 1 , ..., η k are unkown. We thus consider the model
with μ(s) denoting a continuous, but possibly non-differentiable piecewise polynomial function. Thus, μ(s) has the representation
where a = (a 1 , . . . a p ) denotes unknown regression coefficients and f 1 , . . . , f p are truncated power spline basis functions defined as
Note that rescaled time s = t/n is used instead of t. The reason is that this way the normalizing sequence in limit theorems for estimates of a j and η depends on the covariance structure of the residual process ξ t only (see Theorems 3.1, 3.2 and 3.4). An equivalent model with μ as a function of the original time t could be considered instead, however the normalizing sequence would then also involve a diagonal matrix with elements depending on f 1 ,...,f p .
The following assumptions regarding the error process ξ t will be made:
Condition 2.1. The process (ξ t ) t∈Z is ergodic, and strictly and second order stationary with E (ε t ) = 0, Var(ε t ) < ∞ and autocovariances γ(k) := Cov(ξ t , ξ t+k ). Furthermore, we also assume that ξ 2 t is second order stationary with autocovariances
Defining d 2 (n) := Var ( n t=1 ξ t ), three different types of dependence structures are considered: Bingham, Goldie and Teugels, 1987) . Then
.
In this case, we have
Piecewise polynomial regression under dependence 5 Note that here, "a n ∼ b n " means that lim n→∞ a n /b n = 1. Moreover, L(n) is said to be slowly varying (at infinity Granger and Joyeux (1980) , Hosking (1981) and Beran (1994) , chapter 2.5.
The regression function
. In order to keep the model identifiable we assume in addition a j =0 for at least one j ∈ {q + 1, . . . , p}. The least squares estimatorθ of θ, defined by minimizing
with respect to τ ∈ Θ can be expressed in terms of basis functions in R p . More generally, the results discussed in the following can be derived in the same way for weighted least squares estimatorsθ ν defined by minimizing
where ν(u) (0 ≤ u ≤ 1) is a weight function satisfying the following condition.
Condition 2.3. ν : (0, 1) → R + is continuously differentiable, and such that
Since under Condition 2.3 (and Conditions 2.1 and 2.2) the derivation of all results forθ ν is analogous to the case of unweighted least squares, explicit proofs will be given for ν ≡ 1 only.
Let η ∈ (0, 1) and define the n × p matrix
, and column vectors denoted by w j,n (j = 1, . . . , p). Since for n large enough W n W n is invertible, the projection matrix on the column space of W n (η) may be written as
Therefore, for given observations X = (X 1 , ..., X n ) ,η is obtained by minimizing Q = X − P Wn(η) X 2 with respect toη. The other components of θ, namely the regression coefficientsâ = (â 1 , ...,â p ) , then correspond to the usual least squares estimates obtained by projecting X on the column space of the design matrix W n (η). For the estimated mean function we thus have
where
..,n and e n = (ξ 1 , . . . , ξ n ) . For the weighted least squares estimator an analogous formula holds, with P Wn(η) replaced by
Asymptotic results
Weak consistency ofθ ν can be shown by using the strong law of large numbers (SLLN) for n −1 n k=1 ξ k and specific properties of piecewise polynomial functions. The rather involved detailed proof is omitted here to save space (for a similar proof in the context of Gaussian subordination see Beran and Weiershäuser, 2011) . Note that, in order to have an asymptotically unique solution, one issue one has to take into account is identifiability. Generally, a piecewise polynomial function
We now turn to the asymptotic distribution. First note that in general the partial derivatives ∂ t μ(t; η, a) and ∂ η μ(t; η, a) do not exists if η = t. However, both the left-and right-hand derivatives of μ(t; η, a) exist everywhere. In the following the left-hand and right-hand partial derivatives of μ with respect to θ j will be denoted by μ (j−) and μ (j+) , respectively. Partial derivatives in the sense of an absolutely continuous function will be denoted by μ (j) . Note that μ (j+) = μ (j−) = μ (j) almost everywhere. Defining the n × (p + 1) matrix
we have
In analogy to W n W n , the matrix M n+ M n+ has full rank if n is large enough so that
Theorem 3.1. Let (ξ t ) t∈Z be a stationary process satisfying Conditions 2.1 and 2.2. Then for any Δ > 0,
as n → ∞, where . denotes the Euclidean norm.
A similar result is stated in Beran and Weiershäuser (2011) in the context of Hermite processes. Note, however, that the proof given there requires a continuously differentiable spline function. This assumption is violated by the piecewise polynomial functions considered here. However, the problem of a possible non-differentiable knot can be overcome by detailed analysis using right-hand derivatives and the strong law of large numbers. Again, the proof is omitted to save space.
Once asymptotic linearity ofθ has been established, asymptotic formulas for the covariance matrix can be derived. 
where Λ is as defined above and the structure of Σ 0 is linked to the dependence structure of (ξ t ) t∈Z as follows:
t∈Z is a long memory process, then
If (ξ t ) t∈Z is a short-memory process, then
If (ξ t ) t∈Z is an anti-persistent process, then
with c = (2 − α)(α − 1)/2. Pipiras and Taqqu (2000a , 2000b employ fractional calculus to define a Wiener integral with respect to fractional Brownian motion and discuss several convergence problems related to this integral. Their methods prove to be very useful for deriving the asymptotic distribution as well as a unified formula for the three covariance matrices. To start with, we recall the concept of fractional calculus (see e.g. Samko, Kilbas and Marichev, 1987) . Samko et al., 1987, page 94) . We set 
Remark 3.1. For the weighted estimator based on Q v with v satisfying Condition 2.3, the functions
The asymptotic covariance matrix depend on the covariance structure of ξ t only. This is no longer the case, when we consider the asymptotic distribution. To derive the asymptotic distribution ofθ (orθ v respectively) additional assumptions on the residual process ξ t are needed. The main reason is that for d = 0 non-Gaussian limits are possible. The following conditions will be used:
where [.] denotes the integer part. Furthermore denote by Y m,H (u) a Hermite process of order m with self-similarity parameter H (see Taqqu, 1978) . We then assume that Z n,ξ (s) (0 ≤ s ≤ 1) converges to Y m,H (u) in the sense of weak convergence in the space of càdlàg functions,
Condition 3.1 is very general. It includes in particular (one-dimensional) transforms of linear processes for which a suitable Hermite, Appell or power rank expansion exists. For limit theorems in this context see e.g. Davydov (1970) , Taqqu (1975 Taqqu ( , 1978 , Dobrushin and Major (1979) , Giraitis and Surgailis (1985) , Hsing (1996, 1997) , Lang and Soulier (2000) , Hsing (2000) , Surgailis (2003) , and references therein. Note also that for m = 1, Y m,H (u) is equal to standard Brownian motion. In this case, the combination of Condition 3.1 and short memory as defined in Condition 2.2, equation (2.1), includes in particular independence and most types of mixing conditions.
Using Condition 3.1, the asymptotic distribution ofθ ν follows from Theorem 3.1 and the limiting behavior of Z n,ξ (s). For H = d + 0.5 and m ∈ N, define the random vectors
where the integral · dY m,H (s) is understood in the sense of Pipiras and Taqqu (2000a) , Deo (1997) and Maejima and Tudor (2007) . The asymptotic distribution has the following representation:
Theorem 3.4. Let (ξ t ) t∈Z be a stationary process satisfying conditions 2.1, 2.2 and 3.1, and ν a weight function such that condition 2.3 holds. Then we have, as n → ∞,
In particular, for m = 1, the limit is Gaussian and we obtain Corollary 3.1. Under the assumptions of Theorem 3.1 we have, as n → ∞,
with Σ 0 given by (3.1).
Remark 3.2. The same results can be derived for an arbitrary continuous piecewise polynomial function
.. < η l < 1 of which some (but not necessarily all) are unknown, and the condition b j,k ≥ 1 for k ≥ 1 (needed for continuity). Due to their general form, the formulas in Theorems 3.3 and 3.4 remain the same.
Remark 3.3. Since for m = 1 the asymptotic distribution ofθ ν is normal, asymptotic tests and confidence intervals for θ (or some of its components) can be carried out in the usual way using the multivariate N (0, ΛΣ 0 Λ) distribution. Note that the case m = 1 includes many relevant cases. For instance, 
If the expected value and derivative can be interchanged, then this means that E[G (ζ)] = 0.
Remark 3.4. For m ≥ 2, the asymptotic distribution is non-Gaussian. Although the asymptotic covariance matrix Σ 0 is the same as for m = 1, calculating tests and confidence intervals is less straightforward, because the marginal distribution of Hermite processes is quite complicated in general (see e.g. Taqqu, 1975 Taqqu, , 1978 .
To illustrate the asymptotic results, Table 1 shows simulated means and variances v sim of unweighted least squares estimatesη in a linear spline model with trend function μ(t) = −2.5t+14.16(t−η) + and one unknown knot η = 0.4. The residuals were generated by a fractional ARIMA process with variance 1 and fractional differencing parameter d = −0.3, −0.1, 0.1 and 0.3 respectively. Also given are the lower and upper quartiles and the variance v asym ofη obtained from the asymptotic distribution, together with the ratio v sim /v asym . The results indicate that the asymptotic limit is approached reasonably fast, except if long memory is very strong. In the latter case, it may be worthwhile to develop finite sample corrections or computational procedures, for instance along the line of Hall, Jing and Lahiri (1998) .
An application to calcium imaging data

Biological background.
Optical imaging techniques enable us to observe brain activity. In calcium-imaging fluorescent dyes are used that bind to calcium and thus make changes in intracellular calcium concentration detectable. These changes generally correlate with electrical depolarisation or spiking frequency. In particular, they were shown to correlate well with projection neuron spiking frequency in the honeybee antennal lobe (Galizia and Kimmerle, 2004) . Voltage-sensitive calcium channels are opened by the propagated signal, allowing for calcium influx. Since the dye can be applied globally, calcium imaging offers a convenient way of measuring many neurons, as opposed to measuring voltage in single neurons by electrophysiological methods.
In research on olfaction (the sense of smell) one of the key questions is how the highly multidimensional space of chemical properties that odorant molecules can possess is encoded in the brain. In the honeybee, our model Still-image from a calcium-imaging movie showing a two-dimensional surface view of the AL. c) top: Three consecutive images (timepoints 30-32 out of 110 recorded) from a calcium-imaging movie. The odor nonanol was presented to the bee at timepoint 30. For presentation, we normalized all pixel-time-series to the mean activity before odor presentation and applied a Gaussian filter to each individual image. The color scale ranges from overall minimum to overall maximum signal strength during the full 110 timepoints recording. A map of the AL is superimposed. Labels denote glomerulus names. bottom: The same for the odor heptanone, which elicits a broader spatiotemporal pattern involving more glomeruli. d) Time series (normalized as in c) for the two most prominent glomeruli from the nonanol measurement. Original movie data and visualizations are available at http://neuro.uni-konstanz.de/beran/figure1.html. organism, odorants are represented by spatiotemporal activity patterns in a dedicated odor processing compartment situated right behind the antennae, the so-called antennal lobe (AL). Depending on the particular odor the bee smells, a characteristic activity pattern occurs that can be recorded with a calcium-imaging technique. In this compartment, 160 glomeruli, spherical structures formed by neural processes and their synapses that act as the coding units, show different degrees of activation. The particular combination of activation states represents the odor (Galizia and Menzel, 2001) (see Figure 1 ).
An important step towards understanding the encoding mechanism and properties of the AL is to gain more insight into the effect of neurotransmitters. In the experiment here, the neurotransmitter octopamine was applied in addition to the calcium-sensitive dye. Octopamine is known to signal reward in the insect brain: when the bee learns that a (flower) odor is associated with a reward such as sugar or nectar, this is caused by octopamine naturally being released throughout the AL (Hammer, 1993) . The cellular response to octopamine is mediated by the octopamine receptor AmOA1. The question of interest considered here is in how far neural activity in the AL is modified by octopamine. The research hypothesis is that the initial change (increase) of calcium concentration should be faster under the influence of the neurotransmitter.
Testing for the effect of a neurotransmitter.
The data considered here were obtained under the following experimental setup (a more detailed description of the experimental setup and data extraction can be obtained from the authors upon request). Twenty-five adult forager honeybees (Apis mellifera carnica), restrained to individual plastic harnesses, were exposed to 1-hexanol using a custom made odor delivery device for applying the odors to the antennae. Calcium imaging of the responses was performed using a CCD-based imaging system. The data set considered here consists of 2 blocks of odorant response measurements for each bee, namely without octopamine and with 1 mM octopamine. The original measurements were spatiotemporal recordings with m ≈ 20, 000 pixels and ≈ 4, 000 timepoints for each bee. In the data analysis we use response measurements registered at 100 time points each, with the odorant stimulus being applied at time point 30. Signal extraction was performed following the framework introduced in Strauch and Galizia (2008) . In addition, corrections for animal movement were applied. For each bee (number i) a certain number N i of glomeruli could be identified. For each of the N i glomeruli a pair of response series
..,n (j = 1, 2, ..., N i ) of length n = 100, corresponding to the calcium measurements for glomeruli j ∈ {1, 2, ..., N i } without (X t;1 ) and with (X t;2 ) octopamine respectively was extracted from the spatiotemporal data. Note that here the numbering of glomeruli is done just for convenience of notation and separately for each bee, without any anatomic significance (i.e. glomeruli with the same numbers for different bees do not have to correspond to each other anatomically). Overall, there were m = 25 bees. The group of bees was not completely homogeneous due to genetic manipulations. Because of the small sample size, a more detailed analysis distinguishing the altogether two subgroups will not be pursued here however.
It is believed that coding of odors is connected to the combined response of glomeruli. When information is processed, different glomeruli are expected to react differently and this diversity is likely to be an essential part of information processing (Galizia and Menzel, 2001) . A possible quantity that may be related to the type and amount of information is entropy. The following analysis therefore focusses on estimated entropy as a function of time. Specifically, time dependent values of entropy were extracted as follows. In a first step, the original series were standardized by the sample mean and standard deviation of observations before the intervention, i.e. 
.., 100) for twelve bees, without and with octopamine respectively. Also plotted are linear spline regression fits with one fixed knot η 0 = 0.3 at the time of intervention and two subsequent estimated knots.
, 2) were replaced by the calibrated series
For each bee i and time point t, two estimated entropies H t,k (i) (k = 1, 2) were calculated from observations Z t,k (i, j) (j = 1, 2, ..., N i ). More specifically, for each i = 1, 2, ..., m we define (Y t,1 , Y t,2 ) (t = 1, 2, ..., 100) by Figures 2 to 5 show that, as expected, after exposure to an odorant stimulus, entropy increases quickly to a maximal peak, and then decays slowly. A natural fit is obtained by a linear spline with one fixed knot at the time of intervention (30th time point or η 0 = 0.3 in rescaled time) and two subsequent unknown knots η 1 , η 2 . This means that, as a function of rescaled time
is assumed to be of the form 1, 2, . .., 100) without and with octopamine respectively, for two bees, and log-log-periodograms of the residual series obtained by subtracting linear spline regression fits (dotted lines in the time series plots).
with 0.3= η 0 < η 1;k.i < η 2;k.i , and the parameter vector θ = (β 0 , ..., β 4 , η 1 , η 2 )= (β 0;k,i , ..., β 4;k,i , η 1;k,i , η 2;k,i ) depending on i and k. Close-ups of typical fits and log-log-periodogram plots of the residuals are given in Figure 5b , d, e and g. The points in the log-log-periograms are approximately scattered around a straight line with a negative slope, indicating long-range dependence. Given the short length (n = 100) of each series and the shape of the log-log-periodograms, a simple FARIMA (0, d, 0) process provides a reasonable model capturing the long-memory properties with sufficient accuracy. The values of d (as well as 95%−confidence intervals) given in Figure 5b , d, f and h were obtained by Gaussian maximum likelihood estimation (MLE). Note that for a FARIMA(0, d, 0) model (with not necessarily normally distributed innovations), the variance ofd MLE is approximately equal to 6/π 2 n −1 ≈ 0.608n −1 (see e.g. Fox and Taqqu, 1986; Giraitis and Surgailis, 1990; Beran, 1994) so that, for the given sample size of n = 100, the standard deviation ofd MLE is approximately equal to 0.078. Values of d MLE above 0.15 may therefore be considered significantly larger than 0 (at the 5%−level). Now we turn to the question of interest, namely whether octopamine increases the intial speed of the reaction. Denote by β 2,without (i) = β 2;1,i and β 2,with (i) = β 2;2,i the true slopes of (s − η 0 ) + for bee number i under "no octopamine" and "octopamine" respectively. Also, let σ 2 i;without ≈ var β 2,without (i) and σ 2 i;with ≈ var(β 2,with (i)) be the approximate variances of the slope estimates obtained from where ρ denotes the correlation between the two slope estimators. Under H 0 ,Δ i (i = 1, 2, ..., m) are independent random variables with expected value zero and approximate variances σ 2
Since for the given data the sample variances ofβ 2,without (i) andβ 2,with (i) turned out to be very close to m −1 σ 2 i;without and m −1 σ 2 i;with respectively, the dominating source of variability is the error in estimation. We therefore calculated a weighted averageμ Δ = m i=1 w iΔi by setting w i = cσ −2 u i with c = 1/ σ −2 u i and ρ replaced by the sample correlationρ ≈ 0.40. Under H 0 , the standardized statistic T = √ cμ Δ is approximately standard normal. The observed value of T = 3.53 corresponds to a P value of about 0.0002. This confirms the visual impression in Figure 6 . In addition, since the sample size of m = 25 may be too small for a normal approximation, a one-sided bootstrap confidence interval for μ Δ was also computed. Resampling the pairs (Δ i , σ u i ) and recalculating T for each bootstrap sample
.., Δ * m , σ * um yielded a one-sided 95%-confidence interval of [1.60, ∞). Thus, even without assuming normality, the null hypothesis is rejected at the 5%-level of significance. In contrast, ignoring information about the different variances ofΔ i does not lead to significant results. For instance, a t−test based on the unweighted average ofΔ i yields a statistic of 1.29 and a one-sided P value of 0.11. Similarily, a one-sided 95%-confidence interval for μ Δ based on bootstrapping the unweighted sample mean includes zero. For the concrete biological application, the results indicate that treating the honeybee brain with the neurotransmitter octopamine does indeed lead to faster entropy increase after odor stimulation in olfactory neurons. Octopamine is known to be involved in reward learning (Hammer, 1993) and to affect calcium concentration in receptor cells (Grohmann et al., 2003; Rein et al., 2009 ). These results are thus a further step towards understanding learning and memory formation of the brain. Whether the increased response is due to higher calcium permeability, more channels in an excitable state, or more complex downstream effects remains to be elucidated by targeted experiments. From a more general point of view of biological applications, the statistical approach taken here can be useful for a variety of experimental situations and questions, in particular when response functions need to be compared but data are highly variable and sample sizes are small. Related biological questions are for instance the influence of neurotransmitters such as GABA or histamine on neural activity in the AL (Sachse and Galizia, 2002; Sachse et al., 2006) and their effect on temporal dynamics.
Concluding remarks
The development of new asymptotic results for piecewise polynomial regression was motivated by questions in neurobiology, but are of general interest in the context of nonlinear regression and time series analysis. One of the next goals subject to current research is to extend these methods to gain a deeper understanding of connectivity in large neural networks. Further insight also needs to be gained into situations where the number of free knots is less clearly defined than in the specific data example considered here. Note that the last equality is taken from Gradshteyn and Ryzhik (1965) , formula 3.761 on page 420.
