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Abstract
Intercalation of transition metal dichalcogendies (TMDCs) by 3d-transition metals has been
studied systematically. We mainly focus on intercalation into two host TMDCs 2H-NbS2
and 2H-TaS2 which are layered materials where the metal ions are in trigonal prismatic
environment of chalcogens, the layers are separated by weak van der Waals force. So,
foreign atoms or molecules can be inserted in between the layers of the TMDCs. The
un-intercalated NbS2 shows superconductivity below 6 K whereas TaS2 exhibits coexistence
of the superconductivity (Tc=0.8 K) with charge density wave phase (TCDW =75 K). In this
research, the NbS2 is intercalated by V atom with formula unit V0.3NbS2, while TaS2 by
Cr with formula unit Cr1/3TaS2. Upon the intercalation, the electronic as well as magnetic
structure of host materials are likely to be modified. It is believed that the charge transfer
between the 3d-intercalant and host TMDC, specifically the d-band of Nb or Ta, just causes
an increase in chemical potential without altering the band structure and shape and size of
Fermi surface, also known as rigid band model. And, the local moment in magnetic ion gives
rise to magnetism via RKKY interaction. In order to examine the effect of intercalation in
V0.3NbS2 and Cr1/3TaS2, we investigated the magnetic, transport, and electronic properties.
In V0.3NbS2, which crystallizes in P-31m space group, we observed canted antiferromag-
netic (weak ferromagnetic) magnetic ordering with majority of charge carriers as hole type.
From ARPES measurements, additional bands are appeared to cross the Fermi level and
shape and size of the Fermi surface are modified as compared to NbS2. Also, V-3d states
are present near the Fermi level. These findings demonstrate that the simple rigid band
picture is not viable in V0.3NbS2 compound. Moreover, from the photon dependent ARPES
measurements strong kz dispersion is found in contrast to that of host NbS2.
vi
Similarly, intercalated Cr1/3TaS2 crystallizes in P6322 space group orders ferromagnet-
ically. Surface structure is investigated by STM, LEED, and core level photoemmission
experiments. The resonant photoemmission and ARPES measurements are performed to
examine the effect of charge transfer between Cr and TaS2 layer.
vii
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Chapter 1
Introduction
The 3d-intercalated transition metal dichalcogenides (TMDCs) received little attention after
the chiral helical spin structure is realized in Cr1/3NbS2 by Moriya and Miyadi in 1982 [87].
However, following the discovery of new physics in TMDCs and its potential applications,
the intercalated TMDCs are refocused for fundamental research and technological research.
These materials order magnetically and are Van der Waals bonded between chalcogen layers;
so they can be exfoliated and potentially used in single-layer devices such as field effect
transistors. Magnetic and transport properties of few intercalated complexes have been
reviewed by Friend and Yoffe [94, 95]. The magnetic exchange mechanism in the intercalated
complexes is not well understood. Although, the moments are appeared to be localized
to magnetic ions, there is strong interaction between the conduction electrons and local
moments that has been interpreted as both RKKY [101] and itinerant exchange interactions
[54, 55]. Switching the magnetic ions may tune the magnetocrystalline anisotropy and affect
the metamagnetic transitions. In addition, by choosing proper transition metals in the host
compound one can tune the strength of spin orbit coupling, for instance by switching the Nb-
4d with the 5d element such as Ta is expected to increase the spin-orbit interaction. Aside
from the magnetism, the charge transfer between the host material and intercalant species
modify the electron occupation of narrow d band of host materials and can radically change
its electronic and optical properties [36]. The goal of this thesis is to design and synthesis
new magnetic intercalated complexes and understand the basis features of the electronic
structure and the possible relations with their magnetic behavior. With this regard, we
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synthesize and study two intercalated complexes V0.3NbS2 and Cr1/3TaS2 and study their
magnetic, transport, and electronic properties. The structure of this thesis is as follows:
In Chapter 1 we mainly discuss an overview of this thesis providing an introduction to the
TMDCs and intercalation to TMDCs with molecules or atoms, along with their interesting
physical properties, followed by the motivation to study the intercalated TMDCs.
Chapter 2 and 3 mainly deal with techniques we utilized in this thesis. We give
theoretical background on photoemission spectroscopy (PES) including core level PES and
angle resolved PES (ARPES), X-ray absorption spectroscopy (XAS), and resonant PES
(ResPES). In addition, brief discussion to the density function theory (DFT) calculations
will be provided as we use WIEN2k built-in code to perform electronic structure calculations
of present materials. Chapter 4 is related to the experimental setup particularly of
ARES experiment and its components such as ultra high vacuum (UHV) chamber, sample
manipulator, and electron analyzer. Also, the production of light sources such as He-I and
II lines and synchrotron radiation source will be reviewed.
In Chapter 5, the crystal synthesis and structure of V0.3NbS2 has been discussed first,
followed by DC/AC magnetic susceptibility, resistivity and magnetoresistance, heat capacity,
and thermal conductivity data. The carrier concentration, its type, and mobility are obtained
from the Hall effect measurements. Chapter 6 is focused on the electronic structure of
V0.3NbS2 crystal. the chapter starts from surface characterization of sample by scanning
tunneling microscopy (STM), low energy electron diffraction (LEED) pattern, core level
PES of S-2p and V-2p, and resonant ARPES experiments. Then, bandstrucutre and density
of states obtained from the DFT calculations is presented which is to be compared with
ARPES spectra. Afterwards, the polarization dependent ReSPES and XAS spectra, to
learn elemental sensitivity to the valence band (VB) and orbital anisotorpy, are presented.
In order to check if the surface is representative of bulk, conventional ARPES and the
soft X-ray ARPES results are compared. Additionally, the effect of intercalation has been
investigated by comparison of ARPES and wide VB spectra of V0.3NbS2 with the host
compound NbS2 and another intercalated system Cr1/3NbS2. The orbital character of
bands has been examined by the polarization dependent ARPES experiments measuring VB
dispersion as well as in-plane and out-of-plane Fermi surface mapping. The dimensionality
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of the sample is also inferred from out-of-plane Fermi surface mapping. The resonant as well
temperature dependent ARPES results are also provided in the end of Chapter 6.
In Chapter 7, the crystal synthesis and structure, magnetic, and transport behavior of
another intercalated system Cr1/3TaS2 will be presented. In Chapter 8, The surface of the
sample is investigated by STM, LEED and core level PES, particularly of S-2p and Cr-
2p core levels. Additional core levels, ResPES for Cr-L23 and Ta-N3 absorption edge, and
XAS results will be discussed. Also, bandstructure for Cr1/3TaS2 obtained from the DFT
calculations which is compared with the ARPES spectra recorded at He-II photon source.
Lastly, in Chapter 9 we provide the summary of the results studying two intercalated
systems V0.3NbS2 and Cr1/3TaS2. The future direction in the field of intercalation system is
also offered.
1.1 Transition Metal Dichalcogenides (TMDCs)
TMDCs are layered materials with strong in-plane covalent bonds and weak van der Waals
interactions between layers allowing an exfoliation into two-dimensional layers of single unit
cell thickness. Although TMDCs have been studied for decades, after the discovery of
graphene (in 2004 [91]), which is two dimensional allotrope of carbon atoms arranged in
a honeycomb lattice, TMDCs are gaining significant interests in both fields of science and
technological applications. The electron transport in graphene can correctly be explained by
the relativistic Dirac equation, employing quantum electrodynamics into simple condensed
matter system [92, 136]. Thus, the novel physical properties such as integer anomalous
Hall effect [136] is observed even at room temperature due to large cyclotron energies
for relativistic electron. Graphene is a typical example of atomically thin electrical and
thermal conductor [6] with high carrier mobility [79]. These quantum phenomena may lead
to applications in many fields ranging from electronic and optical devices, energy generation
and storage, chemical sensors etc. Furthermore, due to mechanical and chemical stability
of graphene it provides possible candidate for electronic devices in nanodimension scale.
Despite the fact that it has novel physical properties and an easy access with low cost, the
zero band gap bandstructure hinders the application in transistor device. The field effect
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transistors (FETs) made out of the graphene can not be switched off effectively having low
on/off switching ratios. However progress has been made in engineering the band gap by
nanostructuring [73, 72, 47], chemical functionalization [7], and applying high electric field
[137]; but these techniques add complexity and reduces carrier mobility. For this reason
people are searching for alternative atomically thin 2D crystals, such candidate would be
TMDCs having sizable band gap, promising new FET and optoelectronic devices. The
TMDC is another class of material where the interaction of d-electrons gives rise to novel
physical phenomena [134, 5].
The TMDCs are generally represented by TX2, where T and X stand for transition
metal and chalcogen atoms, respectively. Several structural polytypes of bulk TMDCs exist
depending upon the stacking sequence of layers in the direction perpendicular to plane of
layer. The monolayer of TMDC has three layer of atoms (X-T-X) that is chalcogen atoms in
two hexagonal planes separated by a plane of transition metal atoms [123, 63], and has been
found in two polytpes: 2H (H, hexagonal symmetry) and 1T (T, trigonal symmetry) phases
where the metal atoms are in trigonal prismatic and octahedral enviornment of chalcogen
atoms, respectively, as shown in Figure 1.1(a), the index 2(1) represents two (one) layer of
TX2. The 2H-phase corresponds to ABA stacking where the chalcogen atoms occupy the
same position A and located on top of each other along perpendicular direction to layer,
whereas the 1T-phase corresponds to ABC stacking [76, 97, 61]. These two polytype phases
give rise to different electronic structure, particularly transition metal d band [36, 63]. Even
though many TMDCs have similar structures, they cover wide range of properties from
semiconductors to metals.
The best known example of TMDCs is a molybdenum disulphide (2H-MoS2), can also
be found naturally, a semiconductor with indirect bulk band gap of about 1.2 eV [35] at the
Γ- point but continuously shifts to the direct band gap when thinned to monolayer, while
the direct excitonic transitions at K- point remains relatively unaffected with layer number
[113, 75]. The change in the bandstructure with layers is due to the effect of quantum
confinement [75] and the hybridization between pz-orbital of chalcogen and d-orbital of metal
atoms [113, 71]. Remarkably the monolayer of MoS2 emits light strongly, exhibiting an
increase in luminescence quantum efficiency by more than a factor of 104 over the bulk
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(a) (b)
Figure 1.1: (a)2H- and 1T- polytypes of transition metal dichalcogendies. (b) Schematic
representation of a TMDC, the layers are separated by weak van der Waals force. Figures
from Ref. [36]
material [75]. All MoX2 compounds are expected to undergo similar indirect-to-direct band
gap transition in the monolayer scale [117]. The band gap in the range of 1-2 eV can lead
to high on/off ratio, allowing more efficient control over switching and lower the power
dissipation and consumption promising characteristics for active FET channel[20, 98]. It is
worth to mention here another TMDC WTe2 having interesting physical properties. WTe2
is a semimetal exhibiting extremely large positive magnetoresistance (XMR): 13 million %
at 0.53 K at magnetic field of 60 T when field is applied direction perpendicular to the layer
of WTe2, and no saturation of magnetoresistance is observed even at very high fields [3].
Highly anisotropic XMR is found in WTe2 that is XMR reduces by 90 % when the magnetic
field is applied parallel to the plane of layer.
In above paragraph we mainly discussed the Group IV TMDCs, most of them behave as
semiconductors. Now we will focus on the Group V TMDCs particularly of TaX2 and NbX2
system; this group of TMDCs demonstrate different electronic properties than Group V
TMDCs, and these compounds tend to be metallic. One intriguing property charge density
wave (CDW) is common in this class of materials, CDW phase occurs due to the Fermi
surface driven periodic distortion of crystal lattice. The CDW is a periodic modulation
of density conduction electron inside material. First observation of CDW was reported in
1T-TaSe2 [127] besides one dimensional materials. Other TMDCs such as 2H-NbSe2 [128],
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2H-TaSe2, 1T-TaS2 [128], 2H-TaS2 [129] also exhibit the CDW transitions. The coexistence
of superconductivity with charge density wave at low temperatures has been reported in
2H-TaS2 and 2H-NbSe2 with superconductivity transition temperature of 0.8 K [78] and 7 K
[70], respectively. It has been observed that when going in series from 2H-TaSe2 and 2H-
TaS2 to 2H-NbSe2 and 2H-NbS2 the ratio of in-plane and out-of-plane lattice parameter (a/c)
increases, superconducting transition temperature too, while CDW transition temperature
decreases dramatically [42]. Moreover, the CDW phase is absent in 2H-NbS2, but the
superconductivity exists with Tc about 6 K [46].
The physical properties of TMDCs depend largely on the ligand-field splitting of
transition metal d-orbitals. In transition metal compounds, the d-levels spread into narrow
energy bands, which, if partially filled, lead to metallic conductivity by d electrons. While
the other s and p orbitals derived from chalcogen or metal give rise to broad energy bands: a
VB comprising mainly of s- and p-orbitals of the chalcogen (bonding state) and conduction
band (s and p of metals, antibonding state) [57]. According to the ligand field theory, when
a system is in trigonal prismatic environment, for example Nb atom (4d1) in NbS2 or NbSe2,
five-fold degenerate Nb-4d state splits into singly degenerate a1 state with symmetry dz2 and
two doubly degenerate e′ and e′′ state with symmetry dx2−y2 , dxy and dxz, dyz, respectively
having energy hierarchy of e′ <e′′ <a1, depending upon degree of overlap between Nb-4d
and chalcogen 3p or 4p states. On the other hand in octahedral environment of metal, d-
orbitals split into higher energy state eg with symmetry dz2 , dx2−y2 and lower energy state
t2g with symmetry dxy, dyz, and dxz. Bandstructure obtained from the first principles DFT
calculations is roughly consistent with the simplified ligand field theory as described above.
For instance, in case of NbS2 or NbSe2 Nb-dz2 orbitals is contributing near the Fermi level
around Γ point and dxy/dx2−y2 orbitals at K point, an additional pz band from the chalcogen is
also present at Fermi level at the Γ point [21, 100, 62, 60, 49]. The Fermi surface calculations
show two concentric cylindrical shape centered at Γ and a triangular shape at K point. The
two cylinders are originated due to two formula units in unit cell of 2H-NbSe2 or 2H-NbS2.
These results are corroborated by ARPES experiments [135, 14, 116, 108] as well, however in
NbS2 pz orbital is absent [108]. kz dispersion obtained from the ARPES experiment on NbSe2
exhibits cylindrical Fermi surfaces [100], indicating very weak kz dispersion as expected in
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layer materials. The kz dispersion of NbS2 has not be reported yet, but it is expected to
have similar behavior as of NbSe2 due to isostructure and isoelectronic compound.
1.2 Intercalated TMDCs and Motivation to study
Intercalated TMDCs
As we discussed above that TMDCs are layered materials where the layers are separated
by weak Van der Waals bond, enabling one to insert variety of organic molecules or 3d
transition metals so that the narrow d band of metal can be finely tuned [36]. The process of
insertion foreign molecules or atoms into the van der Waals gap, without altering the original
structure of X-T-X layer, is called intercalation. The intercalation causes profound change in
electronic and magnetic properties of host compound and can be understood on the basis of
charge transfer, increase in inter-layer separation, and localized magnetic moment. Thus, the
intercalation can lead metal-to-semiconductor or semiconductor-to-metal and non-magnetic
to magnetic transitions. It has been found that the TMDCs only form the intercalation
compounds with electron donors species, intercalating with electron acceptors has not been
succeeded yet [36]. Three broad categories of species such as organic molecules (typically
a Lewis base), alkali metals, and 3d transition metals have been successfully intercalated.
The intercalation by organic molecules and alkali metals can be found elsewhere [121, 27,
126, 37, 36], here we only focus on intercalation by 3d-transition metals as main objective
of this research is based on an effect of intercalation by 3d transition metals into TMDCs,
particularly in 2H-NbS2 and 2H-TaS2.
The intercalation of NbS2 and TaS2 with 3d transition metals has been a subject of
interest since long range magnetic orderings exists at certain concentration of intercalant
species which form an ordered superlattice [95, 94]. Both un-intercalated host compounds
NbS2 and TaS2 belongs to hexagonal P63/mmc (194) space group and are metallic as already
discussed. The intercalant species occupy the octahedral sites between the layers, while
retaining the original trigonal prismatic coordination of the Nb or Ta by chalcogens, within
the layers. An intercalated complex is generally represented by MxTX2, where M stands
7
Figure 1.2: Schematic diagram of band model for the un-intercalated NbS2 and Cr-
intercalated NbS2: Cr1/3NbS2. Figure reproduced here from N. Sirica PhD Thesis
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for 3d transition metal and x its concentration. Ordered superlatices of intercalated ions
from concentration of 1/4 and 1/3 gives rise to 2a × 2a and √3a × √3a superstructres,
respectively, in normal state, where ’a’ is in-plane lattice parameter for NbS2 or TaS2. In
the process of intercalation the 3d transition metal donates electron to Nb or Ta d-band,
resulting an oxidation states of +2 or +3 for the transition metal ions, and band filling of
d sub-band increases [19]. This phenonmenon is commonly explained in terms of the rigid
band model [19, 36] such that charge transfer will only raise chemical potential without
altering the Fermi surface and band structure of the host materials. This common wisdom
might not always be true. Moreover, the remaining electrons localized in 3d ions give rise
to local magnetic moment. The simple band model for the host compound (2H-NbS2) and
intercalated system (Cr1/3NbS2) has been shown in Figure 1.2 (obtained from N. Sirica PhD
Thesis).
A compelling example of intercalated systems is Cr1/3NbS2 belonging to non-centrosymmetric
space group P6322 with hexagonal crystal structure. Magnetic structure of this compound
is well studied. The Cr-ion in Cr1/3NbS2 crystal is considered to be in the trivalent (+3)
state and to have a localized moment forming a ferromagnetic layers perpendicular to c-
axis; the magnetic transition temperature is about 127 K [84]. It has been found that
this material exhibits chiral helical spin textures along c-axis with periodicity of about
48 nm [84, 87]. The helical structure, in crystals lacking inversion center, is developed
from antisymmetric exchange (Dzyaloshinsky-Moriya (DM)) interaction [28, 85] between Cr
atoms along c-axis. Also, from the Lorentz microscopy experiments, it has been found that
upon applying small magnetic field perpendicular to c-axis the chiral helical magnetic (CHM)
structure is periodically distorted and chiral soliton lattice (CSL) appears [115]. The CSL is
a periodic magnetic superlattice consisting of forced ferromagnetic domain separated by 360
magnetic domain walls and it disappears above 0.230 T turning into forced ferromagnetic
state [115]. Ferromagnetism in this material, and other intercalated complexes too, is
believed to be interpreted in terms of Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction
as the intercalant species are separated by larger distance [94]: indirect exchange interaction
between the localized moments via the conduction electrons. This might not be valid in case
of Cr1/3NbS2 as Cr-d orbital which gives rise rise local spin moment (LSM) is also present
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at the Fermi surface. Thus clear separation between the magnetic and itinerant degree of
freedom does not occur. In other words, motion of itinerant electrons and local spin moments
are influenced in a reciprocal manner and the interaction between the intinerant electrons
and localized spin moment is taken only as a weak perturbation (From N. Sirica PhD Thesis).
Regarding the electronic structure, it has been studied from the Ab initio DFT calculations
[39, 15] and ARPES study [108]. It is observed that electron is transferred to 4d-band of
host material and hence increases the chemical potential but additional bands contributing
from the Cr atom appear at Γ and K points near the Fermi level (see Figure 6.21). The
shape of the Fermi surface is more complex compare to that of host materials (see Figure
6.21) though size of pockets at Γ and K points shrinks in Cr1/3NbS2, representative of charge
transfer to NbS2 layer. These results contradict to the simple rigid band model. In addition,
it exhibits two dimensional Fermi surface, that is very weak kz dispersion marked difference
with the DFT calculations [39]; however, it is expected that interlayer coupling enhances
as the chromium atoms sits in between the layers. Additional intercalated systems such
as Ni1/3NbS2 and Mn1/3NbS2 has been studied by ARPES experiments and compared the
results with 2H-NbSe2 [9] isostructural to 2H-NbS2; and the authors reported non-uniform,
pocket selective doping on Fermi surfaces: intercalant species causes reduction in size of
pockets at K point without affecting Fermi sheets at Γ point, suggesting that simple rigid
band picture has to be considered cautiously [9].
Fe1/4TaS2 is another 2H-TaS2 based Fe-intercalted system. This complex has 2a ×
2a superstrucure of Fe ions and orders ferromagnetically below 160 K with easy axis
magnetization along c-axis, contrary to the Cr1/3NbS2 which has easy axis along ab-plane.
An extremely anisotropic magnetotransport behavior has been reported in Fe1/4TaS2 [88].
Below the ferromagnetic ordering temperature, a very sharp (squareness) of hysteresis loop
has been observed when magnetic field is applied along c-axis with saturation magnetic
moment of 4 µB per Fe, and the magnetoresistance is negative and drops sharply in the
critical field (3.7 T); the squareness of hysteresis indicates rapid switching in magnetic
moment at critical field. When the magnetic field is along ab-plane magnetization remains
small and linear up to 5 T without any visible hysteresis with saturation magnetic moment of
0.25 µB per Fe, and the magnetoresitance becomes positive and vary quadratically with field.
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Figure 1.3: Fermi surface mappings and band dispersion for host material NbS2 (a) and
intercalated complex Cr1/3NbS2 (b) measured along ΓK direction. Ref. [108].
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Furthermore, the electronic structure of Fe1/4TaS2 has been studied by ARPES experiments
[65]. The band dispersion obtained from the ARPES experiments matches well with the
calculated band structure for 2H-TaS2 [125, 11] with rigid sift of 0.2 eV. The magnetic
interaction in this material is inferred in terms RKKY interaction [65] that is indirect
exchange interaction between the localized moments in Fe ions (which are separated by
large distance) via the Ta-5d conduction electrons. In order to check the validity of RKKY
interaction, in-plane Fermi wavevector extracted from the ARPES experiment is used to
obtain the RKKY oscillations [4] which becomes maximized at Fe-Fe distance for 2 × 2
superstructure, manifesting Fe1/4TaS2 a RKKY ferromagnet.
We presented two examples of intercalated systems Cr1/3NbS2 and Fe1/4TaS2 based
on host compounds 2H-NbS2 and 2H-TaS2, respectively, with two different 3d-ions giving
rise to distinct superstructures depending upon their concentrations. Importantly, they
possess quite distinct magnetic and electronic behaviors. The former exhibits helical spin
textures along c-axis and ferromagnetic easy axis lies along ab-plane, whereas the latter
shows ferromagnetic orderings with magnetic easy axis perpendicular to ab-plane with sharp
switching in magnetic moment at critical field due to squareness of hysteresis loop. The
ferromagnetic coupling in Fe1/4TaS2 is interpreted on the basis of RKKY interaction but
this might no be applied for Cr1/3NbS2. Furthermore, rigid band model could be a valid
argument to describe the band structure for Fe1/4TaS2 but is untenable for Cr1/3NbS2
as well as for Ni1/3NbS2, and Mn1/3NbS2. In the light of these differences in magnetic
and electronic properties by changing intercalant species, which plays more role than
just injecting electrons to host materials and serving as localized magnetic moment; it is
considerable to synthesize new intercalated materials by different 3d transition metals with
varying their concentrations. Furthermore, this search of new materials could also lead to
discovery of novel physical properties, producing potential interest to scientific community
and technological application. With this regard, we studied two intercalated compounds
V0.3TaS2 and Cr1/3TaS2 to develop a systematic understanding as to how the intercalant
species affect the magnetic and electronic structure of host materials.
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Chapter 2
Photoemission Spectroscopy
The phenomenon of photoemission was first detected by Hertz [51] in 1887, an electrode
illuminated by ultraviolet radiation creates an electric sparks. In 1905, Einstein proposed
the quantum nature of light to explain the experimental data of photoelectric effect: when
light impinges on a sample an electron interacts with light and escapes from the sample with
kinetic energy (KE) given by the following relation,
Ekin = hν − EB − φ (2.1)
where hν is energy of photon source, EB the binding energy (BE) of the electron, and φ the
work function of the sample.
The momentum of the outgoing electron of mass m is determined from its kinetic energy
by
p =
√
2mEkin. (2.2)
The representation of photoemission process in the single particle picture is shown in the
Figure 2.1. The energy distribution (I(E)) of photoelectron recorded in a detector provides
the density of states (N(EB) in the solid. This is an attractive feature of the photoemission
process.
With the knowledge of core-level binding energy and the elemental photoemission cross
section it is relatively easy to analyze the photoemission spectrum quantitatively and
determine the elemental composition of a sample. The variation in chemical environment
13
Figure 2.1: Schematic diagram of photoemission process [99]. The electron energy
distribution produced by photon of energy hν and measured as a function of kinetic energy
of photoelectron.
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can cause a shift in binding energy of core-level called the chemical shift. These two aspects
along with the surface sensitivity make photoemission technique as an ideal tool for the
chemical investigation of surfaces and thin films.
The main disadvantage of photoemission is that that it is an extreme surface sensitivity
technique. So, a Ultra-High Vacuum (UHV) conditions is required to complete and
experiment successfully. The requirement of UHV system is explained by the Figure 2.2,
showing electron mean free path as a function of kinetic energy for selected elements, also
called universal curve. The curve shows that only electrons from the very thin layer of sample
involve in the photoemission process. Thus, it is necessary to have atomically clean surface
if one wish to study the bulk properties of the sample. It is also important to note that even
at the pressure of 10−9 Torr one monolayer of impurity is formed in 1000 seconds, if all the
molecules or atoms impinging in a surface are stuck.
2.1 Theory of Photoemission
The photocurrent produced in photoemisison process results from the excitation of electrons
from initial state to final state. The transition probability w of an electron under the influence
of a time dependent perturbation ∆ from initial N-electron |ψNi 〉 state to final state |ψNf 〉 is
given by
w ∝ 2h
pi
| 〈ψNf |∆ |ψNi 〉 |2δ(Enf − Eni − hν). (2.3)
Ei and Ef are the initial and final state energies and hν is the photon energy. The
perturbation has the form:
∆ =
e
2mc
(A.p+p.A)− eφ+ e
2
2mc2
A.A, (2.4)
where A and φ are vector and scalar potentials and p =i~∇ the momentum operator.
The quadratic term in A can be neglected since it represents the two photon processes,
and is only relevant for extremely high photon intensities. Using the commutation relation
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Figure 2.2: Inelastic mean free path for elements as a function of kinetic energy of
photoelectron, also known as universal curve. The unit of IMFP is expressed in nm. Figure
from [105]
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[A,p] = −i~∇.A and dipole approximation ∇.A = 0 the perturbation term becomes
∆ =
e
mc
A.p, (2.5)
with φ =0 for Coulomb gauge. It should also be noted that the dipole approximation
∇.A = 0 might not hold at the sample surface, where the electromagnetic wave may have
strong spatial dependence and give rise to strong surface contributions to photoemission
intensities [23].
In order to evaluate the photoemission intensity, one has to factorize the final state into
the photoelectron and final N-1 particle state. The commonly used approximation is a
sudden approximation. In this limit, it is assumed that removal of an electron is so fast that
negligible interaction between the photoelectron and N-1 final state occurs. The N-particle
final state can be expressed as
ψNf = Aφ
k
fψ
N−1
s , E
N
F = εf + E
N−1
s , (2.6)
where A is an operator that antisymmetrizes the wave function properly, ψfk the photoelec-
tron wavefunction with energy εf , and ψ
N−1
s the wavefunction of remaining N-1 electrons
with energy EN−1s .
The initial state can also be written as:
ψNi = Aφ
k
iψ
N−1
i . (2.7)
Then the transition matrix element in eq.(2.3) is written as
〈ψNf |∆ |ψNi 〉 ∝ 〈φkf | .p |φki 〉 〈ψN−1s |ψN−1i 〉 , (2.8)
where the spatially invariant vector potential (A = A0) is considered and its direction is
defined by . The total photoemission intensity measured as a function of Ekin at momentum
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k is the sum of transition probabilities from all initial states to all final states:
I(k,Ekin) =
∑
f,i
wf,i ∝
∑
f,i
2h
pi
| 〈φkf | .p |φki 〉 |2
∑
s
| 〈ψN−1s |ψN−1i 〉 |2δ(Ekin +EN−1s −ENi − hν)
(2.9)
The element 〈φkf | .p |φki 〉 = Mf,i in equation (2.9) is one electron dipole matrix element,
and | 〈ψN−1s |ψN−1i 〉 |2 = |Cs|2 gives the probability that the removal of an electron from state
i leaves the system in N-1 excited state. In non-interacting particle picture (i.e. for s = i)
|Cs|2 becomes unity and only the main peaks are contributed to the photoemission intensity.
On the other hand, for strongly correlated system many of |Cs|2 are non-zero, thus the main
peaks for s = i and satellite peaks for s 6= i are observed.
The part
∑
s | 〈ψN−1s |ψN−1i 〉 |2δ(Ekin+EN−1s −ENi −hν) = A(k, hν) is one particle spectral
function of hole state. Thus, the photoemission intensity has the form
I(k,Ekin) ∝
∑
f,i
Mf,iA(k, hν). (2.10)
The photoemission data are usually discussed in ”one step” and ”three-step” model. The
illustration of one step and three step model is shown in Figure 2.3. In one step model, Bloch
wave electron is excited into the damped final state near the surface. The damping is caused
by the scattering and attenuation of electron. The one step model is more rigorous in which
the photon absorption, electron removal, and electron detection should be treated as a single
event. Hence the surface, vacuum and bulk have to be included in the Hamiltonian. The
much simpler model which actually gives the same result as of one step model is commonly
used to describe the photoemission process.
Although the three step model is purely a phenomenological approach, it has proved to
be quite successful. In the three step model, the photoemission process is divided into three
independent steps as follows: (1) Optical excitation of the electron in the solid. This step
contains all the information about the intrinsic electronic structure of solid. (2) Transport of
the electron to the surface. The transport of electron can be described in terms of electron
inelastic mean free path which is proportional to the probability that the excited electron
reaches to surface without an inelastic scattering (3) Escape of the electron into the vacuum.
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Figure 2.3: Three step and one step models of photoemission. In the three step model,
electron (1) gets excited by photon (2) travels to the surface (3) escapes from the surface. In
one step model, the Bloch wave electron excited into the final damped state and propagates
freely into the vacuum. [56]
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An electron escapes from the surface which has the component of the kinetic energy normal
to the surface is sufficient to overcome the surface potential barrier (so called inner potential)
and work function of the solid; the other electrons reflects back to the solid.
2.2 Core Level Photoemission
In the photoemission spectroscopy (PES) technique a photon of energy hν liberates an
electron from a system. The photoelectron can be either from the core level or from the
valence level depending upon the energy of photon source used. The final state then can
be viewed as one where hole has been created or a positive potential is introduced into the
system. The core electrons are localized in the atomic sites and almost unchanged when the
atoms condensed into the solid. On the other hand, electronic state of valence electrons are
spread over the wide range and are strongly influenced by the chemical environment and the
atomic species in the solid.
For N-electron system, the binding energy of photoelectron in one-electron approximation
is given by [77]
EB = Ef (N − 1)− Ei(N), (2.11)
where Ei(N) and Ef (N − 1) are initial N-electron and final N-1 state energies, respectively.
Each of these binding energies are approximately equal to the negative of orbital energy k
as obtained from the Koopmans’ theorem utilizing the Hartree-Fock approximation. For the
bound state orbital energy is negative, thus the binding energy has appropriate positive sign.
The Koopmans’ theorem generally does not hold in molecules or solid because the orbital
relaxation and electron correlations terms are missing in the Hartree-Fock approximation.
The binding energy of kth electron, when the relaxation and the correlation effects are
included, can approximately be written as [29]
Eb(k) = −k − δrelax + δcorr + δrelat, (2.12)
where δrelax, δcorr, and δrelat are corrections for relaxations, correlations, and relativistic
effects.
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The core levels are believed to be unaffected by the chemical bonding, their wavefunction
do not mix with the valence level responsible for bonding. But, the binding energy of the core
level is extremely sensitive to the change in valence level charge distribution as bonds form.
As such, when a same atom is placed in different chemical environments, the binding energy
of the particular core-level is changed and is called ”chemical shift”. The first evidence of
chemical shift has been observed in 1964 by the Hagstrom, Nordling & Siegbahn [45] in
S-1s of Na2S2O3. As an another example of chemical shift Figure 2.4 shows photoemission
spectrum of C-1s from ethyl trifluroacetate, the binding energy of C-1s peak (all four peaks
corresponds to C-1s) changes as the atomic species forming bonds with carbon change.
In general, the chemical shift can be explained as follows: if an atom is placed in a
chemical environment where it effectively loses its charge to neighboring species, its core
level will experience increase in the net Coulomb interaction which is the sum of nuclear
attraction and other electron repulsion, and the binding energy increases. On the other
hand, if an atom becomes more electronegative by gaining the electron from the neighboring
species, the binding energy will reduce. This simple picture gives semiquantitative estimate
of shift in the binding energy; the most accurate shift can be made using the Hartree-Fock
approximation.
During the photoemission process, the creation of core hole leads to excitation in the
remaining system. So that the core hole induces a relaxation of other electrons and thus
its screening or polarization around it. The photoemission spectrum consists of the main
peaks corresponding to the ground state after photoexcitation and possible satellite features
representing the excited states.
The satellite feature in the core level spectra has been observed in number of transition
metal compounds. The Cu-2p spectra of divalent copper compounds exhibits two satellite
features corresponding to each of the two spin-orbit components (2p3/2 and 2p1/2) (see Figure
2.5. These satellite features are due to the interaction of core-hole with the valence electrons
resulting the change in potential seen by valence electrons when core hole is created. In the
ground state of the halides, Cu-3d has a hole (3d9 configuration), filled Cu-2p (2p6), and a
filled ligand shell L. The photoexication process on Cu site results two possible final states:
one configuration 2p53d10L−1 corresponds to the main peak where a charge transfer from
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Figure 2.4: Chemical shift of carbon 1s-core level. Photoemission spectrum of C-1s electron
from ethyl trifluroacetate [53].
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ligand to metal atoms occurs; and another configuration 2p53d9L corresponds to the the
satellite structure and no correlation between ligand and the metal ion. The very similar
model was proposed by Kotani and Toyozawa for metals [67]. The satellite and main peak
in the unoccupied d or f shell ions (rare earth or transition metals) are caused by different
screening channels. A core hole produces a positive potential and pulls the empty d (or
f) state below the Fermi level creating two-hole state: one photo-hole and another the
unoccupied d state. And the XPS spectrum splits into two peaks corresponding to two
final states: (a) The d level is still empty though it lies below the Fermi level and it gives
rise to the satellite peak, (b) The d level is filled from the ligand sp states through the
hybridization and it gives rise to the the main peak; it has lower binding energy since the
localized d state has higher screening effect than the delocalized sp states. The former is
called the ”poorly-screened state” and the latter is called ”well-screened state”.
Lastly, the information about the unpaired spin of valence electron and hence the
magnetism in the system can be acquired from the multiplet splitting of core-level peak. The
multiplet splitting in solids has been first observed by C.S. Fadley and co-workers [31, 30].
The multiplet splitting arises, upon ejection of core hole, due to the exchange interaction
between the core electron to the unpaired valence electron. The exchange interaction acts
only between the electrons with same spin orientations [111].
The spin parallel core electron favors energetically since the the Coulomb interaction
between two electrons reduces, and corresponding core level appears in the lower binding
energy site with intensity ratio of (2S+1):2S as compared to the anti-parallel orientations
found at higher binding energy. The energy separation between the two peaks is given by
Van Vleck’s Theorem [68],
∆En,s =
2S + 1
2l + 1
J l(ns, n′l′), (2.13)
where S is the total initial state spin (initial core level spin is zero), J an atomic exchange
interaction between valence subshell n′l′ and core-electron ns upon core-hole formation. Here
the magnitude of splitting is proportional to exchange integral, hence the larger splitting will
be observed for those core levels having greater spatial overlap with the valence state. It
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Figure 2.5: Cu-2p spectra of copper dihalides. The main peaks and satellite structures are
due to the different screening channels [56, 119]. See text for more details.
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Figure 2.6: Geometrical sketch of ARPES experiment. The outgoing photoelectron emitted
with polar (θ) and azimuth (φ) angle is detected in an electron analyzer. Ref. [23]
is to be noted that this interpretation neglects the electron correlations and approximately
valid.
2.3 Angle Resolved Photoemission Spectroscopy (ARPES)
The figure 2.6 shows geometrical set up of angle resolved photoemission spectroscopy
(ARPES). In ARPES, the energy of outgoing photoelectron is recorded as a function of
emission angle with respect to the normal of the sample. The emission angle is directly
related to the in-plane crystal momentum of initial state. Thus, it is possible to map the
electronic band structure in a single crystalline sample.
The binding energy of outgoing photoelectron is obtained by the equation (2.1). And,the
initial state crystal momentum parallel to the surface k|| is conserved and related to emission
angle θ by
p|| = ~k|| =
√
2mEkin. sin θ. (2.14)
However, the perpendicular component is not conserved due to the translational symmetry
broken along normal to the sample. Hence, the crystal momentum can not be determined
completely. To overcome this problem one has to make an assumption that the final state of
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the photoelectron is simple plane wave. This assumption is valid only for the higher excitation
energy; for lower photon energy, crystal field is relatively strong and can affect kinetic
energy of the photoelectron. In this simple approximation, the perpendicular component
of photoelectron is given by
~k⊥ =
√
2m(Ekin cos2 θ + V0), (2.15)
where V0 is inner potential. For a system having very weak dispersion along normal to the
surface (2D system), the uncertainty in k⊥ is less relevant and the band dispersion is almost
exclusively determined by the parallel component k||.
Generally, the ARPES experiment is performed at lower photon energy (hν<100 eV).
The advantage of using lower photon energy is that high momentum and energy resolutions
can be achieved. Further, one can disregard the momentum of the photon. The disadvantage
of working at lower photon energy source is extreme surface sensitivity and unable to probe
large reciprocal space in Brillouin zone.
The ARPES is known to be one of the best tools to explain electron correlations in
many body systems. The correlated electron system has been conveniently discussed by the
Green’s-function formalism [74, 34]. The propagation of single electron in the many-body
system can be described by Green’s-function [23],
G(k, ω) =
1
ω − k − Σ(k, ω) , (2.16)
where k is bare-band energy, ω the electron energy with respect to Fermi level, and Σ(k, ω) =
Σ′(k, ω) + iΣ”(k, ω) electron self energy. The real and imaginary part of self energy contains
all the information about the energy renormalization and lifetime, respectively of an electron.
Also, the one particle spectral function can be obtained from the Green’s function by the
relation, A(k, ω) = −(1/pi) ImG(k, w)) 1
A(k, ω) = − 1
pi
Σ”(k, ω)
[ω − k − Σ′(k, ω)]2 + [Σ”(k, ω]2 (2.17)
1The derivation of equations (2.17) and (2.18) can be found in Ref.[23]
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(a) (b)
Figure 2.7: Photoemission intensity for (a) Non-interacting and (b) interacting systems.
In the latter case, the main peaks along with satellite features have been observed. For each
system corresponding momentum distribution (n(k) at ground state (T=0 K) is also shown.
Ref.[23]
As the ARPES signal is proportional to the one particle spectral function by the relation,
I(k, ω) = I0(k, ν,A)f(ω)A(k, ω), (2.18)
one can extract self-energy from the experimental data which in turn gives access to the
understanding of electron correlations within the many body system. Figure 2.7 shows the
ARPES intensity for (a) non-correlated and (b) correlated system. In the relation (2.18),
I0(k, ω) is proportional to one-electron matrix element |Mf,i|2 (see eq. (2.9) and (2.10)),
Fermi function f(ω) is included since the direct photoemission probes only to the occupied
states.
The matrix element Mf,i is responsible for the dependence of photoemission data on
photon energy and the polarization of photon source. The enhancement or suppression of
photoemission intensity is determined by the matrix element; to have finite photoemission
intensity whole integrand Mf,i must be even function under reflection with respect to the
mirror plane. (Here the scattering plane coincides with the mirror plane of the sample). The
final state will have an even parity when the detector lies in the mirror plane, so .p |φki 〉
must be of even parity. Thus, the dipole operator allows one to determine the initial state
within the sample, and it is even for p-polarization and odd for s-polarization light. For the
27
Figure 2.8: Geometrical representations of photon polarization and mirror plane. The
in-plane orbital dx2−y2 is symmetrized by the mirror plane. Ref.[23]
particular case shown in Figure 2.8 the whole integrand will be even parity for p-polarized
light since the initial state is even parity. It is also to be noted that for p and s-geometry, the
photon polarization lies in parallel and perpendicular to the scattering plane, respectively.
The scattering plane is the plane where the incoming photon, outgoing photoelectron and
surface normal contains.
2.3.1 Soft X-ray ARPES
One of the disadvantages of conventional ARPES, which uses the photon energy in the range
of 20–100 eV, is its extreme surface sensitivity. This is observed from the universal curve
of IMFP (λ) (see Figure 2.2). In order to measure bulk band-dispersion, the photon source
of very low or high energies should be used. The very low photon energy can be achieved
from the laser source, but it only probes to a small region near the center Brillouin zone.
Thus, the high photon energy ARPES, typically in the range of 0.5–2 keV (called soft X-ray
ARPES), is useful for probing bulk sensitivity.
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In addition to the benefit of bulk sensitivity, surface-perpendicular momentum resolution
which is obtained by uncertainty principle ∆k⊥ ≈ 1/λ can be improved by the soft X-
ray ARPES. Also, the final-state above about 500 eV can be considered as free electron
like [32]; thus, the free-electron final state approximation is valid in case of soft X-ray
ARPES. Furthermore, at sufficiently high photon energy the photoemission matrix element
Mf,i virtually reduces to the atomic cross-section, and it simplifies the interpretation of
photoemission spectra in terms of valence-band spectral function [114]. Another advantage of
working at high photon energies is that certain absorption edges such as L-edges of transition
metals and M-edges of rare earth can be tuned, which allows resonating corresponding d-
or f-states. This process can play an essential role in understanding the physics of strongly
correlated system.
Despite the fact that soft X-ray ARPES has advantages as mentioned above, it also shows
some serious challenges. The main challenge is the reduction in the valence band (d- and
f-character) cross-section, typically 2-3 orders of magnitude, at high photon energy [133].
This has to be compensated by generating very high photon flux and the use of efficient
electron detector. In case of the soft X-ray ARPES, the energy resolution (beamline plus
spectrometer resolution) is in the order of tens of meV, in contrast to VUV-ARPES where
it is about few meV. So, important information such as kinks in the electron dispersions
relating to the quasiparticle interaction can be missing. Similarly, the momentum resolution
which is related to the energy will also be worsen at high photon energy as the final state
wave vector (kf ) depends on the kinetic energy of photoelectron.
The creation or annihilation of phonon is also responsible for the smearing of the
momentum [59, 106] in ARPES spectrum. At high temperature and photon energy the
ARPES spectra are essentially identical to the k-integrated DOS or it can be referred
to the XPS limit in which the angular dependent valence band can be attributed to the
X-ray photoelectron diffraction [50, 93, 40]. Considering the fact that fraction of direct
transition is expected in the ARPES experiment, the effect of temperature dependent can
be estimated from the photoemission Debye-Waller (DW) factor by the relation W (T ) ≈
e(−g
2
n〈U2(T )〉), where 〈U2(T )〉 is the three dimensional mean-squared vibrational displacement
at temperature T, gn the reciprocal vector and is given by the relation, gn = kf − ki − khν ,
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here the photon momentum khν has been included since it is an appreciable quantity at high
energy. The DW factor suggests the cryogenic experiments to limit the phononic effect. As
photoelectron liberates from the system, recoil of the atom occurs hence it looses energy to
the photoelectron, causing the broadening as well as the shifting of spectra.
2.4 X-ray Absorption Spectroscopy
In X-ray absorption spectroscopy (XAS), the incoming photon energy excites a core-electron
into the higher unoccupied state, and the electron is recorded by some means, so XAS allows
one to obtain information about the unoccupied electronic structure, particularly of valence
state. Thus, for the X-ray absorption an empty final state is required, as the X-ray energy
is higher than the binding energy of the core-electron the sharp increase in the absorption
spectrum occurs. Traditionally, XAS is a process of measuring the intensity of X-ray before
and after the X-ray passes through the thin film. But, this method is limited only for the
hard X-ray as the mean absorption length is in the order of thickness of the thin film [1].
However, for the soft X-ray regime this method is problematic since it is impractical to make
the free-standing thin film of thickness in the order of absorption length. Fortunately, the
report in 1972 [41] suggests that electron yield from the sample is proportional to the X-ray
absorption cross section, which allows one to measure soft XAS in various photoyield mode.
The most commonly used photoyield modes is total electron yield (TEY) method, where all
the electrons emitted from the sample are detected, independent of their energy. However,
other detection modes such as fluorescence yield, partial electron yield, and ion yield has also
been used; these modes will not be discussed here and can be found elsewhere [26]. Here,
we only discuss the TEY method as we use this method in our experiment, which will be
presented later.
In TEY mode, a detection device such as picoammeter can be used to measure the
current and is amplified by the channeltron (electron multiplier) for the detectable signal.
It is known that the interaction of electron with matter has much larger effect than that of
photon, thus the detectable electrons are originated from the surface or few atomic layers
beneath it. The mean probing depth for XAS in TEY is in the range of 3–10 nm. For
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the rare earth element the probing depth lies even below this range due to the large X-ray
absorption cross-section, which results small X-ray penetration depth (hence small electron
escape depth). The total intensity in TEY mode has been related to the electron escape
depth (λe) and X-ray penetration depth (λp(Ω) is given by [26]
ITEY (Ω) ∝ λe
λe + λp(Ω) sinα
, (2.19)
where α and Ω are the angle of incidence and frequency of incident X-ray, respectively. In
case λe  λp, the TEY is inversely proportional to the λp, that is, the absorption coefficient.
For the grazing incidence (α close to 0), saturation effects can occur.
Finally, an important aspect of XAS is that it provides the element specific information.
In addition, with the use of linear polarization light, the anisotropy information such as
molecular orientation and the lattice anisotropy can also be obtained from the XAS. The
weak side is that the XAS spectra of two or more type of atoms of same element is the linear
combination of all individual site which limits the usefulness of XAS for the compounds
having non-equivalent atomic sites [25].
2.5 Resonant Photoemission Spectroscopy
In order to obtain elemental specific contribution to the valence band, the resonant
photoemission spectroscopy (ResPES) is used [16, 83]. In ResPES measurements, the
photon energy is tuned to the absorption edge of deeper core level such that the electron is
excited to the lowest unoccupied state. The portion of the valence band (VB) corresponding
to the resonating level is enhanced which can be extracted from the total valence band
spectrum. The resonant process occurs only when the lifetime of the core hole (in the oder
of femtosecond) is shorter than that of the excited state, depending upon the degree of
localization of excited electron [18]. The core hole decays by the nonresonant process with
no enhancement of signal in the valence band spectrum, if the excited electron delocalizes
faster than the core-hole lifetime.
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In the resonant process, the PES signal comprises of all the possible non-radiative decay
channels. The possible non-radiative decay channels are schematically represented in the
Figure 2.9. Figure 2.9 (a) and 2.9(b) represent resonant processes while 2.9 (c) represents
the non-resonant process. In the first resonant process named as participator decay, an
electron from VB recombines with the core hole, created upon the photoemission process,
while the excited electron promoted to continuum beyond the vacuum level. This process
is generally associated with ResPES event. In the second resonant process, referred to
spectator decay, the excited electron remains in the same excited state and an electron from
the valence band recombine with the core hole, while another electron from the VB lifted to
the continuum region. The excited electron can also hop to neighboring atomic site before
the core hole decays, a non-resonant decay which is generally referred as a charger transfer
Auger process, where the core hole decays via normal Auger process. These two resonant
channels and direct photoemission channel, both in same final states, interfere each other
as such significant increase or decrease in the intensity occurs depending upon the phase of
direct and resonant channels. The magnitude of the intensity modulations gives rise to the
degree of localization of excited electrons to unoccupied state. Moreover, the interference of
two final states gives rise asymmetry in ResPES intensity as a function of the photon energy
known as ”Fano line shape” [33].
The photon energy dependence of resonant photoemission can be measured in two modes:
constant initial state (CIS) and constant final state (CFS) modes. In CIS mode [112, 69],
the initial state energy (ionization energy) is held fixed, and the spectrum is acquired by
varying the energy of incoming photon source and the kinetic energy simultaneously. Thus,
the dependence of intensity modulations on the photon energy can be described by CIS mode
[18] in terms of Fano profile, giving rise the time scale of the charge transfer [124]. On the
other hand, in CFS mode the kinetic energy is held constant and the spectrum is recorded
by varying the initial state energy and photon energy simultaneously. The cross-section of
the resonance photoemission lineshape can be measured by the CIS spectrum, while CFS
spectrum is related to the photon-absorption.
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Figure 2.9: Resonant photoemission. (a) Participator decay: the excited electron in CB
participates itself in decay with releasing electron from either VB or CB. (b) Spectator decay:
the excited electron does not participate in decay but sits in CB while two electrons in VB
participates in decay. (c) Charge transfer: he excited electron in the CB hops to neighbor
atomic site and relaxation occurs via normal Auger decay. [18]
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Chapter 3
Density Functional Theory
3.1 Introduction
The density functional theory (DFT) is a computational modeling which has been extensively
used to investigate the electronic structure of the many body system, such as atoms,
molecules, condensed phases etc., after W. Kohn and L.J. Sham in 1965 proposed a equation,
based on the electron density, famously known as ”Kohn-Sham equation”. Their remarkable
work on DFT led W. Kohn to be awarded for the Nobel prize, in chemistry, in 1998.
A simple system such as hydrogen atom or simple two-dimensional square potential can
be easily solved by the Schro¨dinger equation. However, it is virtually impossible to solve
N-body Schro¨dinger equation, as it contains N-independent equations and requires huge
computational effort. The N-electron Schro¨dinger equation is given by
HˆΨ =
[
N∑
i
(
− ~
2
2me
52i
)
+
N∑
i
V (~ri) +
N∑
i 6=j
Ve−e(~ri, ~rj)
]
Ψ = EΨ, (3.1)
where the first term in the Hamiltonian (Hˆ) is the kinetic energy, second term the potential
energy from the external field due to the positively charged ions, last term is the electron-
electron interaction, and E is the total energy. Here, the nuclei in molecules or solid are
treated as fixed particle (Born-Oppenheimer approximation). Due to the complexity of the
equation one has to make proper approximation to solve it.
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There are several sophisticated methods to solve the equation (3.1). One of them is the
Hartree-Fock (HF) approximation, where the wavefunction for electrons can be approximated
by a single Slater determinant. The set of N-coupled equation is solved by the variational
method which yield HF wavefucntion and energy. This approximation gives quite good
results for the lighter atoms or molecules. However for heavier atoms or solids, the HF
results is not consistent with experiment. The main drawback of HF approximation is
that it neglects the electron correlations, however, it accounts the exchange interaction of
electrons. To address this issue, one alternative solution is to use the DFT approach. In
DFT method, one considers the electron density rather than the single particle wavefunction
and it also includes the exchange and the correlations terms.
3.2 Hohenberg-Kohn Theorems
In 1961, Hohenberg and Kohn (HK) developed an approximation method to deal an
inhomogeneous electron system of interacting electrons. The HK theorems can be divided
into two parts: The first theorem proves the one to one mapping between the external
potential and ground state electron density, while the second theorem says about the
analytical form of universal functional of energy and the practical ways to obtain ground state
electron densities. We briefly discuss these two theorems below, the detailed explanation can
be found in the original paper by HK [52].
First Theorem:
Suppose a system of N-electron moving under the influence of external potential v(r) 1,
then from the postulates of quantum mechanics these quantities (N and v(r)) determine the
ground state wave function and hence the ground state density of state; in other words, ρ(r)
is functional of v(r). Hohenberg and Kohn proved that the opposite is also true: the external
potential v(r) is uniquely determined by the corresponding ground state electron density, to
within additive constant. which can be proved as following:
1the external potential v(r) has the form: v(r(i)) =
∑ Zα
|ri−rα| , where Zα is the nuclear charge, ri and rα
are the positions of electron and ion, respectively.
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Let us consider two external potential v(r) and v(r′) such that, v(r)− v(r′) = constant,
and corresponding ground state wavefunctions are ψ and ψ′, respectively, giving rise to the
same electron density ρ(r). If the Hamiltonian and ground state energies associated with ψ
and ψ′ are denoted by H,H ′ and E,E ′, then one can write
E < E ′ +
∫
[v(r)− v(r′)]ρ(r)drdr′ (3.2)
. similarly, we can also write
E ′ < E +
∫
[v(r′)− v(r)]ρ(r)drdr′ (3.3)
. Adding (3.2) and (3.3) leads to a contradiction,
E + E ′ < E ′ + E. (3.4)
Hence, v(r) is a unique functional of ρ(r). The external potential and the electron
density determine all the ground state properties since the Hamiltonian and ground state
wavefunctions are determined by them.
Second Theorem:
A universal functional of the energy, Ev[ρ(r)] for a given external potential v(r) can
be defined in terms of density ρ(r) since energy can be written as a functional of electron
density, from the first theorem. For a particular potential v(r) the ground state energy is
determined by the global minimum value of this functional, minimization gives rise to the
correct wavefunction or electron density (ground state). The ground state energy has the
form
E =
∫
v(r)ρ(r)dr + F [ρ(r)] (3.5)
The universal functional F [ρ(r)] is valid for any number of particle and is independent
of external potential. For the convenience, the classical long range coulomb interaction
is separated from the function F [ρ(r)]. Then the ground state energy of inhomogeneous
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electron system for the static external potential is given by
E =
∫
v(r)ρ(r)dr +
∫
ρ(r)n(r′)
|r′ − r| drdr
′ +G[ρ(r)], (3.6)
where G[ρ(r)] is another functional of density like F [ρ(r)]. The major complication of this
equation is the determination of universal functional G[ρ(r)]. If G[ρ(r)] were known or
sufficiently simple function of density then it would be easier to determine the ground state
since it only requires to minimize the electron density.
The HK theorems are very powerful as they show that the ground state density of states
can be used to determine the physical properties of the system. But they do not offer a way
of finding the ground state energy.
3.3 Kohn-Sham Equations
In 1965, Kohn and Sham [66] developed a simple method to solve the problem of
inhomogeneous system of an interacting electrons developed by HK. The main idea is to
replace a system of interacting particles by a set of non-interacting quasiparticles in an
effective potential such that the non-interacting system produces same density as of the
interacting system.
The ground state energy of a inhomogeneous interacting system in a static potential
is given by the expression (3.6), and is minimum for the correct density ρ(r). Now, the
universal functional G[ρ] can be written as,
G[ρ] = Ts[ρ] + Exc[ρ], (3.7)
where Ts[ρ] is kinetic energy of non-interacting electrons of density ρ(r), and Exc[ρ] is
exchange and correlation energy of an interacting system with density ρ(r). For sufficiently
slowly varying density ρ(r) one can, however, write
Exc[ρ] =
∫
ρ(r)xc(ρ(r))dr (3.8)
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where xc(n) is exchange and correlation energy per electron of a uniform electron gas of
density n. Then the equation (3.6) becomes
E = Ts[ρ] +
∫
v(r)ρ(r)dr +
1
2
∫ ∫
ρ(r)n(r′)
| r − r′ | drdr
′ + Exc[ρ], (3.9)
The minimization of equation (3.9) by the variational principle, implementing the condition
∫
δρ(r)dr = 0, (3.10)
leads to ∫
δρ(r)
{
δTs[ρ]
δρ(r)
+ φ(r) +
δExc[ρ]
δρ(r)
}
dr = 0, (3.11)
where
φ(r) = v(r) +
∫
n(r′)
| r − r′ |dr
′ (3.12)
The equations (3.10) and (3.11) indicate that the non-interacting electrons moving under
the influence of potential φ(r) + δExc[ρ]
δρ(r)
which is equivalent to the interacting system in the
external potential v(r) as defined by HK. The density ρ(r) which satisfies these two equations,
providing potential, can be simply obtained from the Schro¨dinger equation
{
− 1
2
52 +
[
φ(r) +
δExc[ρ]
δρ(r)
]}
ψl(r) = lψl(r), (3.13)
such that
ρ(r) =
N∑
l=1
| ψl(r) |2, (3.14)
where N is the number of electrons (non-interacting quasiparticles). The equation (3.13) is
known as famous Kohn-Sham equation. Then the total energy of the system is given by
E =
N∑
l=1
l − 1
2
∫ ∫
ρ(r)n(r′)
|r − r′| drdr
′ + Exc[ρ]−
∫
δExc[ρ]
δρ(r)
dr (3.15)
The equations (3.11)–(3.15) are commonly solved by the self-consistent method: Firstly,
initial guess of ρ(r) is made and then it is used to construct φ and δExc[ρ]
δρ(r)
, and construct a
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new ρ(r) from (3.13) and (3.14), the process continues until the satisfactory approximation
is reached.
The biggest challenge of equation (3.15) is that the no analytical expression of exchange
and correlation term xc exists. Then the xc has to be approximated. The number of
approximations on xc has been utilizing so far, here, we only discuss the local density and
generalized gradient approximations.
3.4 Local Density Approximation
The local density approximation was originally proposed by Kohn and Sham and is valid for
slowly varying density. In this approximation, the density is treated locally as homogeneous
electron gas, and the exchange-correlation energy at each point is same, which has the form
2:
ELDAxc [ρ] =
∫
ρ(r)HEGxc (ρ(r))dr (3.17)
Usually, the exchange-correlation term can be split into the exchange and the correlation
terms:
Exc = Ex + Ec (3.18)
The exchange term is given by the Slater’s formula [110], for the local density,
Ex = −6
[
3
8pi
ρ(r)
]1/3
, (3.19)
while the correlation term is calculated from the quantum Monte Carlo calculations [17].
The LDA calculations give satisfactory result for a system of low spatial varying electron
density and is proven well for the structural properties of materials. However, the binding
energy of molecules and the cohesive energy of solids are overestimated by the LDA approach.
Furthermore, it fails to describe the magnetic and structure ordering of 3d metals, such as
2If the spin of the electron is taken into account it is known as local spin density approximation (LSDA)
and is expressed as
ELSDAxc [ρ] =
∫
(ρ↑ + ρ↓)xc(ρ↑, ρ↓)dr (3.16)
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iron [122]. To correct these deficiencies, an approach was developed by Perdew, Burke, and
Ernzerhof in 1996 [96] which is known as the generalized gradient approximation (GGA).
3.5 Generalized Gradient Approximation
As discussed before the LDA approach is based on the homogeneous electron gas system,
but the real system is different from this. The non-homogeneity of the true electron density
can be addressed by including gradient of electron density, which is implemented in the
GGA approximation. The exchange-correlation term for spin polarized system in GGA is
expressed as,
EGGAxc [ρ] =
∫
xc(ρ ↑, ρ ↓,5ρ↑,5ρ↓)dr (3.20)
The exchange part of the functional is same as in the LDA, the gradient is only introduced
into the correlation part. This functional demonstrates the improvements over the LDA
predictions on ground state properties of atoms, molecules, and solids.
3.6 Augmented Plane Wave Methods
To solve Kohn-Sham equation, one has to consider an appropriate wavefunction which gives
correct ground state density, and hence other properties of solid. Linear augmented plane
wave (LAPW) and APW+lo, where lo stands for local orbitals, methods are extensively used
to solve the Kohn-Sham equation and they predict quite satisfactory results.
In LAPW [107, 12] method, a unit cell is divided into two regions: non-overlapping
atomic spheres (I) centered at atomic sites and interstitial region (II) as shown in Figure 3.1.
In two regions different basis sets are used. Inside the sphere linear combination of radial
functions times the spherical harmonics is used, and in the interstitial region plane wave
expansion is used:
φkn =

∑
lm
[Alm,kn ul(r, El) +Blm,km u˙l(r, El)]Ylm(rˆ), ~r ∈ I;
1√
ω
eikn.r, ~r ∈ II.
(3.21)
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Figure 3.1: Two regions of unit cell containing two atoms, I represents the non-overlapping
atomic spheres and II represents interstitial region.
where ul(r, El) is the radial solution of Schro¨dinger equation for energy El, Ylm(rˆ) is the
spherical harmonics. ω is the cell volume and ~kn = ~k + ~G, where G is reciprocal vector and
k is the wave vector inside the first Brillouin zone. Alm and Blm are expansion coefficients
and are functions of Kn.
In 2000, E. Sjo¨stedt et al.[109] introduced the APW+lo method, where the wave function
is computed at fixed linearization energy to avoid non-linear eigenvalue,
φlokn =

∑
lm
[Alm ul(r, El) +Blm u˙l(r, El)]Ylm(rˆ), ~r ∈ I;
0, ~r ∈ II.
(3.22)
where Alm and Blm do not depend on Kn and are determined by the condition that lo is zero
at the boundary of sphere and normalized. In APW+lo method, the quantities such as the
total energy, forces converges significantly faster than in LAPW with the same accuracy. So,
APW+lo method is useful for the systems (f- or d- states, atoms with small sphere) which
are difficult to converge.
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Chapter 4
Experimental Technique for
Photoemission Spectroscopy
We have utilized various techniques to successfully complete the research for this thesis. We
obtained single crystal of intercalated systems by employing the chemical vapor transport
method using iodine as a transport agent. The starting materials to grow crystal were
stored in a glove box to prevent them from oxidation. Further, the sample mixing was
also carried out inside the glove box. To synthesize the single crystals, we utilized the high
temperature box and tube furnaces. In order to identify the phase of sample, we utilized the
X-ray diffractometer by the Brucker Corporation. These samples are further characterized
by magnetic and transport properties utilizing the Quantum Design’s Magnetic properties
Measurement System (MPMS) and Physical Properties Measurement System (PPMS).
Here, we mainly focus on the experimental details for the photoemission experiments as
the main body of the thesis is about results obtained from the photoemission experiments.
4.1 Ultra-High Vacuum System
The photoemission experiment is carried out in the work chamber which is in Ultra-high
vacuum (UHV) regime with pressure better than 10−11 Torr. The chamber is made up of
Mu-metal so that the path of the electron is not affected by magnetic field if present in
the laboratory. The UHV regime is created by the combination of varieties of pumps. It
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is necessary to use the right pump depending on the pressure regime. Some pumps remove
the gases and some trap or change their form. It is obvious that no single pump can take
a system from the atmosphere to the UHV range. So, two or more pumps are required
to use to gain this pressure. Here, we will discuss a list of pumps which are connected in
photoemission spectrometer used to collect data for this thesis.
Rough or scroll pump is used initially to evacuate a vacuum system, the large volume of
gas can be quickly pumped out from the work chamber with pumping speed as large as 1,000
cubic ft per minute or more. This pump brings the system into molecular regime from the
laminar one, thus another pump suitable for the UHV system can be operated. Such a pump
is turbomolecular pump which can be operated from steady state inlet pressure as high as
10−2 Torr obtained from the rough pump to below 10−10 Torr. And, it operates with speed
to range 9,000 to 90,00 rmp. This is very clean mechanical pump that can reach to UHV
regime without using traps. The turbomolecular pump is comprised of the rotating and fixed
blades alternatively such that gas molecules can be pumped out by giving momentum to a
desired direction with repeated strike on the moving surface. To maintain the system into
lower ultimate pressure turbo pump should be backed by another smaller turbo pump which
is then backed by a roughing pump.
To maintain the UHV pressure in the vacuum system for long periods of time, different
kind of pumps such as titanium sublimation pump (TSP) or ion pump are used. These
pumps operate differently than that mentioned earlier pumps. The TSP pump is a gas
capture or the storage pump, it is often called getter pump. And, it consists of the titanium
and heating sources. When the titanium is properly heated it sublimes and is deposited as
a film into surrounding walls. Since the titanium is very reactive substance which easily
reacts with residual gases colliding on it and changes them into solid form such as titanium
hayrides, oxides, or nitrides and the pressure of the system drops. Once the titanium film
becomes saturated, the titanium filament is heated to obtain fresh film on the walls of the
chamber. Importantly, the operation of the pump above the normal pressure will reduce
the operating life of the pump. The TSP pump is usually combined with ion pump. In
the ion pump electrons are generated from cathode and are travelled towards the anode,
on their way the electrons interact with the residual gas and ions are created. By applying
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magnetic field electrons do not travel straight to the cathode, instead they travel in a helical
path which increases the probability of colliding with the gas molecules on their way to
anode. Due to the magnetic field the electron does not come easily to the anode, creating
electron cloud around anode and more gas molecules are ionized. These ionized particles are
accelerated towards cathode usually made up of titanium. The accelerated ions either buried
into or sputtered or chipped away the cathode titanium. The sputtered titanium combines
chemically with the gas to convert them into solid, which are later pumped by a pump. The
ion pump are clean operating device having no moving parts or oil and can also be baked to
few hundreds Celsius without damaging magnets. We can achieve the pressure better than
10−11 Torr with overnight bakeout of the system. The bakeout releases gas molecules stuck
on the wall of the chamber. These molecules are then pumped by ion pump.
4.2 Sample Mounting and Manipulator
The sample for photoemission experiment is prepared by glueing it into a sample plate by
H20E Epoxy, and on top of it a post is attached using the Torr Seal. A proper heat treatment
is carried out to dry the Epoxy and Torr Seal so that the sample and the post are firmly
attached to their respective positions. Then, the sample is transferred into a fast entry lock
where multiple samples can also be stored in a garage, this is the only one chamber exposed
to atmosphere. After pumping this chamber to the lowest possible pressure sample is moved
to the preparation chamber, the base pressure for this chamber is about 10−9 Torr. When
the preparation chamber reaches to its base pressure, the sample is finally transferred into
the manipulator located in the main chamber (work chamber) where the sample is cleaved
by a pincher attached to the transfer arm and valve to the preparation chamber is closed
immediately. In this way very fresh surface of the sample is obtained.
The manipulator has three transitional (x,y,z) and three rotational (θ, φ, ω) degrees of
freedom. This facilitates one to move sample from LEED to photoemission position back and
forth. The LEED experiment is performed mainly to orient sample in a desired direction in
BZ. Once the sample being oriented to a specific direction, it is moved back to photoemission
position. The translation movements allow to focus the sample to the electron analyzer and
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select the best part of the sample. The rotation degrees of freedom allows one to measure
the parallel component of the momentum k||. Three angles named polar (θ), flip (φ), and
azimuth (ω) are responsible for k-space mapping. With the use of θ bands along kx-direction
can be recorded, aligning analyzer slit along particular direction in the BZ. The angle φ is
used to measure the spectrum in different region by moving along ky-direction in the BZ
while orienting slit along x-direction, which allows to obtain the Fermi surface mapping of
sample. Sometimes, it is also necessary to go from one to another direction in the BZ, in this
case angle ω is used. As the slit lies in the mirror plane of the sample, when the sample is
oriented along one direction the point in BZ lies in another direction will not contain in the
mirror plane. It is to be noted that translation movements do not effect the k|| measurements,
only the count rate may be changed.
The materials of manipulator should be selected in such a way that it neither expands nor
shrinks with changing temperatures, since measurements may have to be done at higher to
lower temperatures. In the ARPES chamber in Mannella’s lab at Joint Institute for Advanced
Materials (JIAM) cold head in the manipulator is connected to the liquid nitrogen or helium
Dewar through a supply line and continuously pump in the liquid by a diaphragm pump
during measurement. Also, a heater is attached to the sample stage. Thus, a wide range of
temperate can be achieved in the laboratory.
For a solid specimen an electrical connection is made between the sample stage and
the spectrometer so that the Fermi levels of spectrometer and sample are equal which has
been explained from the Figure 4.1. For a simplest case such as in metallic system it is
straightforward to locate the Fermi level as it is the top most filled occupied state at absolute
zero. Even in normal temperature this interpretation of Fermi level is still valid. However,
for a semiconductor it is challenging to locate the Fermi level. As shown in the Figure 4.1 the
vacuum level for the spectrometer need not be equal to that of sample such that electron in
passing from the surface of the sample to spectrometer the electron will feel the accelerating
or retarding potential of φ - φspect. Thus, the initial kinetic energy E
′
kin of electron at the
surface of the sample becomes Ekin inside the spectrometer,
Ekin = E
′
kin + φs − φspect (4.1)
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Figure 4.1: Schematic diagram of energetics for the photoemission experiments for metallic
sample. The sample and spectrometers have equal Fermi level and are grounded. Ref [29]
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Since the workfunction is sample dependent quantity. Thus, it is not practical to work
with the workfunction of the sample. However, the work function of the spectrometer remains
constant with variation of samples, so the binding energy of the metallic sample can be
measured simply with reference to the identical Fermi levels of sample and spectrometer,
EFB = hν − Ek − φspect = hν − E ′k − φs, (4.2)
where F represents the binding energy with reference to the Fermi level. Typically φspect are
determined from the spectra recorded from the polycrystalline gold sample.
4.3 Light Sources
We used two types of radiation sources in present work which are He-based VUV radiation
produced in the laboratory and the synchrotron radiation source in national laboratories.
VUV radiation in the laboratory is generated from the He gas by generating VUV-microwave
employing cyclotron resonance [8]. The microwave is generated by the Klystron which is
powered by 300 W with frequency of 10 GHZ. Such microwave is fed to discharge region
through a rectangular waveguide. In a far distance from the window, magnet poles are
situated which generates magnetic field in the direction perpendicular to line of force of the
electric. With the condition of the cyclotron resonance, the electrons are trapped by the
magnetic field and are accelerated by microwave field to high energy encountering He atoms.
The He atoms are promoted to the excited state and are then decayed by releasing multiple
VUV radiation lines which are later monochromatized by a monochromator. Most of the
monochromatized light are originated from the He-Iα, which is observed due to the doubly
excited transition 1s2p → 1s2. Another, important line is He-II α, resulting from 2p →1s
transition. He-Iα and He-II α are centered at energies 20.21 eV and 40.81 eV, respectively.
The synchrotron radiation is generated as following: a relativistic electron circulating
in a storage ring when passes through an undulator produces white radiation light called
synchrotron radiation. The undulator is a straight section of the storage ring which consists
of periodic structure of dipole magnets. The white light thus produced is monochromatized
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Figure 4.2: Schematic representation of the synchrotron radiation beamline. Scienta
hemispherical analyzer is also shown. Ref [23]
at desired photon energy by grating monochromator which is then focused on the sample by
means of some optics as depicted in the Figure 4.2. An advantage of synchrotron radiation
is that wide range of photon energies from UV to X-ray regime can be achieved. In addition,
it produces high flux of photons with characteristic polarization such as circular or linear
polarization. In this thesis, we utilized the radiation sources of the Elettra synchrotron and
Advanced Light Source in Lawrence Berkeley National Laboratory.
4.4 Electron Analyzer
An electron analyzer is mainly comprised of electrostatic lens, hemispherical analyzer, and
electron detector as shown in Figure 4.2. The main body of the analyzer is hemispherical
analyzer having two concentric hemispheres of outer radius R1 and inner radius R2. And
these hemispheres are kept in a potential difference of ∆V so that only the electron having
kinetic energy within the narrow range centered at Ep = e∆V
R1R2
(R1−R2) pass through the
entrance slit, exits through these hemisphere and finally reaches to the detector. Where Ep
is called the pass energy, the kinetic energy of electrons substantially different from the pass
energy either strike to outer or inner hemisphere and will not reach to the detector.
The electrostatic lens decelerates the photoelectrons liberated from the sample to match
their energy with the pass energy and focuses them to the entrance slit. The energy resolution
of the of the analyzer depends on the pass energy (Ep), width of the entrance slit (w) and
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the acceptance angle (α) such that ∆E = Ep(w/R0 + α
2/4), where (R0 = R1 +R2)/2. The
resolving power of the analyzer is defined by ratio of pass energy to the energy resolution
R = Ep/∆E = D/S. Also, the photoemission intensity is inversely proportional to the pass
energy and width of the entrance slit. So, for the better resolution it is demanded to work
in low pass energy, but which yields the low photoelectron count rate.
The electrons which pass through the electrostatic lens and the hemispherical analyzer
are detected in the two dimensional detector made up of two micro-channel plates (MCPs)
and a phosphorus plane in series equipped with charge-coupled device (CCD) camera. The
MCP is made up of million of very thin conductive glass capillaries. These capillaries act
as an electron multiplier. The amplified electrons are accelerated by the screen voltage
and strikes the phosphorus screen, producing light signals. These light signals are detected
by the CCD camera. The intensity of light recorded in the camera is proportional to the
electrons hitting the phosphorous screen which eventually proportional to the electrons pass
through the plane of the exit slit, in this way the kinetic energy and the emission angle of
photoelectron can be simultaneously determined.
The data in the present dissertation is obtained from the Scienta R4000 and R3000
analyzers having energy and momentum resolutions better than 3 meV and 0.1◦, respectively.
49
Chapter 5
Crystal Structure, Magnetic, and
Transport Properties of V0.3NbS2
5.1 Crystal Synthesis and Structure
Single crystal of V0.3NbS2 was synthesized by chemical vapor transport technique. Followings
are the synthesis procedures. First, we prepared polycrystalline powder of V0.3NbS2 by
heating stoichiometric ratio of V (99.80% purity), Nb (99.99 % purity), and S (99.9995 %
purity) at 950◦C for one week. Then, 3 grams of the finely ground polycrystalline sample
and 0.5 grams of iodine were loaded into a quartz tube and sealed subsequently under
vacuum. The tube is placed horizontally in a tube furnace while maintaining the temperature
gradient of about 100◦C (Thot = 950◦C and Tcold = 850◦C) between two ends of the tube.
The polycrystalline powder transported to the colder side, due to the chemical reaction, of
the tube and many single crystals were formed. Here, iodine acts as a transport agent.
The crystal structure of intercalated compound V0.3NbS2 is shown in Figure 5.1 and was
determined from single crystal X-ray diffraction (XRD) experiment. The XRD experiment
was performed in Oak Ridge National Laboratory using Rigakus single crystal diffractometer.
The structural parameters obtained from the experiment are shown in Table 5.1. The
V0.3NbS2 crystallizes in hexagonal lattice structure with centrosymmetric space group
p − 31m, having inversion center. A unit cell contains 20 number of atoms. Twelve sulfur
atoms occupy the Wickoff position 6k. The six niobium atoms occupy two inequivalent
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Nb
V
S
Figure 5.1: Crystal Structure of V0.3NbS2. Vanadium atoms at 2d site are partially
occupied.
sites 2e and 4h. There are two types V atoms: V1 and V2 sitting in two inequivalent
sites 2d and 1a, respectively. The vanadium atom situated at 2d site is partially occupied
with occupancy value of about 0.4, whereas all other atoms have occupancy 1. The lattice
parameters obtained from the XRD experiment are a = b = 5.74A˚, c = 12.14A˚, α = β =
90◦, and γ = 120◦.
In V0.3NbS2, each Nb atom is surrounded by six S atoms in a perfect trigonal-prismatic
environment and forms layered 2H− NbS2, and the V-atom sits in the van der Waals gap
of NbS2 layer in octahedral hole, resulting a complete separation of two different transition
metals. From the ligand field theory, trigonal crystal field splits five fold degenerate Nb-4d
states into three lower energy states dz2 , dx2−y2 , and dxy and two upper energy states dxz and
dyz. The intercalation strengthens the bonding between the NbS2 layers with possible charge
transfer from V-atom to lowest Nb 4d-state. Thus, an alternation in electronic properties of
parent compound can occur upon the intercalation. Furthermore, the V-atoms which form
a superstructure of periodicity (
√
3a0 ×
√
3a0)R(30
◦) determine the magnetic properties of
the system. Where a0 is lattice constant of host NbS2.
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Table 5.1: V0.3NbS2. Atom co-ordiantes, occupancy, and Wyckoff positions in the space
group p-31m.
atom x y z Occ. U Wyckoff Sym.
Nb1 0.00000 0.00000 0.25168 1.000 0.004 2e 3.m
Nb2 0.33333 0.66667 0.24921 1.000 0.004 4h 3..
S1 0.33333 0.33333 0.12012 1.000 0.004 6k ..m
S2 0.33418 0.33418 0.37880 1.000 0.005 6k ..m
V1 0.33333 0.66667 0.50000 0.406 0.006 2d 3.2
V2 0.00000 0.00000 0.00000 1.000 0.009 1a -3.m
5.2 M/H vs. T and M vs. H
The magnetic susceptibility (M/H) as a function of temperature is shown in Figure 5.2(a).
The M/H vs. T is recorded with an application of magnetic field of 1 kOe and the field is
applied along ab plane (in-plane) and c-axis (out-of plane) of the sample. In case of field along
ab plane, as the temperature is reduced the M/H abruptly increases at about 50 K (critical
temperature, TC), reaches maximum value of magnetization 116.39 emu/mole at 25 K and
starts to drop slowly. While the field is applied along c-axis M/H increases suddenly at
TC, an anomaly appears at about 22 K and increases almost linearly reaching maximum
at 3 K. This indicates that the system is highly anisotropic with easy axis along ab plane.
The maximum value of magnetization along ab plane is equivalent to 2.45% (even smaller
for c-axis) of that expected for the ferromagnetic ordering. This behavior is characteristic
of canted antiferromagnetism or weak ferromagnetism. The weak ferromagnetic correlations
in antiferromagnetic system occurs due to the spins of neighboring ions are not exactly
anti-parallel, making a small angle to each other. Hence, the moments do not cancel
in the antiferromagnetically ordered state giving rise to a small net moment. The weak
ferromagnetism arises from Dzyaloshinskii-Moriya interaction [86] and two possible reasons
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for the weak ferromagnetism are: antisymmetric magnetic exchange, which requires the lack
of inversion center between the adjacent spins, and the magnetic anisotropy associated with
the sample. Such a weak ferromagntic behavior has also been reported in α-Fe2O3 [86],
MnCO3 [82], and CrF3 [86].
Inverse M/H vs. T along in-plane and out-of-plane are shown in the inset of Figure 5.2(a).
Both curves follow the Curie-Weiss (CW) behavior above 100 K. The CW fit in between 120 K
and 300 K yields the Curie constant and Curie temperature of 0.92 emu mol−1K−1 per V-
atom and 11 K, respectively when field is applied along ab plane, and 0.78 emu mol−1K−1
and 16 K, respectively while the field is applied along c-axis. The positive Curie-Weiss
temperature indicates ferromagnetic interaction present in the system. From the Curie
constants the effective magnetic moments are extracted to be 2.70 µB and 2.49 µB per V-
atom along ab and perpendicular to ab plane, respectively. These values are smaller than
the spin only magnetic moment for V+3 state which is 2.83 µB.
The M vs. H recorded at temperature of 5 K for field applied along both directions are
shown in Figure 5.2(b). The magnetization increases rapidly at low fields and exhibits a
linear behavior at higher fields without reaching saturation. Such a behavior is attributed
to the canted antiferromagnetism or weak ferromagnetism, in which steep increase at low
magnetic fields reflects the spontaneous magnetization and linear at high field behavior due
to dominant antiferromagnetic interactions. This is further confirmed by magnetization
curve recorded at various temperatures as shown in Figure 5.3 (a). The magnetization
have not saturated until 5 T. And, a paramagnetic behavior is exhibited above 50 K and
a clear hysteresis is observed below this temperature. It is also to be noted that for ideal
antiferromagnetic interaction, magnetization varies linearly with field and passes through
the zero-field. A preliminary analysis of small angle neutron scattering experiments we
performed on a single crystal of V0.3NbS2, which yet to be published, also suggests canted
antiferromagnetic orderings. The hysteresis loop for the low fields is shown in the inset of
Figure 5.2(b). From the hysteresis loop, coercive field and remnant magnetization are found
to be 137 Oe and 0.082 emu/g (along c-axis), respectively, while negligible coercivity is
observed in the ab plane. Also, one can obtain spontaneous magnetization by extrapolation
of linear part of the high-field magnetization to zero field. The spontaneous magnetization for
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Figure 5.2: (a)M/H vs. T plot for in plane and out of plane magnetization with the
application of magnetic field of 1 kOe. Inset of (a) shows H/M vs. T. Figure (b) M vs H at
T= 5 K for in plane and out of plane magnetization. Zoom-in part of M-H curve is shown
in inset
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Figure 5.3: Arrot plots at various temperature.
in-plane and out-of-plane are 0.73 emu/g and 0.194 emu/g, and corresponding moments are
0.075 µB and 0.020 µB, respectively. These values of moment along with effective magnetic
moments as obtained above and the behavior of M vs. H curve further confirm that V0.3NbS2
is highly anisotropic system with easy axis along ab plane.
5.3 AC Susceptibility
To further investigate the magnetic properties of V0.3NbS2 we measured the ac susceptibility
as a function of temperature. In ac susceptibility, in contrast to dc measurements, ac drive
magnetic field is superimposed on the dc field and the time dependent moment is obtained.
So, ac susceptibility yields information about the magnetization dynamics which are not
obtained in DC measurements. Here, the susceptibility is divided into the real and imaginary
part, χ = χ′ + iχ”, the former (χ′) is in phase with the ac drive signal while the latter (χ”)
is out of phase.
The AC susceptibility as a function of temperature at various frequencies is shown in
Figure 5.4. The measurement was performed via Quantum Design’s Physical Properties
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Figure 5.4: AC susceptibility at various frequency as a function of temperature. Zero
DC bias field and 15 Oe of AC drive field is applied. (a) The real and (b) the imaginary
components of the susceptibility.
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Measurement System (PPMS). During the measurement zero dc bias field and ac driving
field of 15 Oe are applied along ab plane. The upper panel in Figure 5.4 shows real and the
lower shows imaginary components of the susceptibility, and both exhibit non-monotonic
behavior with temperature. The real part exhibits an abrupt increase at 47 K and a broad
maximum is observed which is centered at 35 K. Upon further cooling, an anomaly is observed
at low temperature (around 15 K) and the susceptibility drops almost to zero at 10 K. Here,
the peak temperature is independent of frequency. On the other hand, the imaginary part,
which reflects the magnetic dissipation energy, shows that the peaks are appeared at lower
temperatures compared to real components and are independent of the applied frequency
(though a peak at 10 Hz is shifted slightly to the lower temperature). Furthermore, the height
of the susceptibility peak decreases with increasing frequency for real part and opposite
happens for imaginary part. Additionally, a pronounced anomaly is also observed around
11.87 K, and the susceptibility reaches almost to zero at 7 K. Remarkably, the anomaly is
suppressed as the frequency is increased. The origin of anomaly at lower temperature, which
are absent in case of dc measurements, is not clear yet. The independent of peaks with
frequency in both the real and imaginary parts of the susceptibility attributed that the long
range magnetic ordering is present in this materials ruling out the possibility of spin glass
phenomenon [90]. Also, the appearance of main peaks at two different temperatures for real
and imaginary parts indicates that their origin might be different. Moreover, the sudden
jump in the susceptibility at 47 K confirms the weak ferromagnetism in this materials, and
peak maximum followed by drop in susceptibility at low temperatures suggests the long
range antiferromagntic ordering also present in the system.
5.4 Electrical Resistivity and Magnetoresistance
The electrical resistivity of V0.33NbS2 as a function of temperature in a range of 2–300 K
measuring along ab plane is shown in Figure 5.5(a). The resistivity is recorded in Quantum
Design’s PPMS machine using conventional four probe technique such as gold wire and
EPO-TEK H20E Epoxy are used to make contacts. The resistivity increases with increasing
temperature in all the temperatures typified for the metallic system. The resistivity is
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Figure 5.5: (a) Resistivity as a function of temperature, inset shows T2 fit of ρ in the range
of 2–50 K. (b) Magnetoresistance at 2 K
appreciably different than that of the host-NbS2, that is, the superconductivity is completely
suppressed, and an anomaly is observed at 50 K due the long range magnetic orderings (weak
ferromagnetism) as already mentioned in the discussion of magnetic properties. The residual
resistivity ratio ρ(300 K)/ρ(2 K) is found to be 1.57. And, the room temperature resistivity
is about 1.4× 10−4 Ωcm which is about two order of magnitude smaller than the typical
value for metal, for example copper has room temperature resistivity of 1.68× 10−6 Ωcm.
So, V0.3NbS2 can be considered as a poor metal. It is known that at low temperature
region the resistivity of the conventional metal is correctly described by the famous Bloch’s
power law behavior: ρ = ρ0 + CT
5, where the temperature independent ρ0 is attributed
to the electron scattering from impurities and crystal imperfection and T 5 contribution is
originated from the electron-phonon interactions. This behavior is sometimes modified by
including T 2 term such as ρ = ρ0 + bT
2 + CT5, here b is another constant. Remarkably, in
the low temperature region (2K–46 K) the resistivity of V0.33NbS2 rather follows T
2 behavior:
ρ = ρ0 + bT
2 as shown in the inset of Figure5.5(a) with negligible T 5 contribution, indicating
that V0.3NbS2 is not a conventional metal. The values of coefficients obtained from the
least square fit to the equation are ρ0 = 0.89× 10−4 Ωcm, b = 0.719× 10−6 ΩcmK2. The
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T 2 behavior at low temperature might be originated from the electron-electron interaction
or the electron-spin wave interaction (in other words, the interaction between conduction
electrons and local moments). The low temperature behavior of resistivity is a characteristic
of heavy rare earth systems, but it also appears in number of transition metal compounds
including 3d-intercalted transition metal dichalcogenides [95]. At higher temperatures that is
above the magnetic ordering temperature, the spins are completely disordered and magnetic
resistivity arises due to scattering of conduction electrons with the local moments, but
this resistivity is independent of temperature. Further, the conventional electron-phonon
interaction also contributes to the total resistivity at higher temperatures which gives rise
to linear temperature dependence behavior in the resistivity.
The in-plane magnetoresistance (∆ρab/ρab) of V0.3NbS2 at 2 K is shown in Figure
5.5(b). The magnetic field is applied up to 7 T along the ab plane. The negative
magnetoresistance is observed in all applied field with maximum value of 2.8% at 7 T.
The negative magnetoresitnace can be elucidated from following: the magnetic field increases
effective field acting on the localized spins and suppresses the fluctuations of the spin in space
and time leading to decrease in resistivity which in turn results negative magentoresistance
[130].
5.5 Hall Effect Measurements
In order to obtain information about carrier concentration and its type, we performed the
Hall effect measurements. In the Hall measurements, a current is applied along one direction
(here, along ab plane) and the Hall voltage is recorded in the transverse direction while
magnetic field is applied perpendicular to the ab plane. From the Hall voltage, one can
obtain the Hall resistivity by the relation ρxy = Vyt/Ix, where Vy is the Hall voltage across
the sample width, Ix is the current along x-direction and t is thickness of the sample. The Hall
resistivity of V0.3NbS2 at various temperature is shown in Figure 5.6. At all temperatures,
the resistivity has positive slopes and varied linearly with the magnetic field. We have not
observed anomalous Hall effect (AHE) as expected in antiferromagnetic system. The AHE
is observed in ferromagnetic system where spin up and spin down charge carriers move in
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Figure 5.6: Hall resistivity at different temperature. Positive slope is observed in all
temperatures, suggesting hole-like carrier.
opposite edges, upon the spin imbalance a transverse electric field is created and hence the
Hall voltage.
From the slope of Hall resistivity we obtained the Hall coefficient (RH), ρxy = RHB, which
is shown in Figure 5.7(b). The Hall coefficient increases with the temperature and is positive
for all temperatures, implying that the majority of charge carrier is hole type. Further, from
Hall coefficient one can immediately estimate the magnitude of carrier concentration by the
relation RH = −1/ne in SI unit, and the carrier concentration decreases with temperature
as expected for the metallic sample (see Figure 5.6(a)). The Hall coefficient is negative
if the majority of charge carrier is electron while it is positive if the carrier is hole type.
The magnitude of the concentration at 2 K and room temperature are 2.31× 1021 cm−3
and 1.14× 1021 cm−3, respectively, these values are almost two order of magnitude smaller
than those of simple metals, for example Al which has hole type concentration with room
temperature value of 6.11× 1022 cm−3 [64] consistent with the relatively higher resistivity
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Figure 5.7: Carrier concentration and Hall coefficient obtained from the Hall resistivity
data. (a) Carrier concentration has smaller value than the typical metals. (b) Positive Hall
coefficients indicate charge carrier is hole type.
observed, in comparison to the typical metal. Thus, V0.3NbS2 can be considered as a low
carrier concentration metal. The host material NbS2 is also a hole carrier type metal with
room temperature concentration of 1022 cm−3 [132]. It is interesting to compare the carrier
concentration of host NbS2 and V0.3NbS2 with another intercalated system Cr1/3NbS2 which
is also a hole type metal with concentration of about 1020 cm−3 [38]. From this, we infer
that vanadium atom donates electron to the NbS2 layer, but it does not donate as much
electron as Cr does to NbS2.
5.6 Heat Capacity and Thermal Conductivity
The heat capacity of V0.3NbS2 recorded in PPMS as a function of temperature is shown in the
Figure 5.8. The heat capacity increases with temperature and a λ-type anomaly is observed
at the magnetic ordering temperature (50 K). The room temperature specific heat is about
21.5 J/(mole atom K), close to the Dulong-Petit’s value Cp = 3R ≈ 24.94J/mole K, where R
is the molar gas constant. The low temperature heat capacity is fitted well with the equation
Cp = γT + βT
3, typical for metal, as shown in the inset of Figure 5.8(a). The first and second
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Figure 5.8: Heat capacity (Cp). (a) Cp as a function of temperature, the inset shows T
3
law fitting of Cp at low temperatures. (b) Cp vs. T at 0 kOe and 80 kOe.
terms on right side of the equation specify the electronic and phonon contributions to the
heat capacity, respectively. And, the coefficients γ and β are found to be 0.27 mJ mol−1K−1
and 0.0258 mJ mol−1K−4, respectively, from the least square fit to the equation. From γ
we calculated the density of states at Fermi level N(EF ) by relation N(EF) = 3γ/pi
2K2B and
the obtained value is 2.29 states (eVu.c.)−1, where KB is the Boltzmann constant. Such
a one electron density N(EF ) obtained from the low temperature heat capacity data may
not give an accurate result since the many body effect and the magnetic effect can modify
N(EF ) [10], though N(EF ) extracted here is close to that obtained from the first principle
calculation for magnetic case which will be discussed in chapter 6. The Debye temperature
ΘD = 422 K is calculated using β by the relation θD = (5β/12Rpi
4)−1/3.
The heat capacity with an application of magnetic field of 8 T compared to zero field
data is shown in Figure 5.8(b). Here the field is applied along c-axis of the sample and the
heat capacity is recorded in the range 2–65 K. It is found that the λ- anomaly is suppressed
by magnetic field. Noticeably, the heat capacity is suppressed below the magnetic ordering
temperature and enhanced above the ordering temperature, when we made a comparison
with zero-field heat capacity.
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Figure 5.9: Thermal conductivity as a function of temperature. The peak is observed at
the same transition temperature as seen in the heat capacity curve.
The temperature dependent thermal conductivity (κ) is shown in Figure 5.9. The κ
increases with temperature and it exhibits a sharp peak just below the magnetic transition
temperature and starts to decrease upon further increase in temperature. Typically, electrons
and phonons are the main heat carrying entities in a metal; though, there are other
possible excitations in metal such as magnons for heat transport which can be neglected
because of small contributions in thermal conductivity. Thus, the thermal conductivity
of a metal can generally be expressed in term of electronic and phonon contributions:
κ = κe + κp. The electronic contribution to thermal conductivity in metal can be estimated
from Widemann-Franz law: thermal conductivity of a reasonably pure metal is related to
the electronic conductivity (κe) by the relation, κeρ=LT, where ρ is the electronic resistivity,
L = 2.45× 10−8WΩK−2, T is the absolute temperature. The maximum value of electronic
contribution is obtained at 46 K and is about 10.22 mWcm−1K−1, indicating that heat
transport in the sample is due to phonons. Moreover, such a small electronic contribution is
attributed from the relatively large electronic resistivity ρ; the large phonon contribution to
κ is also observed in chromium-intercalted NbS2 system [39].
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Chapter 6
Electronic Structure of V0.3NbS2
6.1 Surface Characterization
As we discussed earlier in the Chapter 2, the quality of photoemission data depends
considerably on the surface condition of the sample. So, it is extremely important to
examine the surface before performing surface sensitive experiments such as photoemission
or ARPES. For this reason, we first discuss the surface characterization of V0.3NbS2 before
presenting the detailed photoemission results. The surface of the sample is investigated by
the scanning tunneling microscopy (STM), low energy electron diffraction (LEED), core level
photoemission spectroscopy (XPS), and angle resolved photoemission spectroscopy. In these
experiments the fresh surface is obtained by cleaving the sample in situ in ultra high vacuum
(UHV) system. In this material, the intercalant vanadium atoms are situated in the van der
Waals gap between NbS2 layers. The sample cleaves through the plane of V-atoms such
a way that about half of the V-atoms are likely to stay on the surface, while other half is
removed by cleave. Thus, a vanadium terminated (disorder V-atoms) and sulfur terminated
surface regions can be arised.
Figure 6.1(a) shows STM image to illustrate the surface morphology of the sample.
The STM experiments were performed at room temperature at the ’Istituto Officina dei
Materiali’(IOM) of the Italian National Research Council (CNR). The samples were cleaved
and measured in situ in ultra high vacuum of pressure better than 10−10 Torr. The STM
image (Figure 6.1 (a)) exhibits two main regions, one is atomically flat (at left of the image)
64
and another is much corrugated (at right); we assigned them as smooth and rough areas,
respectively. The line scan represented by solid line in STM image (see Figure 6.1) indicates
the difference in corrugation between these two regions as illustrated in Figure 6.1(b). A
terrace step height of about 0.61 nm is observed, which is approximately equal to the
separation distance between the NbS2 layers along the c-axis, indicating that the sample
is cleaved through the horizontal plane containing V-atoms. There are two possible cleave
planes corresponding to the planes of V atoms with crystallographic positions 1a and 2d.
From the line scan, an oscillation of spikes has been observed for the rough surface, while
relatively smooth line profile is observed for the smooth surface.
We further investigate STM results in detail by examining atomic resolution images. The
raw and filtered data for smooth region are shown in Figure 6.2(a1) and (b1), respectively.
The smooth area shows the ordered periodicity of 5.75 A˚ which is equivalent to the lattice
constant ’a’ in the basal plane of V0.3NbS2, where the V atoms are ordered in superstructure
of dimension (
√
3a × √3a), as compared to NbS2. The periodicity of NbS2 can be called
by (1 × 1). We further observed that (√3 × √3) spots are not as sharp as (1 × 1) spots
which might be due to the fact that they are originated from the position underneath the
sample surface. Though the ordered vanadium atoms are located below the NbS2 layer, the
superstructure in the STM image is observed as charge transfer form V-atom to the NbS2
layer resulting modification of local density of states [22]. The fast Fourier transform (FFT)
map of Figure 6.2(a1) and (b2) are shown in Figure 6.2 (a2) and (b2). The FFT reveals the
(
√
3×√3)R(30◦) superstructure, consistent with the crystal structure of V0.3NbS2. Moreover,
we do not observe any periodicity in the rough area of the sample (not shown here).
Thus, from the STM experiments, it is confirmed that the smooth surface is atomically
flat and majority of vanadium atoms are removed during the process of cleave, whereas the
rough surface is atomically disordered where most of the V-atoms remains but are randomly
distributed.
To strengthen the STM results we performed the low energy electron diffraction (LEED)
experiments. Figure 6.3 shows the LEED pattern of V0.3NbS2 sample. For LEED
experiments, the sample is prepared by cleaving in situ in ultra-high vacuum of pressure
better than 10−11 Torr. And, the measurements were performed at temperature of 77 K.
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Figure 6.1: (a) Scanning tunneling microscopy image recored with negative bias voltage
-1.5 V, (b) step height obtained from the line profile in (a) indicated by a line, (c) LEED
image with beam energy of 171 eV, the primitive unit cells of NbS2 (solid line) and V0.3NbS2
(dashed line) are indicated.
(b2)
(a2)(a1)
(b1)
Figure 6.2: STM images (a1, b1) and corresponding fast Fourier transformations (a2, b2).
(a1) is a raw STM data and (b2) is filtered image of (a1).
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The data on the left panel in Figure 6.3 is measured at electron beam of energy 171 eV,
while the right panel is measured at 217 eV. At beam energy of 171 eV, the LEED pattern
reveals the spots originated from the parent compound NbS2, which has lattice periodicity of
(1×1). Also, very weak additional spots are also observed. As we increased the beam energy
additional spots becomes brighter which is shown in 6.3(b). These additional features have a
periodicity of (
√
3×√3)R(30◦), consistent with the superstructure periodicity of intercalated
V-atoms. Importantly, the beam energy lower than 100 eV does not produce the ordered
superstructures. The appearance of extra spots at high beam energy can be explained as
following. At the low beam energy (<100 eV), the experiment is more surface sensitive
and only the signals from the surface (1 × 1) is obtained. The surface is either vanadium-
deficient (sulfur terminated) or vanadium-disordered and hence an absence of superstructure.
But, at high beam energy the probing depth of the experiment increases and the signals
below the NbS2 layer can also be detected and hence the periodic superstructure. Thus,
we are confirmed that the superstructure (
√
3 × √3)R(30◦) is originated from the bulk of
the sample and (1 × 1) structure is from both the bulk and surface termination with NbS2
layer. The superstructure (
√
3 × √3)R(30◦) has smaller reciprocal vectors and hence the
smaller primitive unit cell in comparison to the (1×1) structure. The primitive unit cell
corresponding to (1× 1) and (√3 × √3) spots are indicated by solid and dotted lines in
Figure 6.1(c).
We also performed resonant ARPES, which will be discussed in more detailed later, to
check if the vanadium atoms are randomly distributed or not. At the V-L3 absorption edge,
the non-dispersive feature is observed indicating that the vanadium atoms at the surface of
the sample are non-periodic.
Finally, We investigated surface structure utilizing the core level spectroscopy, partic-
ularly of S-2p and V-2p core levels since the cleaving of the sample likely to expose the
vanadium or sulfur terminated surfaces. We use two geometrical set up normal and grazing
emissions with respect to the sample surface. The normal emission is suitable to study bulk
structure whereas the grazing emission is appropriate for surface structure of the sample.
All the core levels presented in this thesis were recorded in beamline for advanced dichroism
(BACH) of the Elettra Synchrotron Facility in Italy.
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Figure 6.3: Low energy electron diffraction pattern using beam energy of (a) 171 eV and (b)
217 eV. The superstructure periodicity of (
√
3×√3)R(30◦) is more visible at high electron
beam energy.
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Figure 6.4: S-2p and V-2p core level at photon energy of 937 eV. (a) S-2p core level at
normal and grazing emission; two sets of spin-orbit doublet are observed, corresponding to
surface and bulk of the sample. (b) V-2p core level at normal and grazing emission. The
surface and bulk components are not distinguished as compared to S-2p.
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Figure 6.5: Lorentzian-Gaussian fit of S-2p spectrum recorded in the normal emission
geometry. Two spin-orbit doublets are extracted associated with surface and bulk
components.
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The room temperature S-2p core level photoemission spectra in normal and grazing
emission geometrical set-ups are shown in Figure 6.4(a). The experiments were performed
with photon energy of 937 eV. Each spectrum shows mainly three structures indicating two
spin-orbit doublets, S-2p3/2 and S-2p1/2, are present. The two doublets are obtained from
the Lorentzian-Gaussian fit of the spectrum which are separated by about 0.9 eV (see Figure
6.5). In the sample cleaving process, sulfur and vanadium terminated surfaces are expected
to be exposed; thus sulfur or vanadium atoms will have different chemical environments
in bulk and surface of the sample. The origin of shift in energy of two doublets of S-2p
is due to the different atomic coordination to sulfur at surface and bulk. The doublet in
the higher binding energy is likely to be originated from the sulfur atom in the bulk of
the sample, while the doublet at lower binding energy is from the surface. Moreover, the
surface component of lower binding energy is evidenced from the comparison of experiments
performed in two geometrical arrangements: normal and grazing emissions. The normal
emission usually enhances spectrum of bulk component, while the grazing emission enhances
surface component. In our data, the grazing emission exhibits increase in intensity for the
component at lower binding energy than that of higher binding energy, which indicates this
component is originated from the surface of the sample. Similar S-2p spectra has also been
reported in intercalated systems Cr1/3NbS2 [108] and FexNbS2 [102]. So, the surface and
bulk components are clearly distinguished in S-2p spectrum
The core level photoemission of V-2p with the normal and grazing emissions is shown in
Figure 6.4. The spectra are recorded at room temperature with photon energy of 937 eV. The
doublets V-2p3/2 and 2p1/2 are separated by binding energy of 7.7 eV, as expected. In case
of V-2p core level spectrum the surface and bulk components are not clearly distinguished.
However, it is expected to visible the surface component which is seen in case of S-2p since
both of them are measured at the same photon energy. Further, the vanadium atoms
at the surface and the bulk have different chemical environments. A weak shoulder-like
structure at lower binding energy could be originated from the surface component which is
not clear yet. Further, the spectra measured at normal and grazing emission set ups are
not appreciably different from each other indicating that surface component to the spectrum
is not discernible. In addition, we also observe two satellite features corresponding to each
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Figure 6.6: Nb-3p and V-3s core level. (a) Nb-3p core level at photon energy of 937 eV.
(b) V-3s core level measured at photon energy of 495 eV shows the multiplet splitting of 3s
states.
main peak at higher binding energy side marked by arrows. The satellite feature has also
been observed in 2p core level of number of transition metal compounds [13] as well as the
transition metal intercalated system [108, 102]. The origin of satellite is mainly due to the
interaction of core hole with the valence state. There are two possible configuration upon
the formation of core hole. In the first one, charge transfer from the neighboring S to the
V-3d state with the configuration 2p53d5L which corresponds to the main peak, where L
refers to the hole formed in S-3p state. Whereas in the second case the final state has the
configuration 2p53d4 which corresponds to satellite feature, where no charge transfer from
the S occurs.
Figure 6.6 shows additional core level spectra associated with the Nb-3p, V-3s, and Nb-4s.
The Nb-3p spectra was recorded with the photon energy 937 eV, and it exhibits a spin-orbit
doublet separated by binding energy 16.5 eV. Also, there are two structures at 404.5 eV and
389 eV which are separated by the same amount (23 eV) as the main peaks are. Similar
features have also been observed at the same energy separation at high binding energy side of
other core level spectra such as Nb-3d, S-2p, V-3p, and Nb-4s. These features are originated
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from the plasmon excitations as expected in metallic samples. Furthermore, Nb-3p spectra
does not exhibit any shoulder like feature, as seen in S-2p and V-2p spectra, associated with
the main peak indicating that no surface component is present. Which further confirms that
the sample is cleaved through the horizontal plane containing vanadium atoms instead of
the plane of Nb atoms. The V-3s spectra were measured at photon energy of 495 eV. In the
upper spectrum in Figure 6.6, the Nb-4s core level has also been indicated. We observed
that the V-3s core level is split into two component and is called the multiplet splitting.
The multiplet splitting arises for an atom containing unpaired electrons in the outermost
shell. When a core-hole is formed two possible final states arises. If the spin of unpaired core
electron has the same spin as that of unpaired d valence electron then the energy of core
photoelectron reduces and the spectrum will appear in the lower binding energy, while the
spins of two unpaired states are different then the spectrum appears in higher binding energy.
Here, an additional structure in 3s spectrum might be due to the exchange interaction of a
3s core electron in a final state with V-3d electron in valence band. The energy separation
between two states is proportional to the 3s-3d exchange integral K3s−3d [120].
Thus, from the STM, LEED, and photoemission experiments, it has been confirmed that
the sample is likely cleaved by the horizontal plane containing vanadium atoms. It has also
been clarified that the surface of V0.3NbS2 consists of the S-terminated surface, which is
periodic and most of V-atoms are removed during the process of cleaving, and the rough
area where the V-atoms are randomly distributed and does not exhibit any periodicity. In
other words, the cleaved surface has different stoichiometric ratio and periodicity than that
of the bulk. This has to be carefully considered in the surface sensitive techniques such as
XPS and ARPES experiments.
6.2 Electronic Structure Calculations of V0.3NbS2
Before discussing the experimental electronic structure of V0.3NbS2 by phtoemission
measurements, we first provide the first principles results of the electronic calculations.
The electronic structure calculations are performed with utilizing the WIEN2k package
[12] which is based on density functional theory (DFT) proposed by Kohn and Sham.
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Figure 6.7: The band Structure for (a) non-magnetic and (b) antiferromagnetic states of
V0.3NbS2 calculated along various high symmetry points.
The generalized gradient approximation of Perdew, Burke, and Ernzerhof is chosen for the
exchange correlation potential. The structural parameters obtained from the single crystal
XRD experiment are utilized: the muffin tin radii for Nb, S, and V are considered to be
2.49a0, 2.09a0, and 2.43a0, respectively, where a0 is the Bohr’s radius. And, no relaxation of
structure was carried out. The basis set determined by the plane wave cut-off was specified
by the value RMTminKmax = 7.0, which provides a good convergence, where RMTmin and
Kmax denote the smallest muffin tin radius in the unit cell and the largest plane wavevector,
respectively. The number of k-points in the irreducible Brillouin zone was 200. The energy
separating the core and the valence states was set to −6.0 Ry.
In all DFT calculations reported here, spin-orbit coupling is considered. Further,
DFT calculations for both the magnetic (antiferromagnetic) and non-magnetic states are
performed, and we found that the magnetic ground state is energetically favorable over the
non-magnetic case. The energy difference between the magnetic and non-magnetic state is
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Figure 6.8: The density of states for (a) non-magnetic and (b) antiferromagnetic states.
The Fermi level is located at 0 eV.
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Table 6.1: Results from the first principles calculations for V0.3NbS2. The DOS at Fermi
level and Sommerfeld’s coefficients for non-magnetic (NM) and antiferromagnetic (AFM)
states with spin up and down are shown.
NM AFM (up) AFM (down)
DOS at EF 29.19 2.60 2.89
(States/eV)
Sommerfeld’s coefficient (γ) 68.77 6.12 6.80
(mJ/(mol cell K2))
about 59 eV per unit cell. And, the calculated magnetic moment per unit cell is about 1.99
µB, where µB is the Bohr magneton.
Band structures for non-magnetic and antiferromagnetic cases along various symmetry
directions are shown in Figure 6.7 (a) and 6.7 (b), respectively. The horizontal line at 0 eV
represents the Fermi level. The bands in the vicinity of Fermi level are mainly dominated by
V-3d and Nb-4d states; S-2p bands mainly lie in between −2 eV and −6.0 eV (not shown
all bands). We also found strong kz dispersion (see dispersion along Γ-A).
The density of states (DOS) for the non-magnetic and the magnetic states are shown
in Figure 6.8 (a) and 6.8 (b), respectively. In proximity to the Fermi level (EF ), the V-3d
and Nb-4d state contribute to DOS, while the broad structure in the range from −2 eV
to −6 eV is originated from S-3p state, which is also evidenced from the band structure
results mentioned above. The results obtained from the DOS are summarized in table 6.1.
The DOS at EF and the Sommerfeld’s coefficient are larger for non-magnetic case than the
magnetic case. The DOS at EF for magnetic case is comparable to that obtained from
heat capacity measurement. Further, the Figure 6.8(b) shows that DOS for spin-up and
spin-down channels have slightly different shape, though they have almost equal value for
Sommerfeld’s coefficients and DOSs at EF .
6.3 XAS and Resonant PES
The X-ray absorption spectra of V0.3NbS2 corresponding to V-L2,3 edge is shown in Figure
6.9. Each spectra are normalized by the total photon counts. The components centered at
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Figure 6.9: Linear dichroism. VL23 X-ray absorption spectroscopy for linear horizontal
and linear vertical polarization of light.
512.1 eV and 519.8 eV are corresponds to L3 (2p3/2) and L2 (2p1/2) multiplets, respectively.
The absorption spectra were taken by total electron yield method (TEY) as a function of
photon energy. The TEY mode has been explained in detail in the Chapter 2.
The XAS spectra were recorded for two different photon polarizations: linear horizontal
(LH) and linear vertical (LV) polarizations. The LH and LV are also known as pi and σ
polarizations, respectively. In case of the LV, the photon polarization lies completely in
the sample plane, while in LH the polarization lies in both in-plane and out-of-plane of the
sample. Thus, the different polarizations allows one to excite the final states having different
orbital symmetries.
So, the LV polarization excites the in-plane states whereas the LH polarization excites
out of plane states. No significant difference on the shape of two spectra are observed. In
the L3 component, a shoulder is present at low binding energy side for both polarizations
of light, this might be originated from the randomly distributed V-atoms on the surface of
the sample during the process of cleavage. Similar shoulder has also been reported in the
Cr-intercalated system [108] and believed to be from disordered Cr atoms at the surface.
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Figure 6.10: XAS and resonant photoemission spectroscopy for linear horizontal
polarization. (a) V-L3 XAS, (b) Resonant photo-emission corresponding to V-L3 edge, (c)
subtraction of off-resonant signal.
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Figure 6.11: (a,c) Line profile obtained from Figure 6.10(b,c) corresponding to the photon
energies as marked by numbers in Figure 6.10. (b,d) Zoom-in portion of (a,c) near Fermi
level.
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The shoulder in the low energy side of L3 edge is also oberved in another intercaalted system
FexNbS2 [102] sample but the origin of the shoulder has not been explained there.
The resonant photoemission (ResPeS) spectra along with the XAS spectrum correspond-
ing to the V-L3 absorption edge is shown in Figure 6.10 and 6.12. The resonant spectra are
normalized by the total photon flux. In the ResPeS technique, the photon energy is tuned
across the absorption edge of the deeper core-level and the photoelectron is excited into the
unoccupied state and the region of valence band corresponding to the resonating level is
enhanced and thus can be extracted from the totoal VB spectrum. Hence, this technique
allows one to identify the contribution originating from the specific element in the valence
band spectrum. For the ResPES experiments, we used both LH and LV polarized light in
the range of 506–517 eV.
The valence spectra shown in Figure 6.10 (b) was recorded for the LH polarized light of
range between 506 and 517 eV. The spectra shows mainly three structures: first in proximity
to Fermi level, second at 2.4 eV, and third at 13.5 eV. First two structures are mainly
originated from the V-3d and Nb-4d states, and the third structure is mainly from the
S-3s state, which is also explained by the DFT calculations shown in Figure 6.8. These
three features are more clearly visible in the line profile of Figure 6.11. The line profile is
taken from the spectra 6.10 (b) at various photon energies marked by numbers in the XAS
spectrum 6.10 (a). Figure 6.11 (b) shows the feature in proximity to Fermi level obtained
from the Figure 6.11 (a). In order to check the resonant behavior in detail we subtracted the
off-resonant signal from the the original spectra shown in Figure 6.10 (b). The off-resonant
spectrum is taken to be at 506 eV. And, the resultant spectra (pure resonant) is shown in
Figure 6.10 (c). The corresponding line profile is shown in the Figure 6.11 (c) and 6.11 (d).
The pure resonant spectra demonstrated that the the spectra enhances as the photon energy
matches with V-L3 absorption edge. The states at 0.5 eV below the Fermi level is enhanced
whereas the states in between 2 to 10 eV are dispersed with the photon energies (constant in
kinetic energy). This dispersive features possibly originated from LVV Auger emission. The
enhanced features at 0.5 eV below the Fermi level is originated from the V-sates. Since we
have used LH-polarized light which mainly probes out-of-plane characters thus the enhanced
component are originated from the V out-of-plane character orbital states. Similar resonant
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Figure 6.12: XAS along with the resonant photoemission spectra. Here the light
polarization lies in the sample plane (Linear Vertical). (a) V-L3 XAS spectroscopy, (b)
Resonant photoemission corresponding to VL3 edge. (c) Off-resonant signal is subtracted.
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Figure 6.13: Line profiles extracted from Figure 6.12(b,c) corresponding to photon energies
marked in Figure 6.12(a). (b) Zoom-in part of line profiles at Fermi energy.
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PES is also reported in Cr1/3NbS2 sample. But, in case of Cr1/3NbS2 using LH-polarized
light Cr-3d states are enhanced at Fermi level [N. Sirica PhD Thesis]. In other words, Cr-3d
states are present just at Fermi level in Cr1/3NbS2 ,whereas V-3d states are present 0.5 eV
below the Fermi level in V0.3NbS2, this is a marked difference between two compounds.
The Figure 6.12 (a), 6.12 (b) are XAS and ResPES for the LV polarized light. The
ResPES spectra are recorded for photon energy of range 506–517 eV. As in the LH case,
three main structures has also been observed in LV polarization. The off-resonant spectrum is
subtracted from the spectra Figure 6.12 (b) and is shown in Figure 6.12 (c). The line profiles
obtained from Figure 6.12 (b) for different photon energies as marked in XAS spectrum are
shown in Figure 6.13 (a). The line profiles indicated that the first two peaks are observed
at 0.6 eV and 3.6 eV. The first peak is noticeably shifted by few meV, in compare to that of
LH polarized case, towards high binding energy side. Further, the second peak is observed
to be more broadening in comparison to that for LH polarization and is dispersive with the
photon energies originating from CVV Auger emission, as in the spectra for LH polarized
case. Moreover, the subtracted spectrum shows that the state near the Fermi level (0.6 eV)
is resonating as the photon energy matches with the absorption edge of V-L3. Since the LV
polarized light is used, the resonating signal are mainly from the in-plane-characters. From
the polarization dependent (LH and LV) ResPES, we found that the spectral weight in the
range 0.5–0.6 eV below the Fermi level consists of vanadium in-plane and out-of-plane orbital
characters.
In ReSPES, the enhancement in a spectrum arises from the autoionization decay process
of the type 2p63dN + hν → 2p53dN+1 → 2p63dN−1l which is also known as super Coster-
Kronig transition [81]. The final state after the decay of this process is the same as that of
the direct photoemission from the 3d-state: 2p63dN + hν → 2p63dN−1l, where  is energy
of electron in the state l = f, g. Interference can occur between these two processes since
both has same initial and final states. The formalism required to handle this situation was
given by Fano [33], and he predicts a characteristically asymmetric peak in excitation spectra.
This formalism is based on the interaction of discrete states (p53dN+1) with continuum states
(p63dN−1l). Constant initial state (CIS) spectroscopy technique can be employed to describe
the enhanced spectral feature and its lineshape as explained above. In CIS technique, the
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Figure 6.14: Constant initial states for linear horizontal (a) and linear vertical (b)
polarization.
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initial state is kept constant while the photon energy and kinetic energy is varying i.e. is
Ekin − hω is held fixed. In other words, the initial state is fixed while the final state is
scanned. The CIS is thus mapping of the final states i.e. density of unoccupied states.
The initial state is the state of the electron before irradiation whereas the final state is the
unoccupied state in the conduction band to which the electron is promoted by photon.
The CIS spectra for LH and LV polarization of light is shown in Figure 6.14 (a) and 6.14
(b), respectively. The corresponding XAS spectra are also shown. For LH polarization, the
CIS spectrum corresponds to 0.65 eV is strongly enhanced, while, for LV polarization the CIS
spectrum at 0.75 enhances strongly. This indicates that the large density of V-3d are present
near the Fermi level. As CIS spectrum are enhanced near Fermi level which demonstrated
that both in-plane (dx2−y2) and out-of-plane d2z orbitals are present in proximity to the Fermi
level. At higher initial state the line shape changes appreciably for both cases and the peak
maximum is shifted towards the higher photon energy. We have not attempt to fit the CIS
spectra, the spectra are expected to agree with the lineshape predicted for Fano resonance.
6.4 Conventional vs. Soft X-ray ARPES
We investigate electronic band dispersion of V0.3NbS2 by utilizing the conventional (VUV)
as well as soft X-ray ARPES (SX-ARPES) technique. An ARPES technique for which
photon source having energy less than 100 eV is known as the conventional or VUV ARPES,
whereas the technique with photon energy greater than 100 eV is the soft X-ray ARPES.
The conventional ARPES is a surface sensitive technique and is mostly useful to study
surface state of a material. The intrinsic band dispersion and bulk sensitivity or the access
to the system buried few surface layers can be achieved by SX-ARPES. However, valence
band photoemission cross section decreases by few order of magnitude for SX-ARPES in
comparison to the conventional VUV-ARPES. The result of experiments for VUV and SX-
ARPES presented here are performed at the BACH of the Elettra Synchrotron Facility in
Italy. For these experiments, we cleaved the sample at room temperature in situ having
base pressure better than 10−9 Torr, and subsequently the sample was transferred to the
main chamber (base pressure better than 10−10 Torr) where the experiment was carried out.
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These data were taken when the sample is cooled to the lowest possible temperature of
41 K. Here, we have used photon source of energy of 48 eV for VUV ARPES and 218, 439,
and 785 eV for SX-ARPES experiments. The estimated probing depths corresponding to
photon energies 218, 439 and 785 eV are 24, 33 and 45 A˚, respectively. The corresponding
energy resolution for SX-ARPES are 30, 60, and 105 meV, respectively. Similarly, the energy
resolution for VUV ARPES was kept at 12 meV. From the magnitude of probing depth one
can tell that SX photon energies can probe the bulk structure of the material which is to be
compared with the lattice parameter 12.13 A˚ along c-axis and ∼ 5-7 A˚ probing depth for
conventional ARPES. Furthermore, we used linear vertical (LV) and linear horizontal (LH)
polarized light. In case of the LV polarized light, the light polarization lies completely in the
sample plane, while for LH-polarized case the light polarization has both horizontal as well
as vertical component to the sample plane. For LV-polarized light we have not shown spectra
for 785 eV due to very low count rate. Furthermore, we selected the photon energies for soft
X-ray regime such that all probes center of the zone (kz = 0) in the reduced Brillouin zone
scheme utilizing inner potential determined from the photon dependent ARPES experiment.
While performing the SX-ARPES experiment data few things have to be considered over
the VUV-ARPES. First of all, at higher photon energy the energy resolution of photon source
and spectrometer become worse resulting overall loss in energy resolution of the experiment.
The poor spectrometer resolution is due to high pass energy setup to compensate the
significant loss in absorption cross section at higher photon energy. Further, momentum of
photon has also to be considered at high photon energy, while making angle to k-conversion.
Also, the momentum resolution worsens at higher kinetic energy since the momentum is
proportional to the E
1/2
kin . Finally, the photoelectron matrix elements are much less sensitive
to variations of the in-plane crystal momentum as the photon energy increases and it reduces
to atomic cross section [114].
Our main aim to perform SX-ARPES is to check whether the conventional (VUV) ARPES
is representative of bulk electronic structure of the present compound. This examination is
very crucial for rest of the ARPES experiments. As the surface of the sample consists of
ordered sulfur terminated region and deficient and disordered vanadium terminated region
as mentioned before. Due to the advantages of the conventional ARPES, such as better
85
-6
-5
-4
-3
-2
-1
0
E-E
F (
eV
)
0.40.0-0.4
kΓΚ (Å-1)
1 eV
EF
1 eV
EF
(a)
(d)
(b) (c)
(e) (f)
K
Γ
K
Γ
Figure 6.15: ARPES image plots for linear horizontal (a) and Linear vertical (b) polarized
light. (b,e) stacked of MDCs corresponding to (a) and (d). (c,f) stacked EDC corresponding
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Figure 6.16: Soft X-ray ARPES for LH-polarization for at photon energies of (a) 218 eV,
(b) 438 eV, and (c) 785 eV
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Figure 6.17: Soft X-ray ARPES for LV-polarization light for photon energies of (a) 218 eV
and (b) 438 eV
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energy and momentum resolution, large photo-absorption cross section, over SX-ARPES
it is suitable to perform VUV-ARPES if the electronic band structure for both techniques
exhibit similar spectral features. Moreover, VUV-ARPES is well suited for electronic band
structure of two dimensional system.
The conventional ARPES results using photon energy of 48 eV are presented in Figure
2.6; upper panel was recorded for linear horizontal polarization whereas lower panel was
recorded for linear vertical polarization. The corresponding MDC and EDC stacked are
shown on the right side of each image plot. The measurements were performed when the
sample is aligned along Γ-K symmetry direction. In both cases, one band crosses Fermi
energy with Fermi vector of about 0.44 A˚−1. This value is in consistent with that observed
for Ni- and Mn-intercalated NbS2 system [9]. Moreover, this Fermi point is not affected
by intercalation when we compare with the parent compound NbS2 [108]. Nevertheless,
we are unable to compare the spectral features at K point with that of Cr1/3NbS2 and
other intercalated compounds mentioned above since our experimental setup does not cover
symmetry point K at this photon energy. Additionally, one band appears to be sink below
the Fermi level with band minimum of about 1 eV. Furthermore, other band structures are
located in the region between 1.5 to 6 eV. We have noticed that, unlike Cr1/3NbS2 system, kF
for α band is almost equal to the parent compound NbS2 and the β bands centered around
Γ point are absent in present compound. Thus, this intercalated system exhibits completely
different electronic structure than Cr1/3NbS2, though it is expected that both give similar
structure as both 3d transition metals donate almost equal number of charge carrier.
The SX-ARPES results for linear horizontal polarization and linear vertical polarization
are shown in Figure 6.16 and 6.17, respectively. In case of LH polarization the bands in
between 1.5 to 3 eV are enhanced when the photon energy of 218 eV was used. As we
increased the photon energy to 438 and 785 eV, intensity of these bands reduces and band
structure shows similar features as of conventional ARPES. This indicates that variation in
spectral features in the ARPES spectra is not due to the variation in probing depth, rather
it is due to the matrix element effect (soft X-ray regime the matrix element reduces to the
atomic cross section). Furthermore, the spectral features at higher photon energies become
broader along energy and momentum axis which is due to the worsening of the energy and
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⍺Figure 6.18: MDCs at Fermi level for the VUV and soft X-ray ARPES for the linear
horizontal photon polarization.
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momentum resolution. The MDCs at Fermi level corresponding to different photon energy
is shown in Figure 6.18. This supports the fact that α band is present in all spectra, for
785 eV we can’t resolve this band due to very low count rate. The spectral feature becomes
broader due to low energy and momentum resolution at higher photon energies.
For LV-polarization SX-ARPES exhibits most of the spectral features as in VUV-ARPES.
Though, the bands are not clearly resolvable for experiments performed at higher photon
energies. The intensity of low lying bands is higher than that of bands close to Fermi energy.
In addition, we observed completely different topology for bands lying between 2 to 5 eV for
LV-polarized light than that of LH-polarized light due to the matrix element effect
Thus from the conventional and SX-ARPES, we conclude that albeit the surface of the
sample is disordered and vanadium deficient, the conventional VUV-ARPES is still the
representative of bulk electronic structure. In other words, the band dispersion and Fermi
vector for VUV ARPES are not significantly varied with respect to the SX-ARPES.
6.5 Comparison With Parent Compound NbS2
The Nb-3d core level photoemission spectra for the parent compound NbS2 and intercalated
system V0.3NbS2 is shown in Figure 6.19(a). Both the spectra are measured with the photon
energy of 762 eV. The Nb-3d spectrum is obtained from Figure 9 of Ref. [108]. In addition
to the spin orbit doublet 3d5/2 and 3d3/2, additional feature called satellite is also observed
at high binding energy side of each main peak. The satellite features are observed in both
NbS2 and V0.3NbS2 samples, though it is strongly suppressed in case of the intercalated
system. We haven’t observed such satellite features in case of Nb-3p spectrum as shown in
Figure 6.6(a), so it is confirmed that these features are not originated from the oxidation or
contamination in the sample. Similar satellite structure has also been observed in Cr1/3NbS2
[108] , FexNbS2 [102], and Ti1−xNbxO2 [89]. The origin of the main and satellite structures
is due to the two different screening channel as explained by Kotoni and Toyozawa [67]. In
this condition, the potential created by core hole upon the photoexcitation is sufficient to
pull the unoccupied level from the conduction band. If this unoccupied level is filled by
transferring electron from the sulfur then a main peak is observed which is known as ”well
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Figure 6.19: Nb-3d core level and valence band for NbS2 and V0.3NbS2 at photon energy
762 eV. (a) Nb-3d core level of NbS2 and V0.3NbS2. (b) valence band of NbS2 and V0.3NbS2.
screened” final state as it screen well the core hole potential, whereas, if the unoccupied
state remains empty then the core hole can’t be screened well by valence electrons then the
satellite peak observed and the final state is called ”poorly screened”. The width of the 3d-
core level spectrum for V0.3NbS2 is narrower than NbS2, indicating the charge transfer to
unoccupied state which can screen well the satellite features. In this way the satellite feature
is suppressed in the intercalated system, an evidence of electron transfer to Nb-4d state from
V ion.
Figure 6.19(b) shows valence band spectra for NbS2 and V0.3NbS2. The spectra were
recorded at the photon beam of energy 762 eV. The valence band spectra for NbS2 is obtained
from the Ref.[108]. Four main structures are present in case of valence band of NbS2, whereas
three structures are present in V0.3NbS2. The sharp peak in proximity to Fermi level is mainly
originated from an admixture of Nb-4d and V-3d states. And, this peak is slightly broader
by few meV for V0.3NbS2 in comparison to NbS2. The second and third peaks centered at
3.75 eV and 13.44 eV are mainly originated from S-3p and S-3s states, respectively. It is
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Figure 6.20: ARPES spectra for (a) NbS2, (b) Cr1/3NbS2, (c) V0.3NbS2 recorded at
140 K utilizing He-II (40.8 eV) source.
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also observed that all three structures of V0.3NbS2 are shifted by about 150 meV to higher
binding energy in compare to NbS2, indicating the chemical potential increases upon the
intercalation of V atoms. In other words, the intercalated species donate electrons to NbS2
layers. Similar behavior is also reported in Cr1/3NbS2 sample [108], where main peaks are
shifted by 400 meV towards higher binding energy side of the spectrum.
Comparison of ARPES spectra for three compounds NbS2, Cr1/3NbS2 and V0.3NbS2
is shown in Figure 6.20 (a), (b), and (c), respectively. These spectra were recorded with
utilizing He-II photon source (40.8 eV) at pressure better than 10−11 Torr. For these
measurements samples were cooled to 140 K. We chose this temperature so that all lie above
the magnetic transition temperature, particularly of intercalated systems. From the ARPES
spectra, we observed the bands are shifted downward in case of Cr1/3NbS2 and V0.3NbS2
in compare to the parent compound. That is, a hole pocket at the Fermi level becomes
smaller for the intercalated compounds, further confirming that the intercalation vanadium
donates electron to the parent compound. Noticeably, vanadium intercalant injects lesser
charge to the parent compound than the chromium one. The detailed experiment results for
the V0.3NbS2 will be discussed in the subsequent sections.
6.6 Polarization Dependent of ARPES Experiment
In order to investigate orbital characters of a particular band, we performed the polarization
dependent ARPES experiments. Two photon polarization σ and pi were used. In σ geometry,
the photon polarization lies in perpendicular to the scattering plane, whereas in pi geometry
it lies in the scattering plane. For these measurements, the experiments were set up such
that the scattering plane lies perpendicular to the sample surface and coincides with the
mirror plane of the sample. So, σ polarized light probes in-plane orbitals and pi polarized
light probes out-of-plane orbitals.
The polarization dependent of ARPES experiment allows one to determine the majority
orbital character of each band, which is given by the symmetry of the photoelectron initial
state [108, 24]. In order to have finite photoemission intensity, the whole integrand (in dipole
matrix element) in the triple product of initial state, dipole operator, and the final state has
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Figure 6.21: FS mapping experiments performed at photon energy of 48 eV for pi (a1, a2)
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to be even function under reflection with respect to the mirror plane. When the detector slit
lies in the mirror plane the final state of the photoelectron wavefuntion is of even parity. For
pi and σ polarized light, the dipole operator is of even and odd parity, respectively. Thus, pi
polarized light probes the even parity initial state, while the σ polarized light probes initial
state with the odd parity.
Fermi surface (FS) mapping of V0.3NbS2 is shown in Figure 6.21. Upper two panels are
for the spectra recorded when the detector slit aligned along the ΓK direction, while the
lower two panels for the slit along ΓM direction. The light polarization, σ and pi, are labeled
in image plots. The FS pockets at Γ and K points has nearly hexagonal and triangular
cross-section, respectively as predicted by DFT calculations for parent compound NbS2 [48].
From the FS mapping we claim that the proper Brillouin zone can not be that of (
√
3×√3)
superstructure since Γ and K point have different FS topology. It is known that K point
of the BZ for parent compound is Γ point for the superstructure as these two points are
separated by reciprocal lattice vector 1.26A˚−1 of (
√
3 × √3) superstructure . Thus, it is
expected identical features at Γ and K point, but this is not the case. So, we consider the
BZ of parent compound while analyzing the ARPES data. The intensity of spectral feature
at Γ and K depends on the photon polarization. And, no spectral features are present at
M point as also predicted by the DFT calculations. The intensity of bands crossing Fermi
energy around Γ point is enhanced appreciably when the pi- polarized light was used which
indicates that these bands have even orbital characters. The intensity of these features does
not change when the detector slit is aligned either along ΓK or ΓM direction. This indicates
that these bands are mainly contributed from the out-of-plane orbitals. On the other hand,
when the σ polarized light was used, spectral feature at K point is enhanced indicating
that the bands with odd symmetry are crossing Fermi energy at this point. The symmetry
of bands at K point can not be determined accurately since K point does not contain in
the mirror plane when the slit is aligned along ΓM direction. The FS mapping results we
obtained from experiments are in consistent with that predicted from the DFT calculations
for NbS2 [48]. The DFT predicts dz2 and pz character at the zone center (Γ point) and
dxy/dx2−y2 character around K point. The FS mapping for the parent compound obtained
from ARPES experiment has been presented in Ref [108]. In V0.3NbS2, the size of the
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hole pockets centered around Γ and K points reduce which is in consistent that intercalant
donates electron to the NbS2 layer. The shrinkage of hole pocket has also been observed in
intercalated compound Cr1/3NbS2. Furthermore, the shape and size of FS is significantly
different than that of NbS2 [108], particularly at the zone center, indicating that intercalant
vanadium atoms not only inject electrons but also modify the electronic structure of parent
compound, which is in contrast to the rigid band mechanism.
We sketched the FS for the V0.3NbS2 and compared with that of another intercalated
compound Cr1/3NbS2 and host material NbS2. These sketches are made from the MDCs
at EF shown on the right panel extracted from the Figure 6.20 and 6.25, where the high
symmetry directions and the photon energies are indicated for respective materials. It has
to be emphasized here that NbS2 and Cr1/3NbS2 exhibit 2D kz dispersion, so the size of the
FS does not depend upon the photon energy. On the other hand, the V0.3NbS2 exhibits
3D like kz dispersion (which will be discussed in another section), hence the size of the
FS may depend on the photon energy. We find from the kz dispersion of V0.3NbS2 that
FS has smallest and largest sheets for the photon energy 40 eV and 44 eV, respectively,
particularly around Γ-point. Now, we start from FS sketch of NbS2, the outermost circular
sheet around Γ point is from the α- band which has Fermi wave vector (kF ) of about 0.45
A˚−1 as reported in the Ref [108] which is measured along ΓK direction. From the He-II
light source (40.8 eV), we obtained kF of 0.389 A˚
−1 and 0.445 A˚−1 for the spectra recorded
along ΓK and ΓM, respectively, ratio of these two quantity is equivalent to that of distance
of ΓM to ΓK, thus a hexagonal like Fermi sheet can be sketched and is the ’S’ band as
reported in Ref [108]. FSs for Cr1/3NbS2 is similar to that obtained in Ref [108] except an
extra hexagonal like pocket is observed for the spectra recorded at 40.8 eV (He-II). Detailed
FS description of Cr1/3NbS2 can be found in Reference [108]. In V0.3NbS2, a small circular
sheet is obtained while using σ polarized light of kF 0.1 A˚
−1 measured along ΓM and ΓK
direction. The smaller hexagonal sheet around Γ point is sketched from the MDCs with kF
of 0.195 A˚−1 and 0.24 A˚−1 when measured along ΓK and ΓM direction for He-II photon
source. Similarly, the larger hexagonal hole pocket is also obtained from He-II source. The
larger circle (outermost FS sheet) is observed when they are measured by pi polarized light
of energy 44 eV. As we mentioned earlier that 3D nature of the FS for V0.3NbS2 such that
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(a)
V0.3NbS2
Cr1/3NbS2
NbS2
Figure 6.22: FS sketches of two intercalated compounds V0.3NbS2 and Cr1/3NbS2 compared
with the parent compound NbS2. The sketches are made from MDC at EF shown on right
panel and Ref [108]. It is noted that the size of pockets at Γ and K-point in intercalated
complexes are decreased. (b) MDC at EF extracted from the ARPES spectra 6.20 (a1, b1,
c1) and 6.25 (a1) (b) MDC at EF from the spectra 6.20 (a2, b2, c2) and 6.25 (a2)
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40.8 eV photon energy gives smallest FS sheet while 44 eV gives largest one. Noticeably,
the hexagonal FS sheets’ corner touches the outermost circular sheet. Thus, we believe
that these two are the same FS sheets: the hexagonal shape could be due to reduction in
size along ΓK while it remains same along ΓM direction at photon energy of 40.8 eV. Also,
two hole like pockets are observed around K-point for all three compounds and the size of
pocket for both the intercalated compounds decreases at K compared to parent compound.
Importantly, we found that the FS of V0.3NbS2 is 10% smaller than that of parent compound
which is still larger than Cr1/3NbS2 sample indicating that V donates electron to NbS2 but
it does not donate as much electron as Cr does to NbS2.
Figure 6.23 shows image plots of the valence band spectra covering wide energy range
(up to 6 eV from the Fermi energy). The spectra were recorded using photon energy of
44 eV with pi and σ polarization as labeled in the image plots. Similar spectra recorded at
photon energy 48 eV are shown in Figure 6.24. Both sets of experiments are performed at
temperature 17 K while keeping the energy resolution about 60 meV. The spectral features
are basically the same in both sets of experiments. We will later discuss structures around
Fermi energy in more detail as interesting physical properties such as magnetism, transport
properties, chemical bonding etc. can be explained by inspecting the spectral weight in
proximity to the Fermi energy. Bands in the energy range of 1 to 2 eV are admixture of
mainly Nb-4d, and V-3d, while the bands confined between 3 to 6 eV are mainly contributed
from the S-3p orbitals. It is also to be noted that out-plane orbitals such as dz2 are probed
when pi-polarized light is used, whereas in plane orbitals like dxy/dx2−y2 are detected when
σ-polarized light is used. Moreover, the photon energy of 44 eV corresponds to V 3p-3d
absorption edge. Thus, in this photon energy V-3d bands near Fermi level most likely to be
enhanced.
The ARPES spectra recorded for fine cut corresponding to wide valence band image
plots: Figure 6.23 and 6.24 are shown in Figure 6.25 and 6.28, respectively. An identical
experimental environment as of the wide valence band measurements were employed. Here,
the better energy resolution of about 15 meV was used. The MDC and EDC stacks
corresponding to Figures 6.25 and 6.28 are shown in Figure 6.26 and 6.26, and Figures
6.27 and 6.30, respectively. In case of pi-polarized light of energy 44 eV along Γ-K direction
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Figure 6.23: Band dispersion in the wide range of binding energy measured at photon
energy 44 eV for pi (a1,a2) and σ (b1,b2) polarization along ΓK (a1,b1) and ΓM (a2,b2)
direction.
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Figure 6.24: Band dispersion in the wide range of binding energy measured at photon
energy 48 eV for pi (a1,a2) and σ (b1,b2) polarization along Γ-K (a1,b1) and Γ-M (a2,b2)
directions.
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(see Figure 6.25 (a1)), we observed that two hole like bands cross the Fermi energy having
Fermi vectors of 0.28 and 0.44 A˚−1, which is more clearly discerned from the MDCs stacked
in Figure 6.26 having asymmetric lineshpae. On the other hand, for σ polarized light one
hole like band crosses the Fermi energy very close to Γ point with wave vector of 0.1 A˚−1.
Similarly, at K point two hole bands crosses the Fermi energy in σ polarized light. From the
EDC analysis shown in 6.27 and 6.30 tells us that a non-dispersive band is located 0.7 eV
below the Fermi level. Also, a dispersive band which does not cross the Fermi level confined
0.5 eV below the Fermi energy near K point as indicated in EDC stacked plot. The ARPES
spectra recorded at photon energies 44 and 48 eV are essentially the same except the intensity
of band near K for photon energy 48 eV are enhanced in compare to bands for 44 eV, and
is also evidenced from the MDC at EF as shown in Figure 6.31 (b), which might be due to
the matrix element effect. Thus, when the sample is aligned along ΓK direction three bands
near Γ and two bands near K point cross the Fermi energy. Also a non-dispersive feature
is present at 0.7 eV below the Fermi level and an additional band which does not cross the
Fermi energy but disperses near K point.
The lower panels in Figure 6.25 and 6.28 represent ARPES spectra when the sample is
aligned along ΓM direction. From the MDC analysis, we observed that two hole-like bands
cross the Fermi energy around Γ point having kF = 0.43 and 0.23 A˚
−1, for pi polarized light.
When the light polarization is switched to σ type a band which disperses towards the Γ
point crosses the Fermi level very close to Γ point with kF = 0.1 A˚
−1. Additionally, a non-
dispersive band lies below the Fermi level centered about 0.7 eV has been observed in both
polarized light but it is more pronounced for σ-polarized light, particularly at 48 eV photon
energy (see Figure 6.25 (b2)). In fact, the intensity of bands for 48 eV is higher than that
of 44 eV which is due to the matrix element effect. We do not observe any band crossing
the Fermi energy near M point, in consistent with the DFT calculations, which can be seen
from EDC stack, as the intensity of spectral weight dramatically drops around M point in
compare to Γ point.
As we discussed earlier that σ-polarized light mainly probes in-plane orbital where as
pi-polarized light probes out-of-plane orbital inside the sample. The band which crosses the
Fermi level very close to Γ point (kF=0.1 A˚
−1), visible in both ΓK and ΓM, can not be
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Figure 6.25: Band dispersion measured with photon energy 44 eV along high symmetry
directions Γ-K (a1 ,b1) and Γ-M (a2, b2) for pi (a1, a2) and σ (b1, b2) polarized light.
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Figure 6.26: Stacked MDCs corresponding to the image plot 6.25.
103
KΓ
M
Γ
Figure 6.27: Stacked EDCs corresponding to the image plot 6.25. The Fermi level is
represented vertical dotted lines at 0 eV.
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Figure 6.28: Band dispersion measured with photon energy 48 eV along high symmetry
directions Γ-K (a1, b1) and Γ-M (a2, b2) for pi(a1, a2) and σ (b1, b2) polarization light.
105
1.5 eV
EF
1.5 eV
Figure 6.29: Stacked MDCs corresponding to the image plot 6.28.
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Figure 6.30: Stacked EDCs corresponding to the image plot 6.28. The Fermi level is
represented by a dotted lines at 0 eV.
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originated from the chalcogen pz orbitals, in contrast to the DFT calculations for the parent
compound, because these bands are observed only when the σ-polarized light is used and are
absent when the pi-polarized light is used. The possible origin of this band can be explained
as following. It is known that K point of the BZ for parent compound is the BZ center (Γ
point) for the (
√
3×√3) superstructure, and these two points are separated by the reciprocal
lattice vector of 1.26 A˚−1 of superstructure. Thus, this band could be originated from the
band at K points folds back to Γ point. This is further supported by the fact in-plane
orbitals are present in both Γ and K points as σ polarized light was used. The possibility of
backfolded band at Γ point has also been discussed in another intercalated system Cr1/3NbS2
[108].
We do not observe the bonding band in the present compound which is present about
0.2 eV below the Fermi energy in Cr1/3NbS2. Rather, we see broad non-dispersive features
centered around 0.7 eV. These non-dispersive features are more pronounced for σ- polarized
light; so these are in-plane orbitals most likely originated from V-dxy/dx2−y2 . The photon
energies we used are close to V 3p-3d absorption edge, the enhancement of the band close
to Fermi energy indicates that a possible hybridization between Nb-4d and V-3d orbitals.
Unlike, the δ band which is originated due to Cr-intercalant and split into δ1 and δ2 present
near K point in Cr1/3NbS2 [108] is absent in V0.3NbS2 sample (see Figure 6.31 (b)). For the
comparison of spectral features in the vicinity of Fermi energy, MDCs at Fermi energy for
different photon energy and polarization are summarized in Figure 6.31.
From the polarization dependent ARPES experiments we conclude that three band
crosses the Fermi level near Γ point when the sample is aligned either ΓK or ΓM direction.
Two of them have orbital symmetry of dz2 while one has symmetry of dxy/dx2−y2 . The
additional bands, in compare to NbS2 band dispersion, crossing the Fermi level might not be
originated from the vanadium-states as the ResPES experiments shows that the vanadium-
states lie few meV below the Fermi level. The origin of these additional bands are not clear
yet. On the other hand, in case of Cr1/3NbS2, the additional bands β1,2 crossing the Fermi
level are originated from the Cr-d states. This is one of the discrepancies between these two
intercalated systems. Two bands cross the Fermi level around K point with orbital symmetry
of dxy/dx2−y2 . And, no band crossing the Fermi level is observed at M point as predicted by
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Figure 6.31: MDCs at Fermi level extracted from image plots 6.25 and 6.15.
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the DFT calculations. Moreover, a non-dispersive band passes 0.7 eV below the Fermi level
at Γ point. Also, an additional dispersive band around K point is observed which is confined
at 0.5 eV below the Fermi level.
6.7 Resonant ARPES
Figure 6.32 shows the ARPES spectra of V0.3NbS2 measured utilizing the photon energies in
between 506 to 515 eV, across V 2p→3d absorption threshold. These experiments are carried
at BACH of Elettra synchrotron facility, Italy. Here, the light is impinging on the sample at
normal emission geometrical setup. The experiments were performed at room temperature
at pressure better than 10−10 Torr. The energy resolution was set to about 180 meV. All the
spectra were normalized by bottom 50 meV of energy width. The upper spectra are recorded
when LH-polarized light was used while the lower are recorded for LV-polarized light. In
both cases two sets of bands, one near the Fermi energy and another in between 2 and 7 eV,
are separated by a gap. And, bands are broader which is ascribed to the worsening of energy
and momentum resolution at such a high photon energy.
When the LH-polarized light was used the dispersive bands are observed in all the photon
energies used and bands few meV below the Fermi level are enhanced when the light energy
matches with the V-L3 absorption edge. On the other hand when LV-polarized light was used
the bands are still dispersive for off-resonance regime, but when the light energy is tuned to
V-L3 absorption edge, bands near the Fermi level are enhanced but becomes non-dispersive.
As mentioned earlier that LH-polarized light is sensitive to out-of-plane orbitals while LV-
polarized light is sensitive to in-plane orbitals characters. The non-dispersive features could
be due to the vanadium in-plane orbitals do not have enough interaction with another
vanadium in-plane orbitals as they are separated by relatively large distance and atomic like
non-dispersive features are observed. Another possibility of non-dispersive features could be
due to the disordered vanadium atoms present at the surface of the sample, as mentioned
earlier in the LEED and STM measurements. On the other hand the dispersive bands, while
utilizing the LH-polarized light, observed indicates that there is a enough interaction between
vanadium and niobium atoms along out-of-plane directions as niobium and vanadium atoms
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Figure 6.32: Resonant ARPES across VL3 absorption edge with LH (a–e) and LV (f–j)
polarized light. The data were recorded in resonant and off-resonant region with photon
energies 506 eV (a,f), 509.6 eV (b,g), 511 eV (c,h), 512 eV (d,i), 515 eV (e,j).
111
are more closer than the in-plane vanadium atoms. Thus the hybridization between the V-3d
and Nb-4d out-of-plane orbitals can occur and dispersive features are observed.
6.8 Photon Dependent ARPES
The photon energy dependence ARPES experiments were performed at ALS, Berkeley. These
experiments are recorded at temperature 17 K with pressure better than 10−11 Torr. For
these experiments we utilized the photon energy in the range between 40 to 65 eV to reach
various kz values in the BZ. Furthermore, we used two photon polarization σ and pi, to obtain
the orbital character in 3D FS, while the sample is aligned along high symmetry direction
ΓM.
The ARPES spectra for selected photon energies with σ and pi polarized light are shown
in Figure 6.33 and 6.34, respectively. As the photon energy is increased the spectral weight
at Fermi energy decreases and shifts towards high energy region in both the polarization of
light. Further, the spectral weight shifts away from the center of the zone (Γ) towards M
point. However, these features start to shift back to Fermi energy or Γ point at higher
photon energies (after 61 eV). The enhanced spectral weight near the Fermi energy in
lower photon energies could be attributed that these energies are close to V3p-3d absorption
edge, resonating the V-3d bands. Importantly, non-dispersive like feature is enhanced for σ
polarized light particularly for photon energies in between 49 to 61 eV. In case of pi polarized
light, an additional feature centered around Γ point is appeared for high photon energies,
the origin of this feature is not clear yet.
The photon energy dependence of the FSs along kz direction for σ and pi polarized light
are shown in Figure 6.35(a) and (b). The MDCs at Fermi energy extracted for each photon
energies for pi and σ polarized light are shown in Figure 6.35. These spectra were obtained
by conversion of photon energy vs emission angle into kz vs kx. Different photon energies
corresponds to different points along the c-direction in the BZ. In order to obtain the kz
dispersion, one has to determine the inner potential which is the energy from the vacuum
level to the bottom of the valence band, using the periodic features along c direction. From
the photon energy vs. emission angle spectra we chose two photon energies 44 and 52 eV
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Figure 6.33: Band dispersion measured along ΓM direction at different photon energies.
The σ polarized light is used for this measurement.
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Figure 6.34: Band dispersion measured along ΓM direction at different photon energies.
The pi polarized light is used for this measurement.
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Figure 6.35: Band dispersion with variation of photon energy. (a) kz dispersion for pi-
polarized light, (b) for σ- polarized light. The MDCs at EF extracted at each photon energy
(a1) for pi- and (b1) for polarized light. The sample is aligned along the high symmetry
direction ΓM.
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corresponding to biggest and smallest FS as such they are representative of center (Γ point)
or top (A point) in the BZ. The bold black and red curves correspond to the largest and
smallest hole pockets crossing the Fermi energy. Here we chose half of the BZ. From these two
photon energies we determined the inner potential to be 19.16 eV by solving two equations
2.15 for each photon energy setting the condition of normal emission (θ = 0). With this
inner potential, the position of high symmetry points Γ and A were determined as indicated
by dotted lines in the image plots as shown in the Figure 6.35(a) and (b).
Noticeably, we observed an appearance of spectral weight around M point at higher
photon energies which is due to the matrix element effect. These features are absent at low
photon energies as suggested by the DFT calculations for V0.3NbS2 (also for NbS2) that no
bands are crossing the Fermi energy around M point. From the analysis of the image plots or
the MDCs at EF , we conclude that band dispersion appreciably depends on the polarization
of light which could explain the strength and bond orientation between intercalant species
and NbS2 layers. Furthermore, the FS around the Γ point are wavy or 3D like in both
polarizations of light. Thus, we are confirmed that this compound exhibits 3D Fermi surface,
unlike the parent compound NbS2 and another intercalated system Cr1/3NbS2 [108]. This
is another discrepancy with Cr1/3NbS2 smaple. Furthrmore, 3D nature of Fermi surface
in V0.3NbS2 sample suggests relatively stronger interlayer interaction compared to that for
NbS2 and Cr1/3NbS2. These experimental results are consistent with the DFT calculations
for V0.3NbS2 which predicts 3D nature of electronic structure as presented earlier. Moreover,
the dispersion of bands along kz direction further suggests that our ARPES data represents
the bulk electronic structure as the surface states do not disperse with the photon energy.
6.9 Temperature Dependent ARPES
The ARPES spectra recorded at various temperatures are presented in Figure 6.36. The
experiments were performed in situ in the pressure better than 10−11 Torr. And, the sample
was aligned along the high symmetry directions Γ-K. The pi-polarized light of photon energy
48 eV was used for these experiments. An important information such as magnetism can be
acquired from the temperature dependent ARPES measurements. We recorded the spectra
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Figure 6.36: Temperature dependent band dispersion along ΓK direction measured for pi
polarized light of energy 48 eV.
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Figure 6.37: (a) MDCs at EF corresponding to the spectra in Figure 6.36 recorded at
various temperature. (b) EDCs extracted at Γ point for all temperatures from Figure 6.36.
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at temperatures well above and below the magnetic transition temperature. From the image
plots shown in Figure 6.36 it is hard to differentiate the spectral features for different
temperatures. Thus, we have extracted the MDCs at Fermi level for each temperature
associated to the spectrum shown in Figure 6.36. Also, we extracted EDCs at the normal
emission that is at zone center (Γ point) for each spectrum. The MDCs at Fermi level
for the spectra measured at 16 K and 85 K were compared and it is found that spectral
features become broader at lower temperature (16 K) than at higher temperature (85 K).
Similar behavior has also been observed in EDCs corresponding to these two spectra. This is
in contrast to the general expectation of suppression of phonon-induced excitation at lower
temperature causing the spectral features to be sharper. Furthermore, the Fermi wave vectors
for the bands near Γ and K point do not change appreciably with the temperature. Which
indicates that the carrier concentration does not vary with the temperate, in consistent
with the Hall effect measurements where the carrier concentration is almost equal in this
temperature range (16–85 K).
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Chapter 7
Crystal Synthesis, Magnetic and
Transport Properties of Cr1/3TaS2
7.1 Crystal Growth and Structure
Single crystal of Cr1/3TaS2 was synthesized by the chemical vapor transport technique.
A stoichiometric ratio of high purity starting materials Cr (99.99%), Ta (99.98%), and S
(99.9995%) was grounded finely inside a glove box in He-atmosphere and a pellet is made
out of the powder using the cold press method. Then the pellet is sealed in a quartz tube
under vacuum and heated slowly in a furnace to reach at 500◦C, after 10 hours temperature
is further increased to 1000◦C and remains at his temperature for one week and the furnace
is subsequently cooled slowly to room temperature. Next, the finely ground polycrystalline
powder of 3 grams obtained by above process along with 0.5 grams of iodine was loaded
in another quartz tube and sealed under vacuum. The tube is kept horizontally in a tube
furnace while maintaining temperature gradient of 100◦C between two ends of the tube such
that one end at 950◦C and another at 850◦C. After heating about one week most of the
powder sample is transported to the cold side of the tube due to the chemical reaction and
many single crystals of Cr1/3TaS2 were obtained. Here, iodine acts as a transport agent.
Further, we investigated the XRD pattern and electron dispersive x-ray spectroscopy (EDS)
of the polycryatalline powder and single crystal and noticed that resultant compound is
slightly off-stoichiometric and found to be at Cr0.36TaS2 composition. It has been known
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Figure 7.1: Crystal structure of Cr1/3TaS2 stacking along c-axis as indicated by an arrow
line. Solid black lines indicate unit cell. Ta is denoted by green balls, Cr by blue, and S by
yellow.
that intercalated compound MxTX2 does not yield exact concentration x=1/3 or 1/4, but
within a differ of 10% is an acceptable limit such that the crystal structure is not appreciably
modified [94]. Moreover, our LEED experiment (which will be discussed later) also confirmed
that accurate concentration is 1/3, where intercalated Cr-atoms result (
√
3 × √3) (R30◦)
superstructure. In the following paragraph we discuss the crystal structure of Cr1/3TaS2.
The crystal structure of Cr1/3TaS2 is shown in Figure 7.1. It crystallizes in a hexagonal
lattice belonging to a non-centrosymmetric space group P6322, where Cr atoms sit in a
octahedral hole in between the van der Waals gap formed by trigonal prismatic layers of
2H− TaS2. An unit cell of Cr1/3TaS2 contains twenty atoms: two chromium atoms occupying
2c sites, six tantalum atoms at two inequivalent positions 4f and 2a, and 12 sulfur atoms
at 12i. The intercalated Cr atoms strengthens the bonding between the TaS2 layers and
can change the energy hierarchy of Ta 5d manifold orbitals which are split by the trigonal
prismatic crystal field.
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Figure 7.2: (a) M/H as a function of temperature measured at magnetic field of 1000
Oe. The H/M curve follows Curie Weiss law in the temperature range 90–200 K. (b)
Magnetization as a function of magnetic field at 2 K.
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7.2 M/H vs. T and M vs. H
Magnetic susceptibility (M/H) as a function of temperature is shown in Figure 7.2(a). The
magnetic field of 1 kOe is applied parallel to the ab plane. The susceptibility increases
with decreasing temperature and jumps around 100 K and starts to saturate at lower
temperatures, signature of long-range ferromagnetic orderings. The magnetic transition
temperature is smaller than that reported previously [94]. This discrepancy (besides an off-
stoichiometric sample) could possibly be due to the Cr atoms randomly occupy at octahedral
sites between 2H-TaS2 layers as also reported in Ref [2]. The inverse susceptibility is shown
in Figure 7.2(a) (curve in blue color). It is a non-linear function of temperature, however the
Curie-Weiss law can be fitted at higher temperatures in the range of 250 to 300 K giving rise
the Curie constant (C) of 0.47 emu mol−1Oe−1K−1. From the Curie constant, we calculated
effective paramagnetic moment to be 3.39 µB per Cr atom, which is smaller than the spin
only moment of 3.87 µB per Cr for Cr
3+ oxidation state.
The magnetization curve as a function of magnetic field recorded at 2 K is shown in Figure
7.2(b). Rapid saturation of magnetization with applied field is observed. We have determined
the spontaneous magnetic moment of 1.93 µB at 2 K corresponding to the spontaneous
magnetization which is obtained by extrapolating magnetization versus field above saturation
to zero field. This moment is close to that extracted from the Figure 2(a) in Ref. [131],
which was recorded at 10 K. Further, a relatively wide hysteresis loop has been observed
with coercivity of 2.4 kOe and remanent magnetization which is about 73 % of spontaneous
magnetization.
7.3 Electrical Resistivity and Magnetoresistance
The electrical resistivity as a function of temperature for Cr1/3TaS2 is shown in Figure 7.3(a).
The resistivity increases with temperature in the entire temperature range, a clear indication
of metallic behavior. The room temperature resistivity amounts 3.012× 10−3 Ωcm,
smaller than the typical metals such as copper which has room temperature resistivity of
1.68× 10−6 Ωcm, which suggests low carrier density in this materials. At low temperatures,
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Figure 7.3: (a) Electrical resistivity of Cr1/3TaS2 as a function of temperature, the
inset shows that resistivity correctly fits with T 1.8 power law behavior in the temperatures
2 K<T<80 K. (b) Magnetoresistance as a function of at various temperatures.
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the resistivity shows the non-trivial power law behavior ∝ T 1.8 which is a marked contrast
to the resistivity behavior of metallic system. Usually, the resistivity of metal follows the
famous Bloch’s theorem: ρ = ρ0 + BT
5, where the residual resistivity ρ0 is temperature
independent and related to the electron scattering from impurities and crystal imperfection
and the constant B corresponds to electron-phonon interactions. Also, the low temperatures
resistivity is deviated from the conventional T2 dependent Fermi liquid behavior. The origin
of unusual T1.8–temperature dependent resistivity of present sample is not clear. This is in
contrast to the T2–dependence of resistivity in Cr1/3TaS2 reported by S. Parkin et al.[95].
Moreover, the marked reduction of in resistivity as it passes through the the magnetic
transition temperature is due to the reduced spin scattering in the order ferromagnetic phase.
Above the magnetic transition temperature, the resistivity shows the sub-linear behavior (or
the resistivity saturation), opposite to the usual electron-phonon interaction which depends
linearly with temperature at high temperatures. This deviation from the electron-phonon
scattering might be due to the Fermi level changing with temperature in a region of small
density of states. Another possibility of this saturation in resistivity might be due to
compositional disorder in the sample and disorder due to the thermally excited phonons
[43]. Similar results were found in several of 3d or 4d transition metal compounds [43].
Furthermore, the value of ρ0, the prefactor of T
1.8, and RRR obtained as (ρ(300 K)/ρ(2 K))
are 2.0 mΩcm, 0.32× 10−7 µΩcm/K1.8, and 1.86, respectively. Such a relatively high value of
ρ0 and a low RRR suggests some sort of disorder present in the system possibly stemmed from
the chromium intercalant. The resistivity behavior of Cr1/3TaS2 is markedly different than
isostructural compound Cr1/3NbS2 [38], where the resistivity abruptly increases at magnetic
transition temperature and decreases slightly at higher temperatures.
The magnetic field dependent magnetoresistance (MR), 100 × [ρ(H) − ρ(0)/(ρ(0)], at
various temperatures is shown in Figure 7.3. Here, the resistivity is recorded along ab plane
while the magnetic field is applied perpendicular to the ab plane. The rapid decrease in the
MR with the field and negative MR in all the temperatures are observed. The reduction in
the resistivity can be attributed to the decrease in spin disorder scattering as the magnetic
field aligns the moments along its direction. The maximum MR value of about 7.30% is
observed at 2 K at maximum applied field of 60 kOe which is larger than that of Cr1/3NbS2
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sample [38] . The magnitude of MR obtained here are in the similar range as obtained by
Y. Yamashaki et. al [131]. Remarkably, the MR vs. field increases with temperature and
reaches maximum in the vicinity of magnetic transition temperature and starts to decrease
as it crosses this temperature.
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Chapter 8
Electronic Structure of Cr1/3TaS2
8.1 Surface Characterization
Before the discussion of photoemission experiment, we first present the surface characteriza-
tion of Cr1/3TaS2 sample and the first principles calculations for electronic structure.
The low energy electron diffraction (LEED) pattern for Cr1/3TaS2 is shown in Figure 8.1.
The LEED experiment was performed at temperature 77 K using Omicron SpectaLEED
equipped with a W/Th filament and a viewing angle of 102◦. The fresh surface was obtained
by cleaving the sample in situ in ultrahigh vacuum of base pressure better than 10−11 Torr.
The electron beam of energy 201 eV is impinges on the sample surface. The sharp diffraction
spots are obtained which are not significantly modified with exposure to vacuum for 24
hours, suggesting that the sample is relatively stable. In the LEED image, the bright spots
are originated from the parent TaS2 compound which have (1 × 1) periodicity, whereas
the faint spots are originated from the intercalant Cr atoms which has periodic (
√
3 ×
√
3)R(30◦) superstructure. The observation of the superstructure periodicity confirms that
this compound has Cr-concentration of 1/3 as explained by S. Parkin [94]. In k-space,
the reciprocal vector for the (
√
3 × √3)R(30◦) superstructure corresponding to Cr-atoms
is smaller than that of (1 × 1) of host compound. In Figure 8.1, dotted and solid lines
indicate unit cell for (
√
3 × √3)R(30◦) and (1 × 1) periodicity, respectively. As the beam
energy decreases, particularly below 100 eV, only the (1×1) spot contributed from the TaS2
terminated surface is detected as the low beam energy probes only to the sample surface,
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Figure 8.1: LEED image recorded with electron beam energy of 201 eV. The unit cell for
the 1× 1 and (√3×√3) R(30◦) are indicated by solid and dotted lines.
(c)
(b)
(a)
500 nm
Figure 8.2: STM experiments for wide range (a) and the atomic level (b,c). The different
color scheme indicates the regions corresponding to rough or smooth surface.
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in contrast to high beam energy which increases the probing depth and the signal from few
atomic distance beneath the surface is also detected. Thus, we assume that (
√
3×√3)R(30◦)
superstructure is located well below the sample surface.
Surface of the sample is further investigated by the scanning tunnelling microscopy (STM)
experiment. The STM experiments were performed at room temperature and the sample is
cleaved in situ in UHV system of base pressure better than 10−10 Torr. The STM image
measured in wide scale is shown in Figure 8.2. Different color scheme in the STM image
represents different surface terminations such as smooth (order) TaS2 termination or rough
(disorder) Cr-terminated surfaces, similar features have also been observed in V0.3NbS2 as
explained in Chapter 3. An atomically resolved STM images are shown in Figures 8.2(b)
and (c), which has different scales. Noticeably, the atomically disordered surface does not
show any periodicity in the STM image, while the ordered surface does. Furthermore, a
clear hexagonal structure with an evidence of superstructure is observed which is consistent
with the similar features obtained in the LEED experiments as discussed earlier.
8.2 DFT Calculations
First principles calculations of electronic structure for Cr1/3TaS2 is obtained by using
WIEN2k package [12] which is based on the density functional theory developed by Kohn and
Sham [66]. The exchange correlation potential predicted by Perdew, Burke, and Ernzerhof
[96] was chosen, and no relaxation of structure was performed. The basis set determined by
the plane wave cut-off was specified by the value RMTminKmax = 7.0 which provides good
convergence, where RMTmin and Kmax denote smallest muffin tin radius in a unit cell and
largest plane wavevector, respectively. The energy separation between the core and valence
states are set to be -6.0 Ry. And, the number of k-points in a Brillouin zone was taken 200.
The experimental structural parameters obtained by F. Hulliger et al. for Cr1/3TaS2 [58]
have been utilized. The muffin tin radii for Cr, Ta, and S are 2.41a0, 2.5a0, and 2.08a0 used,
respectively, where a0 is Bohr’s radius.
In our calculations, we have also included spin-orbit coupling since spin-orbit interaction
is significantly large for heavier atoms like Ta. Moreover, we have performed electronic
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Figure 8.3: The band structure for Cr1/3TaS2 obtained from the first principles calculations
for (a) non-magnetic and (b) magnetic states.
structure calculations for both non-magnetic and magnetic (ferromagnetic) cases. And, we
found that the magnetic ground state is energetically favorable over the non-magnetic state
by energy of 1.28 eV per unit cell that is 0.74 eV per Cr atom. Which supports that the
long-range ferromagnetic orderings exhibited in Cr1/3TaS2 as observed experimentally. Also,
the calculated magnetic moment per unit cell is about 6.01 µB or 3.0 µB per Cr atom which
is smaller than the spin only moment 3.87 µB as well as effective magnetic moment 5.03
µB obtained from the magnetic susceptibility. This smaller value of magnetic moment in
compare to that of experimental value or spin only moment is attributed to the fact that
DFT calculations is mean field by nature which underestimate the spin fluctuations and
generally suppresses long range magnetic ordering [80].
The band structure of Cr1/3TaS2 for non-magnetic state along certain symmetry lines of
Brillouin zone is shown in Figure 8.3(a). EF represents the position of Fermi level. Noticeably,
each bands are split into two due to the effect of spin-orbit interaction. Many bands are
crossing the Fermi level confirming the metallic system. And, a strong kz-dispersion (see
band dispersion along Γ–A direction in Figure 8.3(a) and (b)) is observed which is in contrast
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Figure 8.4: The density of states for (a) magnetic and (b) non-magnetic cases. The Fermi
level is located at 0 eV.
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Table 8.1: The DOS at Fermi level and Sommerfeld’s coefficients for Cr1/3TaS2 obtained
from the first principles calculation. The magnetic and non-magnetic calculations are
performed.
NM FM (up) FM (down)
DOS at EF 16.94 3.44 0.20
(States/eV)
Sommerfeld’s coefficient (γ) 39.90 8.12 0.47
(mJ/(mol cell K2))
to the 2D-nature of band dispersion expected for the layered materials having weaker van
der Waals bonding between the adjacent layers. There are ten Cr-d bands, five bands from
each two Cr atoms in a unit cell of Cr1/3TaS2, spreading in between –0.2 eV to 1.8 eV. In
Figure 8.3(a), we can see that three Cr-3d bands crosses midway between K and Γ points
and confined in the valence band and seven more Cr-3d bands are located above Fermi level.
And, the Ta-5d dominant bands are located in between 2 eV and 4 eV in conduction band
as well as in between –0.5 to –1.5 eV in valence band. Moreover chalcogenide 3s bands are
confined in between –13 eV and –14 eV (not shown in Figure). It has also to be noted
that 4f-orbitals from the Ta atoms are relatively localized in atomic site and they do not
contribute in Fermi surface. The band structure for the magnetic case is shown in Figure
8.3(b). In this case fewer bands are crossing the Fermi level and substantial loss in the
spectral weight around Fermi level is observed in comparison to the non-magnetic case.
The density of states (DOS) calculated for non-magnetic and magnetic states are shown
in Figure 8.4(a) and (b), respectively. Here, 0 eV represents the Fermi level. States near
Fermi level are mainly dominated by Cr-3d atoms, Ta-5d are confined between –0.5 eV and
–2 eV, and S-3p are located just below Ta-5d states. DOS at EF and Sommerfeld’s coefficient
γ obtained from the calculations are listed in Table 8.1. We performed DOS calculations for
both spin up and spin down channels and we noticed that the DOS at EF are substantially
reduces for both cases in compare to that of non-magnetic case. Moreover DOS at EF for spin
down shows a gap at EF while a finite spectral weight is observed for the spin up channel,
a characteristics of half metal, such a case has also been reported in another intercalated
Cr1/3NbS2 compound.
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Figure 8.5: The wide range of photoemission spectra recorded with photon energy 937 eV,
the number of peaks corresponding to different orbital states are identified.
8.3 Core Level Photoemission
The core level photoemission experiments were performed at BACH, Elettra in Italy. The
sample is cleaved in a pressure better than 10−9 Torr and the experiments were performed
in the analysis chamber which is in the pressure better than 4 × 10−10. The measurements
were carried at room temperature setting the energy resolution better than 0.3 eV.
First, we recorded wide scan spectrum (Figure 8.5) of Cr1/3TaS2 to check the quality
of the sample. The wide scan covers number of core levels of Cr, Ta, and S including
valence bands. The measurement was done utilizing the photon energy of 937 eV. Oxygen
and carbon contamination were absent in the wide scan measurement. Further, the core
levels show sharp peaks indicating the sample of good quality. Moreover, the wide scan is
checked regularly, in other core level measurements too, to make sure that no contamination
is appeared over the time of measurement.
The Figure 8.6(a) is representative of S-2p core level for Cr1/3TaS2. We used two sets
of experimental geometry: normal emission (NE) and grazing emission (GE). And, photon
source of energy 937 eV was used. As we previously mentioned in Chapter 6 that normal
emission is more sensitive to the bulk while the grazing emission is more sensitive to the
surface structure of the sample. The intensity for the core level in GE geometry reduces
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Figure 8.6: (a) S-2p and (b) Cr-2p photoemission peaks. Both spectra are recorded with
photon energy of 937 eV with normal emission (NE) and grazing emission (GE) geometrical
set up as indicated in the figures.
since the sampling depth is substantially decreased in this geometry. We observed S-2p core
level consists of mainly three components. In fact, one pair of spin orbit doublets S-2p3/2
and 2p1/2 are present, one corresponds to surface (lower BE peaks) and another to the bulk
(higher BE peaks) of the sample. Similar surface features are also observed in V0.3NbS2
as reported in Chapter 6 and Cr1/3NbS2 [108]. The peak at the lower binding energy (in
Figure 8.6(a)) is enhanced considerably when the GE geometry is employed, confirming the
surface structure. The surface and bulk components arises due to the sulfur atoms at the
surface and bulk have different chemical environments which causes the chemical shift to the
spectrum.
The Cr-2p core level spectra using the same photon energy as used in S-2p core level
experiments is shown in Figure 8.6(b). The experiments were performed in both NE and GE
geometrical setups. Cr-2p spin orbit doublets 2p3/2 and 2p1/2 which are separated by 9.7 eV
are observed in both the experimental setups. An additional feature, peak 3, is also observed
which is about 24 eV from the main peak 2p3/2, and is a loss feature. Such loss feature is
also observed at the same energy distance (24 eV) in other core level spectra we measured
in this compound. This feature is assigned to a plasmon loss and is reported in V0.3NbS2
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Figure 8.7: Ta-4f photoemission peak using photon energies of 937 eV and 386 eV with
pass energies 100 eV and 20 eV, respectively.
in Chapter 6 and in other intercalated systems Cr1/3NbS2 and FexNbS2. We do not observe
clear surface component in Cr-2p core level even in GE setup. Though, it is expected to have
a Cr-2p surface components visible since disordered Cr atoms are present at the surface of
the sample, so the Cr atoms at surface have different chemical environment than that in the
bulk of the sample. But, we observe satellite features at higher binding energy associated
to the main peaks 1 and 2. These satellite features arise due to the interaction of valence
electrons with the core hole potential created upon the photo-excitation.
The Ta-4f core level spectrum of Cr1/3TaS2 recorded at room temperature is shown in
Figure 8.7. We used two photon energies 937 and 386 eV with pass energies of 100 and 20 eV,
respectively. And, the spectra were measured for the normal emission geometry. The spin-
orbit doublet 4f7/2 and 4f5/2 are separated by energy of 1.9 eV. Each peak has shoulder like
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structure in the higher binding energy side. The shoulder features are resolved when photon
source of energy 386 eV is used, due to the better energy resolution as the pass energy was
reduced at lower photon energy. The shoulder feature is originated from the many electron
excitation as the electrons near the Fermi energy tend to screen the core-hole formation, as
expected in metallic system. Such satellite features due to the many electron excitation are
also reported in the parent compound 2H-TaS2 and other intercalated 2H-TaS2 system [104].
The Ta-4d spectrum recorded at room temperature utilizing photon energy of 937 eV
is displayed in Figure 8.8(a). The spectrum exhibits a doublet 4d5/2 and 4d3/2 due to the
spin orbit splitting and are separated by about 12 eV. Also, an additional features (marked
by arrows) are present at higher binding energy side of the main peaks, each feature are
at about 24 eV from corresponding main peak. These features are originated due to the
plasmon loss excitations. The asymmetric line shape are observed in doublet peaks, which
means satellite features are present associated to each main peak. The origin of the main
and satellite features are described in more detail for Nb-3d core level in V0.3NbS2 compound
in Chapter 6.
The Cr-3s core level of Cr1/3TaS2 measured at 937 eV is shown in Figure 8.8 (b).
The spectrum displays two peaks due to the multiplet splitting of the binding energy
which is a common effect in the transition metal compounds [44, 103, 118]. The multiplet
splitting occurs in a transition metal atom having unpaired d-electrons in the outer shell,
such that unfilled outer shell electrons interact with the 3s core electron left behind upon
the photoelectron emission. If the total spin of the unpaired outer d-electrons has same
spin orientation with that of 3s-core electron, energy of photoelectron decreases and a
photoemission peak appears in the lower binding energy side of the spectrum, the opposite
happens when they have different spin orientations that is another peak appears in higher
binding side. The energy separation between two peaks is proportional to 3s-3d exchange
integral K3s−3d [120]. We also observed a broad feature around 95 eV indicated by an arrow,
which arises due to the plasmon loss excitation as observed in Cr-2p and Ta-4d core level
spectra too.
The valence band spectra for Cr1/3TaS2 measured with photon energies 567 and 937 eV
are shown in Figure 8.8(c). The sharp peak near the Fermi energy is mainly contributed by
136
3s
Figure 8.8: Core level and valence band spectra of Cr1/3TaS2. (a) Ta-4d, (b) Cr-3s core
level photoemission peaks. (c) Valence band photoemission measured at photon energies 567
eV and 937 eV for σ polarized light. (d) Comparison of valence bands for σ and pi polarized
light of energy of 567 eV.
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Ta-4d and Cr-3d orbitals, whereas broad feature (peak 2) centered around 5 eV is mainly
comprised from the S-3p orbitals, and the peak centered around 15 eV is originated from the
S-3s orbitals. As Ta-4f are localized well below the Fermi level at about 22 eV, so Ta-4f does
not contribute to the spectral weight near the Fermi energy. The variation in peak intensity
is observed at two different photon energies which is due to varying photo-absorption cross
section at two energies.
The polarization dependent measurement to identify the orbital characters near the Fermi
level of Cr1/3TaS2 are shown in Figure 8.8(d). Here, we used the LV and LH polarization
of light; as mentioned before, in LV-polarized light the polarization lies completely in the
plane, while for LH-polarized light has parallel and perpendicular component to the sample
plane. Thus, specific orbital character can be excited using different polarization of light. We
found that shape and intensity of peaks near the Fermi level and S-3s are almost equivalent
for both polarization. While line shape and intensity for the middle peak, which is mainly
consisted of S-3p orbitals, changes noticeably with change in photon polarization. This peak
becomes more sharper and intensity is also increased, for LV-polarized light. Which is due
to the intensity of in-plane orbitals such as px, py are enhanced for LV polarized which is
suppressed for LH-polarized light. Moreover, the sulfur s-state is spherically symmetric, thus
no change in the line shape and the intensity has been observed with change in the light
polarization.
8.4 XAS and Resonant Photoemission Spectroscopy
Figure 8.9 shows XAS spectra while the photon source is tuned to Cr-L23 absorption edge.
These spectra were recorded in BACH beamline of ELETTRA synchrotrone light source
in Italy, employing the total electron yield technique. We utilized two polarization of light
called LV and LH for these measurements. The peaks in XAS spectra represent transition
from Cr-2p1/2 and Cr-2p3/2 multiplet states to lowest unoccupied state in the conduction
band. Thus, the XAS also represents the unoccupied states in the valence band spectrum.
We found that there is no difference between the spectra obtained by utilizing the LV- and
LH-polarized light. Moreover, satellite features are observed in the lower energy side of each
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Figure 8.9: X-ray absorption spectra corresponding to Cr-L23 absorption edge. The LH
and the LV polarized lights are used.
peak which could be originated from the disordered Cr atoms present on the surface of the
sample, they may have a lower valence state compared to bulk Cr atoms.
Now, we present the result of resonant photoemission spectroscopy (ResPES) experiments
performed on Cr1/3TaS2 sample at room temperature. These experiments were also
performed in BACH beamline. In resonant photoemission experiment, photon energy is
tuned across the absorption edge of deeper core level of a specific atom so that the core level
electron is excited to unoccupied energy level in the conduction band. With this technique,
a portion of valence band corresponding to the resonating energy levels is enhanced and
hence can be extracted from the total VB structure. The ResPES is an element sensitive
technique as such spectral weight in the valence band associated with the particular atom
participating in resonating process can be identified. This is an advantage of ResPES over
conventional photoemission spectroscopy where it is extremely difficult to resolve spectral
features of specific atom in valence band.
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Figure 8.10: ResPES and XAS spectra measured across CrL3 absorption edge when LH-
polarized light is used. (a) Cr-L3 XAS measured in total electron yield mode. (b) ResPES
image plot. (c) ResPES image plot with off-resonant signal subtracted.
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Figure 8.11: (a,c) The line profiles extracted from image plot 8.10(b,c) at photon energies
marked by numbers in 8.10(a). (b,d) The line profiles in proximity to EF obtained from
(a,c).
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Figure 8.10(b) shows the ResPES spectra of Cr1/3TaS2 obtained by scanning the photon
energy from 569 to 581 eV across the Cr-L3 absorption edge with the normal emission
geometry. The corresponding XAS spectrum is shown on the top panel of the Figure. In order
to observe pure resonant contribution, off-resonant signal considered at 569 eV is subtracted
from the original spectrum and is shown in the Figure 8.10(c). The later spectrum shows
that the several features are resonated with the photon energy. From the ResPES spectra it
has been evidenced that the states very close to the Fermi level are markedly enhanced at
photon energy corresponding to Cr-L3. In addition, another feature about 1.5 eV has also
been enhanced. Which is clearly visible from the line profile extracted from the image plot
for the selected photon energies indicated by numbers in the XAS spectrum shown in Figure
8.10. The upper panel on the left in Figure 8.11 is the line profile corresponds to Figure
8.10(b), while the lower panel corresponds to Figure 8.10(c). The corresponding zoom-in
portion of the line profiles are presented on the right side to each plot, in order to observe
resonant spectra close to Fermi edge. These ResPES results elucidate that chromium states
contribute to the Fermi level. Similar Cr states contributed to the Fermi level has also been
reported in another intercalated system Cr1/3NbS2 [N. Sirica PhD Thesis]. Since we are
using LH-polarized light, enhanced Cr states should have out-of-plane character.
Figure 8.12(b) shows the ResPES spectra for the photon energy scanning from 569
to 591 eV across Cr-L3 absorption edge when the LV-polarized light was used. The
corresponding XAS spectra is displayed on top panel of the Figure. The spectra in Figure
8.12(c) is obtained by subtracting the off-resonant signal (off-resonant signal is taken to
be the spectrum at 569 eV photon energy). Figure 8.13(a) and (c) shows the line profiles
extracted from the image plot 8.12(a) and (c), respectively. The zoom-in portion close to
Fermi level is shown on right side of each plot in Figure 8.13(b) and (d). From the line profile,
we observed that the spectral weight close to Fermi energy is enhanced but is pushed few
meV towards the high binding energy side as compared to that of LV-polarized case. Which
indicates that Cr-3d orbital, particularly, in-plane characters are also present in proximity to
the Fermi level as we used LV-polarized light. Also, a portion of valence band around 1.8 eV
is also markedly enhanced, possibly due to the hybridization of Cr-3d and Ta-5d in-plane
orbitals.
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Figure 8.12: ResPES and XAS measured across CrL3 absorption edge when LV-polarized
light is used. (a) Cr-L3 XAS measured in total electron yield mode. (b) ResPES image plot.
(c) ResPES image plot with off-resonant signal subtracted.
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Figure 8.13: (a,c) The line profiles extracted from image plot 8.10(b,c) at photon energies
marked by numbers in 8.10(a). (b,d) The line profiles in proximity to EF obtained from
(a,c).
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Figure 8.14: Constant initial states obtained from image plots 8.10(b) and 8.12(b). XAS
is shown in thicker line (red) on the top of plot. (a) For LH and (b) for LV-polarized light.
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Constant initial state (CIS) for LH and LV-polarized light obtained from the image plots
8.10(c) and 8.12(c) is displayed in Figure 8.14 (a) and (b), respectively. The corresponding
XAS spectra are shown on the bold red line in each plot (see the top curve). The CIS
spectrum represent the peak intensity as a function of the photon energy.
8.5 Angle Resolved Photoemission Spectroscopy on
Cr1/3TaS2
The ARPES spectra utilizing the He-II (40.8 eV) has been shown in Figures 8.15. For these
experiments, the samples were cleaved in the preparation chamber at pressure better than
10−10 Torr, and the sample is immediately moved to the main chamber having pressure
better than 5× 10−11 Torr where the experiments were carried out.
The condition of surface was checked regularly by measuring wide valence band in every
12 hours and we found that sample was stable over 24 hours. The samples were oriented
along the high symmetry direction by LEED experiments. These ARPES experiments were
measured at temperature 140 K. All the spectra presented here are normalized by the bottom
50 meV of energy range.
The ARPES results for the sample aligned along ΓK direction is shown in Figure 8.15
(a1) and (b1), and the corresponding EDC and MDC are shown in Figure 8.16 (a1) and (a2),
respectively. In Figure 8.15(b1), the spectrum was recorded such that both high symmetry
points Γ and K were centered. We observed that a hole like band crosses the Fermi energy
and another band is sink just below the Fermi level at Γ point. Similarly, a hole band crosses
the Fermi energy at K point as well. From the EDC analysis, we observed two bands near
K point such that one band sink below the Fermi level while another band crosses the Fermi
energy. The ARPES spectra while the sample is oriented along ΓM are shown in Figure 8.15
(b1) and (b2) and corresponding MDC and EDC stacked are presented in Figure 8.16(a2)
and (b2), respectively. As in the ΓK direction, we observed that one hole pocket cross the
Fermi level near the Γ point and another band is confined below the Fermi energy around
Γ point. However, near M point no bands cross the Fermi level. The ARPES spectra of
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Figure 8.15: Band dispersion measured along ΓM (a1, a2) and ΓK (b1 ,b2) direction using
photon source of energy 40.8 eV (He-II).
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Figure 8.16: Stacked EDCs (a1, b1) and MDCs (b1, b2) corresponding to image plots 8.15
(a2, b2). The symbol of high symmetry points and the directions are shown.
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Cr1/3TaS2 obtained here is similar to that of Cr1/3NbS2 (see Figure 6.20(b)) performed with
the same experimental setup. Noticeably, in Cr1/3NbS2, a band located few meV below the
Fermi level around Γ point is more intense in compare to that in Cr1/3TaS2.
Our experimental results do not agree with that the band structure obtained from the
DFT calculations presented earlier. The origin of this discrepancy between the calculations
and the experimental results in not clear yet. Moreover, The DFT predicts strong kz
dispersion. In order to check the band dispersion along kz direction or 3D Fermi surface
the photon energy dependent ARPES experiments has to be carried out. Furthermore the
unpolarized light was used in our experiments, so we can not acquire the orbital characters of
the particular band. In order to obtain these information, one has to perform the experiments
in the synchrotron radiation facility which allows one to choose the range of photon energy
as well as the polarization light source. Moreover, It is worthwhile to perform ARPES
experiments such as Fermi surface mapping and polarization dependent band dispersion on
both the parent compound TaS2 and intercalated system Cr1/3TaS2 to examine the effect of
the charge transfer from intercalant Cr to host TaS2.
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Chapter 9
Conclusions and Future Directions
In this thesis, we synthesized two intercalated systems V0.3NbS2 and Cr1/3TaS2 and
investigated their electrical transport, magnetic, and electronic properties. We compared
our findings with the host materials and a well-studied intercalated system Cr1/3NbS2 to
inspect the effect of intercalant species to the host materials. Both the 3d-intercalant species
V and Cr inject equal number of electrons to corresponding host materials and expected to
have similar effect to the host.
The first intercalated system we studied was V0.3NbS2 grown by chemical vapor transport
technique. The crystal structure had been investigated by the powder and single crystal
XRD experiments and confirmed to belonging hexagonal P-31m space group. The resistivity
shows different behavior than the host compound NbS2: the superconductivity is completely
suppressed and an anomaly appears at 50 K due to a long range magnetic orderings. The
low temperatures resistivity follows the T 2 behavior, due to the interaction of conduction
electron (Nb-4d) with the local moment arises from vanadium d-electrons, while the
resistivity at higher temperatures (above 50 K) follows the linear behavior by usual electron-
phonon scatterings. The resistivity is also appreciably different from the Cr-intercalated
NbS2 (Cr1/3NbS2) which shows abrupt increase at the magnetic transition temperature
and decreases slightly at higher temperatures. From the Hall effect measurements of
V0.3NbS2, we found that the resistivity exhibited positive slopes in all the temperatures
the experiments performed, indicating that the majority of charge carrier is hole type. The
carrier concentration obtained from the Hall coefficient is two orders of magnitude smaller
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than the typical metals such as Al and it can be considered as low concentration metal.
Host NbS2 and intercalated Cr1/3NbS2 are also hole carrier type metals, however the carrier
concentration of V0.3NbS2 is smaller than host NbS2 and larger than intercalated Cr1/3NbS2,
an evidence of electron transfer from vanadium to the host materials; but vanadium does not
donate as much electrons as chromium does to NbS2 layer. The magnetic measurements show
that it is a canted antiferromagnetic system having highly anisotropic magnetic behavior
with easy axis along ab plane. The DFT calculations also confirmed antiferromagnetic state
favoring over the non-magnetic state by 59 eV per unit cell. And, the heat transport in
this material is mainly due to the phonons as the electron contribution to it is one order of
magnitude smaller than that of phonon.
We investigated the electronic structure by photoemission method which is a surface
sensitive technique; thus, we first investigated the surface of the sample carefully prior to
the experiments. For this, we employed the STM, LEED, and core level photoemission
experiments on the sample cleaved at UHV system. The STM measurements revealed rough
and smooth regions corresponding to sulfur and vanadium terminated surfaces, respectively.
The rough region is non-periodic while the smooth is periodic exhibiting two ordered
periodicity of (1 × 1) from host NbS2 and (
√
3 × √3) from vanadium superstructure. The
LEED results also show the (intense) (1 × 1) spots and (weak) (√3 × √3) as observed in
the FFT of STM image. The periodicity of these two ordered states is consistent with that
obtained from the single crystal XRD. The surface is further investigated by S-2p and V-2p
core level photoemission experiments. The S-2p shows two spin-orbit doublets one originated
from S atoms at the surface and another at the bulk of the sample (due to different chemical
environment at surface and bulk). The surface component is not clearly visible in V-2p core
level spectrum, though it is expected, since S-2p and V-2p core levels were recorded with
same the photon energy. The non-dispersive bands observed near the Fermi level in resonant
ARPES spectra performed when photon energy tuned to V-L3 absorption edge confirmed
the presence of disordered vanadium atoms at the surface of the V0.3NbS2 sample. Similar
characteristic of surface and bulk states has also been reported in Cr1/3NbS2 system [108].
Though the surface of the sample is vanadium disordered or deficient, high quality ARPES
spectra were observed. We chose conventional ARPES over the Soft X-ray ARPES to
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investigate the band dispersion, since all the spectral features of soft X-ray ARPES is retained
in the conventional (VUV) ARPES. The advantage of using the conventional to Soft X-ray
ARPES is better count rate and higher momentum and energy resolutions. From ARPES
measurements, it is found that all the bands in case of V0.3NbS2 are shifting downward with
respect to that of NbS2 meaning that electron is donated to Nb-4d states. The electron
donation is also evidenced from Nb-4d core level as the satellite features are suppressed in
intercalated system. The electron donation has also been confirmed in Cr1/3NbS2 system.
The Fermi surface mapping utilizing different polarization shows that the dz2 type bands at
Γ and dxy/dx2−y2 types at K point as seen in Cr1/3NbS2. But the size of the pockets at Γ
and K are larger than that of Cr1/3NbS2 but smaller than NbS2, indicating that vanadium
donates fewer electron than chromium does to NbS2. This is consistent with the transport
measurements, specifically the Hall effect measurements. Further, the shape of the Fermi
surface is more complex than that of NbS2. Also, two hole like bands of symmetry d
2
z crossing
at Γ point and two bands having symmetry dxy/dx2−y2 crossing at K point. A weak band of
in plane character with symmetry dxy/dx2−y2 also crosses the Fermi level at Γ point. These
findings indicate that the rigid band picture, which tells the intercalant 3d-ion only injects
electrons without altering the band structure and shape of the Fermi surface, is not valid in
V0.3NbS2. A band present at 0.2 eV below the Fermi level as presented in Cr1/3NbS2 has
not been observed in case of V0.3NbS2. Also, from the resonant photoemission experiments
we found that V-3d contribution confined few meV below Fermi level implying that the
additional bands cross the Fermi level might not be originated from V-3d orbital state. The
origin of these additional bands in comparison to NbS2 located at the Fermi level is not clear
yet. But in case of Cr1/3NbS2 the additional bands, namely β and δ bands are originated
from Cr-3d states [108]. This is one of the discrepancies between these two intercalated
systems. Further, the resonant ARPES (photon energy tuned to V-L3 absorption edge)
measurements carried out with LH polarization of light shows a strong hybridization between
out-of-plane states of vanadium and niobium, resulting dispersive bands, which occurs few
meV below Fermi level. However, when the LV polarized light was used, non-dispersive
feature is observed indicating in-plane vanadium d-orbitals do not have strong interaction
152
between each other and non-dispersive atomic like band disperion observed, possibly due to
large separation of vanadium atoms in the ab plane.
Here, BZ of (1×1) periodicity of host NbS2 is considered to be proper BZ to interpret our
ARPES spectra. If the electronic structure of V0.3NbS2 were correctly described with respect
ot BZ of (
√
3×√3) superstructure, the spectral features of K would be replicated to that of Γ
point since these two points are separated by the reciprocal vector of BZ for superstructure.
But, we found that Γ and K points have appreciably different spectral features such as orbital
characters, shape and size of the Fermi surface pockets.
DFT calculations performed on V0.3NbS2 show that the electronic structure is more
complex than that predicted by simple rigid band shift of NbS2 band structure. Instead,
many bands arise from V-3d states are contributed in proximity to the Fermi level. Our
DFT calculations does not effectively agree with with the experimental results. However, the
strong kz dispersion predicted by the calculations is also retained in the experimental result.
Which is consistent with presence of out-of-plane orbitals at the Fermi level and expected
to increase the interaction between the NbS2 layers. However, in NbS2 and Cr1/3NbS2
compounds it is reported to have weak kz disperion, hence a weak interlayer coupling. In
other words, the intercalation has not necessarily to be always 2D electronic structure.
Another intercalated compound we studied was Cr1/3TaS2, grown by CVT method,
having hexagonal crystal structure as of Cr1/3NbS2 with non-centrosymmetric P6322 space
group. This material also exhibits two ordered states (1 × 1) from TaS2 and (
√
3 × √3)
periodicity from Cr superstructure, evidenced from the STM and LEED experiments.
These periodicities are also consistent with that observed in Cr1/3NbS2 and V0.3NbS2.
The Cr1/3TaS2 shows ferromagnetic ordering with transition temperature about 92 K. The
resistivity shows the metallic behavior, saturation observed at higher temperature whereas
the lower temperatures resistivity follows T 1.8 behavior. In addition, it shows the negative
magnetoresistance having magnitude higher than intercalated Cr1/3NbS2. We also found
the similar surface structure as observed in V0.3NbS2 and Cr1/3NbS2, in terms of the S-2p
and Cr-2p core level spectra. In similar to Cr1/3NbS2, Cr-3d state is contributed to the
Fermi level in Cr1/3TaS2 which is observed from the resonant photoemission experiments.
ARPES experiments show two bands crossing at Γ and K points and a band is passed
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few meV below the Fermi level. The experimental band dispersion obtained from the
ARPES experiments does not agree well with our DFT calculations performed utilizing
WIEN2k package. Moreover, ARPES data from the host TaS2 is not available; so, we are
unable to fully examine the effect of intercalation to electronic structure. Thus, as a future
work, we propose to perform Fermi surface mapping and band dispersion utilizing different
polarization for both the host TaS2 and the intercalated Cr1/3TaS2 and compare the results.
We also propose to perform photon dependent ARPES experiments to check the kz dispersion
which will tell degree of interlayer couplings.
In summary, we expected to have similar transport, magnetic, and electronic properties
of the intercalated systems studied in this dissertation since the 3d-transition metal ions
are in the same oxidation state (+3) that is they donate equal number of electrons to the
host materials, but we found that their role is appreciably different to these properties. The
findings acquired from this research, we hope, will establish a foundation to investigate new
intercalated systems to infer the effect of intercalant species to host compounds.
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