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Abstract It is important to process data effectively while preserving privacy. In this paper, we propose a recon-
struction technique of count aggregate queries, which are necessary for building a decision tree, from a perturbed
table in cases where a target attribute is more than binary. In the conventional technique, we must reconstruct the
results of target values from those of each value calculated independently when a decision tree has a non-binary
target attribute. In this paper, we borrow and extend the conventional technique to reconstruct the results of target
values at once. We also report some experimental results showing that our proposal can reduce reconstruction errors
compared to the conventional technique in cases where perturbation ratio is high.
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12. 2. 2 Iterative Bayesian technique
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Pj T j
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Matrix Inversion
technique
x = (x0, x1, ..., xt)
y = (y0, y1, ..., yt)

xi = COUNT (∧kr=1Q(r, bit(i, r)))
in T , for 0 <= i <= t
yi = COUNT (∧kr=1Q(r, bit(i, r)))
in T ′, for 0 <= i <= t
(2)
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¬Pr, if i = 0
Pr, if i = 1
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Table 1 Vectors x,y, and count aggregate queries.
x y
COUNT (¬P1 ∧ ¬P2) x00 y00
COUNT (¬P1 ∧ P2) x01 y01
COUNT (P1 ∧ ¬P2) x10 y10
COUNT (P1 ∧ P2) x11 y11
T p
T ′ q apq
apq =
k∏
r=1
{
(1− rpr) ·Rr,bit(q,r) + rpr · δ(bit(p,r),bit(q,r))
}
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cr
, Attrr
(6)
Attrr highr lowr
Attrr Pr maxr
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{
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t∑
q=0
P (Vi = q)P (Ui = p|Vi = q) (8)
P (Ui = p|Vi = q)
P (Ui = p|Vi = q) = P (Vi = q|Ui = p)P (Ui = p)
P (Vi = q)
=
P (Vi = q|Ui = p)P (Ui = p)∑t
r=0
P (Vi = q|Ui = r)P (Ui = r)
=
apqxp∑t
r=0
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mutual information
gini index χ2chi square [9]
[11] 2 Ent,Gini, Chi
S pi(Sj) S
Sj⊂=S Ci
c
2
Table 2 General objective functions.
Ent = H(S)− |S1|H(S1)+|S2|H(S2)|S|
H(S) = −
∑c
i=1
pi(S) log pi(S)
Gini = G(S)− |S1|G(S1)+|S2|G(S2)|S|
G(S) = 1−
∑c
i=1
p2i (S)
χ2 Chi = C(S, S1) + C(S, S2)
C(S, Si) =
∑c
j=0
(pj(Si)−pj(S))2
pi(S)
S P1 S1 S2
P i0 Ci
S1S 2 P
i
0
pi(S1)p i(S2)
pi(S1) =
COUNT (P i0 ∧ P1)
COUNT (P1)
pi(S2) =
COUNT (P i0 ∧ ¬P1)
COUNT (¬P1)
(11)
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Table 3 Count aggregate queries for a binary target attribute.
P1
C0 COUNT (P 10 ∧ ¬P1)
COUNT (P 10 ∧ P1)
C1 COUNT (¬P 10 ∧ ¬P1)
COUNT (¬P 10 ∧ P1)
2
2. 2. 2
3. 3
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3
3 C0, C1, C2 P1
4
4 3
Table 4 Count aggregate queries for a 3-values target attribute.
P1
C0 COUNT (P 00 ∧ ¬P1)
COUNT (P 00 ∧ P1)
C1 COUNT (P 10 ∧ ¬P1)
COUNT (P 10 ∧ P1)
C2 COUNT (P 20 ∧ ¬P1)
COUNT (P 20 ∧ P1)
5 xi Ci
P i0 ¬P i0
5
Table 5 Reconstructable count aggregate queries by the conven-
tional technique.
P1 xi
Ci COUNT (¬P i0 ∧ ¬P1) xi00
COUNT (¬P i0 ∧ P1) xi01
COUNT (P i0 ∧ ¬P1) xi10
COUNT (P i0 ∧ P1) xi11
x1 x2 x3 4
COUNT (P i0 ∧ · · ·)
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Table 6 Status of a record in our proposal.
000 P 00 ∧ ¬P1 C0
001 P 00 ∧ P1
010 P 10 ∧ ¬P1 C1
011 P 10 ∧ P1
100 P 20 ∧ ¬P1 C2
101 P 20 ∧ P1
3
dlog2 3e = 2
1
2 + 1 = 3
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4. 1
2. 2. 2
x = (x0, x1, ..., xt)
y = (y0, y1, ..., yt)

xi = COUNT (P
left(i,dlog2 ce)
0 ∧kr=1 Q(r, bit(i, r)))
in T , for 0 <= i <= t
′
yi = COUNT (P
left(i,dlog2 ce)
0 ∧kr=1 Q(r, bit(i, r)))
in T ′, for 0 <= i <= t
′
(12)
t′ = c · 2k − 1 left(i, r) i r
left(i, dlog2 ce)
i dlog2 ce
P
left(i,dlog2 ce)
0 left(i, dlog2 ce)
3 i = 010(2) P
left(010(2),2)
0 = P
01(2)
0 = P
1
0
Q(r, i) bit(i, j) 2. 2. 2
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Table 7 Reconstructable count aggregate queries by the proposed
technique
x y
COUNT (P 00 ∧ ¬P1) x000 y000 C0
COUNT (P 00 ∧ P1) x001 y001
COUNT (P 10 ∧ ¬P1) x010 y010 C1
COUNT (P 10 ∧ P1) x011 y011
COUNT (P 20 ∧ ¬P1) x100 y100 C2
COUNT (P 20 ∧ P1) x101 y101
left(i, dlog2 3e) = 2
i 2
1
4. 3
p q a′pq
a′pq =
{
(1− rp0) · b0 + rp0 · δ(left(p,dlog2 ce),left(q,dlog2 ce))
}
·
k∏
r=1
{
(1− rpr) ·Rr,bit(q,r) + rpr · δ(bit(p,r),bit(q,r))
}
(13)
Pr ¬Pr
1− br
br
P i0
b0 = 1/c
1
left(i, dlog2 ce)
4. 4
(10) apq
(13) a′pq
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Fig. 2 Errors for c = 5,m = 1, n = 104 with varying rp.
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Fig. 3 Errors for c = 10,m = 1, n = 104 with varying rp.
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Fig. 4 Errors for m = 1, n = 104, rp = 0.2 with varying c.
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Fig. 5 Errors for m = 1, n = 104, rp = 0.1 with varying c.
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Fig. 6 Errors for c = 5,m = 2, n = 104 with varying rp.
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Fig. 7 Errors for c = 10,m = 2, n = 104 with varying rp.
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Fig. 8 Errors for c = 5,m = 3, n = 104 with varying rp.
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Fig. 9 Errors for c = 10,m = 3, n = 104 with varying rp.
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Fig. 10 Errors for c = 5,m = 1, n = 105 with varying rp.
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Fig. 11 Errors for c = 10,m = 1, n = 105 with varying rp.
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Fig. 12 Errors for m = 1, n = 105, rp = 0.2 with varying c.
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Fig. 13 Errors for m = 1, n = 105, rp = 0.1 with varying c.
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Fig. 14 Errors for c = 10,m = 2, n = 105 with varying rp.
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Fig. 15 Errors for c = 10,m = 3, n = 105 with varying rp.
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