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Abstract
We consider a periodic Lotka–Volterra competition system without instantaneous negative feedbacks
(i.e., pure-delay systems)
x˙i (t) = xi(t)
[
ri (t) −
n∑
j=1
aij (t)xj
(
t − τij (t)
)]
, i = 1,2, . . . , n. (∗)
We establish some 3/2-type criteria for global attractivity of a positive periodic solution of the system,
which generalize the well-known Wright’s 3/2 criteria for the autonomous delay logistic equation, and
thereby, address the open problem proposed by both Kuang [Y. Kuang, Global stability in delayed nonau-
tonomous Lotka–Volterra type systems without saturated equilibria, Differential Integral Equations 9 (1996)
557–567] and Teng [Z. Teng, Nonautonomous Lotka–Volterra systems with delays, J. Differential Equations
179 (2002) 538–561].
© 2006 Elsevier Inc. All rights reserved.
MSC: primary 34K13; secondary 34K20, 92D25
✩ Partially supported by NNSF of China (No. 10471153) (X.T., D.C.), by NSERC of Canada and PREA of Ontario.
* Corresponding author.
E-mail addresses: tangxh@mail.csu.edu.cn (X.H. Tang), dmcao@mail.amt.ac.cn (D. Cao), xzou@uwo.ca (X. Zou).
1 This paper was finalized when X.T. was visiting AMSS, Chinese Academy of Sciences.
2 On leave from Memorial University of Newfoundland.0022-0396/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2006.06.007
X.H. Tang et al. / J. Differential Equations 228 (2006) 580–610 581Keywords: Positive periodic solution; Lotka–Volterra competition system; Pure delay; 3/2-type conditions; Global
attractivity
1. Introduction
One of the most celebrated models for population dynamics is the Lotka–Volterra system. Due
to its theoretical and practical significance, the Lotka–Volterra system has been extensively and
intensively studied (see, e.g., [1–55]). In order to reflect the seasonal fluctuations, it is reason-
able to study the Lotka–Volterra system with periodic coefficients. A very basic and important
ecological problem associated with the study of multi-species population interaction in a peri-
odic environment is the existence and global attractivity of a positive periodic solution. Such a
problem also arises in many other contexts.
In this paper, we investigate the following periodic n-species Lotka–Volterra competition sys-
tem with delays
x˙i (t) = xi(t)
[
ri(t) −
n∑
j=1
aij (t)xj
(
t − τij (t)
)]
, i = 1,2, . . . , n, (1.1)
where ri , aij , τij ∈ C(R, R+ = [0,∞)) are ω-periodic functions (ω > 0) with
r¯i = 1
ω
ω∫
0
ri(s) ds > 0, a¯ij = 1
ω
ω∫
0
aij (s) ds  0, i, j = 1,2, . . . , n. (1.2)
The existence and attractivity of the positive periodic solutions of some special cases of Eq. (1.1)
have been studied extensively. Many important results can be found in [1–19,22–32,34–55] and
references cited therein. In those works the method of Liapunov functions [5,21], the theory
of monotone semiflows generated by functional differential equations [39,40], the fixed point
theory [9], and so on are extensively applied. Recently, the un-delayed version of (1.1), i.e.,
system (1.1) with τij (t) ≡ 0, i, j = 1,2, . . . , n, was studied by Redheffer [34,35] and Tineo [51].
Under remarkably weak conditions (see [34, conditions (a)–(e)] and [51, condition (0.2)]), the
boundedness, permanence, global attractivity, and existence of positive periodic solutions are
obtained (see [34, Theorem 1], [51, Sections 3 and 4]). Recently, Teng [47] extended the main
results in Redheffer [34] to the following delayed system
x˙i (t) = xi(t)
[
ri(t) − aii(t)xi(t) −
n∑
j =i
aij (t)xj
(
t − τij (t)
)]
, i = 1,2, . . . , n, (1.3)
which is a special form of system (1.1) with τii(t) ≡ 0, i = 1,2, . . . , n. In [47], the author fully
took advantage of the fact that there is no delay in the negative feedback terms aii(t)xi(t),
i = 1,2, . . . , n (i.e., the system has instantaneous negative feedbacks). Therefore, the methods
used in [47] would fail when applying to the pure-delay system (1.1), due to the lack of the
instantaneous negative feedbacks.
On the existence of positive periodic solutions of system (1.1), Tang and Zou [46] recently
obtained the following rather general results.
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(C1) the linear system
n∑
j=1
a¯ij xj = r¯i , i = 1,2, . . . , n, (1.4)
has a positive solution.
Then system (1.1) has at least one positive ω-periodic solution.
Theorem 1.2. [46] Assume that
aij (t) ≡ aij , τij (t) ≡ τij , i, j = 1,2, . . . , n. (1.5)
Then Eq. (1.1) has at least one positive ω-periodic solution if and only if (C1) holds (in this case
a¯ij = aij , i, j = 1,2, . . . , n).
Nevertheless, to the best of our knowledge, there is no results on the global attractivity of
the positive periodic solutions of system (1.1) when τii(t) ≡ 0, i = 1,2, . . . , n (i.e., pure-delay
system). Based on this fact, both Kuang [27] and Teng [47] proposed the following important
open problem.
Open problem. To study the global attractivity of the positive periodic solution of system (1.1)
when τii(t) ≡ 0, i = 1,2, . . . , n.
When n = 1, (1.1) reduces to the following delayed periodic logistic equation
x˙(t) = x(t)[r(t) − a(t)x(t − τ(t))]. (1.6)
It was shown in Li [31] that Eq. (1.6) always has positive ω-periodic solution if r, a, τ ∈
C(R,R+) are ω-periodic functions with
∫ ω
0 r(s) ds > 0 and
∫ ω
0 a(s) ds > 0 (this can also be
obtained from Theorem 1.1 as a special case n = 1). In particular, if Eq. (1.6) has a trivial posi-
tive periodic solution x∗ (i.e., positive equilibrium x∗ which exists if r(t) and a(t) are positively
proportional), then in view of the result in So and Yu [41], the positive equilibrium x∗ is a global
attractor for Eq. (1.6) provided that
t∫
g(t)
r(s) ds  3
2
, for all large t, (1.7)
where g(t) = min{s − τ(s): t  s < ∞}.
The above so-called 3/2-type condition (1.7) for the global attractivity of a positive equilib-
rium of Eq. (1.6) is the extension of the well-known Wright’s 3/2 criteria [54] for the corre-
sponding autonomous delay logistic equation. Recently, Tang and Zou [44,45] have extended
such 3/2-type conditions to, respectively, autonomous and non-autonomous pure delay Lotka–
Volterra systems.
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to the periodic pure-delay system (1.1) for the global attractivity of a positive periodic solution,
and thereby, address the above open problem to some extent.
For convenience, we give some conditions related with (C1) which will be used in the rest of
the paper:
(C2) the linear system (1.4) has a unique positive solution x∗ = (x∗1 , x∗2 , . . . , x∗n).
(C3) there exist positive constants x∗i , i = 1,2, . . . , n, such that
n∑
j=1
aij (t)x
∗
j ≡ ri(t), i = 1,2, . . . , n. (1.8)
The remainder of the paper is organized as follows. In Section 2, we give the main results.
In Section 3, we establish some preliminary lemmas, which address the persistence and dissi-
pativity of system (1.1), and therefore, which themselves are of some interest and importance.
In Section 4, by combining these lemmas with the “sandwiching” technique and some subtle
integration and inequality skills, we give the proofs of the main theorems.
Throughout this paper, we say a vector x = (x1, x2, . . . , xn) is positive if xi > 0, i = 1,2, . . . , n.
Set
gi(t) = min
{
s − τii(s): t  s < ∞
}
, i = 1,2, . . . , n. (1.9)
Clearly, gi(t) is nondecreasing and t − τuii  gi(t)  t − τii(t) for i = 1,2, . . . , n, where τuii =
maxt∈[0,ω] τii(t), i = 1,2, . . . , n.
2. Main results
If system (1.1) has a positive ω-periodic solution, we always denote it by x∗(t) =
(x∗1 (t), x∗2 (t), . . . , x∗n(t)). Since x∗(t) is a positive ω-periodic solution of Eq. (1.1), we can choose
ξ∗i , η∗i ∈ [0,ω] such that
ai := x∗i
(
ξ∗i
)= min
s∈[0,ω]x
∗
i (s), x
∗
i
(
η∗i
)= max
s∈[0,ω]
x∗i (s), i = 1,2, . . . , n. (2.1)
If ξ∗i  η∗i , then from (1.1),
ln
(
x∗i (η∗i )
x∗i (ξ∗i )
)
=
η∗i∫
ξ∗i
x˙∗i (s)
x∗i (s)
ds 
η∗i∫
ξ∗i
ri (s) ds 
ξ∗i +ω∫
ξ∗i
ri (s) ds = r¯iω.
If ξ∗i > η∗i , then from (1.1),
ln
(
x∗i (η∗i )
x∗i (ξ∗i )
)
= ln
(
x∗i (η∗i + ω)
x∗i (ξ∗i )
)
=
η∗i +ω∫
ξ∗
x˙∗i (s)
x∗i (s)
ds 
η∗i +ω∫
ξ∗
ri(s) ds  r¯iω.i i
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x∗i (η∗i )
x∗i (ξ∗i )
 er¯iω, i = 1,2, . . . , n.
It follows that
e−r¯iω 
x∗i (t1)
x∗i (t2)
 er¯iω, i = 1,2, . . . , n, ∀t1, t2 ∈R. (2.2)
On the other hand, integrating (1.1) from 0 to ω, we get
ω∫
0
ri(t) dt =
ω∫
0
n∑
j=1
aij (t)x
∗
j
(
t − τij (t)
)
dt, i = 1,2, . . . , n, (2.3)
which, together with (2.1) and (2.2), yields
n∑
j=1
a¯ij aj  r¯i 
n∑
j=1
a¯ij aj e
r¯jω, i = 1,2, . . . , n. (2.4)
Set
bi(t) = ri(t) −
n∑
j=1
aij (t)x
∗
j
(
t − τij (t)
)= x˙∗i (t)
x∗i (t)
, i = 1,2, . . . , n, (2.5)
and
yi(t) =
[
xi(t) − x∗i (t)
]
exp
(
−
t∫
ξ∗i
bi(s) ds
)
, i = 1,2, . . . , n. (2.6)
Then it follows from (2.2), (2.5) and (2.6) that∣∣yi(t)∣∣ ∣∣xi(t) − x∗i (t)∣∣er¯iω, i = 1,2, . . . , n, (2.7)
ai + yi(t) = x∗i
(
ξ∗i
)+ yi(t) = x∗i (t) exp
(
−
t∫
ξ∗i
bi(s) ds
)
+ yi(t)
= xi(t) exp
(
−
t∫
ξ∗i
bi(s) ds
)
> 0, i = 1,2, . . . , n, (2.8)
and (1.1) is transformed into
y˙i (t) = −
[
ai + yi(t)
] n∑
a˜ij (t)yj
(
t − τij (t)
)
, i = 1,2, . . . , n, (2.9)j=1
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a˜ij (t) = aij (t) exp
( t−τij (t)∫
ξ∗i
bi(s) ds
)
, i, j = 1,2, . . . , n. (2.10)
Note that
a˜ij (t + ω) = aij (t) exp
( t+ω−τij (t)∫
ξ∗i
bi(s) ds
)
= a˜ij (t), i, j = 1,2, . . . , n.
Thus, a˜ij (t), i, j = 1,2, . . . , n, are still ω-periodic functions.
When (1.5) holds, it follows from (2.3) that
r¯i =
n∑
j=1
aij
(
1
ω
ω∫
0
x∗j (s) ds
)
=
n∑
j=1
aij x¯
∗
j , i = 1,2, . . . , n. (2.11)
Further, if (C2) also holds, then x¯∗i = x∗i , i = 1,2, . . . , n, and
0 < ai  x∗i , i = 1,2, . . . , n. (2.12)
When condition (C3) holds, i.e., system (1.1) has a trivial positive periodic solution x∗ =
(x∗1 , x∗2 , . . . , x∗n), which is also the positive equilibrium of system (1.1). In this case,
ai = x∗i , bi(t) ≡ 0, i = 1,2, . . . , n. (2.13)
For general case, it follows from (2.4) that
0 < ai  r¯i/a¯ii , i = 1,2, . . . , n. (2.14)
For the sake of convenience, we give some “diagonal dominant” conditions:
(DD1) there exist positive constants νi , i = 1,2, . . . , n, such that
νi a˜ii (t) >
n∑
j =i
νj a˜ij (t), t ∈ [0,ω], i = 1,2, . . . , n;
(DD2) there exist positive constants νi , i = 1,2, . . . , n, such that
νiaii(t) >
n∑
j =i
νj aij (t), t ∈ [0,ω], i = 1,2, . . . , n;
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νiaii(t) > e
r¯iω
n∑
j =i
νj aij (t), t ∈ [0,ω], i = 1,2, . . . , n.
We are now in the position to state our main results.
Theorem 2.1. In addition to (C2), assume that τii(t) ≡ 0, τ˙ij (t) < 1, i, j = 1,2, . . . , n, and that
there exist νi > 0, i = 1,2, . . . , n, such that
νiaii(t) >
n∑
j =i
νj aji(ξ
−1
ji (t))
1 − τ˙j i (ξ−1ji (t))
, i = 1,2, . . . , n, (2.15)
where ξ−1ij (t) is the inverse function of ξij (t) = t − τij (t), i, j = 1,2, . . . , n. Then system (1.1)
has a unique positive ω-periodic solution x∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n(t)) which attracts all
positive solutions x(t) = (x1(t), x2(t), . . . , xn(t)) of system (1.1), that is,
lim
t→∞
∣∣xi(t) − x∗i (t)∣∣= 0, i = 1,2, . . . , n. (2.16)
Remark 2.1. This theorem improves the corresponding results in Teng [46], since [46] requires
some other extra conditions in addition to (C2) and (2.15).
Theorem 2.2. In addition to (C2), assume that τ˙ij (t) < 1, i, j = 1,2, . . . , n, and that there exist
νi > 0, i = 1,2, . . . , n, such that
νiaii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
(
1 −
t∫
t−τii (t)
hi(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
ds
)
>
n∑
j =i
νj aji(ξ
−1
ji (t))
1 − τ˙j i (ξ−1ji (t))
,
i = 1,2, . . . , n, (2.17)
where ξ−1ij (t), i = 1,2, . . . , n, are the same as in Theorem 2.1 and
hi(t) = 2aii(ξ
−1
ii (t))Δi
1 − τ˙ii (ξ−1ii (t))
exp
(
Δi
t∫
t−τii (t)
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
ds
)
, (2.18)
Δi := max
t∈[0,ω]
[
ri(t)
aii(t)
exp
( t∫
t−τii (t)
ri(s) ds
)]
, i = 1,2, . . . , n. (2.19)
Then system (1.1) has a unique positive ω-periodic solution x∗(t), which attracts all positive
solutions of system (1.1).
Remark 2.2. When τii(t) ≡ 0, i = 1,2, . . . , n, Theorem 2.2 reproduces Theorem 2.1.
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t∫
gi (t)
νi a˜ii (s) ds 
3(1 − μ)
2a(1 + μi) +
(1 − μ)(μ + μi)
2a(1 + μi)2 , i = 1,2, . . . , n, (2.20)
where
a := max{ν−1i ai : i = 1,2, . . . , n}, (2.21)
μi := max
t∈[0,ω]
{
1
νi a˜ii (t)
n∑
j =i
νj a˜ij (t)
}
, i = 1,2, . . . , n, and (2.22)
μ := max{μi : i = 1,2, . . . , n}. (2.23)
Then system (1.1) has a unique positive ω-periodic solution x∗(t), which attracts all positive
solutions of system (1.1).
Theorem 2.4. Assume that (C2) and (DD1) hold, and that
t∫
gi (t)
a˜ii (s) ds  di, i = 1,2, . . . , n, (2.24)
and for i = 1,2, . . . , n,
(ai + aνiμi)di exp
[
(ai + aνiμi)di + e−(ai+aνiμi)di − 1
]
<
⎧⎨
⎩
3−μi
2(1+μi) , μi 
1
3 ,√
2(1−μi)
1+μi , μi >
1
3 .
(2.25)
Then system (1.1) has a unique positive ω-periodic solution x∗(t), which attracts all positive
solutions of system (1.1).
When (C3) holds, we have ai = x∗i and bi(t) ≡ 0 for i = 1,2, . . . , n. Therefore, from Theo-
rems 2.3 and 2.4, we have the following two corollaries.
Corollary 2.1. Assume that (C3) and (DD2) hold, and that
t∫
gi(t)
νiaii(s) ds 
3(1 − μ∗)
2a∗(1 + μ∗i )
+ (1 − μ
∗)(μ∗ + μ∗i )
2a∗(1 + μ∗i )2
, i = 1,2, . . . , n, (2.26)
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a∗ := max{ν−1i x∗i : i = 1,2, . . . , n}, (2.27)
μ∗i := max
t∈[0,ω]
{
1
νiaii(t)
n∑
j =i
νj aij (t)
}
, i = 1,2, . . . , n, and (2.28)
μ∗ := max{μ∗i : i = 1,2, . . . , n}. (2.29)
Then the positive equilibrium x∗ of system (1.1) is a global attractor, i.e., for every positive
solutions x(t) = (x1(t), x2(t), . . . , xn(t)) of system (1.1),
lim
t→∞xi(t) = x
∗
i , i = 1,2, . . . , n. (2.30)
Corollary 2.2. Assume that (C3) and (DD2) hold, and that
t∫
gi(t)
aii(s) ds  d∗i , i = 1,2, . . . , n, (2.31)
and for i = 1,2, . . . , n,
(
x∗i + a∗νiμ∗i
)
d∗i exp
[(
x∗i + a∗νiμ∗i
)
d∗i + e−(x
∗
i +a∗νiμ∗i )d∗i − 1]
<
⎧⎪⎪⎨
⎪⎪⎩
3−μ∗i
2(1+μ∗i ) , μ
∗
i  13 ,√
2(1−μ∗i )
1+μ∗i , μ
∗
i >
1
3 ,
(2.32)
where a∗,μ∗i , i = 1,2, . . . , n, are the same as in Corollary 2.1. Then the positive equilibrium x∗
of system (1.1) is a global attractor.
Note that
t+ω∫
t
bi(s) ds =
ω∫
0
bi(s) ds = 0, i = 1,2, . . . , n, and
a˜ij (t) er¯iωaij (t), i, j = 1,2, . . . , n.
Therefore from (2.10), Theorems 2.3 and 2.4, we have the following two corollaries.
Corollary 2.3. Assume that there exist integers kij , i, j = 1,2, . . . , n, such that
τij (t) = τii(t) + kijω, i, j = 1,2, . . . , n. (2.33)
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er¯iω
t∫
gi (t)
νiaii(s) ds 
3(1 − μ∗)
2aˆ(1 + μ∗i )
+ (1 − μ
∗)(μ∗ + μ∗i )
2aˆ(1 + μ∗i )2
, i = 1,2, . . . , n, (2.34)
where μ∗,μ∗i , i = 1,2, . . . , n, are the same as in Corollary 2.1 and
aˆ = max
{
r¯i
νi a¯ii
: i = 1,2, . . . , n
}
. (2.35)
Then system (1.1) has a unique positive ω-periodic solution x∗(t), which attracts all positive
solutions of system (1.1).
Corollary 2.4. Assume that (2.33), (C2) and (DD2) hold, and that
er¯iω
t∫
gi(t)
aii(s) ds  dˆi , i = 1,2, . . . , n, (2.36)
and for i = 1,2, . . . , n,
(
r¯i/a¯ii + aˆνiμ∗i
)
dˆi exp
[(
r¯i/a¯ii + aˆνiμ∗i
)
dˆi + e−(r¯i /a¯ii+aˆνiμ∗i )dˆi − 1
]
<
⎧⎪⎪⎨
⎪⎪⎩
3−μ∗i
2(1+μ∗i ) , μ
∗
i  13 ,√
2(1−μ∗i )
1+μ∗i , μ
∗
i >
1
3 ,
(2.37)
where aˆ,μ∗i , i = 1,2, . . . , n, are the same as in Corollary 2.3. Then system (1.1) has a unique
positive ω-periodic solution x∗(t), which attracts all positive solutions of system (1.1).
For general case, we have the following corollaries.
Corollary 2.5. Assume that (C2) and (DD3) hold, and that
er¯iω
t∫
gi (t)
νiaii(s) ds 
3(1 − μˆ)
2aˆ(1 + μˆi) +
(1 − μˆ)(μˆ + μˆi)
2aˆ(1 + μˆi)2 , i = 1,2, . . . , n, (2.38)
where aˆ defined as in (2.35),
μˆi := er¯iω max
t∈[0,ω]
{
1
νiaii(t)
n∑
νjaij (t)
}
, i = 1,2, . . . , n, (2.39)j =i
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μˆ := max{μˆi : i = 1,2, . . . , n}. (2.40)
Then system (1.1) has a unique positive ω-periodic solution x∗(t), which attracts all positive
solutions of system (1.1).
Corollary 2.6. Assume that (2.36), (C2) and (DD3) hold, and that for i = 1,2, . . . , n,
(
r¯i/a¯ii + aˆνi μˆi
)
dˆi exp
[(
r¯i/a¯ii + aˆνi μˆi
)
dˆi + e−(r¯i /a¯ii+aˆνi μˆi )dˆi − 1
]
<
⎧⎨
⎩
3−μˆi
2(1+μˆi ) , μˆi 
1
3 ,√
2(1−μˆi )
1+μˆi , μˆi >
1
3 ,
(2.41)
where aˆ, μˆi , dˆi , i = 1,2, . . . , n, are the same as in Corollary 2.5. Then system (1.1) has a unique
positive ω-periodic solution x∗(t), which attracts all positive solutions of system (1.1).
Remark 2.3. It is easily seen that Corollary 2.1 will reproduce the 3/2-type condition (1.7) for
the nonautonomous delayed logistic equation (1.6).
Furthermore, applying Corollary 2.5 to Eq. (1.6) directly, we have
Corollary 2.7. Assume that r¯ > 0, a(t) > 0, and that
t∫
g(t)
r(s) ds  3a¯
2r¯
e−r¯ω, (2.42)
where g(t) = min{s−τ(s): t  s < ∞}. Then Eq. (1.6) has a unique positive ω-periodic solution
x∗(t), which attracts all positive solutions of Eq. (1.6).
3. Preliminary lemmas
In this section, we give some preliminary lemmas, which are useful in the proofs of the main
theorems. They themselves are of some interests and importance. The first lemma is directly
from [45]
Lemma 3.1. [45] Let a > 0, 0 < μ < 1. Then system of inequalities
⎧⎨
⎩
y  (a + μx) exp[ 1−μ
a
x − (1−μ)2(1+2μ)6a2(1+μ) x2
]− a,
x  a − (a − μy) exp[− 1−μ
a
y − (1−μ)2(1+2μ)6a2(1+μ) y2
] (3.1)
has a unique solution (x, y) = (0,0) in the region D = {(x, y): 0 x < a, 0 y < a/μ}.
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The next three lemmas establish the persistence and dissipativity of system (1.1) or (2.9).
Lemma 3.2. Assume that aii(t) > 0, i = 1,2, . . . , n. Let (x1(t), x2(t), . . . , xn(t)) be the positive
solution of (1.1). Then we have eventually
0 < xi(t)Δi, i = 1,2, . . . , n, (3.2)
where Δi is defined by (2.19).
Proof. Set
δi = max
t∈[0,ω]
(
ri(t)
aii(t)
)
, i = 1,2, . . . , n.
From (1.1), we have
x˙i (t) xi(t)
[
ri(t) − aii(t)xi
(
t − τii(t)
)]
, i = 1,2, . . . , n. (3.3)
If xi(t) δi eventually, then (3.2) holds naturally for large t . If xi(t) > δi eventually, then (3.3)
implies that xi(t) is decreasing eventually. Let limt→∞ xi(t) = ci . Then xi(t) > ci  δi for large t
and from (3.3), we have
x˙i (t) xi(t)
[
ri(t) − ciaii(t)
]
 xi(t)aii(t)(δi − ci), i = 1,2, . . . , n,
for large t . Integrating the above from t to ∞, we obtain
ln ci − lnxi(t) (δi − ci)
∞∫
t
aii(s) ds, i = 1,2, . . . , n,
which, together with the fact that
∫∞
t
aii(s) ds = ∞, implies that ci = δi , i = 1,2, . . . , n. Hence,
(3.2) holds also. In the sequel, we only consider the case when xi(t) − δi is oscillatory. For
this case, let t∗i be an arbitrary local left maximum point of xi(t) such that xi(t∗i ) > δi . Then
x˙i (t
∗
i )  0, it follows from (3.3) that there exists xi(t∗i − τii(t∗i ))  ri(t∗i )/aii(t∗i ). Integrat-
ing (3.3) from t∗i − τii(t∗i ) to t∗i and using (2.4), we have
xi
(
t∗i
)
 xi
(
t∗i − τii
(
t∗i
))
exp
( t∗i∫
t∗i −τii (t∗i )
ri(s) ds
)

ri(t
∗
i )
aii(t
∗
i )
exp
( t∗i∫
t∗i −τii (t∗i )
ri(s) ds
)
Δi, i = 1,2, . . . , n.
It follows that (3.2) holds eventually. The proof is complete. 
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solution of Eq. (1.1) and let yi(t), i = 1,2, . . . , n, be defined by (2.6). Then we have eventually
ai + yi(t) (ai + aνiμi) exp
[
(ai + aνiμi)di + e−(ai+aνiμi)di − 1
]
, i = 1,2, . . . , n. (3.4)
Proof. It follows from (2.8) that yi(t) > −ai , t  0, i = 1,2, . . . , n. Hence, by (2.9),
y˙i (t)
[
ai + yi(t)
][−a˜ii (t)yi(t − τii(t))+ n∑
j=1
a˜ij (t)aj
]
 a˜ii (t)
[
ai + yi(t)
][−yi(t − τii(t))+ a
a˜ii(t)
n∑
j=1
νj a˜ij (t)
]
 a˜ii (t)
[
ai + yi(t)
][−yi(t − τii(t))+ aνiμi]
 (ai + aνiμi)a˜ii (t)
[
ai + yi(t)
]
, i = 1,2, . . . , n. (3.5)
If yi(t)  aνiμi eventually, then (3.4) holds naturally for large t . Otherwise, let t∗i be an arbi-
trary local left maximum point of yi(t) such that yi(t∗i ) > aνiμi . Then y˙i (t∗i )  0, it follows
from the third inequality in (3.5) that there exists ξi ∈ [t∗i − τii(t∗i ), t∗i ] ⊆ [gi(t∗i ), t∗i ] such that
yi(ξi) = aνiμi and aνiμi < yi(t)  yi(t∗i ) for ξi < t  t∗i . For t ∈ [ξi, t∗i ] and t − τii(t)  ξi ,
integrating (3.5) from t − τii(t) to ξi , we get
− ln
(
ai + yi(t − τii(t))
ai + aνiμi
)
 (ai + aνiμi)
ξi∫
t−τii (t)
a˜ii (u) du
 (ai + aνiμi)
ξi∫
gi (t)
a˜ii (u) du, ξi  t  t∗i .
It follows that
ai + yi
(
t − τii(t)
)
 (ai + aνiμi) exp
(
−(ai + aνiμi)
ξi∫
gi (t)
a˜ii (s) ds
)
, ξi  t  t∗i . (3.6)
For t ∈ [ξi, t∗i ] and t − τii(t) > ξi , we have yi(t) > aνiμi , in this case, (3.6) obviously holds.
Substituting (3.6) into (3.5), we obtain
y˙i (t)
ai + yi(t)  (ai + aνiμi)a˜ii (t)
[
1 − exp
(
−(ai + aνiμi)
ξi∫
gi (t)
a˜ii (s) ds
)]
, ξi  t  t∗i . (3.7)
Integrating (3.7) from ξi to t∗ and using (2.1), we havei
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(
ai + yi(t∗i )
ai + aνiμi
)
 (ai + aνiμi)
t∗i∫
ξi
a˜ii (t)
[
1 − exp
(
−(ai + aνiμi)
ξi∫
gi (t)
a˜ii (s) ds
)]
dt
 (ai + aνiμi)
{ t∗i∫
ξi
a˜ii (s) ds −
t∗i∫
ξi
a˜ii (t) exp
[
(ai + aνiμi)
(
−di +
t∫
ξi
a˜ii (s) ds
)]
dt
}
= (ai + aνiμi)
t∗i∫
ξi
a˜ii (s) ds + e−(ai+aνiμi)di − exp
[
(ai + aνiμi)
(
−di +
t∗i∫
ξi
a˜ii (s) ds
)]
 (ai + aνiμi)di + e−(ai+aνiμi)di − 1,
which implies that
ai + yi
(
t∗i
)
 (ai + aνiμi) exp
[
(ai + aνiμi)di + e−(ai+aνiμi)di − 1
]
, i = 1,2, . . . , n.
It follows that for large t
ai + yi(t) (ai + aνiμi) exp
[
(ai + aνiμi)di + e−(ai+aνiμi)di − 1
)
, i = 1,2, . . . , n.
The proof is complete. 
Lemma 3.4. Assume that (2.20) and (DD1) hold. Let (x1(t), x2(t), . . . , xn(t)) be the positive
solution of Eq. (1.1) and let yi(t), i = 1,2, . . . , n, be defined by (2.6). Then
−νia < lim inf
t→∞ yi(t) lim supt→∞
yi(t) < ∞, i = 1,2, . . . , n. (3.8)
Proof. By (2.20) and Lemma 3.3 with νidi = (1−μ)(3+μ+4μi)2a(1+μi)2 , i = 1,2, . . . , n, there exists T > 0
such that
yi(t)−ai + (ai + aνiμi) exp
[
(ai + aνiμi)di + e−(ai+aνiμi)di − 1
]
−ai + (ai + aνiμi) exp
[
(ai + aνiμi)2d2i
2
]
−νia + νia(1 + μi) exp
[
a2(1 + μi)2(νidi)2
2
]
= −νia + νia(1 + μi) exp
[
(1 − μ)2(3 + μ + 4μi)2
8(1 + μi)2
]
−νia + νia(1 + μ) exp
[
(1 − μ)2(3 + 5μ)2
2
]
, i = 1,2, . . . , n, t  T − τM. (3.9)8(1 + μ)
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n∑
j =i
a˜ij (t)yj
(
t − τij (t)
)
 a
{
(1 + μ) exp
[
(1 − μ)2(3 + 5μ)2
8(1 + μ)2
]
− 1
} n∑
j =i
νj a˜ij (t)
 a
{
(1 + μ) exp
[
(1 − μ)2(3 + 5μ)2
8(1 + μ)2
]
− 1
}
μiνi a˜ii (t)
 aμ
{
(1 + μ) exp
[
(1 − μ)2(3 + 5μ)2
8(1 + μ)2
]
− 1
}
νi a˜ii (t)
 aμ
[
(1 + μ)e2(1−μ)2 − 1]νi a˜ii (t)
= θaνi a˜ii (t), i = 1,2, . . . , n, t  T , (3.10)
where
θ := μ[(1 + μ)e2(1−μ)2 − 1]< 1.
Substituting (3.10) into (2.9), we have
y˙i (t)
[
ai + yi(t)
]
a˜ii (t)
[−yi(t − τi(t))− θaνi], i = 1,2, . . . , n, t  T . (3.11)
If y˙i (t) > 0 eventually, then ai + yi(t) is increasing eventually. It follows from the fact that
ai + yi(t) > 0 and a = max{ν−1i ai : i = 1,2, . . . , n} that (3.8) holds. If y˙i (t) < 0 eventually or
y˙i (t) is oscillatory, then there exists a sequence {tk} such that
T < t1 < t2 < · · · , tk → ∞, y˙i(tk) 0, lim inf
t→∞ yi(t) = lim infk→∞ yi(tk).
It follows from (3.11) that yi(tk − τi(tk))−θaνi . Set
Mi = −νia + νia(1 + μ) exp
[
(1 − μ)2(3 + 5μ)2
8(1 + μ)2
]
, i = 1,2, . . . , n.
Then from (3.11), we have
y˙i (t)−
[
ai + yi(t)
]
a˜ii (t)(Mi + θaνi)
−[νia + yi(t)]a˜ii (t)(Mi + θaνi), i = 1,2, . . . , n, t  T .
Integrating the above from tk − τi(tk) to tk , we obtain
ln
(
νia + yi(tk)
νia + yi(tk − τii(tk))
)
−
tk∫
tk−τii (tk)
a˜ii (t)(Mi + θaνi) dt
−(Mi + θaνi)di, i = 1,2, . . . , n,
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νia + yi(tk)
[
νia + yi
(
tk − τii(tk)
)]
e−(Mi+θaνi )di
 (1 − θ)νiae−(Mi+θaνi )di , i = 1,2, . . . , n.
This shows that (3.8) holds. The proof is complete. 
4. The proofs of main results
Proof of Theorem 2.1. Set ξij (s) = t . Then
ξij (s + ω) = s + ω − τij (s + ω) = ξij (s) + ω = t + ω,
and so
ξ−1ij (t + ω) = s + ω = ξ−1ij (t) + ω.
Thus, aij (ξ−1ij (t)) and τ˙ij (ξ
−1
ji (t)) are still ω-periodic functions for i, j = 1,2, . . . , n. Set
θi = max
t∈[0,ω]
{
1
νiaii(t)
n∑
j =i
νj aji(ξ
−1
ji (t))
1 − τ˙j i (ξ−1ji (t))
}
, i = 1,2, . . . , n.
Then it follows from (2.15) that 0 θi < 1, i = 1,2, . . . , n, and
θiνiaii(t)
n∑
j =i
νj aji(ξ
−1
ji (t))
1 − τ˙j i (ξ−1ji (t))
, i = 1,2, . . . , n. (4.1)
Let x(t) = (x1(t), x2(t), . . . , xn(t)) be any positive solution of Eq. (1.1). Set
V (t) =
n∑
i=1
νi
[∣∣∣∣ln
(
xi(t)
x∗i (t)
)∣∣∣∣+
n∑
j =i
t∫
t−τij (t)
aij (ξ
−1
ij (s))
1 − τ˙ij (ξ−1ij (s))
∣∣xj (s) − x∗j (s)∣∣ds
]
, t  0. (4.2)
A direct calculation of the upper right-hand derivative D+V (t) of V (t) leads to
D+V (t)
n∑
i=1
νi
[
−aii(t)
∣∣xi(t) − x∗i (t)∣∣+
n∑
j =i
aij (ξ
−1
ij (t))
1 − τ˙ij (ξ−1ij (t))
∣∣xj (t) − x∗j (t)∣∣
]
=
n∑
i=1
[
−νiaii(t) +
n∑
j =i
νj aji(ξ
−1
ji (t))
1 − τ˙j i (ξ−1ji (t))
]∣∣xi(t) − x∗i (t)∣∣
−
n∑
νi(1 − θi)aii(t)
∣∣xi(t) − x∗i (t)∣∣, t  0.i=1
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Furthermore, from the above, we have
n∑
i=1
νi(1 − θi)
∞∫
0
aii(s)
∣∣xi(s) − x∗i (s)∣∣ds  V (0) < ∞,
and so
n∑
i=1
νi
∞∫
0
aii(s)
∣∣xi(s) − x∗i (s)∣∣ds < ∞. (4.3)
Note that
∞∫
0
aii(s) ds = ∞, i = 1,2, . . . , n.
It follows from (4.3) that
lim inf
t→∞
n∑
i=1
νi
∣∣xi(t) − x∗i (t)∣∣= 0. (4.4)
Again from (4.1) and (4.3), we obtain
n∑
j =i
t∫
t−τij (t)
aij (ξ
−1
ij (s))
1 − τ˙ij (ξ−1ij (s))
∣∣xj (s) − x∗j (s)∣∣ds

t∫
t−τM
n∑
j =i
aij (ξ
−1
ij (s))
1 − τ˙ij (ξ−1ij (s))
∣∣xj (s) − x∗j (s)∣∣ds
 1
ν
t∫
t−τM
n∑
j =i
νj ajj (s)
∣∣xj (s) − x∗j (s)∣∣ds → 0, t → ∞, i = 1,2, . . . , n, (4.5)
where τM = max{τij (t): t ∈ [0,ω], i, j = 1,2, . . . , n} and ν = min{νi : i = 1,2, . . . , n}. Com-
bining (4.2) and (4.5), we have
lim
t→∞
n∑
i=1
νi
∣∣∣∣ln
(
xi(t)
x∗i (t)
)∣∣∣∣= v, (4.6)
which yields
xi(t) e−(v+1)/νx∗i (t), for large t, i = 1,2, . . . , n. (4.7)
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v = lim inf
t→∞
n∑
i=1
νi
∣∣∣∣ln
(
xi(t)
x∗i (t)
)∣∣∣∣ lim inft→∞
n∑
i=1
νi
min{xi(t), x∗i (t)}
∣∣xi(t) − x∗i (t)∣∣
 e(v+1)/ν lim inf
t→∞
n∑
i=1
νi
x∗i (t)
∣∣xi(t) − x∗i (t)∣∣ e(v+1)/νm lim inft→∞
n∑
i=1
νi
∣∣xi(t) − x∗i (t)∣∣
= 0, (4.8)
where m = min{x∗i (t): t ∈ [0,ω], i = 1,2, . . . , n}. Hence, it follows from (4.6) that
lim
t→∞
∣∣xi(t) − x∗i (t)∣∣= 0, i = 1,2, . . . , n. (4.9)
The proof is complete. 
Proof of Theorem 2.2. Set
Ri(t) = νiaii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
(
1 −
t∫
t−τii (t)
hi(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
ds
)
−
n∑
j =i
νj aji(ξ
−1
ji (t))
1 − τ˙j i (ξ−1ji (t))
,
i = 1,2, . . . , n. (4.10)
Then, in view of the proof of Theorem 2.1, the functions Ri(t), i = 1,2, . . . , n, are ω-periodic
functions. Furthermore, it follows from (2.17) that there exists a constant η > 0 such that
Ri(t) η, i = 1,2, . . . , n. (4.11)
Let x(t) = (x1(t), x2(t), . . . , xn(t)) be any positive solution of Eq. (1.1). Define
V (t) =
n∑
i=1
νi
[∣∣∣∣∣ln
(
xi(t)
x∗i (t)
)
−
t∫
t−τii (t)
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
[
xi(s) − x∗i (s)
]
ds
∣∣∣∣∣
+
t∫
t−τii (t)
hi(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
t∫
s
aii(ξ
−1
ii (u))
1 − τ˙ii (ξ−1ii (u))
∣∣xi(u) − x∗i (u)∣∣duds
+
n∑
j =i
t∫
t−τij (t)
aij (ξ
−1
ij (s))
1 − τ˙ij (ξ−1ij (s))
∣∣xj (s) − x∗j (s)∣∣ds
]
, t  0. (4.12)
Note that (lnα − lnβ)(α − β) > 0 for any α,β > 0. A direct calculation of the upper right-hand
derivative D+V (t) of V (t) leads to
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n∑
i=1
νi
[
− aii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
×
∣∣∣∣∣xi(t) − x∗i (t) exp
( t∫
t−τii (t)
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
[
xi(s) − x∗i (s)
]
ds
)∣∣∣∣∣
+ aii(ξ
−1
ii (t))x
∗
i (t)
1 − τ˙ii (ξ−1ii (t))
∣∣∣∣∣exp
( t∫
t−τii (t)
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
[
xi(s) − x∗i (s)
]
ds
)
− 1
∣∣∣∣∣
− hi(t)
t∫
t−τii (t)
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
∣∣xi(s) − x∗i (s)∣∣ds
+ aii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
∣∣xi(t) − x∗i (t)∣∣
t∫
t−τii (t)
hi(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
ds
+
n∑
j =i
aij (ξ
−1
ij (t))
1 − τ˙ij (ξ−1ij (t))
∣∣xj (t) − x∗j (t)∣∣
]

n∑
i=1
νi
[
− aii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
∣∣xi(t) − x∗i (t)∣∣
+ 2aii(ξ
−1
ii (t))x
∗
i (t)
1 − τ˙ii (ξ−1ii (t))
∣∣∣∣∣exp
( t∫
t−τii (t)
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
[
xi(s) − x∗i (s)
]
ds
)
− 1
∣∣∣∣∣
− hi(t)
t∫
t−τii (t)
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
∣∣xi(s) − x∗i (s)∣∣ds
+ aii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
∣∣xi(t) − x∗i (t)∣∣
t∫
t−τii (t)
hi(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
ds
+
n∑
j =i
aij (ξ
−1
ij (t))
1 − τ˙ij (ξ−1ij (t))
∣∣xj (t) − x∗j (t)∣∣
]

n∑
i=1
νi
[
− aii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
∣∣xi(t) − x∗i (t)∣∣
+ 2aii(ξ
−1
ii (t))x
∗
i (t)
1 − τ˙ii (ξ−1ii (t))
exp
( t∫
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
xi(s) ds
)
t−τii (t)
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t∫
t−τii (t)
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
∣∣xi(s) − x∗i (s)∣∣ds
− hi(t)
t∫
t−τii (t)
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
∣∣xi(s) − x∗i (s)∣∣ds
+ aii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
∣∣xi(t) − x∗i (t)∣∣
t∫
t−τii (t)
hi(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
ds
+
n∑
j =i
aij (ξ
−1
ij (t))
1 − τ˙ij (ξ−1ij (t))
∣∣xj (t) − x∗j (t)∣∣
]

n∑
i=1
νi
[
− aii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
(
1 −
t∫
t−τii (t)
hi(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
ds
)∣∣xi(t) − x∗i (t)∣∣
+
n∑
j =i
aij (ξ
−1
ij (t))
1 − τ˙ij (ξ−1ij (t))
∣∣xj (t) − x∗j (t)∣∣
]
=
n∑
i=1
[
− νiaii(ξ
−1
ii (t))
1 − τ˙ii (ξ−1ii (t))
(
1 −
t∫
t−τii (t)
hi(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
ds
)
+
n∑
j =i
νj aji(ξ
−1
ji (t))
1 − τ˙j i (ξ−1ji (t))
]∣∣xi(t) − x∗i (t)∣∣
= −
n∑
i=1
Ri(t)
∣∣xi(t) − x∗i (t)∣∣−η
n∑
i=1
∣∣xi(t) − x∗i (t)∣∣, t  0.
The above shows that V (t) is decreasing in [0,∞) and so the limit v = limt→∞ V (t) exists.
Furthermore, from the above, we have
∞∫
0
∣∣xi(s) − x∗i (s)∣∣ds  V (0)η < ∞, i = 1,2, . . . , n. (4.13)
It follows that
lim inf
t→∞
∣∣xi(t) − x∗i (t)∣∣= 0, i = 1,2, . . . , n, (4.14)
lim
t→∞
t∫
aii(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
[
xi(s) − x∗i (s)
]
ds = 0, i = 1,2, . . . , n, (4.15)t−τii (t)
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t→∞
t∫
t−τii (t)
hi(ξ
−1
ii (s))
1 − τ˙ii (ξ−1ii (s))
t∫
s
aii(ξ
−1
ii (u))
1 − τ˙ii (ξ−1ii (u))
∣∣xi(u) − x∗i (u)∣∣duds = 0,
i = 1,2, . . . , n, (4.16)
and
lim
t→∞
n∑
j =i
t∫
t−τij (t)
aij (ξ
−1
ij (s))
1 − τ˙ij (ξ−1ij (s))
∣∣xj (s) − x∗j (s)∣∣ds = 0, i = 1,2, . . . , n. (4.17)
Combining (4.12), (4.15)–(4.17), we have
lim
t→∞
n∑
i=1
νi
∣∣∣∣ln
(
xi(t)
x∗i (t)
)∣∣∣∣= v, (4.18)
which yields
xi(t) e−(v+1)/νx∗i (t), for large t, i = 1,2, . . . , n. (4.19)
By (4.14), (4.18) and (4.19),
v = lim inf
t→∞
n∑
i=1
νi
∣∣∣∣ln
(
xi(t)
x∗i (t)
)∣∣∣∣ lim inft→∞
n∑
i=1
νi
min{xi(t), x∗i (t)}
∣∣xi(t) − x∗i (t)∣∣
 e(v+1)/ν lim inf
t→∞
n∑
i=1
νi
x∗i (t)
∣∣xi(t) − x∗i (t)∣∣
 e
(v+1)/ν
m
lim inf
t→∞
n∑
i=1
νi
∣∣xi(t) − x∗i (t)∣∣= 0,
where m = min{x∗i (t): t ∈ [0,ω], i = 1,2, . . . , n}. Hence, it follows from (4.18) that
lim
t→∞
∣∣xi(t) − x∗i (t)∣∣= 0, i = 1,2, . . . , n. (4.20)
The proof is complete. 
Proof of Theorem 2.3. Let x(t) = (x1(t), x2(t), . . . , xn(t)) be any positive solution of Eq. (1.1).
Set
zi(t) = ν−1i yi(t), i = 1,2, . . . , n. (4.21)
Then we can rewrite (2.9) as
z˙i (t) = −
[
ν−1i ai + zi(t)
] n∑
νj a˜ij (t)zj
(
t − τij (t)
)
, i = 1,2, . . . , n. (4.22)j=1
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lim
t→∞ zi(t) = 0, i = 1,2, . . . , n. (4.23)
In what follows, we divide into two cases to prove (4.23).
Case 1. z˙i (t), i = 1,2, . . . , n, are all nonoscillatory. In this case, zi(t), i = 1,2, . . . , n,
are monotone eventually. By Lemma 3.3, we have zi(t) → ci as t → ∞ and ν−1i ai +
ci  0 for i = 1,2, . . . , n. For the sake of simplicity, it is harmless to assume that |c1| =
max{|ci |: i = 1,2, . . . , n}. Choose T > 0 such that z˙1(t) > 0, t  T or z˙1(t) < 0, t  T . If
c1 = −ν−11 a1, then z˙1(t) < 0 for t  T . Choose  > 0 such that (ν−11 a1 + )μ1 < ν−11 a1 − 2.
For the given , we can choose T1 > T such that
z1
(
t − τ11(t)
)
< −ν−11 a1 +  and zj
(
t − τ1j (t)
)
< ν−11 a1 + , t  T1. (4.24)
Hence, from (2.22), (4.22) and (4.24), we have
−z˙1(t) =
[
ν−11 a1 + z1(t)
] n∑
j=1
νj a˜1j (t)zj
(
t − τ1j (t)
)
<
[
ν−11 a1 + z1(t)
][(−ν−11 a1 + )ν1a˜11(t) + (ν−11 a1 + )
n∑
j =1
νj a˜1j (t)
]

[
ν−11 a1 + z1(t)
]
ν1a˜11(t)
[−ν−11 a1 +  + (ν−11 a1 + )μ1]
< −[ν−11 a1 + z1(t)]ν1a˜11(t) < 0, t  T1.
This contradicts the fact that −z˙i (t) > 0 for t  T . If c1 > −ν−11 a1, then, integrating (4.22)
from T to ∞, we obtain
∞ >
∣∣∣∣ln
(
ν−11 a1 + c1
ν−11 a1 + z1(T )
)∣∣∣∣
=
∞∫
T
ν1a˜11(t)
∣∣∣∣∣z1(t − τ11(t))+ 1ν1a˜11(t)
n∑
j =1
νj a˜1j (t)zj
(
t − τ1j (t)
)∣∣∣∣∣dt. (4.25)
Note that
∫∞
T
a˜11(t) dt = ∞ and
lim inf
t→∞
∣∣∣∣∣z1(t − τ11(t))+ 1ν1a˜11(t)
n∑
j =1
νj a˜1j (t)zj
(
t − τ1j (t)
)∣∣∣∣∣
 lim inf
t→∞
[∣∣z1(t − τ11(t))∣∣− 1
ν1a˜11(t)
n∑
νj a˜1j (t)
∣∣zj (t − τ1j (t))∣∣
]j =1
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[
1 − lim sup
t→∞
(
1
ν1a˜11(t)
n∑
j =1
νj a˜1j (t)
)]
 (1 − μ1)|c1|.
It follows from (4.25) that c1 = 0, and so c1 = c2 = · · · = cn = 0. Hence, (4.23) is true.
Case 2. z˙l (t) is oscillatory for some l ∈ {1,2, . . . , n}. Then there exists an infinity sequence {tk}
with tk ↑ ∞ such that
n∑
j=1
νj a˜lj (tk)zj
(
tk − τlj (tk)
)= 0, k = 1,2, . . . . (4.26)
Set
Vi = lim inf
t→∞ zi(t) and Ui = lim supt→∞ zi(t), i = 1,2, . . . , n. (4.27)
In view of Lemma 3.4,
−a < Vi Ui < ∞, i = 1,2, . . . , n. (4.28)
Let
−V = min{V1,V2, . . . , Vn} and U = max{U1,U2, . . . ,Un}.
Then from (4.26)–(4.28), we have
0 V < a, 0U < ∞. (4.29)
In what follows, we show that V and U satisfy the inequalities
a + U  (a + μV ) exp
[
1 − μ
a
V − (1 − μ)
2(1 + 2μ)
6a2(1 + μ) V
2
]
, and (4.30)
a − V  (a − μU) exp
[
−1 − μ
a
U − (1 − μ)
2(1 + 2μ)
6a2(1 + μ) U
2
]
. (4.31)
For the sake of simplicity, we set
Ai = 3(1 − μ)2a(1 + μi) +
(1 − μ)(μ + μi)
2a(1 + μi)2 , i = 1,2, . . . , n.
Without loss of generality, we may assume that U = Ui and V = −Vj . Let  > 0 be sufficiently
small such that v1 ≡ V +  < a. Choose T > 0 such that
−v1 < zk(t) < U +  ≡ u1, t  T − τM, k = 1,2, . . . , n, (4.32)
where τM = max{τij (t): t ∈ [0,ω], i, j = 1,2, . . . , n}. First, we prove that (4.30) holds. If
U  μiV , then (4.30) obviously holds. Therefore, we will prove (4.30) only in the case when
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u2 = (1 + μj )u1. Then from (2.22) and (4.22), we have
z˙i (t)
ν−1i ai + zi(t)
 νi a˜ii (t)
[
−zi
(
t − τii(t)
)+ v1
νi a˜ii (t)
n∑
k =i
νka˜ik(t)
]
 νi a˜ii (t)
[−zi(t − τii(t))+ μiv1] νi a˜ii (t)v2, t  T , (4.33)
and
− z˙j (t)
ν−1j aj + zj (t)
 νj a˜jj (t)
[
zj
(
t − τjj (t)
)+ u1
νj a˜jj (t)
n∑
k =j
νi a˜jk(t)
]
 νj a˜jj (t)
[
zj
(
t − τjj (t)
)+ μju1] νj a˜jj (t)u2, t  T . (4.34)
Since U > μiv1, we cannot have zi(t)  μiv1 eventually. On the other hand, if zi(t)  μiv1
eventually, then it follows from the fact that
∫∞
0 a˜ii (t) dt = ∞ and the second inequality in (4.33)
that zi(t) is nonincreasing and U = limt→∞ zi(t) = μiv1. This is also impossible. Therefore, it
follows that zi(t) oscillates about μiv1.
Let {pk} be an increasing sequence such that pk  T + τM , z˙i (pk) = 0, zi(pk)  μiv1,
limk→∞ pk = ∞ and limk→∞ zi(pk) = U . By (4.33), there exists ξk ∈ [pk − τii(pk),pk] ⊆
[gi(pk),pk] such that zi(ξk) = μiv1 and zi(t) > μiv1 for ξk < t  pk . We claim that
zi
(
t − τii(t)
)
−ν−1i ai +
(
ν−1i ai + μiv1
)
exp
(
−v2
ξk∫
gi(t)
νi a˜ii (s) ds
)
, ξk  t  pk. (4.35)
In fact, if t ∈ [ξk,pk] and t − τii(t) ξk , integrating (4.33) from t − τii(t) to ξk we get
− ln ν
−1
i ai + zi(t − τii(t))
ν−1i ai + zi(ξk)
 v2
ξk∫
t−τii (t)
νi a˜ii (s) ds  v2
ξk∫
gi (t)
νi a˜ii (s) ds.
It follows that (4.35) holds. If t ∈ [ξk,pk] and t − τii(t) > ξk , then zi(t) > μiv1, which implies
that (4.35) also holds. Substituting (4.35) into the second inequality in (4.33), we obtain
z˙i (t)
ν−1i ai + zi(t)

(
ν−1i ai + μiv1
)
νi a˜ii (t)
[
1 − exp
(
−v2
ξk∫
gi (t)
νi a˜ii (s) ds
)]
, ξk  t  pk.
Combining this with (4.33), we have
z˙i (t)
a + zi(t)  νi a˜ii (t)min
{
v2, (a + μiv1)
[
1 − exp
(
−v2
ξk∫
gi (t)
νi a˜ii (s) ds
)]}
,
ξk  t  pk. (4.36)
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we can prove (4.30). Next, we will prove that (4.31) holds as well. If V = 0, then (4.31) holds
naturally. In what follows, we assume that V > 0. Then from (4.30), we have
U < a(1 + μ)e1−μ − a < 2a, μU < aμ[(1 + μ)e1−μ − 1]< a. (4.37)
Thus we may assume, without loss of generality, that V > μju1. In view of this and (4.23), we
can show that neither zj (t)−μju1 eventually nor zj (t)−μju1 eventually. Therefore, zj (t)
oscillates about −μju1.
Let {qk} be an increasing sequence such that qk  T + τM , z˙j (qk) = 0, zj (qk)  −μju1,
limk→∞ qk = ∞ and limk→∞ zj (qk) = −V . By (4.23), there exists ηk ∈ [qk − τjj (qk), qk] ⊆
[gi(qk), qk] such that zj (ηk) = −μju1 and zj (t) < −μju1 for ηk < t  qk . Similar to the above
proof, from (4.23), we have
zj
(
t − τjj (t)
)

[
ν−1j aj − μju1
]
exp
(
u2
ηk∫
gj (t)
νj a˜jj (s) ds
)
− ν−1j aj , ηk  t  qk.
Substituting this into the second inequality in (4.23), we obtain
− z˙j (t)
ν−1j aj + zj (t)

[
ν−1j aj − μju1
]
νj a˜jj (t)
[
exp
(
u2
ηk∫
gj (t)
νj a˜jj (s) ds
)
− 1
]
,
ηk  t  qk.
Combining this with (4.23), we have
− z˙j (t)
a + zj (t)  νj a˜jj (t)min
{
u2,
[
a − μju1
][
exp
(
u2
ηk∫
gj (t)
νj a˜jj (s) ds
)
− 1
]}
,
ηk  t  qk. (4.38)
The rest is the same as in the proof of Theorem 2.1 in [45]. In view of Lemma 3.1, it follows
from (4.30) and (4.31) that U = V = 0. Thus, (4.23) holds. The proof is complete. 
Proof of Theorem 2.4. Let x(t) = (x1(t), x2(t), . . . , xn(t)) be any positive solution of Eq. (1.1).
Set yi(t) as in (2.6). We only need to prove that
lim
t→∞yi(t) = 0, i = 1,2, . . . , n. (4.39)
By Lemma 3.3, there exists T > 0 such that
ai + yi(t)  (ai + aνiμi) exp
[
(ai + aνiμi)di + e−(ai+aνiμi)di − 1
]
:= Di, t  T − τM, i = 1,2, . . . , n. (4.40)
X.H. Tang et al. / J. Differential Equations 228 (2006) 580–610 605Set
vi = 1
νi
lim sup
t→∞
∣∣yi(t)∣∣, i = 1,2, . . . , n. (4.41)
Then by Lemma 3.3, 0 vi < ∞, i = 1,2, . . . , n. To complete the proof, we only show that v1 =
v2 = · · · = vn = 0. Without loss of generality, assume that v1 = max{vj : j = 1,2, . . . , n} > 0.
Then there are two possible cases.
Case 1. y˙1(t) is positive eventually or negative eventually. In this case, the limit c1 :=
limt→∞ y1(t) exists and c1 + a1  0. Choose T1 > T such that y˙1(t) > 0, t  T1 or y˙1(t) < 0,
t  T1. If c1 > −a1, then, integrating (2.9) from T1 to ∞, we obtain
∞ >
∣∣∣∣ln
(
a1 + c1
a1 + y1(T1)
)∣∣∣∣
=
∞∫
T
a˜11(t)
∣∣∣∣∣y1(t − τ11(t))+ 1a˜11(t)
n∑
j =1
a˜1j (t)yj
(
t − τ1j (t)
)∣∣∣∣∣dt. (4.42)
Note that
lim inf
t→∞
∣∣∣∣∣y1(t − τ11(t))+ 1a˜11(t)
n∑
j =1
a˜1j (t)yj
(
t − τ1j (t)
)∣∣∣∣∣
 lim inf
t→∞
[∣∣y1(t − τ11(t))∣∣− 1
a˜11(t)
n∑
j =1
a˜1j (t)
∣∣yj (t − τ1j (t))∣∣
]
 ν1v1
[
1 − lim sup
t→∞
(
1
ν1a˜11(t)
n∑
j =1
νj a˜1j (t)
)]
 (1 − μ1)ν1v1.
It follows from (4.42) and the fact that ∫∞0 a˜11(t) dt = ∞ that v1 = 0, which is a contradiction.
If c1 = −a1, then y˙1(t) < 0 for t  T and v1 = −ν−11 c1. Choose  > 0 such that (v1 + )μ1 <
v1 −2. For the given , by (4.41) and v1 = max{vj : j = 1,2, . . . , n} > 0, we can choose T1 > T
such that
y1
(
t − τ11(t)
)
< −ν1(v1 − ) and yj
(
t − τ1j (t)
)
< νj (v1 + ), t  T1. (4.43)
Hence, from (2.22) and (4.43), we have
−y˙1(t) =
[
a1 + y1(t)
] n∑
j=1
a˜1j (t)yj
(
t − τ1j (t)
)
<
[
a1 + y1(t)
][−ν1(v1 − )a˜11(t) + (v1 + ) n∑νj a˜1j (t)
]j =1
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[
−v1 +  + v1 + 
ν1a˜11(t)
n∑
j =1
νj a˜1j (t)
]

[
a1 + y1(t)
]
ν1a˜11(t)
[−v1 +  + μ1(v1 + )]
−[a1 + y1(t)]ν1a˜11(t) < 0, t  T1.
This contradicts the fact that −y˙i (t) > 0 for t  T1.
Case 2. y˙1(t) is oscillatory. For any  ∈ (0, (1 − μ1)v1/(1 + μ1)), there exist T2 > T1 + τM and
a sequence {tk} with tk ↑ ∞ and tk > T2 such that∣∣y1(tk)∣∣→ ν1v1 as k → ∞, y˙1(tk) = 0, ∣∣y1(tk)∣∣> ν1(v1 − ), k = 1,2, . . . , (4.44)
and
∣∣yj (t)∣∣< νj (v1 + ) for t  T2 − τM, j = 1,2, . . . , n, (4.45)
where τM = max{τij (t): t ∈ [0,ω], i, j = 1,2, . . . , n}. We only consider the case when |y1(tk)| =
y1(tk) (the case when |y1(tk)| = −y1(tk) is similar by using −y1(t) instead of y1(t)). Then
from (2.9), (2.22), (4.44) and (4.45), we have
0 = −
n∑
j=1
a˜1j (tk)yj
(
tk − τ1j (tk)
)
−a˜11(tk)y1
(
tk − τ11(tk)
)+ (v1 + ) n∑
j =1
νj a˜1j (tk)
= a˜11(tk)
[
−y1
(
tk − τ11(tk)
)+ v1 + 
a˜11(tk)
n∑
j =1
νj a˜1j (tk)
]
 a˜11(tk)
[−y1(tk − τ11(tk))+ ν1μ1(v1 + )], or
y1
(
tk − τ11(tk)
)
 μ1ν1(v1 + ),
which, together with the fact y1(tk) > ν1(v1 − ) > μ1ν1(v1 + ), implies that there exists ξk ∈
[tk − τ11(tk), tk) ⊆ [g1(tk), tk] such that y1(ξk) = μ1ν1(v1 + ) and y1(t) > μ1ν1(v1 + ) for
ξk < t  tk . Hence from (2.9), (2.22), (4.40) and (4.45), we have
y˙1(t) = −
[
a1 + y1(t)
] n∑
j=1
a˜1j (t)yj
(
t − τ1j (t)
)
 a˜11(t)
[
a1 + y1(t)
][−y1(t − τ11(t))+ μ1ν1(v1 + )]
 ν1a˜11(t)(1 + μ1)(v1 + )D1, t  T2. (4.46)
By (4.46) and the fact that y1(t) > μ1ν1(v1 + ) for ξk < t  tk , we have
μ1ν1(v1 + ) − y1
(
t − τ11(t)
)
 ν1(1 + μ1)(v1 + )D1
ξk∫
a˜11(u) du, ξk  t  tk.g1(t)
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y˙1(t) ν1(1 + μ1)(v1 + )D21 a˜11(t)
ξk∫
g1(t)
a˜11(s) ds, ξk  t  tk.
Combining this and (4.46), we have
y˙1(t) ν1(1 + μ1)(v1 + )D1a˜11(t)min
{
1,D1
ξk∫
g1(t)
a˜11(s) ds
}
, ξk  t  tk. (4.47)
Set
θ =
{
max
{
d1D1 − 12 , 12
}
(1 + μ1), μ1 < 13 ,
1
2 (1 + μ1)(d1D1)2, μ1  13 .
Then by (2.25)
θ < 1 − μ1. (4.48)
We will show that
y1(tk) − y1(ξk) ν1θ(v1 + ). (4.49)
To this end, we consider the following three subcases:
Case 2.1. μ1 < 1/3 and D1
∫ tk
ξk
a˜11(s) ds  1. In this case, by (2.24) and (4.47), we have
y1(tk) − y1(ξk)
 ν1(1 + μ1)(v1 + )D21
tk∫
ξk
a˜11(t)
ξk∫
g1(t)
a˜11(s) ds dt
 ν1(1 + μ1)(v1 + )D21
tk∫
ξk
a˜11(t)
(
d1 −
t∫
ξk
a˜11(s) ds
)
dt
= ν1(1 + μ1)(v1 + )
[
d1D
2
1
tk∫
ξk
a˜11(s) ds − 12
(
D1
tk∫
ξk
a˜11(s) ds
)2]
 ν1(1 + μ1)(v1 + )
(
max{d1D1,1} − 12
)
= ν1(1 + μ1)(v1 + )max
{
d1D1 − 1 , 1
}
= ν1θ(v1 + ).2 2
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∫ tk
ξk
a˜11(s) ds > 1. In this case, there exists ηk ∈ (ξk, tk) such that
D1
∫ tk
ηk
a˜11(s) ds = 1. Then by (2.24) and (4.47), we have
y1(tk) − y1(ξk)
 ν1(1 + μ1)(v1 + )D1
[ ηk∫
ξk
a˜11(s) ds + D1
tk∫
ηk
a˜11(t)
ξk∫
g1(t)
a˜11(s) ds dt
]
= ν1(1 + μ1)(v1 + )D21
[ tk∫
ηk
a˜11(t) dt
ηk∫
ξk
a˜11(s) ds +
tk∫
ηk
a˜11(t)
ξk∫
g1(t)
a˜11(s) ds dt
]
= ν1(1 + μ1)(v1 + )D21
tk∫
ηk
a˜11(t)
ηk∫
g1(t)
a˜11(s) ds dt
 ν1(1 + μ1)(v1 + )D21
tk∫
ηk
a˜11(t)
(
d1 −
t∫
ξk
a˜11(s) ds
)
dt
= ν1(1 + μ1)(v1 + )
[
d1D
2
1
tk∫
ηk
a˜11(s) ds − 12
(
D1
tk∫
ηk
a˜11(s) ds
)2]
= ν1(1 + μ1)(v1 + )
(
d1D1 − 12
)
 ν1θ(v1 + ).
Case 2.3. μ1  1/3. In this case,
∫ tk
ξk
a˜11(s) ds  d1, hence, by (2.24) and (4.47), we have
y1(tk) − y1(ξk)
 ν1(1 + μ1)(v1 + )D21
tk∫
ξk
a˜11(t)
ξk∫
g1(t)
a˜11(s) ds dt
 ν1(1 + μ1)(v1 + )D21
tk∫
ξk
a˜11(t)
(
d1 −
t∫
ξk
a˜11(s) ds
)
dt
= ν1(1 + μ1)(v1 + )
[
d1D
2
1
tk∫
ξk
a˜11(s) ds − 12
(
D1
tk∫
ξk
a˜11(s) ds
)2]
 1
2
ν1(1 + μ1)(v1 + )(d1D1)2 = ν1θ(v1 + ).
Cases 2.1–2.3 show (4.49) holds. Let  → 0 in (4.49). Then we conclude that v1 < v1. This is
also a contradiction. The proof is complete. 
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