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Introduction
This paper mainly deals with the models for type free h-calculus defined by Plotkin [IS], Engeler [12] and Scott [22] . (See also [9] for a similar construction.)
Plotkin-Scott-Algebras (PSE-Algebras, in view of Engeler's approach) are built up in a very natural set theoretic way and provide a generalization of early ideas in Scott [20, 21] .
Namely, the notion of application (interpreting formal application of h-terms) generalizes the classical Myhill-Shepherdson-Rogers definition of application in PO, introduced to define Enumeration Operators (see [19, p. 1433) . Abstraction is defined accordingly. An interesting fact is that these definitions do not depend on codings of pairs and of finite sets, while the classical ones do. This doesn't affect the Recursion Theory one should be able to work out on PSE-Algebras (cf. [6, 16 02, 21] ), but does affect the model theory of A-calculus (see [3] and Section 5). Moreover, for various reasons which should become clear in the next sections, these structures are very 'handy': it is easy to grasp the intuition on which the definitions rely and to modify them for the purpose of the model theory of X-ca!culus we aim at. Section 1.1 introduces X-terms and CL-terms (terms of X-calculus, X/3, and of Combinatory Logic, CL) of various orders, corresponding to levels of functionality or number of X-abstractions. Section 1.2 discusses the consequences in Combinatory Algebras of an early remark of Wadsworth (and Scott) on how to interpret the 'loss of information' which is implicit in performing combinatory reductions, as in any effective process. Section 2 introduces PSE-Algebras and deals with the local analysis (according 154 G. Longo to the terminology in [2]) of Engeler's models. That is, a syntactical characterization is given of the true equalities in the free PSE-Algebras (DA, *) generated from a set of atoms A, with the 'canonical' interpretation of k-abstraction.
Actually the partial order on these structures (i.e. set theoretic inclusion) matches perfectly well the very natural syntactical partial order over h-terms, given by inclusion of Boehm trees (the proofs are in Appendix B). This provides an algebraic characterication of k-terms possessing normal form. Section 3 gives a semantical characterization of A-terms of any finite (and infinite) order, i.e., for n E w, characterizes the class of terms such as Ax, . . * x,.N according to n. In particular (closed) terms of order 0 are interpreted by the bottom element I of the lattice-theoretic model considered and terms of order infinity by the top element. This is done in (DA, *), with a different interpretation of A -abstraction. Section 4 contains the main model-theoretic applications of this paper. Theorem 4.1 proves that, if (Y is an infinite cardinal, there exists a model of CL of cardinal 01, where it is possible to give several interpretations of h-abstraction, which yield different sets of true equations (i.e. a model of CL which yield models of A@ with different theories; this is a strengthening of Los-Vaught theorem for A-calculus). Theorem 4.6 gives a counter-part of Theorem 4.1: for any infinite cardinal (Y, there exists a non-extensional model of CL, which yields a unique model of A& These models will be called lambda-categorical. The proof is based on a Structureal Lemma for PSE-Algebras (Lemma 4.3). Theorem 4.10 deals with a purely algebraic consequence of the previous results. As already mentioned, PSE-Algebras generalize application as defined for enumeration reducibility in (I%, e). In fact, (DA, .) and (Pw, a) can be isomorphically embedded one into the other; but, using the previous local analysis, it is shown that for no A they are isomorphic (w.r.t. '.').
An Intermezzo and Section 5 discuss extensionality and 'non well-founded' models.
In particular, by Theorem 1.12, the fixed point operator of A-calculus, which gives the recursive definitions in the theory, is interpreted by Tarski's fixed point map in the models studied in Sections 2 and 3 (see Remark 3.9 for the generality of these models). This is not so in the case of structures which are not 'well founded', in the sense of Scott [22] .
The notation is mainly from [2] and [17] unless explicitly defined (or elsewhere referred). Some acquaintance with Barendregt's book [2] is required.
Open problems are stated in several places and in the Conclusion. 
Combinatory
Models correspond to Environmental Models, as defined in [13] (
T(M) c T(N).

2) f~ C(PB", PB) iff f is continuous in each argument if f(d) = u cf($): 6 E d1. (3) (PB" + PB) = C(PB", PB).
Proof.
(1) and (2) Routine. 
-).)
Thus (DA, .) is the free PSE-Algebra generated from a set A of atoms. In this section (Theorem 2.8, proof in Appendix B) we syntactically characterize the set of true equations of A-terms in the A-expansion (DA, ., X), where A is as in Theorem 2.3 and A is just a non empty set. (DA, ., A) has been defined in [12] (see also [18, 221) . A similar construction over a set of type symbols can be found in [9] . In Remark 5.8 it will be shown that also Scott's PO model is (isomorphic to) a PSE-Algebra.
But, by To prove the reverse implication one can use the classical B(ihm-out technique g la Hyland. A revised version of it is in [5] .' The point is to substitute Biihm's operator C, = hx, . * * ~p+~.~p+~x~. * . xp by a C; whose properties depend on the structure of DA and such that Lemma 3.3 of [5] applies. The construction of such a C, required 26 technical lemmas, in the case of Plotkin's To. For DA it turns out to be much simpler and it is shown in Appendix B.
Proof. By the proceeding remarks and Appendix B. q 
Proof. M has a normal forms iff BT(M) is finite and contains no 0's. 0
This fact is also true in the model Tw; but the authors of [5] were too distracted by the hardware of To, to point this out.
A semantical characterization of A-terms of order n, for any n E o U{m>
In this section we define a different h-expansion of the applicative structure (DA, .) defined in Definition 2.4. Namely, for each 
This contradicts g , again.
(ii)
Clearly This generalization turns out to be essential for the purposes of Theorem 4.1. However, one may be interested in applicative structures which may not yield h-models. Still they may satisfy (E) above. That is, they may contain just one representative for each representable function. Some interesting domains satisfying (E), which do not need to be A-models, are characterized in [lo] .
Intermezzo
In view of the general discussion on applicative structures carried out in Section 1, we keep the slightly improper use of (E) for extensionality and consider (6) as a weak extensionality property, following [l] and [2] . Note that h-models are exactly Combinatory Algebras satisfying (5) . In case of A-models, (E) corresponds to the axiom schema (q) or rule (5) . The following discussion is divided into two parts. Both are concerned with a technique for constructing extensional A-models due to Scott. Remark (i), in Part I, answers a question raised by Scott, while (ii) states a conjecture and an argument which makes it plausible. Part II presents a construction which will be used in Sections 4 and 5.
Part I: None of the models studied so far is extensional; namely, in general, ECf contains more than one element. Throwing away some elements, can we turn (DA, .) into an extensional A-model? There doesn't seem to be an elementary direct way for such a construction, starting from a A-expansion of (DA, -) (see
Definition 4.4 for an indirect argument).
Scott [21] (see also [22] ) presents an elegant technique to construct an extensional substructure of the A-model Pw. This technique applies to 'almost' (see later) any A-model satisfying (n)Ax.x cAxy.xy, which is a c.p.0.
Scott's argument is the following: Let 1, : = I = Ax.x I,,,, -Axy.l, (x(l,y) ).
Set d(,, = [[IJ~Po and d,= U d(,,.
Then Eo = {d-e: e E Pw} E PO is an extensional A-model (see [22] 
Expansions in any cardinal. Lambda-categorical models. DA and Pa
The theory A/3 is not complete, in the sense that there exist (closed) terms M, N such that A/3fM = N and h/3 +{M = N} is consistent.
Moreover AD does not possess finite models. Then, byXos-Vaught theorem, AD possesses, in any infinite cardinal, non 'elementarely equivalent models' (see [17] for a first-order characterization of A -model).
The local analysis of (DA, *,X) and of (D,, ., A+) gives a stronger fact: in the case of Ap, we can obtain, in any cardinal, non equationally equivalent A-models over the same applicative structure (see Theorem 4.1). Theorem 4.6 proves a counterpart of Theorem 4.1.
We first state an obvious generalization of Theorem 3.6. Namely, instead of using the specific A-expansion D=\ of (DA, .), given by A' as defined in Proof I. Following Meyer [17] or Scott [23] , formalize h-calculus (and its models), in a first-order way. In particular an expanded combinatory algebra (D, -, S, K), i.e. a model of CL with a given interpretation of S and K, is a h-model iff, for E = S(KI) (where I = SKK), Meyer's axioms (1) and (2) in the Discussion of p. 7 are satisfied (cf. also Remark 5.8, where axiom (3) is a stability condition, i.e. EE = E iff E = hxy.xy).
Consider now the first-order theory of (DA, *). Let K = kcy.x, K' = h+xy . x and similarly for S and S'. By Theorem 2.3 and Corollary 3.5, both the corresponding E and E+ satisfy Meyer's axioms and give different h-expansions of (DA, .) Scott's approach to the construction of models of A-calculus has been a topological one (cf. Scott [20] ). By giving the Scott topology to some lattices, the set of continuous functions could be isomorphically embedded into the lattices themselves.
The definable models 02 above, with the induced topology, do not have this property. As a matter of fact, let 02 be as in Theorem 4.1 (proof II). If card(D2) = cy, then the continuous functions on 02 are more than CY. To prove this, assume that the language L has a constant symbol for B. Then consider in D", the sublattice GA, whose least and largest element are @ and B and containing the singletons of elements of B as incomparable elements (with respect to c). Give to GA the induced topology. Clearly, for A is (Y, there are 2" continuous maps of GA into itself, i.e. card(C(G,, GA)) = 2". Since GA is trivially a continuous lattice, GA is an injective space (cf. Scott [20] ). Thus any f~ C(G,, GA) can be extended to f* E C(Dz, GA) s C(Dz, 02).
This is why the model has been defined using just the representable functions, which are much less than the continuous ones, but still enough.
Question.
Is there a topology on 02 such that the representable functions are exactly the continuous ones?
(We claim that there is no such a topology.) Theorem 4.1 proves that, for any infinite cardinal, there exists a subalgebra of a PSE-Algebra (a sub-PSE-Algebra, say) with several A-expansions, yielding different theories.
Of course, if the cardinal is 2", for some infinite cy, one could take a full PSE-Algebra.
A PSE-Algebra may or may not contain (elements with) atoms; DA, as defined in Definition 2.4, does contain atoms. They have been used in the proof of Theorem 4.1.
By an abuse of language, we say that a PSE-Algebra is atomless if all its elements are atomless, i.e. do not contain atoms. For example, & defined at the end of the Intermezzo, is such that fi* (=I%) is atomless, by the identification a = ({a}; a) (see also Remark 5.8). Given B as in Definition 2.1, let's say that d E PB is saturated iff ((P;b)EdAOcy + (Y;b)Ed).
The following lemma gives some general information on the embeddings of C(PB, PE) into PB, i.e. on A-expansions.
Claim 1, say, proves that, in order to satisfy Definition 1.6(l)-(2), they must be continuous. Thus, in a PSE-Algebra, Definition 1.6(l)-(2), are equivalent to Definition 1.6(l) and the continuity of the embedding. 
) E d. (ii) By Lemma 4.3 and (i). q
Recall that fiA is atomless. By the Remark at the end of the Intermezzo, it is easy to define more atomless PSE-Algebras.
By Theorem 4.5, in order to obtain several A-expansions in a PSE-Algebras, one needs atoms, namely objects with no 'functional behaviour'. But, still, they do some work: their use may affect the theory. As a matter of fact, the sub-PSE-Algebras given in Theorem 4.1 have as many A-expansions as their cardinality. Of course, if the cardinal is large enough, most of them will yield the same theory (i.e. will be equationally equivalent), for there are only 2" extensions of pure A-calculus. The canonical map, A, is the smallest one giving a A-expansion (whereas A' is the largest, cf. Lemma 3.4); it is the unique map, satisfying Definition 1.6, whose range contains only atomless elements.
Any extensional
Combinatory Algebra is trivially lambda-categorical. Question. Are (a*, -, K, S) and (DA, . , K-, S-) equationally equivalent?
The theories of the A-models in Theorem 4.6 will be discussed in Section 5. Another application of the previous results (namely Theorem 1.9 and Lemma 2.7) relates Da and Pw. In particular the isomorphisms between (DA, -) and (Pw, .) as applicative structures.
'.' over PW is defined as for Enumeration Reducibility (see [19, p. 146 The embeddings in the proof of Proposition 4.7 do not preserve S and K. In [12] it is shown that for any applicative structure (A, x), one has (Ax> 3 (DA, .>. In fact: if C is finite, then use (2), the fact that f({O}) is infinite and (5). If C is infinite, then use (3) and (6) . This concludes the proof. 0
Non-well-founded models
The notation is as at the end of the Intermezzo, where fiA = (Is,, .) was defined. In particular recall that, in fia, a = ({a}; a).x is as in Theorem 2.3. The motivation for defining fiA are given in the Intermezzo. Its properties will be proved by applying Theorem 1.9 to an elementary substructure.
Lemma 5.1. In BA one has:
for aEA.
(iii) d E: Xx.dx (iv> (DA, ., A) is a A-model.
Prmf. By the definitions. El
Given a E A, let c, be the constant symbol for {a} and A(c,) the set of A-terms built up using also c,, where [c,J={a}. also (Pw, *) is lambda-categorical. Of course, this gives another proof of Theorem 4.10. (For a direct proof of lambda-categoricity of (Pw, .), see [9] .) Finally, notice that (0) above does not depend on the cardinality of A.
In view of the proof of Theorem 5.6, we claim that the lambda-categorical models, given in Theorem 4.6, have all the same theory, independently of the cardinal (i.e. they are all equationally equivalent),
Conclusion
The basic view point in this paper has been the analysis of theories of PSE-Algebras.
But, more than this, we have been looking at applications of this study. Thus A-expansions have been studied and related to the local analysis of models or used for the semantical characterization of interesting classes of terms. Moreover the results in Sections 2 and 3 were applied in the lambda-categoricity and cardinality theorems of Section 4.
Similarly, Section 5 gave some results on the connections between non wellfoundeness, substructures and true equalities. This was done using quotient PSE-Algebras.
In our views two kinds of questions are naturally raised by this work.
(1) Given a PSE-Algebra how can one characterize quotient sets which are again PSE-Algebras?
That is, generalize the technique used in Sections 4 and 5
(some hints are given in the Remark at end of the Intermezzo). More: are there general results relating equivalence relations on PSE-Algebras and the theories of their quotient sets? In Section 5 a non well-founded quotient PSE-Algebra gives Yf YT; another turns out to be isomorphic to PO, thus Y = Yr holds in it.
Several results on quotient sets for similar structures (namely, filter domains) are given in [lo] . Still, filter A-models are built over more 'structured' bases (theories of type assignment). Thus, this kind of results are more general (and, perhaps, more difficult) in the set theoretic framweork of PSE-Algebras.
(2) PSE-Algebras solve some equations (cf. Remark 3.9). Can one carry on a general category theoretic study of the theories of solutions of domain equations (in the sense of Scott)?
It is not clear at all whether category theoretic notions may characterize theories. Take for example Scott 
