Abstract-In conventional speaker recognition tasks, the amount of training data is almost the same for each speaker, and the speaker model structure is uniform and specified manually according to the nature of the task and the available size of the training data. In real-world speech data such as telephone conversations and meetings, however, serious problems arise in applying a uniform model because variations in the utterance durations of speakers are large, with numerous short utterances. We therefore propose a flexible framework in which an optimal speaker model (GMM or VQ) is automatically selected based on the Bayesian Information Criterion (BIC) according to the amount of training data available. The framework makes it possible to use a discrete model when the data is sparse, and to seamlessly switch to a continuous model after a large amount of data is obtained. The proposed framework was implemented in unsupervised speaker indexing of a discussion audio. For a real discussion archive with a total duration of 10 hours, we demonstrate that the proposed method has higher indexing performance than that of conventional methods. The speaker index is also used to adapt a speaker-independent acoustic model to each participant for automatic transcription of the discussion. We demonstrate that speaker indexing with our method is sufficiently accurate for adaptation of the acoustic model.
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I. INTRODUCTION
T EXT-INDEPENDENT speaker recognition has been the subject of intensive research for the past several decades. Vector quantization (VQ) [1] - [4] and Gaussian mixture model (GMM) [5] - [11] have been used as the speaker model. When the speaker recognition tasks assume read-speech corpora, the amount of training data is almost the same for each speaker. Thus, the structure of the speaker model is uniform and is specified manually according to the nature of the task and available amount of the training data. When a sufficient amount of training data is available, GMM usually achieves high recognition accuracy. However, it is not effective if the training data size is insufficient to enable the covariance matrices of mixture densities to be estimated reliably. It has been reported Manuscript received August 28, 2003 ; revised May 6, 2004 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Ramesh A. Gopinath.
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Digital that recognition with the simple VQ-based method is even higher than that with GMM when limited training data is available [12] . Recently, the main target of speaker recognition research has shifted to spontaneous speech such as telephone conversations [13] , [14] and meetings [15] . In these real-world data, the utterance length of speakers is not fixed, and there are a large number of short utterances as well as very long ones, which causes serious problems in applying a uniform model. In this paper, we propose a novel approach in which an optimal speaker model (GMM or VQ) is selected based on the Bayesian information criterion (BIC) [16] , which reflects the amount of speech data. The framework makes it possible to use a discrete model when the training data is sparse, and to seamlessly switch to a continuous model after sufficient data is obtained. Thus, the method we propose enables the model structure to be changed dynamically according to data size. We call this method statistical speaker model selection (SSMS).
The proposed framework is applied to speaker indexing of discussion audio archives. Speaker indexing is essential in retrieving the utterances of a specific speaker and also in improving automatic speech recognition based on speaker adaptation of the acoustic model.
Speaker indexing generally consists of a sequence of speaker identification processes. Studies have been reported on methods under both supervised and unsupervised training conditions. Under the supervised training conditions, it is assumed that training data is available for the target speakers, and GMMs are trained to represent the speech of the target speakers [17] - [19] . Furthermore, methods using Kullback information based on a codebook [20] and an ergodic HMM [21] have been proposed by assuming that only the number of speakers is known beforehand. Speaker indexing is rather easy if we can train speaker models in advance and test data consists of only trained speakers and is assumed to fit one of the trained models. In the audio archives of discussions that we deal with here, the speakers are not always the same, and it is not practical to assume that speech samples of individual speakers will be available beforehand for various tasks including discussions. We therefore focus on unsupervised speaker indexing without prior speaker models. Moreover, we do not assume that the number of speakers is given.
Recently, unsupervised speaker indexing is vigorously studied using the database of not only broadcast news but also switchboard conversations and meetings which are dealt with at the NIST evaluation tasks. Approaches to unsupervised speaker indexing are mainly classified into metric-based and model-based methods. The metric-based methods try to detect speaker changes and to perform speaker clustering by differences between segments based on distance measures such as the Generalized Likelihood Ratio (GLR) [22] , [23] , Kullback-Leibler distance (KL) [24] and BIC [25] , [26] . The BIC based method assumes a single Gaussian distribution for each segment and determines speaker changes based on variances between segments. It is effective in broadcast news, where speech segments are long and changes in speaker are not so frequent. We call this method "Variance-BIC" in this paper because likelihood is represented by a variance. In conversations and meetings, however, speakers change frequently, and there are many short utterances and large variations in speech length. Thus, the comparison based on such fluctuating data might not work. Moreover, speaker information may not be fully represented with a single Gaussian distribution for each segment.
Model-based approaches use an ergodic HMM network consisting of nodes representing speakers [27] , or train a GMM for each segment [28] , [29] . Recently, one of the most widely-used methods is to set up speaker models by adapting the universal background model (UBM) [30] based on maximum likelihood linear regression (MLLR) and maximum a posteriori (MAP). In this kind of methods, speakers are identified based on the likelihood ratio between the adapted and background models [31] , [32] . Several studies introduce hierarchical clustering as a post-processing based on the cross likelihood ratio (CLR) [33] , [34] . Another method adopts HMM, as in LIA system, where each state represents a speaker and the transitions correspond to speaker changes. It is trained by adapting with data segmented with Viterbi decoding [35] . This kind of adaptation approach may work well for relatively longer utterances. However, it encounters difficulty in applying to conversations and meetings where there are numerous turns and short utterances. In the discussion data we deal with here, utterances have a duration of 6 seconds on average and the ratio of the utterances that are less than 10 seconds is about 87%. It is not feasible to reliably perform adaptation for these short utterances.
To cope with real-world audio archives, where the duration of utterances ranges from very long to very short, we introduce a statistical speaker model selection (SSMS) scheme through which optimal models of suitable complexity are selected depending on utterance length. The method we propose is evaluated at speaker indexing of a real discussion archive with a total duration of 10 h. The results obtained from speaker indexing are then used to adapt the acoustic model used to automatically transcribe the archive. The indexing accuracy is also evaluated in terms of speech recognition.
The paper is organized as follows. Section II introduces the proposed SSMS scheme which selects an optimal speaker model (GMM or VQ) based on the BIC. Section III describes the speaker indexing based on the proposed SSMS. The specification of the discussion data and the experimental results of speaker indexing are presented in Section IV. Section V describes automatic speech recognition based on the speaker indexing, and Section VI concludes the paper.
II. STATISTICAL SPEAKER MODEL SELECTION

A. Bayesian Information Criterion
The problem of selecting an appropriate model is formulated as choosing from a set of candidates that describe a given data set. Generally, the likelihood of training data is improved by increasing the number of parameters in the model. However, when there are too many parameters, the model encounters problems of overfitting and lacks robustness.
The BIC (Bayesian information criterion) has been introduced to model selection based on the Bayesian estimation of model parameters. Specifically, let be the data set, and be the candidates for parametric models and be the number of parameters in model . The BIC is then defined as (1) where is the log likelihood of training data for model and is the weight of the second term.
If the likelihood given by two models is comparable, the simpler model would give a better BIC value, and be selected. Thus, the BIC considers the balance between likelihood and model complexity and avoids overfitting.
B. Speaker Model Selection Based on the BIC
We explore a novel approach that selects speaker models depending on the data size. One way of coping with sparse training data is to adopt a discrete model. When little data is available, a simple VQ-based method, which uses VQ distortion as a distance measure, performs better than GMM [12] . GMM is an appropriate statistical model, but needs a lot of training data for reliable parameter estimation. If we can assume that the amount of training data is almost the same for each speaker, the speaker model is uniform and specified manually according to the nature of the task or the available size of the training data. As the assumption does not hold for real-world data such as discussion archives, we propose a flexible framework in which an optimal speaker model (GMM or VQ) is automatically selected based on the BIC according to the amount of training data. As previously stated, we call this framework "SSMS (statistical speaker model selection)".
One problem in implementing this framework for selecting the speaker model is that the model structure and distance measure are different for GMM and VQ. To solve this, we introduce a model called "extended VQ (EVQ)", which is an extension of the VQ-based model [36] . EVQ is modeled by assigning the same mixture weight and covariance to all Gaussian mixture components. It normalizes the distance measure of VQ, so that it can be compared to the likelihood of GMM. EVQ becomes a VQ model by replacing the covariance matrix with an identity matrix.
We first estimate a Gaussian mixture model (GMM) for a speaker model. Only the diagonal components of covariances are used. Specifically, the BIC of the GMM for speaker is given by (2) where is the log likelihood of training data by GMM, is the number of mixture components, is the dimension of the acoustic feature, and is the number of frames of training data. Penalty weight is set to 1 in this case. Here, -dimensional means and variances plus mixture weights are counted. 1 We then generate the EVQ. The mixture weights of EVQ are uniformly assigned as . We also replace its covariance with the average covariances of GMMs trained for all speakers as follows: (3) where is the number of speakers, and is the covariance of th mixture component of speaker . We can use a mean vector of GMM obtained through an EM algorithm using a fixed variance for a mean vector of EVQ. However, we generate the EVQ-based model by using a mean vector obtained through an LBG (Linde, Buzo, and Gray) algorithm [37] and estimated variance with (3) because the proposed framework is to choose a discrete model (VQ) or a continuous model (GMM) according to the amount of training data available.
The BIC for the EVQ is given by (4) where -dimensional means for Gaussians are counted as well as one common variance.
When the training data size is small, the VQ model will be selected because its complexity is much smaller. After a large amount of training data is obtained, GMM is expected to be selected because its likelihood is larger. Thus, an appropriate speaker model can be constructed for any utterance length. Moreover, the framework makes it possible to use the discrete model (VQ) when the training data is sparse, and to seamlessly switch to a continuous model (GMM) after the training data is fully obtained.
C. Gaussian Mixture Size Selection
Another way to control the complexity of the model is to change the number of Gaussian distributions based on the BIC according to the amount of training data. This has been used to control the complexity of the acoustic model (HMM) in automatic speech recognition [38] , [39] . We call this method "GMSS (Gaussian mixture size selection)." The BIC of the GMM for speaker is given by the same (2), and we use script which stands for the number of components of GMM. 2 (5) 1 The strictly accurate definition of the BIC of the GMM is BIC = log P (X j ) 0 (1=2)(2dM + M 0 1) log N because the number of free parameters of mixture weights is smaller by one. However, we used (2) in this paper because the difference is negligible. 2 The value of parameter in this BIC was set to 1 after preliminary experiments.
The size of the mixture of the GMM is determined by evaluating the following difference: (6) The size of the mixture is doubled if is negative. Otherwise, it is determined as .
When the training data is sparse, the size of the mixture is expected to be small or only one. In that case, speaker information may not be fully represented.
III. SPEAKER INDEXING ALGORITHM
A. Speaker Indexing Based on the Variance-BIC
The conventional method of speaker indexing based on the Variance-BIC is formulated as follows [25] . It assumes a single Gaussian distribution for each segment and performs speaker clustering based on the variance ratio. In this paper, one or more utterance units are called a segment. Initially, each utterance makes a segment.
To decide if any pair of segments is uttered by the same speaker, the method computes the difference in the BIC value for a hypothesis that the segments are uttered by the same speaker, and the value for a hypothesis that the segments are uttered by different speakers, which are given by (7) and (8), respectively. 3 (7) (8) where is the covariance of the merged segment, and and are those for the first and second segments, respectively. Here, full covariances are used.
represents the data size (number of frames) of respective segments, is the dimension of the acoustic feature, and is the penalty weight.
The difference in the BIC values is rewritten as
If is positive, the two segments are merged. Speaker clustering is performed by repeating the process. When the values between all segment pairs become negative, 3 The original equation of the BIC has a term of (0(N + N )=(2) 2 (d=2) 2log (2)). We omitted the term because it is common (constant) for all models. That also holds true for (8) .
the clustering process is finished and the set of speakers is defined together with their speech segments. Thus, the BIC is used as a termination criterion in a hierarchical speaker clustering procedure. As previously stated, we call this method "Variance-BIC" because the likelihood is represented by a variance.
As variations in the duration of utterances in the discussion data are large, reliable estimation and fair comparison of variances are difficult especially for very short speech segments. Another problem is that penalty weight is task-dependent and must be tuned for every new task [40] . Moreover, the method assumes a single Gaussian distribution for each segment, and speaker information may not be fully represented.
B. Speaker Indexing Based on Speaker Model Selection
Next, a speaker indexing procedure is presented based on the SSMS scheme we propose. Speaker indexing is performed through an iterative process of training speaker models for segments and then merging them. In this step, optimal speaker model is chosen between GMM and EVQ based on the BIC. As the distance measure between models, we adopt the cross likelihood ratio (CLR) which is based on likelihoods for corresponding utterances, thus reliably applicable to both GMM and EVQ. At the early stage of clustering, there are so many clusters that are different in sizes and selected model types. So, we perform identification scheme which merges clusters assigned with a same label. At the later stage, we expect that most of the clusters are made of sufficient data size and modeled with GMM. So, we conduct verification scheme which merges clusters within a certain distance of the CLR Fig. 1 shows a flow diagram of this procedure.
The detailed procedure is described as follows. 1) Training: For each cluster, GMM and EVQ are trained using all utterances of the cluster. In the initial step, each utterance forms one cluster. 2) Model selection: An optimal model is selected for each cluster between GMM and EVQ based on the BIC. 3) Distance calculation: The distance between clusters is computed based on the cross likelihood ratio (CLR) [41] . The CLR for clusters and is given by (10) where is all utterances of cluster is its th utterance, is the number of utterances, is the selected model (GMM or EVQ) for cluster , and is the average log likelihood of utterances of cluster given by model . 4) Merging clusters with identification: For each cluster, the closest cluster with the minimum distance is identified. Then, for a pair of clusters, if they share the same closest cluster (which is different from themselves), they are merged. Namely, merge clusters and if . Steps 1, 2, 3, and 4 are repeated until no more clusters can be merged. 5) Merging small clusters with identification: If there are small clusters remaining whose selected model is EVQ even after step 4, they are merged with large clusters whose speaker model is GMM and gives maximum likelihood to them. (The merged cluster keeps original component speaker models for distance calculation of the next step.) 6) Merging clusters with verification: The minimum distance between clusters is computed and if it is smaller than threshold , these clusters are merged. Namely, merge clusters and if . This process is done once for all pairs of clusters after step 5 and not repeated. After sufficient training data is obtained for each cluster through the first merging procedure (step 4), the training procedure (step 1) is not performed for efficiency. At this phase, we assume that all clusters can be modeled with GMM, and small clusters that consist of short utterances are false alarms or irregular samples. They are merged with the other identification 4 Speaker clustering is then performed based on the matching likelihood (step 6). For accurate clustering in this process, we keep all original model parameters merged in step 5. And in step 6, the distance between clusters is defined by measuring distances with all models kept in the cluster and taking the minimum.
IV. SPEAKER INDEXING EXPERIMENTS
A. Database and Task
As the material for speaker indexing experiments, we used a one-hour forum-type TV program that is broadcast on Sundays. During the program, politicians and journalists discuss Japanese political and economic issues under the control of a moderator. We selected ten programs that were aired from June 2001 to January 2002 for the test set.
The speech data were divided into utterance units based on energy and zero-crossing parameters. The error rate of the utterance segmentation or the ratio of cases where two speakers are contained in a segmented utterance was 2.9%. The correct (reference) label for speaker indexing in this case was defined as a speaker with the longest utterance duration in the segment. Table I shows the numbers of speakers and utterances in the discussions. Each discussion comprised five to eight speakers with an average of 550 utterances. Fig. 2 shows the distribution of the duration of utterances. Here, "5-10" means the number of utterances with a duration from 5 to 10 s.
The average duration was 6 s, the minimum was 1 s, and the maximum was 71 s. Utterances with durations of less than 10 seconds represented about 87% of the data. There were numerous short utterances and also large variations in duration. This suggests a serious problem in applying a uniform model and the necessity for a framework by which an optimal model of suitable complexity can be selected depending on data size.
B. Experimental Conditions and Evaluation Measures
Audio material of ten discussions previously described was used in the unsupervised speaker indexing experiments. The speech data were sampled at 16 kHz and the acoustic features consist of 26 components of 12 MFCCs, energy and their deltas.
We compared our method (SSMS) with conventional methods, i.e., the Variance-BIC, the VQ-based and the GMM-based methods including GMSS. The VQ and GMM were the same as those used in the proposed method, but we 4 This assumption makes it impossible to cope with data where some speakers articulate one or two really short utterances. In an earlier implementation, we did not include step 5. We observed that introducing this step had little effect on the accuracy of speaker indexing, but improved the estimation of the number of speakers by eliminating false irregular clusters. assumed the model was uniformly selected for all clusters. In the VQ-based method, the log likelihoods in the cross likelihood ratio of (10) are replaced with the Euclidean distance between centroids, which assumes identity covariances. In the GMSS method, the GMM is trained for each cluster and its mixture size is determined by the BIC value of (6). Clustering is performed based on the cross likelihood ratio between the obtained GMMs.
We carried out the speaker indexing experiments for two cases, where the number of speakers was both unknown and known in advance because it was easy to obtain the number beforehand in discussions and meetings. Where the number of speakers was given beforehand, cluster merging (step 6) continued until the number of obtained clusters reached the specified number by disregarding threshold .
To evaluate indexing performance, we use the BBN metric [29] which is given by (11) where is the number of utterances in candidate cluster , and is the number of candidate clusters. is the purity of cluster is the number of actual speakers and is the number of utterances by speaker in cluster . Indexing performance increases with a larger value for the BBN metric. Variable is a system design parameter that controls the degree to which fewer and larger clusters are favored at the expense of decreased purity. We set this parameter to based on the balance with the number of speakers and utterances.
We did evaluations using speaker indexing accuracy and accuracy on the number of speakers. Speaker indexing accuracy is defined as the ratio of the BBN metric obtained by automatic indexing and that by correct indexing. Thus, this is given by (12) where is the total number of utterances and is the actual number of speakers. It became 0 at worst and 100 at best. Accuracy on the number of speakers is defined as (13) where is the actual number of speakers, is the number of clusters obtained in the -th discussion, and is the total number of discussions. This is used only when the number of speakers is unknown.
C. Experimental Results
The average indexing performance when the number of speakers is unknown is shown in Table II . Penalty weight in the Variance-BIC was set to 5.0 after preliminary experiments. The threshold for the speaker clustering procedure (step 6) was determined so that the accuracy on the number of speakers (SNA) was maximum for each method. The same threshold value was used for all ten discussions, which means speaker number accuracy (SNA) on average may not be 100% even with the optimal case. The indexing performance for individual discussions is in Fig. 3 . Here, "VQ," "GMM," and "SSMS" denote the result when the size of the mixtures or codebooks is 32.
The SSMS method we propose achieved a speaker indexing accuracy (SIA) of 97.0% when there were 32 mixture components. It outperformed the Variance-BIC, the VQ-based and the GMM-based methods including GMSS. It achieved the best performance over almost all the discussions. It is also verified that discrete VQ was chosen when utterances are short, and stochastic GMM was chosen for large clusters. We thus demonstrated the effectiveness of the proposed framework that selects an optimal speaker model (GMM or VQ) based on the BIC according to the training data. For reference, we also evaluated speaker indexing accuracy with a measure that counts the duration of utterances. It is defined by replacing (number of utterances in the cluster) of (11) with (number of frames belonging to the cluster). As a result, much the same tendency is observed: 86.7% for Variance-BIC , 89.5% for VQ (32 cb.), 93.8% for GMM (32 mix.), 91.3% for GMSS, and 95.7% for SSMS (32 mix.) . We confirmed that almost all of long utterances with a large number of frames are correctly labeled, and short utterances have dominant effect in the speaker indexing performance.
Next, the average indexing performance when the number of speakers is given in advance is shown in Table III . SSMS achieved a speaker indexing accuracy (SIA) of 97.0% with a 32-mixture and again outperformed the other methods. Indexing accuracy here was the same as where the number of speakers was unknown. This shows that specifying the number of speakers has the same effect as using optimal threshold . This does not necessarily hold true for other methods, however, e.g., the VQ-based method with a codebook size of 32, because the best SIA was obtained when more than the actual numbers of speaker clusters were used.
The GMM-based method has more difficulty in estimating large mixtures with the data because there are so many short utterances for which the variances of some mixture components become too small, and this causes false matching. Therefore, clusters of the same speakers are not correctly merged. It is possible in the SSMS method to train models with 16 mixtures or larger because of the introduction of EVQ as an extension of the VQ-based model. SSMS realizes flexible data modeling and accurately merges clusters with identification based on the CLR. Actually, EVQ is more likely to be selected as the number of mixtures increases. GMM and SSMS are almost comparable in performance when the mixture size is small. GMM can be well trained and yields a better BIC value than EVQ in most cases with a limited number of mixture components.
GMSS, which adaptively controls the mixture size, did not perform better. The method often selected a single Gaussian distribution-especially for short utterances-which is a poor representation compared with VQ, and most of very short utterances were incorrectly clustered.
It is possible with the VQ-based method to train a stable model even with limited training data. However, it does not represent speaker information after a sufficient cluster size is obtained. Actually, the GMM-based method obtained better performance when the size of the mixtures and codebooks was the same.
Speaker indexing accuracy by the Variance-BIC is lower compared with other methods. Most of the short utterances were incorrectly clustered because a fixed penalty weight was used despite large variations in the duration of utterances.
We then investigated the sensitivity of the speaker indexing accuracy to the threshold of the speaker clustering procedure (step 6). Fig. 4 shows the SIA plotted by changing the threshold . Also, Fig. 5 plots the SNA when threshold is changed for all cases. These graphs plot the results when the size of the mixtures or codebooks is 32. For the Variance-BIC method, the accuracies are plotted by changing the penalty weight . Although the scale of is different from that of , we see that the accuracy is sensitive to this value, and that the peaks of SIA and SNA are obtained at totally different values of . The SIA in the GMSS method is less sensitive to variations in threshold . However, the SNA changes with slight variations in threshold compared with the other methods. SSMS maintains consistent SIA and SNA against variations in threshold . It is less sensitive because it can appropriately choose and reliably estimate speaker models according to the amount of training data. We then conducted automatic speech recognition (ASR) based on speaker adaptation using the indexing results. We used the speaker labels obtained by SSMS (32 mix.), which achieved the best indexing performance.
The baseline acoustic model is a phonetic tied-mixture triphone HMM (3000 states and 16 K Gaussians in total) trained with the Corpus of Spontaneous Japanese (CSJ) [42] . We use 43 phones, and all of them are modeled with left-to-right HMM of three states. We use 129 codebooks of 128 mixture components for tied-mixture modeling. The training data consisted of spontaneous oral presentations by 381 speakers that amounted to 60 h. The language model is a back-off word trigram, which is a weighted combination of a model trained with the CSJ and one constructed from the minutes of the National Diet of Japan [43] . There are 36 053 vocabulary items. We used our Julius 3.3 decoder [44] for recognition with these models.
Unsupervised MLLR (Maximum Likelihood Linear Regression) speaker adaptation was performed for the baseline acoustic model using the results of speaker indexing. For each participant, utterances that were labeled as the speaker were used for adaptation. The initial ASR results with the baseline acoustic model were used for the phone transcriptions of utterances. We also perform semi-supervised adaptation of the baseline model using correct speaker labels and phone labels of the initial ASR results to investigate the upper limits in this scheme.
The average word accuracy obtained by the described methods is shown in Table IV . Here, "Baseline" denotes where the baseline acoustic model was used without adaptation. "Unsupervised adaptation" denotes the unsupervised adaptation using the speaker indexing and initial ASR results with the baseline model, and "Semi-supervised adaptation" denotes where correct speaker labels were used instead of the speaker indexing results. The word accuracy for each discussion is shown in Fig. 6 .
Accuracy was 51.0% on average with the baseline model. Since the utterances in discussions are totally spontaneous and word perplexity is around 150, the ASR task is very difficult. Unsupervised adaptation improved it to 57.2%, and improvement was observed for all discussions. This demonstrates that unsupervised speaker adaptation based on the speaker indexing is very effective. The accuracy of semi-supervised adaptation was 57.2%, which is comparable to the totally unsupervised case. This means that the speaker indexing accuracy by the SSMS method is sufficient for adaptation of the acoustic model. For reference, we also conducted an experiment of the adaptation with the "Variance-BIC" speaker indexing method. The word accuracy was 56.9%, which shows some degradation from the result of the proposed method.
VI. CONCLUSION
We proposed a flexible framework in which an optimal speaker model (GMM or VQ) is selected based on the BIC. It automatically chooses the optimal model (GMM or VQ) according to the available training data and can be applied to a task in which the amount of training data is different for each speaker. The framework also makes it possible to use a discrete model (VQ) when the data is sparse, and to seamlessly switch to a continuous model (GMM) after a large amount of data is obtained.
As a typical real-world application, we implemented the proposed framework on unsupervised speaker indexing for a discussion audio where the duration of utterances is very short and its variation is large. For a discussion archive with a total duration of 10 hours, we demonstrated that the proposed method achieves higher indexing performance than conventional methods such as the Variance-BIC, VQ-based and GMM-based methods. SSMS achieved an accuracy of 97.0% both when the number of speakers was given beforehand and when the number was unknown. We also found that the method we propose is less sensitive to the threshold value for clustering. Thus, the method is shown to be not only accurate but also robust. Moreover, the proposed method achieved the sufficient performance without tuning the parameter in the BIC.
We also applied and evaluated speaker indexing to automatic speech recognition of the discussions by adapting a speaker-independent acoustic model to each participant. It is shown that unsupervised speaker adaptation based on speaker indexing is very effective and the indexing accuracy with SSMS is sufficiently high for adaptation of the acoustic model.
As a future work, we will evaluate the proposed method on the NIST databases to demonstrate its generality.
