Abstract. We give a discrete analogue of the Aleksandrov theory of the MongeAmpère equation for nonlinear difference equations. As a consequence we obtain the convergence to the Aleksandrov solution of a monotone finite difference method and a new result on the equivalence between Aleksandrov and viscosity solutions. Our result provides a theoretical link between the geometric and the finite difference approaches to the numerical resolution of the Monge-Ampère equation.
Introduction
In this paper we are interested in weak solutions of the Monge-Ampère equation
on a convex bounded domain Ω ⊂ R d with boundary ∂Ω. It is assumed that f ≥ 0 with f ∈ L 1 (Ω) and g ∈ C(∂Ω) can be extended to a convex functiong ∈ C(Ω). The domain is not assumed to be strictly convex. Under these assumptions, (1.1) is known to have a unique convex Aleksandrov solution u ∈ C(Ω) [11, Theorem 1.1]. We also assume that f is continuous on Ω. It is then known that an Aleksandrov solution of (1.1) is also a continuous viscosity solution of (1.1) [9, Proposition 1.3.4].
We develop a discrete version of the Aleksandrov notion of weak solution and prove convergence of the discrete approximations. The resulting finite difference scheme turns out to be the one proposed by Froese and Oberman in [5] . It gives a scheme which is stable, consistent and monotone so that applying the Barles-Souganidis approach [3] , it is known that the limit is a viscosity solution of (1.1).
A consequence of our results is that when (1.1) has a unique viscosity solution, the latter is also an Aleksandrov solution in the degenerate case f ≥ 0, L 1 integrable and continuous. The result was only known for f > 0 and continuous on Ω, [9, Proposition 1.7.1].
In [5] , the authors note that several of their numerical experiments cannot be explained in the viscosity solution framework. They also point out in [6] that for the highly singular solutions, the discretization proposed in [5] is more appropriate. This paper explains the results obtained there. We refer to [2] for another proof of the convergence to the Aleksandrov solution of the discretization proposed in [5] . The approach in [2] uses approximation by smooth functions.
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For several applications, e.g. in computational optimal transportation, one often needs to extend f by 0 to a larger strictly convex domain or a square domain. The approach via Aleksandrov solutions is more natural as it allows to handle a right hand side f not necessarily continuous.
To a mesh function, we associate a "partial" discrete measure which we relate to the finite difference discretization proposed in [5] . The "full" discrete measure may be seen as the discrete analogue of the Monge-Ampère measure associated to a function defined on Ω. It is in that sense that our result provides a theoretical link between the geometric approach [13, 7] and the finite difference approach to the numerical resolution of the Monge-Ampère equation.
The paper is organized as follows. In the next section we collect some notation used throughout the paper. In section 3 we recall the notion of Aleksandrov solution. In section 4, we develop a discrete analogue and prove a key weak convergence result. In the last section we prove our main claim, which is that the Aleksandrov solution is the uniform limit on compact subsets of mesh functions which solve the finite difference equations proposed in [5] .
General Notation
We use the notation ||.|| for the Euclidean norm of R d . Let h be a small positive parameter and let
denote the orthogonal lattice with mesh length h. We denote by M h the linear space of mesh functions, i.e. real-valued functions defined on Z d h . Following [12] , for v h ∈ M h and e ∈ Z d h , we define the second order directional difference operator
For a function p ∈ C(Ω) we define its restriction r h (p) to Ω h by
The restriction of p ∈ C(Ω) to ∂Ω h is defined similarly.
We say that a mesh function v h is discrete convex if and only if ∆ e (x) ≥ 0 for all x ∈ Ω h and e ∈ Z d h for which ∆ e (x) is defined. Let us denote by C h the cone of discrete convex mesh functions.
We define
and the discrete Monge-Ampère operator as
The discrete Monge-Ampère equation is thus given by:
It is known, [5] , that (2.3) has a solution which is unique. Moreover it is shown in [5] that the uniform limit on compact subsets of u h as h → 0 is a viscosity solution of (1.1).
The Aleksandrov solution
The material of this section is taken from [9] to which we refer for proofs. Let Ω be an open subset of R d and let us denote by P(R d ) the set of subsets of R d .
The normal mapping of u, or subdifferential of u is the set-valued mapping ∂u :
Given u : Ω → R, the local subdifferential of u is given by
Clearly for all x 0 ∈ Ω we have ∂u(x 0 ) ⊂ ∂ l u(x 0 ). Moreover
Lemma 3.2 ([8] Exercise 1).
If Ω is convex and u is convex on Ω, then ∂u(
Let |E| denote the Lebesgue measure of the measurable subset E ⊂ Ω. For E ⊂ Ω, we define ∂u(E) = ∪ x∈E ∂u(x). 
is a Borel σ-algebra and the set function
is a measure, finite on compact subsets, called the Monge-Ampère measure associated with the function u.
We can now define the notion of Aleksandrov solution of the Monge-Ampère equation. We make the usual convention of denoting by f a measure ν absolutely continuous with respect to the Lebesgue measure and with density f .
Partial Monge-Ampère measure associated to a mesh function
In this section we present a discrete analogue of the notions of Section 3.
For a set S ⊂ Z d h and a mesh function u h , the partial discrete normal mapping of u h on S at the point x ∈ S is defined as
For convenience, we will often omit the mention that we need
h for all i. This restriction motivates our characterization of ∂ h u h (x) as a partial discrete normal mapping. Compare with (3.1).
For the results proved in this paper, the next lemma essentially says that our notion of discrete normal mapping is sufficient.
Lemma 4.1. Let x 0 ∈ Ω and ǫ > 0 such that the ball B ǫ (x 0 ) in the maximum norm defined by
is contained in Ω. Here x i denotes the ith component of x. Then for h sufficiently small and
Proof. Without loss of generality we may assume that
Put e 1 = x h − z h and assume that (e 1 , . . . , e d ) is an orthogonal basis of R d . Since e i for i = 2, . . . d is obtained from e 1 by a rotation of angle π/2, we have e Given (e 1 , . . . , e d ) ∈ V the volume of the set
is given, using standard facts of linear algebra, by
where we denote by det(e i ) the determinant of the matrix with column vectors e i , i = 1, . . . , d, i.e. the determinant of the matrix e 1 . . . e d . Since for an orthogonal basis, we have det(
We need a notion of Monge-Ampère measure which is defined for subsets of R d and not just subsets of Z d . We therefore take
and the Monge-Ampère measure associated with a mesh function as
for a Borel set E. Note that for |E| sufficiently small and x ∈ E, we have
4.1.
Weak convergence of discrete Monge-Ampère measures.
Definition 4.2. Let u h ∈ M h for each h > 0. We say that u h converges to a convex function u ∈ C(Ω) uniformly on compact subsets of Ω if and only if for each compact set K ⊂ Ω, each sequence h k → 0 and for all ǫ > 0, there exists H 0 > 0 such that for all h k , 0 < h k < H 0 , we have 
Thus for each n, there exists k n and
. Let x j denote a subsequence of x kn converging to x 0 ∈ K. We choose ǫ > 0 such that
Since p ∈ ∂ h j u h j (x j ) for all j, we have by Lemma 4.1
Next, note that
By the convergence of x j to x 0 , the uniform continuity of u on K and the uniform convergence of u h to u, we obtain
Taking pointwise limits in (4.2), we obtain
We conclude that p ∈ ∂ l u(K) and thus p ∈ ∂u(K) by Lemma 4.1, since u is convex and Ω convex.
Lemma 4.4. Assume that u h → u uniformly on compact subsets of Ω, with u convex and continuous. Assume that K is compact and U is open with K ⊂ U ⊂ U ⊂ Ω and that for any sequence h k → 0, a subsequence k j and z k j ∈ Ω with z k j → z 0 ∈ ∂Ω, we have
Then, up to a set of measure zero,
Proof. The proof we give here follows the lines of [10, Lemma 3.3] . Not all proofs of weak convergence of Monge-Ampère measures can be adapted to the discrete case.
Part 1 We define
Note that v is defined on R d and not just on Ω. Thus ∂v is defined with respect to
Note also that v takes values in R as Ω is bounded and u bounded on K. We have
For (x, p) ∈ A, u(z) ≥ u(x) + p · (z − x), ∀z ∈ Ω, from which the relation follows.
We also have
For z ∈ K and p ∈ ∂u(z), we have (z, p) ∈ A. And so v(z) ≥ u(z). By (4.4), we get (4.5).
Next we prove that
Let p ∈ ∂u(x). We have (x, p) ∈ A and for all z ∈ R d ,
By (4.5), u(x) = v(x) and we conclude that p ∈ ∂v(x), i.e. ∂u(x) ⊂ ∂v(x).
Let now p ∈ ∂v(x) and x ∈ K. Using (4.4) and (4.5) we obtain for all z ∈ Ω
which proves that p ∈ ∂u(x) and thus we have ∂v(x) ⊂ ∂u(x). This proves (4.6).
Part 2 We define
Since v is convex as the supremum of affine functions, by [9, Lemma 1.1.12], |W | = 0. Let K ⊂ Ω be compact and let p ∈ ∂v(K) \ W . By definition of W , there exists a unique x 0 ∈ K such that p ∈ ∂v(x 0 ) and for all x ∈ R d , x = x 0 we have p / ∈ ∂v(x). We claim that
which gives p ∈ ∂v(x 1 ), a contradiction.
Part 3
Recall that K ⊂ U ⊂ U ⊂ Ω and for k ≥ 1 let
We have
We first prove that x k → x 0 . Let x k j denote a subsequence converging to x ∈ U. We also consider a sequence
By the uniform convergence of u h to u and the uniform continuity of u on U , we have
For example
from which the claim follows. Therefore taking limits in (4.8), we obtain
If x = x 0 , we obtain by (4.4), (4.7) and (4.5)
A contradiction. This proves that x k → x 0 .
Part 4
We now claim that there exists k 0 such that (4.8) actually holds for all x ∈ Ω∩Z d h k when k ≥ k 0 . Otherwise one can find a subsequence k j and z k j ∈ (Ω\U)∩Z
Since Ω is bounded, up to a subsequence, we may assume that z k j → z 0 ∈ Ω \ U. We show that
Case 1: z 0 ∈ Ω \ U. Using the uniform convergence of u h to u, the uniform continuity of u on U and taking limits in (4.9), we obtain u(
. This gives (4.10).
Case 2: z 0 ∈ ∂Ω \ U. Now we have lim sup
Note that v is lower semi-continuous as the supremum of affine functions. Using the assumption (4.3) and (4.4), we obtain lim sup
Hence (4.10) also holds in this case.
Part 5 Finally we note that (4.10) contradicts (4.7) and therefore (4.9) cannot hold, i.e. (4.8) actually holds for all
) and concludes the proof. 
Convergence to the Aleksandrov solution
We can now state the main result of this paper Theorem 5.1. Problem (2.3) has a unique solution u h and u h converges uniformly on compact subsets of Ω to the unique Aleksandrov solution of (1.1).
Proof. It is known that the discretization (2.3) is stable, i.e. the family u h is uniformly bounded on Ω h [5, 1] . Moroever the family u h converges uniformly on compact subsets to a continuous convex functionû which is a viscosity solution of (1.1). By Lemma 4.5,û also solves (1.1). By the unicity of the Aleksandrov solution of (1.1) we conclude that the result holds, i.eû = u.
