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Abstract
We present a new method of iteratively reconstructing the initial linear matter dis-
tribution from the late-time galaxy distributions, with the intent of improving the
measurement of the expansion rate of the Universe through baryon acoustic oscilla-
tions (BAOs) with upcoming galaxy redshift surveys, and further understanding of
the property of dark energy.
The baryon acoustic oscillation (BAO) method is widely used as a standard ruler
to measure the cosmological distance scale. The BAO signal can be detected as a
peak in the two-point correlation of the galaxy distribution. However, the peculiar
velocities of galaxies smear out the BAO peak and thus reduce the precision of dis-
tance measurements. It is found that one can recover the BAO peak by applying
the Zel’dovich approximation to the observed galaxy distribution (i.e., the gravita-
tional potential field), which has been adopted in previous redshift surveys, called
the standard reconstruction method.
In this thesis, we present a new iterative reconstruction method in order to solve
the problems that the standard reconstruction has and to make BAO measurements
more reliable in upcoming redshift surveys, e.g., DESI, PFS, and Euclid. We test
the iterative method using the dark matter density field and the galaxy mocks
generated from N -body simulations. First, we see that the displacement field (i.e.,
peculiar velocity field) reconstructed using our iterative method are correlated with
the true displacement field of the dark matter particles down to smaller scales,
compared with the standard method, even in redshift space. In addition, it is found
that the reconstructions of both the two-point correlation and the power spectrum
are improved, especially on small scales. Furthermore, we discuss the effects of
number density, smoothing filtering, galaxy bias, and the linear growth rate on the
reconstruction process.
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Chapter 1
Introduction
In the last 20 years, our understanding of how the Universe evolves has been obser-
vationally confirmed. Based on General Relativity (GR), the property of spacetime
in a homogeneous and isotropic universe is determined by the composition. Thus,
by measuring the expansion rate or curvature of the Universe, we can figure out
what the Universe is made of. To do so, we need some sort of standard for length
or angle scale; for example, Type Ia supernovae (SNe Ia) have been well known as
cosmological standard candles and played an important role in measuring cosmolog-
ical distances. In fact, observations of SNe Ia at high redshift (Riess et al., 1998;
Perlmutter et al., 1999) showed the accelerating expansion of the Universe, which
suggests that our Universe today is mainly made of dark energy.
In this thesis, we particularly focus on baryon acoustic oscillations (BAO) as a
standard ruler. The BAO feature in the galaxy clustering is basically described by
linear perturbation theory. However, non-linear structure formation in the late-time
actually blurs the BAO feature and thus reduces the precision of distance mea-
surements. We thus investigate how to improve the accuracy of the BAO distance
measurements and constraints on cosmological parameters.
1.1 Open questions in Cosmology
The composition of our universe has been globally understood: only 5% of the
energy density in the Universe today is baryons, i.e., protons and nuclei, which are
understood in the Standard Model; 27% is dark matter, which is unknown matter
and responsible for structure formation on large scales as well as the rotation curves
of spiral galaxies or the galaxy motions in clusters; the remaining 68% is covered by
a new form of energy (frequently interpreted as the energy of vacuum), dark energy,
which drives the accelerating expansion of the Universe.
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However, there are still open questions which will lead to a further understanding
of fundamental physics:
Dark energy equation of state: Although dark energy was introduced to explain
the accelerating expansion of the Universe within General Relativity, we actually
know little about it. However, we might be able to reveal the nature of dark energy
through precise measurements of its equation of state. The dark energy equation of
state, w, is defined as follows:
pDE = wρDE, (1.1)
where pDE and ρDE are the pressure and energy density of dark energy, respectively.
In general, it depends on time: w(a) = w0 + (1 − a)wa, where a = 1/(1 + z) is the
scale factor.
An interesting question is whether the equation of state of dark energy is time-
dependent or not, i.e., whether dark energy is the cosmological constant or not. If
dark energy is turned out to be the cosmological constant (w0 = −1 and wa = 0), a
theoretical model describing the expansion of our universe is uniquely determined,
which promotes a better understanding of the growth of structure or formation of
stars and galaxies. Even if not (w 6= −1), it suggests that dark energy is dynamical
(time-dependent) or General Relativity needs to be modified.
The expansion rate of the Universe and the distance-redshift relation depend on
the dark energy equation of state as well as the composition of the energy density
of the Universe. Therefore, distance measurements with standard rulers allows us
to measure the dark energy equation of state.
Neutrino masses: Neutrino oscillation experiments showed that there is the
difference of the squared masses between the neutrino mass eigenstates, which
means that neutrinos have finite masses, thus the lower limit of the total mass,
0.056(0.096) eV < Σmν in the normal (inverted) hierarchy (Lesgourgues & Pastor,
2006). On the other hand, constraining the upper limit of the total neutrino mass
is also one of the most important subjects in current physics. If the upper bound
of the total neutrino mass is less than the threshold of 0.1 eV, we can rule out the
inverted hierarchy, thus decide the mass hierarchy of neutrinos: normal or inverted.
Determining the mass hierarchy of neutrinos provides a robust insight into dou-
ble beta decay experiments, which attempt to find whether neutrinos are Dirac- or
Majorana-type particles.
The total neutrino mass changes the contribution of massive neutrinos to the
total energy density, and consequently the cosmological structure formation, i.e., the
growth of dark matter density perturbation, is suppressed on small scales. Therefore,
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we are able to constrain the total neutrino mass by measuring the amplitude of
dark matter density fluctuations. The current upper bound Σmν < 0.16 eV(95%
CL) (Alam et al., 2017) was obtained from the galaxy clustering data set combined
with cosmic microwave background (CMB) measurements (Planck Collaboration
et al., 2016), which is still not enough to achieve the above threshold.
1.2 Baryon Acoustic Oscillations (BAO)
In addition to SNe Ia, baryon acoustic oscillations (BAOs) have been also used as
standard rulers in cosmological distance measurements and constraints on cosmolog-
ical parameters. In the early universe, photons and baryons were strongly coupled
and behaved as a single fluid, in which perturbations in the density and pressure
propagated as sound (density) waves (Peebles & Yu, 1970; Sunyaev & Zeldovich,
1970). The sound waves left a feature of known size in the late-time clustering of
matter and galaxies. The acoustic scale corresponds to the comoving distance that
the sound waves could travel until recombination at z = z∗ (e.g. Hu & Sugiyama,
1996; Eisenstein & Hu, 1998):
rs =
∫ t∗
0
cs(t)
a(t)
dt =
∫ ∞
z∗
cs(z)
H(z)
dz, (1.2)
where cs is the velocity of the sound waves. The anisotropy of the cosmic microwave
background (CMB) corresponds to the photon density perturbations at the last-
scattering surface (just after recombination), which is completely described in the
linear theory. Therefore, the information of H(z) and cs(z) at z > z∗ are well mea-
sured by a harmonic sequence of oscillations in the CMB anisotropy power spectrum,
which provides a 0.3% inference of the acoustic scale rs as well as the baryon and
dark matter densities and the curvature of the Universe, etc. (for recent results, see
Planck Collaboration et al., 2016). Using this acoustic scale in the galaxy clustering
as a standard ruler, we can measure the angular distance DA(z) and the Hubble
parameter H(z) at a variety of redshifts, and especially investigate the property of
dark energy, which dominates the energy density of the Universe at late times.
In this section, we summarize the linear theory of BAO, the impact of non-linear
evolution on the precision of distance measurements, and the reconstruction method
to recover BAO information, based on Weinberg et al. (2013).
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Figure 1.1: Acoustic peak in the dark matter distribution. c©AAS. Reproduced from
Eisenstein et al. (2007b) with permission.
(a) (b)
(c) (d)
(e) (f)
(g)
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1.2.1 Theory
How do the sound waves of the baryon-photon fluid in the early universe imprint
the acoustic signature in the dark matter distribution? To see that, we consider the
response to a density fluctuation at a particular position (Fig. 1.1, Eisenstein et al.,
2007b).1 Each panel shows the radial perturbed mass profile in each of the various
species: dark matter (black), baryons (blue), photons (red), and neutrinos (green).
(a) The simulation begins with an initial perturbation in which a small patch
of space is slightly denser than the rest of the universe.
(b) At early times, the photons and baryons are tightly coupled in a spherical
traveling wave.
(c) The wave of baryons and relativistic species goes outward and increases the
perturbation of the dark matter on each position.
(d) At recombination, the photons decouple from the baryon-photon fluid.
(e) When recombination completed, the dark matter perturbation is near the
origin, while the baryon perturbation is in a shell of 150 Mpc.
(f) With pressure forces now small, overdensities of baryons and dark matter
are attracted each other by gravitational instability.
(g) Because most of the growth is drawn from the homogeneous bulk, the
baryon fraction converges toward the cosmic mean at late times. Galaxy
formation is preferred near the origin and at a radius of 150 Mpc.
This is why the number of pairs of galaxies at a separation shows a small en-
hancement at the separation of 150 Mpc, i.e., the acoustic scale.
1.2.2 Beyond linear theory
However, at late times, the clustering of dark matter cannot be described by linear
perturbation theory, and furthermore galaxies trace the dark matter in a complex
way (i.e., galaxy bias). Therefore we need to consider how the non-linear evolution
and galaxy clustering bias affect on the BAO feature or the performance as standard
ruler (Meiksin et al., 1999; Springel et al., 2005; Angulo et al., 2005; Seo & Eisenstein,
2005; Jeong & Komatsu, 2006; Huff et al., 2007; Angulo et al., 2008).
1For the details, see https://www.cfa.harvard.edu/~deisenst/acousticpeak/acoustic_
physics.html
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Figure 1.2: Matter corre-
lation function in redshift
space at various redshifts
from the simulations of
Seo & Eisenstein (2005).
Reproduced from Weinberg
et al. (2013) with permis-
sion of Elsevier. We can
see that the acoustic peak
in the correlation function
is broadened by the non-
linear structure formation.
D.H. Weinberg et al. / Physics Reports 530 (2013) 87–255 121
Fig. 11. The effects of non-linear clustering on the BAO. (Left) Redshift-spacematter correlation function at four different redshifts from the simulations of
Seo and Eisenstein (2005). (Right) Real-spacematter power spectra at four different redshifts from the simulations of Seo et al. (2008), divided by a smooth
power spectrum so as to reveal the acoustic oscillations. The input linear theory is shown by the dashed line. The effects of non-linear structure formation
broaden the acoustic peak in the correlation function. In the power spectrum, this corresponds to a damping of the higher harmonics. Importantly, the
boost of broad-band power at late times visible in the power spectrum plot corresponds largely to correlations at scales much smaller than the acoustic
peak.
1999; Seo and Eisenstein, 2005; Angulo et al., 2005; Springel et al., 2005; Jeong and Komatsu, 2006; Huff et al., 2007; Angulo
et al., 2008; Wagner et al., 2008).
Fortunately, the large scale of the acoustic peak insulates it from most of non-linear structure formation (Eisenstein
et al., 2007b). A typical pair of dark matter particles changes its comoving separation by 10h 1 Mpc (rms value) between
high redshift and z = 0. These motions broaden the acoustic peak, but the rms displacement is only mildly larger than
the 8h 1 Mpc scale set by Silk damping. The apparent displacement along the line of sight is larger in redshift space,
because the peculiar velocity is well correlated with the displacement. Fig. 11 shows the correlation function and power
spectrum from N-body simulations; one can see that the acoustic peak in the correlation function becomes broader at low
redshift. The corresponding effect in the power spectrum is the decreased amplitude of the wiggles at higher wavenumber.
Roughly speaking, one can think of the width of the evolved ⇠(r) peak as the quadrature sum of the initial width and
the rms pairwise displacement ⌃NL (see Orban and Weinberg, 2011, who examine idealized BAO models numerically and
analytically). Equivalently, the oscillations in P(k) are damped by a factor exp( k2⌃2NL). As discussed in Section 4.3.4, the
broadening of the BAO feature does not significantly bias the acoustic scale measurement provided one is using a suitable
template-fitting method. However, it does degrade the precision of the measurement for a given survey volume, as it is
harder to centroid a broader feature.
To change the acoustic scale itself, one needs instead to move pairs systematically closer or systematically further away.
This is a much weaker effect than the rms motion of particles, as it depends on the density variations in 150 Mpc spheres,
which are percent level. Moreover, pairs of overdensities fall toward each other and pairs of underdensities fall away from
each other, and both situations count equally toward a two-point statistic, causing a partial cancellation.
Padmanabhan and White (2009) compute the change in the acoustic peak location at second-order in gravitational
perturbation theory. Crocce and Scoccimarro (2008) have done similar calculations in renormalized perturbation theory.
Both calculations reveal a second-order term of the form d⇠/dr , which corresponds to moving the acoustic peak.
Padmanabhan and White (2009) compute the size of this effect to be around 0.25% at z = 0.
N-body simulations reveal a similar story. Seo et al. (2010b) measure the shift in the acoustic scale in a large volume of
simulations and detect a shift from ↵ = 1 of 0.3%± 0.015% at z = 0.0, with a scaling in redshift proportional to the square
of the linear growth function as expected for a second order effect (left panel of Fig. 12). Padmanabhan and White (2009)
validate their analytic calculation with a similar set of simulations.
Redshift-space distortions have further effects on the BAO signal beyond the extra broadening from the large-scale
peculiar velocity. Small-scale velocities, e.g., the Finger of God effect, blurs the measurement of clustering along the line of
sight, thereby broadening the acoustic peak.Moreover, the peculiar velocities create anisotropy in the broadband clustering,
which must be carefully accounted for when extracting the acoustic scale (Section 4.3.4).
Linear bias, with galaxy density contrast  g = b m, changes the amplitude of ⇠(r) or P(k) but not the shape. However, any
realistic bias relationmust be at least somewhat non-linear,which alters the relativeweighting of overdense andunderdense
regions and should shift the acoustic scale at second order. Early work attempted to measure this shift in simulations (Seo
and Eisenstein, 2003; Angulo et al., 2008), but the volume of the simulations was insufficient to get a conclusive detection
of the effect. More recently, Padmanabhan and White (2009) explored galaxy bias as the ratio of the second-order to first-
order bias term, finding shifts of a few tenths of a percent for reasonable bias cases. Mehta et al. (2011) treated the problem
numerically with halo occupation distributions, finding shifts of 0.1% to 0.8% at z = 1 depending on the strength of the
bias (right panel of Fig. 12). For halo-based models or other prescriptions that tie galaxy bias to the local density field, it
Figure 1.3: Matter power
spectrum in real space at
various redshifts from the
simulations of Seo et al.
(2008), divided by a smooth
power spectrum in order to
reveal the acoustic feature.
Reproduced from Weinberg
et al. (2013) with permis-
sion of Elsevier. The
dashed line shows the input
linear power spectrum. The
degradation of the BAO
peak in the correlation func-
tion corresponds to the de-
creased amplitude of the
higher harmonics.
D.H. Weinberg et al. / Physics Reports 530 (2013) 87–255 121
Fig. 11. The effects of non-linear clustering on the BAO. (Left) Redshift-spacematter correlation function at four different redshifts from the simulations of
Seo and Eisenstein (2005). (Right) Real-spacematter power spectra at four different redshifts from the simulations of Seo et al. (2008), divided by a smooth
power spectrum so as to reveal the acoustic oscillations. The input linear theory is shown by the dashed line. The effects of non-linear structure formation
broaden the acoustic peak in the correlation function. In the power spectrum, this corr sponds to a damping of the higher harmonics. Importantly, the
boost of broad-band power at late times visible in the power spectrum plot corresponds largely to correlations at scales much smaller than the acoustic
peak.
1999; Seo and Eisenstein, 2005; Angulo et al., 2005; Springel et al., 2005; Jeong and Komatsu, 2006; Huff et al., 2007; Angulo
et al., 2008; Wagner et al., 2008).
Fortunately, the large scale of the acoustic peak insulates it from most of non-linear structure formation (Eisenstein
et al., 2007b). A typical pair of dark matter particles changes its comoving separation by 10h 1 Mpc (rms value) between
high redshift and z = 0. These motions broaden the acoustic peak, but the rms displacement is only mildly larger than
the 8h 1 Mpc scale set by Silk damping. The apparent displacement along the line of sight is larger in redshift space,
because the peculiar velocity is well correlated with the displacement. Fig. 11 shows the correlation function and power
spectrum from N-body simulations; one can see that the acoustic peak in the correlation function becomes broader at low
redshift. The corresponding effect in the power spectrum is the decreased amplitude of the wiggles at higher wavenumber.
Roughly speaking, one can think of the width of the evolved ⇠(r) peak as the quadrature sum of the initial width and
the rms pairwise displacement ⌃NL (see Orban and Weinberg, 2011, who examine idealized BAO models numerically and
analytically). Equivalently, the oscillations in P(k) are damped by a factor exp( k2⌃2NL). As discussed in Section 4.3.4, the
broadening of the BAO feature does not significantly bias the acoustic scale measurement provided one is using a suitable
template-fitting method. However, it does degrade the precision of the measurement for a given survey volume, as it is
harder to centroid a broader feature.
To change the acoustic scale itself, one needs instead to move pairs systematically closer or systematically further away.
This is a much weaker effect than the rms motion of particles, as it depends on the density variations in 150 Mpc spheres,
which are percent level. Moreover, pairs of overdensities fall toward each other and pairs of underdensities fall away from
each other, and both situations count equally toward a two-point statistic, causing a partial cancellation.
Padmanabhan and White (2009) compute the change in the acoustic peak location at second-order in gravitational
perturbation theory. Crocce and Scoccimarro (2008) have done similar calculations in renormalized perturbation theory.
Both calculations reveal a second-order term of the form d⇠/dr , which corresponds to moving the acoustic peak.
Padmanabhan and White (2009) compute the size of this effect to be around 0.25% at z = 0.
N-body simulations reveal a similar story. Seo et al. (2010b) measure the shift in the acoustic scale in a large volume of
simulations and detect a shift from ↵ = 1 of 0.3%± 0.015% at z = 0.0, with a scaling in redshift proportional to the square
of the linear growth function as expected for a second order effect (left panel of Fig. 12). Padmanabhan and White (2009)
validate their analytic calculation with a similar set of simulations.
Redshift-space distortions have further effects on the BAO signal beyond the extra broadening from the large-scale
peculiar velocity. Small-scale velocities, e.g., the Finger of God effect, blurs the measurement of clustering along the line of
sight, thereby broadening the acoustic peak.Moreover, the peculiar velocities create anisotropy in the broadband clustering,
which must be carefully accounted for when extracting the acoustic scale (Section 4.3.4).
Linear bias, with galaxy density contrast  g = b m, changes the amplitude of ⇠(r) or P(k) but not the shape. However, any
realistic bias relationmust be at least somewhat non-linear,which alters the relativeweighting of overdense andunderdense
regions and should shift the acoustic scale at second order. Early work attempted to measure this shift in simulations (Seo
and Eisenstein, 2003; Angulo et al., 2008), but the volume of the simulations was insufficient to get a conclusive detection
of the effect. More recently, Padmanabhan and White (2009) explored galaxy bias as the ratio of the second-order to first-
order bias term, finding shifts of a few tenths of a percent for reasonable bias cases. Mehta et al. (2011) treated the problem
numerically with halo occupation distributions, finding shifts of 0.1% to 0.8% at z = 1 depending on the strength of the
bias (right panel of Fig. 12). For halo-based models or other prescriptions that tie galaxy bias to the local density field, it
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Fig. 12. The shifts of the acoustic scale in cosmological N-body simulations. (Left) Shifts of the acoustic scale in the redshift-space matter power spectrum
vs. redshift from Seo et al. (2010b). The open symbols show the acoustic scale shifts prior to reconstruction; the dashed lines show a scaling of the square of
the linear growth function. The solid symbols show the shifts after reconstruction is applied. The error bars are derived from the variance among simulations.
(Right) Shifts of the acoustic scale in the redshift-space power spectrum of mock galaxy distributions at z = 1 fromMehta et al. (2011). The acoustic scale
shift from the matter distribution in the same boxes has been subtracted so as to decrease sample variance. Galaxies are placed via HOD prescriptions;
increasing mass thresholds leads to lower number densities and higher clustering bias. The open symbols show the shifts prior to reconstruction; the solid
symbols, after reconstruction. The errors in the right panel are larger due to the smaller simulated volume and the lower number density of tracers. In all
cases of both panels, reconstruction decreases the errors on the acoustic scale and reduces the shift to be consistent with zero. The left panel is based on
63 simulations, each using 5763 particles in a 2h 1 Gpc cube. The right panel is based on 40 simulations, each with 10243 particles in a 1h 1 Gpc cube.
therefore appears that bias-induced shifts are small, and corrections of modest fractional accuracy (e.g., to 20% of the shift
itself) will suffice to make them negligible. The relevant bias parameters should be tightly constrained by smaller scale
clustering measurements and higher order statistics, enabling cross-checks of the model used for correction.
Non-local bias models that tie galaxy formation efficiency directly to the environment on much larger scales (e.g., Babul
andWhite, 1991; Bower et al., 1993) could perhaps induce larger shifts of the acoustic scale. However, such models require
fairly extreme physical effects, and they can be readily diagnosed via their impact on clustering at scales below the BAO scale
(Narayanan et al., 2000). A survey capable of measuring the acoustic scale to the sub-percent statistical level will provide in
its millions of galaxies extensive opportunities to constrain even very general bias models accurately enough to predict the
acoustic scale shift to within 10%–20% of its value, sufficient to bring the systematic error below the statistical error.
4.3.3. Reconstruction
By broadening and shifting the BAO feature in ⇠(r), non-linear gravitational evolution degrades BAO precision and
introduces a possible systematic. Is it possible to remove these effects by ‘‘running gravity backwards’’ to reconstruct the
linear density field? The Zel’dovich (1970) approximation – in which particles follow straight line trajectories in comoving
coordinates at the rate predicted by linear perturbation theory – captures important aspects of non-linear evolution on
large scales (e.g., Weinberg and Gunn, 1990; Melott et al., 1994). Eisenstein et al. (2007a) show that a simple reconstruction
scheme based on applying the (reversed) Zel’dovich approximation to the smoothed non-linear density field is remarkably
successful at recovering BAO information, effectively shifting the low redshift curves in Fig. 11 back toward the high redshift
curves. Fig. 13, from Padmanabhan et al. (2012), illustrates how reconstruction works in the idealized case of an initial
perturbation that exactly mimics the ‘‘acoustic ring’’ pattern.
Seo and Eisenstein (2007) and Seo et al. (2010b) investigate the effects of reconstruction in more detail, showing that
it noticeably improves the scatter and decreases the shift of the recovered acoustic scale from the matter density field of
N-body simulations. The latest simulations demonstrate that the non-linear shift of the scale has been removed to 0.02%
or better (see Fig. 12, left). Moreover, comparing the initial conditions to final conditions on a mode-by-mode basis shows
that the linear density field has been recovered to roughly double the pre-reconstruction wavenumber. Padmanabhan et al.
(2009) analyze the method analytically, revealing the improvement while also noting that the recovered density field is not
exactly the linear one.
Mehta et al. (2011) extend this analysis to HOD-basedmock galaxy catalogs in simulations. They consider a range of HOD
prescriptions and find that the reconstruction of the linear density field is not degraded by this form of galaxy bias and that
the shift of the acoustic scale after reconstruction still vanishes, this time to 0.1% precision (Fig. 12, right). This success is not
surprising: the halo field traces thematter field fairly accurately on the scales required for reconstruction, so one is correctly
estimating and removing the large scale displacements. Non-linear galaxy bias still alters the weighting of convergent and
divergent flows, but if the flows are being mostly removed, then it does not matter how they are weighted.
Reconstruction is thus a powerful tool: one is achieving better statistical precision for a given survey, typically by a factor
of 1.5 to 2, equivalent to a factor of 2–4 increase in survey size. Meanwhile, one is mitigating the primary systematic error
from non-linear clustering and galaxy bias. As an added benefit, one can use the estimate of the large scale displacements
Figure 1.4: Shifts of the acous-
tic scale of the matter power
spectrum in redshift space at
various redshifts from the sim-
ulations (Seo et al., 2010). Re-
produced from Weinberg et al.
(2013) with permission of El-
sevier. The open and solid
symbols show the shifts of
the acoustic scale without and
with reconstruction, respec-
tively. The dashed lines corre-
spond to a scaling of the square
of the linear growth function.
The error bars are computed
from the variance over simula-
tions.
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Fig. 12. The shifts of the acoustic scale in cosmological N-body simulations. (Left) Shifts of he acoustic scale in the redshift-space m tter power spectrum
vs. redshift from Seo et al. (2010b). The open symbols show the acoustic scale shifts prior to reconstruction; the dashed lines show a scaling of the square of
the linear growth function. The solid symbols show the shifts after reconstruction is applied. The error bars are derived from the variance among simulations.
(Right) Shifts of the acoustic scale in the redshift-space power spectrum of mock galaxy distributions at z = 1 fromMehta et al. (2011). The acoustic scale
shift from the matter distribution in the same boxes has been subtracted so as to decrease sample variance. Galaxies are placed via HOD prescriptions;
increasing mass thresholds leads to lower number densities and higher clustering bias. The op n symbols show the shifts prior to reconstruction; t e solid
symbols, after reconstruction. The errors in the right panel are larger due to the smaller simulated volume and the lower number density of tracers. In all
cases of both panels, reconstruction decreases the errors on the acoustic scale and reduces the shift to be consistent with zero. The left panel is based on
63 simulations, each using 5763 particles in a 2h 1 Gpc cube. The right panel is based on 40 simulations, each with 10243 particles in a 1h 1 Gpc cube.
therefore appears that bias-induced shifts are small, and corrections of modest fractional accuracy (e.g., to 20% of the shift
itself) will suffice to make them negligible. The relevant bias parameters should be tightly constrained by smaller scale
clustering measurements and higher order statistics, enabling cross-checks of the model used for correction.
Non-local bias models that tie galaxy formation efficiency directly to the environment on much larger scales (e.g., Babul
andWhite, 1991; Bower et al., 1993) could perhaps induce larger shifts of the acoustic scale. However, such models require
fairly extreme physical effects, and they can be readily diagnosed via their impact on clustering at scales below the BAO scale
(Narayanan et al., 2000). A survey capable of measuring the acoustic scale to the sub-percent statistical level will provide in
its millions of galaxies extensive opportunities to constrain even very general bias models accurately enough to predict the
acoustic scale shift to within 10%–20% of its value, sufficient to bring the systematic error below the statistical error.
4.3.3. Reconstruction
By broadening and shifting the BAO feature in ⇠(r), non-linear gravitational evolution degrades BAO precision and
introduces a possible systematic. Is it possible to remove these effects by ‘‘running gravity backwards’’ to reconstruct the
linear density field? The Zel’dovich (1970) approximation – in which particles follow straight line trajectories in comoving
coordinates at the rate predicted by linear perturbation theory – captures important aspects of non-linear evolution on
large scales (e.g., Weinberg and Gunn, 1990; Melott et al., 1994). Eisenstein et al. (2007a) show that a simple reconstruction
scheme based on applying the (reversed) Zel’dovich approximation to the smoothed non-linear density field is remarkably
successful at recovering BAO information, effectively shifting the low redshift curves in Fig. 11 back toward the high redshift
curves. Fig. 13, from Padmanabhan et al. (2012), illustrates how reconstruction works in the idealized case of an initial
perturbation that exactly mimics the ‘‘acoustic ring’’ pattern.
Seo and Eisenstein (2007) and Seo et al. (2010b) investigate the effects of reconstruction in more detail, showing that
it noticeably improves the scatter and decreases the shift of the recovered acoustic scale from the matter density field of
N-body simulations. The latest simulations demonstrate that the non-linear shift of the scale has been removed to 0.02%
or better (see Fig. 12, left). Moreover, comparing the initial conditions to final conditions on a mode-by-mode basis shows
that the linear density field has been recovered to roughly double the pre-reconstruction wavenumber. Padmanabhan et al.
(2009) analyze the method analytically, revealing the improvement while also noting that the recovered density field is not
exactly the linear one.
Mehta et al. (2011) extend this analysis to HOD-basedmock galaxy catalogs in simulations. They consider a range of HOD
prescriptions and find that the reconstruction of the linear density field is not degraded by this form of galaxy bias and that
the shift of the acoustic scale after reconstruction still vanishes, this time to 0.1% precision (Fig. 12, right). This success is not
surprising: the halo field traces thematter field fairly accurately on the scales required for reconstruction, so one is correctly
estimating and removing the large scale displacements. Non-linear galaxy bias still alters the weighting of convergent and
divergent flows, but if the flows are being mostly removed, then it does not matter how they are weighted.
Reconstruction is thus a powerful tool: one is achieving better statistical precision for a given survey, typically by a factor
of 1.5 to 2, equivalent to a factor of 2–4 increase in survey size. Meanwhile, one is mitigating the primary systematic error
from non-linear clustering and galaxy bias. As an added benefit, one can use the estimate of the large scale displacements
Figure 1.5: Shifts of the acous-
tic scale of the power spec-
trum of mock galaxies in red-
shift space at z = 1 from
the simulations (Mehta et al.,
2011). Repr uced from Wein-
berg et al. (2013) with permis-
sion of Elsevier. The shift
of the matter distribution has
been subtracted in rder t sup-
press sample v riance. Galax-
ies are produced through HOD
prescriptions, where increasing
mass thresholds leads to higher
galaxy bias. The open and
solid symbol show the shifts
of the acoustic scale without
and with reconstruction, respec-
tively. The error bars are com-
puted from the variance over
simulations.
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Fortunately, the BAO scale is relatively large, 150 Mpc, and thus hardly influ-
enced by the non-linear evolution (Eisenstein et al., 2007b). Fig. 1.2 and 1.3 shows
the correlation function and power spectrum, respectively, from N -body simula-
tions. We can see that the lower the redshift is, the broader the BAO peak in the
correlation function becomes. In the power spectrum, this effect corresponds to a
damping of the wiggles at smaller scales. The degradation of the acoustic feature
does not change the location of BAO peak. Seo et al. (2010) found that the shift of
the acoustic scale is 0.3%±0.015% at z = 0.0 (see Fig. 1.4), which is consistent with
the analytic computation, at second order in perturbation theory, by Padmanabhan
& White (2009). However, the broadening of the BAO feature reduces the accuracy
of the distance measurements using the BAO feature as a standard ruler.
Redshift-space distortions (RSDs) are the anisotropies in galaxy clustering due
to the large-scale peculiar motions of galaxies, which leads to the extra broadening
of the BAO peak. Moreover, nonlinear velocity effects, e.g., random motions inside
virialized objects, create another type of clustering signal, e.g., the Fingers of God
(FoG), and thus blur the measurement of clustering along the line of sight. On the
other hand, the RSD effects give a measurement of the property of gravity or the
amplitude of matter clustering because the peculiar motions of galaxies are driven
by the large-scale gravitational potential field.
Linear galaxy clustering bias (the ratio between galaxy and matter density con-
trast: δg = bδm) has an effect on the amplitude of the correlation function or power
spectrum but not the shape. However, the bias relation on small scales must have
second or higher order contributions, and consequently it should shift the BAO peak.
Mehta et al. (2011) investigated the impact of the bias on the acoustic scale shifts
with halo occupation distributions (HOD) and found shifts of 0.1% to 0.8% at z = 1
for various values of bias (see Fig. 1.5), which means that bias-induced shifts are
relatively small.
1.2.3 Reconstruction
In order to achieve more precise distance measurements, we need to restore the BAO
feature broadened and shifted by non-linear gravitational evolution. Eisenstein et al.
(2007a) showed that by applying the Zel’dovich (1970) approximation, in a backward
direction, to the map of galaxies (i.e., the large-scale gravitational potential field),
the BAO feature is properly recovered. In what follows, we refer to this method as
the standard reconstruction. Fig. 1.6 shows how the standard reconstruction method
works in a simple case.
1.2. BARYON ACOUSTIC OSCILLATIONS (BAO) 9
2134 N. Padmanabhan et al.
Figure 1. A pictorial explanation of how density field reconstruction can improve the acoustic scale measurement. In each panel, we show a thin slice of a
simulated cosmological density field. Top-left panel: in the early Universe, the initial densities are very smooth. We mark the acoustic feature with a ring of
150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution of the black points from the centroid of the blue points is
shown in the inset. Top-right panel: we evolve the particles to the present day, here by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows
the initial radius of the ring, centred on the current centroid of the blue points. The large-scale velocity field has caused the black points to spread out; this
causes the acoustic feature to be broader. The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line)
compared to the initial rms (dashed line). Bottom-left panel: as before, but overplotted with the Lagrangian displacement field, smoothed by a 10 h−1 Mpc
Gaussian filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back to their initial
positions. Bottom-right panel: we displace the present-day position of the particles by the opposite of the displacement field in the previous panel. Because of
the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has been moved substantially closer to the red circle. The inset
shows the new rms radius of the black points (solid), compared to the initial width (long-dashed) and the uncorrected present-day width (short-dashed). The
narrower peak will make it easier to measure the acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this
figure illustrates the basic opportunity of reconstruction.
(ii) Estimate the galaxy bias b and the linear growth rate f ≡
d lnD/d ln a ∼ !0.55m (Carroll, Press & Turner 1992; Linder 2005),
where D(a) is the linear growth function as a function of scale factor
a and !m is the matter density relative to the critical density. We
hold the values of b and f fixed in our analyses to fiducial values
(described below) and demonstrate that our results are robust to
changes in these adopted values.
(iii) Embed the survey into a larger volume, chosen such that the
boundaries of this larger volume are sufficiently separated from the
survey.
(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that matches
the observed density and interpolates over masked and unobserved
regions (Section 2.3).
(vi) Estimate the displacement field Ψ within the Zel’dovich
approximation (Section 2.4).
(vii) Shift the galaxies by−Ψ. Since linear redshift-space distor-
tions arise from the same velocity field, we shift the galaxies by an
additional−f (Ψ · sˆ)sˆ (where sˆ is the radial direction). In the limit of
linear theory (i.e. large scales), this term exactly removes redshift-
space distortions (Kaiser 1987; Hamilton 1998; Scoccimarro 2004).
We denote these points by D.
(viii) Construct a sample of points randomly distributed accord-
ing to the angular and radial selection function and shift them by
−". Since these points have not been observed, they are not af-
fected by redshift-space distortions. We do not therefore apply the
additional redshift-space distortion correction as with the galaxies.
We denote these points by S.
(ix) The reconstructed correlation function ξ is then given by the
Landy–Szalay estimator (Landy & Szalay 1993):
ξ = DD − 2DS + SS
RR
, (1)
where DD, etc. are the number of pairs at a given separation between
various sets of points. The random points R are distributed randomly
according to the angular and radial selection functions; these are as-
sumed to be different from those to generate S. We weight the points
by an approximate minimum variance weight (Feldman, Kaiser &
Peacock 1994),
wi = 11 + n¯(zi)P (k0) , (2)
C⃝ 2012 The Authors, MNRAS 427, 2132–2145
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS
 by guest on August 29, 2016
http://mnras.oxfordjournals.org/
Downloaded from 
Figure 1.6: A illustr tion of how reconst uction ca restore the BAO feature.
Reproduced from Padmanabhan et al. (2012) with permission of Oxford University
Press. In each panel, we show a thin slice of a simulated cosmological density field.
Top-left panel: At early tim , th density is almost const t. We mark a s t of
points at the center in blue and a ring of points at 150 Mpc as the acoustic feature
in heavy black. the rms of the radial distribution of the black points is shown by
the Ga ssian in the inset. Top-right panel: At later times, structure has evolved
(ca culated by the Zel’dovich (1970) pproximation), an the riginal points have
moved. The red ring shows the initial radius of the acoustic feature, centred on
the current centroid of the blue points. The black points have spread out due to
the large-scale velocity field, which causes the acoustic feature to be broader. The
inset shows that the current rms of radial distribution of the black points (solid
lin ) is larger than the origin l rms (dashed line). Bottom-left p n l: as before, but
overplotted with the Zel’dovich displacements estimated from the evolved density
field (smoothed by a 10h−1 Mpc Gaussian filter). The concept of reconstruction is
to estimate this displacement field and then move the particles back to their original
positions. Bottom-right panel: we move the current particles by the opposite of
the estimated displacement field. Because of the smoothing or the use of the final
density field instead of the initial one when estimating the displacements, the result
is not perfect. However, the acoustic ring has been properly restored closer to the
red circle. In the inset, one can see that the post-re onstructed rms of the radi l
distribution (solid) is closer to the initial rms (l ng-dashed), compared with the pre-
reconstructed rms (short-dashed). The actual algorithm applied to the data is more
complicated, but this illustration shows the basic idea of reconstruction.
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Figure 4. The LasDamas galaxy correlation function, averaged over the 160 simulations, as a function of the separation perpendicular (⊥) and parallel (||)
to the line of sight. The correlation functions have been scaled by r2 to highlight the BAO feature. The top panels show the unreconstructed correlation
functions, while the bottom panels show the reconstructed correlation functions; the left- and right-hand panels are real and redshift space, respectively. The
BAO feature is visible as a ring at ∼110 Mpc h−1 in the top-left panel. Redshift-space distortions destroy the isotropy of the correlation function (top-right
panel). Reconstruction both sharpens the BAO feature (highlighted in the bottom-left panel) and restores the isotropy (bottom-right panel) of the correlation
function on the BAO scale.
Figure 5. Left-hand panel: the angle-averaged correlation function in real space, before (red circles) and after (blue squares) reconstruction and averaging over
the 160 LasDamas simulations. The reconstruction algorithm assumes the default parameters described in the text. The acoustic feature is clearly sharpened
after reconstruction. Right-hand panel: same as the left-hand panel, except in redshift space. Also shown for comparison is the average reconstructed real-space
correlation (dashed line). In addition to sharpening the acoustic feature, the reconstruction algorithm also reduces the effects of redshift-space distortions on
the correlation function.
unreconstructed correlation function is larger on small scales, with
the trend reversed on intermediate scales. This is reconstruction
reversing the infall of galaxies into overdensities. The second is that
the unreconstructed correlation function is higher just before the
BAO feature, due to pairs flowing out of the BAO feature. These
flows are responsible for the smoothing of the BAO feature. The
fact that the reconstructed correlation function is lower just before
the BAO feature and then higher at the BAO peak is from the fact
that reconstruction has moved these objects back into the BAO ring.
One metric to quantify the degree of reconstruction is to compare
the values of !nl (see equation 10) before and after reconstruction.
While !nl is poorly constrained in any single simulation, we can
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Figure 1.7: Performance of reconstr cti n to resto e t e BAO feature in he corr -
lation function in real space (left hand) and redshift space (right hand). Reproduced
from Padmanabhan et al. (2012) with permission of Oxford University Press. Each
panel shows the galaxy correlation function fromN -body mock catalogs as a function
of the separation perpendicular (⊥) and parallel (‖) to the line of sight (multiplied
by r2 so as to highlight the BAO peak). The top and bottom panels correspond to
the pre- and post-reconstructed correlation function, respectively. One can see the
BAO feature as a ring at ∼ 110h−1 Mpc (top left), and redshift-space distortions
(RSD) destroying the isotropy (top right). Reconstruction correctly restores the
BAO peak (bottom left) and corrects the RSD effects (bottom right).
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Seo & Eisenstein (2007) and Seo et al. (2010) investigated the performance of
the standard reconstruction using the matter density from N -body simulations, and
found that it significantly reduces the scatter and shift of the BAO scale. Fig. 1.4
demonstrates that the standard reconstruction method is able to suppress the shift
of acoustic scale to 0.02% or better, and reduce the error significantly (typically
by a factor of 1.5 to 2). Furthermore, Mehta et al. (2011) focused on the effect of
galaxy bias on the reconstruction process, showing that the acoustic scale shift after
reconstruction is negligible (∼ 0.1%, see Fig. 1.5) over a range of galaxy bias, i.e.,
HOD prescriptions. In practice, this algorithm has been applied to observational
galaxy data, showing that it decreases the distance error as would be expected (e.g.,
by a factor of 1.8 at z = 0.35, Padmanabhan et al., 2012).
Moreover, standard reconstruction has the advantage of being able to remove
RSDs on large scales. In the standard reconstruction procedure, we estimate the
large-scale displacements of galaxies, which we can reuse to calculate the large-scale
peculiar motions of galaxies and correct the clustering amplitude along the line of
sight. Fig. 1.7 shows the ability of reconstruction to restore the BAO feature in the
correlation function. One can see that reconstruction is able to recover the BAO
feature, even in redshift space (right hand).
Thus the standard reconstruction method is a simple and powerful tool for recov-
ering the BAO peak, which has been widely used in the analysis of galaxy clustering
data from various surveys (Padmanabhan et al., 2012; Anderson et al., 2012, 2014;
Vargas-Magan˜a et al., 2016; Ross et al., 2017).
1.3 Upcoming redshift surveys
One of the latest redshift surveys, the Baryon Oscillation Spectroscopic Survey
(BOSS), part of the Sloan Digital Sky Survey III2(Eisenstein et al., 2011; Daw-
son et al., 2013) has been recently completed, and the cosmological results were
published (e.g., Alam et al., 2017). In this section, we review some upcoming galaxy
redshift surveys, which are scheduled to start in the next few years.
The Dark Energy Spectroscopic Instrument (DESI) project3 (DESI Collabora-
tion et al., 2016) is expected to reach at least an order of magnitude improvement
over previous surveys both in the survey volume and the number of galaxies, pro-
viding more than sub-percent-accuracy distance measurement. Fig. 1.8 shows the
improvement in the parameter constraints, compared with the BOSS results. The
horizontal axis is the ratio of the uncertainty from BOSS to the one from DESI,
2https://www.sdss.org/surveys/boss/
3http://desi.lbl.gov/
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Figure 1.8: Improvement
in the constraints on the
cosmological parameters
in DESI. Reproduced from
DESI Collaboration et al.
(2016) with permission
from the author. Here,
wp = w(ap) is the dark
energy equation of state
at the pivot point, where
w(a) has minimal uncer-
tainty, w′ = wa, Ωk is the
curvature density param-
eter, Σmν is the sum of
neutrino masses, ns is the
spectral index, αs is the
running of spectral index,
and Nν,eff is the number of
neutrino-like species.
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neutrino masses, ns the spectral index, ↵s the running of the spectral index, and N⌫,e↵ the number
of neutrino-like (relativistic) species.
Figure 1.9: Measurement of
the growth rate in redshift
bins, expected in PFS. Re-
produced from Takada et al.
(2014) with permission of
Oxford University Press.
Publications of the Astronomical Society of Japan, (2014), Vol. 66, No. 1 R1-15
Fig. 8. Marginalized errors in reconstructing the growth rate,
fg ≡ d lnD/ln a, in each redshift slice.
amore accuratemodel of the redshift-space power spectrum
in the weakly nonlinear regime, as we discuss below
(Matsubara 2008a, 2008b; Taruya et al. 2009; Nishimichi
& Taruya 2011; Tang et al. 2011; Hikage et al. 2012,
2013).
To estimate the power of the PFS survey, we use the lin-
ear theory prediction for the amplitude of the RSD effect,
β(z) = fg(z)/bg(z), in equation (4), where fg is defined by
the growth rate as fg ≡ d lnD/ln a. Then we can include
the RSD effect in the Fisher matrix formalism by using fg in
each redshift slice instead of treating β as parameters [see
equations (4–9)]. With this implementation, we can break
degeneracies between the RSD effect fg/bg and the galaxy
bias uncertainty bg from the measured anisotropic modu-
lations in the redshift-space galaxy power spectrum. Then
we can, in turn, use the amplitude and shape information
of the underlying linear power spectrum.
Figure 8 shows the expected accuracies of constraining
the growth rate, fg(= d lnD/d ln a), in each redshift slice via
the RSD measurements. The PFS survey can constrain the
growth rate in each redshift to a 6% accuracy. In particular,
PFS will provide accurate constraints on the growth rate at
redshifts beyond z = 1, when the cosmic expansion is in
its decelerated phase. Such constraints are very important
for testing whether dark energy is an illusion caused by an
incomplete understanding of General Relativity.
Other constraints.With the growth rate constraints and the
information on the shape of the galaxy power spectrum, we
can also constrain other interesting parameters such as the
sum of neutrino masses (mν, tot) and the degree of primor-
dial non-Gaussianity (fNL). Primordial non-Gaussianity in-
duces a characteristic scale-dependent biasing effect on the
galaxy distribution at very large scales (Dalal et al. 2008)
that is well in the linear regime and cannot be explained
by other nonlinearity effects. Hence we can use the largest
scale signal of galaxy clustering to explore the signature
of the primordial non-Gaussianity. Table 3 shows the ex-
pected accuracy of constraining fNL to an accuracy of σ (fNL)
≃ 11 if systematic errors are under control (see below for
discussion on possible systematic errors). The Planck ex-
periment showed a more stringent upper limit on fNL such
as fNL . 5 (68% C.L.: Planck Collaboration 2013b); PFS
is limited by its relatively small area coverage to access the
largest-length scales.
On the other hand, the massive neutrinos, as found
by terrestrial experiments, suppress the galaxy clustering
power on scales smaller than the neutrino free-streaming
scale, which imprints a characteristic scale-dependent effect
on the galaxy power spectrum (Takada et al. 2006). The
amount of the suppression scales with the sum of neutrino
mass as$Pg/Pg ≃−8%ν0/%m0 ≃−8mν, tot/(94.1 eV%m0h2)
at the scales smaller than the neutrino free-streaming scale.
Thus the neutrinos of mν, tot = 0.1 eV, close to the lower
bound of the inverted neutrino mass hierarchy, leads to
about 6% suppression in the galaxy power spectrum com-
pared to the case without the massive neutrinos. Hence,
we can use the measured clustering amplitude to constrain
the neutrino mass. However, the achievable precision of
neutrino mass depends on the level of our understand-
ing of the nonlinear power spectrum, including the galaxy
bias uncertainty (Saito et al. 2008, 2009). Here, by assum-
ing that an accurate model of the galaxy power spectrum
is available, we estimate the power of PFS to constrain
the neutrino mass. To be more precise, we assumed that
the following set of parameters, instead of equation (9),
can model the redshift-space galaxy power spectrum based
on the extended perturbation theory based method in
combination with numerical simulations:
pα = {%m0, As,ns,αs,%m0h2,%b0h2,%K ,
w0, wa,mν,tot,bg(zi ), Psn(zi )}. (14)
In this parameter estimation we did not use the reconstruc-
tion method [i.e., we set crec = 1 for the reconstruction pa-
rameter in equation (8)], because the reconstructionmethod
of BAO peaks alters the shape and amplitude of the power
spectrum. With this implementation, we can include the
shape and amplitude information of the power spectrum
for constraining the cosmological parameters, marginalized
over uncertainties of the nuisance parameters. Also note
that, for the parameter estimation, we included a broader
range of cosmological parameters such as the curvature %K
and the dark energy parameters (w0, wa), which also cause
a suppression in the growth rate of structure formation,
as do the massive neutrinos. However, we assumed linear
bias parameters for each redshift slice, but instead included
parameters to model the residual shot noise contamination,
which mimic a scale-dependent bias. As can be found from
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Table 1.1: Survey comparison. Specifications for each survey are based on: Alam
et al. (2017, for BOSS), DESI Collaboration et al. (2016, for DESI), Takada et al.
(2014, for PFS), Laureijs et al. (2011, for Euclid), and Spergel et al. (2013, for
WFIRST). In addition, we referred to Font-Ribera et al. (2014) and Boyle & Ko-
matsu (2018) as needed.
BOSS DESI PFS Euclid WFIRST
Area (deg2) 9300 14000 1500 15000 2000　
Volume (Gpc3/h3) 5.7 51 9.9 72 14
Redshift range 0.38, 0.51, 0.61 0.0-1.7 0.6-2.4 0.6-2.1 1.0-2.8
Galaxy count (million) 1.2 31 4.2 50 27
combined with the CMB measurements from Plank.
In addition, the Prime Focus Spectrograph (PFS) project4 (Takada et al., 2014)
is expected to give a 3D map of galaxies out to z = 2.4 with a high number density,
which allows us to explore, for the first time in detail, the growth of cosmic structures
over such a wide range of redshifts. Fig. 1.9 shows the expected constraint on the
linear growth rate, f = d lnD/d ln a (D is the linear growth factor), as a function
of redshift.
While the above two redshift surveys are ground-based, space-based galaxy red-
shift surveys are also planed to start in next few years, e.g., Euclid5 (Laureijs et al.,
2011) or Wide Field Infrared Survey Telescope (WFIRST)6 (Spergel et al., 2015).
Table 1.1 summarizes specifications of each project: the survey area, the total vol-
ume, the redshift range, and the total galaxy count (Font-Ribera et al., 2014; Boyle
& Komatsu, 2018). We note that Euclid and WFIRST are still under discussion,
and the numbers for these surveys, especially the total galaxy counts, are debated
and might be optimistic.
1.4 Goals of this thesis
Taking the advantage of the width and depth of upcoming redshift surveys, we can
achieve the BAO distance measurement with unprecedented precision. However,
4http://pfs.ipmu.jp/
5https://www.euclid-ec.org/
6https://wfirst.gsfc.nasa.gov/
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the standard reconstruction method has still some problems to consider (for more
details, see Section 2.1.2).
1.4.1 Subject 1 : Inconsistency in Lagrangian perturbation
theory
The standard reconstruction method is based on the Zel’dovich approximation,
which is the linear solution of Lagrangian perturbation theory (PT). In Lagrangian
PT, we focus on the displacements of objects to describe matter (galaxy) clustering.
On the other hand, there is another picture of describing the evolution of the matter
distribution, Eulerian PT, in which we consider the amplitude of density contrasts
at fixed positions. The linear solution of Eulerian PT corresponds to the uniform
growth of the amplitude in terms of the two-point correlation function (scaling as
the squared of the linear growth factor, a function of z), and the degradation of
BAO peak is due to the 2nd or higher order effects in Eulerian PT.
We need to estimate the peculiar velocity field in order to restore the BAO
peak and consider the redshift-space distortions. Therefore, Lagrangian PT, dealing
with trajectories of objects themselves, is more appropriate for reconstruction. In
fact, Fig. 1.10 shows that the linear solution, the Zel’dovich approximation, is able
to more accurately grasp the non-linear effects (in terms of Eulerian PT). Here
ρNL,i ≡ 〈δ˜NL · δ˜∗i 〉/
√
〈|δ˜NL|2〉〈|δ˜i|2〉, where δNL is the simulated non-linear density
field and δi is the linear solution of Eulerian or Lagrangian PT.
However, the standard reconstruction method has some inconsistencies in Lagra-
gian PT. First, although the displacements of galaxies are determined by the initial
density field, the standard method uses the evolved galaxy distribution, lacking other
information, rather than the initial density field to compute the displacements. This
could create gaps between the true displacement and the estimated one. Further-
more, the standard reconstruction method makes use of not only the Zel’dovich
approximation but also the Kaiser formula (Kaiser, 1987, see Eq. (2.10)), which
corresponds to the linear solution of Eulerian PT, in order to connect the density
contrasts in real space and in redshift space when modeling the RSD effects. This
means that the linear solutions in different PTs are mixed up in the reconstruction
procedure.
1.4.2 Subject 2 : Fake density contrasts
In the standard reconstruction, the galaxies and the random particles, which play a
role as the reference for clustering, are differently displaced so as to take account of
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Figure 2: The cross-correlation coe cient between the non-linear overdensity and the overdensity
in linear theory and the ZA as a function of scale at z = 0. The cross-correlation coe cient, ⇢NL,L,
is very close to the non-linear propagator in RPT, despite their di↵erent definitions. Note that the
Zel’dovich density field is well-correlated with the non-linear density field well into the mildly non-
linear regime.
The e↵ect of the large-scale flows results in corrections in SPT, which are regulated
by the parameter k v(< k), where  v(< k) gives the root mean square (rms) particle dis-
placement integrated up to a wavevector k (see also Section 2).6 Note that  v is given by
the integral over the velocity power spectrum and is proportional to the velocity dispersion,
which is why for brevity we will usually refer to  v as the velocity dispersion. The corrections
from the largest-scale flows (k ! 0) due to  v(< k) cancel at each order in SPT [15]. This
must be the case because uniform motions translate coherently the density field, which has
no observable e↵ect when equal-time statistics are considered. However, this is no longer
true when one considers statistics at di↵erent times.
Linear theory predicts a density field which is simply an overall rescaling of the initial
density field. Therefore, ⇢NL,L also equals the cross-correlation between the initial and final
6This quantity is defined as (k v(< k))
2 ⌘ kikjhvivji(< k) = (4⇡/3)k2
R k
0
PL(k
0)dk0, where PL is the linear
matter power spectrum. This implies that  v is in fact equal to (1/
p
3)⇥(rms particle displacements).
– 5 –
Figure 1.10: Cross correlation
between the (evolved) non-
linear density contrast and the
linear density contrast both in
Eulerian and Lagrangian per-
turbation theory at z = 0.
c©SISSA Medialab Srl. Repro-
duced from Tassev & Zaldar-
riaga (2012a) by permission of
IOP Publishing. All rights re-
served. The purple dot line and
blue solid line show the cross
correlations with the linear den-
sity field in Eulerian and La-
grangian thoery. We can see
the linear density field in La-
grangian theory (the Zel’dovich
density field) is better corre-
lated with the non-linear den-
sity field.
the RSD effects. This could create O(1) fictitious density contrasts along the line
of sight, especially at the survey boundary or the place where the survey selection
function varies rapidly.
Upcoming ground-base surveys, DESI and PFS, will observe Emission-line
gal xies (ELGs), as one of their targets, exhibiting [OII] emission lines which we
can make use of redshift measurements. Figs. 1.11 and 1.12 show the measurement
efficiencies of [OII] emission lines as a function of redshift for DESI (flux) and PFS
(S/N), respectively. We can see that the efficiencies in both figures are rapidly
changing espec ally at z >∼ 1. This oscil ation feature is due to the forest of sky
lines, which makes it harder to find redshifted [OII] emission lines, thus reducing
the redshift efficiency at specific redshifts.
Accordingly, the survey density of ELGs is rapidly varying in the radial direc-
tion. Therefore, the fake density contrasts created in the reconstruction process can
impinge on the analysis of samples at z >∼ 1 from upcoming ground-based surveys,
while previous redshift surveys, e.g., BOSS, are almost not suffered from the effect
of sky lines because of the redshift range z <∼ 0.6.
1.4.3 Toward an improved reconstruction method
In this thesis, we develop a new iterative reconstruction method, motivated by
Monaco & Efstathiou (1999), in order to solve tproblems that the standard recon-
struction has, aiming at making the BAO measurement more reliable. Furthermore,
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Figure 1.11: Measurement
efficiencies of [OII] emis-
sion lines as a function of
redshift: DESI. Reproduced
from DESI Collaboration
et al. (2016) with permis-
sion from the author. The
light blue squares show the
[OII] flux for all ELGs in
the DEEP2 Galaxy Red-
shift Survey, and the dark
blue points correspond to
those objects targeted as
DESI ELGs. The red curve
shows the 95% redshift ef-
ficiency above which DESI
will detect [OII] emission
lines at > 7σ.
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Figure 3.13: [O II] flux as a function of redshift for DEEP2/EGS galaxies. The light blue squares
represent all galaxies in the sample, while the dark blue points are those objects targeted as DESI
ELGs (see Figure 3.10). DESI will detect emission lines at 7  for the bulk of the targeted sample,
corresponding to those objects above the 95% e ciency line in red.
Target selection e ciency
Targets selected as ELGs could fall short in several ways: they could entirely fail to yield a
redshift (e.g., if the galaxy is at z & 1.63 then no strong emission lines will be detected by
DESI); they could prove to be low-redshift galaxies, z < 0.6; they could be QSOs instead
of galaxies (and hence useful for higher-redshift clustering analyses but likely outside the
redshift range of the ELGs); or they could be stars. Based on the DEEP2/EGS sample, we
estimate that ⇠ 10% of the objects targeted via the baseline selection criteria are expected
to be stars, ⇠ 5% will be lower-redshift interlopers, and ⇠ 5% will be at z & 1.6, while con-
tamination from QSOs is expected to be negligible. Combining all these factors, the fraction
of ELG targets which are in fact galaxies in the correct redshift range is approximately 80%.
Among these objects, about 85% will have a high enough [O II] flux to securely measure a
redshift more than 95% of the time (see Figure 3.13). Combining all these factors with the
78% fiber assignment rate expected for an input target density of 2400 targets deg 2, we
obtain an a final density of 1220 ELGs deg 2.
Areas of risk
The primary source of risk in our ELG selection is the limitations of the datasets available
for developing and assessing selection algorithms. DEEP2 is the only large current survey
which resolves the [O II] doublet critical for obtaining secure redshifts at z > 1; however,
due to the z > 0.75 color cut applied by DEEP2 in three of four survey fields, it can be
used to assess the low-redshift tail of the ELG selection in only a limited area, the Extended
Groth Strip used for all analyses here. Because of the limited area, the number of DEEP2
ELGs within our color box is relatively small, so both Poisson noise and sample/cosmic
variance have a significant e↵ect on our predicted redshift distributions. Furthermore, the
Figure 1.12: Measure ent
efficiencies of [OII] emission
lines as a function of red-
shift: PFS. Reproduced from
Takada et al. (2014) with
permission of Oxford Uni-
versity Press. The blue,
green and red curves show
the expected signal-to-noise
ratio for measuring the [OII]
emission lines for the PFS
blue, red and IR arms, re-
spectively. These 3 arms
cover a wide range of wave-
length from 380 to 1260 nm.
R1-6 Publications of the Astronomical Society of Japan, (2014), Vol. 66, No. 1
Fig. 2. Expected signal-t -noise (S/N ) ratio for measuring the [O II] emission line a a functi n of redshift; the blue, green, and red curves show the
results for the PFS blue, red, and IR arms in table 1, respectively, for a total emission line flux of 5 × 10−17 erg cm−2 s−1. To properly account for the
uncertainties, we assumed the instrumentation parameters of the current baseline design listed in table 1, an observation at the edge of the focal
plane, and included the sky emission/absorption and the Galactic dust extinction of E(B − V) = 0.05 and 26◦ for the zenith angle of the telescope. This
computation assumes 15 min total exposure (split into two exposures; 450 s × 2), σ v = 70 kms−1 for the velocity dispersion (the intrinsic line width),
and 0.′′8 for the seeing FWHM. We also accounted for the finite galaxy size relative to the seeing profile and the fiber size, assuming an exponential
profile with scale radius 0.′′3 for the emission line region (about 3.5 kpc h−1 for a galaxy at z = 1). Note that S/N is estimated by the root-sum-square
of the spectral pixels (i.e., it is a matched filter combining both doublet members). The current design allows a significant detection of the [O II]
emission line over a wide range of redshift up to z ≃ 2.4 with near-equal sensitivities of the red and NIR arms. (Color online)
extinction, respectively. The galaxy radial profile is as-
sumed to be an exponential disk with a half-light radius
of 0.′′3 (about 3.5 kpc h−1 for a galaxy at z = 1). Note
that for the galaxy yield forecasts we use half-light radii
from the COSMOSMock Catalog (Jouvel et al. 2011), and
re-compute the fiber aperture correction for each galaxy.2
We have assumed the 15 min integration is split into two
sub-exposures for cosmic ray (CR) detection in the CCD
channel. The NIR channel will perform CR rejection by
processing the frames acquired during sample-up-the-ramp
(SUTR) mode. The cosmology ETC assumes 4 e− read noise
per sub-exposure (appropriate for ∼ 90 samples along
a 450 s ramp). We will probably not reset the NIR channel
in between sub-exposures, so we assume an overall read
noise of 4
√
2 = 5.6 e− per pixel for the following study.
In addition to throughput and sky brightness consid-
erations, we have considered several other potential lim-
2 This assumes that the [O II] emission traces the i-band continuum in which the
galaxy sizes were measured.
itations. Their amplitude is difficult to estimate, but they
have been important for previous spectrographs and so
we make an explicit allowance for them so as to adopt
a conservative approach. The systematic sky subtraction
residuals and small-angle stray light are very important fac-
tors in the study of galaxy spectra where [O II] is partially
blended with a sky line. Diffuse stray light is a concern
when [O II] lies in a cleaner part of the NIR spectrum.
r Systematic sky subtraction residuals. These are modeled
by adding a “noise” term corresponding to some per-
centage of the sky counts in each spectral pixel. We cur-
rently set this to 2% of the brightest of the pixel and its
neighbor on either side (equivalent to 1% sky subtrac-
tion accuracy on a four-pixel resolution element).r Small-angle stray light. We assign to the grating an ef-
fective number of lines that is 1/3 of the actual number.r Diffuse stray light. We take 2% of the OH line flux
incident on the detector and uniformly spread it over
all pixels. (This may be appropriate for a detector that
Downloaded from https://academic.oup.com/pasj/article-abstract/66/1/R1/1549175
by guest
on 26 March 2018
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we apply it to the simulated matter density field and galaxy mocks both in real
and in redshift space, and evaluate how the estimation of displacements and the
restoring of the correlation function or the broadband power spectrum are improved
compared with the standard reconstruction method.
By solving the problems in Section 1.4.1 and 1.4.2, the iterative method should
allow us to capture smaller-scale structure formation and manage the peculiar veloci-
ties of galaxies better, which cause the degradation of BAO peak or RSDs themselves.
Therefore applying the iterative reconstruction to upcoming redshift surveys, we can
measure the expansion of the Universe and RSDs (i.e., the amplitude of matter clus-
tering) with world-leading precision, and thus deduce the dark energy equation of
state and neutrino masses.
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Chapter 2
Iterative reconstruction
In this chapter1, we present a new method of iteratively reconstructing the initial
linear matter distribution from the observed galaxy distribution. Here we introduce
the iterative reconstruction method motivated by Monaco & Efstathiou (1999) and
then develop it so as to converge in practical cases. Compared with previous iterative
methods, this is advantageous because we no longer need to set the number of
iteration and the result does not depend on the numerical path by which we achieve
convergence. Furthermore, our iterative method can properly incorporate RSDs in
Lagrangian PT (see Section 1.4.1), without the “fake density contrasts”problem (see
Section 1.4.2) that the standard reconstruction method has.
This chapter is organized as follows: we present the standard reconstruction
method in Section 2.1 and then describe the iterative reconstruction method in Sec-
tion 2.2. In Section 2.3, we show the improvement of reconstruction compared with
the standard method, in terms of the displacement and the two-point correlation
function. We also discuss the effect of anisotropic filtering in redshift space. Finally,
we summarize in Section 2.4.
2.1 Standard Technique
In this section, we present Lagrangian PT and the standard reconstruction tech-
nique. The notation used hereafter is based on that of Monaco & Efstathiou (1999).
1This chapter is based on Hada & Eisenstein (2018)
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2.1.1 Basics
While Eulerian PT focuses on the amplitudes of density at fixed positions to describe
the dynamics of objects, Lagrangian PT (for review, see e.g. Bernardeau et al., 2002)
follows the trajectories of objects, which is referred to as the displacement S:
x(q, t) = q + S(q, t), (2.1)
where q is the initial particle position and x is the final Eulerian particle position.
The displacement S obeys the Euler-Poisson system of equations, which is non-
linear for S. However, it can be solved perturbatively for small displacements, and
the linear solution S(1) is
∇ · S(1)(q) = −δL(q) = −D(t)
D(ti)
δ(ti,q), (2.2)
where δL is the linear solution for the matter density contrast, δ(ti) is the initial
density contrast, and D is the linear growth factor. This is called the Zel’dovich
(1970) approximation. Furthermore, the 2nd order solution S(2) can be written in
terms of S(1):
∇ · S(2)(q) = − 3
14
Ω−1/143m
(
S(1)a,aS
(1)
b,b − S(1)a,bS(1)b,a
)
, (2.3)
where Ωm is the (time-dependent) matter density parameter and Sa,b ≡ ∂Sa/∂qb.
The density contrast is calculated from the displacement S through the continuity
equation:
det
[
δKab + Sa,b
]
=
ρ(q)
ρ(x)
=
1
1 + δ(x)
, (2.4)
where δKab is the Kronecker delta and δ(x) = ρ(x)/ρ¯ − 1 is the perturbation of the
matter density in terms of the Eulerian coordinate x. In the second equality, we
assumed that the density perturbation at the initial time can be neglected: ρ(q) = ρ¯.
The determinant in the left hand side can be written by the principal invariants of
the first derivative tensor of S:
det
[
δKab + Sa,b
]
= 1 + µ1(S) + µ2(S) + µ3(S), (2.5)
where µ1(S) = Sa,a = ∇ · S, µ2(S) = (Sa,aSb,b − Sa,bSb,a)/2, and µ3(S) = det(Sa,b).
Note that if S is rotational, Sa,b 6= Sb,a; however, Eq. (2.5) is true regardless of
whether S is irrotational or not.
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The redshift-space coordinate s is related to the real-space coordinate x by
s(q, t) = x(q, t) +
1
aH
[v(q, t) · zˆ]zˆ, (2.6)
where a(t) is the scale factor, H(t) is the Hubble parameter, and zˆ is the unit vector
pointing along the line of sight. Using Eq. (2.2) and (2.3), the (physical) peculiar
velocity, v(q, t), at the position q is described in terms of S :
v(q, t) = a
dS
dt
=
dD
dt
a
D
(S(1) + 2S(2)). (2.7)
Here we used the fact that S(2) depends on the time, scaling with D2(t). We then
can define the redshift-space displacement S(s) by
s(q, t) = q + S(s)(q, t), (2.8)
where
S(s)(q, t) = S(1) + S(2) + f [(S(1) + 2S(2)) · zˆ]zˆ. (2.9)
Here f = d lnD/d ln a is the linear growth rate. Noted that S(s) can be rotational
even if S is not (Monaco & Efstathiou, 1999).
Finally, we present a relation between the density contrasts in real and redshift
spaces, which is called the Kaiser (1987) formula:
δ˜gs(k) = (1 + βµ
2)δ˜g(k), (2.10)
where δ˜g and δ˜gs are the real- and redshift-space galaxy density field in Fourier space,
respectively. Here µ = kz/k (z is the line-of-sight direction) and β = f/b, where b
is the linear galaxy bias, which associates the galaxy density field with the matter
density field: δg = bδ. Note that the Kaiser formula is equivallent to the linear order
of Eulerian PT and completely different from the relation for the displacement in
Lagrangian PT, Eq. (2.9).
2.1.2 Standard reconstruction
The original technique for the BAO reconstruction, the standard reconstruction, was
introduced by Eisenstein et al. (2007a). The steps are summarized as follows (e.g.
Mehta et al., 2011; Padmanabhan et al., 2012; Seo et al., 2016):
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1. Compute the displacement field S(1) in Fourier space by adopting the fi-
nal galaxy density field δgs instead of the linear matter density field δL in
Eq. (2.2) and using Eq. (2.10),
S˜
(1)
st (k) =
ik
k2
δ˜gs(k)
b(1 + βµ2)
G(k). (2.11)
Here G(k) is a smoothing filtering, which is traditionally given by
G(k) = exp[−0.5k2Σ2], (2.12)
where Σ is the smoothing scale.
2. Form the displaced galaxy field D by displacing the galaxies by −S(s)st =
−S(1)st − f(S(1)st · zˆ)zˆ (see Eq. (2.9)), and form the displaced random field
S by displacing the random particles by −S(1)st . Here the random particles
play a role as the reference for clustering and are uniformly distributed.
3. Calculate the reconstructed correlation function ξst from the Landy-Szalay
estimator (Landy & Szalay, 1993):
ξst =
(D − S)2
SS
=
DD − 2DS + SS
SS
, (2.13)
where DS, etc. are the number of pairs at a given separation between
various sets of points (i.e., between D and S in the case with DS).
The Gaussian smoothing filtering, Eq. (2.12), is introduced to eliminate high-density
contrast for small-scale modes and the effects of shell crossing. Although we lose
the displacement information on smaller scale than the smoothing scale Σ, it is
found that the degradation of the BAO peak mainly comes from large-scale modes,
and thus it can be recovered by the large-scale velocity field (e.g. Eisenstein et al.,
2007a; Tassev & Zaldarriaga, 2012a). The effects of the smoothing function on the
reconstruction process have been theoretically investigated in Lagrangian PT by
Padmanabhan et al. (2009).
The standard reconstruction is a simple technique for restoring the BAO peak;
however, there are some problems to consider:
1. Use of the evolved density distribution rather than initial density distribution
when computing the Zel’dovich displacement.
Lacking other information, the standard reconstruction method uses the
final galaxy density distribution instead of the linear density distribution
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in Eq. (2.11) to compute the displacement. In order to correctly follow the
physics of Lagrangian PT, we need a method that connects the displace-
ments to the initial distribution.
2. Limited to first order PT
The standard method considers only the first order in Lagrangian PT (the
Zel’dovich approximation) when calculating the displacement S. The Zel’dovich
solution is able to exactly describe the nonlinear evolution of one-dimensional
perturbation (e.g. Mukhanov, 2005). This means that higher-order PT
could improve the dynamical modeling of realistic asymmetric density per-
turbations.
3. RSD modeling
The Kaiser formula, Eq. (2.10), is exactly correct as long as we focus on
only first-order Eularian PT. However, we use the relation in Lagrangian
PT, Eq. (2.9), to incorporate the RSD effects into the displacements, which
means that two different PTs are mixed up. Moreover, there are some
deviations from the Kaiser limit even on large scales due to “large-scale”
velocity dispersion (e.g. Hatton & Cole, 1998; Scoccimarro, 2004).
4. Different motions of galaxies and random particles
In step 2 of the standard method, the galaxies and the random particles
in redshift space are moved by different displacements in order to take ac-
count of RSDs. However, this causes a substantial anomaly because any
rapid variation in the survey selection function (such as from any survey
boundary) will be displaced differently in the galaxies and random parti-
cles, which leads to order-unity “fake” density contrasts even in the limit of
zero shot noise (see Fig. 2.1). It also makes the survey boundary for the
reconstructed density field ill-defined. While these fake density contrasts do
not seem to impact on the two-point correlation so far, they show the ad
hoc nature of the treatment of RSDs. Furthermore, one could worry that
these anomalies will increase in upcoming surveys, e.g., DESI or PFS, where
the number density of galaxies is rapidly changing along the line of sight
direction due to the redshifting of an emission line through the OH forest of
sky emission. We prefer a method that moves the density field δ itself, such
as in Obuljen et al. (2017), or equivalently moves the galaxies and random
particles together, so that the survey boundary is warping under the co-
ordinate transformation but not becoming separated between galaxies and
random particles (see White, 2015, for another method of managing this
problem).
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Reconstruction
Before After
Random
Galaxy
Line of sight
Figure 2.1: An illustration of problem 4. In the standard reconstruction, the galaxies
(on red sheet) and the random particles (on blue sheet) are moved differently along
the line of sight to include the RSD effects. As a results, this shift creates order-unity
“fake” density contrasts where the two sheets are not overlapped.
2.2 New iterative method
2.2.1 Theoretical framework
In this thesis, we develop the iterative method motivated by Monaco & Efstathiou
(1999), which updates the displacement and the linear density field, at the same
time, at each iteration. We then present their method before describing our method.
Combining Eqs. (2.4), (2.5), and (2.8), the linear density contrast, Eq. (2.2), is
rewritten by
δL(q, t) =
[
δs(s)
1 + δs(s)
−µ1(S(1)) + µ1(S(s)) + µ2(S(s)) + µ3(S(s))
]
,
(2.14)
where δs is the evolved matter density contrast in redshift space. Note that one can
compute the q-space density δs(s) = δs [s(q)] by interpolating the s-space density
δs(s) at the position s corresponding to q through Eq. (2.8). The steps of their
iterative method are summarized as follows: calculate the (n+1)th displacement by
substituting the nth guess for the linear density into Eq. (2.2) (and (2.9)), estimate
the (n+ 1)th guess for the linear density through Eq. (2.14), and then iterate these
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steps. While the density contrast in the s-space δs(s) is fixed to the observed den-
sity contrast in redshift space, the density contrast in the q-space δs (s(q)) varies
at each iteration. Furthermore, one must smooth the s-space density δs(s) in ad-
vance to prevent the first term in the right hand side of Eq. (2.14) from diverging.
However, this smoothing (different from the smoothing discussed in Sec 2.1.2) sup-
presses the amplitude of small-scale fluctuations, thus decreasing the amplitude of
the correlation function contrary to our goal.
How can we avoid this problem? We then assume that the linear density contrast
can be separated into the large-scale part δl and residual (small-scale) part δres:
δL(q, t) = δl(q, t) + δres(q). (2.15)
Hereafter, we adopt a model in which only the large-scale part is responsible for
displacements, which then advect the residual part as a passive tracer. While this
model apparently fail on small scales, we can perform a smooth transition between
the two regimes by making use of a smoothing filter for the scale separation. In
particular, the large scale field can be defined via
S˜
(1)
l (k) =
ik
k2
δ˜L(k)G(k), (2.16)
δl(q, t) = −∇ · S(1)l (q, t) = −µ1(S(1)l ). (2.17)
Here we opt to use only the first-order displacement, S = S(1), because realistic
galaxy samples are sparse, which will require large enough smoothing scales that
first order will be sufficient.
In other words, we are able to neglect the gravitational effects of smaller-scale
fluctuations than the smoothing scale Σ as large-scale flows mainly cause the degra-
dation of the BAO peak. This is equivalent to assuming that the residual part has
existed at the initial time: ρ(q) = ρ¯(1 + δres(q)). We therefore have to modify the
continuity equation so as to make our method self consistent:
det
[
δKab + S
(s)
l|a,b
]
=
1 + δres(q)
1 + δs(s)
. (2.18)
where S
(s)
l is connected to S
(1)
l through Eq. (2.9). The assumption that the residual
part δres(q) has existed from the first does not imply that large-scale fluctuations
do not exist at the later time. The denominator of the right hand side in Eq. (2.18)
corresponds to the observed-time density field, which always includes all modes at
the time, with only applying gravity to compute the displacement field.
At the limit G(k) → 1 (Σ → 0), the residual part δres approaches to 0 and
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Eq. (2.18) gets back to the original continuity equation. This means that if we don’t
apply the smoothing, Eq. (2.15) becomes δL(q) = δl(q) and thus the displacement
includes the information on all scales as expected. On the other hand, the large scale
part and thus the displacement field are vanished, δL(q) = δres(q), at the opposite
limit G(k) → 0 (Σ → ∞). Eq. (2.18) is then equivalent to δres(q) = δs(s), which
shows that reconstruction is not performed at all. In order to avoid the small-scale
difficulties, we adopt a finite smoothing scale between both limits in the following.
In addition, the Fingers of God effect, which is a type of RSDs due to thermal
motions on small scales, elongates small-scale density fluctuations along the line of
sight and thus causes it to appear at larger scales. One can no longer deal with this
effect in the Zel’dovich approximation. We then introduce the parameter, Cani, to
suppress these fluctuations when smoothing the density field:
Cani ≡ Σ‖/Σ⊥, (2.19)
where Σ‖ and Σ⊥ are the smoothing scales along the line of sight and the perpen-
dicular directions, respectively:
Gani(k) = exp[−0.5(k2⊥Σ2⊥ + k2‖Σ2‖)]
= exp[−0.5(k2⊥ + k2‖C2ani)Σ2⊥], (2.20)
(see also Cohn et al., 2016, for anisotropic smoothing for reconstruction).
2.2.2 Implementation
Our final goal is: given the observed density field δs(s) and the definitions in
Eq. (2.15)-(2.17) and (2.9), find the linear density field δL(q) that satisfies Eq. (2.18)
(i.e., that gets “back to the future” observed density field). We then seek the relation
between the linear density field and the displacements in our context, corresponding
to Eq. (2.14). Using Eq. (2.15), (2.17) and (2.18), the determinant is described by
det
[
δKab + S
(s)
l|a,b
]
=
1 + δL(q, t) + µ1(S
(1)
l )
1 + δs(s)
. (2.21)
Substituting Eq. (2.5) into the above equation, the linear density field δL can be
written as follows:
δL(q, t) = −µ1(S(1)l )− 1 + (1 + δs(s))
[
1 + µ1(S
(s)
l ) + µ2(S
(s)
l ) + µ3(S
(s)
l )
]
.
(2.22)
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We perform, in practice, our iterative method as follows:
1. Assign the galaxies and uniform random particles to grid cells with Trian-
gular Shaped Cloud (TSC) scheme2 and compute the final density field in
redshift space δs(s) at each grid cell.
2. Define the first guess for the linear density: δL(q) = δs(s) with S
(s)
l = 0.
3. Calculate the displacements S
(1)
l and S
(s)
l through Eq. (2.16) and (2.9),
respectively.
4. Renewal the guess for the linear density δL with Eq. (2.22).
5. Iterate steps 3 and 4 until the linear density field converges.
Ideally, in the above steps, we would reach a consistent solution for δL(q) in
our equations. However, we might face difficulties in converging the updated linear
density field because there could be multiple streams on small scales or oscillations
of the solution. Then, we introduce two techniques to effectively make the solution
converge.
As for the smoothing scale Σ, we treat that an annealing parameter; start with
a large initial value Σini and decrease it gradually at each iteration (e.g. Schmittfull
et al., 2017):
Σ⊥,n = max
(
Σini
Dn , Σeff
)
, (2.23)
where Σ⊥,n is the smoothing scales along the perpendicular direction of the nth
iteration and Σeff is the the effective smoothing scale that is applied for the final
reconstructed displacement and density field. D is a constant (> 1). We comment
on how this annealing works: the largest-scale displacements (corresponding to Σini)
are well predicted by the Zel’dovich approximation and thus can be restored even
from the observed final density field. As the smoothing scale becomes smaller,
the predicted displacements reflect smaller-scale fluctuations, which means that the
linear density field is reconstructed globally to locally as desired. We adopt Σini =
20h−1 Mpc and D = 1.2 in this thesis. We emphasize that these parameters have
no physical meaning and the final solution should not depend on small changes in
the exact annealing process.
2Note that there are some interpolation schemes to assign particles to grid cells: Nearest
Grid Point (NGP; “point”), Cloud In Cell (CIC; “linear”), and Triangular Shape Cloud (TSC;
“quadratic”) (for more details, see Hockney & Eastwood, 1988). In order to investigate the perfor-
mance of our method as precisely as possible, we hereafter adopt TSC method, achieving higher
resolution, in spite of the high computational cost.
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Moreover, in step 4, we reuse the previous guess to obtain the current guess, in-
tended to suppress oscillations of the solution in the iteration (Monaco & Efstathiou,
1999):
δ
(n)
L = wδ
(n)
L[ori] + (1− w)δ(n−1)L , (2.24)
where δ
(n)
L is the nth guess for the linear density, δ
(n)
L[ori] is the original value computed
from Eq. (2.22) at nth iteration, and the weight w is within the range of 0 < w < 1.
In addition, we need to set a criterion to check the convergence of the solution
and thus define a parameter, rcon, indicating the change in the guesses of the linear
density as follows
rcon ≡
∑
[δ
(n)
L[ori] − δ(n−1)L ]2∑
δ2s
, (2.25)
where
∑
refers to the summation over all grid cells. In this work, we adopt rcon <
0.01 as the convergence criterion.
2.2.3 Previous work
There are some methods beyond the standard reconstruction method (see, for an
overview, Schmittfull et al., 2017), whose procedures are generally separated into
two parts: 1) computing the displacement, and 2) estimating the linear density field
using the Zel’dovich approximation.
In particular, “iterative” procedure is often used in the first step. For example,
several methods adopt different types of smoothing filtering in their iteration (pattern
A): with a fixed smoothing scale (Seo et al., 2010), optimal filtering (Wiener filtering)
(Tassev & Zaldarriaga, 2012b), and reducing the smoothing scale as the iteration
progresses (Schmittfull et al., 2017).
Furthermore, there is another type of iterative methods, which intend to nu-
merically solve the nonlinear partial differential equation that maps between the
initial position q and the final position x (pattern B). Zhu et al. (2017) applied a
moving mesh approach to solve the differential equation for the matter density field
in real space. Their approach has been subsequently applied to the BAO measure-
ment (Wang et al., 2017), halo fields (Yu et al., 2017), and redshift-space distor-
tions (Zhu et al., 2018). Recently, Shi et al. (2018) presented a multigrid relaxation
method to solve the differential equation.
While these iterative methods achieve substantial improvements in the perfor-
mance of reconstruction compared to the standard method, it is difficult to compare
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Table 2.1: Weight and number of iteration for each smoothing scale.
Σeff (h
−1 Mpc) w niter
5 0.3 17
10 0.5 9
them quantitatively. Our advantages are exactly applying the continuity equation,
Eq. (2.22), in the iteration process and being able to make the solution converge
(more reliable than pattern A) while considering only the first order in Lagrangian
PT (simpler than pattern B).
2.3 Results
2.3.1 N-body simulation and parameter setting
To test our iterative reconstruction method, we apply it to the matter density field
generated using abacus code. abacus is an extremely fast and accurate code for
cosmological N -body simulations and can compute over 100 billion pairwise force
interactions per second on a single computer node (Garrison et al., 2016, 2018a,b).
We focus on our simulation assuming Planck Collaboration et al. (2016): the number
of particles Np = 3200
3 and the box size L = 1600h−1 Mpc, and treat a set of 6403
particles, which is (∼ 1%) randomly selected from one realization at z = 0.5, as the
evolved matter density field. In addition, we use 6403 grid cells, corresponding to
the number of selected particles, to implement reconstructions.
In this chapter, we test the two effective smoothing scales: Σeff = 5h
−1 and
10h−1 Mpc. We have to set the weight w and the number of iteration niter for
each smoothing scale so that the convergence condition Eq. (2.25) is satisfied. The
values of both the parameters adjusted to each smoothing scale are summarized in
Table 2.1. Note that these parameters are likely application-specific.
2.3.2 Cross correlation for the displacement
First of all, we show the cross-correlation between the reconstructed displacement
field and the true one along which the matter particles have moved in our N -body
simulation and then compare between the performances of our iterative method
improves and the standard method. To do that, we define the cross-correlation
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coefficient by:
r(k) ≡ 〈S˜rec · S˜
∗
tru〉
〈|S˜tru|2〉
, (2.26)
where S˜rec is the displacement reconstructed from the evolved density field at z = 0.5
and S˜tru is the true displacement from the initial to the final position of the matter
particles. Here, the tilde denotes the Fourier transform.
In Fig. 2.2, we show the cross-correlation coefficient r(k) for the displacements
reconstructed with the two smoothing scales: Σeff = 5h
−1 (in blue) and 10h−1 Mpc
(in red), with Cani = 1.0. In real space (top panel), we found that the displacements
reconstructed using the iterative method with 5h−1 and 10h−1 Mpc smoothing scale
are, more than 80%, correlated with the true displacement on scales k <∼ 0.12h and
0.06h Mpc−1, respectively. This means that using smaller smoothing scales allows
us to properly reconstruct the displacements down to smaller scales, which is consis-
tent with the fact that we compute the displacement through Eq. (2.16) including
smoothing filtering. Furthermore, the iterative method is correlated better than
the standard method for both the smoothing scales, which shows that our method is
able to grasp the smaller-scale information by solving the problems that the standard
method has.
As for redshift space (bottom panel), the difference between both the reconstruc-
tion methods becomes larger than the case in real space. One can understand that
this is because the iterative method more correctly consider the RSD effects in La-
grange PT, without applying the Kaiser formula (see problem 3). However, we can
see that the cross-correlation coefficient for the iterative method in redshift space is
mildly smaller than the one in real-space, suggesting that even our iterative method
still cannot perfectly handle with the RSD effects.
2.3.3 Effect of the anisotropy in redshift space
Here, we seek to optimize the value of Cani, which is introduced to manage the effects
of small-scale thermal motions, called the Finger of God effect, in the smoothing
filtering. We then focus on the cross-correlation coefficient for the density fields:
s(k) ≡ 〈δ˜L · δ˜
∗
ini〉
〈|δ˜ini|2〉
, (2.27)
where δ˜L is the linear density field reconstructed from the evolved density field at
z = 0.5 using the iterative method with Σeff = 5h
−1 Mpc and δ˜ini is the initial
density field, multiplied by the linear growth factor at z = 0.5.
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Figure 2.2: Comparison of the displacement reconstruction. The cross-correlation
coefficients, r(k), in real space and redshift space are showed in the top panel and
bottom panel, respectively. The blue lines correspond to Σeff = 5h
−1 Mpc for the
standard method (solid line) and iterative method (dashed line). The red lines
correspond to Σeff = 10h
−1 Mpc smoothing scale for the standard method (dotted
line) and iterative method (dot-dashed line). Note that Cani is fixed to 1.0.
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Figure 2.3: Comparison of the density reconstruction for various values of Cani:
Cani = 1.0 (a), 1.3 (b), 1.6 (c), and 1.9 (d). The solid (in red), dot-dashed (in
green), and dashed (in blue) lines show the cross-correlation coefficients, s(k), in
redshift space (Σeff = 5h
−1 Mpc) averaged within three directions: 1/3 > kz/k,
2/3 > kz/k > 1/3, and kz/k > 2/3, respectively.
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Figure 2.3: (continued)
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In Fig. 2.3, we show the coefficient s(k) in the case with the isotropic smooth-
ing filter (Cani = 1.0). If one can perfectly take account of the RSD effects in the
reconstruction process, the anisotropic feature in the redshift-space evolved density
field should be removed and the cross-correlation coefficient does not depend on the
wavevector direction. However, the coefficients for the line of sight and the perpen-
dicular directions are not consistent with each other on small scales k >∼ 0.1h Mpc−1.
This result means that we should “anisotropically” smooth the evolved density field
in redshift space depending on the “anisotropy”.
Fig. 2.3b, c, and d correspond to the cross-correlation coefficients with different
values of Cani: Cani = 1.3, 1.6, and 1.9, respectively. The coefficient for the line of
sight direction, on the scales k ∼ 0.2h Mpc−1, gets close to the ones for the other
two directions as Cani is larger. We see that all three lines in Fig. 2.3c (Cani = 1.6) are
particularly consistent with each other. Then, we adopt Cani = 1.6 for the smoothing
filtering (with Σeff = 5h
−1 Mpc) in redshift space hereafter.
2.3.4 Two-point correlation function
In this section, we see how well our iteration method can restore the two-point
correlation function, which is used in BAO distance measurements. To measure the
tow point correlation function from the galaxy counts D and random counts R, we
employ the Landy & Szalay (1993) estimator, which is generally adopted in redshift
surveys:
ξ(S) =
N (S)
R(S) , (2.28)
where S denotes a three-dimensional position, and N and R denote (D − R)2 and
RR, respectively. DR etc. are the number of pairs at a given separation between
two sets of points (D and R in the case with DR). In this thesis, we perform the
pair counting using a convolution method, computed by Fourier Transforms (Slepian
& Eisenstein, 2016). Note that the convolution method requires only the values of
D − R (scaling with the (reconstructed) density construct field) or R on grid cells
implementing the Fourier Transform and thus we do not need to return the particle
sets once we assign them to the grid. In particular, we focus on the multiple moments
of ξ defined as,
ξ(S, µ) =
∞∑
l=0
ξl(S)Pl(µ), (2.29)
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Figure 2.4: Reconstruction of the two-point correlation: monopole, ξ0(S), in real
space. The green (dashed) and red (dot-dashed) lines are the two-point correlation
for the observed density field (z = 0.5) and the initial density field in real space,
multiplied by the linear growth factor, respectively. The reconstructed two-point
correlations (with Σeff = 5h
−1 Mpc) are demonstrated by the blue solid (the iterative
method) and magenta dashed (the standard method) lines. The bottom panels in
both figures show the differences with the initial density field.
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Figure 2.5: Reconstruction of the two-point correlation: monopole, ξ0(S), in redshift
space. The color and type of lines are as in Fig. 2.4. The result of the isotropic
smoothing filtering (Cani = 1.0) in the iterative method is described by the black
dotted line in the lower figure.
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Figure 2.6: Reconstruction of the two-point correlation: quadrupole, ξ2(S), in
redshift space. The color and type of lines are as in Fig. 2.4. The result of the
isotropic smoothing filtering (Cani = 1.0) in the iterative method is described by the
black dotted line in the lower figure.
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where Pl is the Legendre polynomial of order l. Considering that the quadrupole or
higher order moments in R(S) should be zero because we use uniformly distributed
particles as the random particles R, the multipole moments of ξ can be described
by the ones of N and R:
ξl(S) = Nl(S)/R0(S). (2.30)
In the upper and lower figures of Fig. 2.4, we demonstrate two types of the
monopole (l = 0) in real space. First, the upper figure shows that the iterative
method (blue solid) properly restore the initial density field (red dot-dashed) over
all scales. We would like to emphasize that the initial density corresponds to the
actual realization including noise effects from our simulation, not the one averaged
over a number of realizations. That is, the iterative method is regaining the actual
given density field. In addition, from the lower figure, we found that the iterative
method more correctly performs reconstruction on small scales, S <∼ 40h−1 Mpc,
than the standard method (magenta dashed).
Fig. 2.5 shows the mopole in redshift space. We see that the iterative method
can reconstruct the initial density field even in redshift space (upper figure). Fur-
thermore, the lower figure shows that the performance of the iterative method is
better than the standard method, not only on small scales but also on intermediate
scales 50 <∼ S <∼ 150h−1 Mpc. Moreover, comparing between the isotropic (Cani = 1.0;
black dotted) and the anisotropic (Cani = 1.6; blue solid) smoothing filterings, the
(optimized) anisotropic smoothing make the performance of reconstruction better
on small scales.
Fig. 2.6 describes the quadrupole in redshift space. From the upper figure, we see
that the iterative-reconstruction line is almost completely overlaps with the initial-
density line, which means that the iterative method can properly include the RSD
effects in the reconstruction process. In addition, the lower figure shows that we
are able to reconstruct the quadrupole even on small scales, applying our iterative
method with the (optimized) anisotropic smoothing filtering.
2.4 Summary
Motivated by Monaco & Efstathiou (1999), we have developed an method to it-
eratively reconstruct the initial density field. To begin with, we computed the
cross-correlation between the reconstructed displacement and the true displacement
(traced in our N -body simulation) in order to test the performance. We found that
the iterative method is able to reconstruct the large-scale displacements down to
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smaller scales both in real and redshift space, than the standard method.
In addition, by focusing on the directional dependence of the cross-correlation
function between the reconstructed and the initial density fields, we studied the
efficiency of the anisotropic smoothing filtering. We defined a new parameter, Cani,
which is the ratio of the line of sight direction to the perpendicular direction in the
smoothing scale, and found that by optimizing Cani, one can improve the performance
of reconstruction on small scales.
Finally, we calculated both the monopole and quadrupole of the two-point cor-
relation function and found that the iterative method can regain both of them more
correctly, especially on small scales. Moreover, the monopole in redsfhit space is
slightly improved even on intermediate scales, where the fitting of the acoustic sig-
nature to a template has been performed in recent redshfit surveys.
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Chapter 3
Application to galaxy mocks
In this chapter1, we test the iterative reconstruction method that we developed
in Chapter 2 using simulated galaxy mocks. Reconstruction methods for biased
tracers have been studied so far (e.g., Noh et al., 2009; Yu et al., 2017; Wang &
Pen, 2018; Birkin et al., 2018). They found that some reconstruction methods
still work reasonably well although the performances are worse due to shot noise
and bias compared to the matter density field. Furthermore, it is showed that
the performance of reconstruction becomes better as the number density of galaxies
increases (accordingly the bias approaches 1) (e.g., Mehta et al., 2011; Burden et al.,
2014). Aiming at applying our iterative reconstruction to the galaxy clustering data
from upcoming redshift surveys, we will apply it to simulated galaxy mocks and
investigate the effects of some parameters (e.g., smoothing scale, number density,
etc.) on the reconstruction process.
The chapter is organized as follows: we consider how to include the bias effect
in the steps of the iterative reconstruction method in Section 3.1. In Section 3.2,
we explain the simulated galaxy samples that we use. In Section 3.3, we optimize
the anisotropic smoothing filtering in redshift space and then compute the correla-
tion function and the power spectrum for the reconstructed density field for some
parameter settings. Finally, we summarize this chapter in Section 3.4.
3.1 Application to galaxy fields
As we saw in Section 2.1.1, the galaxy density field in redshift space δ˜gs (the tilde
denotes the Fourier transform) can be represented in terms of that in real space
1This chapter is based on Hada & Eisenstein (2019)
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δ˜g (Kaiser, 1987; Bernardeau et al., 2002):
δ˜gs(k) = (1 + βµ
2)δ˜g(k), (3.1)
where µ = kz/k (z is the line-of-sight direction), b is the linear galaxy bias, and
β = f/b. Since the matter density field corresponds to b = 1, we should generalize
the redshift-space density field and the linear growth rate in the procedure of our
iterative method:
δs(s) → δgs(s)/b, (3.2)
f → β. (3.3)
Note that the Kaiser formula, Eq. (3.1), corresponds to first order in Eularian PT.
However, we focus on the Lagrangian evolution of an initial field in the whole it-
erative process, and thus we still need to take care how well the generalizations,
Eqs. (3.2) and (3.3), work for biased tracers (also see problem 3 of Section 2.1.2).
3.2 Simulations
3.2.1 Matter density fields
As is the case in Chapter 2, we adopt N -body simulation data products from the
Abacus project (Garrison et al., 2016, 2018a,b)2 to check the performance of the
iterative reconstruction method. We choose 15 emulator boxes with independent
phases (emulator_1100box_planck_00-{1..15}), which assume Planck Collabora-
tion et al. (2016) as the fiducial cosmology. The box size is L = 1100h−1 Mpc, the
number of particles is Np = 1440
3, and the particle mass is Mp ∼ 4× 1010h−1 M.
In addition, we fix redshift for the evolved density field to z = 0.5 and make use
of about 4803 particles as matter density fields (∼ 4%), chosen randomly from each
realization.
3.2.2 Galaxy density fields
To see the effect of the galaxy bias on reconstruction, we also have to obtain
the galaxy mocks corresponding to the matter density fields introduced in Sec-
tion 3.2.1. 15 realizations also include the halo catalogs created withRockstar halo
finder (Behroozi et al., 2013), and we then obtain galaxy catalogs from the halo cata-
2https://lgarrison.github.io/AbacusCosmos/
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logs using GeneRalized ANd Differentiable Halo Occupation Distribution (GRAND-
HOD, Yuan et al., 2018).3 GRAND-HOD has been developed from the standard
halo occupation distribution model, which is characterized with 5 parameters (HOD,
Zheng et al., 2009; Kwan et al., 2015), newly including various halo-scale physics
and assembly bias. In the standard HOD model, the average number of central and
satellite galaxies in a halo of mass M is described as follows
〈ncen〉 = 1
2
erfc
[
ln(Mcut/M)√
2σ
]
, (3.4)
〈nsat〉 =
(
M − κMcut
M1
)α
, (3.5)
where Mcut is the cut-off mass for the halo to host a central galaxy, σ is the scatter
around the cut-off mass, κMcut is the cut-off mass for the halo to host a satellite
galaxy, M1 is the typical mass scale for a halo to host one satellite, and α is the
slope of the power-law for the number of satellites at high mass.
For the standard 5 parameters, we adopt the values that are fitted to the
two-point auto-correlation functions for Luminous Red Galaxies (LRGs) in the
SDSS (Zehavi et al., 2005) and the two-point cross-correlation functions between
the SDSS LRGs and galaxies in the SDSS imaging sample (Eisenstein et al., 2005):
Mcut = 10
13.35M, M1 = 1013.8M, σ = 0.85, α = 1, and κ = 1. With this setting,
the number of galaxies for each realization is ∼ 843 and hence the number density
of galaxies ngal is ∼ 4 × 10−4(h−1 Mpc)−3, roughly corresponding to the galaxy
samples of BOSS (Alam et al., 2017). In the following, we don’t control parameters
other than the standard 5 parameter, setting all of them to 0, because we now seek
to evaluate how well the iterative reconstruction method works on typical galaxy
distributions.
3.3 Results
3.3.1 Parameter setting
Hereafter, we perform the iterative reconstruction or the calculation of some types of
correlations and power spectrum using a 4803 grid, with the annealing parameters set
to Σini = 20h
−1 Mpc and D = 1.2. Furthermore, we change the effective smoothing
scale: 5, 7, 10, and 15h−1 Mpc, and then adjust the weight w and the numbers of
iteration niter for each smoothing scale so that the convergence criterion, Eq. (2.25),
is satisfied. Table 3.1 shows the weight and the number of iteration, calibrated for
3https://github.com/SandyYuan/GRAND-HOD
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Table 3.1: Weight, number of iteration, and Cani adjusted to each smoothing scale.
Σeff (h
−1 Mpc) w niter Cani
5 0.3 17 2.4
7 0.4 13 1.8
10 0.5 9 1.3
15 0.7 6 0.85
each case.
In addition, we are interested in the extent to which our iterative method is able
to handle with the RSD effect. When interpolating RSDs into displacements, we
need the linear growth rate f (or β), which we do not know in advance in practical
cases. In this thesis, as a fiducial value, we then adopt the value, using a good
approximation (Lahav et al., 1991), corresponding to the fiducial cosmology (Planck
Collaboration et al., 2016) that were assumed in the N -body simulations.
3.3.2 Cross correlation for density fields
To show the cross-correlation between a density filed δX and the initial density field
δini, we introduce the following coefficient:
s[δX](k) ≡ 〈δ˜X · δ˜
∗
ini〉
〈|δ˜ini|2〉
, (3.6)
where δini is multiplied by the linear growth factor for the redshift of δX.
Bias estimation
Before applying the reconstruction method to biased tracers, we have to estimate the
bias value b (see Eqs. (3.2) and (3.3)). In this chapter, we measure it by comparing
the amplitudes between a galaxy density field δg and the matter density field δ from
which the galaxy density field are obtained:
b = R(kb), (3.7)
where
R(k) ≡ s[δ
g](k)
s[δ](k)
. (3.8)
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Here both of the fields, δg and δ, are in real space, and kb is the reference wave
number at which the bias is measured. In this thesis, we fix the reference wave
number kb to 0.1h Mpc
−1. Though the estimated bias might be slightly shifted if
we use different values for the reference wave number, we will show that the small
change in the bias hardly has effect on the reconstruction process (see Section 3.3.3).
We note that the bias values for our galaxy catalogs, with the number density of
galaxies: ngal = 4.4× 10−4(h−1 Mpc)−3, are ∼ 2.3.
Anisotropic smoothing
We introduced the anisotropic smoothing filtering in order to include the Finger
of God effect, which is the RSD effect due to small-scale thermal motions, in Sec-
tion 2.3.3, and found that the optimal value of Cani is ∼ 1.6 for the matter density
field, by focusing on the cross-correlation coefficient s(k), Eq. (2.27). Following that,
we use the coefficient s[δgL] to optimize Cani for the galaxy density fields. Here δgL is
the linear density contrast that is reconstructed from the galaxy field at z = 0.5 by
using our iterative method.
In Fig. 3.1, we show the cross-correlation coefficients s[δgL](k) with Σeff = 10h
−1 Mpc,
changing Cani: 1.0, 1.3 and 1.6. Fig. 3.1a (Cani = 1.0) demonstrates the case with
the isotropic smoothing filter and Fig. 3.1b and 3.1c (Cani > 1.0) are the results sup-
pressing the density amplitudes along the line of sight (see Eq. (2.20)). We found
that the cross-correlation for the line of sight direction (dashed line in blue) be-
comes larger as Cani increases and that the cross-correlations for all three directions
in Fig. 3.1b (Cani = 1.3) are particularly in agreement with each other on large scales
k <∼ 0.1h Mpc−1. In the same way, we estimate the optimal values of parameter Cani
for other smoothing scales: Σeff = 5, 7, and 15h
−1 Mpc and summarize the results
in Table 3.1.
The matter field reflect the dynamics on smaller scales (inside halos) and thus
is more influenced by the Finger of God effect than the galaxy field. However,
comparing between the matter and galaxy cases with the same smoothing scale
Σeff = 5h
−1 Mpc, the optimal value of Cani for the matter density field (1.6) is
smaller than the one for the galaxy density field (2.4), which seems that the galaxy
field is more influenced by the Finger of God effect. This contradiction would arise
from the fact that Σeff = 5h
−1 Mpc is too small to be used to this galaxy samples
(for the details, see Section 3.3.3 and 3.3.4).
Hereafter, we use the value Cani = 1.6 for the matter fields in redshift space,
following Chapter 2.
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Figure 3.1: Comparison of the density reconstruction for various values of Cani:
Cani = 1.0 (a), 1.3 (b), and 1.6 (c). The solid (in red), dot-dashed (in green), and
dashed (in blue) lines show the cross-correlation coefficients, s[δgL](k), in redshift
space (Σeff = 10h
−1 Mpc) averaged within three directions: 1/3 > kz/k, 2/3 >
kz/k > 1/3, and kz/k > 2/3, respectively.
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3.3.3 Two-point correlation function
The multipole moments of the two-point correlation ξ was defined in Section 2.3.4.
Here, we see how well the standard and iterative reconstruction methods can restore
the initial linear density field and then define the difference between the multipole
moment ξl for a density field δX and the one for the initial density field in real space
(multiplied by the linear growth factor) δini as
∆ξl[δX](S) ≡ ξl[δX](S)− ξl[δini](S). (3.9)
We emphasize that ξl[δini] corresponds to an actual noisy realization in the simula-
tions, not the ensemble average over realizations. Thus ∆ξl[δX] is defined for each
realization of simulations.
Matter vs Galaxy
In Fig. 3.2, we show S2∆ξl[δL](S) (left) and S
2∆ξl[δ
g
L](S) (right) in real space. Here
δL is the linear density contrast that is reconstructed from the matter field at z = 0.5,
with Σeff = 5h
−1 Mpc, and δgL is the linear density contrast that is reconstructed
from the galaxy field at z = 0.5, with Σeff = 10h
−1 Mpc. The solid lines and the
shaded regions show the average and the variance over 15 realizations, respectively.
Fig. 3.3 corresponds to the same results in redshift space.
As for the matter fields (left figures), we find that both of the monopole (top
panel) and the quadrupole (bottom panel) are properly recovered on all scales by
the iterative method, reducing the variance (shaded region), even in redshift space.
In addition, we see that while the standard-method lines (green) greatly deffer
from the vertical line S2∆ξl(S) = 0 (corresponding to the initial density field) on
small scales S <∼ 40h−1 Mpc, the discrepancy are correctly improved for the itera-
tive method (red) in both real and redshift space. Focusing on the whole range of
scales, 50 <∼ S <∼ 150h−1 Mpc, that is actually used for the fitting with theoretical
templates, the iterative method is still more consistent with the vertical line than
the standard method. Moreover, the iterative method more properly reconstructs
the quadrupole in redshift space on the scales S <∼ 40h−1 Mpc.
Turning our attention to the galaxy field (right figures), we see that the galaxy
field is much more noisy than the matter field because of the sparseness, exhibiting
larger variance. Regardless, the iterative method still can properly restore the initial
density field in both real and redshift space. Furthermore, we can find that the
monopole is improved on small scales just like the matter field, compared with the
standard method. While the monopole from the iterative method looks consistently
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Figure 3.2: Reconstruction of the two-point correlation in real space: the matter
field (left) and the galaxy field (right). The difference in the monopole, S2∆ξ0[δX](S),
and the one in the quadrupole, S2∆ξ2[δX](S), are showed in the top panel and
bottom panel, respectively. The blue, green and red colors describe the not re-
constructed (observed) density field and the two reconstructed density field: the
standard method and the iterative method, respectively. Note that the observed
density field is divided by the bias, b, for comparison. The solid line and the shaded
region correspond to the average over 15 realizations and the variance, respectively.
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Figure 3.3: Reconstruction of the two-point correlation in redshift space: the matter
field (left) and the galaxy field (right). The color and type of lines are as in Fig. 3.2.
We can see that the iterative method can restore the monopole better than the
standard method even for the galaxy density fields.
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smaller than ∆ξl(S) = 0 line, it can be improved by using smaller smoothing scales
(see also Section 3.3.3).
Smoothing scale
In Fig. 3.4, we show the dependence of the reconstruction performance for the galaxy
fields in redshift space on the smoothing scale Σeff . We found that the iterative
method (in red) with smaller smoothing scale can more correctly reconstruct both
of the monopole and quadrupole. This is consistent with the fact that one can
more properly reconstruct the displacement by adopting smaller smoothing scale
(see Section 2.3.2), and that we optimized the value of Cani, controlling small-scale
thermal motions, for each smoothing scale. As for the standard method, we are not
able to neglect the problem of making use of the final density field instead of the
initial density field when estimating the displacements (problem 1 in Section 2.1.2)
for small smoothing scales, and thus the reconstruction performance becomes worse.
However, we need to consider the mean distance of galaxies to decide the smooth-
ing scale. In our case, each simulation box has the boxsize = 1100h−1 Mpc and the
number of galaxies ∼ 843, thus the mean distance of galaxies ∼ 13h−1 Mpc. The
noise effects becomes more dominant on scales smaller than the mean distance of
galaxy. In that sense, Σeff = 5 or 7h
−1 Mpc is too small to be used to our catalog.
Note that one should include somewhat larger-scale modes than Σeff because of the
Gaussian tail of the smoothing filter.
Moreover, both of the monopole and quadrupole reconstructed with the iterative
method become close to the ones with the standard method as the smoothing scale
is larger, which is consistent with the results of Fig. 3.2 and 3.3 suggesting that the
performance of iterative method is better than the standard method on small scales
(by solving problem 1 and 3). In the case of the quadrupole with Σeff = 15h
−1 Mpc,
the difference between the iterative and standard methods looks larger than the cases
with smaller smoothing scales on small scales, and this is just because we optimized
the value of Cani only for the iterative method.
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Figure 3.4: Reconstruction of the two-point correlation (the galaxy field in redshift
space) for various smoothing scales: Σeff = 5h
−1 (upper left), 7h−1 (upper right),
10h−1 (lower left) and 15h−1 Mpc (lower right). The color and type of lines are as
in Fig. 3.2. As for the iterative method, using smaller smoothing scale makes the
performance of reconstruction better.
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Bias
In practice, we cannot use Eq. (3.7) for bias estimation because we do not have the
information of the matter density field. Therefore, we generally estimate the bias
value using a number of galaxy mock catalogs assuming actual galaxy surveys. In
order to check the effects of change in the bias value on the reconstruction procedure,
we introduce the normalized two-point correlation:
ξl,nor[δX](S) ≡
(
b
bf
)2
ξl[δX](S), (3.10)
where bf is the fiducial value of bias for each realization that is defined by Eq. (3.7).
In Fig. 3.5, we show the differences between S2ξl,nor[δ
g
L] (reconstructed, with Σeff =
10h−1 Mpc, from the galaxy field in redshift space) and S2ξl[δini] for various bias
values: b = 0.8bf (left), bf (middle), and 1.2bf (right). First, we find that the two-
point correlation for the observed density field δs = δ
g
s/b (in blue) does not depend
on the bias value because the following relation holds:
ξl,nor[δ
g
s/b] = ξl[δ
g
s/bf ]. (3.11)
In addition, there is almost no difference in the density fields reconstructed with the
three bias values, and thus the difference in bias by ∼ 20% scarcely have an affect
on reconstruction. Hence, we are able to apply both of the reconstruction methods
without being suffered from the uncertainty in bias so much.
Number density of galaxies
Fig. 3.6 shows how the performance of reconstruction (in redshift space) depends on
the number of galaxies. The left, middle, and right panels demonstrate S2∆ξl[δ
g
L]
(reconstructed, with Σeff = 10h
−1 Mpc, from the galaxy field in redshift space)
for three different number density of galaxies: ngal = 4.2 × 10−5 (smaller), 4.4 ×
10−4 (fiducial), and 2.6 × 10−3(h−1 Mpc)−3 (larger), respectively. Note that the
fiducial number density roughly corresponds to the galaxy samples of BOSS (Alam
et al., 2017). In addition, we produce the galaxy fields with the smaller (larger)
number density by adding 0.75 (−0.75) to logMcut and logM1, which are parameters
characterizing halo masses in GRAND-HOD.
We found that for larger number densities, the monopole and quadrupole are
more precisely reconstructed on all scales, and the variances become smaller. This
result reflects the fact that the smaller the number density is, the more sparse and
noisy the galaxy field becomes.
54 CHAPTER 3. APPLICATION TO GALAXY MOCKS
F
ig
u
re
3.
6:
R
ec
on
st
ru
ct
io
n
of
th
e
tw
o-
p
oi
n
t
co
rr
el
at
io
n
(t
h
e
ga
la
x
y
fi
el
d
in
re
d
sh
if
t
sp
ac
e)
fo
r
va
ri
ou
s
n
u
m
b
er
d
en
si
ti
es
of
ga
la
x
ie
s:
n
g
a
l
=
4.
2
×
10
−5
(s
m
al
le
r,
le
ft
),
4.
4
×
10
−4
(fi
du
ci
al
,
m
id
d
le
),
an
d
2.
6
×
10
−3
(h
−1
M
p
c)
−3
(l
ar
ge
r,
ri
gh
t)
.
T
h
e
co
lo
r
an
d
ty
p
e
of
li
n
es
ar
e
as
in
F
ig
.
3.
2.
It
is
fo
u
n
d
th
at
th
e
p
er
fo
rm
an
ce
of
re
co
n
st
ru
ct
io
n
b
ec
om
es
b
et
te
r
as
th
e
n
u
m
b
er
d
en
si
ty
in
cr
ea
se
s.
3.3. RESULTS 55
Figure 3.7: Reconstruction of the power spectrum in redshift space: the matter field
(left) and the galaxy field (right). The difference in the monopole, k∆PN ,0[δX](k),
and the one in the quadrupole, k∆PN ,2[δX](k), are showed in the top panel and
bottom panel, respectively. The blue, green and red colors describe the not re-
constructed (observed) density field and the two reconstructed density field: the
standard method and the iterative method, respectively. Note that the observed
density field is divided by the bias, b, for comparison. The solid line and the shaded
region correspond to the average over 15 realizations and the variance, respectively.
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3.3.4 Power spectrum
Finally, we consider the performance of reconstruction in terms of the power spec-
trum. In the following, we focus on the Fourier Transform of N (see Eq. (2.28) for
the definition N ),
PN (k) =
∫
dS N (S) eik·S, (3.12)
and its multiple moments PN ,l:
PN (k, µ) =
∞∑
l=0
PN ,l(k)Pl(µ), (3.13)
where Pl is the Legendre polynomial of order l. In the same manner as the two point
correlation, we define the difference between the power spectrums for a density field
δX and the initial density field δini by
∆PN ,l[δX](k) ≡ PN ,l[δX](k)− PN ,l[δini](k). (3.14)
Matter vs Galaxy
In Fig. 3.7, we show k∆PN ,l[δL](k) (left) and k∆PN ,l[δ
g
L](k) (right) in redshift space.
First, we see that the monopole and quadrupole for the matter field, reconstructed
using the iterative method, are more consistent with the initial density field than
those using the standard method. Focusing on the monopole, the iterative method
line (red) decreases as the wave number becomes larger, which suggests that the
power of the density contrast on smaller scales is smoothed because we perform
twice an interpolation scheme, TSC (see footnote 2), to assign values (particle sets
and displacements) to grid cells. We expect that this “double-interpolation problem”
would be improved by increasing the number of grid cells.
On the other hand, as for the galaxy field (right), both of the monopole and
quadrupole become larger at smaller scales, which shows that the noise effects are
significant compared with the double-interpolation problem because the number
density for the galaxy field is much smaller than the one for the matter density
field. One can analytically consider the noise effects in the power spectrum as the
reciprocal of the number density, and we will investigate how the reconstruction
results can be improved by including the noise effects in future work.
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Smoothing scale
Fig. 3.8 shows the dependence of reconstructions for the power spectrum on the
smoothing scale, which corresponds to Fig. 3.4 for the two-point correlation. We find
that the iterative method with smaller smoothing scales is able to restore both the
monopole and quadrupole better. In addition, the difference between the iterative
and standard methods is larger as the smoothing scale becomes smaller, which is
consistent with the results for the two-point correlation.
Furthermore, we can understand the shape of the monopole from the iterative
method as the combination of the double-interpolation problem and the noise ef-
fects. However, the monopole from the standard method becomes V-shaped as
the smoothing scale is smaller, which is probably caused by the problems that the
standard method has. In addition, we see that the quadrupoles from the iterative
method are more stable against the change in the smoothing scale because the value
of Cani is optimized for each smoothing scale.
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Figure 3.8: Reconstruction of the power spectrum (the galaxy field in redshift
space) for various smoothing scales: Σeff = 5h
−1 (upper left), 7h−1 (upper right),
10h−1 (lower left) and 15h−1 Mpc (lower right). The color and type of lines are as
in Fig. 3.7.
3.3. RESULTS 59
F
ig
u
re
3.
9:
R
ec
on
st
ru
ct
io
n
of
th
e
p
ow
er
sp
ec
tr
u
m
(t
h
e
m
at
te
r
fi
el
d
in
re
d
sh
if
t
sp
ac
e)
fo
r
va
ri
ou
s
va
lu
es
of
th
e
li
n
ea
r
gr
ow
th
ra
te
:
f
=
0.
8f
f
(l
ef
t)
,
f f
(m
id
d
le
),
an
d
1.
2f
f
(r
ig
h
t)
.
T
h
e
co
lo
r
an
d
ty
p
e
of
li
n
es
ar
e
as
in
F
ig
.
3.
7.
60 CHAPTER 3. APPLICATION TO GALAXY MOCKS
Linear growth rate
The reconstructed quadrupole for the matter density field (left) in Fig 3.7 has good
agreement with the initial density field, even on small scales. While we used the
linear growth rate f (or β) to incorporate RSDs into the displacements, how much
the change in the linear growth rate affects on the quadrupole of the power spectrum,
judging whether the RSD effects are correctly included in the reconstruction process?
Fig. 3.9 shows k∆PN ,l[δL](k) (the matter field) in redshift space, for some lin-
ear growth rates: f = 0.8ff (left), ff (middle), and 1.2ff (right). Comparing the
quadrupoles, we can see that the RSD effects are (under) overestimated if we use
the (smaller) larger value for the linear growth rate.
3.4 Summary
We have tested the iterative method proposed in Chapter 2 using simulated galaxy
fields in redshift space. In order to check the performance, we calculated the two-
point correlation function and the power spectrum for the reconstructed density field,
and found that our method can reconstruct the initial density field, from the galaxy
field in redshift space, better than the standard method, although the performance
becomes worse than the matter field due to shot noise.
In addition, we optimized the values of Cani, which manages the RSD effect due to
small-scale thermal motions (the Finger of God effect) in the smoothing filtering, for
some smoothing scales. Accordingly, our iterative method can correctly reconstruct
the quadrupole of both the two-point correlation and the power spectrum, even with
small smoothing scales and improve the performance of reconstruction compared
with the standard method.
Furthermore, it is found that using smaller smoothing scales enables the iterative
method to more properly restore the two-point correlation and the power spectrum
unlike the standard method. However, in practice, we have to choose the smoothing
scale with careful attention to the mean distance of galaxies. We also find that
for smaller number densities (larger galaxy biases), the reconstruction performance
falls off due to the sparseness and noisiness. While the uncertainty in bias (∼ 20%)
scarcely affects on the results of reconstruction, wrong values for the linear growth
rate lead to the (under) overestimation of the RSD effects.
Chapter 4
Discussion
In this chapter, we discuss the advantages and limitations of our iterative method,
including the relation with problem 1-4 in Section 2.1.2, and describe future works.
4.1 Advantages and limitations
We primarily assume that the linear density field δL can be separated into the large-
scale part that is gravitationally active and the small-scale (residual) part that is
simply advected (see Eq. (2.15)). This assumption is not physically rigorous. How-
ever, the velocity field on much larger scales than the smoothing scale would be
properly described. In the iterative method, like the standard method, the un-
smoothed evolved density field is advected back to the initial field, without losing
any of the density information in the one scalar field. Note that at the limit Σ→∞,
the method does not execute the reconstruction at all.
Furthermore, the results are independent on the grid cell size and finite particle
sampling because we avoid dividing by 1 + δs(s). One applies the smoothing filter
only when calculating the displacement field and thus can use as fine a grid as one
wants to track the information of the observed density field. In addition, as the
density field is kept on a grid, one can immediately compute grid-based clustering
statistics without returning to the galaxy and random particles. This grid-base
method has another advantage that the computational time is determined mainly
by the number of grid cells even if the number of galaxies in upcoming galaxy surveys
increases.
In Section 2.2.3, we mentioned other methods beyond the standard reconstruc-
tion method (e.g., iterative methods using different types of smoothing filtering or
solving the nonlinear partial differential equation). Compered with these methods,
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our iterative method still has the following features: 1.) we newly consider the con-
tribution of small-scale density contrasts, which are residuals after the smoothing,
in the continuity equation and thus can consistently deal with both the advection
and the smoothing of the density contrasts in the iterative steps; 2.) opting to apply
the Zel’dovich approximation (first order of Lagrangian PT) when calculating the
displacements, we are not suffered from the second or higher-order bias effects. This
means that using our iterative method, we are able to correctly obtain the large-
scale displacements, which mainly cause the BAO degradation, in the Lagrangian
picture, although we still need to think about how to decide the optimal smoothing
scale for each biased tracer field or the extent to which the second or higher order
contribution of Lagrangian PT affects the BAO reconstruction.
4.2 Problems in the standard reconstruction
Problem 1: The method looks for an initial density field that will evolve into
the observed density field, on scales larger than the smoothing. This means that
problem 1 is solved, and we no longer use the observed density field as the source to
estimate the Zel’dovich displacements. We saw the reconstruction performances for
the displacement and the two-point correlation of matter density field in Section 2.3
and found that the iterative method works better than the standard method, on
small scales, even in real space, which shows the advantage of solving this problem.
Problem 2: The method could be easily extended to include the second-order
Lagrangian PT evolution of the proposed δL(q), including the second-order RSD
effects. We have opted to use only the linear solution in this thesis, as we will
need to consider galaxy bias and shot noise in upcoming wide-field surveys. Simply
upgrading from first to second-order in the matter perturbation theory will not
be enough to execute more accurate reconstruction in practical applications. We
emphasize that although the Zel’dovich approximation is first-order Lagrangian PT,
it is much more accurate than first-order Eulerian PT (e.g., Coles et al., 1993; Tassev
& Zaldarriaga, 2012a, see also Section 1.4.1), exactly because Lagrangian PT follows
the bulk flows that mainly causes the degradation of the BAO peak.
Problem 3: As we consider the large-scale RSDs in Lagrangian PT (first or-
der of Eq. (2.9)) rather than in Eulerian PT (the Kaiser formula, Eq. (2.10)), the
whole reconstruction process is closed in Lagrangian PT. Further, we can apply
the anisotropic smoothing Cani (Eq. (2.19)) in order to avoid some difficulties from
small-scale distortions, as referred to in Section 2.3.3. Focusing on the reconstruction
of displacements in Fig. 2.2, we can see that the difference between the standard
method and the iterative method in redshift space is larger than the one in real
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space. This means that the reconstruction performance in redshift space is further
improved by solving problem 3 in addition to problem 1.
Problem 4: Once we have estimated the final density field δs from galaxy and
random particles, we never return to the particle sets. One includes RSDs through
their impact on the displacement field and the resulting determinant of the shear
tensor, which means that we are not suffered from problem 4 that moves the galax-
ies and the random particles differently in redshift space. Since we applied the
reconstruction methods to a simple periodic box with constant number density, it
is hard to distinguish the contributions of problem 1 and problem 4 in small-scale
improvements because. However, the effect of problem 4 could be more clearly seen
in the complicated survey geometry of upcoming surveys where the number density
is rapidly changing in the radial direction (see Section 1.4.2). Therefore, it is still
worth applying both methods to such a practical case and comparing the result with
this work.
4.3 Future works
Precision on the BAO distance measurement: First, we still need to see how
our iterative reconstruction method actually improves the distance measurement
and thus evaluate the precision in the BAO distance measurement by fitting the
acoustic signature to a template. The iterative method shows the better accuracy
than the standard method not only on small scales, but also on intermediate scales
50 <∼ S <∼ 150h−1 Mpc. This means that it can improve the fitting procedure. In fact,
it is found that our iterative reconstruction has smaller chi-square values and lower
minimum compared with the standard reconstruction (Yutong et al., in preparation).
Furthermore, it is expected to reduce the number of fitting (nuisance) parameters.
To evaluate the uncertainty in the distance measurement, we need to estimate
the covariance matrix for the two-point correlation function, which generally forces
us to create a few thousand of mock catalogs in order to reduce noise to acceptable
levels. However, in upcoming redshift surveys, we attempt to perform tomographic
analysis (in multiple redshift bins) and make each mock catalog more accurate, which
further raises the computational cost. One possible way of avoiding this problem
has been proposed by O’Connell et al. (2016). They introduced a new method of
computing the covariance matrix from the correlation function, based on a simple
Gaussian model, and found that after non-Gaussian contributions are calibrated
against mock catalogs, the obtained covariance matrix is surprisingly consistent
with that estimated from the mocks.
64 CHAPTER 4. DISCUSSION
New method of measuring the linear growth rate: In this thesis, we fixed the
linear growth rate, f , to a fiducial value predicted from the wCDM model. However,
if one uses a wrong value of f (or β), it has an effect on the quadrupole, while not
changing the BAO peak itself (see Fig. 3.9). By focusing on the fact, we can consider
a method of measuring RSD through our iterative reconstruction procedure.
For example, comparing the reconstructed quadrupoles from the galaxy cluster-
ing data to the one from calibrated simulations, we are able to measure the ratio
of measured f to the fiducial value (in the same manner as the acoustic peak in
the correlation function). Most conventional approaches to the RSD measurements
have used non-linear model templates without performing reconstruction. The it-
erative method can estimate the peculiar velocity field of galaxies down to smaller
scales (than the standard), and thus it is still worth comparing this new method of
measuring f to conventional approaches without reconstruction.
Beyond the plane-parallel approximation: Finally, like the standard method,
our iterative method implicitly has used the plane-parallel approximation, in which
we regard the line of sight as a fixed direction (i.e., zˆ in Eq. (2.6)). However, we can-
not use this approximation in realistic wide-field surveys (e.g. Praton & Schneider,
1994; Praton et al., 1997; Thomas et al., 2004, for the ”bull’s-eye effect”). Extending
the method to the general case is straight-forward: in our iterative method, the
displacement field is constructed in configuration space, so that one can easily iso-
late the velocity along the line of sight when incorporating the RSD effects to the
displacement field.
Comprehensive understanding of the anisotropic smoothing filtering: In
Section 3.3.2, we optimized the values of Cani for each smoothing scale so that the
reconstructed density fields in three directions become consistent with each other (see
Table 3.1). However, small-scale thermal motions (the Finger of God effect) equally
distort the galaxy clustering regardless of the smoothing scale, which suggests that
we are able to more comprehensively understand the value of Cani. Here, recalling
the definition of Cani,
Gani(k) = exp[−0.5(k2⊥Σ2⊥ + k2‖Σ2‖)]
= exp[−0.5(k2⊥ + k2‖C2ani)Σ2⊥], (4.1)
the smoothing scales along the line of sight, Σ‖ = CaniΣ⊥, for each smoothing scale
Σeff (= Σ⊥) are obtained, which are summarized in Table 4.1. We can see that Σ‖
has similar values for all smoothing scale: Σ‖ =12-13h−1 Mpc and thus interpret
that there is the optimal value of Σ‖ rather than Cani for each galaxy clustering data
set. That is, Cani is no longer the parameter calibrated for each smoothing scale but
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Table 4.1: Smoothing scale along the line of sight: Σ‖.
Σeff = Σ⊥ (h−1 Mpc) Cani Σ‖ (h−1 Mpc)
5 2.4 12
7 1.8 12.6
10 1.3 13
15 0.85 12.75
just a number connecting Σ‖ with Σ‖. Note that once we obtain the optimal value
of Σ‖, we do not even need to introduce Cani because we can utilize the first line of
Eq. (4.1) as the anisotropic smoothing filtering.
Biasing scheme via the Lagrangian picture: Our iterative reconstruction pro-
cedure is described within the Lagrangian picture, with the exception that we adopt
the Kaiser formula, first-order Eulerian PT, to incorporate the bias effects (see Sec-
tion 3.1). While the uncertainty in bias is found not to change the reconstruction
performance so much, it is still interesting to adopt biasing methods via the La-
grangian picture (e.g., Matsubara, 2008) in the steps of the iterative reconstruction
method, leading to a more comprehensive reconstruction scheme.
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Chapter 5
Conclusion
Aiming at the improvement of the standard reconstruction, we have developed a
new method of iteratively reconstructing the initial linear matter distribution from
the observed galaxy distributions. First, we applied it to the matter density field
from a N -body simulation to check the ability of this new method, showing that
our iterative method is able to more correctly estimate the peculiar velocity field
of galaxies than the standard method both in real and redshift space. In addition,
we found that compared with the standard method, the iterative method can more
correctly recover the two-point correlation function, especially on small scales.
Next, we have extended the iterative method to simulated galaxy fields in red-
shift space, calculated the two-point correlation and the power spectrum, and showed
that our method can perform the reconstruction better than the standard method,
although the performance is limited by shot noise compared to the matter field. We
also found that unlike the standard method, the smaller smoothing scale makes the
performance of the iterative reconstruction more precise. In addition, the smaller
the number density is (i.e., the larger the galaxy bias becomes), the worse the per-
formance of reconstruction is because the galaxy distribution becomes more sparse
and noisy. The change in the linear growth rate causes the (under) overestimation
of the RSD effect while the uncertainty in the estimation of bias (∼ 20%) does not
affect the reconstruction procedure.
The standard method uses the evolved density field instead of the initial density
field to estimate the displacement (problem 1) and adopts the Kaiser formula, first
order of Eularian PT, to associate the density contrast in redshift space with the
one in real space (problem 3). In contrast, in our iterative method, we seek the
linear density field that gets “back to the future” observed density field, completely
within Lagrangian PT, solving the above two problems. It makes the reconstruction
process consistent in Lagrangian PT (see Inconsistency in Lagrangian perturbation
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theory, Section 1.4.1), which leads to the improvement of reconstruction on smaller
scales. In this thesis, we saw that the broadband matter power spectrum are re-
constructed more accurately as well as the two-point correlation. Generally, the
shape of the matter power spectrum plays a important role in measuring RSDs,
and we therefore expect to measure RSDs better than ever by using the iterative
reconstruction method (see Section 4.3). The RSD effects, describing the growth of
structure, depend on both the linear growth rate and neutrino masses, which could
be constrained better than forecasts with the standard reconstruction method.
Moreover, our iterative reconstruction method will make a significant contribu-
tion particularly to the complicated survey geometry of DESI or PFS. In the stan-
dard method, the galaxies and the random particles in redshift space are displaced
by different displacements in order to include the RSD effect, which leads to appar-
ent order-unity density contrasts and makes the boundary of the post-reconstruction
survey ill-defined (see Fake density contrasts, Section 1.4.2). These anomalies will
increase in upcoming surveys. On the other hand, the iterative method is able to
fully avoid these problems because it performs the iterative procedure on a grid and
never returns to the galaxy and random points separately once they are assigned to
grid cells.
Thus we expect that the iterative reconstruction method can make the BAO and
RSD measurements more reliable in upcoming surveys.
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