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Получены не зависящие от распределения результаты о k-смежностности
случайных многогранников. Они подтверждают известную гипотезу Гейла в
общем случае.
1. Введение
Настоящая статья — вторая в серии из двух статей, посвященной изучению k-
смежностности случайных многогранников и развитию необходимой для этого тех-
ники. Она является непосредственным продолжением первой [6], использует ее тер-
минологию и обозначения и вместе с ней содержит полные доказательства результа-
тов, анонсированных в [5]. Эти результаты находятся на стыке трех тесно связанных
между собой разделов теории выпуклых многогранников: смежностные многогран-
ники, двойственность Гейла, случайные многогранники. Краткие сведения о первых
двух разделах приведены во введении к статье [6], поэтому здесь ограничимся ин-
формацией о третьем разделе, необходимой для дальнейшего.
В теории случайных многогранников, отраженной в книгах по геометрической
вероятности, интегральной и стохастической геометрии (наиболее полно в [32]) и
ряде обзоров (см. статьи [10,31,28] и приведенную в них библиографию), заметную
роль играют исследования проблемы k-смежностности случайного многогранника,
в том числе связанные с известной гипотезой Гейла [24]. Прежде чем сформулиро-
вать ее, напомним об упоминавшейся в [6] конструкции Гейла [24], позволяющей для
любого k ∈ 1, bd/2c по k-космежностным системам n точек из S¯n−d−2, где n > d+2,
строить k-смежностные многогранники с n вершинами из Rd. С точки зрения по-
строения систем точек k-космежностность оказалась более прозрачным и удобным
условием по сравнению с k-смежностностью. В частности, Д. Гейл обратил внимание
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на интуитивную ясность следующего: для небольших значений k вероятность полу-
чения k-космежностной системы при выборе точек из S¯n−d−2 наугад велика. В этой
связи Д. Гейл [24] высказал предположение о распространенности k-смежностных
многогранников в многомерных пространствах и в качестве некоторого его уточне-
ния выдвинул гипотезу, ставшую широко известной под названием «гипотеза Гей-
ла»:
(G)k вероятность получить k-смежностный многогранник conv(a1, . . . , an) с вер-
шинами a1, . . . , an при случайном выборе точек a1, . . . , an в Rd быстро возрастает с
увеличением числа измерений d.
В том случае, когда речь идет о случайном выборе точек a1, . . . , an из фикси-
рованного подмножества X ⊆ Rd, вместо гипотезы (G)k будем говорить о гипотезе
(G(X))k.
Сам Д. Гейл указывал на необходимость дальнейших уточнений формулиров-
ки гипотезы (G)k. Как правило, они включали в себя, во-первых, выбор конкрет-
ной модели случайного многогранника и, во-вторых, выбор способа согласованно-
го роста n и d. Многочисленные известные результаты, подтверждающие гипоте-
зу Гейла или ее аналог для случайных центрально симметричных многогранни-
ков [12,11,33, 2, 13–15,29,16–20,23, 25,27,3, 9], относятся к различным моделям слу-
чайных многогранников и различным способам согласованного роста n и d: n = d+m
при фиксированном m ∈ N, n = bρdc для фиксированного ρ > 1 (линейно согласо-
ванный рост параметров d и n) и др. Линейно согласованный рост параметров впер-
вые рассмотрели А.М.Вершик и П.В.Спорышев [33]. Для случайных многогранни-
ков предложенной ими грассмановой модели они обнаружили явление резкого из-
менения комбинаторного строения многогранника при незначительном изменении
ρ и исследовали соответствующую пороговую функцию αV S = αV S(ρ). По суще-
ству А.М.Вершик и П.В.Спорышев установили для рассмотренных ими случайных
многогранников более сильный по сравнению с оговоренным в гипотезе Гейла факт
bαdc-смежностности1 для α < αV S(ρ), имеющий место с высокой вероятностью при
d→∞.
В дополнительных замечаниях и комментариях ко второму изданию книги [26,
с. 129b] отмечается некорректность вопроса о вероятности k-смежностности случай-
ного многогранника, связанная с зависимостью от выбора модели случайного мно-
гогранника. В то же время существует сравнительно узкий круг известных резуль-
татов о случайных системах точек, о каждом из которых говорят как о не зависящем
от распределения — настолько слабы условия, накладываемые на соответствующее
распределение [30]. Мысль о том, что к числу не зависящих от распределения при-
надлежат и результаты, подтверждающие гипотезу Гейла и ее усиленные версии,
была высказана Д.Л.Донохью и Д.Таннером в связи с обнаруженным ими фазо-
вым переходом следующего вида [19, 21, 22]. Если A — случайная d × n-матрица,
элементы которой независимы и распределены по нормальному закону N (0, 1), и
Pd,n,k — вероятность k-смежностности системы столбцов матрицы A, то существует
1Об этом факте говорят как о «смежностности, пропорциональной размерности» [17].
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пороговая функция αDT = αDT (ρ) такая, что для ρ > 1
lim
d→∞
Pd,bρdc,bαdc =
{
1, если 0 < α < αDT (ρ),
0, если α > αDT (ρ).
(1.1)
В обзоре [21], обсуждая итоги миллионов поставленных ими вычислительных экс-
периментов, Д.Л.Донохью и Д.Таннер формулируют гипотезу об универсальности
этого фазового перехода (т.е. его справедливости для очень широкого, но пока неиз-
вестного класса матричных ансамблей).
Данная статья состоит из трех частей, первой из которых является настоящее
введение. Часть 2 содержит леммы о борелевости некоторых подмножеств в Rd,n,
необходимые для обеспечения корректности получаемых в части 3 оценок соот-
ветствующих вероятностей. Часть 3 содержит основные результаты статьи, свя-
занные с подтверждением различных вариантов гипотезы Гейла (G)k и гипотезы
(G)∗k (см. [6]). Это теоремы 3.1–3.3, содержащие оценки и асимптотическое поведе-
ние вероятностей k-космежностности или k-смежностности случайных систем точек
некоторых моделей. Особое внимание уделяется результатам, не зависящим от рас-
пределения (см. теоремы 3.2 и 3.3), роль главного инструмента в доказательствах
которых играют новая версия теоремы Венделя [34] (см. лемму 3.2) и построенная
в [6] на основе двойственности Гейла двойственность вероятностных пространств.
Приведем формулировки основных результатов.
Теорема 3.1. Пусть d,m, k ∈ N; k 6 bd/2c; n = d +m и Prob∗(d, n, k) — вероят-
ность k-космежностности системы n случайных точек, выбранных независимо и
равномерно на сфере Sm−1. Тогда выполняется неравенство Prob∗(d, n, k) > 1− g(n)cn ,
где g(n) =
∑k
j=0
(
n
j
)
q
(q−1)j , c =
q
q−1 и q = 2
m.
Эта теорема обобщает теорему 2.1 из [4], относящуюся к случаю k = 2.
Теорема 3.2. Пусть d,m, k ∈ N; k 6 bd/2c; n = d+m; Xd,n — подмножество в Rm
и Pd,n — абсолютно симметричное вероятностное пространство с пространством
исходов Xnd,n, удовлетворяющее условию2:
(C) для любой (n − k)-компонентной подсистемы I системы чисел (1, 2, . . . , n)
множество CNI0(Xnd,n) всех систем точек a ∈ Xnd,n таких, что I-подсистема aI
является 0-космежностной системой точек из Rm,n−k, является событием.
Тогда множество всех k-космежностных систем точек a ∈ Xnd,n является
событием (имеющим некоторую вероятность Prob∗(d, n, k)) и, кроме того,
1) выполняются неравенства
1−2−n+k+1
m−1∑
i=0
(
n− k − 1
i
)
> Prob∗(d, n, k) > 1−
(
n
k
)
2−n+k+1
m−1∑
i=0
(
n− k − 1
i
)
;
2) для любых ρ > 1 и α > max(0, 2− ρ) имеем lim
d→∞
Prob∗(d, bρdc, bαdc) = 0;
2Это условие (C) выполнено, если σ-алгеброй событий является борелевская σ-алгебра в Xnd,n
(см. лемму 2.5).
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3) для любого ρ ∈ (1, 2) существует α0 = α0(ρ) ∈ (0,min(1/2, 2− ρ)) такое, что
для всякого α ∈ (0, α0) имеем lim
d→∞
Prob∗(d, bρdc, bαdc) = 1;
4) существует α1 ∈ (0, 1/2) такое, что для любого фиксированного m и любого
α ∈ (0, α1) имеем lim
d→∞
Prob∗(d, d+m, bαdc) = 1;
5) для фиксированного k
lim
d→∞
Prob∗(d, bρdc, k) =
{
1, если 1 < ρ < 2,
0, если ρ > 2;
6) для фиксированных m и k имеем lim
d→∞
Prob∗(d, d+m, k) = 1.
Утверждение 1) теоремы 3.2 справедливо для произвольных фиксированных
d, n, k ∈ N. Разумеется, утверждения 2)–6) имеют смысл лишь в том случае, ко-
гда задана последовательность (Pd,n(d))d∈N абсолютно симметричных вероятностных
пространств с пространствами исходовXn(d)d,n(d) (конкретный вид функции n(d) указан
в формулировке каждого из этих утверждений). Те же самые замечания относятся
и к пониманию утверждений 1)–6) нижеследующей теоремы 3.3.
Подмножество X ⊆ Rd будем называть облачным, если оно имеет непустое пе-
ресечение с каждым открытым лучом {cu | c > 0} (u ∈ Sd−1).
Теорема 3.3. Пусть d, n, k ∈ N; n > d; k 6 bd/2c; Xd,n — облачное подмножество
в Rd и Pd,n — абсолютно симметричное вероятностное пространство с простран-
ством исходов Xnd,n, удовлетворяющее следующим двум условиям3:
(L) LinConf(Xnd,n) является событием;
(VN) для всех (n− k)-компонентных подсистем I = (i1, . . . , in−k) системы чи-
сел (1, 2, . . . , n) множество VNI0(Xnd,n) всех систем точек a ∈ Xnd,n, для которых
всякая ненулевая линейная зависимость (λ1, . . . , λn) содержит хотя бы одну по-
ложительную компоненту λi, имеющую номер i ∈ {i1, . . . , in−k}, является собы-
тием.
Тогда множество всех векторно k-смежностных систем точек a ∈ Xnd,n яв-
ляется событием, для вероятности Prob(d, n, k) которого имеют место утвер-
ждения 1)–6), получающиеся из утверждений 1)–6) теоремы 3.2 заменой Prob∗
на Prob.
Автор выражает благодарность своему научному руководителю В.А.Бондарен-
ко. Кроме того, автор благодарен А.В.Угланову за ценные обсуждения и заме-
чания, а также А.М.Вершику за внимание, проявленное к работе, и присланные
тексты статей.
3Эти условия (L) и (VN) выполнены, если σ-алгеброй событий является борелевская σ-алгебра
в Xnd,n (см. леммы 2.2 и 2.7).
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2. О борелевости некоторых подмножеств в Rd,n
Дополним список обозначений из [6]. Когда не оговаривается противное, всюду ни-
же d, m, n — натуральные числа, а k — целое неотрицательное число; кроме того,
используются обозначения: S(n, k)— множество (n−k)-компонентных подсистем си-
стемы чисел (1, 2, . . . , n) (здесь k ∈ 0, n− 1); I0 = (1, 2, . . . , n−k) ∈ S(n, k); Z — непу-
стое подмножество в Rd,n; Nk(Z), VNk(Z) и CNk(Z) — множества k-смежностных,
векторно k-смежностных и k-космежностных систем точек из Z. Кроме того, по-
ложим Nk LinConf(Z) = Nk(LinConf(Z)) и VNk LinConf(Z) = VNk(LinConf(Z)). На-
конец, для k ∈ 0, n− 1 и I = (i1 . . . , in−k) ∈ S(n, k) пусть CNI0(Z) — множество
всех систем точек a ∈ Z таких, что aI является 0-космежностной системой точек
из Rd,n−k, и VNI0(Z) — множество всех систем точек a ∈ Z, для которых всякая
ненулевая линейная зависимость (λ1, . . . , λn) имеет хотя бы одну положительную
компоненту λi с номером i ∈ {i1, . . . , in−k}.
Если Li (1 6 i 6 n) — евклидовы векторные пространства со скалярными произ-
ведениями (xi, yi)i, то прямое произведение L = L1× . . .×Ln стандартно наделяется
структурой евклидова векторного пространства относительно скалярного произве-
дения (x, y) =
∑n
i=1(xi, yi)i, где x = (x1, . . . , xn) и y = (y1, . . . , yn) — векторы из L.
Естественный изоморфизм евклидовых пространств Rd,n ∼= Rdn в тех случаях, когда
это будет удобно, будем принимать за отождествление. Для системы точек a ∈ Rd,n
ее ε-окрестность {x ∈ Rd,n | |x − a| < ε}, где ε ∈ R>0, условимся обозначать через
Ud,nε (a) или Uε(a).
Пусть U — топологическое пространство. Наименьшая σ-алгебра подмножеств в
U , содержащая все открытые подмножества в U , называется борелевской σ-алгеброй
в U и обозначается через B(U), а ее элементы называются борелевскими подмно-
жествами [1] в U . Как известно [1], если V — подпространство в U , то B(V ) =
{B ∩ V | B ∈ B(U)}. Кроме того, напомним [1], что если µ и ν — неотрицательные
счетно-аддитивные меры на измеримом пространстве (Ω,B), то мера ν называется
абсолютно непрерывной относительно µ, если ν(B) = 0 для всякого подмножества
B ∈ B с µ(B) = 0.
Лемма 2.1. Если d, n ∈ N, n 6 d и X — подмножество в Rd, то LinGeP(Xn)
является открытым подмножеством в Xn.
Доказательство. Поскольку LinGeP(Xn) = Xn ∩ LinGeP(Rd,n), то без ограниче-
ния общности можно считать, что X = Rd. Сопоставив каждой системе точек
a = (a1, . . . , an) ∈ Rd,n определитель Грама
G(a) = G(a1, . . . , an) =
∣∣∣∣∣∣
(a1, a1) . . . (a1, an)
. . . . . . . . .
(an, a1) . . . (an, an)
∣∣∣∣∣∣ ,
получаем функцию G : Rd,n → R. Остается учесть равенство
LinGeP(Rd,n) = {a ∈ Rd,n | G(a) > 0}
и непрерывность функции G.
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Лемма 2.2. Если d, n ∈ N и X — подмножество в Rd, то LinConf(Xn) является
открытым подмножеством в Xn.
Доказательство. Поскольку LinConf(Xn) = Xn∩LinConf(Rd,n), то без ограничения
общности можно считать, что X = Rd. Далее, если n < d, то LinConf(Rd,n) = ∅ и
доказываемое утверждение верно. Если же n > d, то произвольная система точек
a ∈ LinConf(Rd,n) обладает линейно независимой подсистемой aI ∈ LinConf(Rd,d),
где I — некоторая d-компонентная подсистема системы чисел (1, 2, . . . , n). Ввиду
леммы 2.1, Ud,dεaI (aI) ⊆ LinConf(Rd,d) для некоторого εaI > 0. Для любой системы
точек b ∈ Ud,nεaI (a) имеем: bI ∈ Ud,dεaI (aI) ⊆ LinConf(Rd,d), так что b ∈ LinConf(Rd,n).
Следовательно, Ud,nεaI (a) ⊆ LinConf(Rd,n).
Аналогично доказывается
Лемма 2.3. Если d, n ∈ N, n > d и X — подмножество в Rd, то LinGeP(Xn)
является открытым подмножеством в Xn.
Лемма 2.4. Если m,n ∈ N, то CN0(Rm,n) является открытым подмножеством
в Rm,n.
Доказательство. Если CN0(Rm,n) = ∅, то доказываемое утверждение верно. Пред-
положив, что CN0(Rm,n) 6= ∅, и, следовательно, n > m в силу леммы 2.10 из [6],
зафиксируем произвольную систему точек a = (a1, . . . , an) ∈ CN0(Rm,n), где ai =
(a1i, . . . , ami) (1 6 i 6 n). В силу лемм 2.8 и 2.10 из [6] включение a ∈ CN0(Rm,n)
в точности означает, что a — положительно зависимая векторная конфигурация в
Rm. Поэтому α1a1 + . . . + αnan = 0 для некоторой точки α = (α1, . . . , αn) ∈ Rn>0.
Рассмотрим однородную систему линейных уравнений
a11x1 + . . .+ a1nxn = 0,
. . . . . . . . . . . . . . . . . . . . . . . .
am1x1 + . . .+ amnxn = 0,
(2.1)
или в матричной записи M(a)>x> = 0, где x = (x1, . . . , xn). Положительная зависи-
мость системы точек a означает, что {x ∈ Rn | M(a)>x> = 0} ∩ Rn>0 6= ∅. Пусть для
определенности минор порядка m∣∣∣∣∣∣
a11 . . . a1m
. . . . . . . . .
am1 . . . amm
∣∣∣∣∣∣
матрицы M(a)>, расположенный в первых m ее столбцах, является базисным. Для
системы точек u = (u1, . . . , un) ∈ Rm,n, где ui = (u1i, . . . , umi) (1 6 i 6 n), условимся
минор ∣∣∣∣∣∣
u11 . . . u1m
. . . . . . . . .
um1 . . . umm
∣∣∣∣∣∣
матрицы M(u)> обозначать через ∆(u), определив этим функцию ∆ : Rm,n → R. В
этих обозначениях имеем: ∆(a) 6= 0. Общее решение системы (2.1) можно записать,
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выражая главные неизвестные x1, . . . , xm через свободные xm+1, . . . , xn с помощью
определителей:
x1 =
1
∆(a)
∣∣∣∣∣∣
−a1,m+1xm+1 − . . .− a1nxn a12 . . . a1m
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−am,m+1xm+1 − . . .− amnxn am2 . . . amm
∣∣∣∣∣∣ ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xm =
1
∆(a)
∣∣∣∣∣∣
a11 . . . a1,m−1 −a1,m+1xm+1 − . . .− a1nxn
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
am1 . . . am,m−1 −am,m+1xm+1 − . . .− amnxn
∣∣∣∣∣∣ .
Поскольку функция ∆ является непрерывной и ∆(a) 6= 0, то ∆(u) 6= 0 в неко-
торой окрестности Uε0(a), где ε0 > 0. Для каждого i ∈ 1,m определим функцию
gi : Uε0(a) → R условием gi(u) = ∆i(u)/∆(u), где ∆i(u) — определитель, получаю-
щийся из ∆(u) заменой i-го столбца на столбец −u1,m+1αm+1 − . . .− u1nαn. . . . . . . . . . . . . . . . . . . . . . . . . . . .
−um,m+1αm+1 − . . .− umnαn
 .
Для всякого i ∈ 1,m функция gi непрерывна и gi(a) = αi > 0, поэтому найдется
такое εi ∈ (0, ε0], что gi(u) > 0 для всех u ∈ Uεi(a). Положив ε′ = min(ε1, . . . , εm) > 0,
получим, что gi(u) > 0 для всех i ∈ 1,m и u ∈ Uε′(a). Следовательно, выполняется
условие {x ∈ Rn | M(u)>x> = 0} ∩ Rn>0 6= ∅ для всех u ∈ Uε′(a). Кроме того, по
лемме 2.2 существует такое ε′′ > 0, что все системы точек u ∈ Uε′′(a) являются
векторными конфигурациями в Rm. Окончательно получаем Uε(a) ⊆ CN0(Rm,n),
где ε = min(ε′, ε′′) > 0.
Лемма 2.5. Пусть m,n ∈ N; k ∈ 0, n− 1; I ∈ S(n, k); X — подмножество в Rm.
Тогда CNI0(Xn) является открытым подмножеством в Xn.
Доказательство. Поскольку CNI0(Xn) = Xn ∩ CNI0(Rm,n), то без ограничения общ-
ности можно считать, чтоX = Rm. Если CNI0(Rm,n) = ∅, то доказываемое утвержде-
ние верно. Если же CNI0(Rm,n) 6= ∅, то по лемме 2.4 для произвольной системы точек
a ∈ CNI0(Rm,n) выполняется включение Um,n−kεa (aI) ⊆ CN0(Rm,n−k) для некоторого
εa > 0. Для любой системы точек b ∈ Um,nεa (a) имеем: bI ∈ Um,n−kεa (aI) ⊆ CN0(Rm,n−k),
так что b ∈ CNI0(Rm,n). Следовательно, Um,nεa (a) ⊆ CNI0(Rm,n).
Лемма 2.6. Пусть m,n ∈ N; k ∈ 0, n− 1; X — подмножество в Rm. Тогда
CNk(X
n) является открытым подмножеством в Xn.
Доказательство. Поскольку CNk(Xn) = Xn ∩CNk(Rm,n), то без ограничения общ-
ности можно считать, что X = Rm. Ввиду леммы 2.12 из [6], имеет место равенство
CNk(Rm,n) =
⋂
I∈S(n,k)CN
I
0(Rm,n). Остается учесть, что CNI0(Rm,n) является откры-
тым подмножеством в Rm,n для любого I ∈ S(n, k) по лемме 2.5.
Лемма 2.7. Пусть d, n ∈ N; k ∈ 0, n− 1; I ∈ S(n, k); X — подмножество в Rd.
Тогда VNI0(Xn) является борелевским подмножеством в Xn.
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Доказательство. Пусть I = (i1, . . . , in−k). Поскольку VNI0(X) = Xn ∩ VNI0(Rd,n),
то без ограничения общности можно считать, что X = Rd. Достаточно установить
борелевость подмножества Z = Rd,n\VNI0(Rd,n) ⊆ Rd,n. Легко видеть, что для любой
системы точек a = (a1, . . . , an) ∈ Rd,n включение a ∈ Z равносильно существованию
точки λ = (λ1, . . . , λn) ∈ S, для которой
λ1a1 + . . .+ λnan = 0, (2.2)
где S = Sn−1 ∩ QI , QI =
⋂
i∈{i1,...,in−k}Qi и Qi = {(α1, . . . , αn) ∈ Rn | αi > 0}
(i ∈ {i1, . . . , in−k}). Условие (2.2) равносильно системе равенств
(λ, a1) = 0,
. . . . . . . . . . .
(λ, ad) = 0.
Положив
Ψλ = {(u1, . . . , ud) ∈ Rn,d | (λ, u1) = . . . = (λ, ud) = 0},
Ψλ,r =
{
(u1, . . . , ud) ∈ Rn,d | (λ, u1), . . . , (λ, ud) ∈
(
−1
r
,
1
r
)}
,
W =
⋃
λ∈S
Ψλ, Wr =
⋃
λ∈S
Ψλ,r
для любых λ ∈ Rn и r ∈ N, получаем возможность включение a ∈ Z записать в
виде (a1, . . . , ad) ∈W .
Остается доказать борелевость подмножества W ⊆ Rn,d. Сначала убедимся в
том, что Wr является открытым подмножеством в Rn,d для произвольного r ∈ N.
Действительно, определив для произвольного λ ∈ Rn отображение gλ : Rn,d −→ Rd
условием gλ(u) = ((λ, u1), . . . , (λ, ud)) для всех u = (u1, . . . , ud) ∈ Rn,d, из непрерыв-
ности gλ и равенства Ψλ,r = g−1λ
((−1
r
, 1
r
)d) получаем, что Ψλ,r, а, следовательно, и
Wr является открытым подмножеством в Rn,d для любого r ∈ N.
Установим теперь, что W =
⋂∞
r=1Wr. Поскольку Ψλ ⊆ Ψλ,r для всех r ∈ N, то
W ⊆ Wr для всех r ∈ N, так что W ⊆
⋂∞
r=1Wr. Для проверки обратного включения
предположим, что (u1, . . . , ud) ∈ ⋂∞r=1Wr, т.е. (u1, . . . , ud) ∈ Wr для всякого r ∈ N.
Тогда для любого r ∈ N найдется λ(r) ∈ S такое, что (u1, . . . , ud) ∈ Ψλ(r),r, т.е.
−1
r
< (λ(r), u1) < 1
r
,
. . . . . . . . . . . . . . . . . . .
−1
r
< (λ(r), ud) < 1
r
.
(2.3)
Ввиду компактности подмножества S ⊆ Rn, из последовательности {λ(r)} можно вы-
брать сходящуюся подпоследовательность {λ(rt)}, для которой lim
t→∞
λ(rt) = λ(0) ∈ S.
Переходя к пределу при t→∞ в неравенствах
− 1
rt
< (λ(rt), u1) < 1
rt
,
. . . . . . . . . . . . . . . . . . . . .
− 1
rt
< (λ(rt), ud) < 1
rt
,
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вытекающих из (2.3), получаем, что
(λ(0), u1) = 0,
. . . . . . . . . . . . .
(λ(0), ud) = 0,
т.е. (u1, . . . , ud) ∈ Ψλ(0) , где λ(0) ∈ S, откуда следует, что (u1, . . . , ud) ∈ W . Итак, под-
множествоW ⊆ Rn,d представлено в виде счетного пересечения открытых множеств
и потому является борелевским.
Лемма 2.8. Пусть d, n ∈ N; k ∈ 0, n− 1; X — подмножество в Rd. Тогда VNk(Xn)
является борелевским подмножеством в Xn.
Доказательство. Поскольку VNk(Xn) = Xn ∩ VNk(Rd,n), то без ограничения общ-
ности можно считать, что X = Rd. Нетрудно понять, что имеет место равенство
VNk(Rd,n) =
⋂
I∈S(n,k)VN
I
0(Rd,n). Остается учесть, что VNI0(Rd,n) является борелев-
ским подмножеством в Rd,n для любого I ∈ S(n, k) по лемме 2.7.
Лемма 2.9. Пусть d, n ∈ N; k ∈ 0, n− 1;X — подмножество в Rd. Тогда Nk(Xn)
является борелевским подмножеством в Xn.
Доказательство. С каждым непустым подмножеством V ⊆ Rd,n ассоциируем под-
множество
←−
V = {←−a | a ∈ V } ⊆ Rd+1,n. Поскольку Nk(Xn) = Xn ∩ Nk(Rd,n), то
без ограничения общности можно считать, что X = Rd. Для любой системы точек
a ∈ Rd,n включения a ∈ Nk(Rd,n) и ←−a ∈ VNk(Rd+1,n) равносильны. Отсюда следует,
что ←−−−−−
Nk(Rd,n) = Hn ∩ VNk(Rd+1,n), (2.4)
где H = {(x1, . . . , xd+1) ∈ Rd+1 | x1 = 1} — гиперплоскость в Rd+1. С учетом (2.4)
и леммы 2.8 заключаем, что
←−−−−−
Nk(Rd,n) — борелевское подмножество в Hn, так что
Nk(Rd,n) является борелевским подмножеством в Rd,n.
3. О k-космежностности и k-смежностности
случайной системы точек
Теорема 3.1. Пусть d,m, k ∈ N; k 6 bd/2c; n = d +m и Prob∗(d, n, k) — вероят-
ность k-космежностности системы n случайных точек, выбранных независимо и
равномерно на сфере Sm−1. Тогда выполняется неравенство
Prob∗(d, n, k) > 1− g(n)
cn
,
где
g(n) =
k∑
j=0
(
n
j
)
q
(q − 1)j , c =
q
q − 1 , q = 2
m.
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Доказательство. Аналогично доказательству теоремы 2.1 из [4], относящейся к
случаю k = 2.
Замечание 3.1. Теорема 3.1 остается справедливой, если в ее формулировке заме-
нить Sm−1 на S¯m−1 и определить равномерную вероятностную меру на S¯m−1 условием
ν(B) = ν(B ∩ Sm−1), где ν — равномерная вероятностная мера на Sm−1, для любого
борелевского подмножества B в S¯m−1 (при m = 1 такая терминология отлична от
стандартной).
Говорят, что линейные гиперплоскости H1, . . . , Hn ⊆ Rd находятся в общем по-
ложении [32], если их нормальные векторы находятся линейно в общем положении.
Нам понадобится следующая лемма Штейнера—Шлёфли [32].
Лемма 3.1. Если m,n ∈ N, n > m и H1, . . . , Hn ⊆ Rm — линейные гиперплоскости
общего положения, то число связных компонент множества Rm \ (H1 ∪ . . . ∪Hn)
равно
2
m−1∑
i=0
(
n− 1
i
)
. (3.1)
Подмножество X ⊆ Rd условимся называть облачным, если оно имеет непустое
пересечение с каждым открытым лучом {cu | c ∈ R>0} (u ∈ Sd−1). Ясно, что облач-
ное подмножество X ⊆ Rm, содержащее точку 0, является θT -насыщенным.
Нужной нам версией теоремы Венделя является
Лемма 3.2. Пусть d,m ∈ N, n = d+m, X — подмножество в Rm и P — абсолютно
симметричное вероятностное пространство с пространством исходов Xn. Если
множество CN0(Xn) является событием4, то его вероятность
Prob∗(d, n, 0) = 1− 2−n+1
m−1∑
i=0
(
n− 1
i
)
.
Доказательство. Положив D = {(a1, . . . , an) ∈ Xn | ∃h ∈ Sm−1 ∀ i ∈ 1, n (h, ai) > 0}
и принимая во внимание условие доказываемой леммы и лемму 3.11 из [6], получаем
возможность рассмотреть следующие события:
C = CN0(X
n), C¯ = Xn \ C = {(a1, . . . , an) ∈ Xn | ∃h ∈ Sm−1 ∀ i ∈ 1, n (h, ai) > 0},
B = C¯ ∩ LinGeP(Xn) = LinGeP(C¯) = LinGeP(D),
вероятности которых связаны следующим образом: P(C) = 1− P(C¯) = 1− P(B).
Остается вычислить P(B). С этой целью, учитывая абсолютную симметричность
вероятностного пространства P, для каждого σ = (σ1, . . . , σn) ∈ Un2 рассмотрим
событие σB = {(a1, . . . , an) ∈ LinGeP(Xn) | ∃h ∈ Sm−1 ∀ i ∈ 1, n sign(h, ai) = σi}.
Поскольку P(σB) = P(B) для всех σ ∈ Un2 , находим, что
2nP(B) =
∑
σ∈Un2
P(σB) =
∑
σ∈Un2
E1σB = E
∑
σ∈Un2
1σB,
4Это условие выполнено, если σ-алгеброй событий является борелевская σ-алгебра в Xn (см.
лемму 2.6).
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где E — знак математического ожидания, а 1σB — индикаторная функция подмно-
жества σB ⊆ Xn. Ввиду леммы 3.1, случайная величина∑σ∈Un2 1σB принимает одно
и то же значение (3.1) на всех a ∈ LinGeP(Xn). Поэтому
E
∑
σ∈Un2
1σB = 2
m−1∑
i=0
(
n− 1
i
)
,
чем и завершается доказательство.
Теорема 3.2. Пусть d,m, k ∈ N; k 6 bd/2c; n = d+m; Xd,n — подмножество в Rm
и Pd,n — абсолютно симметричное вероятностное пространство с пространством
исходов Xnd,n, удовлетворяющее условию:
(C) CNI0(X
n
d,n) является событием для всех I ∈ S(n, k).
Тогда множество всех k-космежностных систем точек a ∈ Xnd,n является
событием (имеющим некоторую вероятность Prob∗(d, n, k)) и, кроме того,
1) выполняются неравенства
1− 2−n+k+1
m−1∑
i=0
(
n− k − 1
i
)
> Prob∗(d, n, k) >
> 1−
(
n
k
)
2−n+k+1
m−1∑
i=0
(
n− k − 1
i
)
; (3.2)
2) для любых ρ > 1 и α > max(0, 2− ρ)
Prob∗(d, bρdc, bαdc) −→ 0
при d→∞;
3) для любого ρ ∈ (1, 2) существует α0 = α0(ρ) ∈ (0,min(1/2, 2− ρ)) такое, что
для всякого α ∈ (0, α0)
Prob∗(d, bρdc, bαdc) −→ 1
при d→∞;
4) существует α1 ∈ (0, 1/2) такое, что для любого фиксированного m и любого
α ∈ (0, α1)
Prob∗(d, d+m, bαdc) −→ 1
при d→∞;
5) для фиксированного k
lim
d→∞
Prob∗(d, bρdc, k) =
{
1, если 1 < ρ < 2,
0, если ρ > 2;
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6) для фиксированных m и k
Prob∗(d, d+m, k) −→ 1
при d→∞.
Доказательство. Сначала отметим, что из условий k 6 bd/2c и n = d+m следует,
что n > k + 1. Условимся для любого вероятностного пространства с некоторым
пространством исходов Ω через V обозначать дополнение Ω \ V к подмножеству
V ⊆ Ω. Кроме того, пусть Cm,n,k = CNk(Xnd,n); CI = CNI0(Xnd,n) (здесь I ∈ S(n, k));
Pd,n = (X
n
d,n,Bd,n,Pd,n) — абсолютно симметричное вероятностное пространство из
условия теоремы. Заметив, что, ввиду леммы 2.12 из [6], Cm,n,k =
⋂
I∈S(n,k)CI ∈ Bd,n,
перейдем к обоснованию утверждений 1)–6).
1) Положим P = Pd,n; X = Xd,n; B = Bd,n; P = Pd,n и заметим, что Cm,n,k =⋃
I∈S(n,k)CI ∈ B. Поэтому
P(CI0) 6 P(Cm,n,k) = P(
⋃
I∈S(n,k)
CI) 6
∑
I∈S(n,k)
P(CI), (3.3)
так что для получения оценки вероятности Prob∗(d, n, k) = P(Cm,n,k) достаточно
вычислить P(CI) для произвольного I = (i1, . . . , in−k) ∈ S(n, k).
Положив (Xn)◦ = LinGeP(Xn), B◦ = {B◦ | B ∈ B} и P◦(B◦) = P(B◦) = P(B), где
B ∈ B и B◦ = B ∩ (Xn)◦ = LinGeP(B), построим новое вероятностное пространство
P◦ = ((Xn)◦,B◦,P◦). Ясно, что P◦ также абсолютно симметрично и
P(CI) = P◦(C◦I ). (3.4)
Определим отображение удлинения lenI : B(Xn−k) → B((Xn)◦) следующим
условием: lenI V = {a ∈ (Xn)◦ | aI ∈ V }. Прямая проверка показывает, что оно
обладает следующими свойствами:
lenI ∅ = ∅, lenI(V ∩W ) = lenI V ∩ lenI W,
lenI(X
n−k \ V ) = (Xn)◦ \ lenI V, lenI(
⋃∞
i=1 Vi) =
⋃∞
i=1 len(Vi)
(3.5)
для любых V,W, Vi ∈ B(Xn−k) (i ∈ N).
Построим еще одно вероятностное пространство PI = (Xn−k,BI ,PI), положив
BI = {V ∈ B(Xn−k) | lenI V ∈ B◦} и PI(V ) = P◦(lenI V ) для всех V ∈ BI . С помо-
щью равенств (3.5) легко убедиться в корректности этого определения. Поскольку
lenI(LinGeP(X
n−k)) = (Xn)◦, то LinGeP(Xn−k) ∈ BI и PI(LinGeP(Xn−k)) = 1. Далее,
с каждым τ = (τ1, . . . , τn−k) ∈ Un−k2 свяжем στ = (σ1, . . . , σn) ∈ Un2 , где
σi =
{
τt, если i = it (1 6 t 6 n− k),
1, если i /∈ {i1, . . . , in−k}.
Тогда для любого V ∈ BI имеем, что lenI(τV ) = στ lenI(V ), откуда получаем, что
τV ∈ BI и PI(τV ) = PI(V ). Следовательно, PI — абсолютно симметричное ве-
роятностное пространство. Наконец, для множества Cm,n−k,0 = CN0(Xn−k) имеем
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lenI(C
m,n−k,0) = C◦I ∈ B◦, так что Cm,n−k,0 ∈ BI и PI(Cm,n−k,0) = P◦(C◦I ). В силу (3.4)
и леммы 3.2
P(CI) = PI(Cm,n−k,0) = 1− 2−n+k+1
m−1∑
i=0
(
n− k − 1
i
)
.
Для получения неравенств (3.2) остается учесть (3.3).
В доказательствах утверждений 2)–4) будем использовать аппроксимацию Стир-
линга в форме
ln t! =
(
t+
1
2
)
ln t− t+O(1)
и стандартную технологию получения асимптотических формул, описанную в [7].
2) Положив
Wm,n = 2
−n+1
m−1∑
i=0
(
n− 1
i
)
,
и
n = bρdc = ρd− τ (ρ > 1, 0 6 τ < 1),
k = bαdc = αd− ε (0 < α 6 1
2
, 0 6 ε < 1), (3.6)
с учетом содержащейся в (3.2) верхней оценки вероятности Prob∗(d, n, k) находим,
что
Prob∗(d, bρdc, bαdc) 6 1−Wn−d,n−k =
= Wd−k,n−k = 2−n+k+1
d−k−1∑
i=0
(
n− k − 1
i
)
, (3.7)
причем(
n− k − 1
i− 1
)
:
(
n− k − 1
i
)
=
i
n− k − i =
i
(ρ− α)d+ ε− τ − i 6
1− α
ρ− 1
для всех i ∈ 1, d− k − 1. Если α > 2− ρ, то γ = 1−α
ρ−1 < 1 и, следовательно,
Wd−k,n−k 6 2−n+k+1
(
n− k − 1
d− k − 1
)
(1 + γ + γ2 + . . . ) =
1
1− γV, (3.8)
где V = 2−n+k+1Q, Q =
(
n−k−1
d−k−1
)
. Далее,
lnQ = ln(n− k − 1)!− ln(d− k − 1)!− ln(n− d)! =
=
(
n− k − 1
2
)
ln(n− k − 1)−
(
d− k − 1
2
)
ln(d− k − 1)−
−
(
n− d+ 1
2
)
ln(n− d) +O(1) =
(
(ρ− α)d+ ε− τ − 1
2
)
ln((ρ− α)d)−
−
(
(1− α)d+ ε− 1
2
)
ln((1− α)d)−
(
(ρ− 1)d− τ + 1
2
)
ln((ρ− 1)d)+
+O(1) = −1
2
ln d+ d((ρ− α) ln(ρ− α)− (1− α) ln(1− α)−
− (ρ− 1) ln(ρ− 1)) +O(1).
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Поэтому
V =
1√
d
2−dhρ(α)+O(1),
где
hρ(α) = (ρ− α)− (ρ− α) log2(ρ− α) + (1− α) log2(1− α) + (ρ− 1) log2(ρ− 1).
Поскольку производная этой функции h′ρ(α) = log2
ρ−α
2(1−α) > 0 при α ∈ (2 − ρ, 1),
причем h′ρ(2−ρ) = 0, то hρ(α) > hρ(2−ρ) = 0 для всех α ∈ (2−ρ, 1). Следовательно,
для любых ρ > 1 и α > max(0, 2 − ρ) получаем, что V −→ 0 при d → ∞, откуда с
учетом (3.7) и (3.8) получаем доказываемое утверждение.
3) В предположении (3.6), используя указанную в (3.2) нижнюю оценку вероят-
ности Prob∗(d, n, k), имеем, что
Prob∗(d, bρdc, bαdc) > 1− Z, (3.9)
где Z =
(
n
k
)
Wn−d,n−k, причем(
n− k − 1
i− 1
)
:
(
n− k − 1
i
)
=
i
(ρ− α)d+ ε− τ − i 6
ρ− 1
1− α
для всех i ∈ 1, n− d− 1. Если5 0 < α < 2− ρ, то δ = ρ−1
1−α < 1 и, следовательно,
Z 6 2−n+k+1
(
n
k
)(
n− k − 1
n− d− 1
)
(1 + δ + δ2 + . . . ) =
1
1− δR, (3.10)
где R = 2−n+k+1S, S =
(
n
k
)(
n−k−1
n−d−1
)
. Далее,
lnS = lnn!− ln k!− ln(n− d− 1)!− ln(d− k)!− ln(n− k) =
=
(
n+
1
2
)
lnn−
(
k +
1
2
)
ln k −
(
n− d− 1
2
)
ln(n− d− 1)−
−
(
d− k + 1
2
)
ln(d− k)− ln(n− k) +O(1) =
(
ρd− τ + 1
2
)
ln(ρd)−
−
(
αd− ε+ 1
2
)
ln(αd)−
(
(ρ− 1)d− τ − 1
2
)
ln((ρ− 1)d)−
−
(
(1− α)d+ ε+ 1
2
)
ln((1− α)d)− ln((ρ− α)d) +O(1) =
= − ln d+ d(ρ ln ρ− (ρ− 1) ln(ρ− 1)− α lnα− (1− α) ln(1− α)) +O(1).
Поэтому
R =
1
d
2−d(u(ρ)−v(α))+O(1), (3.11)
где
u(ρ) = ρ− ρ log2 ρ+ (ρ− 1) log2(ρ− 1), v(α) = α− α log2 α− (1− α) log2(1− α).
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Графики этих функций, приведенные на рис. 3.1 и 3.2, получены с помощью ре-
зультатов их стандартного исследования с помощью производной:
lim
ρ→1+0
u(ρ) = 1, u(2) = 0,
u′(ρ) = log2
2(ρ− 1)
ρ
{
< 0, если ρ ∈ (1, 2),
= 0, если ρ = 2,
lim
α→+0
v(α) = 0, v
(
1
2
)
=
3
2
, lim
α→1+0
v(α) = 1,
v′(α) = log2
2(1− α)
α

> 0, если α ∈ (0, 2
3
)
,
= 0, если α = 2
3
,
< 0, если α ∈ (2
3
, 1
)
.
Из этих графиков видно, что для всякого ρ0 ∈ (1, 2) найдется такое α0 ∈
(
0, 1
2
)
, что
v(α0) = u(ρ0) и u(ρ0) > v(α) при α ∈ (0, α0).
Докажем, что α0 < 2 − ρ0, проверив, что если ρ ∈ (1, 2) и v(α) = u(ρ), то
v(2−ρ) > v(α). Достаточно убедиться в справедливости неравенства v(2−ρ) > u(ρ)
для всех ρ ∈ (1, 2). С этой целью, исследуя функцию w(ρ) = v(2−ρ)−u(ρ), заметим,
что
lim
ρ→1+0
w(ρ) = lim
ρ→2−0
w(ρ) = 0,
w′(ρ) = log2
ρ(2− ρ)
4(ρ− 1)2

> 0, если ρ ∈
(
1, 1 + 1√
5
)
,
= 0, если ρ = 1 + 1√
5
,
< 0, если ρ ∈
(
1 + 1√
5
, 2
)
,
5Значения α, удовлетворяющие неравенствам 0 < α < 2 − ρ, существуют лишь при ρ < 2. Так
что дальнейшие рассуждения имеют смысл лишь для ρ ∈ (1, 2).
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откуда следует, что w(ρ) > 0 для всех ρ ∈ (1, 2).
Учитывая (3.9)–(3.11), получаем, что для любого ρ ∈ (1, 2) можно подобрать
α0 = α0(ρ) ∈ (0,min(1/2, 2 − ρ)), такое, что для всякого α ∈ (0, α0) будем иметь
Prob∗(d, bρdc, bαdc) −→ 1 при d → ∞, причем α0(ρ) является единственным реше-
нием уравнения v(α) = u(ρ).
4) Положив n = d +m (m ∈ N) и k = bαdc = αd − ε (0 < α 6 1/2, 0 6 ε < 1), с
учетом нижней оценки вероятности Prob∗(d, n, k), содержащейся в (3.2), и неравен-
ства m − 1 6 (n − k − 1)/2, выполняющегося для достаточно больших d, находим,
что
Prob∗(d, d+m, bαdc) > 1− Z, (3.12)
где
Z =
(
n
k
)
Wn−d,n−k 6 mF, (3.13)
F = 2−n+k+1G, G =
(
n
k
)(
n− k − 1
m− 1
)
.
Далее,
lnG = lnn!− ln k!− ln(d− k)!− ln(n− k) +O(1) =
(
n+
1
2
)
lnn−
−
(
k +
1
2
)
ln k −
(
d− k + 1
2
)
ln(d− k)− ln(n− k) +O(1) =
=
(
d+m+
1
2
)
ln d−
(
αd− ε+ 1
2
)
ln(αd)−
−
(
(1− α)d+ ε+ 1
2
)
ln((1− α)d)− ln((1− α)d) +O(1) =
=
(
m− 3
2
)
ln d+ d(−α lnα− (1− α) ln(1− α)) +O(1).
Поэтому
F = dm−
3
22−dg(α)+O(1), (3.14)
где g(α) = 1−α+α log2 α+(1−α) log2(1−α). Поскольку производная этой функции
g′(α) = log2
α
2(1−α) < 0 при α ∈ (0, 1/2], причем limα→+0 g(α) = 1 и g(1/2) = −1/2, то
существует единственное α1 ∈ (0, 1/2), для которого g(α1) = 0 и g(α) > 0 при
α ∈ (0, α1).
В силу (3.12)–(3.14) тем самым доказано существование такого α1 ∈
(
0, 1
2
)
, что
для любого фиксированногоm и любого α ∈ (0, α1) имеем Prob∗(d, d+m, bαdc) −→ 1
при d→∞, причем α1 является единственным решением уравнения g(α) = 0.
Для завершения доказательства остается заметить, что 6) непосредственно сле-
дует из 4), а часть утверждения 5), относящаяся к случаю 1 < ρ < 2, — из 3).
Вторая его часть, относящаяся к случаю ρ > 2, обосновывается рассуждением, ана-
логичным доказательству 2).
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Замечание 3.2. Внесем в формулировку теоремы 3.2 единственное изменение:
потребуем, чтобы абсолютно симметричное вероятностное пространство Pd,n бы-
ло с пространством исходов LinConf(Xnd,n), а не Xnd,n. Покажем, что полученное
при этом утверждение также является верным. По вероятностному пространству
Pd,n = (Ω,Bd,n,Pd,n) из его условия, где Ω = LinConf(Xnd,n), построим новое абсо-
лютно симметричное вероятностное пространство P˜ = (Ω˜, B˜, P˜), положив Ω˜ = Xnd,n,
B˜ = {B ∈ B(Ω˜) | B∩Ω ∈ Bd,n} и P˜(B) = P(B∩Ω) для всех B ∈ B˜. Ввиду леммы 2.10
из [6] и теоремы 3.2,
CNI0(Ω˜) ∩ Ω = CNI0(Ω˜) ∈ B, CNI0(Ω˜) ∈ B˜,
CNk(Ω˜) ∈ B˜, CNk(Ω˜) ∩ Ω = CNk(Ω˜) ∈ B,
причем P(CNk(Ω˜)) = P˜(CNk(Ω˜)). Обоснование утверждения завершается примене-
нием теоремы 3.2.
Пусть d, n ∈ N; n > d; P = (Ω,B,P) — вероятностное пространство, где Ω = Xn,
удовлетворяющее следующим двум условиям:
(L) LinConf(Ω) ∈ B;
(PL) P(LinConf(Ω)) = 1.
Тогда под гейловским подпространством вероятностного пространства P усло-
вимся понимать тройку P′ = (Ω′,B′,P′), где
1) Ω′ = LinConf(Ω);
2) B′ является множеством всех B ∈ B ∩ B(Ω′), обладающих свойством:
(T) для любых b ∈ B, a ∈ Ω′ из a θT b следует, что a ∈ B;
3) P′ : B′ → [0, 1] — функция, действующая следующим образом: P′(B) = P(B)
для всех B ∈ B′.
Замечание 3.3. Пусть d, n ∈ N; n > d и вероятностное пространство P = (Ω,B,P),
где Ω = Xn, абсолютно симметрично. Тогда условие (L) влечет за собой условие
(PL) ввиду включений LinGeP(Ω) ⊆ LinConf(Ω) ⊆ Ω. Кроме того, если вероят-
ностное пространство P = (Ω,B,P) таково, что B — борелевская σ-алгебра в Ω,
то условие (L) выполнено в силу леммы 2.2, а для гейловского подпространства
P′ = (Ω′,B′,P′) вероятностного пространства P σ-алгебра B′ является множеством
всех борелевских подмножеств в Ω′, обладающих свойством (T).
Лемма 3.3. Пусть d, n ∈ N; n > d; X ⊆ Rd — подмножество, являющееся θT -
насыщенным; P = (Ω,B,P) — абсолютно симметричное вероятностное простран-
ство, где Ω = Xn, удовлетворяющее условию (L). Тогда гейловское подпростран-
ство P′ = (Ω′,B′,P′) вероятностного пространства P является векторно гейлов-
ским и абсолютно симметричным вероятностным пространством.
Доказательство. Ввиду замечания 3.3, вероятностное пространство P удовлетво-
ряет условию (PL). Ясно, что P′ является вероятностным пространством. Из усло-
вия леммы и определения P′ видно, что P′ векторно гейловское. Далее, с учетом
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леммы 3.8 из [6] находим, что множество LinGeP(Ω′) = LinGeP(Ω) ∈ B ∩ B(Ω′) об-
ладает свойством (T) и P′(LinGeP(Ω′)) = P(LinGeP(Ω)) = 1. Доказательство абсо-
лютной симметричности P′ завершается использованием наряду с абсолютной сим-
метричностью P следующего очевидного факта: если a ∈ LinConf(Rd,n) и σ ∈ Un2 ,
то σa ∈ LinConf(Rd,n).
Замечание 3.4. Роль теорем 3.1 и 3.2 двоякая. Во-первых, утверждения 5) и 6) тео-
ремы 3.2 подтверждают справедливость гипотезы (G)∗k (см. [6]) для произвольного
k > 1 при некоторых способах согласованного роста параметров n и d, а утвержде-
ния 3) и 4) содержат более сильные результаты. Изучение вероятности Prob∗(d, n, k)
и гипотезы (G)∗k представляет самостоятельный интерес, так как случайный выбор
системы точек в S¯m−1, где n > m+2, предназначенной для последующего примене-
ния конструкции Гейла, может рассматриваться как способ случайного порождения
многогранника в Rn−m−1. В отличие от теоремы 3.1 теорема 3.2 является результа-
том, не зависящим от распределения (в указанном выше смысле). Однако, напри-
мер, при m = 1 оценка вероятности Prob∗(d, n, k) в теореме 3.1 сильнее ее нижней
оценки в теореме 3.2. Во-вторых, с использованием теоремы 3.2 и двойственности
вероятностных пространств (см. теорему 3.1 из [6]) доказывается
Теорема 3.3. Пусть d, n, k ∈ N; n > d; k 6 bd/2c; Xd,n — облачное подмножество
в Rd и Pd,n — абсолютно симметричное вероятностное пространство с простран-
ством исходов Xnd,n, удовлетворяющее условиям (L) и
(VN) VNI0(X
n
d,n) является событием для всех I ∈ S(n, k).
Тогда множество всех векторно k-смежностных систем точек a ∈ Xnd,n яв-
ляется событием, для вероятности Prob(d, n, k) которого имеют место утвер-
ждения 1)–6), получающиеся из утверждений 1)–6) теоремы 3.2 заменой Prob∗
на Prob.
Доказательство. Положим X = Xd,n и P = (Ω,B,P) = Pd,n. Покажем, что, не
ограничивая общности, можно считать, что 0 ∈ X. Действительно, если 0 /∈ X,
то, во-первых, учитывая замечание 3.1 из [6], можно построить новое абсолютно
симметричное вероятностное пространство P(0) = (Ω(0),B(0),P(0)), положив Ω(0) =
(X ∪{0})n, B(0) = {B ∈ B(Ω(0)) | B ∩Ω ∈ B} и P(0)(B) = P(B ∩Ω) для всех B ∈ B(0),
удовлетворяющее условию (L), и, во-вторых,
VNI0(Ω
(0)) ∩ Ω = VNI0(Ω), VNk(Ω(0)) ∩ Ω = VNk(Ω),
P(0)(VNk(Ω(0))) = P(VNk(Ω)).
Итак, будем считать, что 0 ∈ X. Тогда X является θT -насыщенным подмноже-
ством в Rd. По лемме 3.3 гейловское подпространство P′ = (Ω′,B′,P′) вероятност-
ного пространства P является векторно гейловским и абсолютно симметричным
вероятностным пространством. Ввиду леммы 3.8 из [6],
VNI0(Ω) ∩ Ω′ ∈ B′ (3.15)
для всех I ∈ S(n, k), откуда с учетом равенства VNk(Rd,n) =
⋂
I∈S(n,k)VN
I
0(Rd,n) и
леммы 3.8 из [6] выводим, что VNk LinConf(Ω) = VNk(Ω)∩Ω′ ∈ B′ и, следовательно,
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P′(VNk LinConf(Ω)) = P(VNk LinConf(Ω)) = P(VNk(Ω)). Положив Y = Rm, рассмот-
рим Y -двойственное к P′ вероятностное пространство (P′)∗Y = ((Ω′)∗, (B′)∗, (P′)∗) и
привлечем теорему 3.1 из [6]. В частности, с помощью леммы 3.10 из [6] и (3.15) полу-
чаем, что CNI0(Y n) ∈ (B′)∗ для всех I ∈ S(n, k) и, кроме того, P′(VNk LinConf(Ω)) =
(P′)∗(CNk(Y n)). Доказательство завершается применением версии теоремы 3.2, от-
меченной в замечании 3.2, к вероятностному пространству (P′)∗Y .
Замечание 3.5. Условия теоремы 3.3 выполнены в следующих трех важных част-
ных случаях:
1) в множестве Rd выбираются n случайных точек (n > d) независимо в соот-
ветствии с некоторым распределением Pd, симметричным относительно точки
0 и абсолютно непрерывным относительно меры Лебега на Rd (например, d-
мерным нормальным распределением с нулевым вектором средних);
2) в множестве Xd = Kd, где Kd — центрально симметричное (с центром в точке
0) выпуклое тело6 в Rd (например, d-мерный единичный шар Bd), выбираются
n случайных точек (n > d) независимо в соответствии с некоторым распре-
делением Pd, симметричным относительно точки 0 и абсолютно непрерывным
относительно меры Лебега на Kd (например, равномерным распределением на
Bd);
3) в множестве Xd = ∂Kd, где ∂Kd — центрально симметричная (с центром в
точке 0) выпуклая поверхность в Rd (например, сфера Sd−1), выбираются n
случайных точек (n > d) независимо в соответствии с некоторым распреде-
лением Pd, симметричным относительно точки 0 и абсолютно непрерывным
относительно поверхностной меры7 на ∂Kd (например, равномерным распре-
делением на Sd−1).
При этом, продолжая комментарии к формулировкам теорем 3.2 и 3.3, приведен-
ные во введении, отметим следующее. Если d, n, k ∈ N фиксированы, то в каждом
из этих трех случаев справедливо утверждение 1) теоремы 3.3. Для выполнения
утверждений 2)–6) теоремы 3.3 необходимо, скажем, в случае 3) задавать последо-
вательность выпуклых поверхностей (Xd)d∈N и выбирать n(d) случайных точек в Xd
в соответствии с распределением Pd из заданной последовательности (Pd)d∈N (кон-
кретный вид функции n(d) указан в формулировке каждого из утверждений 2)–6)).
Замечание 3.6. Утверждения 5) и 6) теоремы 3.3 с учетом леммы 2.9 подтвержда-
ют справедливость гипотезы Гейла (G)k для произвольного k > 1 при некоторых
способах согласованного роста параметров n и d, а утверждения 3) и 4) содержат
более сильные результаты. В частности, доказана гипотеза (G(Sd−1))k для любого
k > 1 (этот результат не был известен даже в случае равномерного распределения
на Sd−1).
6Компактное выпуклое подмножество K ⊆ Rd с непустой внутренностью называется выпуклым
телом [10] в Rd, а его граница ∂K — выпуклой поверхностью [8] в Rd.
7Поверхностной мерой на ∂K [1] называется сужение (d− 1)-мерной меры Хаусдорфа на боре-
левскую σ-алгебру в ∂K.
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Замечание 3.7. В отличие от ранее известных подтверждений гипотезы Гейла
и ее усиленных версий, теорема 3.3 является результатом, не зависящим от рас-
пределения. Утверждения 2),3) теоремы 3.3 показывают, что в случае векторной
k-смежностности при линейно согласованном росте параметров n и d не получается
фазовый переход такого же вида, как в случае k-смежностности (см. (1.1)). В част-
ности, в силу утверждения 2) порог отсутствует при ρ > 2. Аналогичное явление
обнаружили Д.Л.Донохью и Д.Таннер [22] при изучении некоторого фазового пе-
рехода, связанного со случайными зонотопами, причем при таком же условии ρ > 2.
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Gale Duality and the Neighborliness of Random Polytopes. II
Brodskiy A.G.
Keywords: k-neighborly polytope, probability space, random points, random
polytope, distribution-independent property
We have obtain of some distribution-independent results on the k-neighborliness of
random polytopes. They confirm the well-known Gale conjecture for the general case.
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