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In this paper, the weakly nonlinear limit for the relaxation approximation of
conservation laws in several space dimensions is derived through asymptotic expan-
sions and justified by employing the energy estimates. Compared with the work of
G. Q. Chen, C. D. Levermore, and T. P. Liu (1994, Comm. Pure Appl. Math. 47,
787830), the main difficulty we confront in our analyzes lies in the fact that the
problem of the existence of an (convex) entropy, which was essential in the proof
of their estimate (5.29), for the system under our consideration is still an open
problem since their Theorem 3.2 was proved only for the 2_2 case.  1999
Academic Press
1. INTRODUCTION AND THE STATEMENT OF
THE MAIN RESULTS
It is proposed by S. Jin and Z. P. Xin in [8] that the relaxation system
{
ut+ :
N
i=1
(vi)xi=0,
vit+Ai (vi)xi=&
vi&Fi (u)
=
,
u # Rn, v i # Rn,
i=1, 2, ..., N
(1.1)
be used to approximate multidimensional hyperbolic systems of conserva-
tion laws of the form
ut+ :
N
i=1
Fi (u)xi=0, (t, x) # R
+_RN, u # Rn. (1.2)
Here =>0 is a positive constant representing the rate of relaxation and
Ai=aiE, ai>0, i=1, 2, ..., N, with E the identity matrix and ai (i=1, 2, ..., N)
positive constants satisfying the subcharacteristic condition (see [8] and
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(SC) in the following). One of the main advantages of the system (1.1) is
its form of local relaxation structure and linearity in convection, which
makes it possible to solve this system quite easily by underresolved stable
numerical discretizations using neither Riemann solvers spatially nor a non-
linear system of algebraic equation solvers temporally. A class of numerical
schemes solving (1.1) which yields satisfactory numerical solutions to hyper-
bolic system (1.2) was proposed in [8] and the asymptotic equivalence of the
relaxation system (1.1) and the hyperbolic conservation laws (1.2) as either the
rate of relaxation = goes to zero or time approaches infinity were rigorously
analyzed in [5, 6, 9, 1214] for the one-dimensional case and in [10, 11]
for the multidimensional case.
Another aspect of interesting research on the hyperbolic systems of conser-
vation laws with relaxation is the weakly nonlinear limit for such systems.
Such a limit process as =  0 is identical to the limit from the Boltzmann
equations to the incompressible NavierStockes equations (see [2]). For
former results in this regard, G. Q. Chen, C. D. Levermore, and T. P. Liu
[5] considered the general 2_2 hyperbolic systems of conservation law
with relaxation,
{
u=t+ f1(u
=, v=)x=0,
v=t+ f2(u
=, v=)x+
r(u=, v=)
=
=0,
(1.3)
and
(u=(t, x), v=(t, x))| t=0=(u=0(x), v
=
0(x)), (1.4)
about an equilibrium (u , v )=(u , e(u )):
(u=(t, x), v=(t, x))=(u , v )+=(w=(t, x), z=(t, x)). (1.5)
Under the assumptions
(H1) r(u, e(u))=0, rv(u, e(u))>0,
(H2) f1v(u, v){0 for all (u, v) under consideration,
(H3) the subcharacteristic condition (SC) holds at the equilibrium
state (u , v ), i.e.,
f 1u+ f 1ve$(u )=0,
{ * 1* 2=&f 1v( f 2u+ f 2ve$(u ))<0,* $= f 1uu+2f 1uv e$(u )+ f 1vv[e$(u )]2+ f 1ve"(u ){0,
where, and in what follows, we will use f to denote f (u , v ),
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(H4) there exists a constant C0>0, independent of =, and an =0>0
such that
{
&(w=0(x), z
=
0(x))&H3(R)C0 ,
"z =0(x)&e(u +=w
=
0(x))&e(u )
= "L2(R) C0=,
Chen, Levermore, and Liu showed that, when 0<==0 , the Cauchy problem
{
=2w=t+ f1(u +=w
=, v +=z=)x=0,
=2z=t+ f2(u +=w
=, v +=z=)x+
r(u +=w=, v +=z=)
=
=0,
(1.6)
and
(w=(t, x), z=(t, x))| t=0=(w=0(x), z
=
0(x)) (1.7)
admits a unique globally smooth solution (w=(t, x), z=(t, x)) and there exists a
subsequence (still denoted) (w=(t, x), z=(t, x)) that converges strongly to
(w(t, x), z(t, x)) in L2(R+_R) and (w(t, x), z(t, x)) satisfies the Burgers
equation
{z(t, x)=e$(u ) w(t, x),r v(wt+* $( 12w2)x)+* &* +wxx=0. (1.8)
The purpose of this paper is to establish a similar result for the relaxa-
tion approximation of conversation laws in several space dimensions. We
will only consider the case in which (1.2) is a scalar conservation laws, i.e.,
n=1. Furthermore, for simplicity of presentation, we will only present the
result and analyzes for the two-dimensional case.
Let us write the two-dimensional scalar conservation laws (1.2) as
ut+ f (u)x+ g(u)y=0, u # R1. (1.9)
Then the corresponding relaxation systems becomes
{
ut+vx+wy=0,
(1.10)
vt+aux+
v& f (u)
=
=0,
wt+buy+
w& g(u)
=
=0,
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where a, b are positive constants. In this case, the subcharacteristic condi-
tion (SC), proposed in [8], takes the form
[ f $(u)]2
a
+
[ g$(u)]2
b
<1. (SC)
Upon rescaling the time variable t and translating the space variables (x, y)
as the slow time variable =t and the moving space variables (x& f $(u ) t, y
& g$(u ) t), respectively, i.e.,
({, !, ’) [ (=t, x& f $(u ) t, y& g$(u ) t),
then (1.10) can be rewritten as
{
=u ={+(v
=& f $(u ) u=)!+(w=& g$(u ) u=)’=0,
(1.11)
=v={+(au
=& f $(u ) v=)!& g$(u ) v =’+
v=& f (u=)
=
=0,
=w ={& f $(u ) w
=
!+(bu
=& g$(u ) w=)’+
w=& g(u=)
=
=0,
with initial data
(u=({, !, ’), v=({, !, ’), w=({, !, ’))| {=0=(u =0(!, ’), v
=
0(!, ’), w
=
0(!, ’)).
(1.12)
For each equilibrium state (u , v , w )=(u , f $(u ), g$(u )), if we let (u=({, !, ’),
v=({, !, ’), w=({, !, ’))=(u , v , w )+=(U =({, !, ’), V =({, !, ’), W =({, !, ’)),
then we can easily deduce that (U =, V =, W =) satisfies the Cauchy problem
{
=U ={+(V
=& f $(u ) U =)!+(W =& g$(u ) U =)’=0,
(1.13)
=V ={+(aU
=& f $(u ) V =)!& g$(u ) V =’+
v +=V =& f (u +=U =)
=2
=0,
=W ={& f $(u ) W
=
!+(bU
=& g$(u ) W =)’+
w +=W =& g(u +=U =)
=2
=0,
and
(U =({, !, ’), V =({, !, ’), W =({, !, ’))| {=0=(U =0(!, ’), V
=
0(!, ’), W
=
0(!, ’)).
(1.14)
Under the above notations, the main results of this paper can be stated
in the following
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Theorem 1 (Main Results). If there exists a positive constant C0 ,
independent of =, such that
{&(U
=
0 , V
=
0 , W
=
0)&H 4(R 2)C0 ,
:
0:1+:22
&D:1! D
:2
’ (V
=
0!& f $(u ) U
=
0! , W
=
0’& g$(u ) U
=
0’)&L2(R2) C0 =,
(1.15)
then for 0<==0 , the Cauchy problem (1.13), (1.14) admits a unique
globally smooth solution (U =({, !, ’), V =({, !, ’), W =({, !, ’)) and there
exists a subsequence (still labeled ) (U =({, !, ’), V =({, !, ’), W =({, !, ’)) that
converges strongly to (U({, !, ’), V({, !, ’), W({, !, ’)) in L2loc(R
+_R2) and
the limit functions (U({, !, ’), V({, !, ’), W({, !, ’)) satisfy the two-dimen-
sional Burgers equation
{
V({, !, ’)= f $(u ) U({, !, ’),
(1.16)
W({, !, ’)= g$(u ) U({, !, ’),
U{&[a&[ f $(u )]2] U!!+2 f $(u ) g$(u ) U!’&[b&[ g$(u )]2] U’’
+
f "(u )
2
(U2)!+
g"(u )
2
(U2)’=0.
Remarks. 1. From the subcharacteristic condition (SC), we can easily
deduce that the matrix
\a&[ f $(u )]
2
f $(u ) g$(u )
f $(u ) g$(u )
b&[ g$(u )]2+
is a positive define matrix. Hence (1.16)3 is indeed a two-dimensional Burgers
equation.
2. Although we only present the two-dimensional results in Theorem
1 and its proof, it should be clear from our analyzes that there correspond-
ing results hold for arbitrary space dimensions.
3. Compared with the former work of G. Q. Chen, C. D. Levermore,
and T. P. Liu [5], the main difficulty we confront in our analyzes lies in
the fact that the problem of the existence of an (convex) entropy for the
system (1.13) is still an open problem since Theorem 3.2 in [5] was proved
only for the 2_2 system (1.3). In G. Q. Chen, C. D. Levermore, and
T. P. Liu’s analyzes, the existence of a convex entropy played an important
role in obtaining the estimate (5.29), which, in turn, is essential for deduc-
ing the strong convergence of z=(t, x) to z(t, x) and z(t, x)=e$(u ) w(t, x).
But in our case, since we do not know whether the system (1.13) admits
a convex entropy or not, we cannot use the above technique to deduce the
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strong convergence of (V =({, !, ’), W =({, !, ’)) to (V({, !, ’), W({, !, ’)) in
L2loc(R
+_R2) and the (V({, !, ’), W({, !, ’)) satisfies V({, !, ’)= f $(u )
U({, !, ’), W({, !, ’)= g$(u ) U({, !, ’). To overcome this difficulty, we first
deduce through careful analyzes that for each fixed T>0,
sup
[0, T]
&(V =, W =)({, !, ’)&H 4(R2)C( sup
[0, T]
&U =({, !, ’)&H 4(R2))<. (1.17)
(The estimate (1.17) is quite different from that obtained in [5] for z=(t, x),
which is bounded by =&1C(sup[0, T] &w=(t, x)&H3(R)).) Then by a similar
argument we deduce that for each fixed T>0
|
T
0
|
R 2
[ |(V =& f $(u ) U =)({, !, ’)|2+|(W =& g$(u ) U =)({, !, ’)|2] d! d’ d{
=C( sup
[0, T]
&U =({, !, ’)&H4(R2))<. (1.18)
Thus we can still establish an estimate on (V =({, !, ’), W =({, !, ’)) similar
to that of (5.29) in [5] and consequently, our main result Theorem 1, a
result on the Cauchy problem (1.13), (1.14) which is similar to that of
Theorem 5.3 in [5] for the Cauchy problem (1.6), (1.7), can also be
established.
4. Through this paper, we use the notation Dkt to denote 
ktk and
Di! , D
j
’ , D
i
!$ , D
j
’$ are defined similarly.
The paper is arranged in the following way: After this introduction and
the statement of the main result, which constitute Section 1, we perform
our formal expansions in Section 2, we give some basic energy estimates in
Section 3, and finally, we prove our main results in Section 4.
2. FORMAL EXPANSION
Let us first consider a formal expansion in this section. Suppose that
(u=, v=, w=) is a family of solutions of system (1.11) parameterized by =.
Define the new dependent variables (u^=, v^=, w^=) and ( u^^=, v^^=, w^^=) by the
relations
u=({, !, ’)=u +=u^=({, !, ’)+=2u^^=({, !, ’),
{v=({, !, ’)=v +=v^=({, !, ’)+=2v^^=({, !, ’), (2.1)w=({, !, ’)=w +=w^=({, !, ’)+=2w^^=({, !, ’).
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Rendering system (1.11) in terms of these new variables yields
(v^=!& f $(u ) u^
=
!+w^
=
’& g$(u ) u^
=
’)
+=(u^={+ v^^
=
!& f $(u ) u^^
=
!+w^^
=
’& g$(u ) u^^
=
’)+=
2u^^={=0, (2.2)
=v^={+=
2v^^={+(au^
=
!& f $(u ) v^
=
!& g$(u ) v^
=
’)+=(au^^
=
!& f $(u ) v^^
=
!& g$(u ) v^^
=
’)
+
v^=& f $(u ) u^=+=( v^^=& f $(u ) u^^=&( f "(u )2)(u^=)2)
&=2f "(u ) u^=u^^=&(=32) f "(u )(u^^=)2&=2Q1( f )
=
=0, (2.3)
and
=w^={+=
2w^^={+(bu^
=
’& f $(u ) w^
=
!& g$(u ) w^
=
’)+=(bu^^
=
’& f $(u ) w^^
=
!& g$(u ) w^^
=
’)
+
w^=& g$(u ) u^=+=(w^^=& g$(u ) u^^=&( g"(u )2)(u^=)2)
&=2g"(u ) u^=u^^=&(=32) g"(u )( u^^=)2&=2Q1(g)
=
=0, (2.4)
where
Q1( f )=
1
=3 {f (u +=u^=+=2u^^=)& f (u )&=f $(u )(u^=+=u^^=)&
=2
2
f "(u )(u^=+=u^^=)2=
=O( |u^=+=u^^=|3),
Q1(g)=
1
=3 {g(u +=u^=+=2u^^=)&g(u )&=g$(u )(u^=+=u^^=)&
=2
2
g"(u )(u^=+=u^^=)2=
=O( |u^=+=u^^=|3).
We have from (2.2)(2.4) that
{v^
=
!& f $(u ) u^
=
!+w^
=
’& g$(u ) u^
=
’=0,
u^ ={+ v^^
=
!& f $(u ) u^^
=
!+w^^
=
’& g$(u ) u^^
=
’=0,
(2.5)
{
v^=& f $(u ) u^==0,
v^^=& f $(u ) u^^=&
f "(u )
2
(u^=)2+au^ =!& f $(u ) v^
=
!& g$(u ) v^
=
’=0,
(2.6)
and
{
w^=& g$(u ) u^==0,
w^^=& g$(u ) u^^=&
g"(u )
2
(u^=)2+bu^=’& f $(u ) w^
=
!& g$(u ) w^
=
’=0.
(2.7)
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If (u^=, v^=, w^=)  (u^, v^, w^) and (u^^=, v^^=, w^^=)  (u^^, v^^, w^^) as = tends to zero so
that, consistent with their leading-order formal expansions, one also has
the limits
v^= f $(u ) u^,
(2.8)
w^= g$(u ) u^,
u^{+ v^^!& f $(u ) u^^!+w^^’& g$(u ) u^^’=0,
v^^& f $(u ) u^^&
f "(u )
2
(u^)2+au^!& f $(u ) v^!& g$(u ) v^’=0,
w^^& g$(u ) u^^&
g"(u )
2
(u^)2+bu^’& f $(u ) w^!& g$(u ) w^’=0.
From (2.8), we can easily deduce that
{
v^= f $(u ) u^,
(2.9)
w^= g$(u ) u^,
u^{&[a&[ f $(u )]2] u^!!+2 f $(u ) g$(u ) u^!’&[b&[ g$(u )]2] u^’’
+
f "(u )
2
(u^2)!+
g"(u )
2
(u^2)’=0.
It is easy to see that, under the subcharacteristic condition (SC), (2.9) is
just the two-dimensional Burgers equation.
3. SOME ENERGY ESTIMATES
In this section, we derive some energy estimates which are crucial for the
proof of our main result.
First, we deduce the equation which U =({, !, ’) satisfies.
From (1.11)1 , we have
(V =& f $(u ) U =)!+(W =& g$(u ) U =)’=&=U ={ ,
{[(V =& f $(u ) U =)!+(W =& g$(u ) U =)’]!=&=U ={! , (3.1)[(V =& f $(u ) U =)!+(W =& g$(u ) U =)’]’=&=U ={’ .
Differentiating (1.11)1 with respect to {, we deduce
=2U ={{+=V
=
!{&=f $(u ) U
=
!{+=W
=
{’&=g$(u ) U
=
{’=0. (3.2)
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From (1.11)2 , (1.11)3 , we have
=V =!{=&aU
=
!!+ f $(u ) V
=
!!+ g$(u ) V
=
!’
&
=(V =& f $(u ) U =)!&
=2
2
f "(u )(U =)2!&=
3Q1( f )!
=
=&[a&[ f $(u )]2] U =!!+ f $(u )[V
=& f $(u ) U =]!!
+ f $(u ) g$(u ) U =!’+ g$(u )[V
=& f $(u ) U =]!’
&
(V =& f $(u ) U =)!&
=
2
f "(u )(U =)2!&=
2Q1( f )!
=
(3.3)
and
=W ={’=&[b&[ g$(u )]
2] U =’’+ g$(u )[W
=& g$(u ) U =]’’
+ f $(u ) g$(u ) U =!’+ f $(u )[W
=& g$(u ) U =]!’
&
(W =& g$(u ) U =)’&
=
2
g"(u )(U =)2’&=
2Q1(g)’
=
. (3.4)
Here
{
Q1( f )=
1
=3 {f (u +=U =)& f (u )&=f $(u ) U =&
=2
2
f "(u )(U =)2==O( |U =|3),
Q1(g)=
1
=3 {g(u +=U =)& g(u )&=g$(u ) U =&
=2
2
g"(u )(U =)2==O( |U =|3).
Substituting (3.3), (3.4) into (3.2), we get
=2U ={{&[a&[ f $(u )]
2] U =!!+2 f $(u ) g$(u ) U
=
!’&[b&[ g$(u )]
2] U =’’+U
=
{
&2=f $(u ) U ={!&2=g$(u ) U
=
{’+
1
2 f "(u )(U
=)2!
+ 12g"(u )(U
=)2’+=Q1( f )!+=Q1(g)’=0, (3.5)
and the corresponding initial data becomes
U =({, !, ’)| {=0=U =0(!, ’). (3.6)
For the Cauchy problem (3.5), (3.6), we have the following result.
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Theorem 3.1. Under the conditions of Theorem 1, if U =({, !, ’) is a smooth
solution to the Cauchy problem (3.5), (3.6) on the strip 6{1=[({, !, ’):
0{{1 , (!, ’) # R2] and U =({, !, ’) satisfies
B0= max
[0, {1]
B({) (3.7)
sufficiently small, then we have that there exists a sufficiently small constant
=0 such that for all 0<==0 ,
B({)+C({)C$0 C0 , 0{{1 . (3.8)
Here
C0=&(U =0 , V
=
0 , W
=
0)(!, ’)&H4(R2) , (3.9)
{
B({)=|
R 2 { :(i, j, k)0, i+ j+k4 =
2i |Dkt D
i
!D
j
’U
=|2 ({, !, ’)= d! d’,
C({)=|
{
0
|
R 2 { :(i, j, k)0, 1i+ j+k4 =
2(i&1) |Dkt D
i
!D
j
’U
=|2 (t, !, ’)= d! d’ dt,
(3.10)
and C$0>1 is a constant independent of {, !.
Theorem 3.1 will be proved by the following series of lemmas. The first
is concerned with the L2-norm estimates on the derivatives of the initial
data U =0(!, ’), i.e.,
Lemma 3.2. Under the condition of Theorem 1, we have, for each
(i, j, k)0, i+ j+k4,
|
R 2
|Dkt D
i
! D
j
’ U
=
0(!, ’)|
2 d! d’=&2kC1 &(U =0 , V =0 , W =0)(!, ’)&Hi+j+k (R2) .
(3.11)
Here C1 is a positive constant independent of =.
Proof. We only prove that (3.11) is true for the case k=2; the other
cases can be dealt with similarly.
In fact when k=2, we have from (1.13)1 that
=D i! D
j
’U
=
{{=&D
i
! D
j
’ V
=
!{+ f $(u ) D
i
!D
j
’U
=
!{
+D i!D
j
’ W
=
’{& g$(u ) D
i
!D
j
’U
=
’{ , (3.12)
D i+1! D
j
’ U
=
{=&D
i+2
! D
j
’ V
=+ f $(u ) D i+2! D
j
’U
=
+D i+1! D
j+1
’ W
=& g$(u ) D i+1! D
j+1
’ U
=, (3.13)
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and
D i!D
j+1
’ U
=
{=&D
i+1
! D
j+1
’ V
=+ f $(u ) D i+1! D
j+1
’ U
=
+D i! D
j+2
’ W
=& g$(u ) D i!D
j+2
’ U
=. (3.14)
Similarly, from (1.13)2 , (1.13)3 , we can deduce
D i+1! D
j
’ V
=
{=&
1
=
Di+2D j’(aU
=& f $(u ) V =)+
1
=
g$(u ) D i+1! D
j+1
’ V
=
&
1
=
D i! D
j
‘ {V
=
!& f $(u ) U
=
!
=
&
1
2
[ f "(%u +(1&%)(u +=U =))(U =)2]! = , (3.15)
and
D i!D
j+1
’ W
=
{=&
1
=
D i! D
j+2
’ (bU
=& g$(u ) W =)+
1
=
f $(u ) D i+1! D
j+1
’ W
=
&
1
=
D i!D
j
’ {W
=
’& g$(u ) U
=
’
=
&
1
2
[ g"(%u +(1&%)(u +=U =))(U =)2]’= . (3.16)
Substituting (3.13)(3.16) into (3.12) and letting {  0, we can immediately
get (3.11) from the assumptions of Theorem 1. This completes the proof of
Lemma 3.2.
Remark. Theorem 5.2 of [5] says that if f1(u, v) satisfies
f1vv(u , v )=0 (3.17)
on the equilibrium state (u , v )=(u , e(u )), then the condition (5.22)2 can
be removed while the same results also hold. But from our proof of
Lemma 3.2, we can deduce that to get the estimate (3.11), if f1vv(u , v )=0,
(5.22)2 in [5] can indeed be removed; however, an assumption similar to
that of (1.15)2 must be imposed.
Now we turn to obtaining the H 4(R2)-norm a priori estimates on
U =({, !, ’). To this purpose, we rewrite (3.5) through a coordinate transfor-
mation. It is worth while to point out that it is here that we must use the
subcharacteristic condition (SC) again.
From the subcharacteristic condition (SC), we know that the matrix
B(u )=\a&[ f $(u )]
2
f $(u ) g$(u )
f $(u ) g$(u )
b&[ g$(u )]2+
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is a positive definite matrix. Thus there exists an orthogonal matrix
A(u )=\a11(u )a21(u )
a12(u )
a22(u )+
such that
ABAT=\*1(u ) *2(u )+ (3.18)
with *2(u )>*1(u )>0.
Let (!$, ’$)=A(!, ’); we can then easily deduce that U =({, !$, ’$) satisfies
the equation
=2U ={{&*1(u ) U
=
!$!$&*2(u ) U
=
’$’$+U
=
{
&2=( f $(u ) a11(u )+ g$(u ) a12(u )) U ={!$
&2=( f $(u ) a21(u )+ g$(u ) a22(u )) U ={’$
+ 12 ( f "(u ) a11(u )+ g"(u ) a12(u ))(U
=)2!$
+ 12 ( f "(u ) a21(u )+ g"(u ) a22(u ))(U
=)2’$
+=(Q1( f ) a11(u )+Q1(g) a12(u ))!$
+=(Q1( f ) a21(u )+Q1(g) a22(u ))’$=0, (3.19)
and the corresponding initial data reduces to
U =({, !$, ’$)| {=0 =U =0(!$, ’$)
=U =0(a11(u ) !+a12(u ) ’, a21(u ) !+a22(u ) ’). (3.20)
For the Cauchy problem (3.19), (3.20), we first have
Lemma 3.3. Under the conditions of Theorem 1, we have, for each
(i, j, k)0, i+ j+k4,
|
R2
|Dkt D
i
!$ D
j
’$U
=
0(!$, ’$)|
2 d!$ d’$
=&2kC2 &(U =0 , V =0 , W =0)(!, ’)&Hi+j+k(R2) , (3.21)
and there exist constants Ci (u )>0, di (u )>0 (i=3, 4) such that
{C3(u ) B$({)B({)d3(u ) B$({),C4(u ) C$({)C({)d4(u ) C$({). (3.22)
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Here
{
B$({)=|
R 2 { :
i+j+k4
(i, j, k)0,
=2i |Dkt D
i
!$D
j
’$U
=|2 ({, !$, ’$)= d!$ d’$,
(3.23)
C$({)=|
{
0
|
R 2 { :
1i+j+k4
(i, j, k)0,
=2(i&1) |Dkt D
i
!$ D
j
’$U
=|2 (t, !$, ’$)= d!$ d’$ dt.
Thus to prove Theorem 3.1, we need only obtain a similar estimate on
U =({, !$, ’$). First we have
Lemma 3.4. Suppose that U =({, !$, ’$) is a smooth solution of the Cauchy
problem (3.19), (3.20) on the strip 6T ; then for each i0, j0, i+ j3,
0{T, we can obtain the following estimates:
(i) If i+ j1, we have
1
4 |R 2 |D
i
!$D
j
’$ U
=|2 d!$ d’$+
1
4
*1(u ) |
{
0
|
R 2
|D i+1!$ D
j
’$U
=|2 d!$ d’$ dt
+
1
4
*2(u ) |
{
0
|
R 2
|D i!$ D
j+1
’$ U
=|2 d!$ d’$ dt
|
R 2
|D i!$D
j
’$U
=
0 |
2 d!$ d’$+
=4
2 |R 2 |D
i
!$ D
j
’$ U
=
0{ |
2 d!$ d’$
+=4 |
R 2
|D i!$D
j
’$U
=
{ |
2 d!$ d’$+C5 |
{
0
|
R 2 {=2 |D i!$ D j’$ U ={ |2
+(=2+B$0) :
(i $, j $)(i, j), i $+ j $1
|D i!$D
j
’$U
=|2= d!$ d’$ dt. (3.24)
(ii) For i= j=0, we have
1
4 |R 2 |U
=| 2 d!$ d’$+
1
2
*1(u ) |
{
0
|
R2
|U =!$ |
2 d!$ d’$ dt
+
1
2
*2(u ) |
{
0
|
R 2
|U =’$ |
2 d!$ d’$ dt
|
R 2
|U =0 |
2 d!$ d’$+=4 |
R2
|U =0{ |
2 d!$ d’$+=4 |
R2
|U ={ |
2 d!$ d’$
+C$5 |
{
0
|
R2
[=2 |U ={ |
2+= |B$0 |54 ( |U =!$ |
2+|U =’$ |
2)] d!$ d’$ dt. (3.25)
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Here B$0=max[0, T] B$({) and C5 , C$5 are positive constants independent
of =, {, T.
Proof. We first prove (3.24). To this end, differentiating (3.19) with
respect to !$ i times and ’$ j times, multiplying the results by D i!$ D
j
’$ U
=,
and integrating the results with respect to ({, !$, ’$) over [0, {]_R2, after
some integrations by parts, we get
1
2 |
R2
|D i!$D
j
’$U
=|2 d!$ d’$+*1(u ) |
{
0
|
R 2
|D i+1!$ D
j
’$ U
=|2 d!$ d’$ dt
+*2(u ) |
{
0
|
R 2
|D i!$D
j+1
’$ U
=|2 d!$ d’$ dt
= 12 |
R2
|D i!$ D
j
’$U
=
0 |
2 d!$ d’$+=2 |
R2
(D i!$D
j
’$U
=
0)(D
i
!$D
j
’$ U
=
0{) d!$ d’$
&=2 |
R 2
(D i!$D
j
’$U
=)(D i!$D
j
’$U
=
{) d!$ d’$
+=2 |
{
0
|
R 2
|D i!$ D
j
’$U
=
{ |
2 d!$ d’$ dt
&2=l1(u ) |
{
0
|
R2
(D i+1!$ D
j
’$U
=)(D i!$D
j
’$U
=
{) d!$ d’$ dt
&2=l2(u ) |
{
0
|
R2
(D i!$D
j+1
’$ U
=)(D i!$D
j
’$U
=
{) d!$ d’$ dt
+ 12 l3(u ) |
{
0
|
R 2
(D i+1!$ D
j
’$U
=)(D i!$D
j
’$(U
=)2) d!$ d’$ dt
+ 12 l4(u ) |
{
0
|
R 2
(D i!$D
j+1
’$ U
=)(D i!$D
j
’$(U
=)2) d!$ d’$ dt
+= |
{
0
|
R2
(D i+1!$ D
j
’$U
=)
_[D i!$ D
j
’$(Q1( f ) a11(u )+Q1(g) a12(u ))] d!$ d’$ dt
+= |
{
0
|
R2
(D i!$D
j+1
’$ U
=)
_[D i!$ D
j
’$(Q1( f ) a21(u )+Q1(g) a22(u ))] d!$ d’$ dt
= :
10
i=1
Ii , (3.26)
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where
{
l1(u )= f $(u ) a11(u )+ g$(u ) a12(u ),
l2(u )= f $(u ) a21(u )+ g$(u ) a22(u ),
l3(u )= f "(u ) a11(u )+ g"(u ) a12(u ),
l4(u )= f "(u ) a21(u )+ g"(u ) a22(u ).
(3.27)
From the CauchySchwarz inequality, we have
I1+I2|
R 2
|D i!$D
j
’$ U
=
0 |
2 d!$ d’$+
=4
2 |R2 |D
i
!$D
j
’$ U
=
0{ |
2 d!$ d’$, (3.28)
I3
1
4 |R2 |D
i
!$ D
j
’$ U
=| 2 d!$ d’$+=4|
R 2
|D i!$ D
j
’$U
=
{ |
2 d!$ d’$, (3.29)
I5
1
4
*1(u ) |
{
0
|
R2
|D i+1!$ D
j
’$U
=|2 d!$ d’$ dt
+
4 |l1(u )|2
*1(u )
=2 |
{
0
|
R 2
|D i!$D
j
’$U
=
{ |
2 d!$ d’$ dt, (3.30)
I6
1
4
*2(u ) |
{
0
|
R2
|D i!$D
j+1
’$ U
=|2 d!$ d’$ dt
+
4 |l2(u )|2
*2(u )
=2 |
{
0
|
R 2
|D i!$D
j
’$U
=
{ |
2 d!$ d’$ dt, (3.31)
I7+I8
1
4
*1(u ) |
{
0
|
R2
|D i+1!$ D
j
’$ U
=|2 d!$ d’$ dt
+
1
4
*2(u ) |
{
0
|
R 2
|D i!$D
j+1
’$ U
=|2 d!$ d’$ dt
+\ |l3(u )|
2
4*1(u )
+
|l4(u )| 2
4*2(u ) + |
{
0
|
R 2
|D i!$D
j
’$[U
=]2|2 d!$ d’$ dt
=I11+I12+J1 , (3.32)
I9+I10I11+I12
+
=2
*1(u ) |
{
0
|
R2
|D i!$D
j
’$(Q1( f ) a11(u )+Q1(g) a12(u ))|
2 d!$ d’$ dt
+
=2
*2(u ) |
{
0
|
R2
|D i!$D
j
’$(Q1( f ) a21(u )+Q1(g) a22(u ))|
2 d!$ d’$ dt
=I11+I12+J2+J3 . (3.33)
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From (3.26), (3.28)(3.33), to complete the proof of (3.24), we need only
estimate Ji , i=1, 2, 3. We only estimate J1 in detail in the following, since
the rest can be done similarly.
Since 1i+ j3, we can deduce
D i!$ D
j
’$(U
=)2= :
(i $, j $)+(i", j")=(i, j), i"+ j"1
C(i $, j $)(D i $!$D
j $
’$ U
=)(D i"!$ D
j"
’$ U
=),
(3.34)
and as a consequence of i $+ j $2
sup
[0, {]
&D i $!$ D j $’$ U =&L(R 2) sup
[0, {]
&D i $!$ D j $’$ U =&H2(R2)- B$0 . (3.35)
Combining (3.34) with (3.35) gives
J1CB$0 :
(i $, j $)(i, j), i $+ j $1
|
{
0
|
R2
|D i $!$ D
j $
’$ U
=|2 d!$ d’$ dt. (3.36)
Similarly
JiC=2 :
(i $, j $)(i, j), i $+ j $1
|
{
0
|
R2
|D i $!$D
j $
’$ U
=|2 d!$ d’$ dt, i=2, 3.
(3.37)
Substituting (3.28)(3.33), (3.35)(3.37) into (3.26), we get (3.24).
Now we prove part (ii) of Lemma 3.4.
Multiplying (3.19) by U = and integrating the result over [0, {]_R2, after
some integrations by parts, we obtain
1
2 |
R2
|U =|2 d!$ d’$+*1(u ) |
{
0
|
R2
|U =!$ |
2 d!$ d’$ dt+*2(u ) |
{
0
|
R2
|U=’$|
2 d!$ d’$ dt
= 12 |
R 2
|U =0 |
2 d!$ d’$+=2 |
R2
U =0U
=
0{ d!$ d’$&=
2 |
R 2
U =U ={ d!$ d’$
+=2 |
{
0
|
R 2
|U ={ |
2 d!$ d’$ dt&2=l1(u ) |
{
0
|
R 2
U =!$U
=
{ d!$ d’$ dt
&2=l2(u ) |
{
0
|
R 2
U =’$U
=
{ d!$ d’$ dt
+= |
{
0
|
R 2
[(Q1( f ) a11(u )+Q1(g) a12(u )) U =!$
+(Q1( f ) a21(u )+Q1(g) a22(u )) U =’$] d!$ d’$ dt
= :
6
i=1
Ii . (3.38)
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Similar to the proof of (3.28)(3.31), we have
:
5
i=1
Ii|
R2
|U =0 |
2 d!$ d’$+=4 |
R2
|U =0{ |
2 d!$ d’$+=4 |
R 2
|U ={ |
2 d!$ d’$
+
1
4 |R2 |U
=|2 d!$ d’$+
1
2
*1(u ) |
{
0
|
R2
|U =!$ |
2 d!$ d’$ dt
+
1
2
*2(u ) |
{
0
|
R 2
|U =’$ |
2 d!$ d’$ dt
+2 \ |l1(u )|
2
*1(u )
+
|l2(u )| 2
*2(u ) + |
{
0
|
R2
=2 |U ={ |
2 d!$ d’$ dt. (3.39)
As to I6 , notice that Q1( f )=O( |U =| 3), Q1(g)=O( |U =|3), and we have
I6 C= |
{
0
|
R 2
[ |U =|3 |U =!$ |+|U
=|3 |U =’$ |] d!$ d’$ dt
C= |
{
0 {|R2 |U =|6 d!$ d’$=
12
{|R 2 [|U =!$ |2+|U =’$ | 2] d!$ d’$=
12
dt
C= |
{
0 {&U =&52L5(R 5) |R2 [|U =!$ |2+|U =’$ |2] d!$ d’$= dt
C= |B$0 |54 |
{
0
|
R2
[|U =!$ |
2+|U =’$ |
2] d!$ d’$ dt. (3.40)
Substituting (3.39), (3.40) into (3.38), we immediately get (3.25). Thus
the proof of Lemma 3.4 is completed.
Remark on (3.25). In [5], when the authors obtained the L2(R) a priori
estimate on w=(t, x), the term =2  t0 R |w
=(t, x)|2 dt dx appeared in the right-
hand side of (5.53) in [5]. However, such a term cannot be absorbed by
C(t) even though the term has =2 as a coefficient. But in our estimate (3.25),
such a term disappeared and hence the remaining terms of its right-hand
side can be absorbed by C$({).
Lemma 3.5. Suppose that u=({, !$, ’$) is a smooth solution to the Cauchy
problem (3.19), (3.20) defined on the strip 6T ; then for each (i, j, k)0,
i+ j+k3, 0{T, we have the estimate
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1
2
=2(k+1) |
R2
|D i!$ D
j
’$ D
k+1
{ U
=|2 d!$ d’$
+
1
4
=2k |
{
0
|
R2
|D i!$D
j
’$D
k+1
{ U
=|2 d!$ d’$ dt
+
=2k
2
*1(u ) |
R2
|D i+1!$ D
j
’$D
k
{ U
=|2 d!$ d’$
+
=2k
2
*2(u ) |
R2
|D i!$D
j+1
’$ D
k
{ U
=|2 d!$ d’$
C7 \ :
(i $, j $, k$)(i+1, j, k), i $+ j $+k$1
+ :
(i $, j $, k$)(i, j+1, k), i $+ j $+k$1+
_(=2+B$0) =2k$ |
{
0
|
R2
|D i $!$D
j $
’$ D
k$
{ U
=| 2 d!$ d’$ dt
+C6 &(U =0 , V
=
0 , W
=
0)&H i+j+k+1(R2) , (3.41)
where C6 , C7 are positive constants independent of =, {.
Proof. Differentiating (3.19) with respect to !$ i times, ’$ j times, and {
k times, multiplying the results by D i!$D
j
’$D
k+1
{ U
=, and integrating the
results over [0, {]_R2, after some integrations by parts, we deduce
1
2=
2 |
R 2
|D i!$D
j
’$D
k+1
{ U
=|2 d!$ d’$
+|
{
0
|
R2
|D i!$D
j
’$D
k+1
{ U
=|2 d!$ d’$ dt
+ 12*1(u ) |
R 2
|D i+1!$ D
j
’$D
k
{ U
=|2 d!$ d’$
+ 12*2(u ) |
R 2
|D i!$D
j+1
’$ D
k
{ U
=|2 d!$ d’$
= 12=
2 |
R 2
|D i!$D
j
’$D
k+1
{ U
=
0 |
2 d!$ d’$
+ 12*1(u ) |
R 2
|D i+1!$ D
j
’$D
k
{ U
=
0 |
2 d!$ d’$
+ 12*2(u ) |
R 2
|D i!$D
j+1
’$ D
k
{ U
=
0 |
2 d!$ d’$
& 12 l3(u ) |
{
0
|
R2
(D i!$D
j
’$ D
k+1
{ U
=)[D i+1!$ D
j
’$D
k
{(U
=)2] d!$ d’$ dt
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& 12 l4(u ) |
{
0
|
R2
(D i!$D
j
’$ D
k+1
{ U
=)[D i!$D
j+1
’$ D
k
{(U
=)2] d!$ d’$ dt
&= |
{
0
|
R2
(D i!$D
j
’$D
k+1
{ U
=)
_[D i!$D
j
’$ D
k
{[(Q1( f ) a11(u )+Q1(g) a12(u ))!$
+(Q1( f ) a21(u )+Q1(g) a22(u ))’$]] d!$ d’$ dt
= :
6
i=1
Ii . (3.42)
First, from Lemma 3.3, we have
I1+I2+I3=&2kC6 &(U =0 , V
=
0 , W
=
0)&Hi+j+k+1(R2) . (3.43)
Second, from the CauchySchwarz inequality, we have
I4 14 |
{
0
|
R 2
|D i!$D
j
’$ D
k+1
{ U
=| 2 d!$ d’$ dt
+ 14 |l3(u )|
2 |
{
0
|
R2
|D i+1!$ D
j
’$D
k
{(U
=)2|2 d!$ d’$ dt
=I41+I42 , (3.44)
I5 14 |
{
0
|
R 2
|D i!$D
j
’$ D
k+1
{ U
=| 2 d!$ d’$ dt
+ 14 |l4(u )|
2 |
{
0
|
R2
|D i!$D
j+1
’$ D
k
{(U
=)2| 2 d!$ d’$ dt
=I41+I52 , (3.45)
I6 14 |
{
0
|
R 2
|D i!$D
j
’$ D
k+1
{ U
=| 2 d!$ d’$ dt
+=2 |
{
0
|
R 2
|D i!$ D
j
’$D
k
{[(Q1( f ) a11(u )+Q1(g) a12(u ))!$
+(Q1( f ) a21(u )+Q1(g) a22(u ))’$]| 2 d!$ d’$ dt
=I41+I62 . (3.46)
Now we estimate I42 .
First, for each i+ j+k2, we have
sup
[0, {]
&D i!$ D
j
’$D
k
{ U
=&L(R2)  sup
[0, {]
&D i!$D
j
’$D
k
{ U
=&H 2(R2)
=&2k - B$0 . (3.47)
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On the other hand, for each 0i+ j+k3, we can deduce
D i+1!$ D
j
’$D
k
{(U
=)2
= :
i $+ j $+k$1
(i $, j $, k$)+(i", j", k")=(i, j, k),
C(i $, j $, k$)(D i $!$D
j $
’$ D
k$
{ U
=)(D i"!$ D
j"
’$ D
k"
{ U
=).
(3.48)
Combining (3.47) with (3.48), we deduce
I42C :
(i $, j $, k$)(i+1, j, k), i $+ j $+k$1
=&2(k&k$)B$0
_|
{
0
|
R 2
|D i $!$ D
j $
’$ D
k$
{ U
=|2 d!$ d’$ dt. (3.49)
Similarly, we can get
I52C :
(i $, j $, k$)(i, j+1, k), i $+ j $+k$1
=&2(k&k$)B$0
_|
{
0
|
R 2
|D i $!$D
j $
’$ D
k$
{ U
=|2 d!$ d’$ dt (3.50)
and
I62C \ :
i $+ j $+k$1
(i $, j $, k$)(i+1, j, k),
+ :
i $+ j $+k$1
(i $, j $, k$)(i, j+1, k), + =
&2(k&k$)+2
_|
{
0
|
R 2
|D i $!$ D
j $
’$ D
k$
{ U
=| 2 d!$ d’$ dt. (3.51)
Substituting (3.43)(3.46), (3.49)(3.51) into (3.42) and multiplying the
results by =2k, we get (3.41) immediately. This completes the proof of
Lemma 3.5.
With the above preparations in hand, we now prove Theorem 3.1.
Indeed, if U =({, !, ’) is a smooth solution to the Cauchy problem (1.13),
(1.14) on the strip 6T , then we can easily deduce that U =({, !$, ’$) satisfies
the Cauchy problem (3.19), (3.20) on the same strip 6T . Thus from
Lemmas 3.4 and 3.5, we can deduce that there exist an =0>0 and a
constant C0>0 which is independent of = such that if
{0<==0 ,&(U =0 , V =0 , W =0)&H 4 (R 2)C0 , (3.52)
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we have
B$({)+C$({)C8C 20 , 0{T. (3.53)
Here C8 is a positive constant independent of =, {, T.
Having obtained (3.53), we can immediately get (3.7) from Lemma 3.3.
This completes the proof of Theorem 3.1.
4. THE PROOF OF THEOREM 1
In this section, we prove our main result, Theorem 1. This will be done
by the following series of lemmas. First, we have the following results on
the global resolvability for the Cauchy problem (3.5), (3.6).
Lemma 4.1. Suppose that C0=&(U =0 , V
=
0 , W
=
0)&H4(R 2)<<1, independent
of =, is sufficiently small, then there exists a constant =0>0 such that for
each 0<==0 , the Cauchy problem (3.5), (3.6) admits a unique globally
smooth solution U =({, !, ’) and U =({, !, ’) satisfies
B({)+C({)C$0 C 20 (4.1)
for all {>0.
Proof. Fixing a sufficiently small positive constant d, we can choose C0
sufficiently small such that
C$0C 20<d
2. (4.2)
Since &U =0 &H 4(R2)C0<d, we have from the classical local existence
results that there exists a sufficiently small {1>0 such that the Cauchy
problem (3.5), (3.6) admits a unique smooth solution U =({, !, ’) on 6{1
and U =({, !, ’) satisfies
sup
[0, {1]
B({)d. (4.3)
Notice that d is sufficiently small, and we have from Theorem 3.1 that
there exists an =0>0 such that when 0<==0
sup
[0, {1]
[B({)+C({)]C$0 C 20<d
2. (4.4)
Then
&U =({1 , !, ’)&H4(R 2)<d. (4.5)
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With (4.5) in hand, taking U =({1 , !, ’) as initial data and employing the
local existence results again, we can extend U =({, !, ’) obtained above to
{=2{1 and U =({, !, ’) satisfies
sup
[0, 2{1]
B({)d. (4.6)
Similarly, by employing Theorem 3.1 again, we can conclude that when
0<==0 , U =({, !, ’) satisfies
sup
[0, 2{1]
[B({)+C({)]C$0C 20<d
2, (4.7)
and consequently
&U =(2{1 , !, ’)&H4(R 2)<d. (4.8)
Thus by employing the local existence results again, U =({, !, ’) can be
extended to {=3{1 .
Repeating the above procedure inductively, we can thus extend U =({, !, ’)
to all {>0. This completes the proof of Lemma 4.1.
The next lemma is concerned with the H 4(R2)-norm estimates on
(V =({, !, ’)), W =({, !, ’)).
Lemma 4.2. Suppose that (U =({, !, ’), V =({, !, ’), W =({, !, ’)) is a smooth
solution to the Cauchy problem (1.13), (1.14) defined on the strip 6T . Suppose
that for each 0{T
B({)+C({)C$0 C 20 . (4.9)
Then we have
sup
[0, T]
&(V =, W =)({, !, ’)&H4(R 2)C9(C$0 , C0), (4.10)
and
{|
T
0
|
R 2
|(V =& f $(u ) U =)({, !, ’)|2 d! d’ d{C10(C$0 , C0 , T ) =,
|
T
0
|
R 2
|(W =& g$(u ) U =)({, !, ’)| 2 d! d’ d{C11(C$0 , C0 , T ) =.
(4.11)
Here Ci , i=9, 10, 11, are independent of =.
Proof. We only prove that (4.10), (4.11) is true for V =({, !, ’); the rest
can be dealt with similarly.
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From (1.13)2 , (1.14), we can deduce
V =({, !, ’)
=exp \& {=2+ V =0 \!+
f $(u )
=
{, ’+
g$(u )
=
{+
&
a
= |
{
0
exp \s&{=2 + U =! \s, !&
f $(u )
=
(s&{), ’&
g$(u )
=
(s&{)+ ds
+
f $(u )
=2 |
{
0
exp \s&{=2 + U = \s, !&
f $(u )
=
(s&{), ’&
g$(u )
=
(s&{)+ ds
+
f "(u )
2= |
{
0
exp \s&{=2 + \U = \s, !&
f $(u )
=
(s&{), ’&
g$(u )
=
(s&{)++
2
ds
+|
{
0
exp \s&{=2 + Q1( f ) \s, !&
f $(u )
=
(s&{), ’&
g$(u )
=
(s&{)+ ds.
(4.12)
From (4.12), for 0i+ j+k3, we have
&D i!D j’ V =({, !, ’)&L2(R 2)
- 2 &D i!D j’V =0&L2(R2)+
- 2 a
= "|
{
0
exp \s&{=2 + D i+1! D j’U =
\s, !&f $(u )= (s&{), ’&
g$(u )
=
(s&{)+ ds"L2(R2)
+
- 2 | f $(u )|
=2 "|
{
0
exp \s&{=2 + D i!D j’U =
\s, !&f $(u )= (s&{), ’&
g$(u )
=
(s&{)+ ds"L2(R2)
+
- 2 | f "(u )|
2= "|
{
0
exp \s&{=2 + D i! D j’
_\U = \s, !&f $(u )= (s&{), ’&
g$(u )
=
(s&{)++
2
ds"L2(R 2)
+- 2 "|
{
0
exp \s&{=2 + D i!D j’ Q1( f )
\s, !&f $(u )= (s&{), ’&
g$(u )
=
(s&{)+ ds"L2(R2)
= :
5
i=1
Ii . (4.13)
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Now we estimate Ii , i # [1, 2, ..., 5].
First, we have
(I3)2=
2 | f $(u )|2
=4 |R 2 _|
{
0
exp \s&{=2 + D i!D j’U =
\s, !&f $(u )= (s&{), ’&
g$(u )
=
(s&{)+ ds&
2
d! d’

2 | f $(u )|2
=4 |R 2 {|
{
0
exp \s&{=2 +
_}D i!D j’U = \s, !&f $(u )= (s&{), ’&
g$(u )
=
(s&{)+}
2
ds
_|
{
0
exp \s&{=2 + ds= d! d’

2 | f $(u )|2
=2 |
{
0
exp \s&{=2 +
_{|R2 }D i!D j’U = \s, !&
f $(u )
=
(s&{), ’&
g$(u )
=
(s&{)+}
2
d! d’= ds
=
2 | f $(u )|2
=2 |
{
0
exp \s&{=2 +{|R2 |D i!D j’U =(s, !, ’)|2 d! d’= ds
2 | f $(u )|2 sup
[0, {] {|R2 |D i!D j’U =(s, !, ’)|2 d! d’=
2 | f $(u )|2 C$0C 20 .
Thus
I3- 2 | f $(u )| - C$0 C0 . (4.14)
Similarly, we can get
{
I1- 2 C0 ,
(4.15)
I2- 2 a= - C$0 C0 ,
I4
- 2
2
= | f "(u )| C$0C 20 ,
I5C12(C$0 , C0) =2.
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Substituting (4.14), (4.15) into (4.13), we get
&D i! D
j
’V
=({, !, ’)&L2(R2)C13(C$0 , C0), 0i+ j3, 0{T,
(4.16)
which means that (4.10) is true for V =({, !, ’) in the case 0i+ j3.
Now we consider the case i+ j=4. For brevity, we only treat the case
i=4. The other cases can be treated similarly.
When i=4, we have
V =!!!!({, !, ’)
=exp \&{=2 + V =0!!!! \!+
f $(u )
=
{, ’+
g$(u )
=
{+
+|
{
0
exp \s&{=2 +
dV =!!!
ds \s, !&
f $(u )
=
(s&{), ’&
g$(u )
=
(s&{)+ ds
+
1
=2 |
{
0
exp \s&{=2 + V =!!! \s, !&
f $(u )
=
(s&{), ’&
g$(u )
=
(s&{)+ ds
=exp \& {=2+\V =0!!!! \!+
f $(u )
=
{, ’+
g$(u )
=
{+
&V =0!!! \!+f $(u )= {, ’+
g$(u )
=
{+++V =!!!({, ’). (4.17)
From (4.17), we can easily deduce from (4.16) that
&V =!!!!({, !, ’)&L2(R2)C14(C$0 , C0), 0{T. (4.18)
Combining (4.16) with (4.18), we can conclude that (4.10) is true
for V =({, !, ’).
To complete the proof of Lemma 4.2, we need only verify that (4.11) is
true for V =({, !, ’). To this end, we have from (1.13)1 , (1.13)2 that
=(V =& f $(u ) U =)u{+[a+| f $(u )|2] U =!
&2 f $(u ) V =!+ f $(u ) g$(u ) U
=
’& g$(u ) V
=
’
& f $(u ) W =’+
V =& f $(u ) U =
=
&
1
2
f "(u )(U =)2&=Q1( f ), (4.19)
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with
(V =& f $(u ) U =)({, !, ’)| {=0=(V =0& f $(u ) U
=
0)(!, ’). (4.20)
From (4.19), (4.20) we deduce
(V =& f $(u ) U =)({, !, ’)
=exp \& {=2+(V =0& f $(u ) U =0)(!, ’)
&
a+[ f $(u )]2
= |
{
0
exp \&s&{=2 + U =!(s, !, ’) ds
+
2 f $(u )
= |
{
0
exp \&s&{=2 + V =!(s, !, ’) ds
&
f $(u ) g$(u )
= |
{
0
exp \&s&{=2 + U =’(s, !, ’) ds
+
g$(u )
= |
{
0
exp \&s&{=2 + V =’(s, !, ’) ds
+
f $(u )
= |
{
0
exp \&s&{=2 + W =’(s, !, ’) ds
+
f "(u )
2= |
{
0
exp \&s&{=2 + [U =(s, !, ’)]2 ds
+= |
{
0
exp \&s&{=2 + Q1( f )(s, !, ’) ds
= :
8
i=1
Ii . (4.21)
If we can prove that for each 0{T,
|
{
0
|
R 2
|Ii | 2 d! d’ ds=2C(C$0 , C0 , T ), i=1, 2, ..., 8, (4.22)
then we can easily deduce that (4.11) is true for V =({, !, ’).
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We only estimate I1 , I2 ; the rest can be estimated similarly. First, we
have
|
{
0
|
R 2
|I1 |2 d! d’ ds
=|
{
0
|
R 2
exp \&2s=2+ |(V =0& f $(u ) U =0)(!, ’)| 2 d! d’ ds
=&(V =0& f $(u ) U
=
0)(!, ’)&
2
L2(R2) |
{
0
exp \&2s=2+ ds

=2
2 |R 2 |(V
=
0& f $(u ) U
=
0)(!, ’)|
2 d! d’. (4.23)
This proves that (4.22) is true for i=1.
As to I2 , we have
|
{
0
|
R 2
|I2 |2 d! d’ ds
=
[a+[ f $(u )]2]2
=2 |
{
0
|
R 2 } |
t
0
exp \&s&t=2 + U =!(s, !, ’) ds }
2
d! d’ dt

[a+[ f $(u )]2]2
=2 |
{
0
|
R 2 {|
t
0
exp \&s&t=2 + |U =!(s, !, ’)|2 ds=
_{|
t
0
exp \&s&t=2 + ds= d! d’ dt
[a+[ f $(u )]2]2 |
{
0
|
R 2
|
t
0
exp \&s&t=2 + |U =!(s, !, ’)|2 ds d! d’ dt
=[a+[ f $(u )]2]2 |
{
0
|
R 2
|U =!(s, !, ’)|
2 |
{
s
exp \&s&t=2 + dt d! d’ ds
[a+[ f $(u )]2]2 =2 |
{
0
|
R 2
|U =!(s, !, ’)|
2 ds d! d’
[a+[ f $(u )]2]2 C$0C0 =2.
This implies that (4.22) is true for i=2. Thus we have verified that (4.22)
is true for i=1, 2. Similarly, we can prove that (4.22) is true for i=3, 4, ..., 8.
This completes the proof of Lemma 4.2.
With the above results in hand, we now turn to proving our main result,
Theorem 1.
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First, from the classical local existence results, for each (U =0 , V
=
0 , W
=
0)
(!, ’) # H4(R2), we have that there exists a sufficiently small {1>0
such that the Cauchy problem (1.13), (1.14) admits a unique smooth
solution (U =, V =, W =)({, !, ’) on the strip 6{1 , where {1 depends only on
&(U =0 , V
=
0 , W
=
0)(!, ’)&H4(R2) . Suppose that such a solution has been extended
up to the time {=T>{1 ; if one can get
sup
[0, T]
&(U =, V =, W =)({, !, ’)&H 4(R2)C15(T )<, (4.24)
then (U =, V =, W =)(t, !, ’) can be extended to the time {=+ and hence
the existence of the global smooth solution will be established.
Notice that if (U =, V =, W =)({, !, ’) is a smooth solution to the Cauchy
problem (1.13), (1.14) on the strip 6T , U =({, !, ’) solves the Cauchy
problem (3.5), (3.6). But from Lemma 4.1, we have that if C0=
&(U =0 , V =0 , W =)(!, ’)&H 4(R2) is sufficiently small, there exists an =>0 such
that when 0<==0 , for each T>0, we have
B({)+C({)C$0 C 20 , 0{T. (4.25)
Furthermore, with (4.25) in hand, we have from Lemma 4.2 that
sup
[0, T]
&(V =, W =)({, !, ’)&H4(R 2)C9(C$0 , C0). (4.26)
The inequalities (4.25), (4.26) imply that (4.24) is true for each fixed
T>0 provided that C0 is sufficiently small and 0<==0 . Thus
(U =, V =, W =)({, !, ’) can be extended globally and for each fixed T>0,
0{T, (U =, V =, W =)({, !, ’) satisfies the estimates
{
B({)+C({)C$0C 20 ,
(4.27)
sup
[0, T]
&(V =, W =)({, !, ’)&H 4(R 2)C9(C$0 , C0),
|
T
0
|
R2
|(V =& f $(u ) U =)({, !, ’)| 2 d! d’ d{C10(C$0 , C0 , T ) =,
|
T
0
|
R2
|(W =& g$(u ) U =)({, !, ’)|2 d! d’ d{C11(C$0 , C0 , T ) =.
This completes the proof of the global existence part of Theorem 1.
Now we consider the strong convergence of the globally smooth solution
sequence (U =, V =, W =)({, !, ’) obtained above as =  0.
First, from (4.27)1 , we have
&U =({, !, ’)&2H 4(R2)+&U
=({, !, ’)&2H 1(R +_R2)C$0 C
2
0 ; (4.28)
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thus there exist a function U({, !, ’) with &U({, !, ’)&2H1(R +_R2)+
&U({, !, ’)&2H 4(R2)C$0C
2
0 and a subsequence [U
=k ({, !, ’)] such that
U =k ({, !, ’)  U({, !, ’), (4.29)
strongly in L2(R+_R2) as =k  0.
Furthermore, from (4.27)3 , (4.27)4 , we have
{(V
=k& f $(u ) U =k)({, !, ’)  0,
(W =k& g$(u ) U =k)({, !, ’)  0,
(4.30)
strongly in L2loc(R
+_R2) as =k  0.
Combining (4.29) with (4.30), we can conclude that there exists a pair of
functions (V({, !, ’), W({, !, ’)) satisfying &(V, W)({, !, ’)&H 4(R2)< such
that
(U =k, V =k, W =k)({, !, ’)  (U, V, W)({, !, ’), (4.31)
strongly in L2loc(R
+_R2) as =k  0 and
{V({, !, ’)= f $(u ) U({, !, ’),W({, !, ’)= g$(u ) U({, !, ’). (4.32)
Noticing
=4 |
{
0
|
R 2
|U ={{(s, !, ’)|
2 ds d! d’  0,
{=2 | {0 |R 2 [ |U ={! | 2+|U ={’ |2](s, !, ’) ds d! d’  0, (4.33)=2 | {
0
|
R 2
[ |Q1( f )! |2+|Q1(g)’ |2](s, !, ’) ds d! d’  0,
we have from (3.5) that
U{&[[a& f $(u )2] U!!&2 f $(u ) g$(u ) U!’+[b& g$(u )2] U’’]
+ 12 f "(u )(U
2)!+
1
2 g"(u )(U
2)’=0. (4.34)
This completes the proof of the convergence part of Theorem 1, and conse-
quently, the proof of Theorem 1.
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