We identified certain assumptions implicit in two divergent approaches to studying vocal affect signaling. The "covariance" model assumes that nonverbal cues function independently of verbal content, and that relevant acoustic parameters covary with the strength of the affect conveyed. The "configuration" model assumes that both verbal and nonverbal cues exhibit categorical linguistic structure, and that different affective messages are conveyed by different configurations of category variables. We tested these assumptions in a series of two judgment experiments in which subjects rated recorded utterances, written transcripts, and three different acoustically masked versions of the utterances. Comparison of the different conditions showed that voice quality and F0 level can convey affective information independently of the verbal context. However, judgments of the unaltered recordings also showed that intonational categories {contour types) conveyed affective information only in interaction with grammatical features of the text. It appears necessary to distinguish between linguistic features of intonation and other {paralinguistic) nonverbal cues and to design research methods appropriate to the type of cues under study.
INTRODUCTION
Past research on the effects of speaker affect on the acoustic speech signal has generally followed one of two broad approaches which might be characterized as experimental versus descriptive. The experimental tradition employs a variety of methods to assess the communicative force of the suprasegmental aspects of speech, such as fundamental frequency, loudness, and voice quality. These methods include (1 } the measurement of acoustic variables in natural or simulated affective speech (Williams and Stevens, 1972; Scherer et al., 1973; Bezooijen and Boves, 1983) , and {2) the assessment of listener attributions of speaker affect on the basis of auditory samples in which particular cues have either been {a) isolated by means of masking procedures (Stark-guistic analysis in order to discover minimal contrasts of stress and intonation (such as "fall" versus "fall rise") in otherwise identical utterances, and treats this analysis as a prerequisite to understanding the expression of affective meaning. To the extent that such descriptions have considered speaker affect, they have done so in two ways. First, they have provided lists of affective nuances conveyed by specific intonational choices in specific linguistic contexts (e.g., O'Connor and Arnold, 1961); second, they have often invoked a distinction between "linguistic" (grammatical, categorical) and "paralinguistic" (affective, gradient) aspects of the suprasegmental part of the speech signal, the latter being excluded from most descriptions. General principles underlying the specific affective nuances are usually stated (if at all) in vague, unverifiable terms, and the theoretical basis of the linguistic-paralinguistic distinction has never been made clear (for a discussion see Ladd, 1980 , Chap. 5).
The most obvious difference between these two approaches is methodological, and given the unsatisfactory results of both, believers in one approach might be inclined to blame the methods of the other. In our view there is a more substantive difference: the two approaches make different theoretical assumptions about the nature of nonverbal vocal signaling. (We have discussed this question more thoroughly in Ladd et al., in press; cf. also Ladd and Cutler, 1983 .) Further progress in this area, and particularly the ability to account for discrepant results, depends on identifying these theoretical assumptions and testing their consequences empirically.
Experimental studies that search for acoustic cues to affective meaning by "controlling" verbal content operate on the assumption that those cues form a kind of parallel channel to the text of an utterance, and that the meaning of that channel is superimposed on the meaning of the text in an essentially additive way. This implies that listeners ought to be able to judge affect from the suprasegmental structure that remains in filtered or otherwise degraded speech signals.
By contrast, many linguistic descriptions implicitly reject the parallel channel approach, assuming instead that intonation conveys specific affective meanings only in conjunction with specific linguistic features of the text; segmental and suprasegmental do not constitute two parallel channels, but are integral parts of a unified message. This implies that identical suprasegmental cues may be interpreted very differently depending on the text with which they are used (cf. Cutler, 1977) .
A related difference has to do with the way in which the two approaches model the association between acoustic cues and affectire message. The kinds of measures usually applied to the acoustic cues in experimental studies (mean F 0, regression lines through F0 contours, etc.) are consistent with a statistical model in which listener judgments are based on the covariance of continuous variables with the type and extent of the speaker's affectire state. For example, it assumes that if acoustic cues to anger can be identified, then those cues will be present to a greater degree in utterances that convey more anger than in those that convey less. By contrast, almost all linguistic descriptions assume. that intonation involves a number of categorical distinctions, analogous to contrasts between segmental phonemes or between grammatical categories. This means that in statistical terms affecrive judgments are based on configurations of category variables, not scalar covariance. Acoustic parameters are not seen primarily as cues to concrete affectire meanings like happiness or fear, but to phonological categories like "fall"; the specific affective message conveyed by an utterance is an interpretation, an active inference by the listener based on the total configuration of the linguistic choices in the context (e.g., Pike, 1945; Bolinger, 1984) . • Of course, to the extent that linguistic descriptions assume the existence of scalar paralinguistic cues, the distinction between the two approaches is blurred. The two models themselves, however, are clearly distinguishable and appear to play a considerable part in influencing the way investigators think about issues related to nonverbal vocal communication. We will refer to the two in what follows as the "covariance model" and the "configuration model," respectively.
The study reported here experimentally tested some of the theoretical assumptions of the two general positions just sketched. For the most part we have concentrated on intonation and voice quality. By the former we mean gross (and, as we argue, linguistically systematized) patterns o• F0. The latter, voice quality, we operationally defined as those correlates of laryngeal and supralaryngeal settings Which appear as characteristic patterns of energy distribution in the spectrum (for a good review, see Laver, 1980) . We are aware that other aspects of speech, such as tempo, loudness, frequency and pattern of pausing, as well as regional and social characteristics, all contribute to the overall impression that a spoken utterance conveys. Differences of approach comparable to those we discuss here may be found in the study of these other characteristics as well; we believe that the pattern of our results can be usefully generalized beyond the specific questions investigated here.
The study proceeded in three stages. In the first stage, we compared affective judgments based on the original recordings of a set of utterances with judgments based on just the transcripts. In the second stage of the study, we considered the assumption of the covariance approach that the nonverbal aspects of an utterance convey information about the speaker's affective state largely independently of the information in the text (the parallel channel assumption). We did this by selecting a subset of the utterances and testing the extent to which affective judgments obtained in the preliminary stage were preserved when the acoustic signals of the utterances were degraded or masked in various ways which also destroy the intelligibility of the text. Finally, in the third stage of the study, we tested two assumptions of the configuration approach: that the interpretation of intonation depends on its categorical linguistic structure, and that the same intonational category may convey different affective meanings in conjunction with different texts. We did this through statistical analyses of the affective judgments obtained in the first two stages of the study.
I. FIRST STAGE--ESTABLISHING THE AFFECTIVE

FORCE OF VOCAL CUES
In this stage of the study we obtained judgments of the affective force of 66 recorded utterances taken from a corpus of spontaneous speech. We also obtained judgments based on transcripts of the same utterances. Comparison of the two sets yielded a number of cases in which the judgments differed considerably; in these we assumed that the nonverbal cues were essential to the message conveyed by the spoken utterance, and from this smaller set we selected the utterances to be used to in the second stage of the experiment. In addition, the preliminary stage was used to assess the reliability of our method for measuring the affective force of utterances.
A. Method
Speech material
Stimulus utterances were taken from a corpus of taperecorded interviews between male German social agency workers and two male amateur actors playing the roles of clients . The interviews took place in a recording studio set up as an office, and the original recordings were made on high-quality audio tape with professional equipment. For the purposes of this study, excerpts of these recordings were digitized (at 16 kHz with a 7.5-kHz antialiasing filter), which made it possible for utterances to be cleanly cut from their context using a waveform editing program (Standke, 1981) . The digitized versions were also used for stimulus preparation in stage two of the study.
A total of 66 utterances spoken by agency work•rs were selected as stimuli. Utterances from 11 different speakers were used, the number of utterances per speaker ranging from 4 to l l. All utterances were complete sentences between 5 and 25 syllables long (mean length = 11 syllables), spoken rapfdly and colloquially. None contained overlapping speech by the client. All the utterances were questions, roughly half wh-questions and half yes/no questions. Most of the utterances were routine questions dealing with the bureaucratic background of an unemployment compensation case. 2 In several instances identical or nearly identical working was used in two or more utterances.
Our intention in using such relatively unemotional stimuli was to avoid studying the acoustic correlates of extreme rage, grief, or joy. Everyday experience suggests that people can make finely differentiated attributions of speaker affect on the basis of extremely subtle cues; this was the focus of our interest.
Rating form
So far there are no established measures for the affective force of vocal utterances. Linguists have attempted to describe the affective force in terms of speech act analysis employing mostly introspective approaches emphasizing speaker intention (Austin, 1962; Searle, 1969} . In psychology emphasis is on the measurement of the affective force in terms of the impressions of listeners or observers. Since these impressions are subjective internal events, they can only be measured in the form of self-reports of the observers. The method usually employed to obtain standardized self-reports is the use of rating scales.
We constructed a rating form for use in all stages of the study. 
aggressiv (AGGRESSIVE). 3
For each stimulus, subjects were requested to mark with one or two Xs all those adjectives which seemed to them appropriate descriptions of the inferred speaker affect (two Xs signifying that the adjective was seen as an extremely appropriate description}. In addition to or instead of selecting from the nine adjectives, they could write a description of the speaker's attitude using their own words. As it turned out, subjects usually selected only one or two adjectives per utterance, used two Xs in only about 9% of these selections, and generally did not resort to free descriptions. Since the number of the latter was so small, we made no further use of them in analyzing the results. For each utterance, we assigned a score on each of the nine adjectives by averaging the responses (one or two Xs} across subjects. 4
Since rating scales assess internal subjective impressions, it is not possible to assess reliability as for other test instruments. The use of test/retest reliability is not possible since the impressions may change very quickly and are dependent on situational factors. The use of agreement between two judges cannot be used since it is expected that the subjective impressions of different judges will vary as a function of a number of variables including personality, task set, and other conditions. This is not to say, however, that ratings of subjective impression are random. Generally, one uses the average of the ratings of a group ofjudges in order to obtain a stable estimate for the mean or average subjective impression in that group. The stability of such group means can be assessed by correlating the mean ratings for two groups of different raters for the same set of stimuli..
Procedure/n the full audio condition
There were 32 subjects, predominantly psychology students at the University of Giessen and all native speakers of German. They were divided into two groups of 16, each consisting of eight males and eight females. In this and all subsequent stages of the study, subjects were either paid a small sum or were given credit toward a course requirement that they participate in experiments.
The full audio stimuli, as the term implies, were unmodified recordings of the 66 utterances, prepared digitally as described above. To avoid making the experimental session too long, we split the utterances into two sets and presented each set to only one of the two groups of subjects. Eleven of the utterances were used in both sets, so that the agreement between the two groups of subjects could be subsequently assessed. All stimuli were presented through headphones; each utterance was heard twice and then rated. Half of the subjects in each group heard their respective set of utterances in reverse order.
Subjects were told that the stimuli were questions from social agency interviews that had been recorded with the consent of both the agency worker and the client. They were also told that all the utterances were spoken by the agency workers, not the clients. Subjects were asked to judge each utterance on the basis of its "tone" or "the way it sounds to you." The adjectives on the rating sheet were characterized as "adjectives that are frequently used to describe the tone of spoken utterances."
Procedure in the transcript condition
For this experimental condition, written transcripts of the 66 utterances were produced. No attempt was made to indicate pauses or colloquial pronunciation. The written sentences neither started with a capital letter nor ended with either a period or question mark, since these might have suggested an intonation.
The subjects were 24 students who had not taken part in the full audio condition, divided into two groups of 12 (six males and six females). As in the full audio condition, subjects were told that the sentences were questions asked by social agency workers and were instructed to judge the "tone" of each utterance. The stimuli were divided into two sets exactly corresponding to the two sets used in the full audio condition, and presented to the two groups of subjects, respectively.
B. Results and discussion
The correlations between the two groups of raters across the 11 utterances they shared, for both the full audio and the transcript conditions, are shown in Table I . As we said above, the agreement between the two groups provides an estimate of stability of group mean. The very high correla- Given the high agreement between the two groups of subjects, we combined the mean ratings for the total set of utterances. For the 11 shared utterances a weighted mean was computed. The data in the transcript condition were treated in the same way and intercorrelations between the full audio and the transcript ratings were obtained. For only one of the adjectives, aggressive, was a significant correlation found (r = 0.43, p < 0.001). This suggests that in this corpus there were verbal, textual •ues to aggressiveness as well as vocal cues.
Nevertheless, the lack of a strong intercorrelation pattern between the two sets of ratings for the other adjectives shows that nonverbal vocal cues are essential for•the communication of affective force. Also, subjects frequently commented that the transcript task was difficult and unreasonable. This was not true for the full audio condition. All this suggests that nonverbal information played a crucial role in signaling the affect conveyed by the full audio spoken utterances. While this conclusion is hardly surprising, it should be emphasized that it does not in itself represent evidence for either of the theoretical positions outlined in the Introduction. The fact that the nonverbal part of the utterance is crucial for speaker judgments of affect does not necessarily mean that the signaling is direct and context independent.
II. SECOND STAGE--INVESTIGATING COVARIANCE ASSUMPTIONS
The second stage of the study attempted to investigate to what extent individual acoustic parameters directly evoke affective judgments and to what extent they have meaning only in conjunction with verbal content. In particular, we wanted to distinguish between F0 cues and voice quality cues, since even traditional linguistic descriptions give reason to believe that voice quality is more likely to convey affect according to the parallel-channel assumption of the covariance model. The method chosen was the use of several content masking techniques which degrade or mask specific acoustic cues and isolate or emphasize others.
Stimulus material
Since four judgment conditions were to be used in this stage, the number of utterances had to be reduced to keep the judges' task manageable. In order to capture the differences in the judgments of affective force of the utterances obtained in stage one, we based the selection of the reduced set of utterances in part on a multivariate similarity analysis. Cluster analyses were run using three different techniques (Ward's method, single linkage, group average) and using both full audio and transcript ratings in different analysis conditions. The different inclusion criteria made little difference to the overall pattern of the results. For both rating conditions (though with a clearer pattern for the full audio ratings) two main clusters formed. The denser one was broadly positive (i.e., containing utterances characterized by high scores on friendly, relaxed, and understanding), while the more scattered one was broadly negative (i.e., containing utterances characterized by high scores on impatient and insecure).
On the basis of these cluster analyses, we selected 12 utterances from the broadly positive cluster and 12 from the broadly negative cluster for use in the signal masking experiment. To ensure that our stimuli were utterances in which the attribution of affect was largely dependent on the vocal cues, we chose only utterances that had high scores on either the positive or negative adjectives in the full audio condition and low scores on those adjectives in the transcript condition. We also made our selection so as to achieve a good balance of speakers and a good balance between utterances with rising and falling intonation contours. We prepared four different versions of these 24 utterances for presentation as stimuli: the original full audio, and three different acoustic degradations or distortions chosen in an attempt to mask or eliminate different combinations of acoustic cues.
The three degradations were the following: a. Low-pass filtered. The aim of this condition was to filter out the verbal content and the voice quality, but leave the fundamental frequency (F0) contour. Commonly used electronic content-filterihg techniques use a single cutoff frequency of about 500 Hz, with a rolloff of between 30 and 40 dB/oct. While this destroys intelligibility, it is probable that it still leaves some voice quality information in the signal. Consequently, we set the cutoff frequency for each utterance at its own highest F0 value (usually around 130 Hz, and always with at least 60 dB/oct rolloff}. The result of this procedure was still recognizably speech, but the sound was much more "muffled" than ordinary (500 Hz cutoff) content-filtered speech, and it was not possible to distinguish individual voices unless they were markedly different in overall level and range. As intended, the F 0 contour was still clearly recognizable in this condition.
b. Random spliced. This technique was originally developed to render speech unintelligible while retaining more characteristics of individual speakers' voice quality than is the case with low-pass filtering (Scherer, 1971 (Scherer, , 1982 . Specifically with regard to nonverbal cues, random splicing destroys the temporal organization and continuity of the F0 contour and the overall energy envelope, while retaining information about overall F0 level and range, and especially retaining most of the spectral cues to voice quality.
Each digitized utterance was cut into segments of 3 l0 ms (about three phonetic segments), with adjacent segments overlapping by 3 ms. The overlapped portions were linearly attenuated to zero amplitude to avoid the subsequent introduction of transients. These speech segments were then recombined in a random order. As many as eight different random orders were produced, and the one that was judged by laboratory staff to sound the most like continuous natural speech was used as the stimulus. In contrast to the filtered stimuli, individual voices were easily identifiable in this condition.
c. Reversed. Random splicing creates its own artifacts, including a "choppy" sound and possibly a new intonation contour; in addition, it occasionally leaves fragments of old words and creates illusions of new ones. A pilot study (Silverman et al., 1983) in which subjects judged more than one random-spliced version of the same utterance suggested that any effects of different intonation contours or word fragments were negligible. However, to control for the effects of the temporal disruption, we included another masking condition which left the voice quality intact, namely reversed speech. This retains both the voice quality and temporal continuity; as with random splicing, the reversed stimuli permitted easy speaker recognition. The reversed stimuli were prepared digitally.
The most serious potential artifact with reversed speech is the creation of a new intonation contour. Since many of the original contours had their highest F0 on the first accented syllable, the corresponding reversed contours had, in effect, very emphatic high final peaks. Acoustically speaking, that is, reversed speech retains information about overall F 0 level and range, but perceptually this apparent "final emphasis" may give the impression of a greater range than in the original. We will return to this point below. order of blocks were systematically varied across subjects to reduce order effects. However, the full audio block was always presented last to minimize fatigue, since those judgments had been reported by subjects in the pilot experiment to be the easiest.
The subjects were 18 students who had not participated in earlier parts of the study, divided into two groups of nine. The full group consisted of nine males and nine females. The same rating form was used as in the full audio and transcript conditions, and subjects were given the same information about the nature and source of the recorded utterances. The purpose of the acoustic masking was described as "permitting judgments of the tone of the questions as independently as possible of the words." The three masking conditions were briefly described and an example of each was played before the start of the actual judgment session.
B. Results and discussion
In order to increase the stability of the ratings, we collapsed those that correlated highly with each other. On the basis of the correlational patterns for both the set of full audio ratings of all 66 utterances and the set of 24 utterances in the four signal masking conditions, we combined three pairs of adjectives, shown in Table II , and chose new labels for ease of reference. As the correlation coefficients in Table   II show, these pairs are relativel. y highly intercorrelated. To ensure that this would not lead to overlooking important patterns of results, we computed all of the subsequent analyses with all of the individual adjectives as well as with the scales. The analyses with the individual adjectives did not show any patterns of results that were different from these combined scales. Consequently, only the results for the latter are reported below, plus those for the two unpaired adjectivesoeolite and insecure.
Comparison of the four conditions
The judgments were analyzed to see which aspects of affective force were retained by the various degradations. Table III shows those scales for which the ratings in any of the four conditions correlated with each other. The dearest trends aie {i} One or both of the masking conditions that retain voice quality (reversed and random spliced) correlated significantly with full audio judgments on every scale. Thus all aspects of affect represented in the rating form were to a large extent directly communicated by voice quality cues, independently of the text and despite gross distortions of the F0 and energy contours. This is strong evidence that much affective information is conveyed by voice quality, i.e., spectral energy distribution, independent of intonation and text.
{ii} At the same time, although the reversed and random spliced conditions were intended to retain voice quality, they exhibited very little correlation with each other. This presumably reflects the fact that the two masking conditions alter the suprasegmental structure in different ways, as discussed above, and consequently each introduces different artifacts. The significant correlation for aroused might well be explainable by a particularly redundant encoding of general (iii) Filtered versions showed only one significant correlation with full audio judgments, for polite. This contradicts many previous studies which find that electronically filtered stimuli retain a large part of the affective information contained in the original speech (for a review see Scherer, 1979}. This contradiction suggests that normally used filtering techniques still retain enough spectral information for subjects to be able to infer affect, and that our extreme low-pass filtering procedure much more clearly isolates F0. At the same time, the significant correlation forpolite indicates that the very low cutoff frequency used to produce the stimuli did not eliminate all information from the signal. Subsequent analyses reported in the next section suggest that the relevant cue to politeness in the filtered stimuli may be F 0 level.
Summary'
This experiment shows that even when the text of unemotional speech is artificially rendered unintelligible in various ways, it is possible for much of the affective meaning to remain in the acoustic signal. This tends to confirm the assumption of the covariance model that at least some of the affective force of an utterance can be seen as a parallel channel of nonverbal acoustic cues that Convey affect in a direct and context-independent way. However, this pattern of results was only found for those masking conditions in which voice quality cues were retained. These were also the conditions in which F 0 contours were mutilated or reversed. In the low-pass filtering condition, in which F0 contours were left intact and were clearly audible, only one of the five scales showed a correlation with the full audio condition. If we were to interpret these results strictly according to the parallel channel assumption of the covariance approach, we would be forced to conclude that the F0 contour contributes little to the affective message of the overall utterance. This is certainly counterintuitive, and contradicts a good deal of past research. This apparent contradiction arises because the use of the signal masking technique does not address one of the basic assumptions of the configuration model, namely that intonational cues signal affect only in conjunction with the text. In order to investigate this assumption, we carried out the analyses described in the next section of the paper.
III. THIRD STAGE--EVIDENCE FOR COVARIANCE AND CONFIGURATION
In this stage of the study we carried out a number of further statistical analyses on the judgments obtained in the first two stages. The primary aim of these analyses was to show two things: (1 } that given appropriate hypotheses about the categorical organization of intonation, F0 cues can indeed be shown to play a significant role in conveying affect; and (2} that even those aspects of F0 that apparently fall outside the realm of categorical linguistic organization, such as overall level and range, may nevertheless act as cues to affect only in the presence of other information in the signal. We restricted these analyses 'to features of F0 for several reasons: first, because it was the one aspect of the signal which was fairly unambiguously isolated in the masking study (viz., in the low-pass filtered condition}, and because it The analyses were performed to investigate and compare the extents to which hypothesized categorical and gradient features ofF0 could account for the ratings of the affective face of the stimuli. The analysis technique most suitable for this purpose is multiple regression, since it allows the joint assessment of the contributions to the variance in a dependent variable by both categorical and continuous independent variables. Before discussing the procedure chosen, we will describe the definitions used for both categorical and gradient variables in this study. 
General procedure
The utterances were cross-classified according to question type and contour type. Contours were classified as either rise or fall, as described above; questions were classified as either wh-questions or yes/no questions. 6 This class/ficat/on yielded a two-factor-design: intonation (fall versus rise) by question type (wh versus yes/no) with 14, 18, 15, and 16 utterances per cell. These factors and their interactions were included in a multiple regression analysis using effects coding (this is mathematically equivalent to an analysis of variance; see Cohen and Cohen, 1975 Table IV shows those parameters that accounted for a significant amount of the variance in the judgments of the full audio .versions of the utterances. The relative contributions of category and gradient variables is not the same in each of the five affect scales; in fact, for only three of the scales do the judgments seem to be based on both types of cues. Taken together, the patterns in the results confirm the assumptions of both the configuration and covariance models, but at the same time reveal them to be differentially appropriate to different types of speaker affect.
Consider first of all the challenging scale. As can be seen from Fig. 1 , listeners' judgments seemed to be based primarily on the interaction of intonational category with question type, irrespective of F0 level and range: high ratings on this scale were evoked only by the combination of falling intona-. t/on with yes/no questions. The other three combinations had very low ratings. Thus this aspect of the affective force cannot be attributed to intonation alone. (Figure 1 also makes clear that the appearance of "intonation" and "question type" for this affect scale in Table IV is only an artifact because the larger interaction effect is so asymmetrical.) The communication of this type of affect follows the configuration model. The aroused scale shows the opposite type of result.
Here F 0 standard deviation and mean F 0 account for a sizeable amount of the variance, whereas there is no significant contribution from the categorical variables. Thus, neither intonation, nor question type, nor their interaction has any effect on the judgment of the speaker's arousal. As predicted by the covariance approach, a number of empirical studies have shown that physiological arousal of the speaker, presumably because of increased laryngeal tension, leads to increased mean F0 and/or F0 variability. The present results seem to imply that judges may utilize these functional relationships in inferring speaker arousal.
A third type of pattern is evident in the agreeable and polite scales. Here both the interaction between intonation and question type, and also mean F0, affect the judgments. The means on which interactions are based are shown in Fig.  l(b) and (c) . The most important point about the interactions is that they seem to reflect the traditional descriptions of "normal" or "unmarked" intonation for the two question types. The supposedly "normal" combinations of intonation and question type (i.e., falling wh-questions and rising yes/ bp<O.01.
•p<O.001.
no questions) were judged as polite and agreeable, while the opposite "marked" combinations (which occurred just as often in our corpus) were rated much more negatively. This 
Multiple regress/on for 24 utterances in the signal masking conditions
Multiple regression analyses of the same type were run for the ratings in the signal masking conditions. Since only a subset of 24 utterances was used in this study, the distribution of question types was slightly skewed, and we decided not to use question type and interaction with intonation in the regression analyses. The independent variables used in the regression analyses were therefore mean F0, standard deviation ofF0, and intonation (rise versus fall). The results of these regressions, again listing only the parameters with a significant contribution to the variance, are shown in Table   V Table IV ) is replicated remarkably well (except for question type and interaction which could not be analyzed in this condition). This replication provides further evidence for the stability of the ratings of affective force used in this study as well as for the effects discussed above. As for the signal masking conditions, mean F0 and standard deviation account for a high percentage of the variance in both the reversed and random-spliced conditions, indicating that judges made use of these parameters in judging some of the scales, particularly insecure and aroused. As in the full audio conditions, higher F0 mean and standard deviations are seen as signs of insecurity and arousal. In the random-splicing condition, as in both full audio conditions, higher mean F0 is associated with lower agreeableness ratings. It is striking that even though the F0 parameters accounting for a sizeable proportion of the variance in these judgments were retained and are clearly audiblein the lowpass filtered stimuli, they did not account for the ratings in this condition. This strongly suggests that judges find it difficult to use F0 related parameters in isolation as cues to speaker affect. It seems highly likely that the voice quality correlates of increased laryngeal tension, changes in spectral energy distribution arising from differences in glottal pulse shape, are perceptually more relevant than pure F0 for the inference of affective information in speech.
The absence of correlations in the filtered condition may lead to the impression that the low-pass filtering procedure used in this study was too extreme to retain any of the information-carrying F 0 features. However, some of the other F 0 related parameters measured but not reported here (see footnote 5) account for a rather high proportion of the variance in the politeness judgments in the filtered condition (floor and high/low, together accounting for 39.8% of the variances p < 0.01). This may well explain whypolite was the only scale for which we found a significant correlation between the ratings in the filtered and full audio conditions (see Sec. II B 1; Table IlI stage of the study also suggests a distinction between categorical and continuous variables in the way F0 is used to communicate affect. This provides some justification for the distinction between "linguistic" and "paralinguistic" aspects of intonation that is widely assumed in linguistic descriptions.
IV. CONCLUSION
The present study has investigated some of the underlying assumptions of past work on how affect is signaled in speech, and has shown that features of both the "covariance" and the "configuration" models must be included in any adequate general account.
The preliminary stage of the study, in which judgments of recorded utterances were compared with judgments of written transcripts, made clear that the nonverbal aspects of the speech signal contribute crucially to the communication of speaker affect. The second stage, in which the acoustic stimuli were artificially rendered unintelligible, showed that affective force may be conveyed by the nonverbal features alone. As assumed in the "covariance model," the nonverbal cues appear to function independently of, and in parallel with, any affective information in the text. At the same time, the experiment also showed that it is important to distinguish between different types of nonverbal features. In parfl-cular, it showed that the parallel-channel model may apply to voice quality better than it does to F0 contours.
In the third stage of the study, further analyses showed that the affective signaling functions ofF0 depend in part on specific combinations of sentence type and contour type. This provides evidence for the existence of categorical linguistic organization of F0, and more generally for the assumption that affective signaling may depend on configurations of category variables. However, it is also important to distinguish linguistic and paralinguistic features ofF0, since overall F0 level and range, unlike contour type, do show "covariance" effects on affect judgments.
In order to make progress beyond these rather general conclusions, it will be necessary to go beyond such methods as signal degradation and correlational analyses, and to manipulate acoustic stimuli in a much more focused way. In particular, the existence of extensive interactions between different nonverbal variables and between the nonverbal variables and the text would appear to require experimental techniques that modify nonverbal variables while leaving other aspects of the speech signal intact. For F 0 this can now be done relatively easily and successfully by means of linear predictive resynthesis (Markel and Grfiy, 1976) . Using this technique, it is possible to precisely modify the F0 contour of an utterance without changing the timing, energy, or segmental structure, so as to create systematically differentiated stimuli for judgment experiments. We are currently using resynthesized stimuli to study the interaction of voice quality and F0 range, and preliminary results suggest that the technique has considerable promise. Given the important effects of discourse context on may aspects of F0 range (Menn and Boyce, 1982), it will be necessary to extend such studies in the direction of more complex types of discourse.
In addition to more appropriate research paradigms, this field of study urgently needs clearly stated hypotheses. A prerequisite for the development of such hypotheses would seem to be a clarification of the conceptual muddle that characterizes the notion of speaker affect. The pattern of results reported in this paper leaves little doubt that there are several clearly distinct types of affective messages and that there are major differences between these types in terms of the acoustic cues involved and the nature of the inference processes. At the very least, we see a need for a distinction between transitory physiologically based states and conscious intentions to communicate through the use of a spoken utterance. Somewhat simplified, one might assume the covariance model to be more adequate in cases where the influence of biological factors on the acoustic realization of an utterance can be expected, whereas the configuration model, on the other hand, may be more appropriate when sociocultural and linguistic conventions seem to dominate. 7
The derivation of hypotheses, the design of specific research operations, and the method and techniques to be used in a study, all need to be tailored to the underlying model and its assumptions. Since it seems highly likely that one cannot choose to accept one and reject the other model, we need to design studies in which it is possible to jointly assess the respective contribution of both of these models. Given the association between the two models and the methodological preferences of different disciplines (in particular, psychology and linguistics}, there is a clear need for interdisciplinary research.
