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Correspondence concerning this article should be addressed to William S. Hall or James R. Booth, Department of Psychology, University of Maryland, College Park, Maryland 20742. 1986 Maryland 20742. , 1987 . In the present study we sought to remedy this situation by designing a task for measuring knowledge of the cognates of think and know while simultaneously varying the dimensions of word frequency in established counts of the English language (Carroll, Davies, & Richman. 1971) and the level of meaning conceptual difficulty (Frank & Hall, 1991) . In short, we expected the degree of children's knowledge of these cognitive words to correlate highly with reading achievement percentiles.
Many researchers have investigated the acquisition of cognitive words in children, including believe, think, know, remember, forget, guess, and pretend (e.g., Johnson & Maratsos, 1977; Macnamara, Baker, & Olson, 1976; Miscione, Marvin, O'Brien, & Greenberg, 1978) . However, even high school and college students have incomplete knowledge of certain more complex cognitive words, such as interpret, infer, conclude, and assume . The literature shows that the development of the internal state lexicon is a very gradual process depending on the particular cognitive words to be learned. For example, many cognitive words are polysemous, and this imposes a constraint on children's acquisition of cognitive words. Frank and Hall (1991) proposed that certain cognitive words have a hierarchy of level of meaning that is characterized by increasing abstractness and conceptual difficulty. Frank and Hall proposed that the cognitive internal state lexicon adheres to a structure that involves six levels of meaning that demand an increasing amount of internal processing: (a) registering an experience perceptually, (b) determining the familiarity of an experience and embedding it in a factual network, (c) understanding interconnections among concepts, (d) making presuppositions about the experience explicit, (e) commenting on how internal processing is being done, and (f) assessing future intention, which implies an understanding and integration of past events. Frank and Hall referred to these six levels as perception, memory, understanding, evaluation, metacognition, and planning. Frank and Hall found that as the level of meaning increased the verbal frequency in natural discourse of know decreased for both adult and child. Hughes (1985) obtained similar results with a comprehension task that assessed cognitive word knowledge in 3-, 6-, and 9-year-old children. Frank and Hall (1991) then tried to incorporate the cognitive word think into their level of meaning hierarchy. They found that evaluation was used most often and that the other five levels of meaning were statistically undifferentiated for both children and adults. Furthermore, Frank and Hall found that young children more frequently used know before think, thus suggesting that know may have a lower level prototypical meaning than think. On the basis of these findings, Frank and Hall hypothesized that prototypical meanings are acquired first, but cognitive words whose prototypical meanings are of a lower level (e.g., know) are mastered semantically earlier than are cognitive words whose prototypical meanings are of a higher level (e.g., think).
Certain cognitive words have several pragmatic functions as well as semantic meanings, and this may encourage children to develop metalinguistic knowledge. Semantic use of a cognitive word occurs when it contributes directly to the intended meaning of an utterance (e.g., "Sally knows the answer"). In contrast, pragmatic use contributes indirectly, if at all, to the meaning of an utterance, such as a conversational device (e.g., "You know, I need to go to the store"; Hall & Nagy, 1986) . Because cognitive words appear to have more meanings and functions than do words that name objects, events, or situations, exposure to cognitive words may help children to develop metalinguistic abilities, such as realizing that a word is only a symbol for its referent, that context determines the polysemous nature of words, and that language can be an object of thought. Children are also likely to generalize this knowledge of multiple meanings to other lexical domains and to consciously compare different levels of meaning within and among lexical domains. The enrichment of knowledge regarding the different meanings of one cognitive word and the relationships among the meanings of different cognitive words may raise children's consciousness of distinctions that the relationships make and of the processes the cognitive words designate, which may lead the children to more reflection on and mastery of their knowledge system. All of these processes seem to be critical for high-level text understanding.
Because each cognitive word has several functions and because cognitive words label very abstract, inaccessible, and subtle mental states, a child's acquisition of cognitive words may be highly dependent on linguistic input. Scholnick and Hall (1991) similarly concluded that "conscious awareness of mental states and the refinement of that awareness is made possible by socialization into the folk psychology of a culture through language" (p. 435). Unfortunately, children are rarely exposed to cognitive words either as spoken by parents or teachers (Hall, Nagy, & Linn, 1984; Smith & Meux 1970) or in written form (Carroll et al., 1971; Thomdike & Lorge, 1944) . For example, Astington (1991) found that junior high school science textbooks rarely contained cognitive words. Epistemic verbs, such as explain, hypothesize, infer, and interpret, were absent, and believe occurred only once. This deficiency is particularly disturbing because many text-based academic skills require the cognitive monitoring that cognitive words label. "What schooling appears to provide is competence in talking about text, about questions, about answers, in a word, competence with a metalanguage" (Olson & Astington, 1990, p. 563) .
Researchers suggest that a child's acquisition of cognitive words is highly dependent on the verbal frequency with which the adults around them use cognitive words. Beeghly, Bretherton, and Mervis (1986) found significant correlations between the use of cognitive words by adults and by children age 13-28 months (r = .39 to r = .63). Hall et al. (1987) found significant correlations between the use of cognitive words by adults and by children age 4 years 6 months to 5 years (r = .52 to r = .62). Several researchers also suggest that the different contexts in which a cognitive word appears in text may refine its definitions and functions (Olson & Astington, 1986; Olson & Hildyard, 1981; Robinson, Goelman, & Olson, 1983) , because the difference between two cognitive words may be highlighted when they appear in the same sentence (Robinson, 1980) . Together, this research suggests that cognitive word knowledge emerges from exposure to verbal and written forms of these words.
Researchers also suggest that cognitive word knowledge may be an essential prerequisite for high-level text understanding. However, this relationship has been investigated in only three studies Olson & Torrance, 1986 . First, Olson and Torrance (1987) found that justifying answers by referring to the text was significantly correlated with cognitive word knowledge for third graders (r = .80) but not for first graders (r = .17). Second, Olson and Torrance (1986) found that cognitive word knowledge in third graders was significantly correlated with the third graders listening comprehension score on a test that measured inferences drawn from a story (r = .45). Finally, Olson and Torrance (1986) found that a total combined score on four cognitive word tasks correlated significantly with vocabulary ability, conversation ability, and reading ability in 5-to 7-year-old children (r = .38 to r = .61).
Our thinking is in accordance with the findings of Torrance (1986, 1987) because we argue that an understanding of the semantic and pragmatic uses of cognitive words should enhance a reader's vocabulary knowledge base, which is a key element in text understanding (e.g., Dixon, LeFevre, & Twilley, 1988; Eldredge, Quinn, & Butterfield, 1990) . However, knowledge of cognitive words, to a greater extent than other vocabulary, seems to be centrally involved in reading comprehension. For example, it is essential to differentiate between what a character thinks and what a character knows to interpret a text. Cognitive words can provide a medium through which a character's mental states can be interpreted and through which the past, present, and future goals and motives of that character can be analyzed. Cognitive words allow the reader to designate and reflect on what is true or false, real or unreal, ambiguous or clear while he or she attempts to understand a text; therefore, cognitive words seem to have special salience for the understanding and evaluating of written language.
The first aim of the present investigation was to test the hypothesis that cognitive word knowledge is highly related to high-level text understanding. We predicted that cognitive word knowledge would correlate more highly with the verbal than the quantitative and more highly with the vocabulary than the reading comprehension achievement percentiles. Furthermore, we predicted that both low-frequency and high-frequency cognitive words would correlate with verbal abilities but low frequency cognitive words would correlate significantly higher. Our second purpose was to investigate the hierarchical taxonomy of cognitive words proposed by Frank and Hall (1991) . We predicted that (a) cognitive word knowledge would increase with age, (b) acquisition of the cognates of think would occur earlier than acquisition of cognates of know, and (c) high levels of meaning would be acquired after low levels of meaning.
Method

Participants
Participants represented elementary, middle, high school, and college levels. The grade school students attended separate male and female private schools in the Washington, DC metropolitan area. There were 31 fifth graders (M = 11.3; SD = OS), 32 seventh graders (M = 12.7; SD = OS), and 21 tenth graders (M = 15.6; SD = 0.5). Because of disruptive testing conditions for the seventh graders, we decided to eliminate their data. The mean ages between of the male and female students within grades was not significantly different, therefore their data was combined for presentation. The 70 college students, (M = 19.9; SD = 1.6) attended the University of Maryland and participated in the study to fulfill an introductory psychology course requirement. All of the students completed the study, except for 2, of the original 33, fifth graders who were feeling ill and went to the nurse's office. These 2 students completed only 20% of the study, so we discarded their data.
Materials
Standardized achievement percentiles. The latest Educational Records Bureau (ERB; Educational Testing Service, 1992) independent school norm percentiles were obtained from the school records of the grade school students. The ERB subscores included verbal (combined vocabulary and reading comprehension) and quantitative. All scores were obtained by an anonymous and confidential method. The college students supplied their subscores on the Scholastic Aptitude Test (SAT) and their grade point average (GPA) with the verifiable documentation (i.e., academic transcript and SAT score stub). The SAT subscores included verbal (combined vocabulary and reading comprehension) and quantitative.
Cognitive word task. The cognitive word task was modeled after one used by Astington and Olson (1990) and consisted of 24 short stories (four to seven sentences). Each cognitive word passage was written to be syntactically and semantically simple, to ensure the assessment of cognitive word knowledge, rather than reading comprehension abilities. Twelve stories contained the cognitive word think, and 12 contained the cognitive word know. Of those 12 stories, 2 stories characterized each of the 6 levels of meaning for think and for know (Frank & Hall, 1991) . Of those 2 stories, there was 1 story with a low-frequency and 1 with a high-frequency replacement cognitive word. Each replacement cognitive word was contained within one of four multiple-choice sentences after the passage. Given the context of the story, the student had to choose the appropriate replacement cognitive word that accurately represented the level of meaning of think or know in the passage. The following are two examples of low-frequency replacement cognitive words. The first represents the perception level, whereas the second represents the evaluation level.
Jeff just received a new dog and dog whistle for his birthday. Whenever Jeff blows the whistle, his dog comes to him. The whistle is so high pitched that Jeff cannot hear it. Dogs can hear high pitch sounds that people can not hear. Dogs have better ears than people. The dog knows when the whistle blows.
(A)
The dog comprehends when the whistle blows. (W The dog recalls when the whistle blows. (Cl The dog apprehends when the whistle blows.
CD)
The dog perceives when the whistle blows.
Chris leaves a candy bar on the kitchen counter by mistake. While Chris is outside, his mother finds the candy bar and puts it in a drawer. When Chris comes home his candy bar is not on the counter. On his way to his room, he sees a wrapper of the same kind of candy on his brother's floor. Chris thinks that his brother ate his candy bar.
(4
CC)
0%
Chris infers that his brother has eaten his candy bar.
Chris comprehends that his brother has eaten his candy bar. Chris conceives that his brother has eaten his candy bar. Chris contemplates that his brother has eaten his candy bar.
The following are two examples of high-frequency replacement cognitive words. The first represents the memory level, while the second represents the metacognition level.
Sally and Joni just finished watching a movie at the movie theater. They were talking about the movie on their walk home. Sally asked Joni the name of the hero in the movie. During the movie, Joni thought the hero had a neat name. Know and think were chosen as the polysemous words in this study for several reasons. First, several studies have focused on the acquisition of know and think (e.g., Johnson & Maratsos, 1977; Macnamara et al., 1976; Olson & Torrance, 1986) . Second, know and think have been shown to be the most frequently used cognitive words in a child's lexicon (Beeghly et al., 1986; Hall et al., 1984; Shatz, Wellman, & Silber, 1983) . Third, the levels of meaning of know and think have already been defined and partially empirically studied (Frank & Hall, 1991; Hall et al., 1987; Hughes, 1985) .
We chose the list of candidate replacement cognitive words for know and think from published studies on cognitive words Hall & Nagy, 1986) and from Roget's Thesaurus ofEnglish Words and Phrases (Roget, 1987) . Cognitive words were divided by three independent judges into the six levels of meaning according to their typical use. The three raters were graduate students who were familiar with the Frank and Hall (1991) level of meaning hierarchy. If the three raters did not agree on the level assigned to the particular cognitive word, that cognitive word was discarded from the candidate list. Frequencies of these candidate cognitive words were collected from the Hall et al. (1984) spoken language corpus, the Thomdike and Lorge (1944) written word corpus, and the Carroll et al. (197 1) school textbook corpus.
The low-and high-frequency replacement cognitive words were randomly chosen from a candidate cognitive word list created in the following manner. The most and least frequent words in each level of meaning were considered outliers and were eliminated from the candidate list. Then, each level was divided in half according to the median-frequency cognitive word (from Carroll et al., 1971 ) and this median-frequency cognitive word was eliminated from the candidate list. High-frequency cognitive words were operationally defined to be similar if they had a frequency difference of less than 1,000 words per 5 million words. Lowfrequency cognitive words were operationally defined to be similar if they had a frequency difference of less than 150 words per 5 million words. Therefore, two groups, one low-and the other high-frequency, separated by the median, were formed.
The distractor items were also randomly chosen from the candidate cognitive word list. For each question, distractor frequency matched correct answer frequency according to the above operational definitions of frequency similarity. For the four middle levels of meaning, one distractor item was randomly chosen from the level of meaning immediately below, and two distractor items were randomly chosen from the level of meaning immediately above. For the lowest level of meaning, two distractor items were randomly chosen from the level of meaning immediately above, and one distractor item was randomly chosen from two levels of meaning above. For the highest level of meaning, two distractor items were randomly chosen from the level of meaning immediately below, and one distractor item was randomly chosen from two levels of meaning below. We evaluated all candidate distractor cognitive words to determine whether they fit syntactically within the distractor sentence; if they did not, they were discarded. Table  1 contains a list of the levels of meaning of think and know as well as the appropriate replacement cognitive words.
The order of the passages in the cognitive word task began with high frequency and there were 4 alternating blocks (6 passages each) of high and low frequency; within each block the level of meaning increased from perception to planning. This specified organization was chosen over randomization, because this structure provided simplicity. By having the cognitive word task begin with high-frequency and low level of meaning we ensured that the reader was not initially discouraged by unsuccessful performance. In addition, we clustered low-or high-frequency cognitive word passages to enable symmetry in the distractor items. Because the distractor items were similar among same-frequency cognitive word passages, the student was not unnecessarily confused by a multitude of distractor items. After all, the purpose of the cognitive word task was for us to assess cognitive word knowledge, not reading comprehension or test-taking strategies.
Procedure
The cognitive word task was administered to groups of fifth graders and tenth graders in their regularly scheduled classes and to the college students in a group setting at the University of Maryland. We read aloud the instructions, which were printed on the first page of the task booklet. We then answered all questions asked by the students. The task took a maximum of 25 min to complete, and all students finished within the allotted time.
Because the cognitive word task was developed for this project, its reliability had to be determined. To this end, alpha and itemtotal correlations were computed for cognitive word total scores and subscores. An alpha reliability of .60 or greater is recommended for basic research with broad band instruments (Nunnally, 1978) . The overall reliability of the cognitive word task was high (a = .74). Furthermore, 5 out of the 6 alpha reliability coefficients for the main effects were greater than .53 (see Table 2 for reli-ability coefficients of the main effect variables). Unfortunately, the levels of understanding ((r = -.30) and planning (a = -.03) were not sufficiently reliable to include in further analyses. As expected, the alphas for the cognitive word total were lower within-grades because of the reduced variability: for fifth graders, (Y = .42; for tenth graders, a = 64; and for undergraduates, ff = .50.'
Results
The aims of this research were (a) to investigate the relationship between cognitive word knowledge and text understanding as revealed through reading achievement percentiles and (b) to apply a model of the development of the internal state lexicon to cognitive word knowledge (Frank & Hall, 1991) as measured by a multiple-choice task.
To confirm the hypothesized strong relationship between cognitive word knowledge and reading comprehension, we computed correlations using cognitive word total, highfrequency cognitive words, low-frequency cognitive words, and achievement percentiles (see Table 3 ). There were many significant correlations between the cognitive word total and achievement percentiles. We tested these correlations between cognitive word total and achievement percentiles for significant differences with Steiger's (1980) t test for dependent rs. For all groups combined, the correlation involving cognitive word total was statistically higher with verbal percentiles (r = .49) than it was with quantitative percentiles (r = .32), t( 118) = 2.07, p < .05. In addition, the cognitive word total correlation was statistically higher with vocabulary percentiles (r = .56) than it was with reading comprehension percentiles (r = .44), t( 102) = 1.89, p < .05, one-tailed. Convergent discriminant construct validity was revealed by the finding that cognitive word total correlated statistically higher with verbal percentiles than with quantitative percentiles and higher with vocabulary percentiles than with reading comprehension achievement percentiles. Furthermore, there was evidence that the correlations between low-frequency cognitive words and achievement percentiles were higher than the correlations between highfrequency cognitive words and achievement percentiles (see Table 3 ). The combined correlations for verbal, t( 118) = 2.48, p < .05, and quantitative, t(118) = 2.08, p < .05, achievement percentiles were statistically higher for lowfrequency cognitive words than they were for highfrequency cognitive words. However, the combined correlations for vocabulary, r( 102) = .49, and reading comprehension, r(102) = .35, achievement percentiles were statistically comparable with low-and high-frequency cognitive words. The observed differences in these correlations cannot be accounted for by ceiling effects on the highfrequency cognitive words because the variability of highfrequency cognitive words was greater than that for the low-frequency cognitive words.
Because the academic ability of grade school students was statistically similar, student selection biases did not account for any observed developmental differences. Com-parisons of verbal, quantitative, vocabulary, and reading comprehension achievement percentiles revealed no significant differences in achievement percentiles between the fifth graders and the tenth graders, all (ts < .49) in absolute value. Table 4 displays the means and standard deviations for the ERB independent school norm percentiles for the grade school students and the SAT percentiles for the college students.
Furthermore, the reading difficulty of the cognitive word passages was not related to any of the observed differences in cognitive word knowledge because four 2 (high vs. low frequency) X 2 (think vs. know cognates) X 2 (high vs. low level of meaning) analyses of variance (ANOVAs) with the readability index, the Fog index, the average number of syllables per word, and the average number of words per sentence as dependent variables revealed no significant differences, all Fs(1, 121) < 3.97, ps > .08. For all ANOVAs, perception and memory were combined to form the low level of meaning category, and evaluation and metacognition were combined to form the high level of meaning category so that we could attain at least four cognitive word passages per comparison group, which represents the number of passages necessary for sufficient reliability. In addition, the reading difficulty of the cognitive word passages did not account for the mean percentage correct difference observed between cognitive word passages. Correlations between the mean percentage correct for the cognitive word passages and the above reading difficulty indices for those passages were nonsignificant within each grade level and across all grade levels, all (TS < .14, ps > .25). Therefore, we could not attribute any observed subscale differences to the reading difficulty of the passages.
As mentioned earlier, the cognitive word passages that we constructed were very simple so that we could assess only cognitive word knowledge. The readability indexes of 16 (out of 24) cognitive word passages were less than the fifth-grade level and the readability indexes for all 24 cognitive passages were below the eighth-grade level. These low readability indexes suggest that reading comprehension abilities, as opposed to cognitive word knowledge, were a minor factor in the students' performance on these passages.
To confirm our predictions as reviewed in the introduction, we computed a 3 (grade; third, fifth, or college) X 2 (high vs. low frequency) X 2 (think vs. know cognates) X 2 (high vs. low level of meaning) ANOVA. Grade was the only between-subjects factor in all of the ANOVAs to be reported; all other variables were within-subjects. The means and standard deviations for cognitive word task subscales are presented in Table 5 . In computing these scores, we subtracted 0.33 for each wrong answer to correct for student guessing, and any negative scores were converted to 0 because negative scores do not make conceptual sense. In addition, all subscale scores were converted to a percentage correct so that we could compare subscales with a different number of passages within them.
For this ANOVA, all main effects were significant. Percentage correct for low level of meaning (M = .69) was significantly greater than that for high level of meaning (M = .57), F( 1, 119) = 26.09, p < .OOl. Percentage correct for high-frequency cognitive words (M = .67) was significantly greater than that for low-frequency cognitive words (M = .58), F(1, 119) = 12.82,~ < .OOl. Percentage correct for think (M = .70) was significantly greater than that for know (M = .56), F(1, 119) = 31.59, p < ,001. Finally, percentage correct in cognitive word total for younger students was lower than that for older students, F(2, 119) = 98.03, p < .OOl. Post hoc Scheffe comparisons ((Y = .05) indicated that fifth graders (M = .37) scored significantly lower in percentage correct than did tenth graders (M = .66), who also scored significantly lower than the undergraduates (M = .75).
The Think versus Know X Level of Meaning interaction was not significant, F( 1, 119) = 1.58, p > .20. However, the Think versus Know X Level of Meaning X Grade interaction was significant, F(2, 119) = 12.45, p < .OOl (see Figure 1) . Between-grades Scheffe comparisons revealed developmental differences on all cognitive word subscales. Within-grade Scheffe comparisons indicated that low level of meaning think was higher in percentage correct than were other subscales for the fifth graders, and high level of meaning know was lower in percentage correct than were other subscales for the undergraduates; whereas none of the subscales were significantly different in percentage correct for the tenth graders.
The Think versus Know X Frequency interaction was not significant, F( 1, 119) = 3.65, p > .06. However, the Think versus Know X Frequency X Grade interaction was significant, F(2, 119) = 7.30, p < .OOl (see Figure 2) . Betweengrades Scheffe comparisons revealed developmental differences on all cognitive word subscales. Within-grade Scheffe comparisons indicated that high-frequency think was significantly higher in percentage correct than were the other subscales for the fifth graders. High-and low-frequency think cognates were significantly higher in percentage correct than were high-and low-frequency know cognates for the undergraduates, but there were no significant differences in percentage correct for the tenth graders. Together, for the two significant three-way interactions, all of the significant developmental differences in percentage correct on the cognitive word subscales were either between the fifth graders and the tenth graders or between the fifth graders and the undergraduates. No significant differences were observed between the tenth graders and the undergraduates. This suggests that there may be a period of accelerated cognitive word acquisition after fifth grade and before the tenth grade.
The Frequency X Level of Meaning interaction, F(1, 119) = 17.02, p < .OOl, and subsequent Scheffe comparisons revealed that at high frequencies, high (M = .66) and low (M = .69) levels of meaning did not differ significantly in percentage correct, whereas at low frequencies high level of meaning (M = .47) was significantly lower in percentage correct than was low level of meaning (M = .70). Altematively, high and low frequency did not significantly differ in percentage correct for low level of meaning, but they did for high level of meaning; low frequency was significantly lower in percentage correct than was high frequency. The Frequency X Level of Meaning X Grade interaction was not significant F(2, 119) = 1.02, p > .20.
Because the limited number of passages in the cognitive word task prevented the analysis of all four levels of meaning with the frequency and think versus know variables, a 3 (grade) X 4 (level of meaning) ANOVA was computed. This analysis revealed significant main effects for grade, F(2, 119) = 93.23, p < .OOl, and level of meaning, F(3, 119) = 9.69, p < .OOl. However, there was no significant interaction, F(6, 119) = 1.62, p > .lO. Post hoc Scheffe comparisons ((Y = .05) indicated that perception (M = .67) and memory (M = .72) were significantly greater in percentage correct than were metacognition (M = .54) and evaluation (M = .54). The Scheffe comparisons of the grade main effect have been reported earlier in this section.
In summary, cognitive word knowledge increased with age, low levels of meaning were acquired before high levels of meaning, high frequency cognitive words were acquired before low frequency cognitive words, and cognates of think were acquired before cognates of know. However, the order of acquisition of cognitive words depended on a complex interaction involving these factors. Namely, high-frequency think cognates and low level of meaning think cognates were acquired earlier. Most important, cognitive words were positively correlated with achievement percentiles, and the correlations were significantly higher for verbal percentiles than for quantitative percentiles as well as higher for vocabulary percentiles than for reading comprehension percentiles.
Discussion
The design of our study was important and expands our knowledge of the relationship between cognitive words and reading comprehension for several reasons. First, most research on cognitive word comprehension has been done with children under 8 years of age (except . Second, there have been only two studies in which researchers assessed knowledge of more than three cognitive words or cognates of them at one time Olson & Torrance, 1986) . Third, in only three studies have researchers empirically related cognitive words to reading comprehension Olson & Torrance, 1986 . Fourth, we used a multiplechoice exam to assess cognitive word knowledge, which is more accurate than using frequency of verbal expression as the measure of the child's knowledge (Anglin, 1986; Benedict, 1978; Clark & Hecht, 1982; Goldin-Meadow, Seligman, & Gelman, 1976) . Finally, the development of theories of word meaning on the basis of abstract verbs is unusual; in most experimental investigations of word meaning researchers have used concrete nouns to test psychological theories of word meaning (for an exception see Miller & Johnson-Laud, 1976) , and these noun-based theories do not easily generalize to other types of words, such as abstract nouns, verbs, adjectives, and function words (Carey, 1982; Gamham, 1985; Scholnick, 1987) . As was reviewed in the introduction, Frank and Hall (1991) developed a level of meaning hierarchy of increasing abstractness and conceptual difficulty, ranging from perception to planning. The present study provides some support for the Frank and Hall (199 1) hierarchy, because all of the level of meaning differences that we found were in the hypothesized direction. The present study also provided support for the developmental differences in level of meaning acquisition found among children (Hughes, 1985) , and between children and adults (Frank & Hall, 1991; Hall et al., 1987) . The present investigation revealed that cognitive word knowledge increased with age and that developmental differences were observed on all cognitive word subscales, except metacognition. Frank and Hall (1991) also proposed not only that prototypical meanings of cognitive words are acquired first but also that cognitive words whose prototypical meanings are lower level are mastered semantically earlier than words that have higher level prototypical meanings. Frank and Hall found that the evaluation level of think cognates and the perception level of know cognates were used most often for both children and adults. Because children acquired know cognates before think cognates, Frank and Hall suggested that the prototypical level of meaning of know cognates may be at a lower level than that of think cognates. In contrast, our results indicated that think cognates were answered correctly significantly more often than were know cognates, but a linguistic analysis of think and know cognates may provide the answer to these conflicting results. According to Webster's New Twentieth Century Dictionary of the English Language Unabridged (2nd ed.; McKechnie, 1983) know means "to perceive with certainty; to understand clearly; to be sure of or well informed about," (p. 1007) whereas think means "to form or have in the mind . . . to bring the intellectual facilities into play; to use the mind for arriving at conclusions." (p. 1879) Therefore, know means to have a definite, veridical understanding of something, whereas think merely means to reflect about something with an uncertain understanding. In short, it is much easier to know what another person thinks than it is to know what another person knows. The differences between the Frank and Hall (1991) and the present findings may be that Frank and Hall used verbal frequency as a measure of conceptual difficulty.
The Think versus Know X Level of Meaning X Grade (see Figure 1 ) interaction illuminates the Frank and Hall (199 1) conceptual difficulty and prototypicality hypothesis. In contrast to Frank and Hall, our only significant level of meaning difference was that fifth graders learned the low level of meaning think cognates earlier than they learned other subscales (see Figure l) , thus indicating that the prototypical level of meaning of think may be at the lower and not the higher level of meaning and that know may not have a prototypical level of meaning. Further research should address this question.
The Think versus Know X Frequency X Grade interaction (see Figure 2 ) revealed that high-frequency think cognates were higher in percentage correct than were other subscales for fifth graders; whereas there were no significant differences in tenth graders, and only the main effects of frequency and level of meaning existed for undergraduates. In addition, the Frequency X Level of Meaning interaction suggests that the probability of getting a certain level of meaning correct depends on the frequency of the word (i.e., high frequency overcame the level of meaning effect). Together, these interactions suggest that frequency of exposure to cognitive words, especially to cognates of think as well as to low-frequency high level of meaning cognitive words, is very important for enhancing cognitive word acquisition. This finding supports previous research that reports a high correlation between adult and child use of cognitive words (Beeghly et al., 1986; Hall et al., 1987) . Frequency of childrens' exposure to cognitive words could account for all of the above interactions.
The two significant three-way interactions also revealed that the largest increase in cognitive word knowledge occurred between the fifth grade and tenth grade. The younger children may have difficulty in acquiring cognitive words because exposure to them in written and spoken form is seriously deficient (e.g., Astington, 1991; Hall et al., 1984) , even though research shows that adult-child correlations of cognitive word use are very high. Corson (1985) observed that most cognitive words were usually encountered later in literature or textbooks rather than through dialogue or discourse. Corson (1985) calculated the frequency of cognitive words and speech-act verbs in 43 types of text and found their frequency to vary substantially (e.g., 40% in philosophy of education to 0% in fiction for children age 5-6 years (see Table 6 ). This increased exposure to cognitive words may have determined the convergence of cognitive word knowledge for tenth graders (i.e., there are no significant differences in cognitive word subscales). Given this large increase in cognitive word knowledge and the importance of linguistic input, the oral environments and reading material of young children should be enhanced by higher frequencies of cognitive words to hasten the children's intellectual development.
The current educational literature on reading shows conclusively that the development of word knowledge in children is essential for high-level text understanding (e.g., Dixon et al., 1988; Eldredge et al., 1990; Stahl, Hare, Sinatra, & Gregory, 1991; Stahl, Jacobson, Davis, & Davis, 1989; Stanovich & Cunningham, 1992) . Furthermore, several successful direct vocabulary instruction programs have shown beneficial effects on children's high-level comprehension of text (e.g., Reutzel & Hollingsworth, 1988) . Unfortunately, the role of the cognitive internal state words in high-level text understanding has not received much attention when compared with the domain of objects, situations, or events (Clark, 1983) .
There have been only three investigations on the relationship of cognitive word knowledge to reading comprehension (see introduction for a review of Olson & Torrance, 1986 . Nevertheless, we argue that knowledge of cognitive words, to a greater extent than other vocabulary words, seems to be centrally involved in high-level text understanding. Our study supported this conclusion, for all groups the correlations involving cognitive word total with verbal percentiles (r = .49), vocabulary percentiles (r = .56), and reading comprehension percentiles (r = 44) were significant.
Unfortunately, the present investigation does not support any causal statements regarding the relationship between cognitive word knowledge and reading comprehension. To address this question, future researchers should conduct training studies in which the children's cognitive word knowledge is enhanced and their high-level text understanding and metalinguistic acquisition is observed in various learning environments. The rationale for this assertion is supported in part by Paul and O'Rourke's (1988) suggestions that teachers must be more aware of these multimeaning words and that they should perhaps include direct vocabulary instruction in their programs. Regarding the role of cognitive word knowledge in the development of highlevel text understanding and metalinguistic knowledge, we suggest that children with high cognitive word knowledge, as compared with children with low cognitive word knowledge, may be more likely to extract, process, and recall in an organized way information they encounter in texts (see Alexander & Judy, 1988; McDaniel & Einstein, 1989; Recht & Leslie, 1988) . Because this information is more effectively gleaned from reading experiences, children may learn reading strategies faster and chronologically earlier.
Furthermore, children may be more likely to maintain and generalize these reading strategies because cognitive words allow children to describe under what conditions metalinguistic activities are successful, why metalinguistic activities are successful, and how metalinguistic activities may be used in solving different problems.
