Abstract. We analyze the notion of guessing model, a way to assign combinatorial properties to arbitrary regular cardinals. Guessing models can be used, in combination with inaccessibility, to characterize various large cardinals axioms, ranging from supercompactness to rank-to-rank embeddings. The majority of these large cardinals properties can be defined in terms of suitable elementary embeddings j : Vγ → V λ . One key observation is that such embeddings are uniquely determined by the image structures j[Vγ ] ≺ V λ . These structures will be the prototypes guessing models. We shall show, using guessing models M , how to prove for the ordinal κM = jM (crit(jM )) (where πM is the transitive collapse of M and jM is its inverse) many of the combinatorial properties that we can prove for the cardinal j(crit(j)) using the structure j[Vγ ] ≺ V j(γ) . κM will always be a regular cardinal, but consistently can be a successor and guessing models M with κM = ℵ2 exist assuming the proper forcing axiom. By means of these models we shall introduce a new structural property of models of PFA: the existence of a "Laver function" f : ℵ2 → H ℵ 2 sharing the same features of the usual Laver functions f : κ → Hκ provided by a supercompact cardinal κ. Further applications of our analysis will be proofs of the singular cardinal hypothesis and of the failure of the square principle assuming the existence of guessing models. In particular the failure of square shows that the existence of guessing models is a very strong assumption in terms of large cardinal strength.
Introduction
The notation used is standard and follows [5] and [6] . The reader should look-up Section 1.2 for all undefined notions. Definition 1.1. A structure R = R, ∈, A is a suitable initial segment if R = V α for some ordinal α or R = H θ for some regular cardinal θ and A ⊆ P ω (R).
For any set X let κ X := min{α ∈ X : α is an ordinal and X ∩ α = α}, κ X being undefined when X ∩ Ord is an ordinal. Definition 1.2. Let R be a suitable initial segment and M ≺ R.
(i) Given a cardinal δ ≤ κ M , X ∈ M and d ∈ P (X) ∩ R we say that:
• d is M -guessed if d ∩ M = e ∩ M for some e ∈ M ∩ P (X). (ii) M ≺ R is a δ-guessing model for X if every (δ, M )-approximated subset of X is M -guessed. (iii) M ≺ R is a δ-guessing model if M is a δ-guessing model for X, for all X ∈ M .
(iv) M ≺ R is a guessing model if M ≺ R is a δ-guessing model, for some δ ≤ κ M .
We shall show in Section 3, exploiting ideas of Magidor [12, 13] , that simple statements regarding the existence of appropriate ℵ 0 -guessing models give a fine hierarchy of large cardinal hypothesis above supercompactness. For uncountable δ, the notion of δ-guessing model is motivated by the main results of [15] and [16] . For example [16, Theorem 5.4] can be rephrased as follows:
It is relatively consistent with the existence of a supercompact cardinals that there is W model of ZFC in which for eventually all regular θ there is an ℵ 1 -guessing model M ≺ H W θ with κ M successor of a regular cardinal. On the other hand Proposition 3.2 and Theorem 4.8 from [15] show that PFA implies that for every regular θ ≥ ℵ 2 there are ℵ 1 -guessing models M ≺ H θ with κ M = ℵ 2 .
In these two papers, converse implications were proved. For example [15, Corollary 6 .6] can be stated as follows:
Assume V ⊆ W are a pair of transitive models of ZFC which have the κ-covering and κ-approximation property for some κ inaccessible in V . Then the existence of an ℵ 1 -guessing models M ≺ (V θ ) W with κ M = κ implies that κ M is |γ| V -strongly compact cardinal in V for all γ < θ. The first two results above show that δ-guessing models for uncountable δ are a means to transfer large cardinal features of inaccessible cardinals to successor cardinals and the latter result above combined with the analysis we give in Section 3 of the highest segment in the large cardinals hierarchy shows that this is a two way correspondance: the existence of a δ-guessing model model M in some transitive class model W of ZFC will most often be a sufficient condition to show that κ M is a large cardinal with a high degree of strong compactness in some transitive inner model V of W .
The paper is organized as follows. In Section 2 we develop the basic features of guessing models, which are used in Section 3 to define fine hierarchies of large cardinals ranging from supercompactness to rank to rank embeddings. In Sections 4 and 5 we analyze the type of guessing models that exist in models of MM and PFA. In particular in Section 4 we show that assuming MA every ℵ 1 -guessing model of size ℵ 1 is ℵ 1 -internally unbounded (Definition 4.1) and that assuming PFA there are stationarily many ℵ 1 -guessing models which are ℵ 1 -internally club. The most interesting results of the paper are proved in Sections 5 and 6. In Section 5 it is shown that the isomorphism type of a δ-internally club δ-guessing model M ≺ H θ is uniquely determined by the order-type of the set of cardinals in M (Theorem 5.1). This generalize a classification result for ℵ 0 -guessing models (Lemma 3.2) due to Magidor. In Section 6 we define the notion of a strong J -Laver function f : κ → H κ with respect to a class J of elementary embeddings j : V → M all with critical point κ. We first show that any Laver function f : κ → H κ produced by the "standard proof" of Laver diamond under the assumption that κ is supercompact is a strong J κ -Laver function (J κ is the class of elementary embeddings induced by generics for the stationary tower below some stationary set of guessing models M with κ M = κ). We next prove, using Theorem 5.1, that under PFA there are strong J ℵ 2 -Laver functions f : ℵ 2 → H ℵ 2 . This is a new property of models of PFA which may lead to further applications. On the other hand we expect that Theorem 5.1 will be of help in outlining may other structural properties of models of forcing axioms. Finally in Section 7 we give new proofs that PFA implies failure of square principles and that PFA implies the singular cardinal hypothesis which factors through the use of guessing models.
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1.2. Notation. Ord denotes the class of all ordinals and Card the class of all cardinals. The class of all limit points of X ⊆ Ord is denoted by Lim X, and Lim is Lim(Ord). If a is a set of ordinals, otp a denotes the order type of a. For a regular cardinal δ, cof(δ) denotes the class of all ordinals of cofinality δ, and cof(<δ) denotes those of cofinality less than δ. For any X, let P δ (X) = {z ∈ P (X) : |z| < δ} and [X] δ = {z ∈ P (X) : otp(z ∩ Ord) = δ}.
Given two families of sets F and G, F is covered by G -equivalently: G is cofinal in F -if every x ∈ F is contained in some y ∈ G. A family F ⊆ P (P (X)) is a filter on X if it is upward closed with respect to inclusion and closed under finite intersections, F is fine if {Z ∈ P (X) : x ∈ Z} ∈ F for all x ∈ X. A set S is positive with respect to F if S ∩ T is non-empty for all T ∈ F. A filter F is normal if for all choice functions f : P (X) \ {∅} → X there is x ∈ X such that {Z ∈ P (X) : f (Z) = x} is positive with respect to F. A filter F is κ-complete if it is closed with respect to intersections of size less than κ. Finally F is an ultrafilter if it is a maximal filter.
For f : P ω X → X we let Cl f := {x ∈ P (X) : f [P ω x] ⊂ x}. The club filter on X is the normal and ω 1 -complete filter contained in P (P (X)) generated by the sets Cl f . A subset of P (X) is a club if it is in the club filter, i.e., contains Cl f for some f : P ω X → X. S ⊆ P (X) is stationary if it is positive with respect to the club filter.
If X ⊂ X ′ , R ⊂ P (X), U ⊂ P (X ′ ), then the projection of U to X is U ↾ X := {u ∩ X : u ∈ U } ⊂ P (X) and the lift of R to X ′ is R X ′ := {x ′ ∈ P (X ′ ) :
Given F subset of P (P (X)) and Y ⊆ X ⊆ Z we let F ↾ Y = {S ↾ Y : S ∈ F} and F Z = {S Z : S ∈ F} be the projection and the lift of F. If F is a (normal) filter then F ↾ Y and F Z are (normal) filters.
Given a structure R = R, ∈, A i : i ∈ I we shall say that
Given R well founded binary relation on X we let π R be the collapsing map of the structure X, R . We denote π ∈↾X 2 by π X .
For forcings, we write p < q to mean p is stronger than q. Names either carry a dot above them or are canonical names for elements of V , so that we can confuse sets in the ground model with their names. Given a filter G on P, σ G (Ȧ) = {σ G (ẋ) : ∃p ∈ G(p ẋ ∈Ȧ)} is the standard interpretation of P-names given by G.
If W is a transitive model of ZFC, α is an ordinal, and θ a cardinal in W , we let H W θ and V W α be the relativizations of H θ and V α to W . We shall need for reference and motivation of our results the following definitions: Definition 1.3. Let V ⊆ W be a pair of transitive models of ZFC.
• (V, W ) satisfies the µ-covering property if for every x ∈ W with x ⊂ Ord and otp(x) < µ there is z ∈ V such that x ⊂ z and otp(z) < µ.
• (V, W ) satisfies the µ-approximation property if for all x ∈ W , x ⊂ Ord, it holds that x ∩ z ∈ V for all z ∈ V such that otp(z) < µ, then x ∈ V . A forcing P is said to satisfy the µ-covering property or the µ-approximation property if for every V -generic G ⊂ P the pair (V, V [G]) satisfies the µ-covering property or the µ-approximation property respectively. Definition 1.4. Given a class of forcing notions Γ, FA(Γ) holds if for any poset P ∈ Γ and every family D of ℵ 1 -many dense subsets of P there is a D-generic filter G ⊆ P, i.e a filter G which has non-empty intersection with every element in D.
The proof of [17, Theorem 2.53] yields the following reformulation of forcing axioms: Lemma 1.5 (Woodin) . Given a class of forcing notions Γ, FA(Γ) holds if and only if for any poset P ∈ Γ and all sufficiently large regular θ, there are stationarily many structures M ≺ H(θ) of size ℵ 1 which have an M -generic filter G for P.
If Γ is the family of ccc-posets, we shall denote FA(Γ) by MA. If Γ is the family of proper posets, we shall denote FA(Γ) by PFA. If Γ is the family of stationary set preserving posets FA(Γ) is Martin's maximum MM. We refer the reader to [5] for the definition of the relevant Γ's. We recall however that any ccc partial order is proper and any proper partial order is stationary set preserving.
Finally, the Singular Cardinal Hypothesis (SCH) says that κ cf(κ) = κ + for all singular cardinals κ > 2 ℵ 0 .
Basic properties of guessing models
The following are basic properties of guessing models Proposition 2.1. Let R be a suitable initial segment and M ≺ R.
(
If M is a δ-guessing model and for some regular cardinal γ ≤ δ, P γ ξ ⊆ M for all ξ < δ ∩ M , then M ∩ Ord is closed under suprema of sets of order type ≤ γ.
In particular a guessing model M is always closed under countable suprema since
Proof. (1): This is a standard property of elementary substructures, we enclude a proof just for the sake of completeness. Assume towards a contradiction cf(κ M ) < κ M , and fix E ∈ M cofinal in κ M of order type δ < κ M . Then since δ ∈ M ∩ κ M , we have that δ ⊆ M and thus E ⊆ M . Now either κ M ⊆ M which contradicts the very definition of κ M or κ M is not the least ordinal in M such that M ∩ κ M is bounded below κ M which again contradicts the very definition of κ M .
(2) and (3) are immediate.
(4) Observe that if Z ∈ M and |Z| < δ, R |= |P (Z)| ≤ 2 <δ . So there is a bijection φ ∈ M from some ordinal α < κ M and P (Z). Then P (Z) = φ[α] ⊆ M : this follows since α ⊆ M because α < κ M and α = dom(φ) ∈ M . Thus if d ∈ P (X) for some X ∈ M and Z ∈ M is any set of size less than δ,
(5) We first show that κ∩M is a regular cardinal in R. Assume not and pick
Now it is not hard to check that:
M |= E is an unbounded subset of κ M of order type less than κ M .
For this reason there is a unique order preserving bijection φ ∈ M from some ordinal ξ less
which contradicts the very definition of κ M . This proves that κ M ∩ M is strongly inaccessible. Now by elementarity M models that κ M is strong limit. Thus κ M is strong limit and regular in R i.e. strongly inaccessible.
(6) To simplify the exposition we prove the proposition for γ = ℵ 0 and δ = ℵ 1 . We leave to the reader the proof of the general case. So assume that some ℵ 1 -guessing model M is not closed under countable suprema. Now let ξ ∈ M have uncountable cofinality be such that sup(M ∩ ξ) ∈ M has countable cofinality. This means that M ∩ [sup(M ∩ ξ), ξ) is empty.
Fix in R, d * = {α n : n ∈ ω} ⊆ M ∩ ξ increasing and cofinal sequence converging to ξ. Then for any
Thus e ∩ M = d * which is the desired contradiction.
Remark 2.2. Propositions 2.1(5) and 2.1(6) are reformulation in terms of guessing models of Proposition 3.6 and Theorem 3.5 from [16] . Note also that Proposition 2.1(1) holds for any M ≺ R and not just for guessing models.
From part (3) of Proposition 2.1 we obtain at once
Thus existence of guessing models has effects on the exponential function. We shall see in Section 7 that the existence of an ℵ 1 -internally unbounded (Definition 4.1) ℵ 1 -guessing model M is an assumption strong enough to imply the SCH for all cardinals in [κ M , sup(M ∩ Card)).
3. Large cardinals and ℵ 0 -guessing models.
In this section we show that many large cardinal axioms present in the literature can be formulated in terms of the existence of appropriate ℵ 0 -guessing models. Our aim is to show that ℵ 0 -guessing models allows uniform and simple definitions of fine hierarchies of large cardinal notions above supercompactness which in many cases give an equivalent formulation of well known large cardinals assumptions. As a sample of the type of results we can aim for, consider the formula φ(κ, λ, γ)
We shall show the following:
• κ is supercompact iff ∀λ ≥ κ∃γφ(κ, λ, γ)
• I 3 holds iff ∃λ > κφ(κ, λ, λ),
• if there exists λ such that φ(κ, λ, κ + 1), κ is a limit of huge cardinals,
• if there exists λ such that φ(κ, λ, κ + 2), κ is huge and limit of huge cardinals, • and so on . . . Using statements slightly more involved than φ(κ, λ, γ) one might approximate many other large cardinals, for example n-huge cardinals.
3.1. Supercompactness. Recall that a cardinal κ is supercompact if for all λ ≥ κ there is a fine, normal and κ-complete ultrafilter on P κ λ.
Magidor ([12, Lemma 2, Lemma 3] or [13, Theorem 1]) has characterized supercompactness as follows: Theorem 3.1 (Magidor) . κ is supercompact iff for every λ ≥ κ there is a non trivial elementary embedding j : V γ → V λ with j(crit(j)) = κ.
The main Lemma of section 2 in [13] can be rephrased in our setting as: Lemma 3.2. M ≺ V λ is an ℵ 0 -guessing model if and only if its transitive collapse is V γ for some γ.
Proof. We prove just one direction, the other one is proved by a similar argument. Recall that M ≺ V λ is an ℵ 0 -guessing model iff it is a 0-guessing model. Now assume M ≺ V λ is a 0-guessing model. We proceed by induction on β ∈ M ∩ λ to show that M ∩ V β collapses to some V γ β via π M ↾ V β . This is clear if β is a limit ordinal since
, which is what we had to prove.
M is an elementary embedding of V γ into V λ . Thus Magidor's Theorem 3.1 can be reformulated as follows:
3.2.
Rank initial segment embeddings. The following is an immediate consequence of Magidor's observations:
Thus the existence of an ℵ 0 -guessing model M ≺ V λ+1 such that otp(M ∩ λ) = λ is an equivalent formulation of the axiom I 1 . In the same manner one can formulate I 3 .
3.3.
Hugeness. Recall that a cardinal κ is n-huge in V if there is j : V → M such that crit(j) = κ, M j n (κ) ⊆ M and M ⊆ V . An equivalent formulation is given by the following result [6, Theorem 22 .8] Theorem 3.5. κ is n-huge if and only if for some δ n > · · · > δ 0 = κ there is a normal fine ultrafilter on {X ⊆ δ n :
We can use guessing models to get a tight approximation of n-hugeness: we show how to pin hugeness in terms of the hierarchy defined using the formula φ.
Lemma 3.6. The following holds:
(1) If κ is huge then ∃λφ(κ, λ, κ).
(2) If there exists λ such that φ(κ, λ, κ + 1), then κ is a limit of huge cardinals.
(3) If there exists λ such that φ(κ, λ, κ + 2), then κ is huge and limit of huge cardinals.
. By pulling down, we get that V models that there is an
(2) Let M be a witness of φ(κ, λ, κ + 1), i.e.:
We first show thatκ is huge: Let j = π −1 M . Then j : V γ → V λ is elementary and belongs to V , j(κ) = κ and j(κ) = δ. Now, since κ = κ M , κ is regular by Proposition 2.1(1) and, by elementarity of j, we also get that δ = j(κ) is regular. For this reason
Now we can define in V a normal fine ultrafilter U ⊆ V κ+1 ⊆ V γ = dom(j) by:
Then U ⊆ V κ+1 concentrates on A and thus, by the above theorem, witnesses thatκ is huge in V . Finally we show that κ is a limit of huge cardinals: Sinceκ = M ∩ κ is huge, we get that:
∀α ∈ M ∩ κ (V λ |= ∃κ(α <κ < κ ∧κ is huge)) .
Thus: M |= ∀α < κ∃κ (α <κ < κ ∧κ is huge) Since M ≺ V λ , we have that V λ models this assertion and we are done.
(3) The proof is exactly as in (2), just observe that γ ≥ κ+2 and U ⊆ V κ+1 , thus U ∈ V γ . Then j(U ) is defined and in V λ witnesses that κ is huge.
Part (2) of Lemma 3.6 is not optimal. For example with some more work we could show that φ(κ, λ, κ + 1) implies that there is a normal measure on κ which concentrates on huge cardinals.
To pin n-hugeness using guessing models we need a refinement of φ. Let ψ n (κ, λ, δ) asserts the existence of an
Then we can prove:
Lemma 3.7. The following holds:
(1) If κ is n-huge then ∃ δψ n (κ, max δ, δ).
(2) If there exists δ such that ψ n (κ, max δ + 1, δ), then κ is a limit of n-huge cardinals.
(3) If there exists δ such that ψ n (κ, max δ + 2, δ), then κ is n-huge and is a limit of n-huge cardinals.
We leave the proof of the lemma to the interested reader.
Internal closure of guessing models
In this and in the next section, we come back to an analysis of the properties of guessing models and we also address some consistency issues regarding their existence.
If
Such a degree of closure cannot be achieved for ℵ 1 -guessing models which are not ℵ 0 -guessing, however we can prove that such models have a reasonable degree of closure in most cases. To this aim we need to recall the following definitions: Definition 4.1. Let R be a suitable initial segment. For a model M ≺ R and a cardinal δ ≤ κ M , we say that:
be the set of M ≺ R which are δ-internally club, IS δ (R) be the set of M ≺ R which are δ-internally stationary and IU δ (R) be the set of M ≺ R which are δ-internally unbounded.
Recall that the pseudo-intersection number p is the minimal size of a family X ⊆ P (ω) which is closed under finite intersections and for which there is no infinite a ⊆ ω such that a ⊆ * b (i.e. a \ b is finite) for all b ∈ X. We show the following:
Proof. Assume not and pick M ≺ R guessing model witnessing it. The family {x \ z : z ∈ M ∩ P ω 1 M } has the finite intersection property and has size at most |M | < p. Thus there is y ⊆ x such that y ∩ z is finite for all countable z ∈ M . Thus y is M -approximated. Let
∩ M is uncountable and thus different from y. This means that d = d ∩ M = y. This is impossible since d ∩ y is finite by choice of y.
Remark 4.3. With more work we could first prove the same conclusion of the above lemma replacing the assumption "|M | < p" with "SCH holds and κ M ≤ p". By Theorem 7.9, SCH would be redundant if the set of ℵ 1 -guessing model which are internally unbounded is stationary, so we could reformulate the Lemma as follows: "Assume κ M ≤ p and there are stationarily many
It is open whether there can be an ℵ 1 -guessing model M in a universe of sets where p < κ M and also if there can be an ℵ 1 -guessing model M which is not ℵ 1 -internally unbounded.
The following theorem will be used in Sections 5 and 6. (1) the set of ℵ 1 -guessing models M ≺ H θ of size ℵ 1 which are ℵ 1 -internally club (for this result PFA suffices), (2) the set of ℵ 1 -guessing models M ≺ H θ of size ℵ 1 which are ℵ 1 -internally unbounded but not ℵ 1 -internally stationary, (3) the set of ℵ 1 -guessing models M ≺ H θ of size ℵ 1 which are ℵ 1 -internally stationary but not ℵ 1 -internally club.
We shall just sketch its proof since it is a straightforward consequence of the combination of results of [15] with a series of results appearing in Krueger's papers [8] and [9] . The interested reader will find all the missing details in the relevant papers. We shall in any case give at any stage of the proof a careful reference to the parts of these papers where the key arguments are presented.
We begin stating the following result [15, Lemma 4.6]:
Lemma 4.5. Assume λ ≥ ℵ 2 is regular and P is a poset with the ω 1 -approximation and ω 1 -covering properties which collapses 2 λ to ℵ 1 . Then there is in V P a ccc-posetQ P with the following property: If there is an M -generic filter for P * Q P , where
Krueger in [8] and [9] essentially showed the following:
Theorem 4.6 (Krueger). There are posets P i = C * Ṙ i for i < 3 satisfying the hypothesis of Lemma 4.5 such that:
Assume Theorem 4.6 is granted. Then we can use the formulation of MM given by Lemma 1.5 to get models of size ℵ 1 which have generic filter for each P i * Q P i . The combination of Lemma 4.5 with Theorem 4.6 will then prove Theorem 4.4.
We sketch a proof of Theorem 4.6.
Proof. Define each P i = C * Ṙ i as a two steps iteration, where C is Cohen forcing anḋ
• R 0 is the poset of continuous maps f : α+1 → (P ω 1 X) V with α a countable ordinal.
• R 1 is the poset of continuous maps f :
where α is a countable ordinal and f (ξ) ∈ V iff ξ ∈ E 0 for all ξ ≤ α.
• R 2 is the poset of continuous maps f :
ordinal. The order of each R i is end extension.
In [8] and [9] it is essentially shown:
Proposition 4.7. P i is stationary set preserving and has the ω 1 -covering and ω 1 -approximation properties for all i < 3.
Proof. It is a standard argument that each P i is stationary set preserving: see [8, Proposition 3.7] for a proof that R 0 and R 2 are semiproper in V [G], modify that proof to check that also R 1 is semiproper in V [G]. The conclusion for each P i follows from the fact that each P i is a two step iteration of semiproper posets.
[9, Proposition 2.4] proves the ω 1 -approximation property for the poset P 0 . The interested reader can supply the modifications needed to prove the same proposition for P 1 , P 2 .
To check the ω 1 -covering property for each P i we use that each Lemma 2.2] . Thus all new countable sets of ordinals added by any P i are appearing already in V [G] where G is a V -generic filter for C. Since C satisfies the ω 1 -covering property, this shows that the ω 1 -covering property holds for each P i .
Still following Krueger's cited papers we can show the following: Theorem 3.6] and modify it according to the definition of P 1 ). Actually P 1 and P 2 are just semiproper, while P 0 is proper [9, Proposition 2.3] . This completes the proof of the theorem.
Isomorphism types of guessing models
In this section we will show that for δ-guessing models M which are δ-internally club, the isomorphism type is uniquely determined by the ordinal M ∩ κ M and the order-type of the set of cardinals in M . In the case of ℵ 0 -guessing models this is Magidor's result that any ℵ 0 -guessing model M ≺ V λ is isomorphic to some V γ , however when we want to extend this result to δ-guessing models we must put some extra condition to constrain the variety of possible isomorphism types.
Given a set M , let Card M be the set of cardinals in M and
The next result generalizes Magidor's Lemma 3.2 on the isomorphism type of ℵ 0 -guessing models.
Theorem 5.1. Let R i = H θ i , ∈ with θ i regular cardinals for i = 0, 1. Assume M i ≺ H θ i are δ-guessing models which are δ-internally club and:
Proof. If δ <δ < κ, then both M i are ℵ 0 -guessing models by part (4) of Proposition 2.1 hence Magidor's Lemma 3.2 applies. So for the rest of the proof we can assume κ ≤ δ <δ . We will show that
This suffices by the following:
, ∈ are isomorphic structures. Then also M i , ∈ are isomorphic structures for i = 0, 1.
Proof. Notice that the isomorphism π of M 0 ∩θ 0 , P (θ 0 )∩M 0 , ∈ with M 1 ∩θ 1 , P (θ 1 )∩M 1 , ∈ is unique and factors through π
• π M 0 where π M i are the collapsing maps of M i . In particular π is uniquely determined by the order isomorphism on M i ∩ θ i and maps
For each x ∈ M 0 we want to find z x ∈ M 1 so that the map π * (x) := z x is an isomorphism of M 0 , ∈ onto M 1 , ∈ extending π. So, given x ∈ M 0 , Pick A x ⊆ | trcl(x)| = λ x with A x , λ x ∈ M i such that A x codes (modulo the map φ * : Ord 2 → Ord which linearly orders pairs of ordinals according to the square order on Ord 2 ) an extensional and well founded relation R x ∈ M i on λ x such that the transitive collapse of λ x , R x is trcl(x), ∈ . Let γ = π(λ X ) and B x = π(A x ). Observe that M 1 models that φ −1 * [B x ] is an extensional and well founded binary relation on γ since γ∩M 1 , φ −1 * [B x ]∩M 1 is isomorphic to λ x ∩M 0 , R x ∩M 0 and the latter is a well-founded extensional relation. Let y ∈ M 1 be the transitive collapse of γ with respect to the binary relation φ −1 * [B x ] and z x ∈ M 1 be the set of elements in y of highest rank. We leave to the reader to check that the map x → z x is an isomorphism of M 0 , ∈ onto M 1 , ∈ extending π.
The proof now goes by induction on µ := otp(
We show by induction on η < µ that we can define unique isomorphisms
The map π η can be defined only if the following conditions are satisifed:
We have that (C) implies (B) which implies (A).
We shall proceed by induction to define a coherent sequence
Given {π η : η < γ)} in order to define π γ we shall check step by step that (A), (B), and (C) are satisfied by the unique possible extension of ∪ η<γ π η = π * to an isomorphism of the structures
We will need that the models M i are internally club to check that condition (B) is satisfied by π * and the guessing property of the models M i to check that π * can be extended to a π γ which satisfies condition (C).
The induction will split in three cases:
Clearly the identity map defines an isomorphism of the ordinal M i ∩ κ with itself. By our assumptions,
We extend π * to an isomorphism of the structures M i ∩ κ, P (κ) ∩ M i , ∈ using the guessing property of each M i as follows:
The
Now assume the induction has been carried up to some ordinal η < ξ by defining a sequence of coherent and unique isomorphisms
where π d ∈ M 0 and π π * (d) ∈ M 1 are the maps which collapse d and π * (d) to their common order type. Now the Claim is easily proved as follows: given e ∈ M 0 , by (ii) we can find
Finally we can extend π * to π η by the usual trick employed in the previous cases. Case 2:: α η 0 is a successor cardinal. We are given π β isomorphism of
is coded by a binary relation on α β i whose transitive collapse is δ. Now let φ i ∈ M i be functions from α β+1 i to P (α β i ) such that for each γ < α
] is a binary relation that codes γ (where φ * ∈ M 0 ∩ M 1 is some recursive bijection of Ord 2 with Ord).
Then we can extend π β to π * on M 0 ∩ α β+1 0 as follows, π * (γ) = δ iff φ 1 (δ) = π β (φ 0 (γ)). We leave to the reader to check that π * is the order isomorphism of the sets M i ∩ α β+1 i by the following steps:
). Now we proceed with the usual trick to define π η using the guessing property of each M i and the isomorphism π * between P ω 1 (α
This completes the proof of the theorem.
Remark 5.3. The proof actually show that what matters is not that the models M i are internally club but that each M i "sits" inside P δ (M i ∩ θ i ) in a similar way. To make this a precise assertion assume the case of the theorem in which δ = ℵ 1 = |M i |, let each M i = {M α i : α < ω 1 } be a continuous increasing union of the countable sets M α i . Then we can relax the requirement on each M i of being internally club to the requirement
It is not clear under which conditions on A i the theorem can hold with respect to guessing models M i ≺ R i = H θ i , ∈, A i where both A i are proper class in H θ i .
Remark 5.4. In models of PFA there is a well-order of the reals in type ω 2 definable in H ℵ 2 using as parameter a ladder system on ω 1 . (A ladder system on ω 1 is a C = {C α : α < ω 1 } where C α ⊆ α, C α = α and otp(C α ) = ω for all α limit.) Thus, assuming PFA, if there is a ladder system in M 0 ∩ M 1 , assumption (c) in Theorem 5.1 can be removed -this will be crucial in the proof of Theorem 6.11. Assuming Woodin's ( * )-axiom (a strenghtening of BMM), there is always a ladder sequence in M 0 ∩ M 1 provided that ω 1 ⊆ M i . However it is not known whether ( * ) is compatible with the full PFA.
Faithful models.
In this section assume θ is inaccessible in V . The above characterization of isomorphism types for δ-guessing, δ-internally club models is not completely satisfactory since it could be the case that two such models M 0 , M 1 ≺ H θ have the same isomorphism type, are such that
We shall show that for ℵ 0 -guessing models this cannot be the case, thus we would like that this rigidity property of ℵ 0 -guessing models holds also for arbitrary guessing models. We shall see that in models of MM there is a stationary set of ℵ 1 -guessing models which have this rigidity property. Let for a suitable initial segment R = R, A, ∈ :
Theorem 5.5. The following holds:
) is a tree of functions ordered by end extension.
is a tree of functions ordered by end extension.
We need the following definition. Given a set of ordinals S such that S is a stationary subset of sup(S) let:
The following lemma motivates the definition of faithful models:
Proof. Let S λ = {S α : α < λ} ∈ M 0 ∩ M 1 be the least partition under < * of E λ ℵ 0 in stationary sets, then S λ ∈ M 0 ∩ M 1 and:
and we are done.
Proof. M is isomorphic to V γ for some γ by Lemma 3.2. Thus for any regular cardinal λ ∈ M and S ∈ M ∩ P (λ):
and λ is regular iff π M (λ) is regular.
By the two lemmas the first part of the theorem is proved. To prove the second part of the theorem we proceed as follows:
: λ < θ is regular} Fix also in V a family {S α : α < ω 1 } of disjoint stationary subsets of ω 1 such that min S α ≥ α for all α and {S α : α < ω 1 } is a maximal antichain on P (ω 1 )/NS ω 1 .
Let C be Cohen forcing. In V [G] where G is V -generic for C we define the poset P as follows.
A condition p ∈ P is a pair (f p , φ p ) such that:
is a continuous map.
• φ p : α + 1 → X is such that for all η < ξ ≤ α:
p ≤ q if f p extends f q and φ p extends φ q . We omit the proof of the following lemma:
Lemma 5.9. The poset R = C * Ṗ is stationary set preserving and has the ω 1 -covering and ω 1 -approximation properties. This sketches the proof of the second part of the theorem.
The existence of faithful models as in Definition 5.6 is a principle of diagonal reflection. This type of reflection properties for successor cardinals already appeared in several works of Foreman and others to a great extent also in [4] . Cox in [2, Definition 7] has introduced a maximal principle of diagonal reflection which follows from a strengthening of PFA and implies the existence of faithful models as in Definition 5.6.
6.
Laver functions in models of PFA. Definition 6.1. Let J be a family of elementary embeddings all with the same critical point κ.
• f : κ → H κ is a weak J -Laver function if for all x ∈ V and for all λ > rank(x) there is j : V → M in J such that j(f )(κ) = x and V λ ⊆ M . • f : κ → H κ is a strong J -Laver function if for all x and for all λ > rank(x) there is j : V → M such that j(f )(κ) = x and j[V λ ] ∈ M . Weak (strong) J -Laver diamond holds at κ holds if there is a weak (strong) J -Laver function. We shall denote weak (strong) J -Laver diamond by WLD(J ) (SLD(J )).
We shall show in Section 6.3 that the usual proof of Laver diamond from a supercompact cardinal κ actually produce a witness for strong J κ -Laver diamond, where J κ is the class of elementary embeddings induced by the stationary tower forcing below some G κ (H θ ) (see Definition 6.5 and Theorem 6.6). In Section 6.4 we show that assuming PFA there is a strong J ℵ 2 -Laver diamond on ℵ 2 (Theorem 6.11).
6.1. Properties of elementary embeddings. In this section we shall briefly recall some basic properties of elementary embeddings, a reference text for this material is [10, Chapter 2] . The reader must have familiarity with the basic properties of ultrapower embeddings and of the stationary tower forcing.
Let V, M be transitive class model of ZFC and j : V → M be an elementary embedding with crit(j) = κ. Then:
(1) If j[X] ∈ M for some set X ⊇ κ.
is a filter (possibly not in V ) on P κ X ∩ V which measures all sets in V , i.e if S ∈ P (P κ X) ∩ V , S in U X or P κ (X) \ S ∈ U X . We call a filter with this property a V -ultrafilter on P κ (X).
) and g is of minimal rank} and if R is either ∈ or =,
Then M X , ∈ X , = X can be identified with its transitive collapse and j = i X • j X where
is also elementary. (3) Assume X is transitive and κ ⊆ X. Let λ X = sup X ∩ Ord. Then every x ∈ X is represented in the ultrapower M X by the equivalence class
for all α ≤ λ X and κ = [ M ∩ κ : M ∈ P κ X ] X . For these reasons it is possible to check that crit(i X ) > λ X . (4) If X ⊇ Y ⊇ κ are both transitive, we also get a natural elementary embedding
and is such that i Y = i X • i XY . One can also check that that for all x ∈ Y ,
These properties lead to the following Fact 6.2. Let V, M be transitive models of ZFC and j : V → M be an elementary embedding with critical point κ such that j[X] ∈ M for some transitive set X ∈ V . Assume f : κ → H κ and j(f )(κ) = x. Then for all transitive set Y ⊆ X such that x ∈ Y ,
Notice that all of the above observation do not subsume any relation between V and M , i.e. possibly M V and V M and so everythig said so far applies to embeddings induced by normal measures in V as well as to embeddings induced by the stationary tower forcing over V .
6.2.
A brief account of the stationary tower. Given a strongly inaccessible cardinal δ, P δ is the poset whose conditions are S ∈ H δ such that S ⊆ P (∪S) is stationary in P (∪S).
S ≤ T iff ∪T ⊆ ∪S and S ↾ ∪T is a subset of T . Let G be V -generic for P δ . Let R be ∈ or =, dom(f ) = P (X) and dom(g) = P (Y ) with
[f ] G = {g ∈ V : f = G g and g has minimal rank}.
With abuse of notation we shall say that
With these definition it can be seen that:
Woodin has proved the following fundamental result [10, Theorem 2.5.8]:
Theorem 6.3. Assume δ is a Woodin cardinal and G is V -generic for
We let j : V → M be a generic ultrapower embedding if j = j G for some V -generic filter G for P δ where δ is a Woodin cardinal in V .
6.3. Equivalent formulations of strong Laver diamond for a supercompact cardinal κ. In this section we shall see that if κ is supercompact then SLD(J ) holds for the class J of ultrapower embeddings induced by normal measures on P κ X and that this principle is equivalent to SLD(J κ ) where J κ is a class of embeddings induced by stationary towers below a stationary set of guessing models.
For the sake of completeness we begin with the proof of the existence of a strong Laver diamond at a supercompact cardinal κ. This is what the ordinary proof of Laver diamond gives but it is not spelled out in the usual argument.
Theorem 6.4 (Laver, [11] ). Assume κ is supercompact. Let J be the class of elementary embeddings j : V → M with critical point κ such that M ⊆ V . Then SLD(J ) holds.
Proof. Assume not and for each f : κ → H κ , let λ f be least such that for some x f ∈ V λ f , j U (f )(κ) = x f for every θ ≥ λ f and every normal measure U on P κ V θ .
We first notice that for any f we might restrict our attention to normal measures on V λ f : to see this assume that j U (f )(κ) = x f for some normal measure U on P κ V θ . Then
Let φ(g, δ) hold if g : α → H α and δ is the least γ such that for some x ∈ V γ , j E (g)(α) = x for every normal measure E on P α γ.
Let f : κ → H κ be defined as follows: f (α) = 0 if for no δ, φ(f ↾ α, δ) holds, else f (α) is some x α ∈ V δ that witnesses that φ(f ↾ α, δ) holds for some δ.
Let θ be large enough so that λ f ∈ V θ for all f : κ → H κ . Now let E be a normal measure
By definition of f , we get that in M E , j E (f )(κ) is some x of least rank such that for any
Notice that M is closed under |V θ |-sequences and that for every γ < θ, V γ ⊆ M . Let E * be the projection of E on V λ f . Then E * ∈ V λ f +2 ⊆ M and thus it is a normal measure in M . Notice that j E = k • j E * with crit(k) > λ f . Since x ∈ V λ f , this means that
contradicting the choice of x as a witness of φ(f, λ f ) in M .
Let:
M is a guessing model and κ M = κ} Definition 6.5. Assume G κ (H λ ) is stationary for all λ ≥ κ, J κ is the family of generic ultrapower embeddings j : V → M defined as follows: j ∈ J κ if there is G such that:
• G is a V -generic filter for the full stationary tower on some Woodin cardinal δ > κ,
is the canonical embedding induced by G ↾ H θ .
We have all the elements to state the main result of this section:
Theorem 6.6. Assume κ is supercompact and there are class many Woodin cardinals. Let J be the family of ultrapower embeddings induced by normal measures on P κ X for some set X. Then the following are equivalent:
} is stationary for all θ ≥ κ. We start with the proof that (1) implies (2).
Proof. Recall the following result of Burke [1, Lemma 3.1 ]:
Lemma 6.7. Assume I ⊆ P (P (X)) is a normal ideal. LetȊ denote the dual filter. There is SȊ stationary subset of P (2 2 |X| ) + ) such that I is the projection of the non-stationary ideal restricted to SȊ.
In particular if θ is regular and such that I ∈ H θ , an SȊ which witnesses the lemma for I is the set of M ≺ H θ such that M ∩ X ∈ T for all T ∈ M ∩ I.
In the sequel we shall assume that SȊ is the above stationary set where θ = θȊ is chosen least possible.
is the generic embedding induced by a V -generic filter for the full stationary tower up to δ such that S U ∈ G. Proof. S = S U ∈ G iff S ∩ C ∈ G for all C clubsets of P (∪S). Moreover if T ∈ G, then T ↾ H λ ∈ G for all stationary sets T such that H λ ⊆ ∪T . Since the club filter restricted to S projects to U , we can conclude that U = G ↾ H λ and we are done. Now let f : κ → H κ be a strong J -Laver function. Given x ∈ H λ , find a normal measure U ∈ V on some P κ H λ such that j U (f )(κ) = x. Let δ > λ be a Woodin cardinal and G be generic for
by Fact 6.2. This concludes the proof that (1) implies (2).
We now show that (2) implies (1).
Proof. We shall need the following result:
Proposition 6.9. Assume that for some regular θ, M ≺ H θ is an ℵ 0 -guessing model. Then for all regular λ ∈ M such that |P (P (H λ ))| < θ, there is U ∈ M normal measure on
Proof. Let π M be the transitive collapse of M and j M be the inverse map. Since κ M = κ is inaccessible by Proposition 2.1(5), π M [M ] = Hθ for some regular cardinalθ and, if
, we get thatλ is regular and |P (P (Hλ))| <θ.
Assume f is a strong J κ -Laver function, we want to show that it is also a strong J -Laver function.
Given x ∈ V λ , pickj ∈ J κ , a large enough regular θ > λ and a V -generic filter G for the full stationary tower on some Woodin cardinal δ > θ such that:
By a standard density argument for the full stationary tower, since G H θ κ ∈ G there will be some normal measure U ∈ V such that
This means that U ⊆ G and thus that U is the projection of G to H λ .
Since H λ ⊆ H θ are both transitive, contain κ, and
The equivalence of (2) and (3) is a standard property of the stationary tower and follows by the following Fact 6.10. For a given f : κ → H κ and x ∈ H θ , there isj :
Proof. Letj be induced by some j G such that G κ (H θ ) ∈ G and G is a V generic filter for a full stationary tower up to some Woodin cardinal δ. By Fact 6.2 for any f : κ → H κ and any
If we unfold the definition of j G , we get that for any f : κ → H κ and any x ∈ H θ :
In particular we have that S = {X ∈ G H θ κ : f (X ∩ κ) = π X [x ∩ X]} ∈ G is stationary and we are done. The converse implication is proved by a similar argument.
This concludes the proof of the theorem.
6.4.
Laver functions in models of PFA. We can prove the main theorem of the whole Section 6: Theorem 6.11. Assume PFA holds and there are class many Woodin cardinals. Then there is a strong J ℵ 2 -Laver function f : ℵ 2 → H ℵ 2 i.e. a function f such that:
is stationary for all θ ≥ κ and for all x.
Proof. We shall prove the following strengthening of the conclusion:
M is ℵ 1 -internally club and and |M | = ℵ 1 } Then for some function f : ℵ 2 → H ℵ 2 we have that:
is stationary for all θ ≥ κ and for all x ∈ H θ . By Theorem 4.4(1), H * λ is stationary for every λ ≥ ω 2 in models of PFA. The rest of the section is devoted to the proof of the claim. Assume towards a contradiction that for each g :
Let θ > λ be regular and such that x g ∈ H θ for all such g. Then the following statement ψ(θ) holds in V as well as in H θ + :
For every g :
} is non-stationary. Now we proceed to define f : ℵ 2 → H ℵ 2 as follows. First of all by the isomorphism type Theorem 5.1 in combination with Remark 5.4 we have the following:
(See Remark 5.4 for the definition of a ladder system on ω 1 .) The above shows: Fact 6.12. Assume PFA holds. Then, given a ladder system C on ω 1 , for a stationary set of α < ℵ 2 we can define a unique transitive structure N α of size ℵ 1 and θ α ∈ N α such that:
Let A be the set of α such that N α exists and let
be the enumerating function. Notice that φ ↾ α ∈ H ℵ 2 for all α ∈ A, since |N α | = ℵ 1 . Now we redo the proof of Laver's theorem using the structures N α as follows.
If the following does not hold for α we set f (α) = 0. Else we require (A) α ∈ A, so that:
In this case we set f (α) to be some x ∈ (H θα ) Nα such that N α models that
Claim 6.12.1. The set of α ∈ A such that f ↾ α ∈ N α is a club subset of A.
Then the transitive collapse of M is N α and we get that:
∈ N α , and for all γ ∈ A ∩ M , N γ has size ℵ 1 and thus is contained in
For all ξ ∈ A, to define f ↾ ξ we just need to know the sequence
Now let j G : V → M G be an elementary embedding induced by a V -generic filter G for the full stationary tower on some Woodin cardinal δ > θ such that H * θ + ∈ G. Then, appealing repeatedly to items (b) and (c) of Section 6.2, we can see that the following holds in
and (c) of Section 6.2) and thus in particular
} is non-stationary. which occurs only if
which can occur only if the latter set is stationary in V . The proof of the claim and of the theorem is completed.
Further applications of guessing models
We show that the failure of the weakest forms of square principle and the singular cardinal hypothesis are simple byproduct of the existence of guessing models. In particular the first application yields that the existence of a guessing models subsumes strong large cardinal hypotheses.
7.1. The failure of square principles. Recall the following definitions:
We say that E (κ, λ) holds if there exists a E (κ, λ)-sequence, and (κ, λ) stands for λ (κ, λ). Note that τ,<κ implies (κ, τ + ) and that (λ) is (2, λ). The theorem below is just a rephrasing using the notion of guessing models of the results on the failure of square principles Weiß obtained assuming his ineffability property or thin lists (see [16] ). 
The assumption that M ∩ λ is bounded in λ for any regular λ ∈ M above κ M might seem redundant and I conjecture that for any guessing model M ≺ H θ and any regular cardinal λ ∈ M above κ M , sup(M ∩ λ) < λ. We show below in Proposition 7.3 (rephrasing Kunen's proof that there cannot be an elementary j : V γ+2 → V γ+2 ) that this is the case for ℵ 0 -guessing model.
We now turn to the proof of Theorem 7.2.
Proof. Assume not. Since M is a δ-guessing model, M is closed under countable suprema, thus γ = sup(M ∩ λ) < λ has uncountable cofinality. Pick a sequence
Since M is closed under countable suprema, there are club many such ξ of countable cofinality in M . Now given z ∈ M ∩ P δ λ, find ξ ∈ C ∩ M above sup(z) and
M |= E is a club subset of λ and for all ξ ∈ M limit points of E,
Proof. If M ≺ H θ is a 0-guessing model such that M ∩λ is unbounded in λ for some regular λ ∈ M , we have that the transitive collapse of M ∩ H λ is H λ . Thus for any A ∈ M ∩ P (H λ ) we get an elementary embedding
M . We want to reach a contradiction mimicking by a Kunen's celebrated result that there is no elementary j : V → V .
Suppose first that λ is inaccessible. Then there is a club subset of γ < λ such that j(γ) = γ. For any such γ we would get that M ∩ V γ+2 collapses to V γ+2 . This would give that π
is elementary. This is impossible by [6, Corollary 21.24] . Suppose now λ is a successor. In this case we will argue mimicking the proof of Kunen's inconsistency given by Zapletal [18] . We recall the following notions of pcf-theory (the reader can find in Abraham and Magidor's chapter in [3] the basic development of pcftheory): A scale on ( n γ n , < * ) is a family of functions well-ordered under < * and cofinal with respect to < * , where f < * g if f (n) < g(n) for eventually all n. The < * -exact upper bound of a family of functions F ⊆ Ord ω is a least upper bound of F under < * when such least upper bound can be defined. If F has a least upper bound, then it is unique modulo finite changes. Shelah showed that for any η singular cardinal of countable cofinality there is a < * -well-ordered family F ⊆ η ω of order type η + which has a least upper bound f ∈ η ω such that sup n f (n) = η and f (n) is a regular cardinal for all n. A F with these properties is called a scale on n f (n). Now we proceed as follows: We can assume that λ is the least regular such that j(λ) = λ = γ + = j(γ) + . Notice that for any cardinal η, j(η) = η if j(η + ) = η + . So the minimality of λ entails that γ is the least fixed point of j. This means that γ = sup n j n (crit(j)). Now by Shelah's result a scale G ⊆ γ ω of order type λ with exact upper bound g exists in H δ for any δ > λ. Since θ > λ and M ≺ H θ , such a G with exact upper bound g can be found in M . Then π M (G) = F by elementarity is again a scale on n f (n) where f = π M (g). Now let us consider j = π
is elementary and j[F] = {j(f ξ ) : ξ < λ} will have as an upper bound the function
Moreover j[F] ⊆ j(F) = G = {g α : α < j(λ) = λ} is a cofinal subset so the two families of increasing functions will have the same exact upper bound j(f ) = g. This is impossible since any f ∈ j[F] is everywhere dominated by h which is dominated by g modulo finite, so g cannot be an exact upper bound for j[F].
Remark 7.4. If the proof of the proposition is recast using δ-guessing model, one can rule out the case λ successor by essentially the same argument. However if M ≺ H θ is a δ-guessing model and λ ∈ M is inaccessible such that otp(M ∩ λ) = λ, then π M [M ∩ H λ ] could be different from H λ . For this reason we cannot reproduce for an arbitrary δ-guessing models the proof of the proposition in this case.
7.2.
A proof of SCH. We give a proof of SCH assuming there are ℵ 1 -internally unbounded, ℵ 1 -guessing models M of size less than κ M . This assumption follows for example from PFA and also from the existence of a supercompact cardinal. We recall the following definition from [14] :
Definition 7.5. Suppose λ is a cardinal with cf λ = ω. D = D(n, α) : n < ω, α < λ + is called a strong covering matrix on λ + if (i) n<ω D(n, α) = α for all α < λ + , (ii) D(m, α) ⊂ D(n, α) for all α < λ + and m < n < ω, (iii) for all α < α ′ < λ + there is n < ω such that D(m, α) ⊂ D(m, α ′ ) for all m ≥ n, (iv) for all x ∈ P ω 1 λ + there is γ x < λ + such that for all α ≥ γ x there is n < ω such that D(m, α) ∩ x = D(m, γ x ) ∩ x for all m ≥ n, (v) |D(n, α)| < λ for all α < λ + and n < ω.
The following simple facts are proved in [14] : Fact 7.6. Assume λ > 2 ℵ 0 has countable cofinality. Then there is a strong covering matrix D on λ + . Fact 7.7. Assume that for all λ > 2 ℵ 0 of countable cofinality, there is a strong covering matrix D on λ + and an unbounded subset A of λ + such that P ω 1 A is covered by D. Then SCH holds.
Lemma 7.8. Suppose λ is a cardinal with cf λ = ω and D is a strong covering matrix on λ + . Let θ be sufficiently large. Suppose M ∈ P ω 2 H θ is an ℵ 1 -internally unbounded model and D ∈ M . Then there is n < ω such that D(m, sup(M ∩ λ + )) ∩ x ∈ M for all x ∈ P ω 1 λ + ∩ M and m ≥ n.
Proof. Assume not and for each n pick x n ∈ M ∩P ω 1 λ + such that D(n, sup(M ∩λ + ))∩x n ∈ M . By ℵ 1 -internally unboundedness of M , there is a countable x ∈ M containing all the x n . Now γ x ∈ M by elementarity and thus there is n 0 such that D(n, sup(M ∩ λ + )) ∩ x = D(n, γ x ) ∩ x ∈ M for all n ≥ n 0 . This means that
since D(n, sup(M ∩ λ + )) ∩ x ∈ M and x n ∈ M . This is the desired contradiction.
Theorem 7.9. Suppose that for all regular θ ≥ κ, there are stationarily many ℵ 1 -guessing models M ∈ G H θ κ of size ℵ 1 which are ℵ 1 -internally unbounded. Then SCH holds. Proof. Let λ be a cardinal with cf λ = ω. By Fact 7.6 there exists a strong covering matrix on λ + and by Fact 7.7 it suffices to show there is an unbounded A ⊂ λ + such that P ω 1 A is covered by D, that is, for all x ∈ P ω 1 A there is α < λ + and n < ω such that x ⊂ D(n, α).
Let θ be sufficiently large. Pick an ℵ 1 -guessing model M ≺ H θ which is ℵ 1 -internally unbounded and is also such that D ∈ M . By Proposition 2.1 we may assume cf sup(M ∩ λ + ) ≥ ω 1 . By Lemma 7.8 there is n ′ < ω such that D(m, sup(M ∩ λ + )) ∩ x ∈ M for all x ∈ P ω 1 λ + ∩ M and m ≥ n ′ . As M is an ℵ 1 -guessing model, this means that for all m ≥ n ′ there is A m ∈ M such that D(m, sup(M ∩ λ + )) = A m ∩ M .
Since cf sup(M ∩ λ + ) ≥ ω 1 and {D(m, sup(M ∩ λ + )) : m < ω} = sup(M ∩ λ + ) there is an n ′ ≤ n < ω such that A n is unbounded in sup(M ∩ λ + ). As A n ∈ M , this implies A n is unbounded in λ + .
Let x ∈ M ∩ P ω 1 A n . Then
Thus H θ models that x is covered by some D(n, α). Since x ∈ M , also M models it. Since this occurs for an arbitrary x ∈ M ∩ P ω 1 X, M models P ω 1 A n is covered by D, whence it really holds.
Conclusions and open problems
We close this paper with a list of open problems and some guesses on their possible solutions:
(1) Assuming PFA in W , G ℵ 1 ℵ 2 W θ is stationary for all inaccessible θ. Is it possible to build a transitive inner model V of W such that ℵ 2 is supercompact in V ? Note that this would be the case if in V , G ℵ 0 ℵ 2 V θ is stationary for all inaccessible θ. In [15] and [16] there are several positive partial answers when we assume that W is a forcing extension of V . A possible attempt to overcome this latter assumption would be to isolate in models of MM some stationary subset T of G ℵ 1 ℵ 2 W θ , and then try to argue that ℵ 2 is θ-supercompact in L({M ∩ θ : M ∈ T }) or in some simple transitive class model of ZFC defined using {M ∩ θ : M ∈ T } as a parameter to define it. (2) Is it at all consistent that there are δ-guessing models which are not ℵ 1 -guessing for some δ > ℵ 1 ? It seems reasonable to expect this is the case and could be achieved using Krueger's mixed support iterations techniques as developed in [7] . (3) Is it consistent that for a guessing model M , κ M is the successor of a singular cardinal? Or that for a singular δ, there are δ-guessing models M which are not ξ-guessing for any ξ < δ? I think that this shouldn't be possible. (4) Can the isomorphism of types theorem be proved also for δ-guessing models which are not δ-internally club? (5) Given f : κ → H κ , what is the class of functions g : P (H θ ) → H θ such that {M ∈ G H θ κ : f (M ∩ κ) = g(M )} is stationary? Can the supercompactness of κ be characterized by the existence of an f : κ → H κ such that {M ≺ H θ : f (M ∩ κ) = g(M )} is stationary for a large family of g : P κ H θ → H θ ?
