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In the study of randomly connected neural network dynamics there is a phase transition from
a ‘simple’ state with few equilibria to a ‘complex’ state characterised by the number of equilibria
growing exponentially with the neuron population. Such phase transitions are often used to describe
pathological brain state transitions observed in neurological diseases such as epilepsy. In this paper
we investigate how more realistic heterogeneous network structures affect these phase transitions
using techniques from random matrix theory. Specifically, we parameterise the network structure
according to Dale’s Law and use the Kac-Rice formalism to compute the change in the number of
equilibria when a phase transition occurs. We also examine the condition where the network is not
balanced between excitation and inhibition causing outliers to appear in the eigenspectrum. This
enables us to compute the effects of different heterogeneous network connectivities on brain state
transitions, which can provide new insights into pathological brain dynamics.
I. INTRODUCTION
One of the major difficulties in the study of brain
dynamics and neurological disease is that it is highly
patient-specific and varies significantly between individu-
als. One way of capturing these heterogeneous differences
mathematically is to quantify different brain connectivi-
ties and examine their effects on brain network dynamics,
particularly brain state transitions. Typically, this di-
rected graph or networked dynamical system is described
using neural mass models where the network connectivity
is either averaged over, losing its individuation or via high
dimensional brute force numerical simulations, which are
not mathematically tractable. An alternative approach
is to study randomly connected neural networks using
mean-field theory [24], where it has been found that there
is a rapid transition to a complex macroscopic ‘chaotic’
state [25]. Recently, in relation to this there have been
two major mathematical developments: First, this transi-
tion has been described microscopically by Wainrib and
Toboul [26] as an exponential explosion in the number
of fixed points of the system. Second, Rajan and Ab-
bott [20] discovered that more anatomically realistic non-
random connectivity structures such as Dale’s law change
the uniform density of the eigenspectrum. In this paper
we combine these two seminal papers to show the effects
of more anatomically realistic connectivity statistics on
phase transitions.
We extend and analyse a random neural network model
as previously studied using dynamical mean-field theory
∗ jesper.ipsen@unimelb.edu.au
† peterson@unimelb.edu.au
by Sompolinsky et al. [13, 24]. This is a first order
neural model with a time-constant and discrete neural
field described by a random connectivity matrix. The
model itself can be derived from a neural mass model by
assuming instantaneous synapses.
In such a system it was found that the dynamics
sharply transitioned into a macroscopic chaotic regime
with the variance of the connectivity matrix as the or-
der parameter. More recently, Wainrib and Touboul [26]
have provided a microscopic explanation in terms of a
transition from a system with a single equilibrium to
a system with exponentially many equilibria. However,
both of these analyses have assumed an i.i.d. (indepen-
dent and identically distributed) random network con-
nectivity that is biologically unrealistic.
Anatomically, neurons connect via Dale’s law [9],
which states that neurons that are excitatory (inhibitory)
only output excitatory (inhibitory) signals. This gives
the connectivity matrix a heterogeneous block struc-
ture where each block represents a neural population
that draws from independent distributions with different
means and variances. In a seminal work by Rajan and
Abbott [20], it was shown that when these distributions
have different variances, the eigenspectrum usually de-
scribed by the so-called Circular Law [7] no longer has a
uniform density. In [2], this structure was further gener-
alised to a much larger class of connectivity matrices con-
structed as a combination of random and deterministic
matrices incorporating non-random aspects of network
connectivity. A description of block structured matrices
and how this affects the transition to chaos is also given
by [3, 4]. It has also been shown that there are effects
when using a non-zero mean connectivity matrix, which
introduces outliers to the eigenspectrum; this was origi-
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2nally pointed out by [16] for real symmetric matrices.
This paper is organised as follows: in Section II we
describe a mathematical framework of how to incorpo-
rate additional deterministic network structure into the
otherwise random neural network. Specifically, we incor-
porate Dale’s law into the connectivity matrix. Impor-
tantly, we give a considerably simplified expression of the
result originally presented by Rajan and Abbott [20]. In
Section III, we combine the work of Wainrib and Touboul
[26] and Rajan and Abbott [20] to explore how Dale’s law
affects the microscopic description of the stability transi-
tion in terms of the number of fixed points. In Section IV,
we discuss the effects of spectral outliers. The final sec-
tion is devoted to a discussion of the results.
II. DALE’S LAW IN NEURAL MODELS
Consider the first order rate-based neural model for
the evolution of a neural network given by [24]
dxi
dt
= −xi
τ
+
n∑
j=1
JijS(xj), i = 1, . . . , n (1)
where Jij is the (random) synaptic connection weight
from the j-th to the i-th neuron, τ is the membrane re-
laxation time, and S is an odd sigmoid function with
unit slope at the origin. More precisely, we assume that
S is a smooth and a (strictly) monotonically increasing
function with S(0) = 0, S′(0) = 1 and, S(x) → ±1 for
x→ ±∞.
Knowledge about the structure of the synaptic con-
nectivity matrix J = (Jij) is essential for studies of the
evolution of the dynamical system (1). In particular, the
eigenvalue with the largest real part plays a crucial role in
determining whether the system dynamics are stable or
chaotic. The most frequently used assumption is to take
the entries of the connectivity matrix J = (Jij) to be
i.i.d. random variables with zero mean, variance σ2, and
finite fourth moment (Gaussian random variables are of-
ten chosen for simplicity). Under these assumptions, the
eigenvalues of the connectivity matrix are uniformly dis-
tributed within a disk of radius, σ
√
n (see the review [7]
and references within) and importantly there are no out-
liers in the asymptotic limit. Using mean field techniques,
it can be shown that this model has a phase transition
into a chaotic regime at στ = n−1/2 in the limit of large
neuron populations (n → ∞) [24]. However, the mean
field approach does not provide an explanation of the mi-
croscopic origin of this phase transition. Recently, it has
been argued by Wainrib and Touboul [26] that the phase
transition originate from an explosion in the number of
equilibria. More precisely, one phase is characterised by
a scenario in which the dynamical system (1) has a single
stable equilibrium point, while the other phase is char-
acterised by a scenario in which the average number of
equilibria increases exponentially with the neuron popu-
lation n.
Unfortunately, the assumption of i.i.d. entries does not
apply to more realistic neural networks, where known
anatomical and physiological constraints must be im-
posed. Anatomically, there are broadly speaking two
types of neurons that are either excitatory or inhibitory.
These have different connectivities depending on the spa-
tial scale. Physiologically, they obey Dale’s law [9], that
is that each neuron only sends out either excitatory or
inhibitory signals depending on what type of neuron it
is. This means that each column (or row) in the con-
nectivity matrix must have the same sign. Rajan and
Abbott [20] studied the effect of Dale’s law. They split
the entries of the synaptic connectivity matrix into two
distributions or blocks with different means and variances
representing excitatory and inhibitory neurons, such that
E{Jij} > 0 for i = 1, . . . , k (excitatory) and E{Jij} < 0
for i = k + 1, . . . , n (inhibitory) for some 0 ≤ k ≤ n.
Ahmadian et al. [2] proposed an even more general con-
nectivity matrix incorporating both random and deter-
ministic aspects of the form
J = LAR+M. (2)
Here A is a random matrix with entries which are i.i.d.
random variables with zero mean and unit variance, while
L, R, and M are deterministic matrices incorporating
non-random aspects of the connectivity matrix.
Let us consider how to incorporate the effects of Dale’s
law within the structure (2). First, let 0 < f < 1 denote
the fraction of excitatory neurons. Following [20], we
want to represent connections for excitatory (inhibitory)
neurons by random variables with mean µE > 0 (µI < 0)
and variance σ2E (σ
2
I ). In order to construct this, we
introduce a diagonal matrix,
Σ = diag(σE , . . . , σE︸ ︷︷ ︸
nf times
, σI , . . . , σI︸ ︷︷ ︸
n(1−f) times
), (3)
and vectors
u = (1, . . . , 1)T , v = (µE , . . . , µE︸ ︷︷ ︸
nf times
, µI , . . . , µI︸ ︷︷ ︸
n(1−f) times
)T . (4)
We can now choose the network connectivity matrix (2)
with L = I, R = Σ, and M = uvT , i.e.
J = AΣ + uvT . (5)
It is easily verified that this choice of L, R, and M im-
plies that Jij has mean µE (µI) and variance σ
2
E (σ
2
I )
for j < nf (j > nf), thus creating the desired distinc-
tion between excitatory and inhibitory neurons and im-
plementing Dale’s law.
There is strong experimental evidence that the brain
is very tightly balanced on multiple scales [6, 8]. In the
above given framework, balanced is taken to mean that
µEf + µI(1− f) = 0, (6)
or in other words, the combined contribution of excita-
tory and inhibitory neurons sums to zero on average. As
3FIG. 1. The figure shows the scatter plots in the complex
plane for eigenvalues of connectivity matrices (5) and (10)
shown as the left and right panel, respectively. Both scatter
plots are generated from random matrices with n = 2 000,
f = 1/4, µE = 3, µI = −1, σE = 2, and σI = 1/2. Solid
curves shown are circles with radius given by (7).
illustrated by figure 1 (left panel), after incorporating
Dale’s law, the vast majority of the eigenvalues of the
connectivity matrix J lies within a circular region with
radius
R = σeff
√
n =
√
n(fσ2E + (1− f)σ2I ). (7)
Here, we have introduced an ‘effective’ variance defined
as σ2eff = fσ
2
E + (1 − f)σ2I . However, we also note that
there are a number of outliers. These outliers do not dis-
appear in the limit of large neuron populations n → ∞.
We will discuss the importance of such outliers in Sec-
tion IV. The fact that imposing Dale’s law introduces
outliers to the eigenvalue spectrum of the connectivity
matrix was first observed numerically in [20], while the
existence of a unique limiting distribution for these out-
liers was proved rigorously in [27].
In order to remove the outliers, Rajan and Abbott [20]
introduced an additional zero-sum constraint on the con-
nectivity matrix, which may be written as
n∑
j=1
(Jij −Mij) = 0. (8)
Put together with the balance condition (6), the zero-
sum constraint (8) states that the i-th neuron has a strict
input-output balance. Here, ‘strict’ is used to emphasise
that the input-output balance holds not only on average
but also in every realisation.
In order to incorporate the zero-sum constraint (8), we
introduce the projection matrix
P = I− uu
T
n
(9)
with u as in (4). We consider a network connectivity
matrix
J = AΣP + uvT . (10)
This connectivity matrix closely resembles our previous
choice (5), but the projection matrix, P , enforces the row
zero-sum condition (8). Importantly, it can be shown
that this new connectivity matrix J has spectral ra-
dius (7) to leading order in n, hence there are no outliers
(see [27] for a proof in the case with Σ = I). Figure 1
(right panel) provides a numerical verification of this phe-
nomenon.
Due to the projection matrix P in (10), the entries of
J are no longer independent. Nonetheless, it can still be
shown that entries representing excitatory neurons have
mean µE and variance σ
2
E + O(n
−1), while entries rep-
resenting inhibitory neurons have mean µI and variance
σ2I + O(n
−1). Thus, we still keep the desired distinction
between excitatory and inhibitory neurons to leading or-
der of the population size n.
The main difference between this network (10) and the
canonical example (in which the entries of J are i.i.d.
random variables) is that the eigenvalues are no longer
uniformly distributed within the region of circular sup-
port. The global spectral density for the connectivity
matrix (10) was found by Rajan and Abbott [20], and
we have considerably simplified their expression to
ρRA(z) =

1
pinσ2I
(
1− g
2
Hf
(
g
|z|2
nσ2I
))
, |z| ≤ σeff
√
n
0, |z| > σeff
√
n
(11)
with g = 1− σ2I/σ2E and
Hf (x) =
2f − 1 + x+√1 + x(4f − 2 + x)√
1 + x(4f − 2 + x) . (12)
The derivation of the global spectral density (11) assumes
that 0 < σI ≤ σE and thereby 0 ≤ g < 1, but by sym-
metry an equivalent formula holds for σI ≥ σE with σI
and σE interchanged. Equivalency between our expres-
sion (11) for the global spectral density and the expres-
sion provided by Rajan and Abbott in [20] is easily veri-
fied using mathematical software such as Mathematica.
We note that for σE = σI = σ, we have g = 0 and the
eigenvalues are distributed uniformly within a disk with
radius σ
√
n. Thus, from a spectral perspective this situ-
ation is equivalent to the case where J has i.i.d. entries
(changing to the rescaled variables zˆ = zσ
√
n gives the
usual situation with support on the unit disk). Likewise,
the spectral density becomes uniform within a disk with
radius σE
√
n if f → 0 and uniform within a disk with
radius σI
√
n if f → 1.
III. COUNTING EQUILIBRIA AS A MEASURE
OF COMPLEXITY
In this section, we will be interested in the number of
equilibria (both stable and unstable) for the dynamical
4system (1), i.e. the number of solutions to
0 = −xi/τ +
n∑
j=1
JijS(xj), i = 1, . . . , n, (13)
with connectivity matrix J = (Jij) given by (10). It is
clear that the number of equilibria is a random variable,
since the connectivity matrix J is a random matrix. We
will denote this random variable by Neq. Na¨ıvely, we
may think of a system with few equilibria as “simple”
and a system with many equilibria as “complex”. In
order to make this notion more concrete, we introduce
the quantity
C(τ) = lim
n→∞
1
n
logE{Neq} ≥ 0 (14)
as a formal measure of complexity. The complexity mea-
sure (14) — henceforth referred to simply as complexity
— plays a roˆle similar to the free energy in statistical
mechanics, and we will say that the system has a phase
transition at τc if C(τ) is non-analytic at τ = τc. We
will consider the system as “complex” if C(τ) > 0 which
implies that the mean number of equilibria grows expo-
nentially fast with the neuron population n. If C(τ) = 0
then we consider the system as “simple”. We will see
that the neural network under consideration has a phase
transition between a “simple” and “complex” phase and
that this phase transition coincide with the transition
predicted using mean field theory.
The average number of equilibria can be obtained by
means of the multivariate Kac–Rice formula (see e.g. [1,
5, 11]),
E{Neq} =
∫
Rn
dnxE
{∣∣∣ det
1≤i,j≤n
[
− δij
τ
+ JijS
′(xj)
]∣∣∣
×
n∏
k=1
δ
(
− xk
τ
+
n∑
`=1
Jk`S(x`)
)}
. (15)
For a few models the average number of fixed points may
be calculated exactly, see e.g. [14], but for the case con-
sidered here an approximation scheme is needed. We will
borrow an approximation scheme suggested by Wainrib
and Touboul [26]. We note that for short relaxation times
(i.e. τ → 0) the system (1) has a single (stable) equi-
librium or, stated differently, equation (13) has a single
solution. If the connectivity matrix J has no eigenvalue
outliers for a large neuron population n→∞ — for our
purposes that is the matrix (10) but not the matrix (5)
— then it is assumed that the system (1) will have a sin-
gle equilibrium up to the critical value τc. Assuming that
this is true, it was argued by Wainrib and Touboul [26]
that the Kac–Rice formula (15) may be approximated by
E{Neq} ≈ E
{∣∣∣ det
1≤i,j≤n
[
− δij + τJij
]∣∣∣} (16)
in the vicinity of the critical value τ ≈ τc. It follows
from (14), that the complexity becomes
C(τ) ≈ lim
n→∞
1
n
logE
{∣∣∣ det
1≤i,j≤n
[−δij + τJij ]
∣∣∣}. (17)
The right-hand side in (17) only depends on the eigen-
values of the connectivity matrix J and the parameter τ ;
it is related to a what is known as a ‘linear statistic’ in
the random matrix literature. This quantity is expected
to be self-averaging and we may approximate the com-
plexity with a spectral integral
C(τ) ≈
∫
C
µJ(d
2z) log|τz − 1|, (18)
where µJ(d
2z) denotes the global spectral measure (i.e.
the limiting eigenvalue distribution) of the random con-
nectivity matrix J in the limit of large populations n 1.
So far our approximation has closely followed the anal-
ysis performed by Wainrib and Touboul [26]. However,
rather than considering an i.i.d connectivity matrix with
a uniform spectral density, we consider a more structured
matrix incorporating Dale’s law that has a non-uniform
spectral density (11), i.e.
µJ(d
2z) = d2zρRA(z). (19)
As discussed this corresponds to a more anatomically re-
alistic connectivity matrix where the connectivity for dif-
ferent populations are drawn from different distributions
resulting in a partially random matrix that is block struc-
tured.
Since our spectral measure is rotational invariant in
the complex plane, we can use that for a ∈ R, b > 0∫ 2pi
0
dθ log|a− beiθ| = 2pi log(min(a, b)) (20)
to see that
C(τ) ≈ 2pi
∫ ∞
1/τ
drρRA(r) r log(τr). (21)
In order to evaluate the integral (21), we first recall that
the Rajan–Abbott density (11) only has support on a
disk of radius R = σeff
√
n. It follows that C(τ) = 0 for
τσeff < n
−1/2. On the other the hand, the integral (21) is
positive for τσeff > n
−1/2, i.e. C(τ) > 0. Below, we will
see that there is phase transition at τc = 1/σeff
√
n, see
Figure 2, and explore the complexity (21) in the ‘com-
plex’ region of phase space.
To get a better intuition of what happens to the com-
plexity (21) for τσeff > n
−1/2, let us expand the Rajan–
Abbott density (11) in the ‘complex’ regime in powers of
g, we have
ρRA(r) =
1
pinσ2I
(
1− g
2
∞∑
k=0
ak,f
(
g
r2
nσ2I
)k)
. (22)
5with coefficients a0,f = 2f, a1,f = 4f(1 − f), a2,f =
6f(1 − 3f + 2f2), etc. (the explicit expressions for the
coefficients are not really important to us as we will redo
the sum later on). Using this expansion in the formula
for the complexity (21) gives
C(τ) ≈ 2
nσ2I
σeff
√
n∫
1
τ
dr
(
1− g
2
∞∑
k=0
ak,f
(
g
r2
nσ2I
)k)
r log(τr).
(23)
Here and below we have assumed that τ > 1/σeff
√
n,
since (as already discussed) the complexity (21) is zero
for τ < 1/σeff
√
n. Now, making a change of variables
rˆ = r/σeff
√
n, we get
C(τ) ≈ 2σ
2
eff
σ2I
1∫
τc
τ
drˆ
(
1− g
2
∞∑
k=0
ak,f
(
gr2
σ2eff
σ2I
)k)
rˆ log
(τ rˆ
τc
)
,
(24)
where for notational simplicity we have used τc =
1/σeff
√
n. In this expression, we may integrate term by
term using
1∫
τc
τ
drˆ rˆ2k+1 log
(τ rˆ
τc
)
=
(τc/τ)
2k+2 + (2k + 2) log(τ/τc)− 1
(2k + 2)2
. (25)
We recall that our formula for the complexity (21) is
only valid in the vicinity of the critical value τc. Thus,
we introduce the dimensionless parameter
τˆ =
τ − τc
τc
. (26)
For 1 τˆ > 0, the right-hand side in (25) simplifies to
(τc/τ)
2k+2 + (2k + 2) log(τ/τc)− 1
(2k + 2)2
=
τˆ2
2
+O(τˆ3), (27)
where the leading order term is independent of k. This
allow us to write the complexity as
C(τ) ≈ σ
2
eff
σ2I
(
1− g
2
∞∑
k=0
ak,f
(
g
σ2eff
σ2I
)k)
τˆ2 +O(τˆ3). (28)
By comparison with (22), we see that
C(τ) ≈
{
pinσ2eff ρRA(σeff
√
n)τˆ2 τˆ > 0
0 τˆ < 0.
(29)
At first sight it might appear as though the complex-
ity is proportional to n for τˆ > 0, but this is merely an
artefact of our normalisation. In our present normalisa-
tion the Rajan–Abbott density (11) as support on a disk
with radius σeff
√
n and the density is therefore inversely
1
2
1 3
2
2
τ/τc
C(τ)
FIG. 2. The figure shows the complexity as a function of the
relaxation time with the parameter choice f = 1/4, µE = 3,
µI = −1, σE = 2, and σI = 1/2. The solid curve shows (21)
while the dotted curve shows the approximation (29) valid
for τ ≈ τc. The bullet points shows numerical data generated
using (17) with matrix dimension n = 1 000 and a mean ob-
tained as an average over 1 000 realisations. It is seen that the
complexity is zero up to the threshold τc after which it starts
to grow. Numerical and analytical results are in excellent
agreement.
proportional to σ2effn. The normalisation in which the
connectivity matrix J = (Jij) has support on the unit
disk corresponds to
ρ̂RA(z) = nσ
2
effρRA(zσeff
√
n) (30)
In this normalisation, the complexity reads
C(τ) ≈
{
piρ̂RA(1)τˆ
2 τˆ > 0
0 τˆ < 0.
(31)
For a connectivity matrix with i.i.d. entries (i.e. f → 0
or f → 1), we have ρ̂RA(1) = 1/pi which is the result
presented by Wainrib and Touboul [26]. In the interme-
diate region (0 < f < 1) the dependence on τˆ is the
same, but the overall prefactor changes. The prefactor is
given by the global spectral density of the connectivity
matrix evaluated at the edge, which should not be too
surprising. It is important to note that this ‘edge value’
depends strongly on the network structure, i.e. the vari-
ances σE and σI as well as the fraction f . We recall that
asymptotically the complexity is related to the average
number of equilibria by
E{Neq} ∼ enC(τ), (32)
so the changed prefactor in the complexity corresponds to
an exponential change to the average number of equilib-
ria. When interpreting (32), it should be noted that our
approximation scheme only gives the leading order con-
tribution in the system size n. Thus, it does not exclude
error terms which grow or remain constant for large n.
Next-to-leading order contributions have been computed
in some closely related systems [12, 14].
6IV. OUTLIERS AND NETWORK IMBALANCE
The approximation scheme used in Section III assumed
that the connectivity matrix J = (Jij) had no spectral
outliers for large neuron populations n → ∞. There
are two main ways this assumption may be invalidated
in the given framework. In Section II, we have seen in
Figure 1 that not imposing the zero-sum constraint (8)
resulted in a number of spectral outliers scattered around
the circular region which contained the majority of the
eigenvalues. Breaking the network balance condition (6)
also results in a spectral outlier; we will discuss this phe-
nomenon towards the end of this section.
First, we will discuss the effect on the complexity of
not enforcing the zero-sum constraint (8). We note that
the spectral outliers appearing in the absence of the zero-
sum constraint (see left panel of Figure 1) constitute a
lower-order effect in the sense that the fraction of spectral
outliers (compared to the total number of eigenvalues)
tends to zero as the neuron population tends to infinity
(n → ∞). Although not fully mathematically justified,
we believe that the effect on the complexity will also be
a lower-order effect, so that there is still a ‘complex’ re-
gion (where the number of equilibria grows exponentially
fast with n) and a ‘simple’ region (where the number of
equilibria grows less than exponentially fast with n). The
transition between these two regions appears at the same
critical value τc.
The main difference between the scenarios arising from
a connectivity matrix with or without the zero-sum con-
straint are present in the ‘simple’ region; this is due to
the fact that the complexity is zero in this region or, in
other words, the leading-order contribution vanishes in
this region resulting in the lower-order contribution aris-
ing from the outliers becoming dominant. Without out-
liers there will be one (and only one) equilibrium up until
the critical value τc after which there will be an exponen-
tial explosion in the number of equilibria. With outliers
there will still be only one equilibrium for short relaxation
times, τ  τc, but we expect that the average number of
equilibria start to grow as we approach the critical value
τc, since the spectral density is non-zero outside the disk
of radius σeff
√
n (the growth must of course be slower
than exponentially fast in n, since the complexity is zero
in the simple region). Figure 3 illlustrates this using the
random matrix approximation (16). In summary, for the
system (1) with connectivity matrix (10) we expect to
find one (and only one) equilibrium below the critical
value τc, while with connectivity matrix (5) we expect
to find few (but possibly more than one) equilibria in
the same region. In the later case, the true number of
equilibria would be highly dependent on the realisation
of the connectivity matrix J . The possibility of multiple
equilibria can, of course, have important consequences
for the dynamics.
We emphasise that the result for the case including
spectral outliers should only be trusted qualitatively but
not quantitatively. The issue is that the approximation
0.85 0.90 0.95 1
1
2
3
τ/τc
E[Neq] without outliers
with outliers
FIG. 3. Data point are generated using the random matrix
approximation (16) using parameters n = 1 000, f = 1/4,
µE = 3, µI = −1, σE = 4, and σI = 1; the average is
performed using 5 000 realisations. Filled data points ‘•’ are
made using connectivity matrix (10) (i.e. without outliers),
while unfilled data points ‘◦’ are made using connectivity ma-
trix (5) (i.e. with outliers). The location of the transition to
the ‘complex’ region is indicated with a dashed line.
which leads to (16) is only fully justified in the neighbour-
hood of the first fixed point bifurcation. In Section III we
exploited that in absence of spectral outliers, this neigh-
bourhood coincides with the neighbourhood of the criti-
cal value τc. In the presence of spectral outliers, the first
bifurcation will typically happen at some smaller value
of τ .
Let us now turn to the effect of breaking the balance
condition (6). In abnormal brain states that are associ-
ated with pathological brain dynamics such as epilepsy, a
network imbalance causes hyper-excitable unstable elec-
trical behaviour called seizures, which are observed as
pathological (spike-wave) oscillations. For this reason,
network imbalance is an important scenario. We include
such imbalance by replacing the balance condition (6) by
µEf + µI(1− f) = β. (33)
Here β is a measure of imbalance, such that if β > 0
(β < 0) then the excitatory (inhibitory) neurons domi-
nate the neuron population; β = 0 restores the balance
condition (6). Let us first examine the eigenvalues of
M = uvT . The charateristic equation reads
0 = det(λI− uvT ) = λn−1(λ− vTu) = λn−1(λ− βn),
(34)
hence M has n− 1 eigenvalues equal to zero and the re-
maining eigenvalue is equal to βn. It is known that the
random connectivity matrix J will inherit this spectral
outlier in the following sense: the global spectrum of J
will still be the Rajan–Abbott density (11) on the disk of
radius σeff
√
n, but there will also be an eigenvalue in the
neighbourhood of βn (this is illustrated on figure 4); we
will not prove the details here but refer the reader to [27]
for a mathematical description of this phenomenon. The
number of equilibria should be affected by the eigenvalue
with the largest real part (i.e. the rightmost eigenvalue),
7FIG. 4. The figure shows the scatter plots in the complex
plane for eigenvalues of connectivity matrix (10). Both scatter
plots are generated from random matrices with n = 1 000,
f = 1/4, µE = 3, µI = −1 and σE = 2. The top plot
has σI = −13/15 (corresponding to β = +1/10) and the
bottom plot has σI = −17/15 (corresponding to β = −1/10).
Solid curves shown are circles with radius given by (7), i.e.
R ≈ 34.46. The outliers are located at ≈ βn = ±100 ≈ ±3R,
i.e to the right on the top plot and to the left on the bottom
plot.
so we would expect an excitatory dominated neuron im-
balance (β > 0) having essential effects, but that a in-
hibitory dominated neuron imbalance (β < 0) would in-
consequential. It important to note the location of the
outlier grows as linearly with neuron population n (we
assume that β is of order unity), while the radius of the
disk containing the global spectrum only grows as
√
n.
Thus, the effect of breaking the network balance hap-
pens on a completely different scale than all other effects
discussed in this paper and even a small imbalance may
imply important effects.
V. DISCUSSION AND OUTLOOK
In this paper we have combined two important results
in the theory of random neural networks to show how a
more anatomically realistic network connectivity in the
form of Dale’s Law impacts on the transition to a ‘com-
plex’ phase. The transition is affected by the differences
in variances between excitatory and inhibitory neurons
(σE 6= σI) and the proportion of each population f .
Changes to these variables are reflected in changes to the
effective variance σeff = (fσ
2
E + (1− f)σ2I )1/2. A transi-
tion takes place at the critical value τc = (σeff
√
n)−1. For
the case of a uniformly distributed connectivity matrix
that has i.i.d. entries with zero mean and variance σ, this
becomes τc = (σ
√
n)−1, as originally established by [24].
It is worth noting that a stability-instability phase tran-
sition in a linearised model was found at the same critical
value in the seventies [18]; in this latter context it is often
referred to as the May–Wigner transition.
In neural networks where connections are chosen as
i.i.d. random variables with zero mean and variance σ the
eigenvalue spectrum of the connectivity matrix is uniform
on a disk. However, for the case of a more anatomically
realistic connectivity where Dale’s law is implemented
into the structure of the connectivity matrix, the eigen-
value spectrum is no longer uniform and one of the results
of this paper was to significantly simplify the expression
for the non-uniform spectral density derived in [20]. In
our expression it is very intuitive to see how different
population proportions and variances affect the density
as well as how the expression collapses back into a uni-
form density when the population variances are equiva-
lent. Note that if the variances are not different, then
changing the proportion f has no effect and the spectral
density of the eigenvalues remains uniform.
The expression for the non-uniform spectral density
was then used in combination with a random matrix ap-
proximation of the multivariate Kac–Rice formula [26].
Incorporating Dale’s Law (without spectral outliers) we
were able to establish that a phase transition occurs
by computing the number of equilibria (fixed points) or
‘Complexity’ of the system. This transition divides phase
space into two regions: a ‘simple’ phase with a single
equilibrium and a ‘complex’ phase where the number of
equilibria grows exponentially with the neuron popula-
tion. Dynamics in the ‘simple’ phase are expected to be
stable meaning that all trajectories converge towards the
only equilibrium of the system, while dynamics in the
‘complex’ phase is expected to be chaotic. As a na¨ıve
mental picture, we might imagine that most trajectories
in the ‘complex’ phase are bouncing chaotically around
between a large number of unstable equilibria.
The effects on the complexity of incorporating differ-
ent connectivity structures via Dale’s law on the phase
transition is encapsulated by Figure 2. This figure shows
how the complexity changes with the ratio τ/τc. Both
the transition point τc and rate at which the complex-
ity increases beyond this transition point are affected
by the variances σE , σI and population proportions f .
However, the critical exponent of the control parameter
τˆ = (τ − τc)/τc is unaffected and equal to 2, which is
consistent with the common lore regarding phase transi-
tions in statistical systems. Under more general network
connectivity structures we believe that there will still be
a transition between a ‘simple’ and a ‘complex’ phase
characterised by having few or many equilibria, respec-
tively (‘many’ means growing exponentially fast with the
neuron population, and ‘few’ means growing less than
exponentially fast). We believe that there is a universal
scaling limit connected to this transition and, in particu-
larly, that the critical exponent 2 is universal. Away from
the critical region the number of equilibria is still impor-
tant for the dynamic of the system, but we do not expect
this behaviour to be universal. Neither do we expect
the location of the transition to be universal. Here, we
understand ‘universality’ as properties being unaffected
8by the finer details of the network structure. Thus, un-
derstanding patient specific network structures are fun-
damental to define when pathological transitions could
occur. Alternatively, we could understand ‘universality’
as properties being unaffected by the finer details of the
probability weights chosen for the connectivity given a
certain network structure. In this latter interpretation,
the complexity might be universal, but of less practical
value.
In this work we also discuss eigenvalue outliers (i.e.
eigenvalues outside the disk with radius σeff
√
n) that are
generated by two sources. The first source is from im-
plementing Dale’s law into the connectivity matrix, and
can be eliminated via an input-output condition using
a projection operator (as illustrated by Figure 1). The
outliers are a lower order effect of the eigenvalue spec-
trum (the fraction of outliers tends to zero as the neuron
population tends to infinity), and their contribution to
the complexity is believed to be lower order as well. Such
lower contribution can nonetheless have fundamental im-
portance for the dynamical properties of the system. In
Section IV, we argued that spectral outliers would give
rise to multiple equilibria in the ‘simple’ phase rather
than just one equilibrium as were found in the absence
of outliers. It should be clear that going from one to
multiple equilibria may fundamentally change dynamical
properties of the system, e.g. we might imagine trajecto-
ries bouncing between a few unstable equilibria. In fact,
a distinction between having one or multiple equilibria
might be as important as the distinction between have
few and many.
The second source of eigenvalue outliers comes from
breaking the balance condition by introducing an ‘imbal-
ance’ parameter β. In this scenario, there is an outlier
in the neighbourhood of βn. The important observa-
tion to be made here is that the location of this outlier
scales with n while the location of all other eigenvalues
(including outliers arising from introducing Dale’s Law
without imposing the input-output condition) scales with√
n. Thus, the effect of breaking the network balance
happens on a completely different scale than all other ef-
fects discussed in this paper, and even a small imbalance
can have significant consequences on the system dynam-
ics. It is often assumed for pathological behaviour such
as those found in epileptic states, that the connectivity
matrix is excitatory dominated (β > 0). In this case,
the outlier is the largest (rightmost) eigenvalue, and the
location of this eigenvalue determines the onset of the in-
crease in the number equilibria, which effects the stabil-
ity of the system. Hence, a network imbalance condition
such as hyper-excitability, can determine the change in
the system stability more than the network structure and
nonlinear coupling function.
It is important to note that neural model used in this
research is abstracted and does not have a direct corre-
spondence to physiology unlike biophysical spiking mod-
els. It is a first order rate-based neural model with a
discretised spatial field, and although it can be derived
from networked neural mass models, it does so at the cost
of sacrificing synaptic dynamics, which are fundamental
to brain dynamics. It would be interesting to expand
this model to a second order one to give it synaptic dy-
namics, either current-based or conductance-based and
examine the role of these in combination with different
network structures on stability transitions. This model
also assumes a single time-constant, where as a distribu-
tion of values would be more realistic as well as different
parameterisations of the coupling function. Work using
dynamical mean-field theory has shown that results of
this model can be projected onto more physiologically
realistic spiking models such as leaky integrate-and-fire
models [19], which normally cannot be analysed in this
way. It would be interesting to see if the results pre-
sented here also hold for these more realistic neural mod-
els. Further, it is currently an open problem to compute
the actual number of fixed points through a large scale
simulation, it would be good to conclusively verify these
results without numerical approximations.
From a brain dynamics perspective, this paper shows
that when more anatomically realistic network connec-
tivities are used that have heterogeneous structures, they
have a non-trivial effect on the phase transition of ran-
dom neural networks. These connectivities are statisti-
cally characterised with block structures that have differ-
ent sizes, means and variances. In the brain, these con-
nectivity parameters are regulated by many physiological
and anatomical processes and it has been experimentally
and clinically observed that certain network structures
are more susceptible to a transition into instability [15].
This becomes especially important as the brain is often
considered to be operating in a critical state i.e. close to
a transition point [10]. If the brain does indeed operate
in such a critical regime, then the network connectiv-
ity plays a crucial role in brain-state transitions. The
study of brain diseases such as epilepsy are usually con-
ceptualised as a brain state transition into a pathological
state such as a seizure, which is both hyper-excitable and
hyper-synchronised. However, the main problem here is
that such transitions and hence diseases are very patient-
specific depending on the patients individual brain con-
nectivity. This research illustrates that a large class of
network connectivities that can be identified statistically,
are more susceptible to such transitions. This could be a
way of classifying certain patient-specific network struc-
tures in order to quantify the susceptibility to a transition
to an unstable pathological state such as a seizure. This
susceptibility is often defined as excitability in epilep-
togenesis, a clinical term that describes the underlying
process by which a brain develops seizures, which is cur-
rently poorly understood. A quantitative description of
this susceptibility based on an individuals brain network
structure from neuroimaging data could be used to tai-
lor diagnosis and treatment, which is one of the primary
goals of 21st century precision medicine.
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