In Appadu(2012d), we have used the technique of Minimized Integrated Exponential Error for Low Dispersion and Low Dissipation, (MIEELDLD) to construct high order methods with low dispersion and low dissipation properties which approximate the 1D linear advection equation. Modifications to the spatial discretisation schemes constructed by Lockard et al. (1995) , Zingg et al. (1996) and Bogey and Bailly (2002) have been obtained and also a modification to the temporal scheme developed by has been devised. These novel methods obtained using MIEELDLD are more effective in terms of shock-capturing properties as they require less number of points per wavelength than the existing optimized methods for a given accuracy. In this paper, we perform some numerical experiments dealing with wave propagation with these novel as well as existing, combined spatial and temporal discretisation schemes and compare the variation of two errors namely the Total Mean Square Error and error rate with the CFL. The spectral analysis of two optimized methods made up of spatial discretisation scheme coupled with temporal discretisation scheme is also studied.
Introduction
The increasing demand by the aerospace, automotive and other industries for accurate and reliable numerical models of sound generation and propagation in complex physical environments has prompted the construction of new Computational Aeroacoustics (CAA) algorithms. CAA methods have applications which range from aircraft noise to ground vehicle noise to noise from electronic cooling and air-moving devices [9] . In Computational Aeroacoustics (CAA), the accurate prediction of the generation of sound is demanding due to the requirement for preservation of the shape and frequency of wave propagation and generation. It is well-known [7, 14] that in order to conduct satisfactory computational aeroacoustics, numerical methods must generate the least possible dispersion and dissipation errors. In general, higher order schemes would be more suitable for CAA than the lower-order schemes since, overall, the former are less dissipative [8] . This is the reason why higher-order spatial discretisation schemes have gained considerable interest in computational aeroacoustics.
Organisation of paper
This paper is organised as follows. In section 3, we describe briefly the technique of Minimised Integrated Exponential Error for Low Dispersion and Low Dissipation, (MIEELDLD) when used to optimise parameters in numerical methods. In section 4, we describe how the technique of MIEELDLD [5] has been extended to construct low dispersion and low dissipation methods in a Computational Aeroacoustics framework and we list the coefficients of the spatial discretisation methods constructed by Lockard et al. [11] , Zingg et al. [16] , Bogey and Bailly [6] and also of the temporal discretisation method of Tam et al. [15] . In section 5, we present the results of a numerical experiment dealing with wave propagation and also obtain the variation of the Total Mean Square Error [13] and the error rate vs the CFL and this helps to obtain a good estimate of the optimal CFL. In section 6, we obtain the variation of the relative phase error vs CFL for two optimised numerical methods. Section 7 includes the conclusion.
The Concept of Minimised Integrated Exponential Error for Low Dispersion and Low Dissipation
The technique of Minimized Integrated Exponential Error for Low Dispersion and Low Dissipation (MIEELDLD) has been introduced in Appadu and Dauhoo [1] . It basically enables us to choose the optimal parameters from two conditions namely; (i) small amounts of dissipation when added can help to curb dispersion [10] .
(ii) the dissipation and dispersion errors must both be small in a numerical scheme to yield efficient shock-capturing properties. We now describe the technique of Minimized Integrated Exponential Error for Low Dispersion and Low Dissipation, (MIEELDLD). Suppose the amplification factor of the numerical scheme when applied to the 1-D linear advection equation, given by:
Then the modulus of the Amplification Factor, (AFM) and the relative phase error, (RPE) are calculated as: AFM = |ξ |,
where r and w are the CFL and phase angle respectively. The quantities |1 − RPE| and (1 − AFM) measure the dispersion and dissipation errors respectively. For a numerical scheme to have low dispersion and low dissipation, we require
Also when dissipation neutralises dispersion optimally, we have,
Thus on combining these two conditions, we get the following condition necessary for dissipation to neutralise dispersion and for low dispersion and low dissipation character to be satisfied:
where eldld denotes error for low dispersion and low dissipation.
If we now plot the quantity, eldld vs RPE vs AFM, [5] , we can see that eldld = 0 when RPE = 1 (no dispersion) and AFM = 1 (no dissipation) and this makes sense. However, the eldld takes a constant value of 2 when RPE = 2 independent of the value of the AFM and this presents a drawback of the measure. Therefore, we present a modification to the quantity, eldld which is
and this quantity goes to zero when |1 − RPE| → 0 and (1 − AFM) → 0. The eeldld denotes exponential error for low dispersion and low dissipation.
Only one parameter involved
If the CFL is the only parameter, we compute
for a range of w ∈ [0, w 1 ], and this integral will be a function of r. The optimal CFL is the one at which the integral quantity is closest to zero.
Two parameters are involved
Suppose, we now have two parameters, say λ and r. In that case, we can compute
and this integral will be a function of λ and we can obtain the optimal value of λ . We can also compute
and this integral will consist of λ and r. From there, we can obtain the optimal values of both λ and r. 
Extension of MIEELDLD to a CAA framework
In this section, we describe briefly how the technique of MIEELDLD is used to construct high order, low dispersion and low dissipation spatial schemes, which are modifications to the methods constructed by Lockard et al. [11] , Zingg et al. [16] and Bogey and Bailly [6] . The spatial derivative proposed by Lockard et al. [11] , Bogey and Bailly [6] is approximated as
and the coefficients are listed in Table (1) .
In the case of the spatial discretisation proposed by Zingg et al. [16] , we have
To simplify things, we abbreviate the spatial schemes constructed by Lockard et al. [11] , Zingg et al. [16] , Bogey and Bailly [6] as Lockard, Zingg and Bogey. Using MIEELDLD, we have proposed modification to the existing schemes described by Eqs. (6) and (7) and Table (1) . The coefficients of the modified schemes are shown in Table ( 2). For more details on how the novel spatial methods have been constructed, please refer to [5] .
The temporal discretisation scheme proposed by Tam et al. [15] is given as follows: Using MIEELDLD, a modification to the temporal discretisation scheme proposed by Tam et al. [15] has been obtained and is termed as Tam-Modified. We refer to Eq. (8) with the coefficients being; b 0 = 2.27963782,
Hence, we have three new spatial discretisation schemes and one new temporal discretisation method. In [5] , we have obtained the range of stability of the methods namely: Zingg, Lockard, and Bogey, when they are combined with the temporal discretisation scheme of Tam et al. [15] . Thus, we instance in the case of the spatial scheme of Lockard et al. [11] coupled with the temporal scheme of Tam et al. [15] , this combined method is called Lockard + Tam. The same type of abbreviation is used for the remaining optimised methods. In [5] , we have obtained the range of stability of the novel methods: Zingg-New, Lockard-New and Bogey-New when they are combined with the temporal discretisation scheme, Tam-Modified. Table ( 3) summarises details for the stability of the six finite difference schemes. Table 2 : Coefficients for new spatial discretisation schemes using MIEELDLD which are modifications to the schemes designed by Zingg et al. [16] , Lockard et al. [11] , and Bogey and Bailly [6] (to 6 d.p) 
Numerical Results
The test problem we consider is the propagation of the Boxcar function [12] subject to To evaluate the solution accuracy, we define the error vector as
The Total Mean Square Error has been shown to be a measure of the sum of the dispersion and dissipation errors [13] . The error rate, enum computed as
, is also compared for each scheme at some values of CFL. The results of the boxcar propagation are shown in Figs. (1) to (3) .
The Total Mean Square Error and error rate of the six schemes at some different values of CFL are tabulated in Tables (4) to (9) . We can deduce that the scheme Lockard+Tam and Lockard-New+Tam-Modified are most effective at CFL 0.20. Fig. (4) shows that the new scheme has smaller total errors at a given CFL. Also, with increase in CFL, the general trend is that the errors decrease. Both the schemes Zingg+Tam and Zingg-New+Tam-Modified are more effective at low CFL as can be deduced from Fig. (5) . Also, the new scheme is Table 7 : Errors for boxcar propagation at dimensionless time, t = 400 at some values of CFL using spatial scheme Zingg-New coupled with temporal scheme Tam Table 9 : Errors for boxcar propagation at dimensionless time, t = 400 at some values of CFL using spatial scheme Bogey-New coupled with temporal scheme Tam scheme is more effective at a given CFL.
Dispersive and dissipative properties of two high-order numerical schemes
In this section, we study the dissipative and dispersive properties of two methods and also attempt to locate the optimal CFL. Single expressions for the two methods namely: spatial discretisation of Bogey and Bailly [6] coupled with the temporal discretisation scheme of Tam et al. [15] abbreviated as Bogey + Tam and our novel method, abbreviated as Bogey-New + Tam-Modified are given as follows: (10) In the case of Bogey+Tam, we have T 1 = 2.30255809,
02084314 while in the case of Bogey-New + Tam-Modified, we have T 1 = 2.27963782,
The amplification factor of the Bogey+Tam method satisfies the following complicated equation:
where A 1 = 2 I (0.8415701254 sin(w) − 0.2446786317 sin(2w) +0.0594635848 sin(3w) −0.0076509041 sin(4w)). (12) Therefore, it is not possible to obtain ξ in terms of r and w so that the expressions for the AFM and RPE cannot be expressed in terms of r and w. So, we adopt an approach where we fix the CFL number and the phase angle, w. For instance, we compute the AFM and RPE at a given CFL for some different phase angles, w say 0, π/8, π/4, π/2, 3π/8, π/2, 5π/8, 3π/4, 7π/8 and π. Then, we repeat the whole procedure for two other CFL numbers, say 0.1 and 0.2. 
RPE.
The general trend with the RPE is that as the phase angle increases, it decreases for all the three values of CFL considered hence exhibiting phase lag behaviour. Table ( 11) shows the values of the AFM and RPE for our new optimised method which is a modification of the spatial scheme of Bogey and Bailly [6] coupled with temporal scheme of Tam and al. [15] . Again, the same observation is made i.e. the AFM is mostly one and is almost independent of the CFL and phase angle. 
Conclusion
In this work, we have used new spatial discretisation schemes and the novel temporal discretisation method constructed in [5] to solve a 1-D wave propagation experiment. We have obtained the variation of the Total Mean Square Error and error rate vs the CFL for six numerical methods. It is seen that our new schemes are more efficient. Also, we have done some spectral analysis of two methods: Bogey and Bailly [6] coupled with temporal scheme of Tam et al. [15] and also that of Bogey-New combined with Tam for Low Dispersion and Low Dissipation. 
