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Abstract
The random convex hull of a Poisson point process in Rd whose intensity measure is a
multiple of the standard Gaussian measure on Rd is investigated. The purpose of this paper
is to invent a new viewpoint on these Gaussian polytopes that is based on cumulants and the
general large deviation theory of Saulis and Statulevicˇius. This leads to new and powerful
concentration inequalities, moment bounds, Marcinkiewicz-Zygmund-type strong laws of large
numbers, central limit theorems and moderate deviation principles for the volume and the face
numbers. Corresponding results are also derived for the empirical measures induced by these
key geometric functionals, taking thereby care of their spatial profiles.
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1 Introduction and main results
1.1 General introduction
Random polytopes are among the most central objects studied in stochastic geometry, a branch of
mathematics at the borderline between convex geometry and probability. One class of random
polytopes that has attracted particular interest is that of Gaussian polytopes which arise as
convex hulls of a collection of independent random points that are distributed in Rd according
to the standard Gaussian law, see the survey articles of Hug [31] and Reitzner [38].
Gaussian polytopes are highly relevant in asymptotic convex geometry or the local theory of
Banach spaces. Since the breakthrough paper of Gluskin [24] it has been realized and is
nowadays well known that Gaussian polytopes – and their close relatives – often serve as ex-
tremizers in geometric or analytic problems. For example, consider the two random convex
hulls conv([−1, 1]d ∪ {±X(i)1 , . . . ,±X(i)d }), i ∈ {1, 2}, formed by the union of [−1, 1]d with two
independent and symmetrized Gaussian polytopes in Rd, respectively, that arise from independ-
ent standard Gaussian points X
(i)
1 , . . . , X
(i)
d , i ∈ {1, 2}. Then, with probability tending to 1
exponentially fast as the space dimension d tends to infinity, these two random convex hulls –
or, equivalently, the random d-dimensional normed spaces that have these polytopes as their
respective unit balls – have Banach-Mazur distance bounded from below by a constant multiple
of d. The value d also constitutes an upper bound for this quantity by the classical John’s the-
orem. For a generalization of this result to certain sub-Gaussian polytopes we refer to the work
of Lata la, Mankiewicz, Oleszkiewicz and Tomczak-Jaegermann [35] and also to the survey of
Mankiewicz and Tomczak-Jaegermann [37]. Further extremality results in this context are due
to Gluskin and Litvak [25] or Szarek [44], to name just a few.
In addition, Gaussian polytopes are prototypical examples of random convex sets that are known
to satisfy the (probabilistic version of the) celebrated hyperplane conjecture. More precisely, it
was shown by Klartag and Kozma [34] that the isotropic constant of the convex hull of n ≥ d+ 1
independent Gaussian random points in Rd is bounded by a universal constant with probability
at least 1 − e−cd, where c ∈ (0,∞) is another universal constant. In other words, Gaussian
polytopes satisfy the hyperplane conjecture asymptotically almost surely, as d → ∞. For other
random polytope models satisfying this form of the hyperplane conjecture we refer to the works
of Alonso-Gutie´rrez [3], Dafnis, Gue´don and Giannopoulos [13], Ho¨rrmann, Hug, Reitzner and
Tha¨le [27] and Ho¨rrmann, Prochno and Tha¨le [28].
Gaussian polytopes are also of interest in some branches of coding theory because of the following
interpretation that has been derived by Baryshnikov and Vitale [6]. Fix n ≥ d + 1 and let ∆n
be a regular simplex in Rn. Now, take a random rotation % in Rn and let prnd : Rn → Rd be
the projection onto the first d coordinates. Then, up to an affine transformation, the randomly
rotated and projected simplex prnd (%(∆n)) has the same distribution as a Gaussian polytope that
arises as the convex hull of n + 1 standard Gaussian random points in Rd. In the context of
coding theory it is of interest whether the randomly rotated and projected simplices prnd (%(∆n))
are k-neighbourly in that the convex hull of the projection of k vertices of ∆n is always a (k−1)-
face of prnd (%(∆n)). It turns out that, as n→∞, this is indeed the case, at least as long as k and
d are both proportional to n. For more details in this direction we refer to the works of Candes,
Rudelson, Tao and Vershynin [11], Candes and Tao [12], Donoho and Tanner [19, 20, 21], and
Vershik and Sporyshev [45].
Bearing in mind that spatial data is often being assumed to follow a Gaussian law, Gaussian
polytopes have a clear relevance also in the area of multivariate statistics. For example, the
vertices of a Gaussian polytope can be regarded as the multivariate extremes of the underlying
sample. More generally, the convex hull of a spatial point configuration is also related to the
notion of convex hull peeling data depth that allows an ordering of spatial data. For more
information on this point we refer to the survey article of Cascos [8].
The purpose of the present paper is to introduce a new probabilistic viewpoint of Gaussian
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polytopes in Rd that allows to gain new insights into their large scale asymptotic geometry. It is
based on sharp bounds for cumulants and the large deviation theory of Saulis and Statulevicˇius.
By means of these techniques we will derive a number of new and powerful results that were not
within the reach of other methods available before. The geometric characteristics we consider
are on the one hand related to the metric and on the other hand related to the combinatorial
structure of Gaussian polytopes and given by the volume as well as the face numbers, respectively.
Using an underlying binomial point process in the construction of Gaussian polytopes, that is,
a fixed number of independent random points that are distributed according to the standard
Gaussian law in Rd, the expectation asymptotics of these parameters have been determined in a
series of papers. It starts with the classical work of Re´nyi and Sulanke [39] for the vertex number
in the planar case d = 2 and is continued by the papers of Affentranger [1] and Affentranger
and Schneider [2], dealing with the face numbers in higher dimensions. An integral-geometric
approach to mean values for Gaussian polytopes has been developed by Hug, Munsonius and
Reitzner [32]. Hug and Reitzner [33] also derived variance upper bounds and used them to show
laws of large numbers. The central limit problem for Gaussian polytopes has first been treated
by Hueter [29, 30] and finally been settled in the breakthrough paper of Ba´ra´ny and Vu [5].
Throughout the present text we will assume that the random polytopes we deal with are gener-
ated as convex hulls of a Poisson point process whose intensity measure is given by a multiple
λ > 0 of the standard Gaussian measure in Rd. Iniciated in [5], the line of research under this
further randomization has recently been taken up in the remarkable work of Calka and Yukich
[10], who computed the precise variance asymptotics and considered scaling limits by means of
a scaling transformation that has its origins in previous works of Calka, Schreiber and Yukich
[9] and Schreiber and Yukich [43] on random polytopes in the unit ball. We use this scaling
transformation and its properties to obtain further probabilistic results for Gaussian polytopes
generated by a Poisson point process. In particular, these are
– concentration inequalities (Theorem 1.1 and Theorem 3.1),
– bounds for the growth of moments and cumulants of all orders (Theorem 1.5 and Theorem
4.1),
– Marcinkiewicz-Zygmund-type strong laws of large numbers (Theorem 1.3),
– central limit theorems and bounds on the relative error in the central limit theorems (The-
orem 1.6 and Theorem 3.2),
– moderate deviation principles (Theorem 1.9, Theorem 3.4 and Theorem 3.5)
for the key geometric characteristics discussed above as well as their measure-valued counterparts.
We emphasize that the latter have the advantage to capture the spatial profile of the functionals
we consider as well and not only their total masses. This naturally continues the recent line of
research on the probabilistic analysis of large (or high-dimensional) geometric random systems.
Let us briefly outline the structure and the content of this paper. In Section 1.2 we present our
main findings for the volume and the face numbers of Gaussian polytopes. Some preliminaries,
especially the scaling transformation from [10] as well as the measure-valued versions of our
functionals are described in Section 2. We also introduce there a cluster measure representation
of their cumulant measures, that will turn out to be crucial for later purposes. The main results
for the empirical measures are stated in Section 3, while their proofs as well as the proofs of
the results in Section 1.2 are the content of Section 4. Their proofs are based on two auxiliary
estimates. The first one is a moment bound that we provide in Section 5, while the final Section
6 contains the proof of the second ingredient, a cumulant bound, which is the main technical
device we develop and apply in our text.
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1.2 Statement of the main results
Fix a space dimension d ≥ 2 and let γd be the standard Gaussian measure on Rd that has density
φ(x) := (2pi)−d/2 exp
(− ‖x‖2/2), x ∈ Rd, (1)
with respect to the Lebesgue measure on Rd. Here and in what follows, ‖ · ‖ stands for the
Euclidean norm. By Pλ we denote a Poisson point process on Rd with intensity measure λγd,
λ > 0. That is, if N(λ) is a Poisson random variable with mean λ, Pλ is a random set that
consists of N(λ) points in Rd that are independently chosen according to the Gaussian law γd.
By Kλ we denote the Gaussian polytope that arises as the convex hull of Pλ. The volume and
the number of j-dimensional faces of Kλ, j ∈ {0, . . . , d− 1}, are denoted by vol(Kλ) and fj(Kλ),
respectively.
We can now present our main results. Let us start with a new and powerful concentration
inequality for the volume vol(Kλ) and the number fj(Kλ) of j-dimensional faces. To streamline
our presentation, we define the individual weights z[f0] := d and z[fj ] := 0 if j ∈ {1, . . . , d− 1}.
Here and in what follows, writing that a statement holds for sufficiently large λ means that there
exists a λ0 > 0, depending on the dimension d and the geometric functional under consideration,
such that the statement is valid for all λ ≥ λ0.
Theorem 1.1 (Concentration inequalities) (i) Let y ≥ 0. Then,
P
(| vol(Kλ)− E[vol(Kλ)]| ≥ y√var[vol(Kλ)] )
≤ 2 exp
(
− 1
4
min
{ y2
23d+5
, c1 (log λ)
d−1
4(3d+5) y
1
3d+5
})
for all sufficiently large λ with a constant c1 ∈ (0,∞) only depending on d.
(ii) Let y ≥ 0 and j ∈ {0, . . . , d− 1}. Then,
P
(|fj(Kλ)− E[fj(Kλ)]| ≥ y√var[fj(Kλ)] )
≤ 2 exp
(
− 1
4
min
{ y2
2j(3d+1)+5+z[fj ]
, c2 (log λ)
d−1
4(j(3d+1)+5+z[fj ]) y
1
j(3d+1)+5+z[fj ]
})
for all sufficiently large λ with a constant c2 ∈ (0,∞) only depending on d and j.
Remark 1.2 (i) The concentration inequalities in the previous theorem can be represented in
an alternative form that avoids the minimum in the exponential exponent. For example,
the volume of Kλ satisfies
P
(| vol(Kλ)− E[vol(Kλ)]| ≥ y√var[vol(Kλ)] )
≤ 2 exp
(
− y
2
2
(
23d+5 + c y(log λ)(d−1)/(12(2d+3))
)3(2d+3)/(3d+5)
)
with a constant c ∈ (0,∞) only depending on d for all y ≥ 0 and sufficiently large λ. This
follows by combining the estimates we obtain in the proof of Theorem 1.1 with [41, Lemma
2.4]. However, it turns out that this form is less suitable for our purposes compared to that
of Theorem 1.1.
(ii) For small arguments y the Gaussian exponent −y2 is already optimal. To improve the
(presumably non-optimal) exponent for larger values of y by our method, which is based on
sharp bounds for cumulants, one would need to improve the cumulant bound in Theorem
4.1. This point will further be discussed in Remark 3.6 below.
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A strong law of large numbers dealing with the volume of Gaussian polytopes constructed from an
underlying binomial point process has been derived by Hug and Reitzner [33] using the Chebychev
inequality together with an upper bound on the variance obtained in the same paper. Using our
concentration inequality from Theorem 1.1 (i) we prove a stronger result for our Poisson point
process-based model, which has the form of a Marcinkiewicz-Zygmund-type strong law. While
the classical strong law of large numbers for the random variables vol(Kλ) says that
vol(Kλk)− E[vol(Kλk)]
(log λk)
d
2
−→ 0 , as k →∞ ,
with probability one, along all subsequences λk of the form λk := a
k, a > 1, our Marcinkiewicz-
Zygmund-type strong law makes a statement about the almost sure convergence to zero, as
k →∞, of the random variables
vol(Kλk)− E[vol(Kλk)]
(log λk)
p d
2
for all p > d−32d , again along all subsequences of the form λk = a
k, a > 1. While for p ≥ 1 such a
result is a consequence of a classical strong law, the situation for p < 1 is not covered by such a
result. We notice that for p = d−32d the denominator in the above expression equals (log λk)
d−3
4 ,
which is precisely the rescaling that is necessary in the central limit theorem for the volume of
Kλ, see Corollary 1.7 below. Indeed, it holds that var[vol(Kλk)] ∼ c(log λk)
d−3
2 , as k →∞, where
c ∈ (0,∞) is a constant just depending on d, see [10]. This implies that our condition on p is
in fact optimal and covers the whole possible range of parameters p. In contrast to the volume
functional and even in the case of an underlying binomial point process, a strong law of large
numbers for the face numbers of Gaussian polytopes does not exist so far. In part (ii) of the
next theorem we present the first such result. Again, our condition on the parameter p is best
possible.
Theorem 1.3 (Marcinkiewicz-Zygmund-type strong laws of large numbers) Let (λk)k∈N be a
sequence of real numbers defined by λk = a
k, a > 1.
(i) Fix p > d−32d . Then, as k →∞, one has that
vol(Kλk)− E[vol(Kλk)]
(log λk)
p d
2
−→ 0
with probability one.
(ii) Fix j ∈ {0, . . . , d− 1} and p > 12 . Then, as k →∞, one has that
fj(Kλk)− E[fj(Kλk)]
(log λk)
p d−1
2
−→ 0
with probability one.
Remark 1.4 (i) In [33] the strong law of large numbers for the volume was proved for the
binomial counterpart of the Gaussian random polytopes Kλk along the subsequence λk = 2
k
and then extended by monotonicity arguments to λk = k (see [33, Corollary 1.4]). In our
set-up such an extension by monotonicity is not possible, since the centred random variables
vol(Kλk)−E[vol(Kλk)] and also fj(Kλk)−E[fj(Kλk)] (j ∈ {0, . . . , d−1}) are not monotone
in k.
(ii) As already pointed out in [33], a classical strong law of large numbers for the volume of Kλk
can in principle also be deduced from the work of Geffroy [23]. However, this is not the case
for our Marcinkiewicz-Zygmund-type strong law. In addition, this approach also fails for
the face numbers of Gaussian polytopes.
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As a consequence of the cumulant bound presented in Theorem 4.1 we obtain upper and lower
bounds for the kth moments of the volume and the face numbers of Kλ that differ by a factor
ckk!, where c ∈ (0,∞) is a suitable constant.
Theorem 1.5 (Moment bounds) (i) There are constants c1, . . . , c4 ∈ (0,∞) only depending on
d such that
c1 c
k
2 (log λ)
k d
2 ≤ E[vol(Kλ)k] ≤ c3 ck4 k! (log λ)k
d
2
for all sufficiently large λ and k ∈ N.
(ii) Let j ∈ {0, . . . , d − 1}. Then there are constants c5, . . . , c8 ∈ (0,∞) that only depend on d
and j such that
c5 c
k
6 (log λ)
k d−1
2 ≤ E[fj(Kλ)k] ≤ c7 ck8 k! (log λ)k
d−1
2
for all sufficiently large λ and k ∈ N.
One of the main results of the work of Ba´ra´ny and Vu [5] is a central limit theorem for suitably nor-
malized versions of the random variables vol(Kλ) and fj(Kλ). While we are able to recover their
result with a weaker rate of convergence (see Theorem 3.3 below and the discussion at the end of
Section 3), our technique also delivers an estimate for the relative error in the central limit the-
orem that was not available before. To formulate our result, let Φ(x) := (2pi)−1/2
∫ x
−∞ e
−t2/2 dt,
x ∈ R, be the distribution function of a standard Gaussian random variable.
Theorem 1.6 (Bounds on the relative errors in the central limit theorems) (i) Let us assume
that 0 ≤ y ≤ c1 (log λ)
d−1
4(6d+9) and that λ is sufficiently large. Then, one has that∣∣∣∣∣ log P
(
vol(Kλ)− E[vol(Kλ)] ≥ y
√
var[vol(Kλ)]
)
1− Φ(y)
∣∣∣∣∣ ≤ c2 (1 + y3) (log λ)− d−14(6d+9) ,∣∣∣∣∣ log P
(
vol(Kλ)− E[vol(Kλ)] ≤ −y
√
var[vol(Kλ)]
)
Φ(−y)
∣∣∣∣∣ ≤ c2 (1 + y3) (log λ)− d−14(6d+9) ,
with constants c1, c2 ∈ (0,∞) only depending on d.
(ii) For 0 ≤ y ≤ c3(log λ)
d−1
4(2j(3d+1)+9+2z[fj ]) , j ∈ {0, . . . , d − 1} and sufficiently large λ one has
that∣∣∣∣∣ log P
(
fj(Kλ)− E[fj(Kλ)] ≥ y
√
var[fj(Kλ)]
)
1− Φ(y)
∣∣∣∣∣ ≤ c4 (1 + y3) (log λ)− d−14(2j(3d+1)+9+2z[fj ]) ,∣∣∣∣∣ log P
(
fj(Kλ)− E[fj(Kλ)] ≤ −y
√
var[fj(Kλ)]
)
Φ(−y)
∣∣∣∣∣ ≤ c4 (1 + y3) (log λ)− d−14(2j(3d+1)+9+2z[fj ])
with constants c3, c4 ∈ (0,∞) only depending on d and j.
The above theorem immediately implies that the random variables vol(Kλ) and fj(Kλ) satisfy
a central limit theorem. Indeed, for fixed y ∈ R not depending on λ, one has that the quantities
on the right hand sides of the inequalities in Theorem 1.6 converge to zero, as λ→∞. Although
this is known from [5], as anticipated above, we formulate this observation as a corollary.
Corollary 1.7 (Central limit theorems) As λ→∞, the random variables
vol(Kλ)− E[vol(Kλ)]√
var[vol(Kλ)]
and
fj(Kλ)− E[fj(Kλ)]√
var[fj(Kλ)]
with j ∈ {0, . . . , d− 1} satisfy a central limit theorem, that is, they converge in distribution to a
standard Gaussian random variable.
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After having investigated concentration inequalities, strong laws of large numbers and (the rel-
ative errors in) the central limit theorems, we turn now to moderate deviation principles for the
volume and the face numbers of Gaussian polytopes. For convenience and to keep the paper
self-contained, let us recall from [16, Chapter III.1] what this formally means.
Definition 1.8 A family (νλ)λ>0 of probability measures on a topological space E fulfils a
large deviation principle with speed aλ and (good) rate function I : E → [0,∞] if I is lower
semi-continuous, has compact level sets and if for every Borel set B ⊆ E,
− inf
x∈int(B)
I(x) ≤ lim inf
λ→∞
1
aλ
log νλ(B) ≤ lim sup
λ→∞
1
aλ
log νλ(B) ≤ − inf
x∈cl(B)
I(x) ,
where int(B) and cl(B) stand for the interior and the closure of B, respectively. A family (Xλ)λ>0
of random elements in E satisfies a large deviation principle with speed aλ and rate function
I : E → [0,∞], if the family of their distributions does. Moreover, if the involved random
elements (Xλ)λ>0 satisfy a strong law of large numbers and a central limit theorem, and if the
rescaling aλ lies between that of a law of large numbers and that of a central limit theorem, one
usually speaks about a moderate deviation principle instead of a large deviation principle with
speed aλ and rate function I.
Our main result in this context is a moderate deviation principle for the volume and one for the
number of j-dimensional faces of the Gaussian polytopes Kλ for all j ∈ {0, . . . , d− 1}. Although
moderate (or large) deviations belong to the class of classical limit theorems in probability theory,
to the best of our knowledge they have not been investigated in the context of Gaussian polytopes
so far.
Theorem 1.9 (Moderate deviation principles) (i) Let (aλ)λ>0 be a sequence of real numbers
with
lim
λ→∞
aλ =∞ and lim
λ→∞
aλ (log λ)
− d−1
4(6d+9) = 0 .
Then, the family (
1
aλ
vol(Kλ)− E[vol(Kλ)]√
var[vol(Kλ)]
)
λ>0
satisfies a moderate deviation principle on R with speed a2λ and rate function I(x) =
x2
2 .
(ii) Let j ∈ {0, . . . , d− 1} and let (aλ)λ>0 be a sequence of real numbers satisfying
lim
λ→∞
aλ =∞ und lim
λ→∞
aλ (log λ)
− d−1
4(2j(3d+1)+9+2z[fj ]) = 0 .
Then, the family of random variables(
1
aλ
fj(Kλ)− E[fj(Kλ)]√
var[fj(Kλ)]
)
λ>0
satisfies a moderate deviation principle on R with speed a2λ and rate function I(x) =
x2
2 .
The results that we have presented in this section have immediate consequences for the model of
randomly rotated and projected simplices briefly discussed in the previous section if we randomize
the model further. Namely, we let the space dimension n = N(λ) be an independent random
integer that is Poisson distributed with parameter λ and think of pr
N(λ)
d (%(∆N(λ))) as already
being embedded in Rd in the case that N(λ) ≤ d (the probability of this event tends to zero,
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as λ → ∞). Then, we conclude for the face numbers fj(prN(λ)d (%(∆N(λ)))) of prN(λ)d (%(∆N(λ)))
for all j ∈ {0, . . . , d − 1} from Theorem 1.1 a concentration inequality, from Theorem 1.3 a
Marcinkiewicz-Zygmund-type strong law of large numbers, from Theorem 1.5 bounds for the
moments of all orders, from Theorem 1.6 a bound on the relative error in the central limit
theorem that we have from Corollary 1.7 as well as a moderate deviation principle from Theorem
1.9. Moreover, Theorem 4.1 below delivers a bound on the cumulants of these random variables.
We refrain from presenting all these results formally, since their statements are literally the same
as in the theorems mentioned above with the Gaussian polytope Kλ replaced by the randomly
rotated and projected simplex pr
N(λ)
d (%(∆N(λ))).
The theorems we have seen in this section (and also those in Section 3 below) are the clear
analogues for Gaussian polytopes of the results recently derived in our paper [26], where we
considered random polytopes that arise as convex hulls of a homogeneous Poisson point process
in the d-dimensional unit ball. Moreover, also the principal technique we use, based on sharp
bounds for cumulants in conjunction with the large deviation theory from [41], parallels that
in [26]. However, we emphasize at this point that besides of these conceptual similarities, the
further details and arguments differ considerably and require much more technical effort as well
as a number of new ideas compared to [26]. This is basically due to the fact that, in contrast to
random polytopes in the unit ball, Gaussian polytopes in Rd grow unboundedly in all directions.
In particular, for any fixed λ there is no centred ball with radius only depending on λ (or any
other deterministic set that depends on the parameter λ only) in which a Gaussian polytope is
included with probability one. This in turn implies that the scaling transformation we borrow
from [10], which we recall in Section 2 below, maps a Gaussian polytope into a random set in
the product space Rd−1 × R, while the scaling transformation for random polytopes in the unit
ball has Rd−1 × [0,∞) as its target space, see [9]. Here, the upper half-space Rd−1 × [0,∞)
corresponds to the image of an appropriate centred ball that contains the Gaussian polytope
with high probability, while the lower half-space Rd−1 × (−∞, 0) corresponds to the image of
its complement. The probability that the latter contains points from the underlying Poisson
point process is small, but if there are such points, they have a significant influence on the
geometry of the Gaussian polytopes. While the rescaled geometric functionals satisfy a weak
spatial localization property in the upper half-space, such a behaviour is no longer true in the
global set-up. This remarkable but unavoidable phenomenon, explained in detail in [10] and
briefly recalled in Section 2, causes considerable technical difficulties that were not present in
our previous work [26] and makes the analysis of probabilistic properties of Gaussian polytopes
a demanding task.
2 Preliminaries
We start this section by introducing some notation. By ‖ · ‖ we denote the standard Euclidean
norm in Rd. Furthermore, we put Bd := {x ∈ Rd : ‖x‖ ≤ 1} and Sd−1 := {x ∈ Rd : ‖x‖ = 1}, and
define κj := volj(Bj) as the j-volume of Bj for j ∈ N. By σd−1 we denote the (d−1)-dimensional
Hausdorff measure on Sd−1 and by γd the standard Gaussian measure on Rd.
Let Bd(x, r) be the ball centred at x ∈ Rd with radius r > 0. If we parametrize points in Rd by
(v, h) ∈ Rd−1 × R we write Cd−1(v, r) for the infinite vertical cylinder Bd−1(v, r) × R around x
with base radius r > 0.
Finally, if E is some Polish space, B(E) and C(E) indicate the spaces of bounded measurable
and of bounded continuous functions on E, respectively. Furthermore, for a Borel set B ⊆ E we
write C(E;B) for the collection of functions f ∈ B(E) whose set of continuity points includes B.
We write M(E) for the space of finite signed measures on E, and for a function f ∈ B(E) and
a measure ν ∈ M(E) we will use the symbol 〈f, ν〉 to abbreviate the integral of f with respect
to ν, that is, 〈f, ν〉 := ∫ f dν.
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Figure 1: The scaling transformation Tλ.
2.1 The scaling transformation
Recall that we denote by Kλ a Gaussian polytope that arises as the convex hull of a Poisson
point process Pλ with intensity measure λγd for some λ > 0. An important tool on our way
to asymptotic results about geometric characteristics of Kλ is a scaling transformation that has
been introduced in [10]. It maps the point process Pλ into the space Rd−1 ×R. In what follows,
we recall the definition of the scaling transformation and those properties that are needed in our
proofs.
Let u0 := (0, . . . , 0, 1) ∈ Rd and Tu0 := Tu0(Sd−1) be the tangent space of Sd−1 at the point
u0. We identify Tu0 with the (d − 1)-dimensional Euclidean space Rd−1. The exponential map
exp := expu0 : Tu0 → Sd−1 maps a vector v ∈ Tu0 to the point u ∈ Sd−1 in such a way that u
lies at the end of the unique geodesic ray with length ‖v‖ starting at u0 and having direction v.
We denote by Bd−1(0, pi) := {v ∈ Tu0 : ‖v‖ < pi} the region of Tu0 on which the exponential map
is injective and note that exp(Bd−1(0, pi)) = Sd−1 \ {−u0}. (Following [10], we prefer to write
Bd−1(0, r) for a centred ball of radius r > 0 in Tu0 instead of Bd−1(0, r) to prevent confusions.)
Definition 2.1 Define
Rλ :=
√
2 log λ− log(2d+1pid log λ) (2)
and let λ > 0 be such that Rλ ≥ 1. Then the mapping Tλ : Rd → Rd−1 × R given by
Tλ(x) :=
(
Rλ exp
−1
(
x
‖x‖
)
, R2λ
(
1− ‖x‖
Rλ
))
, x ∈ Rd \ {0}, (3)
is called scaling transformation and maps Rd \ {0} into the region Wλ = Rλ Bd−1(0, pi) ×
(−∞, R2λ] ⊆ Rd−1 × R, see Figure 1.
In the rest of this paper we will implicitly assume that λ is such that Rλ ≥ 1. The inverse of
the exponential map, exp−1, is well defined on Sd−1 \ {−u0} and for convenience we also put
exp−1(−u0) := (0, . . . , 0, pi) and Tλ(0) := (0, R2λ). So defined, the scaling transformation Tλ
describes a bijection between Rd and Wλ.
The rescaled point process is given by P(λ) := Tλ(Pλ), see Figure 2. Because of the mapping
property of Poisson point processes, the rescaled point process P(λ) is a Poisson point process on
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Figure 2: The rescaled Poisson point process P(λ).
Wλ. In particular, Equation (3.18) in [10] shows that the intensity measure of P(λ) has density
(v, h) 7→ sin
d−2(R−1λ ‖v‖)
‖R−1λ v‖d−2
√
2 log λ
Rλ
exp
(
h− h
2
2R2λ
)(
1− h
R2λ
)d−1
1((v, h) ∈Wλ) (4)
with respect to the Lebesgue measure on Rd−1 × R. In other words, (4) is the density of the
image measure of λγd under the scaling transformation Tλ. It is readily seen that, as λ → ∞,
this density converges to
(v, h) 7→ eh , (v, h) ∈ Rd−1 × R , (5)
which in view of Proposition 2.1 and Remark 3.2 (iv) in [15] (see also Lemma 3.2 in [10]) implies
that P(λ) converges in distribution to a Poisson point process P on Rd−1 × R whose intensity
measure has density as in (5) with respect to the Lebesgue measure on Rd−1 × R. Similarly, it
follows from [10, Equation (3.19)] that the image measure of Rλ times the Lebesgue measure on
Rd under the scaling transformation Tλ has density
(v, h) 7→ sin
d−2(R−1λ ‖v‖)
‖R−1λ v‖d−2
(
1− h
R2λ
)d−1
1((v, h) ∈Wλ) (6)
with respect to the Lebesgue measure on the product space Rd−1 × R.
Remark 2.2 Let us briefly comment on the choice of the critical radius Rλ, which might look
a bit inconvenient at first sight. In the proof of formula (4), the definition of Rλ is crucial to
ensure the equality
λφ
(
uRλ
(
1− h
R2λ
))
=
√
2 log λ exp
(
h− h
2
2R2λ
)
, u ∈ Sd−1, (7)
which in turn is needed to show the convergence in distribution of P(λ) to P discussed above and
which is also used in the proof of our cumulant bound in Section 6 below. Indeed, the definition
of Rλ yields that
exp
(
−R
2
λ
2
)
= exp
(
−1
2
(
2 log λ− log(2d+1pid log λ)
))
=
1
λ
(2pi)d/2
√
2 log λ
10
and we thus obtain for u ∈ Sd−1, by using (1), that
φ
(
uRλ
(
1− h
R2λ
))
= (2pi)−d/2 exp
(
−1
2
∥∥∥∥uRλ(1− hR2λ
)∥∥∥∥2
)
= (2pi)−d/2 exp
(
−1
2
R2λ
(
1− 2h
R2λ
+
h2
R4λ
))
= (2pi)−d/2 exp
(
h− h
2
2R2λ
)
exp
(
−R
2
λ
2
)
=
√
2 log λ
λ
exp
(
h− h
2
2R2λ
)
,
which proves (7).
2.2 The volume and j-face functionals
This section starts with the introduction of the key geometric functionals of Kλ we consider in
this paper. Afterwards, we link these characteristics of Kλ with those of germ-grain processes
Ψ(λ) and Φ(λ) in Rd−1 ×R via the scaling transformation Tλ introduced in the previous section.
Given a finite point set X ⊆ Rd, let [X ] be the convex hull of X and x be a vertex of [X ]. Then
the symbol Fj(x,X ) is used for the collection of all j-dimensional faces of [X ] that contain x,
j ∈ {0, . . . , d − 1}. In particular, F0(x,X ) = {x}. We also write |Fj(x,X )| for the cardinality
of Fj(x,X ) and define the cone induced by Fd−1(x,X ) as cone(x,X ) := {ry : r ≥ 0, y ∈
Fd−1(x,X )}.
Definition 2.3 We define the defect volume functional with respect to the ball Bd(0, Rλ) by
putting
ξV (x,Pλ) := 1
d
Rλ
(
vol(cone(x,Pλ) ∩ Bd(0, Rλ))− vol(cone(x,Pλ) ∩Kλ)
)
,
if x is a vertex of Kλ and zero for all other points of Pλ. Moreover, for j ∈ {0, . . . , d − 1} we
define the j-face functional of the Gaussian polytope Kλ by
ξfj (x,Pλ) :=
1
j + 1
|Fj(x,Pλ)| ,
if x is a vertex of Kλ and again ξfj (x,Pλ) := 0 otherwise, as above. We shall write Ξ :=
{ξV , ξf0 , . . . , ξfd−1} for the collection of these geometric functionals and use for ξ ∈ Ξ the abbre-
viation
Hξλ :=
∑
x∈Pλ
ξ(x,Pλ) . (8)
With these definitions it follows that the total number of j-faces of Kλ, j ∈ {0, . . . , d−1}, almost
surely satisfies fj(Kλ) = H
ξfj
λ , while the total defect volume of Kλ with respect to the ball
Bd(0, Rλ) fulfills
vol(Bd(0, Rλ))− vol(Kλ) = R−1λ HξVλ (9)
almost surely, conditioned on the event that the origin is an interior point of Kλ. We notice that
this event occurs with probability at least 1− e−cλ for some constant c ∈ (0,∞) only depending
on d. To keep our presentation short in all computations concerning the functional ξV that are
carried out in Sections 5 and 6, we implicitly condition on this event. In fact, this causes – up to
constants – no changes in our results, since conditioning on the complementary event only leads
to terms that are negligible for sufficiently large λ. Also implicitly this convention has already
been used in [9, 10, 26].
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Figure 3: The germ-grain model Ψ(λ).
Remark 2.4 It is known from the work of Geffroy [23] that the Hausdorff distance between Kλk
and Bd(0,
√
2 log λk) converges to zero almost surely, along all suitable subsequences λk tending
to infinity, as k → ∞. Furthermore, Ba´ra´ny and Vu [5] show that for sufficiently large λ the
vertices of Kλ concentrate around the boundary of Bd(0, Rλ) with overwhelming probability. It
is thus natural to choose Bd(0, Rλ) as a reference body for the Gaussian polytope Kλ and to
compare the volume of Kλ with that of Bd(0, Rλ).
Next, we define for every ξ ∈ Ξ and sufficiently large λ the rescaled functional ξ(λ) by
ξ(λ)(w,P(λ)) := ξ(T−1λ (w), T−1λ (P(λ))) , w ∈Wλ ,
and denote by Ξ(λ) := {ξ(λ)V , ξ(λ)f0 , . . . , ξ
(λ)
fd−1} the family of rescaled geometric functionals. Here
and in the rest of this paper we adopt the following notational convention. If w ∈ Wλ is not a
point of the rescaled point process P(λ), we understand ξ(λ)(w,P(λ)) as ξ(λ)(w,P(λ) ∪ {w}) and
similarly also ξ(x,Pλ) as ξ(x,Pλ ∪ {x}) for ξ ∈ Ξ and x ∈ Rd with x /∈ Pλ.
These functionals are tightly connected to geometric properties of special germ-grain processes
that have been introduced in [10]. Namely, let x ∈ Rd and (v, h) := Tλ(x). Then the discussion
at the beginning of Section 3.1 in [10] shows at first that Tλ transforms the ball Bd(x/2, ‖x‖/2)
into the set
[Π↑(v, h)](λ) :=
{
(v′, h′) ∈Wλ : h′ ≥ R2λ(1− cos(dλ(v′, v))) + h cos(dλ(v′, v))
}
,
where dλ(v
′, v) := dSd−1(exp(R
−1
λ v
′), exp(R−1λ v)) is the geodesic distance between the images of
the rescaled points v′ and v under the exponential map. The results in [10] then imply that the
germ-grain process
Ψ(λ) :=
⋃
w∈P(λ)
[Π↑(w)](λ),
see Figure 3, has deep connections to the geometry of the Gaussian polytopes Kλ. For example,
it turns out that, for sufficiently large λ, the property that a point x ∈ Rd is a vertex of Kλ is
equivalent to the statement that Tλ(x) is an extreme point of Ψ
(λ), whose collection is denoted
by ext(Ψ(λ)) in what follows. The latter property means that [Π↑(Tλ(x))](λ) is not covered by
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other grains from Ψ(λ). This observation has been used extensively in [10] and also our results
exploit this fact.
In [10] a germ-grain model Φ(λ) ‘dual’ to Ψ(λ) has also been introduced. Formally, Φ(λ) is defined
as
Φ(λ) :=
⋃
w∈Rd−1×R
P(λ)∩int(Π↓⊕w)=∅
(Π↓ ⊕ w) ,
where Π↓ = {(v, h) ∈ Rd−1 ×R : h ≤ −‖v‖2/2} is the unit downward paraboloid, int( · ) denotes
the interior of the argument set and ⊕ is the usual Minkowski sum. Clearly, the boundary ∂Φ(λ)
of Φ(λ) is build from piecewise parabolic facets that are glued together at the extreme points of
Ψ(λ), see [10].
2.3 Properties of the rescaled functionals and the germ-grain models
The main goal in this section is to give an overview of such properties of the rescaled functionals
ξ(λ) ∈ Ξ(λ) and the germ-grain model Ψ(λ) and its dual Φ(λ) that will be used in our proofs.
These features have been shown in [10] in order to derive expectation and variance asymptotics
for the geometric characteristics of Kλ and are summarized in the following lemma. Before we
are able formulate it, we need some further notions and notation.
The collection Ξ(λ) consists of spatial correlated functionals defined on Wλ. The purpose of the
localization theory developed in the context of random polytopes in [9, 10, 43] is to quantify
these spatial dependencies. For a rescaled functional ξ(λ) ∈ Ξ(λ) and w = (v, h) ∈Wλ put
ξ
(λ)
[r] (w,P(λ)) := ξ(λ)(w,P(λ) ∩ Cd−1(v, r)) .
In what follows, we shall refer to h as the height (coordinate) of the point w.
Definition 2.5 One says that a random variable L = L(ξ(λ), w) that is allowed to depend on
the rescaled functional ξ(λ) and the point w only is a localization radius for ξ(λ) at w if, almost
surely,
ξ(λ)(w,P(λ)) = ξ(λ)[L] (w,P(λ)) and ξ
(λ)
[L] (w,P(λ)) = ξ
(λ)
[s] (w,P(λ))
for all s ≥ L. In the following, it is convenient to denote also the minimum of all such L by the
same symbol, and call this random variable the radius of localization for ξ(λ) at w.
Let H := H(w,P(λ)) be the maximal height coordinate of an apex of a downward paraboloid
which contains a parabolic face in the boundary of Φ(λ) if w belongs to the extreme points of the
germ-grain process Ψ(λ) and zero otherwise. If w /∈ P(λ), we shall use the shorthand notation
w ∈ ext(Ψ(λ)) for the event that
w ∈ ext
( ⋃
z∈P(λ)∪{w}
[Π↑(z)](λ)
)
.
Moreover, let us write a ∨ b for the maximum of two real numbers a, b ∈ R and ‖ · ‖∞ for the
sup-norm of the argument (function).
Lemma 2.6 Let ξ ∈ Ξ. Then for all w = (v, h) ∈ Wλ and sufficiently large λ there exist
constants c1, . . . , c10 ∈ (0,∞) only depending on ξ and on d with the following properties.
(i) The localization radius L = L(ξ(λ), w) satisfies
P(L ≥ t) ≤ c1 exp
(
− t
2
c2
)
, t ≥ |h| , (10)
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as well as the weaker estimate
P(L ≥ t) ≤ c3 exp
(
− t
c4
)
, t ≥ |h| . (11)
(ii) The probability for the event that a point belongs to the extreme points of Ψ(λ) decays expo-
nentially with its height coordinate. In particular, one has that
P(w ∈ ext(Ψ(λ))) ≤ c5 exp
(
−e
h∨0
c6
)
. (12)
(iii) For all M ∈ (0,∞) one has that
P(‖∂Ψ(λ)(P(λ)) ∩ Cd−1(v,M)‖∞ ≥ t) ≤ c7M2(d−1) exp
(
− t
c8
)
, t > 0 . (13)
(iv) It holds that
P(H ≥ t) ≤ c9 exp
(
− e
t
c10
)
, t ≥ h ∨ 0 . (14)
Let us briefly comment on the statements of the previous lemma. At first, we emphasize that
the tail estimates (10) and (11) are valid only for arguments t ≥ |h|. Next, also the probability
for a point w = (v, h) ∈Wλ to belong to the extreme points of Ψ(λ) falls into two cases. Namely,
if the height h exceeds 0, then P(w ∈ ext(Ψ(λ))) decays super-exponentially fast, while if h ≤ 0
one only has an estimate independently of h (which is in some sense trivial). Similarly, also the
probability for the event that H ≥ t can only be estimated in a meaningful way if t or h are
not too small. This underlines the effect already discussed at the end of Section 1.2 that the
spatial localization property of the rescaled geometric functionals ξ(λ) ∈ Ξ(λ) we consider can
effectively only be handled in the upper half-space Rd−1 × [0,∞), while in the lower half-space
no such spatial localization is available. This phenomenon is new compared to the theory of
random polytopes in the unit ball developed in [9, 26, 43] and is in fact the leading cause for the
technical complications that arise in the context of Gaussian polytopes.
2.4 Empirical measures and their cumulants
It is crucial in the proofs of our main results to have very precise control on the growth of the
cumulants of the geometric characteristics Hξλ given by (8). For that purpose, it turns out to be
more convenient to work with the measure-valued versions of Hξλ and for this reason we define
for all λ > 0 with Rλ ≥ 1 the empirical random measures
µξλ :=
∑
x∈Pλ
ξ(x,Pλ)δx =
∑
w∈P(λ)
ξ(λ)(w,P(λ))δT−1λ (w) , ξ ∈ Ξ , (15)
where δx is the Dirac measure at x. The corresponding centred versions are given by µ¯
ξ
λ :=
µξλ − E[µξλ]. Moreover, for a function f ∈ B(Rd) and r ∈ R \ {0} define fr(x) := f(x/r). We
recall from Theorem 2.1 in [10] that if f ∈ C(Rd; Sd−1), σξλ(fRλ) := (var[〈fRλ , µξλ〉])1/2 fulfils for
all ξ ∈ Ξ and sufficiently large λ the estimate
σξλ(fRλ) ≥ c 〈f2, σd−1〉
1
2 (log λ)
d−1
4 (16)
with a constant c ∈ (0,∞) that depends only on the space dimension d and the functional ξ.
The method of expanding the so-called cumulant measures associated with µξλ in terms of cluster
measures has been developed and successfully applied in [7] in the context of the central limit
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theorem. We use a refined version from [22, 26] to deduce sharp bounds for the cumulants of
〈fRλ , µξλ〉. To present the main formulas, let us write Mkλ for the kth order moment measure of
µkλ, see [7, 22, 26] for a formal definition. (Here and in what follows, we think of ξ ∈ Ξ being
fixed and hence suppress the dependence on ξ in our notation.) To appropriately handle the
moment measures, we define for g ∈ B(Rd) the singular differential d¯[g] by the relation∫
(Rd)k
F (x1, . . . , xk) d¯[g](x1, . . . , xk) :=
∫
Rd
F (y, . . . , y) g(y) dy , F ∈ B((Rd)k) , (17)
and put, for x := (x1, . . . , xk) ∈ (Rd)k,
d˜[g](x) :=
∑
L1,...,LpJkK d¯[g](xL1) . . . d¯[g](xLp) , (18)
where xLi := (x`)`∈Li for i ∈ {1, . . . , p} and the sum runs over all unordered partitions {L1, . . . , Lp}
of {1, . . . , k} =: JkK. This is indicated by the symbol L1, . . . , Lp  JkK in what follows. From
Proposition 3.1 in [22] one deduces that the density of Mkλ with respect to d˜[λφ], with φ being
the Gaussian density, equals
mλ(x) = mλ(x1, . . . , xk) := E
[
k∏
i=1
ξ(λ)
(
Tλ(xi),P(λ) ∪
k⋃
i=1
{Tλ(xi)}
)]
.
Definition 2.7 The kth (signed) cumulant measure ckλ associated with µ
ξ
λ is defined as
ckλ :=
∑
L1,...,LpJkK(−1)
p−1(p− 1)! M |L1|λ ⊗ . . .⊗M |Lp|λ , (19)
where M
|L1|
λ ⊗ . . .⊗M |Lp|λ denotes the product measure of M |L1|λ , . . . ,M |Lp|λ .
The cumulant measures can alternatively be expressed as a sum of so-called cluster measures.
For non-empty and disjoint sets S, T ⊆ N the cluster measure US,Tλ on (Rd)|S|× (Rd)|T | is defined
by
US,Tλ (A×B) := M |S∪T |λ (A×B)−M |S|λ (A)M |T |λ (B)
for Borel sets A ⊆ (Rd)|S| and B ⊆ (Rd)|T |. Loosely speaking, the cluster measures capture
the spatial correlations of the re-scaled functionals ξ(λ) and their measure-valued counterparts.
To proceed, define for x = (x1, . . . , xk) ∈ (Rd)k and their rescaled images (vi, hi) := Tλ(xi),
i = 1, . . . , k, the quantity
δ(x) := δ (v1, . . . , vk) := max {d(vS ,vT ) : {S, T}  JkK} , (20)
where vS = (vs)s∈S and vT = (vt)t∈S , and d(vS ,vT ) := mins∈S,t∈T ‖vs − vt‖ is the separation
for the partition {S, T} of JkK. Moreover, let ∆ := {(x, . . . , x) ∈ (Rd)k : x ∈ Rd} be the
diagonal in (Rd)k. Similar to what has been explained in [7, 22, 26] one can decompose the space
(Rd)k \ ∆ into a disjoint union of sets δ({S, T}) with non-trivial partitions {S, T}  JkK such
that x ∈ δ({S, T}) implies that d(vS ,vT ) = δ(x). This leads to the following cluster measure
representation, in which we write fk for the kth tensor power of a function f , cf. [7, 22, 26] for
further details and explanations.
Lemma 2.8 Fix k ∈ {2, 3, . . .} and let f ∈ B(Rd). Then,
〈fkRλ , ckλ〉 =
∫
∆
fkRλ dc
k
λ +
∑
S,T JkK
∫
δ({S,T})
∑
S′ ,T ′ ,K1,...,KsJkK
aS′ ,T ′ ,K1,...,Ks
× fkRλ d(US
′
,T
′
λ ⊗M |K1|λ ⊗ · · · ⊗M |Ks|λ ) ,
(21)
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where in every summand S
′
, T
′
,K1, . . . ,Ks is a partition of JkK with S′ ⊆ S, T ′ ⊆ T and the
constants aS′ ,T ′ ,K1,...,Ks satisfy the estimate∑
S′ ,T ′ ,K1,...,KsJkK
|aS′ ,T ′ ,K1,...,Ks | ≤ 2k k! . (22)
Remark 2.9 The proof in [22] shows that the bound (22) cannot be improved.
3 Main results for empirical measures
In this section we present a series of results for the empirical measures introduced at (15). The
advantage of working with empirical measures instead of just their total masses is that they allow
to capture also the spatial profile of the geometric functionals we consider.
Let us briefly recall the set-up. By Pλ we denote a Poisson point process in Rd whose intensity
measure is a multiple λ > 0 of the standard Gaussian measure γd. The Gaussian polytope Kλ
is the random convex hull generated by Pλ. The class of key geometric functionals associated
with Kλ is abbreviated by the symbol Ξ and for ξ ∈ Ξ we let µξλ be the corresponding empirical
measure defined by (15). To present our results in a unified way, let us define for ξ ∈ Ξ the
weights
u[ξ] :=
{
0 : ξ = ξV
j : ξ = ξfj ,
v[ξ] :=
{
1 : ξ = ξV
j : ξ = ξfj
and w[ξ] :=
{
2 : ξ = ξV
j : ξ = ξfj ,
(23)
where j ∈ {0, . . . , d − 1}. Moreover, extending the definition of the weights z[fj ] from the
introduction, we put
z[ξ] :=
{
d : ξ = ξf0
0 : ξ ∈ {ξf1 , . . . ξfd−1 , ξV } .
(24)
We start with the following concentration bound.
Theorem 3.1 (Concentration inequality) Let ξ ∈ Ξ and f ∈ C(Rd;Sd−1) with 〈f2, σd−1〉 > 0.
Then, for all y ≥ 0 and sufficiently large λ,
P
(|〈fRλ , µ¯ξλ〉| ≥ y σξλ(fRλ)) ≤ 2 exp(− 14 min
{
y2
23dv[ξ]+u[ξ]+5+z[ξ]
,
c (log λ)
d−1
4(3dv[ξ]+u[ξ]+5+z[ξ]) y
1
3dv[ξ]+u[ξ]+5+z[ξ]
})
with a constant c ∈ (0,∞), that only depends on d, ξ and f .
The next result is a generalization of Theorem 1.6 in the introduction and assesses the relative
error in the central limit theorem on a logarithmic scale. We remark that this is a simplified
version of a non-logarithmic estimate in terms of the so-called Crame´r-Petrov series for which
we refer to [41]. For clarity and to keep the presentation more transparent, we have decided to
use the simplified version that we took from [22, Corollary 3.2].
Theorem 3.2 (Bounds on the relative error in the central limit theorem) Let ξ ∈ Ξ and f ∈
C(Rd;Sd−1) with 〈f2, σd−1〉 > 0. Then, for all y with 0 ≤ y ≤ c1 (log λ)
d−1
4(2(3dv[ξ]+u[ξ]+z[ξ])+9) and
sufficiently large λ one has that∣∣∣∣∣log P(〈fRλ , µ¯ξλ〉 ≥ y σξλ(fRλ))1− Φ(y)
∣∣∣∣∣ ≤ c2 (1 + y3) (log λ)− d−14(2(3dv[ξ]+u[ξ]+z[ξ])+9) and∣∣∣∣∣log P(〈fRλ , µ¯ξλ〉 ≤ −y σξλ(fRλ))Φ(−y)
∣∣∣∣∣ ≤ c2 (1 + y3) (log λ)− d−14(2(3dv[ξ]+u[ξ]+z[ξ])+9)
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with constants c1, c2 ∈ (0,∞) only depending on d, ξ and f .
For the sake of completeness we also include the following central limit theorem that is avail-
able from our technique and, as anticipated above, is closely related to the previous theorem.
However, we point out that the rate of convergence we obtain is weaker than that derived in
[5]. On the other hand, our result is more general since we consider integrals with respect to the
empirical measures of general functions f ∈ C(R; Sd−1), while in [5] only constant functions were
investigated.
Theorem 3.3 (Central limit theorem with Berry-Esseen bound) Let ξ ∈ Ξ and f ∈ C(Rd; Sd−1)
with 〈f2, σd−1〉 > 0. Then, for sufficiently large λ,
sup
y∈R
∣∣∣∣∣P
(
〈fRλ , µ¯ξλ〉
σξλ(fRλ)
≤ y
)
− Φ(y)
∣∣∣∣∣ ≤ c (log λ)− d−14(2(3dv[ξ]+u[ξ]+z[ξ])+9) , (25)
where c ∈ (0,∞) is a constant that only depends on d, ξ and f . In particular, as λ → ∞, the
sequence (
〈fRλ , µ¯ξλ〉
σξλ(fRλ)
)
λ>0
converges in distribution to a standard Gaussian random variable.
Now, we turn to moderate deviation principles, recall Definition 1.8. The first one is a moderate
deviation principle on R for integrals with respect to the empirical measures.
Theorem 3.4 (Moderate deviation principle) Let ξ ∈ Ξ, f ∈ C(Rd;Sd−1) with 〈f2, σd−1〉 > 0
and (aλ)λ>0 be a sequence of real numbers that satisfies the growth condition
lim
λ→∞
aλ =∞ und lim
λ→∞
aλ (log λ)
− d−1
4(2(3dv[ξ]+u[ξ]+z[ξ])+9) = 0 . (26)
Then, (
1
aλ
〈fRλ , µ¯ξλ〉
σξλ(fRλ)
)
λ>0
fulfils a moderate deviation principle on R with speed a2λ and rate function I(x) =
x2
2 .
In a next step we lift the result of Theorem 3.4 to a moderate deviation principle on M(Sd−1)
for the empirical measures themselves. This clearly goes beyond the results stated in the intro-
duction. For this, we supply the space M(Sd−1) with the usual weak topology. To present our
result, we recall from Theorem 2.1 in [10] that for all ξ ∈ Ξ there exists a constant σξ∞ ∈ (0,∞)
such that
lim
λ→∞
(2 log λ)−
d−1
2 var[〈fRλ , µξλ〉] = (σξ∞)2 〈f2, σd−1〉
for f ∈ C(Rd;Sd−1). The strict positivity of σξ∞ follows thereby from the considerations in [5]
(note that Theorem 6.3 in [5] contains a misprint and the exponent (d − 3)/2 there has to be
replaced by (d− 1)/2).
Theorem 3.5 (Moderate deviation principle for empirical measures) Let ξ ∈ Ξ and let (aλ)λ>0
be such that the growth condition (26) is satisfied. Then the family(
1
aλ
µ¯ξλ
σξ∞ (2 log λ)(d−1)/4
)
λ>0
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satisfies a moderate deviation principle on M(Sd−1) with speed a2λ and rate function
I(ν) =
{
1
2〈%2, σd−1〉 : ν  σd−1 with density % = dνdσd−1
∞ : otherwise .
Remark 3.6 Except of Theorem 1.3, we do not claim that our findings are best possible.
However, in order to improve them by our methods one would have to decrease the exponent
at k! in the cumulant bound in Theorem 4.1 below from 3dv[ξ] + u[ξ] + 5 + z[ξ] to (optimally)
1. This would then imply that γ = 0 in the application of Lemma 4.2, which is best possible.
It is unclear to us and seems unlikely that such an improvement is possible in the framework of
Gaussian polytopes. We even doubt that the exponent can be chosen independently of d.
4 Proof of the main results
4.1 A cumulant bound and proof of the theorems for empirical measures
The proof of our results relies on the following cumulant estimate, whose proof is the content of
Sections 5 and 6. To present it, recall the definition of the weights u[ξ], v[ξ], w[ξ] and z[ξ] from
(23) and (24), respectively. In what follows we write c, c1, c2, . . . for positive and finite constants
that are allowed to depend only on the dimension d and the geometric functional ξ we consider
if not stated otherwise. Their values may change from line to line. Different constants in the
same line are numbered consecutively.
Theorem 4.1 (Cumulant bounds) Let k ∈ {3, 4, . . .} and f ∈ B(Rd). Then, for sufficiently
large λ,
|〈fkRλ , ckλ〉| ≤

c1 c
k
2 ‖f‖k∞ Rd−1λ (k!)3d+5 : ξ = ξV
c1 c
k
2 ‖f‖k∞ Rd−1λ (k!)d+5 : ξ = ξf0
c1 c
k
2 ‖f‖k∞ Rd−1λ (k!)j(3d+1)+5 : ξ = ξfj for some j ∈ {1, . . . , d− 1}
with constants c1, c2 ∈ (0,∞) that only depend on d and ξ. In a unified form, this means that
|〈fkRλ , ckλ〉| ≤ c1 ck2 ‖f‖k∞ Rd−1λ (k!)3dv[ξ]+u[ξ]+5+z[ξ]
for all ξ ∈ Ξ.
The previous bound is now combined with the following lemma. It summarizes results from [18],
[22] and [41] in a simplified form that is tailored towards our applications. Let us write ck[X],
k ∈ N, for the kth cumulant of a random variable X with E|X|k <∞, that is,
ck[X] = (−i)k d
k
dtk
logE[exp(itX)]
∣∣∣
t=0
,
where i is the imaginary unit.
Lemma 4.2 Let (Xλ) be a family of random variables with E[Xλ] = 0 and var[Xλ] = 1 for all
λ > 0. Suppose that, for all k ∈ {3, 4, . . .} and sufficiently large λ,
|ck[Xλ]| ≤ (k!)
1+γ
(∆λ)k−2
with a constant γ ∈ [0,∞) not depending on λ and constants ∆λ ∈ (0,∞) that may depend on
λ. Then the following assertions are true.
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(i) For all y ≥ 0 and sufficiently large λ,
P(|Xλ| ≥ y) ≤ 2 exp
(
−1
4
min
{
y2
21+γ
, (y∆λ)
1/(1+γ)
})
.
(ii) There exist constants c1, c2 ∈ (0,∞) only depending on γ such that for sufficiently large λ
and 0 ≤ y ≤ c1 (∆λ)
1
1+2γ ,∣∣∣∣log P(Xλ ≥ y)1− Φ(y)
∣∣∣∣ ≤ c2 (1 + y3) (∆λ)− 1(1+2γ) and∣∣∣∣log P(Xλ ≤ −y)Φ(−y)
∣∣∣∣ ≤ c2 (1 + y3) (∆λ)− 1(1+2γ) .
(iii) Let (aλ)λ>0 be a sequence of real numbers such that
lim
λ→∞
aλ =∞ and lim
λ→∞
aλ ∆
− 1
1+2γ
λ = 0.
Then (a−1λ Xλ)λ>0 satisfies a moderate deviation principle on R with speed a
2
λ and rate
function I(x) = x
2
2 .
(iv) One has the Berry-Esseen bound
sup
y∈R
|P(Xλ ≤ y)− Φ(y)| ≤ c (∆λ)−1/(1+2γ)
with a constant c ∈ (0,∞) that only depends on γ.
Now, we fix ξ ∈ Ξ and f ∈ C(Rd, Sd−1) with 〈f2, σd−1〉 > 0. The cumulant bound in Theorem
4.1 and the variance estimate (16) imply that, for all k ∈ {3, 4, . . .} and a sufficiently large λ,
|〈fkRλ , ckλ〉|
(σξλ(fRλ))
k
≤ c1 ck2 ‖f‖k∞Rd−1λ (k!)3dv[ξ]+u[ξ]+5+z[ξ]
(
c3 〈f2, σd−1〉
1
2 (log λ)
d−1
4
)−k
,
where the constants c1, c2, c3 ∈ (0,∞) depend on d and ξ only. By definition of Rλ we easily see
that Rλ ≤
√
2 log λ and hence
|〈fkRλ , ckλ〉|
(σξλ(fRλ))
k
≤ c1 ck2 ‖f‖k∞ (log λ)
d−1
2 (k!)3dv[ξ]+u[ξ]+5+z[ξ]
(
〈f2, σd−1〉
1
2 (log λ)
d−1
4
)−k
≤ c1
(
c2 ‖f‖∞
〈f2, σd−1〉 12
)k
(log λ)
d−1
4
(2−k) (k!)3dv[ξ]+u[ξ]+5+z[ξ]
= c1 c
k
2 ‖f‖2∞
(
(log λ)
d−1
4
‖f‖∞
)2−k
(k!)3dv[ξ]+u[ξ]+5+z[ξ]
≤
(
(log λ)
d−1
4
c2 ‖f‖∞ max{1, c1 c22 ‖f‖2∞}
)−(k−2)
(k!)3dv[ξ]+u[ξ]+5+z[ξ] ,
where in the last line c1 ∈ (0,∞) only depends on d and ξ and c2 ∈ (0,∞) additionally depends
on the function f .
Proof of Theorem 3.1, Theorem 3.2, Theorem 3.3 and Theorem 3.4. Define
γ := 3dv[ξ] + u[ξ] + 4 + z[ξ] and ∆λ :=
(log λ)
d−1
4
c2 ‖f‖∞ max{1, c1 c22 ‖f‖2∞}
(27)
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with c1 and c2 as above. Then our computations performed above imply that the random
variables
Xλ :=
〈fRλ , µ¯ξλ〉
σξλ(fRλ)
fulfil the conditions of Lemma 4.2 with the constants γ and ∆λ there given by (27). This
completes the proof.
Proof of Theorem 3.5. Theorem 3.5 in our text is the Gaussian analogue of Theorem 3.5 in [26],
dealing with random polytopes in the unit ball, and is proved along the lines of the proof of
Theorem 1.5 in [22]. For this reason, we leave out the details.
4.2 Proof of the theorems for the volume and the face numbers
Proof of Theorem 1.1, Theorem 1.6 and Theorem 1.9. We start with the face numbers of the
Gaussian polytopes Kλ. It is clear that in this case Theorems 1.1, 1.6 and 1.9 presented in the
introduction follow directly from the corresponding results in Section 3 by putting fRλ ≡ 1, since
〈1, µ¯ξfjλ 〉 =
∑
x∈Pλ
ξfj (x,Pλ)− E
[ ∑
x∈Pλ
ξfj (x,Pλ)
]
= fj(Kλ)− E[fj(Kλ)]
for all j ∈ {0, . . . , d− 1}.
We turn now to the volume vol(Kλ) of Kλ. First of all we deduce from Theorem 4.1 and (9) that
|ck[Rλ(vol(Bd(0, Rλ))− vol(Kλ))]| ≤ c1 ck2 Rd−1λ (k!)3d+5.
Since, for a random variable X, ck[rX] = rkck[X] for all k ∈ N and r ∈ R, and ck[X− r] = ck[X]
for all k ∈ {2, 3, . . .} and r ∈ R, we see that
|ck[Rλ(vol(Bd(0, Rλ))− vol(Kλ))]| = |(−1)kRkλ ck[vol(Kλ)− vol(Bd(0, Rλ))]|
= Rkλ |ck[vol(Kλ)]|
and we thus get
|ck[vol(Kλ)]| ≤ c1 ck2 Rd−1−kλ (k!)3d+5 ≤ c3 ck4 (log λ)
d−1−k
2 (k!)3d+5 (28)
for k ∈ {3, 4, . . .}. In combination with the lower variance bound var[vol(Kλ)] ≥ c (log λ) d−32
from [5], where c ∈ (0,∞) is a constant that depends only on d, we get similarly as above
|ck[vol(Kλ)]|
(
√
var[vol(Kλ)])k
≤ c1 ck2 (log λ)
d−1−k
2 (k!)3d+5
(
c3 (log λ)
d−3
2
)− k
2
≤ c1 ck2 (log λ)
2(d−1−k)−k(d−3)
4 (k!)3d+5
≤ c1 ck2 (log λ)
2(d−1)−k(d−1)
4 (k!)3d+5
≤ (c (log λ) d−14 )−(k−2) (k!)3d+5
with constants c, c1, c2, c3 ∈ (0,∞) only depending on d. Thus, the random variables
Xλ :=
vol(Kλ)− E[vol(Kλ)]√
var[vol(Kλ)]
fulfil the conditions of Lemma 4.2 with γ := 3d + 4 and ∆λ := c (log λ)
d−1
4 with a constant
c ∈ (0,∞) depending on d only. This completes the proof for the volume functional.
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Remark 4.3 Let us briefly draw attention to the following interesting observation. Namely,
while the kth moment of the volume of the Gaussian polytopes Kλ grows like (log λ)
k d
2 for fixed
k as a function of λ, see Theorem 1.5, the behaviour of the corresponding kth order cumulant
is completely different. Indeed, as can be seen from Equation (28), the kth order cumulant of
vol(Kλ) is bounded from above by a constant multiple of (log λ)
d−1−k
2 (this obviously holds also
for the case that k = 2). Thus if d ≥ 3, the kth cumulant is, as a function of λ, growing as long
as k < d− 1, constant for k = d− 1 and tends to zero for all k > d− 1. Moreover, in the special
case d = 2, only the first cumulant (that is, the expectation) grows like a constant multiple of√
log λ, while all other cumulants, including the variance, tend to zero, as λ→∞.
Proof of Theorem 1.3. Define the sequence (λk)k∈N by putting λk := ak, a > 1, for all k ∈ N.
The concentration inequality stated in Theorem 1.1 and the lower variance bound var[vol(Kλ)] ≥
c (log λ)
d−3
2 from [5] imply, together with the elementary inequality exp(−min{a, b}) ≤ exp(−a)+
exp(−b), a, b ≥ 0, for sufficiently large k, p ∈ R and ε > 0 that
P
(| vol(Kλk)− E[vol(Kλk)]| ≥ ε (log λk)p d2 )
≤ 2 exp
(
− 1
4
min
{
c1
(
ε (log λk)
p d
2√
var[vol(Kλk)]
)2
, c2 (log λk)
d−1
4(3d+5)
(
ε (log λk)
p d
2√
var[vol(Kλk)]
) 1
3d+5 })
≤ 2 exp
(
− 1
4
min
{
c1
 ε (log λk)p d2√
(log λk)
d−3
2
2, c2 (log λk) d−14(3d+5)
 ε (log λk)p d2√
(log λk)
d−3
2
 13d+5 })
= 2 exp
(
− 1
4
min
{
c1 ε
2 (log λk)
d(2p−1)+3
2 , c2 ε
1
3d+5 (log λk)
pd+1
2(3d+5)
})
≤ 2 exp
(
−c1 ε2 (log λk)
d(2p−1)+3
2
)
+ 2 exp
(
−c2 ε
1
3d+5 (log λk)
pd+1
2(3d+5)
)
.
Next, we notice that
∞∑
k=1
exp
(− (log λk) pd+12(3d+5) ) = ∞∑
k=1
exp
(− (k log a) pd+12(3d+5) ) <∞
for all p > −1d . Since −1d ≤ d−32d for d ≥ 2, the series converges for all p > d−32d . Similarly, one
has that
∞∑
k=1
exp
(− (log λk) d(2p−1)+32 ) = ∞∑
k=1
exp
(− (k log a) d(2p−1)+32 )
is finite as long as d(2p− 1) + 3 > 0, which is equivalent to p > d−32d . Thus, the series
∞∑
k=1
P
(| vol(Kλk)− E[vol(Kλk)]| ≥ ε (log λk)p d2 )
converges for all p > d−32d and the Borel-Cantelli lemma implies that
vol(Kλk)− E[vol(Kλk)]
(log λk)
p d
2
−→ 0 (29)
with probability 1, as k →∞, for all p > d−32d . This completes the proof of (i). Part (ii) follows
in the same way and is therefore omitted.
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Proof of Theorem 1.5. It is well known, see [36], that the kth moment of a random variable X
equals the kth complete Bell polynomial evaluated in c1[X], . . . , ck[X], that is,
E[Xk] = Bk(c1[X], . . . , ck[X])
with
Bk(x1, . . . , xk) :=
k∑
i=1
Bk,i(x1, . . . , xk−i+1) ,
where the Bell polynomials Bk,i are given by
Bk,i(x1, . . . , xk−i+1) :=
∑ k!
j1! · · · jk−i+1!
(x1
1!
)j1 (x2
2!
)j2 · · ·( xk−i+1
(k − i+ 1)!
)jk−i+1
(30)
and the sum runs over all k − i + 1 tuples (j1, . . . , jk−i+1) of natural numbers including zero
satisfying
∑k−i+1
`=1 j` = i and
∑k−i+1
`=1 ` j` = k. So, the kth moment can be written as a polynomial
of the cumulants up to order k that in particular contains the term (c1[X])k (i = k in the above
sum).
Let us first consider the volume of Kλ. As anticipated in the introduction, it is known from
the literature that c1[vol(Kλ)] = E[vol(Kλ)] ≤ c1 (log λ) d2 and c2[vol(Kλ)] = var[vol(Kλ)] ≤
c2 (log λ)
d−3
2 with constants c1, c2 ∈ (0,∞) that only depend on d, see [38], for example. Because
of the estimate (28) all higher-order cumulants are also bounded by a constant times (log λ)
d−3
2 .
Hence, (c1[vol(Kλ)])
k is the dominating term in the above sum. Moreover, it is known that the
total number of terms appearing in the kth complete Bell polynomial is the same as the total
number of integer partitions of k, which in turn is bounded by exp(pi
√
2k/3), see [14]. Clearly,
(30) shows that each coefficient in the sum is bounded from above by k!. Combining these facts
we get for all sufficiently large λ and k ∈ N that
E[vol(Kλ)k] ≤ ck1 k! (c1[vol(Kλ)])k ≤ c2 ck3 k! (log λ)k
d
2
with a universal constant c1 ∈ (0,∞) and constants c2, c3 ∈ (0,∞) that only depend on d.
In a second step we prove the upper moment bound for the number fj(Kλ) of j-dimensional
faces of Kλ for j ∈ {0, . . . , d − 1}. Since each cumulant of fj(Kλ) of order higher than two is
bounded by a constant multiple of (log λ)
d−1
2 in view of Theorem 4.1 and the expectation and
variance growth is of the same order, it follows again that (c1[fj(Kλ)])
k is the term of leading
order and hence we achieve similarly as above for all sufficiently large λ and k ∈ N that
E[fj(Kλ)k] ≤ ck1 k! (c1[fj(Kλ)])k ≤ c2 ck3 k! (log λ)k
d−1
2
again with a universal constant c1 ∈ (0,∞) and constants c2, c3 ∈ (0,∞) that only depend on d
and j.
Finally, Jensen’s inequality implies that the kth moment of vol(Kλ) and the kth moment of
fj(Kλ) for all j ∈ {0, . . . , d − 1} are bounded from below by (E[vol(Kλ)])k and (E[fj(Kλ)])k
respectively. Using the estimates for the respective expectations completes the proof.
5 Moment estimates
This section contains the first step of the proof of the cumulant estimate presented in Theorem
4.1 above. Again, recall the definition of the weights u[ξ], v[ξ], w[ξ] and z[ξ] from (23) and (24),
respectively.
Lemma 4.4 in [10] shows that the geometric functionals ξ ∈ Ξ have finite moments of all orders.
In fact, this easily follows from the properties summarized in Lemma 2.6. However, in our context
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it is crucial to have control on the precise growth of these moments. This considerably refines
the previous result from [10]. As already discussed above, deriving such bounds in the context
of Gaussian polytopes is a much more delicate task compared to random polytopes in the unit
ball studied in [26], although we could follow at the beginning the principal idea from [10].
Proposition 5.1 Let ξ ∈ Ξ.
(i) For all p ∈ N, x = (v, h) ∈Wλ and sufficiently large λ one has that
E
∣∣ξ(λ)(x,P(λ))∣∣p ≤ c1 cp2 (pu[ξ])! ((pdv[ξ])!)2 (1 + |h|)p(d−1)v[ξ]+d exp(−eh∨0c3
)
with constants c1, c2, c3 ∈ (0,∞) only depending on ξ and d.
(ii) For all k ∈ N, x1 = (v1, h1), . . . , xk = (vk, hk) ∈Wλ and sufficiently large λ one has that
E
( k∏
i=1
ξ(λ)
(
xi,
(
P(λ) ∪
k⋃
i=1
{xi}
)
∩ Cd−1
(
xi,
δ
2
)))2
≤ E
( k∏
i=1
ξ(λ)
(
xi,P(λ) ∪
k⋃
i=1
{xi}
))2
≤ c1 ck2 ((ku[ξ])!)2 ((kdv[ξ])!)4
k∏
i=1
[
(1 + |hi|)2dw[ξ] exp
(
−e
hi∨0
c3 k
)]
with δ := mini 6=j=1,...,k ‖vi − vj‖ and constants c1, c2, c3 ∈ (0,∞) only depending on ξ and d.
We start with some inequalities that will repeatedly be applied below. Their elementary proofs
are left to the reader.
Lemma 5.2 (i) For d, j, p ∈ N one has that
(3pj)! ≤ 27pj ((pj)!)3 , (2pd)! ≤ 4pd ((pd)!)2 and (2p)! ≤ 4p (p!)2 . (31)
(ii) For all d, k, j ∈ N we have
(d(k + j))! ≤ c1 ck2 (dk)! . (32)
with constants c1, c2 ∈ (0,∞) that only depend on d and j.
(iii) For all a1, . . . , an ∈ N, n ∈ N, and b = a1 + . . .+ an one has that
(a1!)(a2!) · · · (an!) ≤ b! . (33)
Proof of Proposition 5.1 (i) for ξ = ξV . We start with the first assertion and choose ξ = ξV .
Because of rotation invariance of the underlying point process, we may assume that the point x
has representation (0, h) with h ∈ (−∞, R2λ]. For all M ∈ (0,∞) and sufficiently large λ put
D(λ)(M) := ‖∂Ψ(λ)(P(λ)) ∩ Cd−1(0,M)‖∞ and let L := L(ξ(λ), (0, h))
be the radius of localization of the functional ξ(λ) at (0, h). Then, for sufficiently large λ,∣∣ξ(λ)((0, h),P(λ))∣∣ is bounded by the Lebesgue measure of the set
Bd−1(0, L)× [−D(λ)(L), D(λ)(L)]
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times
c1 (1 +D
(λ)(L)/R2λ)
d−1 ≤ c1 (1 +D(λ)(L))d−1 ≤ c1 2d−1D(λ)(L)d−1 = c2D(λ)(L)d−1
in view of (6). Hence,
E
∣∣ξ(λ)((0, h),P(λ))∣∣p ≤ c1 cp2 E∣∣Ld−1D(λ)(L)d∣∣p
≤ c1 cp2
(
E
[
L2p(d−1)
])1/2(E[D(λ)(L)2pd])1/2 (34)
by the Cauchy-Schwarz inequality. Using (11), the substitution t/c2 = s and the definition of
the gamma function we get
E[Lr] = r
∞∫
0
P(L > t) tr−1 dt ≤ r c1
∞∫
0
exp
(
− t
c2
)
tr−1 dt+ r
|h|∫
0
tr−1 dt ≤ c3 cr4 r! + |h|r
for all r ∈ [1,∞). Hence,
E
[
L2p(d−1)
] ≤ c1 cp2 (2p(d− 1))! + |h|2p(d−1) ≤ c3 cp4 (2pd)! + |h|2p(d−1)
≤ c1 cp2 ((pd)!)2 + |h|2p(d−1) ≤ c3 cp4 ((pd)!)2 (1 + |h|2p(d−1))
≤ c1 cp2 ((pd)!)2 (1 + |h|)2p(d−1)
because of relation (31) and thus(
E
[
L2p(d−1)
])1/2 ≤ (c1 cp2 ((pd)!)2 (1 + |h|)2p(d−1))1/2 ≤ c3 cp4 (pd)! (1 + |h|)p(d−1) . (35)
On the other hand, we have that
E
[
D(λ)(L)r
]
=
∞∑
i=0
E
[
D(λ)(L)r 1(i ≤ L < i+ 1)] ≤ ∞∑
i=0
E
[
D(λ)(i+ 1)r 1(L ≥ i)]
≤
∞∑
i=0
(
E
[
D(λ)(i+ 1)2r
])1/2 P(L > i)1/2 (36)
for all r ∈ [1,∞) by using the Cauchy-Schwarz inequality in the last step. Using (13) and (31)
we obtain that
E
[
D(λ)(i+ 1)2r
]
= 2r
∞∫
0
P(D(λ)(i+ 1) > t) t2r−1dt
≤ 2r c1 (i+ 1)2(d−1)
∞∫
0
exp
(
− t
c2
)
t2r−1 dt
= c1 c
r
2 (i+ 1)
2(d−1) (2r)! ≤ c3 cr4 (i+ 1)2(d−1) (r!)2 .
Combining this with (11) and the fact that
√
a+ b ≤ √a + √b for all a, b ≥ 0, it follows from
(36) that
E
[
D(λ)(L)r
] ≤ ∞∑
i=0
c1 c
r
2 (i+ 1)
d−1 r!
(
c3 exp
(
− i
c4
)
+ 1(i ≤ |h|)
)1/2
≤ c1 cr2 r!
( ∞∑
i=0
(i+ 1)d−1 exp
(
− i
c3
)
+
∞∑
i=0
(i+ 1)d−1 1(i ≤ |h|)
)
≤ c1 cr2 r! (1 + |h|)d ,
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since the first sum is bounded by a constant only depending on d and for the second one we have
∞∑
i=0
(i+ 1)d−1 1(i ≤ |h|) ≤ (1 + |h|)d−1
∞∑
i=0
1(i ≤ |h|) ≤ (1 + |h|)d .
This shows that(
E
[
D(λ)(L)2pd
])1/2 ≤ (c1 cp2 (2pd)! (1 + |h|)d)1/2 ≤ c3 cp4 (pd)! (1 + |h|)d , (37)
again by (31). Summarizing, we conclude from (34), (35) and (37) the bound
E
∣∣ξ(λ)((0, h),P(λ))∣∣p ≤ c1 cp2 ((pd)!)2 (1 + |h|)p(d−1)+d .
In a next step we improve this by an exponential term. Namely, if the point (0, h) does not
belong to the extreme points of the germ-grain model Ψ(λ), the functional ξ(λ) evaluated at this
point is automatically equal to zero. This means that we can condition on this event without
changing the value of the expression. By (12) and the Cauchy-Schwarz inequality this leads to
E
∣∣ξ(λ)((0, h),P(λ))∣∣p = E∣∣ξ(λ)((0, h),P(λ)) 1((0, h) ∈ ext(Ψ(λ)))∣∣p
≤
(
c1 c
p
2 ((2pd)!)
2 (1 + |h|)2p(d−1)+d
)1/2 (
exp
(
−e
h∨0
c3
))1/2
≤ c1 cp2 ((pd)!)2 (1 + |h|)p(d−1)+d exp
(
−e
h∨0
c3
)
,
where we used (31) in the last step. This completes the proof of (i) for the volume functional
ξV , since u[ξV ] = 0 and v[ξV ] = 1 by (23).
Proof of Proposition 5.1 (i) for ξ = ξfj . Next, we turn to the j-face functional ξ = ξfj with
j ∈ {0, . . . , d − 1}. Because of rotation invariance it is again enough to proof the assertion for
the point (0, h) with h ∈ (−∞, R2λ]. Let N (λ) be the number of extreme points of Ψ(λ) that are
contained in the cylinder Cd−1(0, L), where L is the radius of localization of the functional ξ(λ)
at the point (0, h). If j = 0, then clearly ξf0 ≤ 1 and hence
E
∣∣ξ(λ)f0 (x,P(λ))∣∣p ≤ 1 (38)
for all p ≥ 1, and it remains to consider the case that j ∈ {1, . . . , d− 1}. It is clear that
ξ(λ)((0, h),P(λ)) ≤ 1
j + 1
(
N (λ)
j
)
≤ (N (λ))j
and hence
E|ξ(λ)((0, h),P(λ))|p ≤ E[(N (λ))pj ] .
It is therefore enough to find a bound for E[(N (λ))pj ]. We write νλ for the intensity measure of
the rescaled Poisson point process P(λ) and observe that in view of (4) one has for sufficiently
large λ, all r ∈ [0, piRλ] and ` ∈ (−∞, R2λ] the inequality
νλ(Cd−1(0, r) ∩ (−∞, `)) ≤ c rd−1 (−(`− 1) ∨ 1)d−1 e` . (39)
Indeed, to verify this inequality we notice at first that for all such r and ` we get by using the
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density function in (4) and all sufficiently large λ that
νλ(Cd−1(0, r) ∩ (−∞, `))
=
∫
Cd−1(0,r)∩(−∞,`)
sind−2(R−1λ ‖v‖)
‖R−1λ v‖d−2
√
2 log λ
Rλ
exp
(
h− h
2
2R2λ
)(
1− h
R2λ
)d−1
dvdh
≤ c
∫
Cd−1(0,r)∩(−∞,`)
eh
(
1− h
R2λ
)d−1
dvdh
= c
`∫
−∞
eh
(
1− h
R2λ
)d−1
dh
∫
Bd−1(0,r)
dv
= c rd−1
`∫
−∞
eh
(
1− h
R2λ
)d−1
dh ,
where for the inequality we have used that the fraction
sind−2(R−1λ ‖v‖)
‖R−1λ v‖d−2
involving the sinus term as
well as the fraction
√
2 log λ
Rλ
involving the critical radius Rλ are bounded from above by 1 and a
constant c ∈ (0,∞), respectively. Applying integration by parts d − 1 times and using the fact
that (1− `/R2λ) ≤ (−(`− 1) ∨ 1) for all ` ∈ (−∞, R2λ] whenever Rλ ≥ 1 yields
`∫
−∞
eh
(
1− h
R2λ
)d−1
dh = e`
(
1− `
R2λ
)d−1
+
d− 1
R2λ
∫ `
−∞
eh
(
1− h
R2λ
)d−2
dh
≤ e`
(
1− `
R2λ
)d−1
+ (d− 1) e`
(
1− `
R2λ
)d−2
+ (d− 1)(d− 2)
`∫
−∞
eh
(
1− h
R2λ
)d−3
dh
≤ . . . ≤ (d− 1)! e`
d−1∑
i=0
(
1− `
R2λ
)i
≤ (d− 1)! e`
d−1∑
i=0
(−(`− 1) ∨ 1)i
≤ d! e` (−(`− 1) ∨ 1)d−1 ,
where we additionally used that (−(`− 1) ∨ 1) ≥ 1. Combining the last two calculations shows
the bound claimed in (39), correcting thereby also a misprint in the display after Equation (4.18)
in [10].
Thus, writing Po(α) for a Poisson random variable with mean α > 0 and recalling the definition
of the random variable H (see the paragraph before Lemma 2.6) we see that, for sufficiently large
λ,
E[(N (λ))pj ] ≤ E|P(λ) ∩ (Cd−1(0, L) ∩ (−∞, H))|pj
≤
∞∑
i=0
∞∑
m=h
E[Po(νλ(Cd−1(0, i+ 1) ∩ (−∞,m+ 1)))pj 1(i ≤ L < i+ 1,m ≤ H < m+ 1)]
≤
∞∑
i=0
∞∑
m=h
E[Po(c (i+ 1)d−1 (−m ∨ 1)d−1 em+1)pj 1(L ≥ i,H ≥ m)] .
(Here and below, h has to be interpreted as the integer bhc, but we refrain from such a notation
for simplicity. Moreover, from now on we interpret sums like
∑0
i=h ai as zero, if h > 0.) The
moments of Po(α) are well known and given by the Touchard polynomials. More precisely,
E[Po(α)k] =
k∑
i=1
αi
{
k
i
}
, k ∈ N ,
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where
{
k
i
}
denotes the Stirling number of second kind. Thus,
E[Po(α)k] =
k∑
i=1
αi
{
k
i
}
≤ αk
k∑
i=1
{
k
i
}
1(α ≥ 1) +
k∑
i=1
{
k
i
}
1(α < 1) ≤ αk k! + k! , (40)
since
k∑
i=1
{
k
i
}
=
∑
L1,...,LpJkK 1 ≤ k! . (41)
In the last step we use that the number of unordered partitions of {1, . . . , k} is known as the kth
Bell number, which can be optimally bounded by k! (meaning that there is no inequality of the
type ‘kth Bell number ≤ c(k!)α’ for some constant c ∈ (0,∞) and α < 1), see [17].
Now, Ho¨lder’s inequality, (40), (39), (31) and the fact that (a + b)1/3 ≤ a1/3 + b1/3 for a, b > 0
imply
E[(N (λ))pj ]
≤
∞∑
i=0
∞∑
m=h
(E[Po(c (i+ 1)d−1 (−m ∨ 1)d−1 em+1)3pj ])1/3 P(L ≥ i)1/3 P(H ≥ m)1/3
≤ c1 cp2
∞∑
i=0
∞∑
m=h
((3pj)! (i+ 1)3p(d−1)j (−m ∨ 1)3p(d−1)j e3p(m+1)j + (3pj)!)1/3
× P(L ≥ i)1/3 P(H ≥ m)1/3
≤ c1 cp2
∞∑
i=0
∞∑
m=h
(pj)! (i+ 1)p(d−1)j (−m ∨ 1)p(d−1)j ep(m+1)j P(L ≥ i)1/3 P(H ≥ m)1/3
+ c3 c
p
4
∞∑
i=0
∞∑
m=h
(pj)!P(L ≥ i)1/3 P(H ≥ m)1/3
=: T1 + T2 .
We bound both terms T1 and T2 separately. For T2 we get by splitting the summation over i
into i ≤ |h| and i > |h|, and by using (10) that it equals
c1 c
p
2 (pj)!
|h|∑
i=0
P(L ≥ i)1/3
∞∑
m=h
P(H ≥ m)1/3 + c3 cp4 (pj)!
∞∑
i=|h|
P(L ≥ i)1/3
∞∑
m=h
P(H ≥ m)1/3
≤ c1 cp2 (pj)!
|h|∑
i=0
∞∑
m=h
P(H ≥ m)1/3 + c3 cp4 (pj)!
∞∑
i=|h|
exp(−i2/c5)
∞∑
m=h
P(H ≥ m)1/3
≤ c1 cp2 (pj)! |h| (|h|+ c3) + c4 cp5 (pj)! (|h|+ c6) ≤ c7 cp8 (pj)! (1 + |h|)2 ,
since
∞∑
m=h
P(H ≥ m)1/3 =
0∑
m=h
P(H ≥ m)1/3 +
∞∑
m=0
P(H ≥ m)1/3
≤
0∑
m=h
1 +
∞∑
m=0
c1 exp(−em/c2) ≤ |h|+ c3
by (14). Now, we turn to T1, where we first notice that
|h|∑
i=0
(i+ 1)p(d−1)j P(L ≥ i)1/3 ≤
|h|∑
i=0
(1 + |h|)p(d−1)j
≤ |h| (1 + |h|)p(d−1)j ≤ (1 + |h|)p(d−1)j+1 .
(42)
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Next, we need the inequality exp (−x) ≤ n!/xn, valid for all n ∈ N and x > 0. In particular,
exp (−x) ≤ (pj + 1)!
xpj+1
and exp (−x) ≤ (p(d− 1)j + 2)!
xp(d−1)j+2
. (43)
Using this in conjunction with (14) implies, together with the observation that (−m ∨ 1)p(d−1)j =
1 if m ≥ 0,
∞∑
m=0
(−m ∨ 1)p(d−1)j ep(m+1)j P(H ≥ m)1/3 = epj
∞∑
m=0
empj P(H ≥ m)1/3
≤ c1 cp2
∞∑
m=0
empj exp
(
−e
m
c3
)
≤ c3 cp4 (pj + 1)!
∞∑
m=0
empje−m(pj+1)
≤ c1 cp2 (pj + 1)!
∞∑
m=0
e−m ≤ c3 cp4 (pj + 1)! ,
and by observing that mpj ≥ m for m, p, j ≥ 1 we get
−1∑
m=h
(−m ∨ 1)p(d−1)j ep(m+1)j P(H ≥ m)1/3 = epj
−1∑
m=h
|m|p(d−1)j empj
≤ epj
∞∑
m=1
mp(d−1)j e−mpj ≤ epj
∞∑
m=1
mp(d−1)j e−m
≤ epj (p(d− 1)j + 2)!
∞∑
m=1
mp(d−1)j−p(d−1)j−2
= epj (p(d− 1)j + 2)!
∞∑
m=1
m−2 ≤ c1 cp2 (p(d− 1)j + 2)! ,
where in the first step we used that (−m ∨ 1)p(d−1)j = |m|p(d−1)j . Together with (32) this leads
to
∞∑
m=h
(−m ∨ 1)p(d−1)j ep(m+1)j P(H ≥ m)1/3
=
−1∑
m=h
(−m ∨ 1)p(d−1)j ep(m+1)j P(H ≥ m)1/3
+
∞∑
m=0
(−m ∨ 1)p(d−1)j ep(m+1)j P(H ≥ m)1/3
≤ c1 cp2 (p(d− 1)j + 2)! + c3 cp4 (pj + 1)! ≤ c5 cp6 (pdj)! .
(44)
Moreover, with (10), (32), (43) and the fact that i2 ≥ i+ 1 for all i ≥ 2 we get
∞∑
i=|h|
(i+ 1)p(d−1)j P(L ≥ i)1/3 ≤ c1
∞∑
i=|h|
(i+ 1)p(d−1)j exp
(
− i
2
c2
)
≤ c1
∞∑
i=0
(i+ 1)p(d−1)j exp
(
− i+ 1
c2
)
≤ c3 cp4 (p(d− 1)j + 2)!
∞∑
i=0
(i+ 1)p(d−1)j−p(d−1)j−2
≤ c1 cp2 (p(d− 1)j + 2)!
∞∑
i=0
(i+ 1)−2 = c3 c
p
4 (p(d− 1)j + 2)! ≤ c5 cp6 (pdj)! .
(45)
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Combining (42), (44) and (45) we see that T1 is bounded as follows:
T1 = c1c
p
2
∞∑
i=0
∞∑
m=h
(pj)! (i+ 1)p(d−1)j (−m ∨ 1)p(d−1)j ep(m+1)j P(L ≥ i)1/3 P(H ≥ m)1/3
= c1 c
p
2 (pj)!
|h|∑
i=0
(i+ 1)p(d−1)j P(L ≥ i)1/3
∞∑
m=h
(−m ∨ 1)p(d−1)j ep(m+1)j P(H ≥ m)1/3
+ c3 c
p
4 (pj)!
∞∑
i=|h|
(i+ 1)p(d−1)j P(L ≥ i)1/3
∞∑
m=h
(−m ∨ 1)p(d−1)j ep(m+1)j P(H ≥ m)1/3
≤ c1 cp2 (pj)! (1 + |h|)p(d−1)j+1 (pdj)! + c3 cp4 (pj)! (pdj)! (pdj)!
≤ c1 cp2 ((pdj)!)2 (pj)! (1 + |h|)p(d−1)j+1 .
Combining the estimates for T1 and T2 yields
E[(N (λ))pj ] ≤ c1 cp2 ((pdj)!)2 (pj)! (1 + |h|)p(d−1)j+1 + c3 cp4 (pj)! (1 + |h|)2
≤ c1 cp2 ((pdj)!)2 (pj)! (1 + |h|)p(d−1)j+d .
(46)
Because of (38) this bound clearly holds for the functional ξf0 , too. Finally, the additional
exponential term appears in the same way as for the defect volume functional by conditioning
on the event that the point x = (0, h) belongs to the extreme points of Ψ(λ). This completes the
proof of the first part of the proposition.
Proof of Proposition 5.1 (ii). Next, we turn to the second assertion and we consider the defect
volume functional ξV first. The first inequality is trivial, since without the constraint to the
cylinder the value of the functional can only increase. Moreover, we get with Ho¨lder’s inequality
and (31) that the second expectation is bounded from above by
k∏
i=1
(
E
[
ξ
(λ)
V
(
xi,P(λ)
)]2k)1/k
≤
k∏
i=1
[
c1 c
k
2 ((2kd)!)
2 (1 + |hi|)2k(d−1)+d exp
(
−e
hi∨0
c3
)]1/k
≤
k∏
i=1
[
c1 c
k
2 ((kd)!)
4 (1 + |hi|)2k(d−1)+d exp
(
−e
hi∨0
c3
)]1/k
≤ c1 ck2 ((kd)!)4
k∏
i=1
[
(1 + |hi|)2(d−1)+ dk exp
(
−e
hi∨0
c3 k
)]
≤ c1 ck2 ((kd)!)4
k∏
i=1
[
(1 + |hi|)2(d−1)+d exp
(
−e
hi∨0
c3 k
)]
≤ c1 ck2 ((kd)!)4
k∏
i=1
[
(1 + |hi|)4d exp
(
−e
hi∨0
c3 k
)]
.
The trivial estimate 2(d − 1) + d ≤ 4d implies the last inequality. Finally, we consider the
functionals ξfj with j ∈ {0, . . . , d− 1}. Instead of using the bound (46), it is more convenient to
work with
E[(N (λ))pj ] ≤ c1 cp2 ((pdj)!)2 (pj)! (1 + |h|)p(d−1)j+1 + c3 (pj)! (1 + |h|)2
≤ c1 cp2 ((pdj)!)2 (pj)! (1 + |h|)pdj ,
(47)
which holds because of p(d − 1)j + 1 ≤ pdj if j ≥ 1 and trivially also for j = 0. Then a similar
computation as for the volume functional completes the proof.
29
Remark 5.3 In the step before the last step in the proof of the previous proposition one could
also use the better estimate 2(d− 1) + d ≤ 3d. But since we need an exponent out of the natural
numbers after taking the square-root, we directly work with the upper bound 4d.
The next clustering lemma is the analogue of Lemma 5.4 in [26]. The main difference and what
makes it much more complicated is that in view of (11) we do not have a localization property on
the whole space for rescaled Gaussian polytopes. This leads to an additional indicator function
in the bound for the correlation function, which also makes the analysis later more involved.
Lemma 5.4 Let {S, T} be a non-trivial partition of JkK and ξ ∈ Ξ. Then, for all x1 =
(v1, h1), . . . , xk = (vk, hk) ∈Wλ and sufficiently large λ one has that
|mλ(xS∪T )−mλ(xS)mλ(xT )|
≤ c1 ck2 k (ku[ξ])! ((kdv[ξ])!)2
(
exp(−c3 δ) + 1(δ ≤ 2 max
r∈S∪T
{|hr|})
)
×
∏
r∈S∪T
[
(1 + |hr|)dw[ξ] exp
(
−e
hr∨0
c4 k
)]
with k = |S ∪ T |, δ := d(vS ,vT ) := mins∈S,t∈T ‖vs − vt‖ and
mλ(xS) := E
[∏
s∈S
ξ(λ)
(
xs,P(λ) ∪
⋃
s∈S
{xs}
)]
,
and with mλ(xT ) and mλ(xS∪T ) defined similarly.
Proof. Let us define the random variables
X :=
∏
s∈S
ξ(λ)
(
xs,P(λ) ∪
⋃
j∈S
{xj}
)
, Y :=
∏
t∈T
ξ(λ)
(
xt,P(λ) ∪
⋃
j∈T
{xj}
)
,
W :=
∏
r∈S∪T
ξ(λ)
(
xr,P(λ) ∪
⋃
j∈S∪T
{xj}
)
and
Xδ :=
∏
s∈S
ξ(λ)
(
xs,
(
P(λ) ∪
⋃
j∈S
{xj}
)
∩ Cd−1
(
xs,
δ
2
))
,
Yδ :=
∏
t∈T
ξ(λ)
(
xt,
(
P(λ) ∪
⋃
j∈T
{xj}
)
∩ Cd−1
(
xt,
δ
2
))
,
Wδ :=
∏
r∈S∪T
ξ(λ)
(
xr,
(
P(λ) ∪
⋃
j∈S∪T
{xj}
)
∩ Cd−1
(
xr,
δ
2
))
.
Similarly as in the proof of Lemma 5.4 in [26] we have that
mλ(xS∪T )−mλ(xS)mλ(xT ) = E[W −Wδ]− E[Xδ]E[Y − Yδ]− E[Y ]E[X −Xδ] . (48)
Now, observe that Proposition 5.1 implies the estimates
E|Xδ| ≤ c1 ck2 (|S|u[ξ])! ((|S|dv[ξ])!)2
∏
s∈S
[
(1 + |hs|)dw[ξ] exp
(
−e
hs∨0
c3 k
)]
and
E|Y | ≤ c1 ck2 (|T |u[ξ])! ((|T |dv[ξ])!)2
∏
t∈T
[
(1 + |ht|)dw[ξ] exp
(
−e
ht∨0
c3 k
)]
,
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where we also used that |S|, |T | ≤ k. Next, let NS be the event that at least one xs, s ∈ S,
has a radius of localization bigger than or equal to δ/2. On the complement N cS of NS we have
Xδ = X. Thus, the Cauchy-Schwarz inequality, the fact that
√
a+ b ≤ √a+√b for all a, b ≥ 0,
Proposition 5.1 and (11) show that
E|X −Xδ| = E|Xδ 1(NS)| ≤ (E[X2δ ])
1
2 (P(NS))
1
2
≤
(
c1 c
k
2 ((|S|u[ξ])!)2 ((|S|dv[ξ])!)4
∏
s∈S
[
(1 + |hs|)2dw[ξ] exp
(
−e
hs∨0
c3 |S|
)])1/2
×
(
c4 |S| exp (−c5 δ) + 1(δ ≤ 2 max
s∈S
{|hs|})
) 1
2
≤ c1 ck2 (|S|u[ξ])! ((|S|dv[ξ])!)2 k
(
exp (−c3 δ) + 1(δ ≤ 2 max
r∈S∪T
{|hr|})
)
×
∏
s∈S
[
(1 + |hs|)dw[ξ] exp
(
−e
hs∨0
c4 k
)]
,
since
1(δ ≤ 2 max
s∈S
{|hs|}) ≤ 1(δ ≤ 2 max
r∈S∪T
{|hr|})
and |S| ≤ k. From (33) we see that
(|S|dv[ξ])! (|T |dv[ξ])! ≤ (kdv[ξ])! and (|T |u[ξ])! (|S|u[ξ])! ≤ (ku[ξ])! ,
which leads to
E|Y |E|X −Xδ| ≤ c1 ck2 (ku[ξ])! ((kdv[ξ])!)2 k
(
exp (−c3 δ) + 1(δ ≤ 2 max
r∈S∪T
{|hr|})
)
×
∏
r∈S∪T
[
(1 + |hr|)dw[ξ] exp
(
−e
hr∨0
c4 k
)]
for sufficiently large λ. Similar estimates hold for E|Xδ|E|Y − Yδ| and E|W − Wδ| and this
completes the proof in view of (48).
6 Proof of the cumulant bound
This section contains the most technical part of the proof of our main results, that is, the proof
of Theorem 4.1. Before going into the details, let us briefly describe the main steps. The starting
point is the cluster measure representation of the cumulant measures presented in Lemma 2.8
and in a first step we will deal with the diagonal term (Lemma 6.1). Using (19), we see that for
this we just need to control the moments of ξ. We have prepared such a bound in the first part
of Proposition 5.1.
In a second and considerably more involved step of the proof we deal with the off-diagonal
term. The cluster measure representation of the cumulant measures presented in Lemma 2.8,
the description of spatial correlations from the clustering Lemma 5.4 as well as the second part of
our moment estimates in Proposition 5.1 allow us to derive a first integral representation for the
individual terms (Lemma 6.2). These integrals are then estimated next, starting with the inner
integral (Lemma 6.3). The fact that the geometric functionals ξ ∈ Ξ are not globally localizing
implies that this estimate has two terms that need to be investigated further (Lemma 6.4 and
Lemma 6.5). Combining all bounds finally results in a bound for the off-diagonal term (Lemma
6.6).
As described above, we start by dealing with the diagonal term. From now on we fix k ∈
{3, 4, . . .}.
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Lemma 6.1 Let ξ ∈ Ξ and f ∈ B(Rd). Then,∣∣∣∣∣
∫
∆
fkRλ dc
k
λ
∣∣∣∣∣ ≤ c1 ck2 ‖f‖k∞Rd−1λ (ku[ξ])! ((kdv[ξ])!)3
for sufficiently large λ.
Proof. As in the proof of Lemma 5.6 in [26] we obtain from the definition of the cumulant
measures and the fact that we only integrate over the diagonal ∆ that∣∣∣∣∣
∫
∆
fkRλ dc
k
λ
∣∣∣∣∣ ≤ ‖f‖k∞
∫
Rd
E
∣∣ξ(x,Pλ)∣∣k λφ(x) dx .
By rotation invariance of the point process one has that
E
∣∣ξ(x,Pλ)∣∣k = E∣∣ξ(λ)((0, h),P(λ))∣∣k ,
where h is defined by ‖x‖ = Rλ(1 − h/R2λ) in view of the scaling transformation Tλ. Writing
u = x/‖x‖ we can rewrite dx as
dx =
[
Rλ
(
1− h
R2λ
)]d−1 1
Rλ
dhdσd−1(u) .
So, the above integral is bounded by
‖f‖k∞Rd−1λ
∫
Sd−1
R2λ∫
−∞
E
∣∣∣ξ(λ) ((0, h),P(λ))∣∣∣k φλ(u, h)(1− h
R2λ
)d−1
dhdσd−1(u)
with
φλ(u, h) :=
λ
Rλ
φ
(
uRλ
(
1− h
R2λ
))
=
√
2 log λ
Rλ
exp
(
h− h
2
2R2λ
)
, (49)
see Remark 2.2. The expression for φλ(u, h) is obviously bounded from above by a constant
times eh for all h ∈ R, u ∈ Sd−1 and sufficiently large λ. Furthermore, from Proposition 5.1 we
deduce that
E
∣∣ξ(λ)((0, h),P(λ))∣∣k
≤ c1 ck2 (ku[ξ])! ((kdv[ξ])!)2 (1 + |h|)k(d−1)v[ξ]+d exp
(
−e
h∨0
c3
)
.
Thus, the integral we started with is bounded by
c1 c
k
2 ‖f‖k∞Rd−1λ (ku[ξ])! ((kdv[ξ])!)2
∫
Sd−1
R2λ∫
−∞
(1 + |h|)k(d−1)v[ξ]+d exp
(
−e
h∨0
c3
)
× eh
(
1− h
R2λ
)d−1
dhdσd−1(u) .
We decompose the inner integral into the two parts
0∫
−∞
(1 + |h|)k(d−1)v[ξ]+d exp
(
−e
h∨0
c1
)
eh
(
1− h
R2λ
)d−1
dh
+
R2λ∫
0
(1 + |h|)k(d−1)v[ξ]+d exp
(
−e
h∨0
c2
)
eh
(
1− h
R2λ
)d−1
dh =: T3 + T4 ,
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which will be treated separately. For the first one we have that exp
(
− eh∨0c
)
≤ 1 since h < 0.
Using that R2λ ≥ 1 for sufficiently large λ, the inequality k(d− 1)v[ξ] + d+ (d− 1) ≤ kdv[ξ] + 2d
and the substitution h+ 1 = s we obtain
T3 ≤
0∫
−∞
(1 + |h|)k(d−1)v[ξ]+d eh
(
1− h
R2λ
)d−1
dh =
∞∫
0
(1 + h)k(d−1)v[ξ]+d e−h
(
1 +
h
R2λ
)d−1
dh
≤
∞∫
0
(1 + h)kdv[ξ]+2d e−hdh ≤ c1
∞∫
0
skdv[ξ]+2d e−sds = c2 (kdv[ξ] + 2d)! ≤ c3 ck4 (kdv[ξ])! ,
where we also used (32) in the last step.
To bound the term T4 we need the inequality
exp (−x) ≤ 2
x2
, x > 0 . (50)
Furthermore, we observe that
(
1− h/R2λ
)d−1 ≤ 1 for all h ∈ [0, R2λ]. With the help of (50) and
(32) we get the estimate
T4 =
R2λ∫
0
(1 + |h|)k(d−1)v[ξ]+d exp
(
−e
h∨0
c
)
eh
(
1− h
R2λ
)d−1
dh
≤
R2λ∫
0
(1 + h)kdv[ξ]+d
2
(eh/c)
2 e
h dh
≤ c1
∞∫
0
(1 + h)kdv[ξ]+d e−h dh ≤ c2 (kdv[ξ] + d)! ≤ c3 ck4 (kdv[ξ])! .
Putting together the bounds for T3 and T4 and using that
∫
Sd−1
dσd−1(u) = dκd implies∣∣∣∣∣
∫
∆
fkRλ dc
k
λ
∣∣∣∣∣ ≤ c1 ck2 ‖f‖k∞Rd−1λ (ku[ξ])! (kdv[ξ])! ((kdv[ξ])!)2
∫
Sd−1
dσd−1(u)
≤ c1 ck2 ‖f‖k∞Rd−1λ (ku[ξ])! ((kdv[ξ])!)3 ,
which proves the claim.
An upper bound for the off-diagonal term in (21) is derived along the following four Lemmas.
Lemma 6.2 Let ξ ∈ Ξ and f ∈ B(Rd). Then, we have that, for sufficiently large λ,∣∣∣∣∣ ∑
S,T JkK
∫
σ({S,T})
fkRλ dc
k
λ
∣∣∣∣∣
≤ c1 ck2 ‖f‖k∞Rd−1λ k k! (ku[ξ])! ((kdv[ξ])!)2
×
∑
L1,...,LpJkK
∫
Sd−1
R2λ∫
−∞
. . .
R2λ∫
−∞
∫
(Rd−1)p−1
(
exp(−c3 δ(0,v)) + 1(δ(0,v) ≤ 2 max
i=1,...,p
{|hi|})
)
×
p∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c4 k
)
ehi
(
1− hi
R2λ
)d−1]
dvdh1 . . . dhpdσd−1(u) ,
where v = (v2, . . . , vp).
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Proof. The definition of the cluster measures and the description of the densities of the moment
measures as explained in Section 2 imply that for a fixed and non-trivial partition {S, T} of JkK
and for fixed S′, T ′,K1, . . . ,Ks as in Lemma 2.8,∫
δ({S,T})
fkRλ d(U
S
′
,T
′
λ ⊗M |K1|λ ⊗ . . .⊗M |Ks|λ )
=
∫
δ({S,T})
fkRλ(x)
(
mλ(xS′∪T ′ )−mλ(xS′ )mλ(xT ′ )
)
mλ(xK1) . . .mλ(xKs) d˜[λφ](x) .
(51)
In what follows we will use the parametrization Tλ(xi) = (vi, hi) for all i ∈ JkK. Using this
notation, Lemma 5.4 shows that
|mλ(xS′∪T ′ )−mλ(xS′ )mλ(xT ′ )|
≤ c1 ck2 k (|S
′ ∪ T ′ |u[ξ])! ((|S′ ∪ T ′ |dv[ξ])!)2
×
(
exp(−c3 d(vS′ ,vT ′ )) + 1(d(vS′ ,vT ′ ) ≤ 2 max
r∈S′∪T ′
{|hr|})
)
×
∏
r∈S′∪T ′
[
(1 + |hr|)dw[ξ] exp
(
−e
hr∨0
c4 k
)]
.
On the other hand, Proposition 5.1 delivers for all i ∈ {1, . . . , s} the bound
|mλ(xKi)| ≤ c1 ck2 (|Ki|u[ξ])! ((|Ki|dv[ξ])!)2
∏
i∈Ki
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c3 k
)]
,
since |Ki| ≤ k. Now, we notice that d(vS′ ,vT ′) ≥ d(vS ,vT ). Together with the observation that
max
r∈S′∪T ′
{|hr|} ≤ max
i=1,...,k
{|hi|} this yields that
exp(−c d(vS′ ,vT ′ )) + 1(d(vS′ ,vT ′ ) ≤ 2 max
r∈S′∪T ′
{|hr|})
≤ exp(−c d(vS ,vT )) + 1(d(vS ,vT ) ≤ 2 max
i=1,...,k
{|hi|}) ,
which in turn implies that
| (mλ(xS′∪T ′ )−mλ(xS′ )mλ(xT ′ ))mλ(xK1) · · ·mλ(xKs)|
≤ c1 ck2 k (|S
′ ∪ T ′ |u[ξ])! (|K1|u[ξ])! · · · (|Ks|u[ξ])!
[
(|S′ ∪ T ′ |dv[ξ])!
× (|K1|dv[ξ])! · · · (|Ks|dv[ξ])!
]2 (
exp(−c3 d(vS ,vT )) + 1(d(vS ,vT ) ≤ 2 max
i=1,...,k
{|hi|})
)
×
k∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c4 k
)]
.
Now, we use the estimate (33) to see that
(|S′ ∪ T ′ |dv[ξ])! (|K1|dv[ξ])! · · · (|Ks|dv[ξ])! ≤ (kdv[ξ])! and
(|S′ ∪ T ′ |u[ξ])! (|K1|u[ξ])! · · · (|Ks|u[ξ])! ≤ (ku[ξ])! .
Thus,
| (mλ(xS′∪T ′ )−mλ(xS′ )mλ(xT ′ ))mλ(xK1) · · ·mλ(xKs)|
≤ c1 ck2 k (ku[ξ])! ((kdv[ξ])!)2
(
exp(−c3 d(vS ,vT )) + 1(d(vS ,vT ) ≤ 2 max
i=1,...,k
{|hi|})
)
×
k∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c4 k
)]
.
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Recalling Lemma 2.8 and especially (22), summing (51) over all S′, T ′,K1, . . . ,Ks  JkK and
observing that d(vS ,vT ) = δ(x) whenever we are integrating over δ({S, T}), we get∣∣∣∣∣
∫
δ({S,T})
fkRλ dc
k
λ
∣∣∣∣∣ ≤ c1 ck2 ‖f‖k∞ k k! (ku[ξ])! ((kdv[ξ])!)2
×
∫
δ({S,T})
(
exp(−c3 δ(x)) + 1(δ(x) ≤ 2 max
i=1,...,k
{|hi|})
)
×
k∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c4 k
)]
d˜[λφ](x)
and finally∣∣∣∣∣ ∑
S,T JkK
∫
δ({S,T})
fkRλ dc
k
λ
∣∣∣∣∣ ≤ c1 ck2 ‖f‖k∞ k k! (ku[ξ])! ((kdv[ξ])!)2
×
∫
(Rd)k
(
exp(−c3 δ(x)) + 1(δ(x) ≤ 2 max
i=1,...,k
{|hi|})
)
×
k∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c4 k
)]
d˜[λφ](x) .
In a next step, a bound for the integral over (Rd)k is derived and for this we can assume without
loss of generality that, after a suitable rotation of the underlying point process, the point x1 is
mapped to (0, h1) ∈ Wλ under the scaling transformation Tλ, where the height coordinate h1 is
determined by ‖x1‖ = Rλ(1− h1/R2λ) as in the previous lemma. Together with the definition of
the singular differential d˜[λφ](x) we conclude that∫
(Rd)k
(
exp(−c1 δ(x)) + 1(δ(x) ≤ 2 max
i=1,...,k
{|hi|})
) k∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c2 k
)]
d˜[λφ](x)
=
∑
L1,...,LpJkK
∫
(Rd)k
(
exp(−c1 δ(x)) + 1(δ(x) ≤ 2 max
i=1,...,k
{|hi|})
)
×
k∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c2 k
)]
d¯[λφ](xL1) . . . d¯[λφ](xLp)
=
∑
L1,...,LpJkK λ
p
∫
(Rd)p
(
exp(−c1 δ(0, v2, . . . , vp)) + 1(δ(0, v2, . . . , vp) ≤ 2 max
i=1,...,p
{|hi|})
)
×
p∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c2 k
)]
φ(x1) . . . φ(xp) dx1 . . . dxp .
Now, we reparameterize as in the proof of Lemma 6.1 and notice that the differential elements
transform into
λφ(x1) dx1 = R
d−1
λ φλ(u, h1)
(
1− h1
R2λ
)d−1
dh1dσd−1(u)
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and
λφ(xi) dxi =
sind−2(R−1λ ‖vi‖)
‖R−1λ vi‖d−2
√
2 log λ
Rλ
exp
(
hi − h
2
i
2R2λ
)(
1− hi
R2λ
)d−1
dvidhi
=
sind−2(R−1λ ‖vi‖)
‖R−1λ vi‖d−2
φλ(u, hi)
(
1− hi
R2λ
)d−1
dvidhi
for i = 2, . . . , p with φλ(u, h) defined at (49), see also [10]. The fractions involving the sinus term
are bounded from above by 1. Moreover, one has that φλ(u, hi) ≤ c ehi for all i ∈ {1, . . . , p} and
sufficiently large λ as in the proof of Lemma 6.1. This implies that
λp φ(x1) . . . φ(xp) dx1 . . . dxp ≤ cpRd−1λ
p∏
i=1
[
ehi
(
1− hi
R2λ
)d−1]
dh1 . . . dhpdv2 . . . dvpdσd−1(u)
and finally
λp
∫
(Rd)p
(
exp(−c1 δ(0, v2, . . . , vp)) + 1(δ(0, v2, . . . , vp) ≤ 2 max
i=1,...,p
{|hi|})
)
×
p∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c2 k
)]
φ(x1) . . . φ(xp) dx1 . . . dxp
≤ cp1Rd−1λ
∫
Sd−1
R2λ∫
−∞
. . .
R2λ∫
−∞
∫
Tλ(Sd−1)
. . .
∫
Tλ(Sd−1)
×
(
exp(−c2 δ(0, v2, . . . , vp)) + 1(δ(0, v2, . . . , vp) ≤ 2 max
i=1,...,p
{|hi|})
)
×
p∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c3 k
)
ehi
(
1− hi
R2λ
)d−1]
dv2 . . . dvpdh1 . . . dhpdσd−1(u)
≤ cp1Rd−1λ
∫
Sd−1
R2λ∫
−∞
. . .
R2λ∫
−∞
∫
(Rd)p−1
(
exp(−c2 δ(0,v)) + 1(δ(0,v) ≤ 2 max
i=1,...,p
{|hi|})
)
×
p∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c3 k
)
ehi
(
1− hi
R2λ
)d−1]
dvdh1 . . . dhpdσd−1(u)
with v := (v2, . . . , vp). This yields the desired result.
The previous lemma shows that we already have separated the crucial prefactor Rd−1λ . In the next
steps we will appropriately bound the remaining integrals and we start with the inner integral
concerning the integration with respect to the vector v.
Lemma 6.3 In the situation of Lemma 6.2 it holds that∫
(Rd)p−1
(
exp(−c δ(0,v)) + 1(δ(0,v) ≤ 2 max
i=1,...,p
{|hi|})
)
dv
≤ c1 cp2 pp−2
(
(dp)! +
(
max
i=1,...,p
{|hi|}
)(d−1)(p−1))
.
36
Proof. We divide the proof into two parts. At first we consider the integral regarding the expo-
nential function. Using that
∞∫
δ(0,v)
exp(−c t) dt = 1
c
exp(−c δ(0,v))
together with Fubini‘s theorem we obtain∫
(Rd)p−1
exp(−c δ(0,v)) dv = c
∫
(Rd)p−1
∞∫
δ(0,v)
exp(−c t) dtdv
= c
∞∫
0
∫
{δ(0,v)<t}
dv exp(−c t) dt .
Similar computations as in the proof of Lemma 5.9 in [26] give∫
{δ(0,v)<t}
dv ≤ pp−2 κp−1d−1 t(d−1)(p−1) . (52)
Furthermore, integration by parts shows that
∞∫
0
t(d−1)(p−1) exp(−c t) dt = ((d− 1)(p− 1))!
c(d−1)(p−1)+1
≤ c1 cp2 (dp)!
and this leads to∫
(Rd)p−1
exp(−c1 δ(0,v)) dv ≤ c2 pp−2 κp−1d−1
∞∫
0
t(d−1)(p−1) exp(−c3 t) dt
≤ c1 cp2 κp−1d−1 pp−2 (dp)! .
For the second part of the integral we analyze one has, again by (52), that∫
(Rd)p−1
1(δ(0,v) ≤ 2 max
i=1,...,p
{|hi|}) dv =
∫
{δ(0,v)≤2 maxi=1,...,p{|hi|}}
dv
≤ c1 cp2 pp−2 κp−1d−1
(
max
i=1,...,p
{|hi|}
)(d−1)(p−1)
.
Combining both estimates gives the result.
The two last lemmas show that we are left with the bound∣∣∣∣ ∑
S,T JkK
∫
δ({S,T})
fkRλ dc
k
λ
∣∣∣∣ ≤ T5 + T6 , (53)
where the terms T5 and T6 are given by
T5 := c1 c
k
2 ‖f‖k∞Rd−1λ k k! (dk)! (ku[ξ])! ((kdv[ξ])!)2kk−2
∑
L1,...,LpJkK
∫
Sd−1
R2λ∫
−∞
. . .
R2λ∫
−∞
×
p∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c3 k
)
ehi
(
1− hi
R2λ
)d−1]
dh1 . . . dhpdσd−1(u) ,
(54)
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and
T6 := c1 c
k
2 ‖f‖k∞Rd−1λ k k! (ku[ξ])! ((kdv[ξ])!)2 kk−2
×
∑
L1,...,LpJkK
∫
Sd−1
R2λ∫
−∞
. . .
R2λ∫
−∞
(
max
i=1,...,p
{|hi|}
)(d−1)(p−1)
×
p∏
i=1
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c3 k
)
ehi
(
1− hi
R2λ
)d−1]
dh1 . . . dhpdσd−1(u) .
(55)
Here, we used in several places that p ≤ k.
Lemma 6.4 For T5 as defined by (54) we have that
|T5| ≤ c1 ck2 ‖f‖k∞Rd−1λ (dk)! (ku[ξ])! (k!)2 ((kdv[ξ])!)2 k3k .
Proof. We start with the integral concerning the coordinate h1. Similarly to the computations
performed in the proof of Lemma 6.1 and by using (50) we see that
R2λ∫
−∞
(1 + |h1|)dw[ξ] exp
(
−e
h1∨0
c1 k
)
eh1
(
1− h1
R2λ
)d−1
dh1
=
0∫
−∞
(1 + |h1|)dw[ξ] exp
(
−e
h1∨0
c1 k
)
eh1
(
1− h1
R2λ
)d−1
dh1
+
R2λ∫
0
(1 + |h1|)dw[ξ] exp
(
−e
h1∨0
c2 k
)
eh1
(
1− h1
R2λ
)d−1
dh1
≤
0∫
−∞
(1 + |h1|)dw[ξ] eh1
(
1− h1
R2λ
)d−1
dh1 +
R2λ∫
0
(1 + h1)
dw[ξ] exp
(
− e
h1
c1 k
)
eh1dh1
≤
∞∫
0
(1 + h1)
dw[ξ]+d−1 e−h1dh1 +
∞∫
0
(1 + h1)
dw[ξ] 2 c
2
1 k
2
e2h1
eh1dh1
=
∞∫
0
(1 + h1)
dw[ξ]+d−1 e−h1dh1 + c1 k2
∞∫
0
(1 + h1)
dw[ξ] e−h1dh1
≤ c1 (dw[ξ] + d)! + c2 k2 (dw[ξ] + 1)!
= c1 + c2 k
2 ≤ c3 k2 .
Now, we have p− 1 further height coordinates h2, . . . , hp. The last computation shows that, up
to constants, we get an additional factor k2 for each of these integrals so that the integration with
respect to all height coordinates is bounded by a constant times k2p. In view of the definition in
(54) and by (41) this leads to
|T5| ≤ c1 ck2 ‖f‖k∞Rd−1λ k k! (dk)! (ku[ξ])! ((kdv[ξ])!)2 kk−2 k2p
∫
Sd−1
dσd−1(u)
∑
L1,...,LpJkK 1
≤ c1 ck2 ‖f‖k∞Rd−1λ (dk)! (ku[ξ])! (k!)2 ((kdv[ξ])!)2 k3k .
This completes the proof.
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Next, we turn to the second summand T6 in (53) involving the max-term.
Lemma 6.5 For T6 defined by (55) we have that
|T6| ≤ c1 ck2 ‖f‖k∞Rd−1λ (dk)! (ku[ξ])! (k!)2 ((kdv[ξ])!)2 k3k .
Proof. As in the proof of Lemma 6.4 we start with the integral with respect to the variable h1.
Putting a := max{|h2|, . . . , |hp|} we can rewrite this integral as
R2λ∫
−∞
(1 + |h1|)dw[ξ] exp
(
−e
h1∨0
c1 k
)
eh1
(
1− h1
R2λ
)d−1
(max{|h1| , . . . , |hp|})(d−1)(p−1) dh1
=
0∫
−∞
(1 + |h1|)dw[ξ] exp
(
−e
h1∨0
c1 k
)
eh1
(
1− h1
R2λ
)d−1
(max{|h1| , a})(d−1)(p−1) dh1
+
R2λ∫
0
(1 + |h1|)dw[ξ] exp
(
−e
h1∨0
c2 k
)
eh1
(
1− h1
R2λ
)d−1
(max{|h1| , a})(d−1)(p−1) dh1
≤
0∫
−∞
(1 + |h1|)dw[ξ] eh1
(
1− h1
R2λ
)d−1
(max{|h1| , a})(d−1)(p−1) dh1
+
R2λ∫
0
(1 + h1)
dw[ξ] exp
(
− e
h1
c1 k
)
eh1 (max{|h1| , a})(d−1)(p−1) dh1
=
∞∫
0
(1 + h1)
dw[ξ]+d−1 e−h1 (max{|h1| , a})(d−1)(p−1) dh1
+
∞∫
0
(1 + h1)
dw[ξ] exp
(
− e
h1
c1 k
)
eh1 (max{|h1| , a})(d−1)(p−1) dh1
=: T7 + T8 .
Both terms, T7 and T8, will be treated separately. Since
dw[ξ] + (d− 1) + (d− 1)(p− 1) = dw[ξ] + (d− 1)p ≤ dw[ξ] + dk ,
we obtain together with (32) that
T7 =
∞∫
0
(1 + h1)
dw[ξ]+d−1 e−h1 (max{|h1| , a})(d−1)(p−1) dh1
=
a∫
0
(1 + h1)
dw[ξ]+d−1 e−h1a(d−1)(p−1) dh1 +
∞∫
a
(1 + h1)
dw[ξ]+d−1 e−h1h(d−1)(p−1)1 dh1
≤ a(d−1)(p−1)
a∫
0
(1 + h1)
dw[ξ]+d−1 e−h1dh1 +
∞∫
a
(1 + h1)
dw[ξ]+d−1 e−h1(1 + h1)(d−1)(p−1) dh1
≤ a(d−1)(p−1)
∞∫
0
(1 + h1)
dw[ξ]+d−1 e−h1dh1 +
∞∫
0
(1 + h1)
dw[ξ]+dk e−h1dh1
≤ c1 (dw[ξ] + d)! a(d−1)(p−1) + c2 (dw[ξ] + dk)!
≤ c3 a(d−1)(p−1) + c4 ck5 (dk)! .
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Moreover, applying (50) in the second, the estimate dw[ξ] + (d − 1)(p − 1) ≤ dw[ξ] + dk in the
fourth and (32) in the last step, we conclude that
T8 =
∞∫
0
(1 + h1)
dw[ξ] exp
(
− e
h1
c1 k
)
eh1 (max{|h1| , a})(d−1)(p−1) dh1
≤ c1 k2
∞∫
0
(1 + h1)
dw[ξ] e−h1 (max{|h1| , a})(d−1)(p−1) dh1
= c1 k
2
a∫
0
(1 + h1)
dw[ξ] e−h1a(d−1)(p−1) dh1 + c2 k2
∞∫
a
(1 + h1)
dw[ξ] e−h1h(d−1)(p−1)1 dh1
≤ c1 k2 a(d−1)(p−1)
∞∫
0
(1 + h1)
dw[ξ] e−h1dh1 + c2 k2
∞∫
0
(1 + h1)
dw[ξ]+dk e−h1dh1
≤ c1 k2 (dw[ξ])! a(d−1)(p−1) + c2 k2 (dw[ξ] + dk)!
≤ c3 k2 a(d−1)(p−1) + c4 ck5 k2 (dk)! .
Combining the two bounds for T7 and T8 we arrive at
R2λ∫
−∞
(1 + |h1|)dw[ξ] exp
(
−e
h1∨0
c1 k
)
eh1
(
1− h1
R2λ
)d−1
(max{|h1| , . . . , |hp|})(d−1)(p−1) dh1
≤ c1 a(d−1)(p−1) + c2 ck3 (dk)! + c4 k2 a(d−1)(p−1) + c5 ck6 k2 (dk)!
≤ c1 k2 (max{|h2|, . . . , |hp|})(d−1)(p−1) + c2 ck3 k2 (dk)! .
For the term T6 defined at (55) this implies that
|T6| ≤ c1 ck2 ‖f‖k∞Rd−1λ k! (dk)! (ku[ξ])! ((kdv[ξ])!)2 kk−1 k2
∑
L1,...,LpJkK
∫
Sd−1
R2λ∫
−∞
. . .
R2λ∫
−∞
×
p∏
i=2
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c3 k
)
ehi
(
1− hi
R2λ
)d−1]
dh2 . . . dhpdσd−1(u)
+ c4 c
k
5 ‖f‖k∞Rd−1λ k! (ku[ξ])! ((kdv[ξ])!)2 kk−1 k2
×
∑
L1,...,LpJkK
∫
Sd−1
R2λ∫
−∞
. . .
R2λ∫
−∞
(
max
i=2,...,p
{|hi|}
)(d−1)(p−1)
×
p∏
i=2
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c6 k
)
ehi
(
1− hi
R2λ
)d−1]
dh2 . . . dhpdσd−1(u) .
The first summand is almost the same as in Lemma 6.4. The only difference is that there are p−1
further integrals concerning the height coordinates h2, . . . , hp left. Carrying out the integrations
as above, this yields another factor k2(p−1), up to constants. Furthermore, by computations
similarly to those performed above we see that
R2λ∫
−∞
(1 + |h2|)dw[ξ] exp
(
−e
h2∨0
c1 k
)
eh2
(
1− h2
R2λ
)d−1
(max{|h2| , . . . , |hp|})(d−1)(p−1) dh2
≤ c1 k2 (max{|h3|, . . . , |hp|})(d−1)(p−1) + c2 ck3 k2 (dk)! ,
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giving the bound
|T6| ≤ c1 ck2 ‖f‖k∞Rd−1λ (dk)! (ku[ξ])! (k!)2 ((kdv[ξ])!)2 k3k
+ c3 c
k
4 ‖f‖k∞Rd−1λ k! (dk)! (ku[ξ])! ((kdv[ξ])!)2 kk−1 k4
∑
L1,...,LpJkK
∫
Sd−1
R2λ∫
−∞
. . .
R2λ∫
−∞
×
p∏
i=3
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c5 k
)
ehi
(
1− hi
R2λ
)d−1]
dh3 . . . dhpdσd−1(u)
+ c6 c
k
7 ‖f‖k∞Rd−1λ k! (ku[ξ])! ((kdv[ξ])!)2 kk−1 k4
×
∑
L1,...,LpJkK
∫
Sd−1
R2λ∫
−∞
. . .
R2λ∫
−∞
(
max
i=3,...,p
{|hi|}
)(d−1)(p−1)
×
p∏
i=3
[
(1 + |hi|)dw[ξ] exp
(
−e
hi∨0
c8 k
)
ehi
(
1− hi
R2λ
)d−1]
dh3 . . . dhpdσd−1(u) .
Repeating this procedure p− 2 further times yields
|T6| ≤ c1 ck2 ‖f‖k∞Rd−1λ (dk)! (ku[ξ])! (k!)2 ((kdv[ξ])!)2 k3k
+ c3 c
k
4 ‖f‖k∞Rd−1λ k! (dk)! (ku[ξ])! ((kdv[ξ])!)2 kk−1 k2(p−1)
∑
L1,...,LpJkK
∫
Sd−1
R2λ∫
−∞
× (1 + |hp|)dw[ξ] exp
(
−e
hp∨0
c5 k
)
ehp
(
1− hp
R2λ
)d−1
dhpdσd−1(u)
+ c6 c
k
7 ‖f‖k∞Rd−1λ k! (ku[ξ])! ((kdv[ξ])!)2 kk−1 k2(p−1)
∑
L1,...,LpJkK
∫
Sd−1
R2λ∫
−∞
|hp|(d−1)(p−1)
× (1 + |hp|)dw[ξ] exp
(
−e
hp∨0
c8 k
)
ehp
(
1− hp
R2λ
)d−1
dhpdσd−1(u) .
The integral concerning hp in the second summand is bounded by a constant times k
2 as we have
already seen in Lemma 6.4. For the third summand it follows by a similar reasoning as above
that
R2λ∫
−∞
(1 + |hp|)dw[ξ] exp
(
−e
hp∨0
c1 k
)
ehp
(
1− hp
R2λ
)d−1
|hp|(d−1)(p−1) dhp
≤
∞∫
0
(1 + hp)
dw[ξ]+dk e−hpdhp + c1 k2
∞∫
0
(1 + hp)
dw[ξ]+dk e−hp dhp
≤ c1 (dw[ξ] + dk)! + c2 k2 (dw[ξ] + dk)! ≤ c3 ck4 k2 (dk)! .
This completes the proof.
We can now combine the two previous lemmas into a bound for the off-diagonal term that
complements the diagonal bound in Lemma 6.1.
Lemma 6.6 Let ξ ∈ Ξ and f ∈ B(Rd). Then,∣∣∣∣∣ ∑
S,T JkK
∫
σ({S,T})
fkRλ dc
k
λ
∣∣∣∣∣ ≤ c1 ck2 ‖f‖k∞Rd−1λ (dk)! (ku[ξ])! (k!)2 ((kdv[ξ])!)2 k3k .
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Proof. Recalling (53), we have that∣∣∣∣∣ ∑
S,T JkK
∫
σ({S,T})
fkRλ dc
k
λ
∣∣∣∣∣ ≤ |T5|+ |T6|
with the terms T5 and T6 defined by (54) and (55), respectively. Applying now Lemma 6.4 to T5
and Lemma 6.5 to T6 yields the desired upper bound.
What is left is to combine the two estimates for the on- and the off-diagonal term to complete
the proof of the cumulant bound.
Proof of Theorem 4.1. From Lemma 6.1 and Lemma 6.6 we deduce the bound
∣∣〈fkRλ , ckλ〉∣∣ ≤
∣∣∣∣∣
∫
∆
fkRλ dc
k
λ
∣∣∣∣∣+
∣∣∣∣∣ ∑
S,T JkK
∫
δ({S,T})
fkRλ dc
k
λ
∣∣∣∣∣
≤ c1 ck2 ‖f‖k∞Rd−1λ (ku[ξ])! ((kdv[ξ])!)3
+ c3 c
k
4 ‖f‖k∞Rd−1λ (dk)! (ku[ξ])! (k!)2 ((kdv[ξ])!)2 k3k ,
(56)
which holds for sufficiently large λ. Now, we notice that the elementary inequality `` ≤ `! e3`,
valid for all ` ∈ {3, 4, . . .}, leads to
k3k ≤ (k!)3 e9k
and we also observe that Stirling’s formula gives
(kdv[ξ])! ≤ e(kdv[ξ])kdv[ξ]+ 12 e−kdv[ξ] = e
√
kdv[ξ]e−kdv[ξ](dv[ξ])kdv[ξ](kk)dv[ξ]
≤ e
√
kdv[ξ]e−kdv[ξ](dv[ξ])kdv[ξ]e3kdv[ξ](k!)dv[ξ] ≤ ((dv[ξ])dv[ξ]e4dv[ξ])k(k!)dv[ξ] .
Combined with (56) this implies that∣∣〈fkRλ , ckλ〉∣∣ ≤ c1 ck2 ‖f‖k∞Rd−1λ (k!)u[ξ]+3dv[ξ] + c3 ck4 ‖f‖k∞Rd−1λ (k!)d+u[ξ]+5+2dv[ξ]
≤ c1 ck2 ‖f‖k∞Rd−1λ (k!)3dv[ξ]+u[ξ]+5+z[ξ]
for all sufficiently large λ, where we recall that z[ξ] is d if ξ = ξf0 and zero otherwise. This
completes the proof of the cumulant bound.
Acknowledgement
We would like to thank Pierre Calka (Rouen) and Matthias Reitzner (Osnabru¨ck) for stimulating
and enlightening discussions. We also thank two anonymous referees for their comments and
remarks that helped us to improve the presentation of our results.
References
[1] Affentranger, F.: The convex hull of random points with spherically symmetric distributions. Rend.
Sem. Mat. Univ. Politec. Torino 49, 359–383 (1991).
[2] Affentranger, F. and Schneider, R.: Random projections of regular simplices. Discrete Comput.
Geom. 7, 219–226 (1992).
[3] Alonso-Gutie´rrez, D.: On the isotropy constant of random convex sets. Proc. Am. Math. Soc. 136,
3293–3300 (2008).
42
[4] Ba´ra´ny, I.: Random polytopes, convex bodies, and approximation. In Weil, W. (Ed.) Stochastic
Geometry, Lecture Notes in Mathematics 1892, Springer (2007).
[5] Ba´ra´ny, I. and Vu, V.: Central limit theorems for Gaussian polytopes. Ann. Probab. 35, 1593–1621
(2007).
[6] Baryshnikov, Y.M. an Vitale, R.A.: Regular simplices and Gaussian samples. Discrete Comput.
Geom. 11, 141–147 (1994).
[7] Baryshnikov, Y. and Yukich, J.E.: Gaussian limits for random measures in geometric probability.
Ann. Appl. Probab. 15, 2013–2053 (2005).
[8] Cascos, I.: Data depth: multivariate statistics and geometry. In: Kendall, W.S. and Molchanov, I.
(Eds.), New Perspectives in Stochastic Geometry, Oxford University Press (2010).
[9] Calka, P., Schreiber T. and Yukich, J.E.: Brownian limits, local limits and variance asymptotics for
convex hulls in the ball. Ann. Probab. 41, 50–108 (2013).
[10] Calka, P. and Yukich, J.E.: Variance asymptotics and scaling limits for Gaussian polytopes. Probab.
Theory Related Fields 163, 259–301 (2015).
[11] Candes, E., Rudelson, M. Tao, T. and Vershynin, R.: Error correction via linear programming.
Proceedings of the 46th annual IEEE symposium on foundations of computer science (FOCS 2005),
295–308 (2005).
[12] Candes, E. and Tao, T.: Decoding by linear programming. IEEE Trans. Inform. Theory 51, 4203–
4215 (2005).
[13] Dafnis, N., Gue´don, O. and Giannopoulos, A.: On the isotropic constant of random polytopes. Adv.
Geom. 10, 311–322 (2010).
[14] de Azevedo Pribitkin, W.: Simple upper bounds for partition functions. Ramanujan J. 18, 113–119
(2009).
[15] Decreusefond, L., Schulte, M. and Tha¨le, C.: Functional Poisson approximation in Kantorovich-
Rubinstein distance with applications to U-statistics and stochastic geometry. Ann. Probab. 44,
2147–2197 (2016).
[16] den Hollander, F.: Large Deviations. Fields Institute Monographs, American Mathematical Society
(2000).
[17] Diekert, V., Kufleitner, M. and Rosenberger, G.: Elemente der diskreten Mathematik: Zahlen und
Za¨hlen, Graphen und Verba¨nde. De Gruyter (2013).
[18] Do¨ring, H. and Eichelsbacher P.: Moderate deviations via cumulants. J. Theor. Probab. 26, 360–385
(2013).
[19] Donoho, D.L. and Tanner, J.: Neighborliness of randomly projected simplices in high dimensions.
Proc. Natl. Acad. Sci. USA 102, 9452–9457 (2005).
[20] Donoho, D.L. and Tanner, J.: Sparse nonnegative solutions of underdetermined linear equations by
linear programming. Proc. Natl. Acad. Sci. USA 102, 9446–9451 (2005).
[21] Donoho, D.L. and Tanner, J.: Counting faces of randomly projected polytopes when the projection
radically lowers dimension. J. Amer. Math. Soc. 22, 1–53 (2009).
[22] Eichelsbacher, P., Raicˇ, M. and Schreiber, T.: Moderate deviations for stabilizing functionals in
geometric probability. Ann. Inst. H. Poincare´ Probab. Statist. 51, 89–128 (2015).
[23] Geffroy, J.: Localisation asymptotique du polye`dre d’appui d’un e´chantillon Laplacien a` k dimen-
sions. Publ. Inst. Statist. Univ. Paris 10, 213–228 (1961).
[24] Gluskin, E.D.: The diameter of the Minkowski compactum is roughly equal to n. Funct. Anal. Appl.
15, 57–58 (1981).
43
[25] Gluskin, E.D. and Litvak A.E.: A remark on vertex index of the convex bodies. Lecture Notes in
Mathematics 2050, 255–265 (2012).
[26] Grote, J. and Tha¨le, C.: Concentration and moderate deviation for Poisson polytopes and polyhedra.
To appear in Bernoulli. (2017+).
[27] Ho¨rrmann, J., Hug, D., Reitzner, M. and Tha¨le, C.: Poisson polyhedra in high dimensions. Adv.
Math. 281, 1–39 (2015).
[28] Ho¨rrmann, J., Prochno, J. and Tha¨le, C.: On the isotropic constant of random polytopes with
vertices on an `p-sphere. J. Geom. Anal. 28, 405–426 (2018).
[29] Hueter, I.: The convex hull of a normal sample. Adv. Appl. Probab. 26, 855–875 (1994).
[30] Hueter, I.: Limit theorems for the convex hull of random points in higher dimensions. Trans. Amer.
Math. Soc. 351, 4337–4363 (1999).
[31] Hug, D.: Random Polytopes. In: Spodarev, E. (Ed.), Stochastic Geometry, Spatial Statistics and
Random Fields. Asymptotic Methods, Lecture Notes in Mathematics 2068, Springer (2013).
[32] Hug, D., Munsonius, G.O. and Reitzner, M.: Asymptotic mean values of Gaussian polytopes. Beitr.
Algebra Geom. 45, 531–548 (2004).
[33] Hug, D. and Reitzner, M.: Gaussian polytopes: variances and limit theorems. Adv. Appl. Probab.
37, 297–320 (2005).
[34] Klartag, B. and Kozma, G.: On the hyperplane conjecture for random convex sets. Israel J. Math.
170, 253–268 (2009).
[35] Lata la, R., Mankiewicz, P., Oleszkiewicz, K. and Tomczak-Jaegermann, N.: Banach-Mazur distances
and projections on random subgaussian polytopes. Discrete Comput. Geom. 38, 29–50 (2007).
[36] Leonov, V. P. and Sirjaev, A. N.: On a method of semi-invariants. Theor. Probability Appl. 4,
319–329 (1959).
[37] Mankiewicz, P. and Tomczak-Jaegermann, N.: Quotients of finite-dimensional Banach spaces; ran-
dom phenomena. In Johnson, W.B. and Lindenstrauss, J. (Eds.), Handbook of the Geometry of
Banach Spaces Vol. II, North-Holland (2003).
[38] Reitzner, M.: Random Polytopes. In: Kendall, W.S. and Molchanov, I. (Eds.), New Perspectives in
Stochastic Geometry, Oxford University Press (2010).
[39] Re´nyi, A. and Sulanke, R.: U¨ber die konvexe Hu¨lle von n zufa¨llig gewa¨hlten Punkten. Z. Wahrsch.
Verw. Geb. 2, 75–84 (1963).
[40] Rudelson, M. and Vershynin, R.: Geometric approach to error correcting codes and reconstruction
of signals. Int. Math. Res. Not. 64, 4019–4041 (2005).
[41] Saulis, L. and Statulevicˇius, V.A.: Limit Theorems for Large Deviations. Kluwer Academic Publish-
ers (1991).
[42] Schneider, R. and Weil, W.: Stochastic and Integral Geometry. Springer (2008).
[43] Schreiber, T. and Yukich, J.E.: Variance asymptotics and central limit theorems for generalized
growth processes with applications to convex hulls and maximal points. Ann. Probab. 36, 363–396
(2008).
[44] Szarek, S.J.: The finite dimensional basis problem with an appendix on nets of Grassmann manifolds.
Acta Math. 151, 153–179 (1983).
[45] Vershik, A.M. and Sporyshev, P.V.: Asymptotic behaviour of the number of faces of random poly-
hedra and the neighbourliness problem. Selecta Math. Soviet. 11, 181–201 (1992).
[46] Vu, V.H.: Sharp concentration of random polytopes. Geom. Funct. Anal. 15, 1284–1318 (2005).
44
