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This article provides a reﬁnement of the main results for the monotone subsequence
selection problem, previously obtained by Bruss and Delbaen (Stoch. Proc. Appl. 96 (2001)
313). Let ðNsÞsX 0 be a Poisson process with intensity 1 deﬁned on the positive half-line. Let
T1; T2; . . . be the corresponding occurrence times, and let ðX kÞk¼1;2;... be a sequence of i.i.d.
uniform random variables on [0,1], independent of the Tj ’s. We observe the ðTk; X kÞ
sequentially. Call X k the observed value at time Tk: For a given horizon t; consider the
objective to select in sequential order, without recall on preceding observations, a subsequence
of monotone increasing values of maximal expected length. Let Ltt be the random number of
selected values under the optimal strategy. Extending the objective of our ﬁrst paper the main
goal of the present paper is to understand the whole process ðLtuÞ0p up t; where the random
variable Ltu denotes the number of the selected values up to time u under the t-optimal
strategy. We show that this process obeys, under suitable normalization, a Central Limit
Theorem. In particular, we show that this holds in a more complete sense than one would
expect. The problem of interdependence of this process with two other processes studied
before is overcome by the simultaneous study of three associated martingales. This analysis is
based on reﬁned martingale methods, and a non-negligible level of technical sophistication
seems unavoidable. But then, the results are rewarding. We not only get the ‘‘right’’ functional
Central Limit Theorem for t tending to inﬁnity but also the (singular) covariance matrix of thesee front matter r 2004 Elsevier B.V. All rights reserved.
.spa.2004.09.002
nding author. Tel.: +322650 5893.
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F.T. Bruss, F. Delbaen / Stochastic Processes and their Applications 114 (2004) 287–311288three-dimensional process summarizing the interacting processes. We feel there is no other way
to understand these interactions, and believe that this adds value to our approach.
r 2004 Elsevier B.V. All rights reserved.
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We ﬁrst recall the problem. For convenience, we use the same notation as in Bruss
and Delbaen [3]. Let ðNsÞsX 0 be a Poisson process with intensity 1 and with
occurrence times 0oT1oT2o    a.s. Deﬁne T0 ¼ 0: Further let ðX kÞk¼1;2;... be a
sequence of i.i.d. uniform random variables on [0,1], independent of the Tj ’s. The
bivariate variables ðTk; X kÞk¼1;2;... can be observed sequentially. For a given horizon
t; our objective is to select, under the online-constraint, a subsequence
ðTk1 ; X k1 Þ; ðTk2 ; X k2 Þ; . . . satisfying X k1pX k2p    for k1o k2o    and Tki p t;
consisting of as many elements as possible. Here online means in sequential order,
without recall on preceding observations.1.1. History, update and motivation
The ‘‘father’’ of this problem, as well as of some other monotone subsequence
problems, is, in some sense, the problem of the distribution of the longest increasing
subsequence in a random permutation of n different numbers (sometimes called
‘‘Ulam’s problem’’, Ulam [13]). We say ‘‘in some sense’’ because monotone
subsequence problems belong nowadays to two classes, which are indeed very
different in structure. One is with and one without sequential selection. The class
without selection, to which Ulam’s problem belongs, should be seen as the older and
hence classical problem type. The sequential selection type (as in our case), is that
class of problems where the numbers are inspected one by one, and where the
observer must select on spot (online) the elements of the increasing subsequence.
We refer to Aldous and Diaconis [1] for the (larger) history of the ﬁrst type. Here,
Baik et al. [2] made the essential breakthrough of determining the desired
distribution. More recent papers on this problem are Groeneboom’s [7] new look
at the limiting expected length ð 2 ﬃﬃﬃnp Þ and Lo¨we et al.’s [9] study of moderate
deviations for the length of the longest monotone increasing subsequence. The
second type, initiated by Samuels and Steele [12], is less known. It compensates for
this, however, by the constraint of sequential selection, which is, in many real-world
problems, more natural. It thus has some additional appeal for applications, as
exempliﬁed by its link with binpacking problems [4,6] and with selection problems
under sum-constraints [3,5,11].
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bear over to the Central Limit Theorem we are proving in this paper. However, this
limit theorem is rewarding because it gives the description of the interdependence of
the involved processes in a comprehensive and precise form.
Our approach is new, and we believe it truly advertises the use of sophisticated
martingale techniques also outside the more familiar area of cohabitation with
stopping times.
1.2. Preliminaries
From [3] we know that the optimal selection strategy exists, and that the resulting
total random number of selections Ltt allows for the following tight bounds in
expectation and variance. Let vðtÞ ¼ EðLttÞ and s2ðtÞ ¼ VarðLttÞ: Then we know
already from [3]ﬃﬃﬃﬃ
2t
p
 c logð1þ
ﬃﬃﬃﬃ
2t
p
Þp vðtÞp
ﬃﬃﬃﬃ
2t
p
and
1
3
vðtÞp s2ðtÞp 1
3
vðtÞ þ c1 logðtÞ þ c2;
where c; c1 and c2 are known constants. (See Theorem 2.3(iii) and Theorem 2.4(ii),
and Theorems 2.7 and 2.8, respectively.) These inequalities will be strengthened in
Section 3.
The optimal strategy deﬁnes at the same time the continuous time counting process
of sequential selections, denoted by ðLtuÞ0p up t: Associated with this process is the
process keeping track of the maximum of the accepted values. We call it the running
maximum process, denoted by ðMtuÞ0p up t (see [3, p. 325]). The process Mt :¼ ðMtuÞ
is basic, the process Lt :¼ ðLtuÞ simply counts the jumps of Mt: The running
maximum determines, by the monotonicity constraint of our problem, a lower
threshold for selecting a current observation. Now, if that selection had too
large a value, we would restrict ourselves too much in the selection of future
values. Hence a time-dependent control is needed. This control is provided by the
process of maximum acceptance values which we denote by ðhtuÞ0p up t: This
process ht : ½0; t
  ½0; 1
 ! ½0; 1
 is linked to the optimal expected length vðtÞ
through an auxiliary function fðtÞ; implicitly deﬁned by vðfðtÞÞ þ 1 ¼ vðtÞ; as well
as a value a deﬁned by vðaÞ ¼ 1; or, equivalently, fðaÞ ¼ 0 (see [4, Deﬁnitions (2.5)
and (2.7)]). Provided that ðt  uÞð1 xÞX a; this link is given by the solution
of the equation
vððt  uÞð1 htðu; xÞÞÞ þ 1 ¼ vððt  uÞð1 xÞÞ; (1.1)
where htðu; xÞ stands for htu given that Mtu ¼ x: If ðt  uÞð1 xÞo a; then vððt 
uÞð1 xÞÞo 1; and so it is optimal to accept on the next observation bigger than x:
This means we have to deﬁne htðu; xÞ ¼ 1 if ðt  uÞð1 xÞo a: Using again the
function f; (see [3, p. 326]), extended by the deﬁnition fðyÞ ¼ 0 for y 2 ½0; a½; we can
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htðu; xÞ  x ¼ ðt  uÞð1 xÞ  fððt  uÞð1 xÞÞðt  uÞ : (1.2)
We can now describe the properties of the current maximum Mt as follows: These
are(i) jumps with intensity ltu ¼ htðu; MtuÞ  Mtu; 0p up t; and
(ii) jump sizes uniform over ½0; htðu; MtuÞ  Mtu
; 0p up t:
These deﬁne the characteristics of the process ðMtuÞ0p up t:
To prove our intended limit theorem we must time-scale the processes ðLtuÞ and
ðMtuÞ to become ðltuÞ and ðmtuÞ; say, which we deﬁne, respectively, by
lts ¼ Ltst; mts ¼ Mtst; 0p sp 1 (1.3)
and which are our central objects of study.
1.3. Objective and organization of the paper
The main objective of this paper is to understand the whole process ðLtuÞ0p up t in
more detail, and, in particular, its limiting behaviour as t tends to inﬁnity. Instigated
by earlier results (see [3, Theorems 2.7 and 2.8, and Corollary 2.3]) we know already
that we can expect some Central Limit Theorem to hold. However, it is not easy to
see which Central Limit Theorem holds for the whole process, ðLtuÞ0p up t: This
process is itself a function of the process ðMtuÞ0p up t and is therefore an intricate
process.
Our way of attack to overcome this difﬁculty is to study three different processes
at the same time. All three will be, as seen in the paper, suitably normalized versions
of the following three basic martingales:
lts 
Z s
0
du tðhtðut; mtuÞ  mtuÞ; 0p sp 1; (1.4)
lts þ vðtð1 sÞð1 mtsÞÞ  vðtÞ; 0p sp 1; (1.5)
mts 
Z s
0
du
ﬃﬃ
t
s
r
ðhtðut; mtuÞ  mtuÞ
 !2
; 0p sp 1: (1.6)
To understand these martingales we must ﬁrst understand the behaviour of
htðut; mtuÞ  mtu sufﬁciently well. This will be studied in Section 2. But then, to control
jumps of martingales (1.4) and (1.6), we need, as we will see, a result of the form
Z 1
0
ﬃﬃﬃ
t
2
r
ðhtðut; mtuÞ  mtuÞ
 !3
du ! 1; as t ! 1: (1.7)
This is true, and the proof is given, in more generality, in Section 3. Using these
results, the Central Limit Theorem is then stated in its precise form and proved in
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notation, we usually will not mention the ﬁltration we are using. This is of course the
obvious ﬁltration, ðFuÞuX 0 coming from the Poisson process and the observed
values, see [3]. Since we time-transformed the processes, the ﬁltration we will use for
horizon t is given by ðFstÞ0p sp 1:2. The running-maximum process ðmtuÞ
In order to study htðut; mtuÞ  mtu; we must begin with mtu: The process ðmtuÞ0p up t
is Markov, and its generator can be computed directly from
E
gðmtsþÞ  gðmtsÞ

 mts ¼ x

! ðBtsgÞðxÞ :¼ t
Z htðst;xÞ
x
ðgðyÞ  gðxÞÞdy: (2.1)
This is deﬁned for 0p sp 1 and functions g in the set C½0; 1
; the set of continuous
functions on ½0; 1
: We will use Dynkin’s formula, (see e.g. [10, p. 48]), from which we
conclude that for such functions g the processes
Ds :¼ gðmtsÞ 
Z s
0
ðBtugÞðmtuÞdu
	 

0p sp 1
(2.2)
are martingales adapted to the ﬁltration ðFstÞ0p sp 1: Using the deﬁnition of the
intensity (see (i) of Section 1) we then get
E½Ltst
 ¼ E½lts
 ¼ E
Z st
0
ltu du
 
¼ tE
Z s
0
ðhtðut; mtuÞ  mtuÞdu
 
; ð2:3Þ
where, under integration, the distinction between mtu and m
t
u is, of course,
irrelevant.
Using Dynkin’s formula for the choice of g being the identity together with the
initial condition mt0 ¼ 0; we obtain
E½mts
 ¼ E
Z s
0
ðBtugÞðmtuÞdu
 
¼ E
Z s
0
t
Z htðut;mtuÞ
mtu
ðy  mtuÞdydu
" #
¼ t
2
E
Z s
0
ðhtðut; mtuÞ  mtuÞ2 du
 
: ð2:4Þ
Now let
f tðs; xÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
t=2
p
ðhtðst; xÞ  xÞ: (2.5)
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E
lt1ﬃﬃﬃﬃ
2t
p
 
¼ E L
t
tﬃﬃﬃﬃ
2t
p
 
¼ E
Z 1
0
f tðs; mtsÞds
 
which is, by the Cauchy–Schwarz inequality, not larger than
E
Z 1
0
f tðs; mtsÞ2 ds
 	 
1=2
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E½mt1

q
; (2.6)
where we used (2.4) in the last equality. Since mt1 is bounded by 1, the latter is clearly
not larger than 1, so that we get from (2.3) and (2.4) the already known result (see [3,
Theorem 4.2(ii)]),
vðtÞﬃﬃﬃﬃ
2t
p ¼ E l
t
1ﬃﬃﬃﬃ
2t
p
 
p 1: (2.7)
We also know from [3] that E½Ltt
 ¼ vðtÞ differs from
ﬃﬃﬃﬃ
2t
p
by at most c1 logðtÞ þ c2; so
that E½Ltt=
ﬃﬃﬃﬃ
2t
p

 ! 1 as t !1: Further, we note that
k f tk1p k f tk2p 1
and that limt!1kf tk1 ¼ 1; where all norms are deﬁned on O ½0; 1
: But then
k1 f tk22 ¼ E
Z 1
0
ð1 f tðs; mtsÞÞ2 ds
 
¼ 1 2E
Z 1
0
f tðs; mtsÞds
 
þ kf tk22
¼ 1 2kf tk1 þ kf tk22
p 2ð1 kf k1Þ
p c logðtÞ=
ﬃﬃﬃﬃ
2t
p
! 0 as t ! 1:
This implies that, for all 0p sp 1;
E
Z s
0
ð1 f tðu; mtuÞÞ2 du
 
! 0 as t ! 1; (2.8)
so that, for all 0p sp 1;
E
Z s
0
f tðu; mtuÞdu
 
! s as t ! 1
which we can rewrite as
E
Ltstﬃﬃﬃﬃ
2t
p
 
! s as t ! 1 for all 0p sp 1: (2.9)
We now look at the asymptotic behaviour of the expectations of mts and ðmtsÞ2:
The ﬁrst one is easy, namely, from (2.6) and (2.8),
80p sp 1 : E½mts
 ¼ E
Z s
0
ðf tðu; mtuÞÞ2 du
 
! s as t ! 1: (2.10)
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intricate. We state this result as a separate Lemma.
Lemma 2.1. For all 0p sp 1;
E½ðmtsÞ2
 ! s2 as t ! 1:
Proof. By Dynkin’s formula, now applied with the choice gðxÞ ¼ x2; we obtain from
(2.1) and (2.2)
E½ðmtsÞ2
 ¼ E
Z s
0
du t
Z htðut;mtuÞ
mtu
ðy2  ðmtuÞ2Þdy
" #
(2.11)
which can be written in the form
E t
Z s
0
du
1
3
½ðhtðut; mtuÞÞ3  ðmtuÞ3
  ðmtuÞ2ðhtðut; mtuÞ  mtuÞ
	 
 
:
We now re-arrange the terms in view of obtaining an integral of the more tractable
differences ½ðhÞ  ðmÞ
3 and ½ðhÞ  ðmÞ
2: This yields
E½ðmtsÞ2
 ¼ E
Z s
0
du t
1
3
½htðu; mtuÞ  mtu
3
 
þ E
Z s
0
du tðhtðut; mtuÞ  mtuÞ2mtu
 
¼ Et1 þ Et2 say: ð2:12Þ
The ﬁrst term in (2.12), Et1; is up to the factor
2
3
;
E
Z s
0
du
t
2
ðhtðut; mtuÞ  mtuÞ3
 
and hence according to (2.5),
Et1 ¼
2
3
E
Z s
0
ð f tðu; mtuÞÞ2ðhtðut; mtuÞ  mtuÞdu
 
:
However, we know from (2.6) that
f tðu; mtuÞ ! 1 in L2ðO ½0; 1
Þ:
This ensures that ðf tðu; mtuÞÞ2 is uniformly integrable in L1ðO ½0; 1
Þ: Also
htðut; mtuÞ  mtu ¼
ﬃﬃﬃ
2
t
r
f tðu; mtuÞ ! 0 i:p:
as t tends to inﬁnity. Note also that the latter is bounded by 1, so that Lebesgue’s
Theorem of bounded convergence applies with
E
Z s
0
du t
1
3
ðhtðu; mtuÞ  mtuÞ3
 
! 0 as t ! 1:
Hence the ﬁrst term Et1 in (2.12) vanishes as t ! 1:
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Lemma 2.2. If Zn ! 1 in L1 and E½Vn
 ! x as n ! 1 with 0pV np 1; then
E½V nZn
 ! x:
Proof. jE½V nZn
  E½Vn
j ¼ jE½V nZn  V n
jpE½V njZn  1j
 ! 0; as n ! 1: &
Returning to the proof of Lemma 2.1 we note that, as t ! 1;
tðhtðut; mtuÞ  mtuÞ2 ¼ 2ðf tðu; mutÞÞ2 ! 2:
Hence, using Lemma 2.2, the second term in (2.9) satisﬁes:
lim
t!1
E
Z s
0
du tmtuðhtðut; mtuÞ  mtuÞ2
 
¼ lim
t!1
E
Z s
0
du 2mtu
 
¼ s2
which completes the proof of Lemma 2.1. &
We also have the following result as an immediate consequence.
Corollary 2.1. mts ! s i.p. as t ! 1; more precisely sups js  mtsj ! 0 i.p.
Proof. Using Lemma 2.1 we obtain
E½ðs  mtsÞ2
 ¼ s2  2sE½mts
 þ E½ðmtsÞ2
 ! 0; as t ! 1 (2.13)
which proves convergence in mean mts ! s: This implies that mts ! s i.p. as t ! 1:
The second part of the corollary follows, as well known, from the monotonicity of
the process mt: &
2.1. The compensator of ðmtuÞ0pup1
Since we know the characteristics of ðmtuÞ; we can write its compensator in the formZ s
0
du tðhtðut; mtuÞ  mtuÞ
Z htðut;mtuÞ
mtu
dyðy  mtuÞ
1
htðut; mtuÞ  mtu
¼ 1
2
Z s
0
du tðhtðut; mtuÞ  mtuÞ2
¼
Z s
0
duðf tðu; mtuÞÞ2:
In fact, this is Dynkin’s formula as written in (2.2), and hence from (2.4)
mts 
Z s
0
duðf tðu; mtuÞÞ2
	 

0p sp 1
is a martingale: (2.14)
To prove a Central Limit Theorem for the processes Lt and Mt the above results
are not yet sufﬁcient and we need further reﬁnements. In particular, as we indicated
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0 ðf tðut; mtuÞÞ3du: Actually, we will study this problem in the more general form
where the power 3 of the integrand is replaced by kX 2: This special case k ¼ 3
seemingly does not reduce the technical difﬁculties. Hence, it is justiﬁed to give the
more general proof. However, this proof, using several other preliminaries will turn
out to be technical, and so the reader may prefer to drop the following section at the
ﬁrst reading.3. Important technical results
3.1. Preliminaries
We recall from [3] Theorems 2.4(i) and (2.3)(ii), the two basic inequalities(i) v0ðtÞp 1ﬃﬃﬃ
2t
p for tX a;(ii) v0ðtÞX 1ﬃﬃﬃ
2t
p
þ1 for tX aand the identity(iii) v0ðtÞ ¼ ð1 etÞ=t for 0p tp a;
where a; deﬁned by a ¼ inffsX 0; vðtÞX 1g ¼ 1:34501; . . . ; was introduced in (2.5)
of [3].
We now obtain, a strengthening of these through the following elementary
Lemma.
Lemma 3.1. For 0p tp 2; and hence in particular for 0p tp a;
1
1þ
ﬃﬃﬃﬃ
2t
p p 1 e
t
t
p 1ﬃﬃﬃﬃ
2t
p :
Proof. Let f ðtÞ ¼
ﬃﬃﬃﬃ
2t
p
and gðtÞ ¼ t=ð1 etÞ: We show that f ðtÞp gðtÞp f ðtÞ þ 1 on
½0; 2
: f is concave and f ð2Þ ¼ 2; f 0ð2Þ ¼ 1=2; hence f ðtÞp 1þ t=2: Also, g00X 0 on
½0; 2
 since signfg00ðtÞg ¼ signfetðt þ 2Þ þ t  2gX 0 if logð2þ tÞ  logð2 tÞX t;
and this follows from
logð2þ tÞ  logð2 tÞ
¼
Z 2þt
2t
u1du ¼
Z t
0
ðð2þ uÞ1 þ ð2 uÞ1Þdu
X
Z t
0
du ¼ t:
Hence g is convex. Therefore, with f ð0Þo gð0þÞ ¼ 1 and f ð2Þo gð2Þo f ð2Þ þ 1 ¼ 3;
we have f ðtÞp 1þ t=2p gðtÞp 1þ tp f ðtÞ þ 1 on ½0; 2
; and hence the proof. &
ARTICLE IN PRESS
F.T. Bruss, F. Delbaen / Stochastic Processes and their Applications 114 (2004) 287–311296From Lemma 3.1 and (i), (ii) and (iii) above we now have the following uniform
bounds for all tX 0:
vðtÞ ¼
Z t
0
v0ðsÞdsp
Z t
0
1ﬃﬃﬃﬃ
2s
p ds ¼
ﬃﬃﬃﬃ
2t
p
(3.1)
and
vðtÞ ¼
Z t
0
v0ðsÞdsX
Z t
0
1ﬃﬃﬃﬃ
2s
p
þ 1 ds ¼
ﬃﬃﬃﬃ
2t
p
 logð1þ
ﬃﬃﬃﬃ
2t
p
Þ: (3.2)
Note that these bounds are simpler and slightly sharper than our previous ones
(see [3]).3.2. A central result of convergence
We will use the previous bounds to prove the following theorem, the proof of
which will be divided in several parts.
Theorem 3.1. Let f tu be short notation for f
tðut; mtuÞ (as defined in (2.5)). Then, for all
kX 0;Z 1
0
ðf tuÞk du ! 1 i:p: as t !1:
The ﬁrst part of the proof consists in proving the following lemma.
Lemma 3.2. For all sp 1
ﬃﬃﬃﬃﬃﬃﬃ
2=t
p
logð1þ
ﬃﬃﬃﬃ
2t
p
Þ we have
E½1 mts
p
4
s2
ð1 sÞ:
Proof. We ﬁrst note that
E½Ltst
 ¼ tE
Z s
0
ðhtðut; mtuÞ  mtuÞdu
 
p ts1=2 E
Z s
0
ðhtðut; mtuÞ  mtuÞ2 du
 	 
1=2
p s1=2
ﬃﬃﬃﬃ
2t
p
E
Z s
0
ðf tuÞ2 du
 	 
1=2
p s1=2
ﬃﬃﬃﬃ
2t
p
ðE½mts
Þ1=2; ð3:3Þ
where we applied the Cauchy–Schwarz inequality in the ﬁrst upper estimate and the
deﬁnitions of f and mts in the second and third, respectively. Hence
E½mts
X
1
s
E
Ltstﬃﬃﬃﬃ
2t
p
 	 
2
: (3.4)
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values, the optimal continuation of our selection strategy yields the expected number
vððtð1 sÞð1 mtsÞÞ of acceptable values, so that the total expected number selected
under the optimal strategy up to time t; vðtÞ; must satisfy
vðtÞ ¼ E½Ltst
 þ E½vððtð1 sÞð1 mtsÞÞ
:
Equivalently,
E½Ltst
 ¼ vðtÞ  E½vððtð1 sÞð1 mtsÞÞ

and so we obtain from the upper and lower bounds (3.1) and (3.2),
E½Ltst
X
ﬃﬃﬃﬃ
2t
p
 logð1þ
ﬃﬃﬃﬃ
2t
p
Þ  E½
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2tð1 sÞð1 mtsÞ
p

:
From this we deduce
E½Ltst
ﬃﬃﬃﬃ
2t
p
	 
2
X 1 logð1þ
ﬃﬃﬃﬃ
2t
p
Þﬃﬃﬃﬃ
2t
p 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 s
p
E½ð1 mtstÞ1=2

	 
2
X 1 2 logð1þ
ﬃﬃﬃﬃ
2t
p
Þﬃﬃﬃﬃ
2t
p  2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 s
p
E½ð1 mtstÞ1=2
;
where we simply neglected the other non-negative terms. From this and from
estimate (3.4) we then get
E½1 mtst
p 1
1
s
1 2 logð1þ
ﬃﬃﬃﬃ
2t
p
Þﬃﬃﬃﬃ
2t
p  2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 s
p
E½ð1 mtstÞ1=2

	 

p 1 1
s
þ 2
s
logð1þ
ﬃﬃﬃﬃ
2t
p
Þﬃﬃﬃﬃ
2t
p þ 2
s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 s
p
E½ð1 mtstÞ1=2
:
We note that for the choice of ð1 sÞX 2 logð1þ
ﬃﬃﬃﬃ
2t
p
Þ=
ﬃﬃﬃﬃ
2t
p
the ﬁrst three terms sum
up to a negative contribution. Therefore, we have
E½1 mtst
p
2
s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 s
p
E½ð1 mtstÞ1=2
p
2
s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 s
p
ðE½1 mtst
Þ1=2
which implies
E½1 mtst
p
4
s2
ð1 sÞ
completing the proof. &
Remark 3.1. We note, however, that this inequality does not hold in the limit as
s ! 1; because mtst is bounded by 0 and 1, and strictly smaller than 1 with positive
probability. Thus we need a condition on s:
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4
: Choose t sufficiently large such that d ¼
dðtÞ :¼ 2 logð1þ
ﬃﬃﬃﬃ
2t
p
Þ=
ﬃﬃﬃﬃ
2t
p
o : ThenZ 1d
1
ðf tuÞk dup 4
ﬃﬃ

p
except on a set of measure of at most 8ð2Þ1=k=ð21=k  1Þ:
Proof. For the proof we use the inequality
80p up 1 : f tu ¼ f tðut; mtuÞp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 mtu
1 u
r
(3.5)
which we prove ﬁrst.
Recall deﬁnition (2.5) and Eq. (1.2). This yields
f tu ¼
ﬃﬃﬃ
t
2
r
tð1 uÞð1 mtuÞ  fðtð1 uÞð1 mtuÞÞ
tð1 uÞ ;
where fðxÞ ¼ 0 for xp a: We rewrite this as
f tu ¼
1ﬃﬃﬃﬃ
2t
p tð1 uÞð1 m
t
uÞ  fðtð1 uÞð1 mtuÞÞ
1 u
and use the known result x  fðxÞp
ﬃﬃﬃﬃﬃ
2x
p
; xX a (see [3, Theorem 2.3(i)]). This
implies, at the same time, x  fðxÞp
ﬃﬃﬃﬃﬃ
2x
p
for xp a; since then, with ao 2; and
fðxÞ ¼ 0; we have x  fðxÞ ¼ xp
ﬃﬃﬃﬃﬃ
2x
p
: Hence
f tup
1ﬃﬃﬃﬃ
2t
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2tð1 uÞð1 mtuÞ
p
1 u p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 mtu
1 u
r
as desired.
Now, with d ¼ 2 logð1þ
ﬃﬃﬃﬃ
2t
p
Þ=
ﬃﬃﬃﬃ
2t
p
as deﬁned above, we let n0 be the integer such
that
2n0dp o 2n0þ1d:
Our goal is to ﬁnd a suitable upper bound for
R 1d
1ð2n0þ1Þdðf tuÞk du: We split this integral
into the sumZ 1d
1ð2n0þ1Þd
ðf tuÞk du ¼
Xn0
j¼0
Z 12jd
1ð2jþ1Þd
ðf tuÞk du
and deﬁne
An :¼Anðd; bÞ ¼ f1 mt12nþ1d4 ð2ndÞbg; n ¼ 0; 1; . . . ; n0;
where b ¼ bðkÞ ¼ ðk  1Þ=k: Further, let A ¼ A0 [ A1 [    : From the preceding
Lemma (3.2) and Markov’s inequality we ﬁnd the simple upper bound
P½An
p ð2ndÞbE½1 mt12nþ1d

p ð2ndÞb2nþ1d 1ð1 2nþ1dÞ2
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¼ 8d1=k2n=k: ð3:6Þ
The probability of the realization of at least one of the events An has an upper bound
which can be made arbitrarily small, as we will show. Indeed, using (3.6), we see that
this probability satisﬁes
P
[n0
n¼0
An
" #
p
Xn0
n¼0
8d1bð21bÞn
p 8d1b 2
ð1bÞðn0þ1Þ  1
2ð1bÞ  1
p 8 2
1=k
21=k  1
1=k; ð3:7Þ
where the last inequality follows from 0o p 1=4 and b ¼ 1 1=k:
We now look at the complement, that is ðSn0n¼0 AnÞc; and its probability. For
1 2nþ1dp up 1 2nd and 0p np n0 we have 1 uX 2nd and obtain, using again
upper bound (3.5),
f tup
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 mtu
1 u
r
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2ndÞb
q
 ð
ﬃﬃﬃﬃﬃﬃﬃ
2nd
p
Þ1 ¼ ð2ndÞ1=ð2kÞ
since, by the deﬁnition of An; we have 1 mtup 2nþ1d on ½1 2nþ1d; 1 2nd
:
Therefore ðf tuÞkp ð2ndÞ1=2 and henceZ 12nd
12nþ1d
ðf tuÞk dup 2ndð2ndÞ1=2 ¼ ð2ndÞ1=2: (3.8)
Consequently, the sum of the preceding integrals for n ¼ 0; 1; . . . ; n0 is bounded on
Ac by
Xn0
n¼0
ﬃﬃﬃﬃﬃﬃﬃ
2nd
p
p
ﬃﬃﬃ
d
p 2ðn0þ1Þ=2ﬃﬃﬃ
2
p
 1
p 4d1=22n0=2p 4 ﬃﬃp ; ð3:9Þ
where we used
ﬃﬃﬃ
2
p
=ð
ﬃﬃﬃ
2
p
 1Þ ¼ 2þ
ﬃﬃﬃ
2
p
p 4 in the ﬁrst inequality in (3.9), and
2n0do  in its second one. Taking both arguments with bounds (3.6) and (3.7)
together, we conclude that, except on a set of measure of at most 8 ð2Þ1=k=ð21=k 
1Þ; the statementZ 1d
1
ðf tuÞk dup 4
ﬃﬃ

p
holds. This proves Lemma 3.3. &
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information on the product space ½0; 1
  O; and we need information regarding the
Lk-behaviour of the time integrals, and this for large sets of o 2 O: This is in the
spirit of a Fubini theorem. However, we only have information about L2-
convergence, that has to be turned into Lk-convergence or boundedness for k4 2:
This is only possible if we have an extra upper bound going beyond the exponent k;
that is, in our case, the L1-bound. The upper bound only holds up to time 1 ;
since there the integrands are bounded by a number depending on  only.
Lemma 3.4. For all 4 0 there exists t0 :¼ t0ðÞ such that, except on a set of measure at
most ; we have
8tX t0 : 1
Z 1
0
ðf tuÞk du

o 2:
Proof. For given 4 0 we take Z4 0 such that
ðaÞ ð1þ Z1=kÞkp 1þ  and ðbÞ ðð1 Þ1=k  Z1=kÞkX 1 2: (3.10)
Since for all k ¼ 1; 2; . . . (a) and (b) both hold strictly in Z ¼ 0 and since both
functions of Z are continuous, such Z4 0 exists.
Our construction will use the triangle inequality for the Lk norms of the indicator
of the interval ½0; 1 
 and of ð1 f Þ: The latter is estimated by Z1=k; the former is
precisely ð1 Þ1=k: Indeed, we know from (3.5) that for up 1 ; j1 f tuj is
uniformly bounded by K ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1=ð1 Þ
p
; and henceZ 1
0
j1 f tujk dup
Z 1
0
Kk2j1 f tuj2 dup
Z t
0
Kk2j1 f tuj2 du:
This tends to 0 in probability as t ! 1; since f tu tends to 1 in L2 on O ½0; 1
: We
therefore have that, for t sufﬁciently large,Z 1
0
j1 f tujkp Z;
except on a set of measure at most : The triangular inequality for the Lk-norm and
(3.10) (a) now imply thatZ 1
0
ðf tuÞk dup ð1þ Z1=kÞkp 1þ : (3.11)
The same triangular inequality implies with (3.10) (b) thatZ 1
0
ðf tuÞk duX ðð1 Þ1=k  Z1=kÞkX 1 2: (3.12)
Clearly, (3.11) and (3.12) imply the Lemma. &
Finally, we must study the integral over the remaining interval ½1 d; 1
; where, as
before, d ¼ dðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
2=t
p
logð1þ
ﬃﬃﬃﬃ
2t
p
Þ:
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1d
ðf tuÞk dup ; except on a set of measure p :
Proof. Using htðut; mtuÞ  mtup 1 mtu we have f tup
ﬃﬃ
t
2
p ð1 mtuÞ; and henceZ 1
1d
ðf tuÞk dup
Z 1
1d
t
2
 k=2
ð1 mtuÞk du:
Now E½1 mt1d
p 4d=ð1 dÞ2 because of Lemma 3.2. For given 4 0 take
Kp 8=: Then
Pð1 m1d4KdÞp 4=ðKð1 dÞ2Þp 
since 1=ð1 dÞ2p 2 for tX t0: Therefore,Z 1
1d
ðf tuÞk dup ðt=2Þk=2ðKdÞkd ðexcept on a set of measure p Þ
pKk2k=2tk=2 2ﬃﬃﬃﬃ
2t
p logð1þ
ﬃﬃﬃﬃ
2t
p
Þ
	 
kþ1
p 8

	 
k ﬃﬃﬃ
2
t
r
ðlogð1þ
ﬃﬃﬃﬃ
2t
p
ÞÞkþ1
p ; for tX t0
except on a set of measure of at most ; as required. &
3.3. Return to the main proof
We are now ready to return to the proof of Theorem 3.1.
Combining the statements of the four preceding results (that is Lemmas 3.2–3.5)
and writingZ 1
0
ðf tuÞk du ¼
Z 1
0
ðf tuÞk du þ
Z 1d
1
ðf tuÞk du þ
Z 1
1d
ðf tuÞk du (3.13)
we conclude that, for arbitrary 4 0; and except on a set of measure of at most
constant times 1=k (with the constant not depending on ), integral (3.13) exceeds
1 2 but does not exceed 1þ 5: This shows that R 10 ðf tuÞk du ! 1 i.p. as t ! 1;
proving Theorem 3.1. &
We can also show (but omit the proof) that Theorem 3.1 implies
Corollary 3.1. For all 1o ko1 we haveZ 1
0
j1 f tujk du ! 0 i:p: as t ! 1:
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Now we are ready for the calculations which will shape our Central Limit
Theorem.4.1. The three martingales
Recall the three martingales deﬁned in (1.4)–(1.6), that is(i) lts 
R s
0 du tðhtðut; mtuÞ  mtuÞ;(ii) lts þ vðtð1 sÞð1 mtsÞÞ  vðtÞ;
(iii) mts 
R s
0 duðf tðut; mtuÞÞ2;where we used for (iii) the now familiar f tð:; :Þ-notation introduced in (2.5).
We will now normalize these three martingales and then compute the skew brackets
at time 1.
For our approach we refer to Jacod and Shiryaev [8, pp. 429–432].4.2. Choice of adequate normalization
Remember that for a martingale ðV uÞ0p up 1; the skew bracket process hV ; Vi is
deﬁned as the compensator of the process ½V ; V 
: Recall also that our martingales are
of ﬁnite variation, and hence
½V ; V 
s ¼
X
0o up s
ðDV uÞ2o1; 0p sp 1: (4.1)
We follow the order of the martingales as given above.
Martingale (i): Jumps, whenever they occur, are of size 1. Recall (2.8) and
remember thatZ 1
0
du tðhtðut; mtmÞ  mtuÞ ! 1 as t ! 1: (4.2)
This implies
Var Ltt 
Z t
0
duðhtðu; MtuÞ  MtuÞ
	 

¼ Var lt1 
Z 1
0
du tðhtðut; mtuÞ  mtuÞ
	 

¼ E
Z 1
0
du tðhtðut; mtuÞ  mtuÞ
 
¼
ﬃﬃﬃﬃ
2t
p
E
Z 1
0
du f tðu; mtuÞ
 

ﬃﬃﬃﬃ
2t
p
:
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ﬃﬃﬃﬃ
2t
p
Þ1=2 and leads us to the
process
1Zts :¼
ðlts 
R s
0
du tðhtðut; mtuÞ  mtuÞÞ
ð
ﬃﬃﬃﬃ
2t
p
Þ1=2
(4.3)
with the skew bracket process satisfying, as t tends to inﬁnity,
h1Zts;1Ztsis ¼
1ﬃﬃﬃﬃ
2t
p
Z s
0
du tðhtðut; mtuÞ  mtuÞ ! s: (4.4)
Martingale (ii): This is more work because the jump sizes (when jumps occur) are
now
jðs; mtsÞ :¼ 1þ vðtð1 sÞð1 mtsÞÞ  vðtð1 sÞð1 mtsÞÞ: (4.5)
Using the characteristics this gives a skew bracketZ s
0
du tðhtðut; mtuÞ  mtuÞ
Z htðut;mtuÞ
mtu
ðjðu; zÞÞ2dz
htðut  mtuÞ  mtu
X
1
3
Z s
0
du tðhtðut; mtuÞ  mtuÞ:
Here we used that jump sizes are, according to the Poisson process setting, uniform
on ½0; htðut  mtuÞ  mtu
 (yielding under integration the factor 13 for the squared term),
and also the concavity of v: (See the proof of Theorem 2.7 of [3].) This is a lower
bound. The upper bound
1
3
Z s
0
du tðhtðut  mtuÞ  mtuÞ þ c1 þ c2 logðtÞ
can be obtained similarly. This suggests the normalization ð13
ﬃﬃﬃﬃ
2t
p
Þ1=2; and hence we
deﬁne
2Zts :¼
lts þ vðtð1 sÞð1 mtsÞÞ  vðtÞ
ð1
3
ﬃﬃﬃﬃ
2t
p
Þ1=2
:
Its skew bracket process satisﬁes
h2Zt;2Ztis ¼
1
ð1=3Þ
ﬃﬃﬃﬃ
2t
p
Z s
0
du tðhtðut; mtuÞ  mtuÞ
 1
htðut; mtuÞ  mtu
Z htðut;mtuÞ
mtu
dzðjðu; zÞÞ2Þ
X
1ﬃﬃﬃﬃ
2t
p
Z s
0
du tðhtðut; mtuÞ  mtuÞ
with an error term of order logðtÞﬃ
t
p : But then for all 0p sp 1;
h2Zt;2Ztis 
Z s
0
du f tðu; mtuÞ ! 0 i:p: as t ! 1:
This implies h2Zt;2Ztis ! s i.p. as t tends to inﬁnity.
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0
du tðhtðut; mtuÞ  mtuÞ
1
htðut; mtuÞ  mtu
Z htðut;mtuÞ
mtu
ðy  mtuÞ2 dy
¼ 1
3
Z s
0
tðhtðut; mtuÞ  mtuÞ3 du
¼ 1
3
Z s
0
ﬃﬃﬃ
t
2
r
ðhtðut; mtuÞ  mtuÞ
 !3
23=2
t1=2
du
¼ 2
3
ﬃﬃﬃ
2
t
r Z s
0
duðf tðu; mtuÞÞ3: ð4:6Þ
So we deﬁne 3Zts by
3Zts :¼
3
2
ﬃﬃﬃ
t
2
r !1=2
mts 
Z s
0
duðf tðut; mtuÞÞ2
	 

:
Lemma 3.3 with k ¼ 3 now applies and this yields that h3Zt;3Ztis tends to s i.p.4.3. The computation of the hiZt; jZtis
In order to get a Central Limit Theorem we must also control the processes
hiZt; jZtis for ja i; (which we call the ði; jÞ-terms, respectively).
For the (1,2)-term we obtain
h1Zt; 2Ztis ¼
1ﬃﬃﬃﬃ
2t
p
	 
1=2
1
1
3
ﬃﬃﬃﬃ
2t
p
 !1=2 Z s
0
du tðhtðut; mtuÞ  mtuÞ
1
htðut; mtuÞ  mtu

Z htðut;mtuÞ
mtu
ð1þ vðtð1 uÞðt  zÞÞ  vðtð1 uÞð1 mtuÞÞÞdz
which is, by concavity of v; at least as large as
ﬃﬃﬃ
3
pﬃﬃﬃﬃ
2t
p
Z s
0
du tðhtðut; mtuÞ  mtuÞ
1
2
¼
ﬃﬃﬃ
3
p
2
Z s
0
du
ﬃﬃﬃﬃﬃﬃﬃ
t=2
p
ðhtðut; mtuÞ  mtuÞ:
The latter tends, as we know from Section 2, to ð
ﬃﬃﬃ
3
p
=2Þs as t tends to inﬁnity. The
same trick can, as we shall see, be applied to compute the difference
E h1Zt; 2Ztis 
ﬃﬃﬃ
3
p
2
Z t
0
du
ﬃﬃﬃ
t
2
r
ðhtðut; mtuÞ  mtuÞÞ
" #
:
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3
pﬃﬃﬃﬃ
2t
p E
Z 1
0
du thtðut; mtuÞ  mtuÞ 
1
htðut; mtuÞ  mtu


Z htðut;mtuÞ
mtu
1þ vðtð1 uÞð1 zÞÞ  vðtð1 uÞð1 mtuÞÞ

 h
tðut; mtuÞ  z
htðut; mtuÞ  mtu
	 

dz

is bounded by
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3=2t
p
ðc1 þ c2 logðtÞÞ and tends therefore to zero as t tends to inﬁnity.
It follows that h1Zt; 2Ztis ! ð
ﬃﬃﬃ
3
p
=2Þs as t !1:
We now deal with the (1,3)-term h1Zt; 3Ztis; which is rather straightforward. The
use of characteristics yields
1ﬃﬃﬃﬃ
2t
p
	 
1=2
3
2
ﬃﬃﬃ
t
2
r !1=2 Z s
0
du tðhtðut; mtuÞ  mtuÞ
 1
htðut; mtuÞ  mtu
Z htðut;mtuÞ
mtu
1ðy  mtuÞdy
¼
ﬃﬃﬃ
3
p
2
Z s
0
du tðhtðut; mtuÞ  mtuÞ2
1
2
which tends, as we know from before, to ð
ﬃﬃﬃ
3
p
=2Þ  2s  ð1=2Þ ¼ ð
ﬃﬃﬃ
3
p
=2Þs as t ! 1:
The (2,3)-term h2Zt;3Ztis is again more difﬁcult. We obtain
3ﬃﬃﬃﬃ
2t
p
	 
1=2
ð3=2Þ
ﬃﬃﬃﬃﬃﬃﬃ
t=2
p 1=2 Z s
0
du tðhtðut; mtuÞ  mtuÞ

Z htðut;mtuÞ
mtu
ðy  mtuÞ
htðut; mtuÞ  mtu
 1þ vðtð1 uÞð1 yÞð Þ  v tð1 uÞð1 mtuÞ
 
dy
X
3
2
Z s
0
du t
Z htðut;mtuÞ
mtu
ðy  mtuÞ
htðut; mtuÞ  y
htðut; mtuÞ  mtu
dy: ð4:7Þ
With the substitution
z ¼ ðy  mtuÞ=ðhtðut; mtuÞ  mtuÞ
it is straightforward to check that the right-hand side of (4.7) equals
3
2
Z s
0
du tðhtðut; mtuÞ  mtuÞ2
Z 1
0
zð1 zÞdz
¼ 1
4
Z s
0
du tðhtðut; mtuÞ  mtuÞ2
which tends to ð1=4Þ  2s ¼ s=2 as t tends to inﬁnity.
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it is now more involved.
E
Z t
0
du tðhtðut; mtuÞ  mtuÞ 
Z htðut;mtuÞ
mtu
ðy  mtuÞ
htðut; mtuÞ  mtu
"
 1þ vðtð1 uÞð1 yÞÞ  vðtð1 uÞð1 mtuÞÞ 
htðut; mtuÞ  y
htðut; mtuÞ  mtu
	 

dy

p E
Z s
0
tðhtðut; mtuÞ  mtuÞ
1
2
 sup
y2½mtu;htðut;mtuÞ

fZtðu; yÞgdu
" #
; ð4:8Þ
where
Ztðu; yÞ ¼ 1þ vðtð1 uÞð1 yÞÞ  vðtð1 uÞð1 mtuÞÞ 
htðut; mtuÞ  y
htðut; mtuÞ  mtu
: (4.9)
But now Ztðu; yÞ lies between 0 and 1 so that the same is true for the corresponding
supremum, Ztu say, in the integrand of (4.8). Moreover, for each 0p up 1 we know
that mtu ! u as t ! 1 and hence
ð1 uÞð1 mtuÞ ! ð1 uÞ2 as t ! 1:
For any 0p uo 1 and t big enough the expression tð1 uÞ2 is larger than a; where a
is deﬁned in Section (1.2). Hence we can bound Ztu from above exactly as in the last
two lines of the proof Lemma 2.4 [4], that is, bound it by
c sup
y2½mtu;htðut;mtuÞ

fv00ðtð1 uÞð1 yÞÞð1Þt2ð1 uÞ2ðhtðut; mtuÞ  mtuÞ2g
¼ ctð1 uÞ2 sup
y2½mtu;htðut;mtuÞ

fv00ðtð1 uÞð1 yÞÞð1Þg
 !
 ðhtðut; mtuÞ  mtuÞ2
t
2
 
: ð4:10Þ
The last factor tends, as we know, to 1 i.p. on the space O ½0; 1
: Also, since mtu and
htðut; mtuÞ both tend to u i.p. as t ! 1; the middle factor behaves asymptotically like
ðtð1 uÞ2Þ3=2:
Taking both arguments together this implies that the supremum Ztu tends to 0 i.p.
with an order t1=2 as t ! 1:
Finally, we note that the functions ðt=2Þðhtðu; t; mtuÞ  mtuÞ2 are uniformly
integrable on O ½0; 1
 so that Lebesgue’s Theorem applies, and the whole
expression in the upper bound of (4.8) tends to zero.
Hence we conclude that
h2Zt;3Ztis !
1
4
s i:p: as t ! 1:
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The next step is the control of jumps of Zt: For this, of course, only the jumps of
the process 3Zt have to be controlled.
Previous estimates showed that, conditioned on the event of a jump at time s; the
corresponding jump size is bounded by
htðst; mtsÞ  mtsp min 1 mts;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1 mtsÞ
ð1 sÞt
s( )
:
We will now show that
sup
0p sp 1
ðhtðst; mtsÞ  mtsÞt1=4
n o
! 0 i:p: as t !1: (4.11)
This will imply that
sup
0p sp 1
jDZsj ! 0 i:p:;
a result we need in order to apply the conditions as presented by Jacod and Shiraev
(see [8, Chapter VI, Proposition 3.2.6 and Chapter VIII, Section 3.b]).
To see this, let 4 0 and K ¼ 1=2: Further let I1 ¼ ½0; 1 Kt1=2
 and I2 ¼

1 Kt1=2; 1
: Then clearly
sup
0p sp 1
ðhtðst; mtsÞ  mtsÞt1=4
n o
p sup
I1
þ sup
I2
	 

ðhtðst; mtsÞ  mtsÞt1=4
n o
: (4.12)
On the one hand we have on I1
t1=4ðhtðst; mtsÞ  mtsÞp t1=4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1 mtsÞ
ð1 sÞt
s
p
ﬃﬃﬃ
2
p
t1=4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
Kt1=2
r
¼
ﬃﬃﬃ
2
p
: (4.13)
On the other hand, on I2 we have the upper bound
sup
s2I2
ð1 mtsÞt1=4p t1=4ð1 mt1Kt1=2Þ
and here a closer analysis is needed. We look ﬁrst at the expectation of this bound,
that is E½t1=4ð1 mt
1Kt1=2 Þ
; and use the bounds obtained in Section 2 (see
(2.4)–(2.6)). This yields for all 0p sp 1;
E½mts
X
ðE½Ltst
Þ2
2t
: (4.14)
Therefore,
mðt; kÞ :¼ E½t1=4ð1 mt
1Kt1=2 Þ

p t1=4 1 1
2t
E½Lt
tð1Kt1=2Þ

 2	 

¼ t1=4 1 1
2t
E½Lt
tK ﬃtp 
 2
	 

: ð4:15Þ
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;
E½Ltu
 þ E½vððt  uÞð1 mtuÞÞ
 ¼ E½Ltt
 ¼ vðtÞ
and hence, recalling mtu ¼ Mtut;
E½Lt
tK ﬃtp 
 ¼ vðtÞ  E½vðK ﬃﬃtp ð1 MttK ﬃtp ÞÞ
:
Now use that t  K ﬃﬃtp X t  t4 for t sufﬁciently large so that Mt
tK ﬃtp XMtt4t:
Using this and our upper bound (3.1) we get
E½Lt
tK ﬃtp 
X vðtÞ  E½vðK ﬃﬃtp ð1 Mt4tÞÞ

X vðtÞ  E
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2K
ﬃﬃ
t
p ð1 Mt4tÞ
q 
X vðtÞ  ð2K ﬃﬃtp Þ1=2E ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 Mt4tph i
and hence, from Jensen’s inequality,
E½Lt
tK ﬃtp 
X vðtÞ  ð2K ﬃﬃtp Þ1=2ðE½1 Mt4t
Þ1=2: (4.16)
Now, we know that E½Mt4t
 ! 1 4 as t !1: Therefore we have, in particular,
E½1 Mt4t
p 24 for t sufﬁciently large, so that from (4.15),
E½Lt
tK ﬃtp 
X vðtÞ  ð2K ﬃﬃtp Þ1=2 ﬃﬃﬃ2p 2
X vðtÞ  2t1=4 for t sufficiently large:
This implies from (4.15)
mðt; kÞp t1=4 1 ðvðtÞ  2t
1=4ÞÞ2
2t
	 

and since, for t big enough, vðtÞX
ﬃﬃﬃﬃ
2t
p
 c logðtÞX
ﬃﬃﬃﬃ
2t
p
 t1=4; we get
mðt; kÞp t1=4 1 ð
ﬃﬃﬃﬃ
2t
p
 3t1=4ÞÞ2
2t
	 

p t1=4 1 1
2t
ð2t  6
ﬃﬃﬃﬃ
2t
p
t1=4 þ 42t1=2Þ
	 

p t1=4ð3t1=4Þ for t sufficiently large;
p 3:
Hence, taking the bounds on I1 and I2 (see (4.13) and (4.17)) together, these add up
to
ﬃﬃﬃ
2
p
þ 3o 5; and so
E sup
0p sp 1
jDð3ZtÞsj
 
p 5 for t sufficiently large:
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This ﬁnishes the study of the control of all the relevant terms and we can
now apply the mentioned theorem [8]. According to this, we obtain the
main result:
Theorem 4.1 (The functional Central Limit Theorem). The three-dimensional process
ðZtsÞ0p sp 1 with components
1Zts :¼
1
ð
ﬃﬃﬃﬃ
2t
p
Þ1=2
lts 
Z s
0
du tðhtðut; mtuÞ  mtuÞ
	 

;
2Zts :¼
1
ð13
ﬃﬃﬃﬃ
2t
p
Þ1=2
ðlts þ vðtð1 sÞð1 mtsÞÞ  vðtÞÞ;
3Zts :¼
3
2
ﬃﬃﬃ
t
2
r !1=2
mts 
Z s
0
duðf tðut; mtuÞÞ2
	 

tends to a three-dimensional Brownian Motion Xt with covariance matrix given by
C ¼
1
ﬃﬃ
3
p
2
ﬃﬃ
3
p
2ﬃﬃ
3
p
2
1 1
2ﬃﬃ
3
p
2
1
2
1
0
BB@
1
CCA: (4.17)
Furthermore, we have
E½Xs  X0u
 ¼ minfs; ug  C; 0p s; up 1:
Corollary 4.1 (The Central Limit Theorem). The random variables
Ltt  vðtÞ
ð1
3
ﬃﬃﬃﬃ
2t
p
Þ1=2
and
Ltt 
ﬃﬃﬃﬃ
2t
p
ð1
3
ﬃﬃﬃﬃ
2t
p
Þ1=2
tend to a standard normal variable.
Proof. The ﬁrst part of the statement follows from the functional Central Limit
Theorem where we have put s ¼ 1 in the second martingale 2Zt of Theorem 4.1. The
second part follows easily since the difference between vðtÞ and
ﬃﬃﬃﬃ
2t
p
is of order
logðtÞ: &
We will now use the functional Central Limit Theorem to get another convergence
theorem. First we recall from Section 2, that k1 f tk22p c logðtÞﬃtp : From this it follows
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sup
0p sp 1
ðtÞ1=4
Z s
0
f tu du 
1
2
Z s
0
ð1þ ðf tuÞ2Þdu

! 0 i:p:
The ﬁrst martingale can therefore be transformed into
zts ¼
1
ð
ﬃﬃﬃﬃ
2t
p
Þ1=2
lts 
ﬃﬃﬃﬃ
2t
p
2
Z s
0
ð1þ ðf tuÞ2Þdu
	 

which will converge to a normalized Brownian Motion. Furthermore the three
dimensional process ðzt;2Zt;3ZtÞ converges to a three dimensional process having the
same covariance matrix as the limit of ð1Zt;2Zt;3ZtÞ: Introducing the third martingale
in the deﬁnition of zt; allows us to write this as
zts ¼
1
ð
ﬃﬃﬃﬃ
2t
p
Þ1=2
lts 
ﬃﬃﬃﬃ
2t
p
2
s þ mts  mts 
Z s
0
ðf tuÞ2 du
	 
	 
	 

which of course is the same as
zts ¼
1
ð
ﬃﬃﬃﬃ
2t
p
Þ1=2
lts 
ﬃﬃﬃﬃ
2t
p s þ mts
2
	 

þ
ﬃﬃﬃﬃ
2t
p 1=2
2
mts 
Z s
0
ðf tuÞ2 du
	 

:
We now multiply this expression with
ﬃﬃﬃ
3
p
and subtract the process 3Zt: The resulting
process will, as a simple calculation using the covariances shows, converge to a
normalized Brownian motion. We get the following.
Corollary 4.2. The process, defined for 0p sp 1 byﬃﬃﬃ
3
p
ð
ﬃﬃﬃﬃ
2t
p
Þ1=2
lts 
ﬃﬃﬃﬃ
2t
p s þ mts
2
	 

;
converges to a standard Brownian Motion.
Remark 4.1. The covariance-matrix in Theorem 4.1 is singular. The linear
combination
ﬃﬃﬃ
3
p
1Zt2Zt3Zt tends to zero in law and therefore also in probability.
More precisely
sup
0p sp 1
j
ﬃﬃﬃ
3
p
1Zts2Zts3Ztsj ! 0 i:p:
The difference betweenﬃﬃﬃ
3
p
ð
ﬃﬃﬃﬃ
2t
p
Þ1=2
lts 
ﬃﬃﬃﬃ
2t
p s þ mts
2
	 

and 2Zt is a process that also tends to zero. The reader can check that, after some
tedious calculations, the above implies that ð2tÞ1=4ðs  mtsÞ2 ! 0 i.p. but it does not
give more information on the nature of the limit of ð2tÞ1=4ðs  mtsÞ: We remark that
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X ðvðtÞ=
ﬃﬃﬃﬃ
2t
p
Þ2: Since
vðtÞX
ﬃﬃﬃﬃ
2t
p
 logð1þ
ﬃﬃﬃﬃ
2t
p
Þ; this implies that E½1 mt1
p c logðtÞ=
ﬃﬃﬃﬃ
2t
p
: As a conse-
quence we have that
ð2tÞ1=4ð1 mt1Þ ! 0 i:p:
which is of interest of its own.References
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