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Abstract
We show that CSP is fixed-parameter tractable when parameterized by the treewidth of a backdoor into any tractable CSP
problem over a finite constraint language. This result combines the two prominent approaches for achieving tractability for CSP:
(i) by structural restrictions on the interaction between the variables and the constraints and (ii) by language restrictions on the
relations that can be used inside the constraints. Apart from defining the notion of backdoor-treewidth and showing how backdoors
of small treewidth can be used to efficiently solve CSP, our main technical contribution is a fixed-parameter algorithm that finds a
backdoor of small treewidth.
1 Introduction
The Constraint Satisfaction Problem (CSP) is a central and generic computational problem which provides a common framework
for many theoretical and practical applications [36]. An instance of CSP consists of a collection of variables that must be assigned
values subject to constraints, where each constraint is given in terms of a relation whose tuples specify the allowed combinations
of values for specified variables. The problem was originally formulated by Montanari [43], and has been found equivalent to the
homomorphism problem for relational structures [23] and the problem of evaluating conjunctive queries on databases [39]. CSP is
NP-complete in general, and identifying the classes of CSP instances which can be solved efficiently has become a prominent
research area in theoretical computer science [11].
One of the most classical approaches in this area relies on exploiting the structure of how variables and constraints interact
with each other, most prominently in terms of the treewidth of graph representations of CSP instances. The first result in this line
of research dates back to 1985, when Freuder [27] observed that CSP is polynomial-time tractable if the primal treewidth, which
is the treewidth of the primal graph of the instance, is bounded by a constant. A large number of related results on structural
restrictions for CSP have been obtained to date (see, e.g., [14, 19, 32, 33, 42, 46]).
The other leading approach used to show the tractability of constraint satisfaction relies on constraint languages. In this case,
the polynomially tractable classes are defined in terms of a tractable constraint language Γ, which is a set of relations that can be
used in the instance. A landmark result in this area is Schaefer’s celebrated Dichotomy Theorem for Boolean CSP [48] which says
that for every constraint languge Γ over the Boolean domain, the corresponding CSP problem is either NP-complete or solvable in
polynomial time. Feder and Vardi [23] conjectured that such a dichotomy holds for all finite constraint languages. Although the
conjecture is still open it has been proven true for many important special cases (see, e.g., [7, 8, 10, 15, 18, 35]).
Tractability due to restrictions on the constraint language and tractability due to restrictions in terms of the structure of the CSP
instance are often considered complementary: under structural restrictions the domain language can be arbitrary, whereas under
constraint language restrictions the variables and constraints can interact arbitrarily.
One specific tool that is frequently used to build upon the constraint language approach detailed above is the notion of
backdoors, which provides a means of relaxing celebrated results on tractable constraint languages to instances which are ‘almost’
tractable. In particular, this is done by measuring the size of a strong backdoor [49] to a selected tractable class, where a strong
backdoor is a set of variables with the property that every assignment of these variables results in a CSP instance in the specified
class. A natural way of defining such a class is to consider all CSP instances whose constraints use relations from a constraint
language Γ, denoted by CSP(Γ). The last couple of years have seen several new results for CSP using this backdoor-based
approach (see, e.g., [12, 28, 29]. In particular, the general aim of research in this direction is to obtain so-called fixed-parameter
algorithms, i.e., algorithms where the running time only has a polynomial dependence on the input size and the exponential
blow-up is restricted exclusively to the size of the backdoor (the parameter). Parameterized decision problems which admit such
an algorithm belong to the complexity class FPT.
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XFigure 1: An illustration of instances with neither a small backdoor into CSP(Γ) for any tractable constraint language Γ, nor
bounded primal treewidth. Here, X denotes a minimum strong backdoor of unbounded size into CSP(Γ) for some choice of Γ.
We note that treewidth-based and backdoor-based approaches outlined above are orthogonal to each other. Consider, for
example, on the one hand a CSP instance which is tractable due to the used constraint language but which has high treewidth, or
on the other hand an instance consisting of many disjoint copies of CSP instances of constant primal treewidth with a constant-size
strong backdoor into a tractable constraint language (backdoor size multiplies whereas treewidth remains constant). Hence
applying either of these approaches (treewidth-based and backdoor-based) alone will not yield satisfactory results for instances
that are not homogeneous with respect to either of these forms of restrictions. It is certainly natural to consider the algorithmic
complexity of instances which have small treewidth after certain simple ‘blocks’ characterized by a tractable constraint language
are removed, or instances with a large but ‘well-structured’ backdoor to a tractable class (see Fig. 1), but until now we lacked the
theoretical tools required to capture the complexity of such instances.
1.1 Our Results
We propose and develop a hybrid framework for constraint satisfaction which combines the advantages of both the width-based
and backdoor-based approaches. In particular, we introduce the notion of backdoor-treewidth with respect to a constraint language
Γ; this is defined, roughly speaking, as the primal treewidth of the instance after contracting (possibly large) parts of the instance
into single constraints, so that the remaining variables form a strong backdoor into CSP(Γ) in the original instance. We refer
to Definition 5 for the formal definition of backdoor-treewidth. It is not difficult to see that backdoor-treewidth is at most the
minimum of primal treewidth and the size of a backdoor into the specified class. However, backdoor-treewidth can be arbitrarily
smaller than both the primal treewidth and the size of a backdoor, and hence promises to push the frontiers of tractability beyond
the current state of the art.
Theorem 1. Let Γ be a fixed tractable finite constraint language. Then, CSP parameterized by the backdoor-treewidth with respect
to Γ is FPT.
We note that our result is in fact tight as far as the choice of the language Γ is concerned: Γ must clearly be tractable, and both
the backdoor-based and width-based approaches are known to fail for infinite languages under established complexity assumptions.
To be more specific, finding strong backdoors is not even FPT parameterized by backdoor size if the arity of relations in the
language is unbounded [29], primal treewidth implicitly bounds the arity of relations, and both approaches require bounded domain
to solve CSP in FPT time [46].
Two separate problems need to be dealt with in order to use backdoor-treewidth for solving constraint satisfaction: finding a
strong backdoor of small treewidth, and then using it to actually solve the CSP instance. The latter task can be solved efficiently by
a dynamic programming procedure on a tree-decomposition. However, finding strong backdoors of small treewidth is considerably
more complicated and forms the main technical contribution of this article. We note in particular that algorithms for finding small
backdoors to tractable classes cannot be used for this purpose, since the size of the backdoors we are interested in can be very large.
In fact, it is even far from obvious that we can detect a backdoor of treewidth at most k in polynomial time when k is considered a
constant (and the order of the polynomial may depend on k).
Our result on backdoor-treewidth also carries over to the counting variant of CSP (#CSP). #CSP is a prominent #P-complete
extension of CSP problem which asks for the number of variable assignments that satisfy the given constraints. Structural
restrictions as well as language restrictions have been studied for #CSP. The dynamic programming algorithm for CSP for
instances of bounded primal treewidth can be readily adapted to #CSP (see, e.g., [22]). A constraint language Γ is #-tractable if
#CSP(Γ) (#CSP restricted to instances whose constraints use only relations from Γ) can be solved in polynomial time. Bulatov [9]
characterized all finite #-tractable constraint languages. Applying our results, we obtain the following corollary.
Corollary 1. Let Γ be a fixed #-tractable finite constraint language. Then, #CSP parameterized by the backdoor-treewidth with
respect to Γ is FPT.
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Our algorithm to detect strong backdoors of small treewidth has four parts.
(a) In the first part, we define a notion of boundaried CSP instances in the spirit of boundaried graphs and show that for any
t, k ∈ N, there is an equivalence relation ∼t,k on the set of all t-boundaried CSP instances such that (i) this relation has at
most f(k, t) equivalence classes for some function f depending only on k and the constraint language Γ, and (ii) for any
two t-boundaried CSP instances in the same equivalence class of ∼t,k, they ‘interact in the same way’ with every other
t-boundaried CSP-instance.
(b) We then describe an algorithm that for any given t, k ∈ N runs in time O(g(t, k)) for some function g and actually constructs
a set H of f(k, t) CSP instances, one from each equivalence class of the relation ∼t,k. Additionally, we show that each
instance in this set has size bounded by a function of k and t.
(c) In this part, we show that for any given t-boundaried CSP instance I whose size exceeds a certain bound depending on k and t
and whose incidence graph satisfies certain connectivity properties, we can in time g(t, k)|I|O(1) correctly determine the
equivalence class that this instance belongs to and compute a strictly smaller t-boundaried CSP instance I′ which belongs to
the same equivalence class of ∼t,k as I. It follows that once I′ is computed, we can ‘replace’ I with the strictly smaller I′,
without altering the existence (or non-existence) of a strong backdoor of small treewidth. Our replacement framework is
inspired by the graph replacement tools dating back to the results of Fellows and Langston [24] and further developed by
Arnborg, Bodlaender, and other authors [1, 4, 6, 20, 5].
(d) In this part, we utilize the recursive-understanding technique, introduced by Grohe et al. [34] to solve the Topological
Subgraph Containment problem and used with great success in the design of FPT algorithms for several other fundamental
graph problems (see [38, 13]), to recursively compute a t-boundaried subinstance with the properties required to execute
Part (c). Once this process terminates, we have an instance whose size is upper-bounded by a function of k and t which can
be solved by brute force.
1.2 Related Work
Williams et al. [49, 50] introduced the notion of backdoors for the runtime analysis of algorithms for CSP and SAT, see also [37]
for a more recent discussion of backdoors for SAT. A backdoor is a small set of variables whose instantiation puts the instance into
a fixed tractable class (called the base class). One distinguishes between strong and weak backdoors, where for the former all
instantiations lead to an instance in the base class, and for the latter at least one leads to a satisfiable instance in the base class.
Backdoors have been studied under a different name by Crama et al. [17]. The study of the parameterized complexity of finding
small backdoors was initiated by Nishimura et al. [44] for SAT, who considered backdoors into the classes of Horn and Krom CNF
formulas. Further results cover the classes of renamable Horn formulas [45], q-Horn formulas [30] and classes of formulas of
bounded treewidth [31, 25]. The detection of backdoors for CSP has been studied in several works [2, 12]. Gaspers et al. [29]
obtained results on the detection of strong backdoors into heterogeneous base classes of the form CSP(Γ1)∪ · · · ∪CSP(Γd) where
for each instantiation of the backdoor variables, the reduced instance belongs entirely to some CSP(Γi) (possibly to different
CSP(Γi)’s for different instantiations). This direction was recently further generalized by Ganian et al. [28] by developing a
framework for detecting strong backdoors into so-called scattered base classes with respect to Γ1 . . .Γd; there, each instantiation
of the backdoor variables results in a reduced instance whose every connected component belongs entirely to some CSP(Γi)
(possibly to different CSP(Γi)’s for different components and different instantiations).
2 Preliminaries
We use standard graph terminology, see for instance the handbook by Diestel [21]. For i ∈ N, we use [i] to denote the set
{1, . . . , i}.
2.1 Constraint Satisfaction
Let V be a set of variables and D a finite set of values. A constraint of arity ρ over D is a pair (S,R) where S = (x1, . . . , xρ)
is a sequence of variables from V and R ⊆ Dρ is a ρ-ary relation. The set var(C) = {x1, . . . , xρ} is called the scope of C.
An assignment α : X → D is a mapping of a set X ⊆ V of variables. An assignment α : X → D satisfies a constraint
C = ((x1, . . . , xρ), R) if var(C) ⊆ X and (α(x1), . . . , α(xρ)) ∈ R. For a set I of constraints we write var(I) =
⋃
C∈I var(C)
and rel(I) = {R : (S,R) ∈ C,C ∈ I }.
A finite set I of constraints is satisfiable if there exists an assignment that simultaneously satisfies all the constraints in I. The
Constraint Satisfaction Problem (CSP, for short) asks, given a finite set I of constraints, whether I is satisfiable. The Counting
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Constraint Satisfaction Problem (#CSP, for short) asks, given a finite set I of constraints, to determine the number of assignments
to var(I) that satisfy I. CSP is NP-complete and #CSP is #P-complete (see, e.g., [9]).
Let α : X → D be an assignment. For a ρ-ary constraint C = (S,R) with S = (x1, . . . , xρ) and R ∈ Dρ, we denote by C|α
the constraint (S′, R′) obtained from C as follows. R′ is obtained from R by (i) deleting all tuples (d1, . . . , dρ) from R for which
there is some 1 ≤ i ≤ ρ such that xi ∈ X and α(xi) 6= di, and (ii) removing from all remaining tuples all coordinates di with
xi ∈ X . S′ is obtained from S by deleting all variables xi with xi ∈ X . For a set I of constraints we define I|α as {C|α : C ∈ I }.
A constraint language (or language, for short) Γ over a domain D is a set of relations (of possibly various arities) over D.
By CSP(Γ) we denote CSP restricted to instances I with rel(I) ⊆ Γ. A constraint language is tractable if for every finite subset
Γ′ ⊆ Γ, the problem CSP(Γ′) can be solved in polynomial time. A constraint language is #-tractable if for every finite subset
Γ′ ⊆ Γ, the problem #CSP(Γ′) can be solved in polynomial time. Throughout this paper, we make the technical assumption that
every considered tractable or #-tractable constraint language Γ contains the redundant tautological relation of arity 2; note that if
this is not the case, then this relation can always be added into Γ and the resulting language will still be tractable or #-tractable,
respectively. Let Γ be a constraint language and I be an instance of CSP. A variable set X is a strong backdoor to CSP(Γ) if for
each assignment α : X → D it holds that I|α ∈ CSP(Γ).
The primal graph of a CSP instance I is the graph whose vertices correspond to the variables of I and where two variables a, b
are adjacent iff there exists a constraint in I whose scope contains both a and b. The incidence graph of a CSP instance I is the
bipartite graph whose vertices correspond to the variables and constraints of I, and where vertices corresponding to a variable
x and a constraint C are adjacent if and only if x ∈ var(C). Observe that an incidence graph does not uniquely define a CSP
instance; however, in this paper the CSP instance from which a graph is obtained will always be clear from the context. Hence
for an incidence or primal graph Gwe will denote the corresponding CSP instance by ψ(G). Furthermore, we slightly abuse the
notation and use V(G) to refer to the vertices of G that correspond to variables in ψ(G), and C(G) to refer to the vertices of G that
correspond to constraints in ψ(G). Also, for a vertex subset X ⊆ V (G), we continue to use the notations V(X) and C(X) to refer
to the sets V(G) ∩X and C(G) ∩X , respectively.
2.2 Treewidth
Let G be a graph. A tree decomposition of G is a pair (T,X = {Xt}t∈V (T )) where T is a tree and X is a collection of subsets of
V (G) such that:
• ∀e = uv ∈ E(G),∃t ∈ V (T ) : {u, v} ⊆ Xt, and
• ∀v ∈ V (G), T [{t | v ∈ Xt}] is a non-empty connected subtree of T .
We call the vertices of T nodes and the sets in X bags of the tree decomposition (T,X ). The width of (T,X ) is equal to
max{|Xt| − 1 | t ∈ V (T )} and the treewidth of G (denoted tw(G)) is the minimum width over all tree decompositions of G.
A nice tree decomposition is a pair (T,X ) where (T,X ) is a tree decomposition such that T is a rooted tree and the following
conditions are satisfied:
• Every node of the tree T has at most two children;
• if a node t has two children t1 and t2, then Xt = Xt1 = Xt2 ; and
• if a node t has one child t1, then either |Xt| = |Xt1 | + 1 and Xt1 ⊂ Xt (in this case we call t an insert node) or
|Xt| = |Xt1 | − 1 and Xt ⊂ Xt1 (in this case we call t a forget node).
It is possible to transform a tree decomposition (T,X ) into a nice tree decomposition (T ′,X ′) in time O(|V |+ |E|) [3]. The
primal treewidth of a CSP instance I is the treewidth of its primal graph, and similarly the incidence treewidth of I is the treewidth
of its incidence graph. We note that if the constraints have bounded arity, then any class of CSP instances has bounded primal
treewidth if and only if it has bounded incidence treewidth [47].
Proposition 1 ([40]). Let I be a CSP instance where the constraints have arity bounded by ρ ∈ N. Then, the primal treewidth of
the instance is at most ρ(t+ 1)− 1 where t is the incidence treewidth of the instance.
2.3 t-boundaried CSP Instances
A t-boundaried graph is a graph G with a set Z ⊂ V (G) of size at most t with each vertex v ∈ Z having a unique label
`(v) ∈ {1, . . . , t}. We refer to Z as the boundary of G. For a t-boundaried graph G, δ(G) denotes the boundary of G. When it is
clear from the context, we will often use the notation (G,Z) to refer to a t-boundaried graph G with boundary Z. For P ⊆ [t],
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we use P (G,Z) to denote the subset of Z with labels in P ; for i ∈ [t] we use i(G,Z) instead of {i}(G,Z) for brevity. Two
t-boundaried graphs G1 and G2 can be ‘glued’ together to obtain a new incidence graph, which we denote by G1 ⊕ G2. The
gluing operation takes the disjoint union of G1 and G2 and identifies the vertices of δ(G1) and δ(G2) with the same label.
In some cases, we will also use a natural notion of replacement of boundaried graphs. Let (G1, Z1) be a t-boundaried
graph which is an induced subgraph of a graph G such that Z1 is a separator between V (G1) \ Z1 and V (G) \ V (G1). Let
(G2, Z2) be a t-boundaried graph. Then the operation of replacement of (G1, Z1) by (G2, Z2) results in the graph G′ =
(G[V (G) \ (V (G1) \ Z1)], Z1)⊕ (G2, Z2). Furthermore, if G was a j-boundaried graph with boundary Z and Z ∩ V (G1) ⊆ Z1,
then the resulting graph G′ is also a j-boundaried graph with the same boundary.
In this paper, it will sometimes be useful to lift the notions of boundaries and gluing from graphs to CSP instances. A
t-boundaried incidence graph of a CSP instance I is a t-boundaried graph G with boundary Z such that G is the incidence graph
of I and Z ⊆ V . Similarly, we call a CSP instance I with t uniquely labeled variables a t-boundaried CSP instance. Note that
boundaried incidence graphs and boundaried CSP instances are de-facto interchangeable, but in some cases it is easier to use one
rather than the other due to technical reasons.
The gluing operations of boundaried incidence graphs and boundaried CSP instances are defined analogously as for standard
boundaried graphs. Observe that if G1 and G2 are t-boundaried incidence graphs of I1 and I2, respectively, then G1 ⊕G2 is also
an incidence graph; furthermore, ψ(G1 ⊕G2) is well-defined and can be reconstructed from I1 and I2.
2.4 Minors
Given an edge e = xy of a graph G, the graph G/e is obtained from G by contracting the edge e, that is, the endpoints x and y are
replaced by a new vertex vxy which is adjacent to the old neighbors of x and y (except from x and y). A graph H obtained by a
sequence of edge-contractions is said to be a contraction of G. We denote it by H ≤c G. A graph H is a minor of a graph G if H
is the contraction of some subgraph of G and we denote it by H ≤m G. We say that a graph G is H-minor-free when it does not
contain H as a minor. We also say that a graph class G is H-minor-free (or, excludes H as a minor) when all its members are
H-minor-free.
Definition 1. LetG1 andG2 be two (not necessarily boundaried) graphs, and let Σ be a set of symbols. For i ∈ {1, 2}, let fGi be a
function that associates with every vertex of V (Gi) some subset of Σ. The image of a vertex v ∈ Gi under fGi is called the label of
that vertex. We say that that G1 is label-wise isomorphic to G2, and denote it by G1 ∼=t G2, if there is a map h : V (G1)→ V (G2)
such that (a) h is a bijection; (b) (u, v) ∈ E(G1) if and only if (h(u), h(v)) ∈ E(G2) and (c) fG1(v) = fG2(h(v)). We call h a
label-preserving isomorphism.
Notice that the first two conditions of Definition 1 simply indicate thatG1 andG2 are isomorphic. Now, letG be a t-boundaried
graph, that is, G has t distinguished vertices, uniquely labeled from 1 to t. Given a t-boundaried graph G, we define a canonical
labeling function µG : V (G)→ 2[t]. The function µG maps every distinguished vertex v with label ` ∈ [t] to the set {`}, that is
µG(v) = {`}, and for all vertices v ∈ (V (G) \ ∂(G)) we have that µG(v) = ∅.
Next we define a notion of labeled edge contraction. Let H be a (not necessarily boundaried) graph together with a function
fH : V (H) → 2[t] for some t ∈ N and (u, v) ∈ E(H). Furthermore, let H ′ be the graph obtained from H by identifying the
vertices u and v into wuv, removing all the parallel edges and removing all the loops. Then by labeled edge contraction of an
edge (u, v) of a graph H , we mean obtaining a graph H ′ with the label function fH′ : V (H ′)→ 2[t]. For x ∈ V (H ′) ∩ V (H) we
have that fH′(x) = fH(x) and for wuv we define fH′(wuv) = fH(u) ∪ fH(v). Now we recall the notion of labeled minors of a
t-boundaried graph.
Definition 2. Let H be a graph together with a function f : V (H)→ 2[t] and G be a t-boundaried graph with canonical labeling
function µG. A graph H is called a labeled minor of G, if we can obtain a labeled isomorphic copy of H from G by performing
edge deletion, vertex deletion and labeled edge contraction.
Remark 1. We note that the notion of a label-preserving isomorphism for graphs depends only on the labeling function, and is
oblivious to the boundary. In particular, if G and H are two labeled t-boundaried graphs that are label-wise isomorphic, a label
preserving isomorphism is not required to necessarily map the boundary vertices of G to boundary vertices of H .
Finally, we define the notion of h-folios for boundaried graphs.
Definition 3. For h ∈ N, the h-folio of a labeled graph G with labeling Λ, is the setMh(G,Λ) of all labeled minors of G on at
most h vertices.
3 Backdoor-Treewidth
In this section we give a formal definition of the notion of backdoor-treewidth.
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Definition 4. Let G be a graph and X ⊆ V (G). We denote by TorsoG(X) the following graph defined over the vertex set X .
For every pair of vertices x1, x2 ∈ X , we add the edge (x1, x2) if (a) (x1, x2) ∈ E(G) or (b) x1 and x2 both have a neighbor in
the same connected component of G−X . That is, we begin with G[X] and make the neighborhood of every connected component
of G−X , a clique. When G is an incidence graph of the instance I and X is a set of variables of I, we also refer to TorsoG(X)
as TorsoI(X).
Definition 5. Let F be a class of CSP instances and I be a CSP instance. Then the backdoor-treewidth of I with respect to F ,
denoted btwF (I), is the smallest value of tw(TorsoI(X)) taken over all strong backdoors X of I into F . If F = CSP(Γ) for
some constraint language Γ, then we call btwF the backdoor-treewidth with respect to Γ.
As an example, observe that in Figure 1 the graph TorsoG(X) is a path. Throughout this paper, we sometimes refer to
backdoors of small treewidth simply as backdoors of small width. Next, we show how backdoors of small treewidth can be used to
solve CSP and #CSP.
Lemma 1. Let I be a CSP instance over domain D and X be a strong backdoor of I to the class F . There is an algorithm that,
given I and X , runs in time O(|D|tw(Torso(X))|I|O(1)) and correctly decides whether I is satisfiable or not. Furthermore, if F is
#-tractable and X is a strong backdoor to F , then in the same time bound one can count the number of satisfying assignments of I.
Proof. The algorithm is a standard dynamic programming procedure over a bounded treewidth graph and hence we only sketch it
briefly. Let G denote the incidence graph of I and let H denote the graph Torso(X) and let (T,X ) be a nice tree-decomposition
of H of width tw(H). Now, for every v ∈ T , we define the instance Iv as the subinstance of I induced on the variables in Xv,
the bags below it in (T,X ), and the constraints whose scope is completely contained in the union of Xv and the bags below it.
The key observation is that for any connected component of G−X , there is a vertex v ∈ V (T ) such that the bag Xv contains
the neighbors of this component. This is because these variables induce a complete graph in Torso(X) and by the definition of
tree-decompositions, every subgraph that is complete is contained in a bag of any tree-decomposition.
For each v ∈ T , we will define a function τv : DXv → {0, 1} which maps assignments of the variables in Xv to 0 to 1. Let
γ : Xv → D be an assignment to the variables in Xv . We define τv(γ) = 1 if there is a satisfying assignment for Iv that extends γ
and τv(γ) = 0 otherwise. Let v∗ denote the root of T . Clearly, the instance I is satisfiable if and only if there is a γ : Xv∗ → D
such that τv∗(γ) = 1. We now describe an algorithm to compute τv for every v ∈ V (T ).
It follows from the definition of τ that for every u, v ∈ V (T ) where v denotes a forget node and is a parent of u, the function
τv can be computed from τu. The same holds in the case of join nodes. Therefore, it suffices to describe how to compute this
function for leaf nodes and introduce nodes. Let v be a leaf node and let x be the unique variable in Xv . Consider the instance Iv .
We know by the definition of strong backdoors that the instance obtained from Iv by any instantiation of the variable x is in the
language Γ which is assumed to be tractable. Hence we simply solve the instance resulting from Iv for every assignment to x.
Now, let v be an introduce node with child u. If there is a connected component of G−X whose neighbors are in Xv but not in
Iu, then we go over all instantiations of the variables in Xv and solve the resulting tractable instance for each such component.
Combining this with the function τu gives us the function τv . Since one can also compute the number of satisfying assignments in
a similar way, this concludes the proof of the lemma.
As the width of a backdoor can be arbitrarily smaller than its size, the width provides a much better measure of how far away
an instance is from a tractable base class. In particular, the width lower-bounds both the primal treewidth and the backdoor size.
We formalize this below.
Proposition 2. Let I be a CSP instance and F be a class of CSP instances. Let q be the primal treewidth of I and r be the
minimum size of a strong backdoor to F in I. Then btwF (I) ≤ min(q, r).
Proof. Observe that the graph Torso(X) is a minor of the primal graph G of I. Indeed, to obtain Torso(X) from G, it suffices
to gradually contract all edges with an endpoint outside of X . Since minor operations can never increase the treewidth, it follows
that tw(Torso(X)) ≤ q. Moreover, since the treewidth of a graph on |X| vertices is upper-bounded by |X|, it follows that
tw(Torso(X)) ≤ r and tw(Torso(X)) ≤ r′, respectively.
In order to prove Theorem 1, we give an FPT algorithm for the problem of finding strong backdoors parameterized by their
width (formalized below). We note that since we state our results in as general terms as possible, the dependence on k is likely to
be sub-optimal for specific languages and could be improved using properties specific to each language.
WIDTH STRONG-CSP(Γ) BACKDOOR DETECTION Parameter: k
Input: CSP instance I, integer k.
Objective: Return a set X of variables such that X is a strong backdoor of I to CSP(Γ) of width at most k or correctly
conclude that no such set exists.
The main technical content of the article then lies in the proof of the following theorem.
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Theorem 2. WIDTH STRONG-CSP(Γ) BACKDOOR DETECTION is FPT for every finite Γ.
Before we proceed to the description of the algorithms, we state the following simple and obvious preprocessing routine
(correctness is argued in the appended full version) which will allow us to infer certain structural information regarding interesting
instances of this problem.
Reduction Rule 1. Given a CSP instance I and an integer k as an instance of WIDTH STRONG-CSP(Γ) BACKDOOR DETECTION,
if there is a constraint in I of arity at least p+ k + 2 where p is the maximum arity of a relation in Γ, then return NO.
We argue the correctness of this rule as follows. Suppose there is a constraint C = ((x1, . . . , xr), R) where r ≥ p+ k + 2.
Then, any strong backdoor set X must contain at least k+ 2 variables in the scope of C. However, this implies that Torsoψ(G)(X)
contains a clique on at least k + 2 vertices, which in turn implies that btwΓ(I) > k. Moving forward, for any constraint language
Γ and integer k ∈ N, we denote by ρ(Γ, k) the integer p+ k + 2 where p is the maximum arity of a relation in Γ.
4 The Finite State Lemma
In this section, we prove that the problem WIDTH STRONG-CSP(Γ) BACKDOOR DETECTION has finite state; this will allow
us to construct a finite set of bounded-size representatives (Section 5) which will play a crucial role in the proof of Theorem 2
(Section 6). Let Γ be a finite constraint language; throughout the rest of the paper, we work with this fixed constraint language. We
begin by defining a relation over the set of boundaried incidence graphs.
Definition 6. Let k, t ∈ N and let (G1, Z1) and (G2, Z2) be t-boundaried incidence graphs of CSP instances I1 and I2 with
boundaries Z1 and Z2 respectively. Then, we say that (I1, Z1) ∼t,k (I2, Z2) (or (G1, Z1) ∼t,k (G2, Z2)) if for every t-boundaried
CSP instance I3 with incidence graph G3, the instance ψ(G1 ⊕G3) has a strong backdoor set of width at most k into CSP(Γ) if
and only if the instance ψ(G2 ⊕G3) has a strong backdoor set of width at most k into CSP(Γ).
It is clear that ∼t,k is an equivalence relation. Generally speaking, the high-level goal of this section is to prove that ∼t,k has
finite index. This is achieved by introducing a second, more technical equivalence ≡t,h,ε which captures all the information about
how a t-boundaried incidence graph (G,Z) contributes to the (non)-existence of a strong backdoor of small width after gluing.
Observe that for a set X which has vertices from ‘both’ sides of a boundary the graph Torso(X) may have edges crossing this
boundary. Since we need to take this behaviour into account, proving this lemma is in fact much more involved than might be
expected at first glance.
To define ≡t,h,ε, we will first need the notion of a configuration, which can be thought of as one possible way a t-boundaried
graph can interact via gluing; this is then tied to the notion of a realizable configuration, which is a configuration that actually can
occur in the graph (G,Z). We let (G1, Z1) ≡t,h,ε (G1, Z1) if and only if both boundaried graphs have the same set of realizable
configurations. Before we proceed to the technical definition of a configuration, we need one more bit of notation. Since we will
often be dealing with labeled minors, we fix a pair of symbols  and ♦ and express all relevant label sets using these symbols.
Definition 7. Let r, s ∈ N and T ⊆ N. We denote by L(r, s) the set 2{1,...,r}
⋃{♦1,...,♦s} and we denote by L(T, s) the set
2{i|i∈T}
⋃{♦i|i∈[s]}.
Definition 8. Let h, t ∈ N. A (t, h)-configuration is a tuple (P,w,w′,P,P ′, γ,H), where:
• P is a subset of [t],
• w,w′ ∈ N and w′ ≤ (w + 1)t,
• P = {Q1, . . . , Qr} is a partition of [t] \ P ,
• P ′ ∈ 2(P2) × 2([w
′]
2 ) × 2P×[w′],
• γ : P → 2P × 2[w′],
• H is a collection of labeled graphs on at most h vertices where the label set is L(t, w′)
For a set Q ∈ P with γ(Q) = (J1, J2), we denote by γi(Q) the set Ji for each i ∈ {1, 2}. A (t, h)-configuration
(P,w,w′,P,P ′, γ,H) is called a (t, h, ε)-configuration if w ≤ ε and we denote the set of such (t, h)-configurations by S(t, h, ε).
Let us informally break down the intuition behind the above definition. t corresponds to the size of the boundary of the
associated t-boundaried incidence graph (as we will see in the next definition), and h is an upper bound on the size of forbidden
minors for our target treewidth. The (t, h)-configuration then captures the following information about interactions between a
t-boundaried incidence graph (G1, Z1) and a potential solution after gluing:
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• P represents the part of the boundary that intersects a backdoor of small width,
• w′ represents neighbors of the remainder of the boundary outside of G1,
• w represents the target treewidth of the torso,
• P represents how the part of the boundary outside of the strong backdoor will be partitioned into connected components,
i.e., how it will ‘collapse’ into the torso,
• P ′ represents all the new edges that will be created in the torso due to collapsing of parts outside of the torso,
• γ represents connections between connected components in the boundary outside of the strong backdoor and relevant
variables in the strong backdoor, which is the second part of information needed to encode the collapse of these components
into the torso,
• H represents ‘parts’ of all minors of size at most h present in the torso inside G1.
In order to formally capture the intuition outlined above, we define the result of ‘applying’ a configuration on a t-boundaried
incidence graph.
Definition 9. Let h, t ∈ N, (G,Z) be the t-boundaried incidence graph of a t-boundaried CSP instance I and ω = (P,w,w′,P,P ′, γ,H)
be a (t, h)-configuration. We associate with G and ω an incidence graph Gω which is defined as follows. We begin with the graph
G, add w′ new variables lω1 , . . . , l
ω
w′ , denoting the set comprising these vertices by Lω. For every J ⊆ [w′], we denote by J(Lω)
the set {lωi |i ∈ J}. For each Q ∈ P , let (JQ1 , JQ2 ) = γ(Q) and add |Q| − 1 redundant binary constraints CQ1 , . . . , CQ|Q|−1 (we
have assumed that Γ also contains a tautological relation of arity 2) and connect these with the variables in Q(G,Z) to form
a path which alternates between a vertex/variable in Q(G,Z) and a vertex/variable in {CQ1 , . . . , CQ|Q|−1}. Following this, for
every variable u in J1(G,Z) ∪ J2(Lω), we add a redundant binary constraint Cu and set var(Cu) as u and an arbitrary variable
in Q(G,Z). This completes the definition of Gω. We also define the graph G˜ω as the graph obtained from Gω by doing the
following. Let P ′ = (X1, X2, X3) where X1 ⊆
(
P
2
)
, X2 ⊆
(
[w′]
2
)
and X3 ⊆ P × [w′]. For every pair (i, j) ∈ X1, we add the
edge (i(G,Z), j(G,Z)). Similarly, for every pair (i, j) ∈ X2, we add the edge (lωi , lωj ). Finally, for every pair (i, j) ∈ X3, we
add the edge (i(G,Z), lωj ). This completes the description of G˜
ω .
The graph Gω defined above can be seen as an enrichment of G by (1) adding strong backdoor variables which will be affected
by a collapse of the boundary into the torso (lω1 , . . . , l
ω
w′) and (2) enforcing the assumed partition of part of the boundary into
connected components (as per P) and (3) adding connections of these components both into the rest of the boundary and vertices
lωi (as per γ). The graph G˜
ω is then an extension of Gω by edges which will be created in the torso. Note that while Gω is an
incidence graph, G˜ω is not necessarily a bipartite graph.
With G˜ω in hand, we can finally formally determine whether the information contained in a given configuration is of any
relevance for the given graph. This is achieved via the notion of realizability.
Definition 10. Let h, t ∈ N, (G,Z) be the t-boundaried incidence graph corresponding to a t-boundaried CSP instance I and let
ω = (P,w,w′,P,P ′, γ,H) be a (t, h)-configuration. We say that ω is a realizable configuration in (G,Z) if, and only if, there is
a subset S∗ ⊆ V(G) with the following properties:
• S∗ ∩ Z = P (G,Z)
• tw(TorsoG˜ω (S∗ ∪ Lω)) is at most w.
• H =Mh(TorsoG˜ω (S∗ ∪ Lω),Λω), where Λω : S∗ ∪ Lω → L(P,w′) is defined as:
– for all v ∈ S∗ ∩ Z, Λ(v) = {i} where v = i(G,Z),
– for all v ∈ Lω , Λ(v) = {♦i} where v = lωi and
– for every vertex v ∈ S∗ \ Z, Λ(v) = ∅.
That is, H is precisely the set of all labeled minors of (TorsoG˜ω (S
∗ ∪ Lω),Λω) with at most h vertices.
• S∗ is a strong backdoor of ψ(G) into CSP(Γ).
If the above conditions hold, we say that S∗ realizes ω in (G,Z).
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We let S((G,Z), h, ε) denote the set of all realizable (|Z|, h, ε)-configurations in (G,Z). We ignore the explicit reference to
Z in the notation if it is clear from the context. We let h∗(k) denote the upper bound on the size of forbidden minors for graphs of
treewidth at most k given in [41]. For technical reasons, we will be in fact concerned with minors of size slightly greater than
h∗(k), and hence for t ∈ N we set h∗(k, t) = h∗(k) + t · (k + 1).
We use Υ(t, h, ε) to denote a computable upper bound on the number of (t, h, ε)-configurations. Observe that setting
Υ(t, h, ε) = 2t · ε · εt · tt · 2(t2) · 2((ε+1)t2 ) · 2t2(ε+1) · 2t2(ε+1) · 2(h2)h2(ε+1)t is sufficient. We now give the formal definition of the
refined equivalence relation.
Definition 11. Let t, h ∈ N and let (I1, Z1) and (I2, Z2) be t-boundaried CSP instances with t-boundaried incidence graphs
(G1, Z1) and (G2, Z2) respectively. Then, (I1, Z1) ≡t,h,ε (I2, Z2) (or (G1, Z1) ≡t,h,ε (G2, Z2)) if S((G1, Z1), h, ε) =
S((G2, Z2), h, ε).
Clearly, ≡t,h,ε is an equivalence relation and the number of equivalence classes induced by this relation over the set of all
t-boundaried incidence graphs is at most 2Υ(t,h,ε). We now formally prove that the equivalence relation≡t,h∗(k,t),k is a refinement
of the equivalence relation ∼t,k. That is, we prove that whenever 2 boundaried incidence graphs are in the same equivalence class
of ≡t,h∗(k,t),k then they are in the same equivalence class of ∼t,k.
Lemma 2. Let k, t ∈ N and let (G1, Z1), (G2, Z2) be two t-boundaried incidence graphs satisfying (G1, Z1) ≡t,h∗(k,t),k
(G2, Z2). Then, (G1, Z1) ∼t,k (G2, Z2).
Proof. In order to prove the lemma, we need to prove that for any t-boundaried graph (G3, Z3) the instance ψ(G1 ⊕G3) has a
strong backdoor set into CSP(Γ) of width at most k if and only if the instance ψ(G2 ⊕G3) has a strong backdoor set into CSP(Γ)
of width at most k. We first give a brief sketch of the proof strategy. We only present the proof of one direction of the statement as
the proof for the converse can be obtained by simply switching G1 and G2 in the arguments. We begin by assuming the existence
of a set S1 which is a strong backdoor set of ψ(G1 ⊕ G3) into CSP(Γ) of width at most k. We then use the set S1 to define a
(t, h∗(k, t), k)-configuration ω and argue that this is in fact a configuration realized by S∗1 = S1 ∩ V (G1) in (G1, Z1). We then
use the premise that (G1, Z1) ≡t,h∗(k,t),k (G2, Z2) to infer the existence of a set, say S∗2 ⊆ V(G2) such that S∗2 realizes ω in
(G2, Z2). We then proceed to prove that the set obtained from S1 by ‘cutting’ S∗1 and ‘pasting’ S
∗
2 is indeed a strong backdoor set
of the required kind for the instance ψ(G2 ⊕G3).
Phase I: Defining a (t, h∗(k, t), k)-configuration realized by S∗1 . Suppose that ψ(G1 ⊕ G3) contains a strong backdoor
S1 into CSP(Γ) such that tw(TorsoG1⊕G3(S1)) ≤ k. Unless specified otherwise, henceforth we use Torso(S1) to denote
TorsoG1⊕G3(S1). Let S
∗
1 = S1 ∩ V (G1) and let L1 = {l1, . . . , lz} be the set of vertices in S1 \ S∗1 which are adjacent to a
component of (G1 ⊕ G3) − S1 that intersects Z1. Observe that z ≤ (k + 1) · t, since otherwise there would be a component
in (G1 ⊕ G3) − S1 that is adjacent to more than k + 1 variables in S1, which in turn would result in a clique of size greater
than k + 1 in Torso(S1). We now define a tuple ω = (P,w,w′,P,P ′, γ,H) as follows (we will later show that ω is actually a
configuration).
1. Let P ⊆ [t] such that P (G1, Z1) = S1 ∩ Z1.
2. Let w = k.
3. Let w′ = z.
4. Let P = {Q1, . . . , Qr} be the partition of Z1 \ P such that for every i ∈ [r], the variables in Qi are contained in the same
connected component of (G1 ⊕G3)− S1 and for every i 6= j ∈ [r], the variables in Qi and Qj are in distinct connected
components of (G1 ⊕G3)− S1.
5. Let X1 be the set of all pairs (i, j) where i, j ∈ P, i 6= j, and there is a component of (G1 ⊕G3)− S1 which is adjacent to
both i(G1, Z1) and j(G1, Z1) and disjoint from V (G1). Let X2 be the set of all pairs (i, j) where i, j ∈ [z] and there is a
component of (G1 ⊕G3)− S1 which is adjacent to both li and lj and disjoint from V (G1). Let X3 be the set of all pairs
(i, j) where i ∈ P , j ∈ [z] and there is a component of (G1 ⊕ G3) − S1 which is adjacent to both i(G1, Z1) and lj and
disjoint from V (G1). Finally, let P ′ = (X1, X2, X3).
6. Let γ : P1 → 2P × 2[z] be the function defined as follows. For every Q ∈ P1, let JQ1 denote the vertices of P (G1, Z1)
which are adjacent to the component of (G1 ⊕G3)− S1 that contains Q and let JQ2 denote the vertices of L1 which are
adjacent to the component of (G1 ⊕G3)− S1 that contains Q. The function γ is defined as γ(Q) = (JQ1 , JQ2 ) for every
Q ∈ P1.
7. We define a function Λ1 : (S∗1 ∪ L1)→ L(P, z) as follows.
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• For every v ∈ S∗1 ∩ Z1, we set Λ1(v) = {i} where v = i(G1, Z1);
• for every v ∈ L1, we set Λ1(v) = {♦i} where v = li; and
• for every other vertex v ∈ (S∗1 ∪ L1), we set Λ1(v) = ∅.
Finally, we define H to be the set of all labeled minors of (TorsoG1⊕G3(S1)[S
∗
1 ∪ L1],Λ1) with at most h∗(k, t) vertices.
That is, H = Mh∗(k,t)(TorsoG1⊕G3(S1)[S
∗
1 ∪ L1],Λ1).
We begin by showing that ω is indeed a (t, h∗(k, t), k)-configuration.
Claim 1. ω is a (t, h∗(k, t), k)-configuration.
Proof. In order to prove this, we only need to prove thatw′ ≤ (w+1)t. SinceTorsoG1⊕G3(S1) has treewidth at most k, it follows
that any component of (G1⊕G3)−S1 has at most k+1 neighbors in S1 (otherwiseTorsoG1⊕G3(S1) would have a (k+2)-clique).
Since L1 is the set of vertices of S1 which are neighbors of r ≤ t components, it follows that |L1| ≤ r(k + 1) ≤ t(k + 1),
implying that w′ = z ≤ t(k + 1) = t(w + 1). This completes the proof of the claim.
Having proved that ω is a (t, h∗(k, t), k)-configuration, we now claim that S∗1 in fact realizes ω.
Claim 2. S∗1 realizes ω in (G1, Z1).
Proof. In order to prove this, we need to argue that S∗1 satisfies the properties in Definition 10. By the definition of S
∗
1 , it holds that
S∗1 ∩ Z1 = P (G1, Z1). Hence the first property is satisfied. We now argue that S∗1 is a strong backdoor of ψ(G1) into CSP(Γ).
Suppose that this is not the case and for some assignment τ : S∗1 → D, there is a constraint in G1 whose associated relation after
applying τ is not in Γ. However, since S1 is a strong backdoor of G1 ⊕G3 into CSP(Γ), it must be the case that this constraint
contains in its scope a variable of S1 \ S∗1 . However, since Z1 is comprised entirely of variables, no constraint in G1 can contain
in its scope a variable of S1 \ S∗1 , a contradiction. Hence, we conclude that S∗1 is a strong backdoor of ψ(G1) into CSP(Γ),
completing the argument for the fourth property in Definition 10.
In order to prove that the remaining two properties hold, we show that (TorsoG˜ω (S
∗
1 ∪ Lω),Λω) has a label-preserving
isomorphism to the graph (TorsoG1⊕G3(S1)[S
∗
1 ∪L1],Λ1). For ease of presentation, let B1 denote the graph TorsoG˜ω (S∗1 ∪Lω)
and B2 denote the graph TorsoG1⊕G3(S1)[S
∗
1 ∪ L1].
We now define a bijection φ : V (B1) → V (B2). For every v ∈ S∗1 , we set φ(v) = v. For every lωi ∈ Lω, we set
φ(lωi ) = li ∈ L1. We argue that φ is in fact a label-preserving isomorphism between (B1,Λω) and (B2,Λ1). It is straightforward
to verify that for any vertex v ∈ V (B1), Λω(v) = Λ1(φ(v)). Therefore, we only need to prove that φ is an isomorphism. We
begin with the forward direction.
( =⇒ ) We show that for every edge (u, v) ∈ E(B1), (φ(u), φ(v)) is an edge in B2. Consider an edge (u, v) ∈ E(B1).
Case 1: u, v ∈ S∗1 . By the definition of B1, it must be the case that either there is a component X of G˜ω − (S∗1 ∪ Lω) which is
adjacent to both u and v or the pair (u, v) ∈ X1 (see the description of P ′ in the definition of ω ). In the former case, since
V (B1) = S
∗
1 ∪ Lω, we consider the following two exhaustive subcases : X ⊆ V (G1) \ Z1 or X ∩ Z1 6= ∅. Suppose that
X is disjoint from Z1, that is, X ⊆ V (G1) \ Z1. Then, it must be the case that N(X) ⊆ S∗1 and hence X is also disjoint
from S1 and adjacent to u and v in (G1 ⊕G3)− S1, implying that (u, v) is an edge in B2. On the other hand, suppose that
X intersects Z1. Then, there is a set Q ∈ P such that X ∩ Z1 = Q. By the definition of ω, it follows that Q is contained
in a component X ′ of (G1 ⊕ G3) − S1. Now, the definition of S∗1 and γ implies that X ′ is also adjacent to u and v in
(G1 ⊕G3)− S1, implying that (u, v) = (φ(u), φ(v)) is an edge in B2.
In the latter case, that is when the pair (u, v) ∈ X1, the description of the set X1 implies that there is a component of
(G1 ⊕G3)− S1 which is adjacent to both u and v, implying that (u, v) = (φ(u), φ(v)) is an edge in B2. This completes
the argument for the first case.
Case 2: u, v ∈ Lω. Let u = lωi and v = lωj . By the definition of B1 it follows that either there is a set Q ∈ P such that the set
γ2(Q) contains u and v (recall that γ2(Q) denotes the set in the second co-ordinate of γ(Q)) or the pair (i, j) ∈ X2. In the
former case, the definition of the function γ implies that the component of (G1 ⊕ G3) − S1 containing Q is adjacent to
the vertices li, lj ∈ L1. Hence, we infer that (φ(u), φ(v)) is an edge in B2. In the latter case, the definition of the set X2
implies that there is a component of (G1 ⊕G3)− S1 (not necessarily intersecting V (G1)) that is adjacent to the vertices
li, lj ∈ L1. Again, this implies that (φ(u), φ(v)) is an edge in B2. This completes the argument for the second case.
Case 3: u ∈ S∗1 , v = lωi ∈ Lω. In this case, it follows from the definition of B1 that either there is a set Q ∈ P1 such that the
set γ2(Q) contains v or the pair (u, v) ∈ X3. Furthermore, in the former case, if u ∈ Z1, then u ∈ P (G1, Z1) and γ1(Q)
contains u, which by the definition of ω implies that u and li are adjacent to the same component of (G1⊕G3)−S1, implying
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the edge (u, li) = (φ(u), φ(lωi )). On the other hand, if u /∈ Z1, then the component containing Q in G˜ω − (S∗1 ∪ Lω) is
adjacent to u. Let this component be X . Then, the set X ∩ V (G1) contains a path in (G1 ⊕G3)− S1 from Q to a vertex
which is adjacent to u. Note that this path is also present in (G1 ⊕G3)− S1. Also, the definition of γ implies that since
v ∈ γ2(Q), there is a path from Q to a vertex that is adjacent to li in the graph (G1 ⊕G3)− S1. Hence, we infer that there
is a component of (G1⊕G3)−S1 that is adjacent to both u and li and hence (u, li) = (φ(u), φ(v)) is indeed an edge in B2.
Finally, if the pair (u, v) ∈ X3, then it follows from the definition of X3 that there is a component of (G1⊕G3)−S1 which
is adjacent to u and v, implying that (φ(u), φ(v)) is an edge in B2. This completes the argument for the third and final case.
( ⇐= ) We now argue the converse direction. That is, for every edge (u, v) ∈ E(B2), (φ−1(u), φ−1(v)) is an edge in
B1. By the definition of B2, it follows that there is a component X of (G1 ⊕ G3) − S1 which is adjacent to u and v. Since
V (B2) = S
∗
1 ∪ L1, we have the following exhaustive cases.
Case 1: u, v ∈ S∗1 . We have the following three subcases: X ⊆ V (G1)\Z1,X∩Z1 6= ∅, orX∩V (G1) = ∅. IfX ⊆ V (G1)\Z1,
then it follows that X is also a connected component of G˜ω− (S∗1 ∪Lω), implying that (u, v) ∈ E(B1). If X ∩V (G1) = ∅,
then the definition of P ′ implies that X1 contains the pair (u, v), which in turn implies that G˜ω and hence B1 contains the
edge (u, v). Finally, if X ∩ Z1 6= ∅, then....
Case 2: u, v ∈ L1 where u = li and v = lj . Here, we have the following 2 subcases: X ∩ Z1 6= ∅ or X ∩ Z1 = ∅. Since Z1
intersects every connected set in G1 ⊕G3 that contains vertices of V (G1) and V (G3), these 2 subcases are exhaustive. In
the first subcase, suppose that X ∩ Z1 = Q. Then, the definition of γ implies that γ2(Q) contains lωi and lωj . The definition
of G˜ω implies that (φ−1(u), φ−1(v)) is an edge in B1. In the second subcase, the definition of P ′ implies that the pair
(i, j) ∈ X2. Again, the definition of G˜ω implies that (φ−1(u), φ−1(v)) is an edge in B1, completing the argument for this
case.
Case 3: u ∈ S∗1 , v = li ∈ L1. Here, we have the following 2 subcases: X ∩ Z1 6= ∅ or X ∩ Z1 = ∅. Again, since Z1
intersects every connected set in G1 ⊕ G3 that contains vertices of V (G1) and V (G3), these 2 subcases are exhaustive.
In the first subcase, suppose that X ∩ Z1 = Q. Then, the definition of γ implies that γ2(Q) contains lωj . If u ∈ Z1 then
γ1(Q) contains u, implying that B2 contains the edge (u, lωj ) = (φ
−1(u), φ−1(v)). On the other hand, if u /∈ Z1, then the
component of G˜ω − (..) is adjacent to both u and lωj , implying that B2 contains the edge (u, lωj ) = (φ−1(u), φ−1(v)) In
the second subcase, it must be the case that u ∈ Z1 and that the pair (u, j) ∈ X3. Again, the definition of G˜ω implies that
(φ−1(u), φ−1(v)) is an edge in B1, completing the argument for this final case.
Thus we have concluded that φ is an isomorphism. Hence, tw(B1) = tw(B2) and sinceB2 is a subgraph ofTorsoG1⊕G3(S1),
it follows that tw(B1) ≤ tw(TorsoG1⊕G3(S1)) ≤ k. Finally, since φ is also a label-preserving isomorphism between (B1,Λω)
and (B2,Λ1), we conclude thatMh∗(k,t)(B1,Λω) =Mh∗(k,t)(B2,Λ1) which is precisely H by definition of ω. This completes
the proof of the claim that ω is realized by S∗1 in (G1, Z1).
Phase II: Defining an equivalent solution in ψ(G2 ⊕G3).
Since ω ∈ S((G1, Z1), h∗(k, t), k), and the premise of the lemma guarantees thatS((G1, Z1), h∗(k, t), k) = S((G2, Z2), h∗(k, t), k),
we conclude that ω is also realizable in (G2, Z2). Let S∗2 denote the subset of V (G2) that realizes ω. We claim that
S2 = S
∗
2 ∪ (S1 \ S∗1 ) is in fact a strong backdoor of ψ(G2 ⊕ G3) into CSP(Γ) and has width at most k. The rest of the
proof of the lemma is dedicated to proving this statement.
We begin by arguing that S2 is indeed a strong backdoor of G2 ⊕G3. Suppose that this is not the case and let τ : S2 → D
be an assignment to S2 and C be a constraint such that C|τ /∈ Γ. If C ∈ V (G2) then this contradicts our assumption that S∗2 is
a strong backdoor of G2. Therefore, it must be the case that C ∈ V (G3). Now, if var(C) is disjoint from Z3, then we have a
contradiction to our assumption that S1 is a strong backdoor of ψ(G1 ⊕G3). Therefore, we conclude that var(C) intersects Z3.
However, since S∗1 and S
∗
2 realize ω, it must be the case that var(C) ∩ Z1 = var(C) ∩ Z2. Therefore, if S1 is a strong backdoor
of ψ(G1 ⊕ G3) to CSP(Γ), then S2 is a strong backdoor of ψ(G2 ⊕ G3) into CSP(Γ). It remains to prove that S2 is a strong
backdoor of width at most k. For this, we need the following three claims.
The first claim states that the labeled minors (h∗(k, `)-folios) we expect to find in the torso of G2 are actually there.
Claim 3. Consider the graph TorsoG2⊕G3(S2)[S∗2 ∪ L1] and the labeling Λ2 : S∗2 ∪ L1 → L(P,w′) defined as follows. For
every v ∈ S∗2 ∩ Z2, Λ2(v) = {i} where v = i(G2, Z2); for every v ∈ L1, we set Λ2(v) = {♦i} where v = li; and for every
other vertex v ∈ (S∗2 ∪ L1), we set Λ2(v) = ∅. Then, H =Mh∗(k,`)(TorsoG2⊕G3(S2)[S∗2 ∪ L1],Λ2).
Proof. By the definition of S∗2 , it holds that H = Mh∗(k,`)(TorsoG˜ω2 (S2)[S
∗
2 ∪ Lω],Λω). Therefore, it suffices to prove that
Mh∗(k,`)(TorsoG2⊕G3(S2)[S∗2 ∪ L1],Λ2) = Mh∗(k,`)(TorsoG˜ω2 (S2)[S
∗
2 ∪ Lω],Λω). In order to do so, we define a label-
preserving isomorphism from (TorsoG2⊕G3(S2)[S
∗
2 ∪ L1],Λ2) to (TorsoG˜ω2 (S2)[S
∗
2 ∪ Lω],Λω). The proof is identical to that
of Claim 2 and hence we do not repeat it.
11
The second claim states that if some `-boundaried graphs B1 and B2 contain the same (h∗(k) + `)-folios, then their join with
a boundaried graph B3 must contain the same h∗(k)-folios. We will use one new piece of notation to make our exposition clearer.
Given a minor Q (constructed by a fixed sequence of deletions and contractions) in a graph G, we say that a vertex v ∈ V (G) is a
preimage of a vertex q ∈ Q iff if either v = q or v was contracted into a new vertex v′ which is a preimage of q.
Claim 4. Let `, h ∈ N and (B1,K1), (B2,K2) and (B3,K3) be `-boundaried incidence graphs. For i ∈ {1, 2}, letHi = Bi⊕B3.
For each i ∈ {1, 2}, let Λi : V (Bi) → 2{51,...,5`} be defined as follows. For every v ∈ V (Bi) \Ki, Λi(v) = ∅ and for every
v ∈ Ki, Λi(v) = {5j}where v = {j}(Bi,Ki). IfMh+`(B1,Λ1) =Mh+`(B2,Λ2) thenMh(B1⊕B3, ∅) =Mh(B2⊕B3, ∅).
Proof. Consider a h-folio Q in Mh(B1 ⊕ B3, ∅). We intend to show that Q is also present in Mh(B2 ⊕ B3, ∅); the other
direction is completely symmetric. For each q ∈ Q, let pre1(q) denote the set of preimages of q in B1 and pre3(q) the set of
preimages of q not in B1. Observe that it may happen that pre1(q) is not a connected set, but only if pre1(q) intersects K1. Let
pre1(Q) = {X : ∃q ∈ Q s.t. X is a connected component of pre1(q) }. To capture the correspondence between pre1(Q) and
V (Q), we define the mapping map: pre1(Q)→ V (Q) where map(X) = q ∈ Q iff X is a connected component of a preimage
of q.
Observe that since each set of preimages is disjoint from the others, |pre1(Q)| ≤ |Q| + `. So, let Q1 be the (h + `)-folio
obtained in (B1,Λ1) by contracting each element in pre1(Q) into a single vertex and deleting all other vertices in G1. Interestingly,
observe that Q1 need not necessarily be a subgraph of Q (a vertex in Q could be ‘split’ into several vertices in Q1). Since
Mh+`(B1,Λ1) =Mh+`(B2,Λ2), it follows that Q1 also occurs as a (h + `)-folio in (B2,Λ2). Let pre2(Q) denote the set of
preimages of Q1 in B2. Note that there is a unique label-preserving one-to-one correspondence between the elements of pre2(Q)
and those of pre1(Q), defined as follows: f(X2 ∈ pre2(Q)) = X1 ∈ pre1(Q) iff there exists q ∈ Q1 such that both X1 and X2
are the preimages of q.
Now, let us consider the minor Q′ in B2 ⊕ B3 obtained by the following procedure. For each q ∈ V (Q), we define
Yq ⊆ V (B2 ⊕ B3) as follows: Yq = pre3(q) ∪ {x ∈ X2 : X2 ∈ pre2(Q) where map(f(X2)) = q }. Intuitively, Yq uses the
correspondence between the preimages of Q1 in B1 and B2 to replicate a preimage of q in B2 ⊕B3. Now, for each q ∈ V (Q) we
let q′ be a vertex in Q′ obtained by contracting Yq into a single vertex. We claim that Yq is connected and hence that each such q′
is well-defined; indeed, each X2 ∈ pre2(Q) is itself connected by construction, and for each such X2 there exists a corresponding
X1 with the same intersection with the boundary.
Finally, it remains to verify that for each vertex pair a, b ∈ Q that is adjacent, the natural corresponding vertex pair a′, b′ ∈ Q′
is also adjacent. So, let a¯, b¯ be an adjacent pair of preimages of a, b, respectively, in B1. If a¯, b¯ are adjacent due to an edge in
B3, then a¯, b¯ both occur in B3 and hence they are also preimages of a′, b′, from which the claim follows. On the other hand, if
a¯, b¯ are adjacent due to an edge in B1, then there exists at least one vertex a1 ∈ Q1 (corresponding to a) and one vertex b1 ∈ Q1
(corresponding to b) such that a1, b1 are adjacent in Q1. But then the preimages of a1 and of b1 in B2 must also contain an adjacent
pair, say a¯′, b¯′. Finally, by construction of Ya and Yb, we conclude that a¯′ and b¯′ must be preimages of a′, b′, respectively. Thus
a′, b′ are indeed an adjacent pair in Q′. To conclude the proof, observe that, by deleting all vertices not contracted into Q′ and
possibly some redundant edges, we have found a h-folio Q which occurs in B2 ⊕B3, and hence Q ∈Mh(B2 ⊕B3, ∅).
The next, final claim states that the torsos of the composed graphs can also be obtained by taking the respective parts of the
torso and gluing these parts together. In other words, we show that if we have a part of a torso in each of the boundaried graph,
then the whole torso can be obtained by simply gluing these parts along the correct boundary.
Claim 5. Let
• B1 = TorsoG1⊕G3(S1)[S∗1 ∪ L1] and K1 = P (G1, Z1) ∪ L1;
• B2 = TorsoG2⊕G3(S2)[S∗2 ∪ L1] and K2 = P (G2, Z2) ∪ L1;
• B3 = TorsoG1⊕G3(S1)− (V (G1) \K1) and K3 = K1 = P (G1, Z1) ∪ L1.
Then, TorsoG1⊕G3(S1) = (B1,K1)⊕ (B3,K3) and TorsoG2⊕G3(S2) = (B2,K2)⊕ (B3,K3).
Proof. We prove TorsoG1⊕G3(S1) = (B1,K1) ⊕ (B3,K3), since the other claim is completely symmetric. For brevity, let
T = TorsoG1⊕G3(S1) and B = (B1,K1)⊕ (B3,K3). First observe that V (T ) = V (B). Indeed, B was obtained by partitioning
the vertices of T into B1 and B3 with the exception of K1, which was copied into both B1 and B3. Then clearly gluing B1 and
B3 together will merge the two distinct copies of each vertex in K1 into a single vertex, hence resulting in the same vertex set
as V (T ). For the same reason, any edge that is present in B must also occur in T (B was obtained by joining two boundaried
induced subgraphs of T ).
So, what remains to show is that any edge e = ac in T also occurs in B. Clearly, if a, c ∈ V (B1) then e ∈ E(B1) and
in particular e ∈ E(B). For the same reason, if a, c ∈ V (B3) then e ∈ E(B) as well. So, consider a ∈ V (B1) \ V (B3) and
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c ∈ V (B3) \ V (B1) and assume for a contradiction that e = ac ∈ E(B). In particular, since K1 = V (B1) ∩ V (B3), it follows
that neither a nor c may occur in K1. By the construction of a torso, this implies that there exists an a-c path in G1 ⊕G3 which
does not intersect K1. Since Z1 is the boundary of G1, the set Z1 must also be a separator between V (G1) \ Z1 and V (G3) \ Z3
in G1 ⊕G3, and in particular P must intersect Z1. Let z be the last vertex of Z1 in P , and in particular z ∈ Z1 \K1. Since P is
a path which ends in c and Z1 is a separator, the vertex z2 immediately following after z1 on P must lie in V (G3) \ Z3. Once
again, by our assumptions about P we have z2 6∈ K1 and in particular z2 6∈ L1. But then, by the construction of L1, z2 6∈ S1
and hence z2 6= c. So, let D be the connected component of z2 of (G1 ⊕ G3) − S1 and observe that D contains z1 and hence
intersects Z1. Since P ends in c, which is a vertex in S1 \ S∗1 , there must exist a vertex d′ which is the first vertex on P in S1 \ S∗1
after z2. But then d′ is adjacent to D, and by the constructiion of L1 it follows that d′ must necessarily be in L1 ⊆ K1. This
contradicts our assumption about P not intersecting K1, and we conclude that B cannot contain any edge with one endpoint in
each of V (B1) \ V (B3), V (B3) \ V (B1).
Since we have shown that T and B have the same vertex set, any edge in B occurs in T , and also that any edge in T occurs in
B, the claim holds.
To complete the proof of Lemma 2, consider for a contradiction that tw(TorsoG2⊕G3(S2)) > k and let ` = t · (k+ 1) ≥ |Ki|
for i ∈ [3]. Then TorsoG2⊕G3(S2) contains a forbidden minor, say Q, for treewidth k, and such a forbidden minor has size
at most h∗(k). By Claim 5, TorsoG2⊕G3(S2) = (B2,K2)⊕ (B3,K3). Furthermore, by Claim 3, (B2,K2) contains the same
h∗(k, `)-folios as (B1,K1). But then it follows from Claim 4 that Q is also a minor in TorsoG1⊕G3(S1), contradicting our
assumption that tw(TorsoG1⊕G3(S1)) ≤ k.
Hence, we conclude that S2 has width at most k, thus completing the proof of the lemma.
Before we move ahead to the next section, we state the following lemma, the proof of which is identical to the ‘cut’ and ‘paste’
argument in the previous lemma and hence we do not repeat it.
Lemma 3. Let k, t ∈ N and let (G,Z) be a t-boundaried incidence graph. Let (G′, Z ′) be a t-boundaried incidence graph. Let S
be a strong backdoor of ψ(G⊕G′) into CSP(Γ) of width at most k and letX = S∩V (G). Let ω be a (t, h∗(k, t), k)-configuration
realised in (G,Z) by S∗ where ω is defined as in the proof of the previous lemma. Then, for any set X ′ ⊆ V (G) that realises ω,
the set (S \X) ∪X ′ is a strong backdoor of ψ(G⊕G′) into CSP(Γ) of width at most k.
5 Computing a Bound on the Size of a Minimal Representative of ∼t,k
In this section, we define a function α such that for every t, k ∈ N, every equivalence class of∼t,k contains a boundaried incidence
graph whose size is bounded by α(t, k). In order to do so, we use the fact the relation ≡t,h∗(k,t),k refines ∼t,k. The following is a
brief sketch of the proof strategy.
• In the first step (Lemma 5), we show that for any t-boundaried incidence graph (G,Z) whose treewidth is bounded
as a function of t and k and size exceeds a certain bound also depending only on t and k, there is a strictly smaller
t-boundaried graph (G′, Z ′) such that (G,Z) ≡t,h∗(k,t),k (G′, Z ′). This in turn implies that for any t-boundaried incidence
graph (G,Z) whose treewidth is bounded by a function of t and k there is a t-boundaried graph (G′, Z ′) such that
(G,Z) ≡t,h∗(k,t),k (G′, Z ′) and the size of G′ is bounded by a function of t and k.
• In the second step (Lemma 6), we show that for any t-boundaried incidence graph (G,Z), there is a t-boundaried incidence
graph (G′, Z ′) such that G′ has treewidth bounded by a function of k and t and (G,Z) ∼t,k (G′, Z ′).
For the following lemma, let b be the function bounding the primal treewidth based on the arity and incidence treewidth
specified in Proposition 1, i.e., t(t, ρ) = ρ(t+ 1)− 1.
Lemma 4. Let ρ ∈ N and G be an incidence graph where every constraint has arity at most ρ. Then, for every X ⊆ V(G),
tw(TorsoG(X)) ≤ t(tw(G), ρ).
Proof. By Proposition 1, t(tw(G), ρ) is an upper bound on the treewidth of the primal graph (call itH) of ψ(G). However, observe
that for any X ⊆ V(G), the graph TorsoG(X) is a minor of H and hence tw(TorsoG(X)) ≤ t(tw(G), ρ). This completes the
proof of the lemma.
Lemma 5. There is a function ξ : N3 → N such that for all t, k, ` ∈ N, for every t-boundaried incidence graph (G,Z)
with treewidth at most ` and size at least ξ(k, t, `), there is a strictly smaller t-boundaried incidence graph (G′, Z ′) such that
(G,Z) ≡t,h∗(k,t),k (H,J).
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Proof. Let H denote the primal graph of ψ(G). Since we are only interested in arguing the existence of a boundaried incidence
graph (G′, Z ′) such that (G,Z) ≡t,h∗(k,t),k (G′, Z ′), we may assume that the constraints in ψ(G) have arity at most ρ = ρ(Γ, k)
(see Reduction Rule 1). Applying Proposition 1, we conclude that tw(H) ≤ t(`, ρ).
Let (T,X ) be a nice tree-decomposition of H of width tw(H) and let (T ′,X ′) denote the tree-decomposition resulting from
(T,X ) by adding Z to every bag. Observe that the width of the decomposition (T ′,X ′ = {Xv|v ∈ V (T ′)}), denoted by `′, is
tw(H) + t ≤ t(`, ρ). Since (T,X ) is rooted by definition, so is (T ′,X ′). For technical reasons, we also create a bag containing
only the vertices of Z, add it to the tree-decomposition (T ′,X ′) by making it adjacent to the root and make this new bag the new
root.
Now, for every v ∈ T ′, we define the incidence graph GXv as the subgraph of G induced on the variables in Xv and the bags
below it in T ′, and the constraints whose scope is completely contained in the union of Xv and the bags below it. We now define
the notion of a pair of equivalent bags in T ′. For u, v ∈ V (T ′), we say that Xu and Xv are equivalent if they have the same
size and the boundaried incidence graphs GXu and GXv with boundaries Xu and Xv (annotated by some λu : Xu → [|Xu|] and
λv : Xv → [|Xv|]) are equivalent with respect to (|Xu|, h∗(k, |Xu|), k)-configurations. We argue that if V(G) is large enough,
then (T ′,X ′) contains a pair of equivalent bags. We first prove the following claim.
Claim 6. There is a constant c(k, t, `) such that if |V(G)| > c(k, t, `), then (T ′,X ′) contains two equivalent bags Xu and Xv,
such that u is an ancestor of v.
Proof. Note that T has at least c(k, t, `) vertices corresponding to introduce nodes. Further, since T is a binary tree, and a binary
tree on 2n − 1 vertices has at least one root-to-leaf path of length at least n, we have that T admits a root-to-leaf path, say P , of
length at least blog c(k, t, `)c. Now, since the number of subsets of the set of all (d, h∗(k, d), k)-configurations of d-boundaried
graphs is bounded by 2Υ(d,h
∗(k,d),k), we conclude that if blog c(k, t, `)c > 2Υ(d,h∗(k,d),k), then there is indeed a pair of equivalent
bags (in T and hence in T ′) with one being an ancestor of the other. Therefore, setting c = 22
Υ(d,h∗(k,d),k)+1 concludes the proof
of the claim.
Now, let u, v ∈ V (T ′) be such that Xu and Xv are equivalent bags and u is an ancestor of v in T ′. We now argue that
(G,Z) ≡t,h∗(k,t),k (G′, Z ′) where (G′, Z ′) is defined as the boundaried graph obtained from (G,Z) by replacing the graph GXu
with GXv . Once we argue this, the lemma follows by choosing ξ(k, t, `) to be the same as c(k, t, `).
Claim 7. Let (G′, Z ′) be defined as the boundaried graph obtained from (G,Z) by replacing the boundaried graph (GXu , Xu)
with (GXv , Xv). Then, (G,Z) ≡t,h∗(k,t),k (G′, Z ′).
Proof. Assume for a contradiction that there exists a (t, h∗(k, t), k)-configuration α such that, w.l.o.g., α ∈ S(G,Z) \S(G′, Z ′),
and let α be realized in (G,Z) by S∗. Let S∗u = S
∗ ∩ V (GXu), and let αuv be the (t, h∗(k, t), k)-configuration realized by S∗u
in GXu . Since S(GXu , Xu) = S(GXv , Xv), we have that αuv ∈ S(GXv , Xv) and in particular there exists a variable-subset
S∗v ⊆ V(GXv ) which realizes αuv in GXv . It remains to argue that the set S∗2 = (S∗ \S∗u)∪S∗v in fact realizes the (t, h∗(k, t), k)-
configuration α in (G′, Z ′), which follows by an analogous chain of arguments as the proof of Lemma 2. This then yields a
contradiction with the assumption that α 6∈ S(G′, Z ′).
This completes the proof of the lemma.
Lemma 6. There is a function ι : N2 → N such that for every k, t ∈ N and t-boundaried incidence graph (G,Z) there is a
t-boundaried incidence graph (G′, Z ′) of treewidth at most ι(k, t) such that (G,Z) ∼t,k (G′, Z ′).
Proof. For every (t, h∗(k, t), k)-configuration ω ∈ S((G,Z), h∗(k, t), k), we denote by S∗ω an arbitrary subset of V (G) realizing
ω. We now define a set Y ⊆ V (G) as Y = Z ∪⋃ω∈S((G,Z),h∗(k,|Z|),k) S∗ω. Before we proceed we need the following claim
about the structure of Y .
Claim 8. tw(TorsoG(Y )) ≤ Υ(t, h∗(k, t), k) · (k + 1) + t.
Proof. Let ω1, . . . , ωr be the realizable configurations in S((G,Z), h∗(k, |Z|), k). We define S∗i as
⋃
q∈[i] S
∗
ωi . We will show
that for every i ∈ [r], tw(TorsoG(S∗i )) ≤ i · (k + 1) + t and there is a tree-decomposition Ti of TorsoG(S∗i ) of width at
most i · (k + 1) + t such that the neighborhood of every connected component of G − S∗i is contained in some bag of this
tree-decomposition.
The proof is by induction on i. Consider the case when i = 1. Since S∗ω1 realizes ω1, we have that tw(TorsoG(S
∗
1 )) ≤ k. We
then add the vertices of Z to all bags of an arbitrary tree-decomposition of TorsoG(S∗1 )) of this width to get a tree-decomposition
of width at most k + t, which we call T1. Observe that since the neighborhood of every connected component of G− S∗1 is now a
clique in TorsoG(S∗1 )), it follows that the neighborhood of any connected component of G− S∗1 is contained in some bag of T1.
We now consider the case when i > 1.
14
By the induction hypothesis, we have that tw(TorsoG(S∗i−1)) ≤ (i−1) · (k+1)+ t. Furthermore, there is a tree-decompsition
Ti−1 with this width such that if C1, . . . , Cs are the connected components of G − S∗i−1 then the neighborhood of each Cj is
contained in some bag of the tree-decomposition Ti−1.
For each j ∈ [s], let Dj = S∗ωi ∩ Cj . We know that there is a tree-decomposition T ′j of TorsoG[Cj ](Dj) of width at most k.
Further, we have that every component of G[Cj ]−Dj has at most k+ 1 neighbors in Dj and at most (i−1) · (k+ 1) + t neighbors
in S∗i−1. We now redefine T ′j as follows. We add the vertices in N(Cj) to every bag of T ′j . We then take the tree decomposition
Ti−1 and for each j ∈ [s], we make an arbitrary bag of T ′j adjacent to an arbitrary bag of T which contains N(Cj). Observe that
what results is indeed a tree-decomposition of TorsoG(S∗i ) and we call this tree-decomposition Ti. It follows from definition that
the width of Ti exceeds the width of Ti−1 by at most k + 1. Hence, the width of Ti is at most i · (k + 1) + t. Furthermore, observe
that for every j, the neighborhood of every connected component of G[Cj ]−Dj within Cj is contained in some bag of T ′j . By the
construction of Ti, we can conclude that any connected component of G− S∗i is in fact a connected component of G[Cj ]−Dj for
some j, and furthermore the neighborhood of such a component is contained in some bag of Ti. This completes the proof of the
claim.
Having proved the claim, we now return to the proof of the lemma. Since tw(TorsoG(Y )) ≤ Υ(t, h∗(k, t), k) · k + t, we
conclude that every connected component of G \ Y has at most β neighbors in Y , where β = Υ(t, h∗(k, t), k) · k+ t+ 1. We will
use this fact to replace large components outside of Y with small ones while preserving equivalence (informally speaking, these
are constructed by keeping sufficiently many constraints to preserve interactions with Y , making redundant copies of variables and
constraints to prevent a backdoor from using the component, and adding complete connections between the new variables).
So, let C1, . . . , Cs be the connected components of G− Y . For each i ∈ [s], we define a function σi that maps each constraint
c ∈ Ci to a 2|N(Ci)| × D|N(Ci)| matrix Mc,i with elements from 1, . . . , κ, where κ = |RρD|, the number of possible relations
of arity at most ρ over the domain D. The rows of the matrix correspond to subsets of N(Ci) and the columns correspond to
assignments to the variables in N(Ci). For a set P ⊆ N(Ci) and assignment τ : N(Ci)→ D, the corresponding cell of Mc,i has
the value q ∈ [|Γ|] if reducing the constraint c = (S,R) with the assignment τ |P results in a constraint c′ = (S′, R′) where R′ is
the qth relation inRρD. We may assume that the relations inRρD are arbitrarily ordered. Note that we do not claim that the relation
R′ is in our language γ.
Observe that the range of the function σi for any i ∈ [s] is bounded by η = κD2β where κ (in our context) is bounded by
2D
ρ(Γ,k)
. Now, for each i ∈ [s], we pick a set Ci of at most η constraints as follows. If the number of constraints in Ci is at most η,
then we add all constraints in Ci to Ci. Otherwise, for every image of the function σi, we pick an arbitrary pre-image and add
this constraint to Ci. Observe that for every i ∈ [s], |Ci| ≤ η. We now define the set Vi as the set of all variables disjoint from
N(Ci) which occur in the scope of a constraint in Ci. For every variable v ∈ Vi, we make k + 2 copies denoted {v1, . . . , vk+2},
and for every constraint c whose scope includes v we make k + 2 copies of this constraint c1, . . . , ck+2 with vi belonging to the
scope of ci. In order to keep the presentation simple, we continue to use Ci to refer to the larger set of constraints introduced by
this operation. We now add a set Cˆvi of
(
k+2
2
)
new constraints, each of which is a redundant tautological binary constraint with a
distinct pair of copies of v as its scope. We define the set Cˆi as
⋃
v∈Vi Cˆvi . We use Vˆi to denote the set containing all k + 2 copies
of all vertices in Vi.
We then introduce a set C′i of
(|(Vˆi∪N(Ci))|
2
)
new constraints, each of which is a redundant tautological binary constraint with a
distinct pair of variables in Vˆi∪N(Ci) as its scope. We now define G′ = G[Y
⋃
i∈[s](Ci∪ Cˆi∪C′i ∪ Vˆi∪N(Ci))] and Z ′ = Z and
claim that (G′, Z ′) ∼t,k (G,Z). Note that since Z ⊆ Y by definition, Z ′ ⊆ V (G′) and hence (G′, Z ′) is indeed a t-boundaried
graph. In order to complete the proof of the lemma, we need the following claims.
Claim 9. A set S ⊆ Y is a strong backdoor set of G into CSP(Γ) if and only if it is also a strong backdoor set of G′ into CSP(Γ).
Proof. For the forward direction, since all the non-redundant constraints in G′ are already present in G, it follows that if S is a
strong backdoor set of G into CSP(Γ) then S is also a strong backdoor set of G′ into CSP(Γ). For the converse, suppose that S is
a strong backdoor set of G′ into CSP(Γ) and is not a strong backdoor set of G into CSP(Γ). Let c ∈ C(G) be a constraint and
τ : S → D be such that the relation of c|τ is not in Γ. Let Ci be the connected component of G − Y that c belongs to. Since
c /∈ V (G′), it must be the case that there is a constraint c′ ∈ V (G′) such that σi(c) = σi(c′). However, this implies that the
relation corresponding to c′|τ is not in Γ, a contradiction. This completes the proof of the claim.
Claim 10. For any S ⊆ Y and any u, v ∈ S ∪ Z, there is a u-v path in G with the internal vertices disjoint from S if and only if
there is such a path in G′.
Proof. For the forward direction, let P be a u-v path in G with the internal vertices disjoint from S. If P is also present in G′ then
we are done. Otherwise, consider a pair of vertices x, y on P such that x, y ∈ Y and no vertex of the path P between x and y
is present in V (G′). Then, it must be the case that x, y ∈ N(Ci) for some i ∈ [s]. However, by the definition of G′, there is a
redundant binary constraint whose scope is precisely the pair x, y. Hence, we can replace the segment of P between x and y with
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the 2-length path through this constraint vertex. We repeat this for every such segment, concluding that there is a u-v path in G′
which is internally disjoint from S. For the converse direction, we can use a similar argument where we replace segments of the
path which use vertices of V (G′) \ V (G) with paths that pass through the connected components C1, . . . , Cs to get a u-v walk
with the internal vertices disjoint from S which also implies the presence of a path of the required kind. This completes the proof
of the claim.
We now proceed to complete the proof of the lemma using the above claims. Suppose that (G⊕G1) has a strong backdoor S
of width at most k into CSP(Γ). Due to Lemma 3 and the fact that Y contains S∗ω for every ω ∈ S((G,Z), h∗(k, |Z|), k), we
may assume that S ∩ V (G), denoted S∗, is a subset of Y and hence S∗ ⊆ V(G′). This implies that S ⊆ V(G′ ⊕G1). We now
argue that S is also a a strong backdoor of (G′ ⊕G1) of width at most k into CSP(Γ).
Claim 9 implies that S is indeed a strong backdoor of (G′ ⊕ G1). We now argue that TorsoG⊕G1(S) is isomorphic to
TorsoG′⊕G1(S). We do this by showing that for every pair of vertices u, v ∈ S, (u, v) ∈ E(TorsoG⊕G1(S)) if and only if
(u, v) ∈ E(TorsoG′⊕G1(S)). Equivalently, we argue that for every pair of vertices u, v ∈ S, there is a u-v path inG⊕G1 disjoint
from S if and only if there is such a path in G′ ⊕G1. But this is a straightforward consequence of Claim 10. This completes the
argument in the forward direction. For the converse direction, suppose that (G′ ⊕G1) has a strong backdoor S′ of width at most k
into CSP(Γ). It follows from the definition of G′ that S ∩ V(G′) ⊆ Y .
We now argue that S is a a strong backdoor of (G⊕G1) of width at most k into CSP(Γ). Once again, Claim 9 implies that S
is indeed a strong backdoor and Claim 10 implies that for every pair of vertices u, v ∈ S, (u, v) ∈ E(TorsoG⊕G1(S)) if and only
if (u, v) ∈ E(TorsoG′⊕G1(S)), implying that TorsoG⊕G1(S) is isomorphic to TorsoG′⊕G1(S). Clearly, choosing ι(k, t) to be
the maximum of Υ(t, h∗(k, t), k) · (k+ 1) + t and maxi∈[s]{|Ci ∪ Cˆi ∪ C′i ∪ Vˆi ∪N(Ci)|} (which is easily seen to be bounded by
a function of k and t) ensures that the treewidth of G′ is bounded by ι(k, t), concluding the proof of the lemma.
Combining Lemma 5 and Lemma 6, we get the desired lemma (stated below).
Lemma 7. There is a function α : N2 → N such that for every k, t ∈ N and t-boundaried incidence graph (G,Z) there is a
t-boundaried incidence graph (G′, Z ′) of size at most α(k, t) such that (G,Z) ∼t,k (G′, Z ′).
As a consequence of Lemma 7, we also get.
Lemma 8. Let k, t ∈ N. There exists a set Fs(t, h∗(k, t), k) of at most 2(
α(k,t)
2 ) · (α(k,t)t ) · t! · α(k, t)2Dρ(Γ,k) · α(k, t)ρ(Γ,k)!
t-boundaried CSP instances that contains a t-boundaried CSP instance from every equivalence class of ∼t,k. Furthermore, given
k and t, the set Fs(t, h∗(k, t), k) can be computed in time O(|Fs(t, h∗(k, t), k)|).
Proof. The first term is a bound on the number of graphs on at most α(k, t) vertices, the second term bounds the number of
possible choices of the boundary variables with the third term corresponding to the possible labelings of the t boundary variables.
The next term correspond to all ways of assigning relations of Γ (which must have arity at most ρ(Γ, k)) to the constraint vertices
and the final term corresponds to choosing the order of the variables in the scope of each constraint. It is straightforward to see
that this captures all possible CSP instances of size at most α(k, t) that appear in any equivalence class of ∼t,k and since any
equivalence class has an instance not exceeding this size bound, the lemma follows.
6 The FPT Algorithm for WIDTH STRONG-CSP(Γ) BACKDOOR DETECTION
An often-used approach in the design of FPT algorithms for graph problems is that of finding a sufficiently small separator in
the graph and then reducing one of the sides. In the technique of ‘recursive understanding’ introduced by Grohe et al. [34],
this is achieved by performing this step recursively until we arrive at a separator where the side we want to reduce has certain
connectivity-based structure using which we can find a way reduce it without recursing further. This approach has been combined
with various problem specific reduction rules at the bottom to obtain parameterized algorithms for several well-studied problems.
These include the k-WAY CUT problem, solved by Kawarabayashi and Thorup [38], STEINER CUT and UNIQUE LABEL COVER –
both solved by Chitnis et al. [13]. In this section, we will employ this technique to design our algorithm for WIDTH STRONG-
CSP(Γ) BACKDOOR DETECTION. We begin by defining a notion of nice instances which basically capture the kind of instances
we will be dealing with at the bottom of our recursion.
6.1 Solving Nice Instances
Lemma 9. There is a function Z : N2 → N and an algorithm that, given a CSP instance I with incidence graph G and positive
integers β, k ∈ N, runs in timeO(Z(β, k)|G|2) and either computes a strong backdoor into CSP(Γ) of width at most k or correctly
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concludes that I has no backdoor set X of width at most k that satisfies the following properties: (1) G −X has exactly one
connected component C of size at least β + 1. (2) |V (G) \N [C]| ≤ β
Proof. The algorithm begins by enumerating all minimal strong backdoor sets into CSP(Γ) of size at most β. Since the arity of
every constraint in I can be assumed to be bounded by ρ = ρ(Γ, k), there exists a set Y = {Y1, . . . , Yr} containing all minimal
strong backdoor sets CSP(Γ) of size at most β, where r ≤ ρβ , and furthermore Y can be computed in time at mostO(ρβ · |V (G)|2).
For each such backdoor set, we test whether it has width at most k (by computing the torso and then computing its treewidth) and
whether it creates a component C satisfying the required properties; if this is the case for at least one of these strong backdoor sets,
then we are done. So, suppose that this is not the case and furthermore suppose that I has a backdoor set X of width at most k
that satisfies the stated properties. In particular, observe that since |V (G) \N [C]| ≤ β, such X must have cardinality at most β,
and hence there exists at least one element of Y which is a subset of X . Note that X need not be a minimal strong backdoor; it
could contain additional elements which separate the instance so as to ensure that X has the required width. Let us branch over Y ,
knowing that there exists some Yi such that Yi ⊆ X; assume without loss of generality that Yi = Y1. Since C ∩X = ∅, it follows
that Y1 ∩ C = ∅.
If Y1 ⊇ N(C), then we can detect X as follows. We test whether there exists a single component C in G − Y1 if size at
least β + 1 and whether |V (G) \N [C]| ≤ β. We then branch over the at most 2β subsets Q of V (G) \N [C] and test whether
X = Q ∪ Y1 satisfies the lemma.
Hence, we may assume that there is a vertex of N(C) which is not already in Y1. We now argue that if a variable in N(C) is
not in the scope of a constraint outside C, then we may assume that this variable is already in Y1. This is because removing this
variable from the strong backdoor set X will not increase the width of X . Hence, its sole purpose in X is to reduce a constraint in
C to CSP(Γ), which allows us to assume that it is in Y1 since Y1 is a minimal strong backdoor set into CSP(Γ). At this point, we
will design a branching algorithm that attempts to find variables in N(C) \ Y1. Note that, as argued above, we may assume that
every variable in N(C) \ Y1 is in the scope of a constraint outside C.
Now, observe that since Y1 does not have width at most k it must be the case that |Y1| > k + 1. Also observe that since X has
width at most k, it must hold that |N(C)| ≤ k + 1 (otherwise the torso would contain a clique of size k + 2). That is, there is a
variable y ∈ Y1 such that y /∈ N(C). However, this implies that there is a connected subgraph in G that contains y, has size at
most β, and has a neighborhood at size most k + 1 such that the neighborhood intersects N(C) \ Y1. Hence, we simply branch
over the neighborhoods of all such connected subgraphs containing a vertex of Y in order to locate the vertices in N(C) \ Y1. By
[26] there exist at most |Y1| ·
(
β+k+1
β
)
such subgraphs and each of them has a neighborhood of size at most k + 1. Hence, we
only need to branch over a set of at most |Y1| ·
(
β+k+1
β
) · (k + 1) variables. Finally, once we have a subset of X that contains
N(C), the argument for the case when N(C) ⊆ Y1 can be applied to verify the existence of X . If every branch of this algorithm
concludes that there is no strong backdoor of width at most k then we can correctly conclude that there is no width-k backdoor that
satisfies the specified properties. Setting Z(β, k) = (ρβ(β + k + 1)β(k + 1))k+1 completes the proof of the lemma.
We now give the definition of ‘nice’ instances. Generally speaking, these are instances which fall into either the bounded
‘classical’ treewidth case or bounded backdoor size case. The formal definition is provided below.
Definition 12. Let k, β ∈ N and I be a CSP instance with incidence graph G. We say that I is (β, k)-nice if
• tw(G) ≤ β + k and/or
• if I has some strong backdoor set of width at most k, then it also has a strong backdoor set X of width at most k which
satisfies the following properties:
– G−X has exactly one connected component C of size at least β + 1, and
– |V (G) \N [C]| ≤ β.
We now formally show that given a (β, k)-nice incidence graph, one can detect strong backdoor sets of small width in FPT time
parameterized by β + k. This will later be used to compute small representatives of large boundaried CSP instances (specifically,
in Lemma 13).
Lemma 10. There is a function Xˆ : N→ N and an algorithm that, given β, k ∈ N, a (β, k)-nice CSP instance I with the incidence
graph G, runs in time O(Xˆ(β + k)|G|2) and either computes a strong backdoor set into CSP(Γ) of width at most k or correctly
detects that such a set does not exist.
Proof. If tw(G) ≤ β + k, then we can solve the problem directly by applying Courcelle’s theorem [16], as follows. First, recall
that the arity of any constraint which appears in the CSP instance ψ(G) is upper-bounded by k plus the maximum arity of relations
in Γ. Hence we can assume that the number of relations which appear in the constraints of ψ(G) is bounded by a function of
k, and we can think of G as having vertex labels which specify which relation is used in each constraint vertex and edge labels
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which specify the order in which variables appear in the incident constraint. Second, for a j-ary relation R which appears in a
constraint C in ψ(G), we say that a subset α of {1, . . . , j} is a valid choice if the variables occurring in positions α in C form a
strong backdoor for {C} into CSP(Γ). Note that the set of valid choices for all of the relations which occur in a constraint in ψ(G)
can be precomputed in advance. Then the problem can be formulated in Monadic Second Order logic with a sentence stating the
following: there exists a set T of variables such that (1) for each constraint C with label R it holds that the edges between T and
C correspond to a valid choice for R, and (2) the torso of T does not contain any of the forbidden minors for treewidth at most k.
Indeed, condition (1) ensures that T forms a backdoor to CSP(Γ) and condition (2) ensures that T has width at most k.
Otherwise, we execute the algorithm of Lemma 9 that runs in time O(Zˆ(α)|G|2). The function X is obtained from the function
Z and the dependence of the algorithm on β + k in the case of bounded treewidth.
6.2 Computing a Minimal Representative
In this subsection, we show that if a t-boundaried instance has a certain guarantee on the (non-)existence of a small separator
separating two large parts of the instance from each other, then we can compute a t-boundaried instance of bounded size which is
equivalent to it under the relation ∼t,k.
Definition 13. Let G be an incidence graph and (A,S,B) be a partition of V (G) where S ⊆ V(G) and N(A), N(B) ⊆ S. We
call (A,S,B) a (q, k)-separation if S has size at most k, and A and B have size at least q.
Lemma 11. Let G be the incidence graph of a CSP instance I. If G has no (q, k + 1)-separation then I is (q, k)-nice.
Proof. We will prove the lemma by showing that either I is (q, k)-nice or G contains a (q, k + 1)-separation. Let X be a
hypothetical strong backdoor set of width at most k for the CSP instance I. Let C be the largest component of G − X , let
S = N(C) and D = V (G) \ (C ∪ S). Since X has width at most k, it follows that every connected component of G−X has at
most k + 1 neighbors in X and in particular, |S| ≤ k + 1.
Observe that if C has size at most q, then we are done since G has treewidth at most q + k. Indeed, we can obtain a
tree-decomposition for G of this width by starting with a tree-decomposition of width at most k for TorsoG(X) and then creating
a new bag for each connected component of G−X which contains the vertices of this component along with its neighborhood in
X .
Otherwise, observe that if D has size at most q, then I is (q, k)-nice and the lemma holds. So, suppose for a contradiction that
D has size greater than q. This implies that (C,N(C), D) is a (q, k + 1)-separation in G, and hence the lemma holds.
Lemma 12. Let t ∈ N and I1 be a t-boundaried CSP instance with t-boundaried incidence graph (G,Z). Let k, q ∈ N be
such that G does not admit a (8q, k + 1)-separation, and let (H,J) be the t-boundaried incidence graph of a t-boundaried CSP
instance I2 such that the size of V (H) is at most some r ∈ N. Then the incidence graph G⊕H corresponding to the instance
I1 ⊕ I2 has no (8q + r, k + 1)-separation.
Proof. Suppose to the contrary that the graphG′ = G⊕H admits a (8q+r, k+1)-separation (A,S,B). LetA′ = A\(V (H)\J),
B′ = B \ (V (H) \ J) and S′ = S \ (V (H) \ J). We claim that (A′, S′, B′) is a (8q, k + 1)-separation in G.
Observe that it follows from the definition of A′, B′, S′ that V (G) = A′ unionmulti S′ unionmultiB′. Furthermore, since V (H) ≤ r, it follows
that |A′|, |B′| ≥ 8q and since S′ ⊆ S, it follows that |S′| ≤ k + 1. Since (A,S,B) is a separation in G′, it follows that there is no
edge in G′ with one endpoint in A and one in B. Since A′ ⊆ A and B′ ⊆ B, we conclude that there is no edge in G with one
endpoint in A′ and one in B′. This implies that (A′, S′, B′) is indeed a (8q, k + 1)-separation in G, a contradiction to the premise
of the lemma.
For the following lemma, recall the definition of the set Fs(t, h∗(k, t), k) (Lemma 8).
Lemma 13. Let t ∈ N and I1 be a t-boundaried CSP instance with incidence graph G and boundary Z. Further, let k, q ∈ N
be such that t ≤ 2(k + 1), |V (G)| > q, and G does not admit a (8q, k + 1)-separation. Let (H,J) be the t-boundaried
incidence graph of a t-boundaried CSP instance I2 in Fs(t, h∗(k, t), k). Then the instance I1⊕ I2 is (8q +α(k, 2(k+ 1)), k)-nice.
Furthermore, if q = α(k, 2(k + 1)) then one can compute in time O(M(k)|G|2) a t-boundaried CSP instance I∗1 of size at most q
such that I1 ∼t,k I∗1, for some function M.
Proof. It follows from Lemma 12 in conjunction with Lemma 7 that the graph G⊕H corresponding to the instance I1⊕ I2 has no
(8q + α(k, 2(k + 1)), k + 1)-separation. By Lemma 11 this implies that I1 ⊕ I2 is (8q + α(k, 2(k + 1)), k)-nice. This completes
the argument for the first statement.
We now argue the second statement. For each instance I ∈ F(t, h∗(k, t), k), we construct the instance I1 ⊕ I and execute the
algorithm of Lemma 10 to check for the existence of a strong backdoor set of width at most k. Following this, for each pair of
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instances Ia, Ib ∈ F(t, h∗(k, t), k) we do the same on the instance Ia ⊕ Ib. We define I∗ to be that instance in F(t, h∗(k, t), k)
with the property that I1 ⊕ I has a strong backdoor into CSP(Γ) of width at most k if and only if I∗ ⊕ I has a strong backdoor
into CSP(Γ) of width at most k for every I ∈ F(t, h∗(k, t), k). We use the bounds stated in Lemma 10 and the fact that each
I ∈ F(t, h∗(k, t), k) has size bounded by α(k, 2(k + 1) to appropriately define the function M. This completes the proof of the
lemma.
6.3 Solving the Problem via Recursive Understanding
In this subsection, we complete our algorithm for WIDTH STRONG-CSP(Γ) BACKDOOR DETECTION by describing the recursive
phase of our algorithm and the way we utilize the subroutines described earlier to solve the problem. We note that variants of
Lemma 14, Lemma 15 and Lemma 16 are well-known in literature (see for example [13]). However the parameters involved in
these lemmas are specific to the application. Furthermore, our proofs are simpler and avoid the color coding technique employed
in [13].
Lemma 14. There is an algorithm that, given an incidence graph G and q, k ∈ N, runs in time O((2q)k · |G|2) and either
computes a (q, k)-separation or concludes correctly that there is no (q, k)-separation (A,S,B) where A and B are connected.
Proof. We describe a branching algorithm which we analyze using k as the measure. We go over all pairs of constraint vertices
u, v in G and for each pair we test if there is a (q, k)-separation (A,S,B) where u ∈ A and v ∈ B. This is done as follows.
We pick an arbitrary connected q-vertex subgraph Hu of G containing u and an arbitrary connected q-vertex subgraph Hv of
G containing v. We now perform a 2q-way branching where in each branch, we pick a unique variable vertex x in Hu ∪Hv and
recursively try to compute a (q, k − 1)-separation (A,S′, B) in G− x where u ∈ A and v ∈ B. If we do not find the required
(q, k − 1)-separation in any of these branches, then it must be the case that either there is no (q, k)-separation of the kind we are
looking for at all or S is disjoint from Hu ∪Hv . Observe that in the latter case it follows that Hu ∩Hv = ∅ and furthermore that
V (Hu) ⊆ A and V (Hv) ⊆ B. In this case, we simply need to test whether there is any set of size at most k which is disjoint from
Hu ∪Hv and separates V (Hu) and V (Hv). This can be achieved by a simple max-flow computation, thus completing the proof
of the lemma.
Lemma 15. There is an algorithm that, given an incidence graph G and q, k ∈ N, runs in time O((q + k)k|G|2) and either
computes a (q, k)-separation in G or correctly concludes that G has no (8q, k)-separation.
Proof. The algorithm has 2 phases. The first phase executes the algorithm of Lemma 14. If the algorithm does not succeed in
computing a (q, k)-separation in the first phase, the second phase is executed as follows. For every vertex v ∈ V(G), we compute
the family Hv which denotes the set of connected subgraphs of G of size at most q which contain v and have a neighborhood
of size at most k. The size of each such family is at most
(
q+k
k
)
and can be computed in time O((q+kk )|G|) [26]. We defineH = ⋃v∈V (G)Hv .
Having computed the families, we group the connected subgraphs by their neighborhood. That is, H1 and H2 inH are in the
same class iff N(H1) = N(H2). We then check if there is a variable set X such that the set W (X) = { v | v ∈ V (H), H ∈ H :
N(H) = X } has size at least 3q. Suppose such a set X exists. Since every H ∈ H has size at most q, we can construct a (q, k)
separation from these components. If such a set X does not exist, then we return that G does not have a (8q, k)-separation. We
now prove that this algorithm is indeed correct. For this, we prove that if G has a (8q, k)-separation then there is a variable set X
such that the set W (X) = { v | v ∈ V (H), H ∈ H : N(H) = X } has size at least 3q.
Suppose that (A,S,B) is a (8q, k)-separation in G. We now group the connected components of G[A] according to their
neighborhood in S. Since |A| > 8q , there is a set S′ ⊆ S such that the connected components of G[A] with S′ as the neighborhood
contain at least log(8q) = 3q vertices of A. This completes the proof of the lemma.
Observation 1. Let (G,Z) be a t-boundaried graph with |V (G)| > q and t ≤ 2(k+1) and let (A,S,B) be a (q, k+1)-separation
in G. Then, one of the pairs (G[A ∪ S], S ∪ (Z ∩A)) or (G[B ∪ S], S ∪ (Z ∩B)) is a t′-boundaried graph with t′ ≤ 2(k + 1).
Lemma 16. There is an algorithm that, given a t-boundaried graph (G,Z) with |V (G)| > q and t ≤ 2(k + 1), in time
O((q + k)k|G|3) returns a t′-boundaried graph (G′, Z ′) where G′ is a subgraph of G, (a) |V (G′)| > q, (b) t′ ≤ 2k + 1, and (c)
G′ has no (8q, k + 1)-separation.
Proof. We begin by executing the algorithm of Lemma 15. If this algorithm returns that G has no (8q, k + 1)-separation then
we terminate the algorithm and return the graph (G,Z) itself. Otherwise, let (X,S, Y ) be the (q, k + 1)-separation returned
by this algorithm. By Observation 1, we may assume w.l.o.g. that (G[X ∪ S], S ∪ (Z ∩X)) is a t′′-boundaried graph where
t′′ ≤ 2(k + 1). We now set G := G[X ∪ S], Z := S ∪ (Z ∩X) and recurse. The depth of recursion is clearly bounded by the
size of the input graph. Since each step takes time O((q + k)k|G|2), the lemma follows.
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Algorithm for the Decision version of Theorem 2. Let I be the given input CSP instance and let G be its incidence graph. We
begin by setting q = α(k, 2(k + 1)), choosing the boundary Z to be the empty set and then executing the algorithm of Lemma
16 to compute a t-boundaried graph (G′, Z ′) where G′ is a subgraph of G, |V (G′)| > q and t ≤ 2(k + 1) such that G′ has no
(8q, k + 1)-separation.
Next, we invoke Lemma 13 on the corresponding CSP instance, say I′, to compute in time O(M(k)|G|2) a t-boundaried CSP
instance I′′ such that I′ ∼t,k I′′. We then set I = I′′ ⊕ (ψ(G− (V (G′) \ Z ′))) and recursively check for the presence of a strong
backdoor set of width at most k for this instance. Since we strictly reduce the size of the instance in each step, the depth of the
recursion is bounded linearly in the size of the initial input, implying FPT running time.
Computing a strong backdoor set of width at most k given the decision algorithm. Recall that the algorithm of Lemma 1
requires as input a strong backdoor set of width at most k. We use the self-reducibility of this problem in order to compute a strong
backdoor set using the decision algorithm as a sub-routine. Let I be the given CSP instance and k be the given budget. We first
show that for any Y ⊆ V , we can check in FPT time whether I contains a strong backdoor set X of width at most k into CSP(Γ)
such that X ∩ Y = ∅.
Let I′ be the instance defined from I as follows. For every variable v ∈ Y , we make k + 2-copies of v, {v1, . . . , vk+2} and for
every constraint c whose scope includes v, we make k + 2 copies of this constraint c1, . . . , ck+2 with vi belonging to the scope of
ci. Finally, we add
(
k+2
2
)
tautological binary constraints, one on each pair of these copies of v. It is straightforward to verify that I
has a strong backdoor of width at most k disjoint from Y if and only if I′ has a strong backdoor of width at most k. Given this
subroutine, one can incrementally and in FPT time construct a set Y ∗ of variables such that V(I) \ Y ∗ is in fact a strong backdoor
set for I of width at most k. This concludes the proof of Theorem 2.
Proof of Theorem 1 and Corollary 1. The proof follows from Theorem 2 since one can compute a strong backdoor set of width
at most k (if it it exists) and then execute the algorithm of Lemma 1 to solve CSP and #CSP.
7 Concluding Remarks
We have introduced the notion of backdoor treewidth for CSP and #CSP by combining the two classical approaches of placing
structural restrictions and language restrictions, respectively, on the input. Thus the presented results represent a new “hybrid
approach for solving CSPand #CSP. Our main result, Theorem 1, is quite broad as it covers all tractable finite constraint languages
combined with the graph invariant treewidth. This can be seen as the base case of a general framework which combines a specific
graph invariant of the torso graph with a specific class of constraint languages. Therefore, we hope it will stimulate further research
in this direction.
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