Abstract. This note examines the subspaces of the space of Cauchy transforms of measures on the unit circle that are invariant under the backward shift operator f → z −1 (f − f (0)). We examine this question when the space of Cauchy transforms is endowed with both the norm and weak * topologies.
Introduction and preliminaries
In this note, we will examine the invariant subspaces of the backward shift operator (Bf )(z) = f (z) − f (0) z on the space of Cauchy transforms K consisting of analytic functions on the open unit disk D = {z ∈ C : |z| < 1} that take the form r dµ(ζ) (1.1) (Kµ)(z) := .
T 1 − ζz Here µ ∈ M , the space of finite Borel measures on the unit circle T = {z ∈ C : |z| = 1}.
By an "invariant subspace" of K we will mean a closed linear manifold M⊆K for which BM ⊆ M. In using the word "closed", there are two topologies on K to consider here. The first is the norm topology. For f ∈ K, let Mf := {ν ∈ M : f = Kν} be the set of "representing measures" for f . Define the norm of an element f ∈ K by 1f 1 := inf{1ν1 : ν ∈ Mf }, where 1ν1 denotes the total variation norm of the measure ν. The notation (K, 1·1) will denote the space K endowed with the above norm topology. It is well known that (K, 1 · 1) is isometrically isomorphic to the quotient space M/H 1 and is a non-separable Banach space. Here is the usual Hardy space of the disk [9] [4] , [5] , and [6] for a review of these basic facts about K. In this paper, we examine the B-invariant subspaces of (K, * ) and (K, 1·1).
To put our results in perspective, we mention some known results about the Binvariant subspaces for other spaces of analytic functions. For example, by Beurling's theorem [9, p. 114 
then, by basic properties of inner functions [11, pp. 68 and 69], ϑ has an analytic continuation to C � \ σ(ϑ) * , where σ(ϑ)
For the Bergman space L 2 (analytic functions f on D such that f ∈ L 2 (dx dy)) a theorem of Richter and Sundberg [14] says that every B-invariant subspace takes
2 ). Here we equate the dual of the "Cauchy" dual pairing a with the Dirichlet space via
Furthermore, (i) gMg ⊆ H p for all 0 < p < 1, (ii) for every f ∈ Mg , the meromorphic function f/ϑg (where ϑg is the inner factor of g) has a pseudocontinuation as in (1.2), (iii) every f ∈ Mg has an analytic continuation to C � \ σ(g) * . Moreover [2] , if g is "sufficiently smooth", then gMg ⊆ H 1 and f ∈ L 2 belongs to Mg if and
Bergman spaces, the function g can always be chosen to be "sufficiently smooth"; so in this case we have a complete characterization of the B-invariant subspaces. Our purpose here is to get similar-looking results for the space (K, * ) (which can be gleaned from results of Korenblum [13] ) and to examine the more difficult problem of characterizing the B-invariant subspaces of (K, 1 · 1).
µ( { THE BACKWARD SHIFT ON THE SPACE OF CAUCHY TRANSFORMS 747

The main results
For a B-invariant subspace M of (K, * ) let
be the pre-annihilator of M. M⊥ is a norm closed subspace of the disk algebra A.
A straightforward calculation shows that r r
Since A is a Banach algebra and polynomials are dense in A [11, p. 17] , M⊥ is an ideal of A. A theorem of Rudin [16] (see also [11, p. 85] ) says the following.
Theorem 2.2 (Rudin). Let I be a norm closed ideal of the disk algebra A. Then there is a closed set E ⊆ T of Lebesgue measure zero and an inner function ϑ with σ(ϑ) ∩ T ⊆ E such that
I = I(ϑ, E) := {f ∈ A : f/ϑ ∈ H ∞ ,f| E = 0}.
Furthermore, given a set E ⊆ T of Lebesgue measure zero and an inner ϑ with σ(ϑ) ∩ T ⊆ E, there is an outer function F ∈ A whose zero set is equal to E and such that g := ϑF generates I(ϑ, E) in the sense that the smallest norm closed ideal of A containing g is equal to I(ϑ, E).
To describe M, we need (via the Hahn-Banach theorem) to describe the set
or equivalently, the set {f ∈ K : (z n g, f) = 0 ∀ n ∈ N ∪{0}}. Korenblum [13] proved the following.
Theorem 2.3 (Korenblum). If Kµ ⊥ I(ϑ, E), then Kµ has an analytic continuation to the set
In the process of proving our main theorem (Theorem 2.5), we will give an alternate proof of Korenblum's theorem. Any measure µ ∈ M can be decomposed uniquely as
where φ ∈ L 1 (m) and µs ⊥ m. Our main theorem describes I(ϑ, E) ⊥ .
Theorem 2.5. For µ ∈ M, Kµ ⊥ I(ϑ, E) if and only if (1) the support of µs is contained in E;
(2) Kµ/ϑ has an analytic continuation across
with F (∞) = 0.
By the F. and M. Riesz theorem, every measure ν ∈ Mf (f ∈ K) has the same singular part. Thus in condition (1), there is only one singular part to consider.
In H 2 , the B-invariant subspace (ϑH 2 ) ⊥ is singly generated by the vector f = Bϑ. This next corollary is the analogue of this for (K, * ). Comments about the B-invariant subspaces of (K, 1· 1) appear at the end of this note.
Corollary 2.6. I(ϑ, E)
⊥ = V B n f : n ∈ N ∪ {0}},
The proofs
Proposition 3.1. Suppose ϑF is a generator for I(ϑ, E) and dµ = φdm + dµs as in (2.4). Then Kµ ⊥ z n ϑF for all n ∈ N ∪ {0} if and only if φ ∈ ϑH 1 and µs is supported in E.
Proof. Suppose Kµ ⊥ z n ϑF for all n ∈ N ∪ {0}. Then, by (2.1), r (3.2) ζ n ϑF (φdm + dµs) = 0 for all n ∈ N ∪ {0}.
T From the F. and M. Riesz theorem, ϑF dµs is the zero measure (and so µs is supported in E) and ϑF φ = h ∈ H 1 . However, φϑ = h/F ∈ N + and has L 1 (m) boundary values, and so φϑ ∈ H 1 [9, p. 28]. The converse is obvious.
Proof of Theorem 2.5. We start by proving a somewhat weaker result: Kµ ⊥ I(E, ϑ) if and only if µs is supported in E and Kµ/ϑ has a pseudocontinuation across T belonging to N + (De) and vanishing at infinity. Indeed, suppose Kµ ⊥ I(ϑ, E). By Proposition 3.1 we can assume µ takes the form , the boundary function for Tµ,ϑ is
Thus Tµ,ϑ is the pseudocontinuation of Kµ/ϑ of the desired type.
Conversely, suppose dµ = φdm + dµs, where φ ∈ L 1 (m) and µs is supported in E, and Kµ/ϑ has a pseudocontinuation G ∈ N + (De) with G(∞) = 0. Then, by Fatou's jump theorem, 
Now we need to show that Kµ has an analytic continuation to C � \ (σ(ϑ) * ∪ E).
As mentioned earlier, this was originally shown by Korenblum in [13] . Indeed, if
is an open set containing an arc of the circle, then Tµ,ϑ (as defined in (3.3) ) is analytic on W ∩ De and by standard estimates,
Since Kµ ⊥ I(ϑ, E), we can apply Proposition 3.1 to conclude that µ takes the form
where φ = ϑh (h ∈ H 1 ) and µs is supported in E. Next, let (hn) be a sequence of polynomials in H 1 that approximates h in norm and set dµn := ϑhndm + dµs. Notice that 1µn1 is uniformly bounded in n. By Proposition 3.1, Kµn ⊥ I(ϑ, E) and the corresponding pseudocontinuation of Kµn/ϑ is 1 Finally,
By a theorem of Beurling [7] (see also [15, p. 95] ), these functions form a normal family on W and so a subsequence (for which we will use the same index) converges to an analytic function on W . But since Kµn/ϑ converges pointwise to Kµ/ϑ, then Kµ/ϑ, and hence Kµ, will have an analytic continuation to W .
Proof of Corollary 2.6.
If ϑF is a generator of the ideal I(ϑ, E), then by our "Cauchy pairing" in (2.1), it is routine to show that r
If g ∈ A satisfies (g, B n f) = 0 for all n, one can use the F. and M. Riesz theorem to show that g/ϑ ∈ H 1 and g is zero on the support of µs (which equals E). Thus g ∈ I(ϑ, E). An application of the Hahn-Banach theorem completes the proof. 
Since Kµ ∈ L 1 (dA) and is analytic on D, it is not difficult to show, using the fact
(dA) for each fixed λ ∈ D, that the above integral exists for every λ ∈ D. Moreover, the dominated convergence theorem says that the above function is continuous on D. Proof. For fixed 0 < r < 1, If µ ∈ M and is positive with supp(µ) /= T, and µ = µa + µs (µa ∈ Ma and µs ∈ Ms), we note that µa « µ and µs « µ. We can now apply Proposition 4.6 along with (4.5) and Proposition 4.3 to obtain the following result. 
