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a b s t r a c t
In practical situations, a decision maker often has to deal with numerous alternatives in
evaluating and selecting the most suitable international distribution centre (IDC) location
for enhancing the organizational competitiveness. To improve the effectiveness of the
decision making process, it is critical to reduce the number of alternatives through
screening so that the decision maker can focus on the most attractive alternatives for
further consideration. This paper presents a fuzzy rule-based approach to effectively screen
decision alternatives in adequately solving the problem of evaluating and selecting IDC
locations. Case-based reasoning with the use of fuzzy production rules is adopted to
screen out unattractive alternatives based on past experience in a specific decision making
situation. A decision support system based on the proposed approach is presented to
improve the effectiveness of the screening process. An example is given to demonstrate
the applicability of the proposed approach in improving the effectiveness of the decision
making process in multicriteria decision making.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
An international distribution centre (IDC) is a place that integrates the operations of manufacturingwith land, sea and air
transportation, storage, port and customs operations to achieve the efficient distribution of specific commodities [1,2]. The
development of IDCs through evaluating and selecting their most suitable location in a specific decision making situation
is critical for organizations to improve their competitiveness, due to their capabilities in reducing the product cycle time,
lowering operational costs, and providing better customer services [3–5]. As a result, evaluating and selecting the most
suitable IDC location from available alternatives is a critical decision to be made in an organization.
In evaluating and selecting the most suitable IDC location for development in an organization, the decision maker often
has to deal with (a) the availability of numerous alternative IDC locations, (b) the inherent subjectiveness and imprecision
of the human decision making process, (c) the cognitively demanding nature of the evaluation and selection process, and
(d) the pressure to consider multiple criteria simultaneously in a timely manner [6]. To improve the effectiveness of the
decision making process, it is critical to reduce the number of alternatives through screening so that the decision maker can
concentrate on those alternatives that are more likely to be chosen [7]. In this context, screening is the process of reducing
a large set of alternatives to a smaller set for further evaluation [8]. Through the screening process, the decision maker can
concentrate on a much smaller set of alternatives, therefore greatly reducing the cognitive demand on the decision maker
and significantly improving the effectiveness of the decision making process in solving the IDC evaluation and selection
problem.
Much research has been done on the development of various approaches for solving the screening problem in
various decision making situations [7,9,10]. These approaches can be classified into (a) approaches based on neural
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networks [10–12], (b) approaches based on multicriteria analysis [13–15], and (c) hybrid approaches. They approach the
screening problem from different perspectives based on the characteristics of a specific decision making situation and the
requirements of the decision maker involved to yield sound decision outcomes.
Neural networks-based approaches, for example, are developed to solve the screening problem in which a great deal
of data is available but no specific mathematical model for solving the problem exists. The adoption of such approaches
for solving the screening problems leads to the development of various dynamic decision making models with a set of
interconnected units that perform the computing tasks [9]. Hirsch et al. [10], for example, apply neural networks to screen a
population for asthma. Ranjithan et al. [11] utilize neural networks to screen alternatives for groundwater reclamation under
uncertainty. Chakrabarti et al. [12] apply back-propagation neural networks to screen active compounds from a large data
set in order to reduce the cognitive demand on the decisionmaker and improve the efficiency of the decisionmaking process.
These neural networks-based approaches have proved to be effective for solving the screening problem in various contexts.
They do, however, suffer from several weaknesses in solving the screening problem, including (a) the use of complex neural
networks algorithms, (b) the computational burden on the decision maker, and (c) the requirement for proper training for
the effective use of neural networks [13].
Multicriteria analysis-based approaches are developed for screening where the evaluation, selection and ranking of
decision alternatives are required from available alternatives with respect to multiple, usually conflicting, criteria [6]. The
adoption of such approaches in screening ismainly due to themulti-dimensional nature of the decisionmaking problem [7].
Hobbs andMeier [13], for example, apply the pareto-comparison-based approach for identifying the specific strategy that an
organization can adopt by discarding those less dominant ones through comparison.Mussati et al. [14] present a disjunctive-
based approach for analyzing the impact of desalination plants, in order to reduce the number of alternatives in the final
decisionmaking process. Valls et al. [15] apply a conjunctive-based approach formeasuring the contamination risk in which
alternatives that do not meet the minimal acceptable level for all criteria are rejected. These approaches have shown their
merits in solving the screening problem under specific circumstances. They are, however, not satisfactory to adequately
solve the general screening problem inmulticriteria decisionmaking because of (a) the inability to tackle the subjectiveness
and imprecision of the evaluation and selection process, (b) the failure to adequately handle the multi-dimensional nature
of the problem, (c) the cognitive demands on the decision maker, and (d) the lack of flexibility in accommodating the needs
of the decision maker in the decision making process.
To effectively address the above concerns in screening in multicriteria decision making, this paper presents a fuzzy rule-
based approach for effectively screening decision alternatives. Case-based reasoning (CBR), with the use of fuzzy production
rules, is adopted to screen out unattractive alternatives based on past experience in a specific decision making situation. A
decision support system (DSS) based on the proposed approach is presented to improve the effectiveness of the decision
making process. An example is given to demonstrate the applicability of the proposed approach in reducing the number of
alternatives in multicriteria decision making, thus, improving the effectiveness of the decision making process.
In what follows, we first review the use of CBR in decision making, leading to the development of the fuzzy rule-based
approach for solving the IDC problem.We then present a DSS framework for facilitating the evaluation and selection process
in multicriteria decision making. Finally, we present an example to demonstrate the applicability of the proposed approach
in solving the general multicriteria decision making problem.
2. Case-based reasoning
CBR is a process for solving a new problem by referring to the solution of similar past cases [16]. To solve a new problem
by CBR, similar past cases are first retrieved, and their associated solutions are then used to develop a solution to the
new problem. This approach is effective in solving problems for which decision makers have much experience in solving
previously. Due to its efficiency and effectiveness in decisionmaking, CBR has beenwidely applied in various areas, including
product design, process planning, sales forecasting, and disease diagnosis [17–19]. Chang [17], for example, uses CBR to
diagnose children with developmental delay, thus improving the efficiency and effectiveness of screening for such children
by the professional medical personnel. Wu et al. [18] apply CBR to generate new product designs from a product database
and enhance the function of a given product. Tung et al. [19] apply CBR in expert finding and in problem diagnosis of a
customer relationship management information system in an organization. These studies show that the application of CBR
in solving real world problems can greatly improve the efficiency and effectiveness of the human decision making process
in various decision making situations.
The use of CBR for solving a specific problem consists of four phases, including (a) retrieve, (b) reuse, (c) revise, and
(d) retain past cases that closely match the current situation [20], as shown in Fig. 1. The first phase in CBR starts with
gathering the relevant information required for solving the problem. This is followed by excluding those cases that cannot
be reused, leading to the formation of a new candidate case set. The next stage is to calculate the degree of similarity between
each case in the candidate case set and the new case, thus producing a ranking order of the cases based on the degree of
similarity between an existing case and the new one. The case with the highest degree of similarity is obtained for reuse.
The third phase involves adapting and revising new cases. This occurswhere the newproblemmay notmatch the old case
problem exactly, therefore requiring some modifications in order to fit the new problem. A validation process is conducted
after the case revision to verify the solution of the new problem. The final stage is to retain cases after their use. This is where
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Fig. 1. An overview of the case-based reasoning process.
the similarity between the new case and existing cases are evaluated. If no higher similarity cases are found, the new case
is added to the case base for future use [17].
The discussion above shows that the use of CBR for screening out less attractive alternatives in the IDC evaluation and
selection problem is appropriate and justifiable. This is because CBR has the capabilities to (a) reduce the knowledge-
elicitation effort in complex decision making situations, (b) learn by acquiring new cases over time or modifying existing
ones, and (c) provide the decision maker with justifications by offering past cases [18]. By using CBR in the evaluation and
selection of IDC alternatives, the decisionmaker is able to screenout unattractive alternatives in a cognitively less demanding
manner.
The process of CBR, however, is time-consuming in solving the IDC location selection problem because of the number of
alternatives and the presence of inaccurate outcomeswhen the case base is large [16]. Furthermore, the process of evaluating
and selecting IDC alternatives is subjective and imprecise. To adequately model the subjectiveness and imprecision of the
decision making process, the use of the fuzzy theory [6] is appropriate. To determine whether, and to what extent, a known
case in the case base is similar to a given case in a query, production rules [21] are adopted. Production rules are used in
this study owing to (a) the ability to express information in the same manner as humans, (b) the simplicity of the rules that
must be used and implemented, and (c) the ease of visualizing and modifying the rules [19]. This leads to the development
of a fuzzy rule-based approach in the following section, through the integrated use of fuzzy sets, production rules and
CBR, to significantly improve the effectiveness of the decision making process in solving the IDC evaluation and selection
problem.
3. The fuzzy rule-based approach
The process of evaluating and selecting the most suitable IDC location is complex and challenging due to (a) the
availability of numerous alternatives in the decision making process, (b) the presence of inherent subjectiveness and
imprecision in the human decision making process, (c) the cognitively demanding nature of the evaluation and selection
process, and (d) the pressure to consider all multiple criteria simultaneously in a timely manner [7]. To ensure effective
decisions are made in evaluating and selecting IDC location alternatives, it is important to adequately reduce the number
of alternatives to a reasonable size for further consideration. In general, evaluating and selecting the most suitable IDC
location for development usually involves in (a) discovering all the alternative locations Ai (i = 1, 2, . . . , n), (b) identifying
the selection criteria Cj (j = 1, 2, . . . ,m), (c) assessing the IDCs’ performance ratings Xij (i = 1, 2, . . . , n, j = 1, 2, . . . ,m)
and criteria weights Wj (j = 1, 2, . . . ,m), and (d) screening out some of the alternative locations in a given situation on
which the final selection can be made [6].
The process of evaluating and selecting IDC alternatives is subjective and imprecise. To adequately model the
subjectiveness and imprecision of the human decision making process, linguistic terms can be used to facilitate making a
subjective assessment by the decision maker [21]. These linguistic terms can be approximated by triangular fuzzy numbers,
denoted as (a1, a2, a3), where 1 < a1 < a2 < a3 < 9. Here, a2 is themost likely value, and a1 and a3 are the lower and upper
bounds, respectively, used to reflect the fuzziness of the term in a specific decision making situation [6,22]. The popular use
of triangular fuzzy numbers in approximating the linguistic terms is mainly attributed to their simplicity in both concept
and computation [21]. Table 1 shows the linguistic terms and their corresponding fuzzy number approximations for the
decision maker to use in making subjective assessments about the performance of each alternative with respect to a given
criterion in the decision making process.
The relative importance of the evaluation and selection criteria in solving the IDC location problem is a reflection of the
perception of the decision maker on the priority of the decision making objectives in a specific decision making situation. It
can be assessed using the linguistic terms approximated by triangular fuzzy numbers defined as in Table 2.
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Table 1
Linguistics terms used by the decision matrix.
Linguistic terms Very Poor (VP) Poor (P) Fair (F) Good (G) Very Good (VG)
Membership function (1, 1, 3) (1, 3, 5) (3, 5, 7) (5, 7, 9) (7, 9, 9)
Table 2
Linguistics terms used by the weighting vectors.
Linguistic terms Very Low (VL) Low (L) Medium (M) High (H) Very High (VH)
Membership function (1, 1, 3) (1, 3, 5) (3, 5, 7) (5, 7, 9) (7, 9, 9)
The evaluation and selection process starts with the determination of the performance of IDC alternatives with respect to
each criterion and the relative importance of the selection criteriawith respect to the overall objective of the decisionmaking
problem. Once the performance assessments of IDC alternatives with respect to each criterion and the relative importance
of the selection criteria are obtained, the next step is to remove the alternatives that do not meet the requirements of the
decision maker by the introduction of a similarity measure [23,24].
Much research has been devoted to the development of various similarity measures [25–27] for dealing with specific
decision making problems. For example, Chen [25] develops a similarity measure for determining the degree of similarity
between two generalized fuzzy numbers. This similarity measure is found to be simple to use and easy to understand.
Lee [26] develops a similarity measure between trapezoidal fuzzy numbers for dealing with the fuzzy opinions of multiple
decisionmakers. This similarity measure is proved to be a useful decisionmaking tool for solving the group decisionmaking
problem. Chen and Chen [27] propose a new similarity measure by calculating the degree of similarity between generalized
fuzzy numbers using the simple centre of gravity (COG) method. This similarity measure has proved to be popular in real
world applications due to its practicality and feasibility. However, there are various limitations with existing similarity
measures, including (a) the requirement of complicated mathematical computations and (b) the inability to calculate the
degree of similarity between two triangular fuzzy numbers in an intuitively correct manner [24].
To overcome these limitations of the existing similarity measures above, a similarity measure [23] is introduced in this
study based on the distance between two triangular fuzzy numbers. This measure is used to find the similarity between the
new case in a query and the case in the case base with respect to the criteria used in the evaluation and selection process.
It is determined by comparing the new case in a query and the case in the case base. The use of this similarity measure
is beneficial in reducing the number of alternatives in the evaluation and selection process as it is capable of removing
alternatives that do not have a similar criteria. The degree of similarity between the new case in a query and the case in the
case base can be obtained as
Si (q, c) = 2
Nq ∪ NcNq+ |Nc | (1)
where Nq is the subject keyword of a given query and Nc is the subject keyword of a case.
To ensure consistency between the decision maker’s assessments in the query and the assessments in the case base, a
consistency measure [6,18] is introduced in this study. The consistency measure is determined by calculating the distance
between two triangular fuzzy numbers [23], which are the representation of the subjective assessments of the decision
maker in the decision making process. In this study, this consistency measure is used to compare whether the distance
between the fuzzy assessments in the new case and the fuzzy assessments in the stored case are acceptably consistent with
the specified screening threshold pre-determined by the decision maker in a given situation.
Several distance-based consistency measures have been proposed in the literature [28–30] for dealing with specific
decision making problems, including pattern recognition, machine learning and market prediction. Chen and Chen [28]
combine the concepts of the geometric distance and the COG distance formeasuring the distance between generalized fuzzy
numbers. The concept of geometry is first applied to calculate the COG points of triangular fuzzy numbers. This is then used
to calculate the distance between fuzzy numbers. This distancemeasure is found to be simple in concept. Chen and Chen [29]
develop a distancemeasure between interval-valued fuzzy numbers. This distancemeasure uses the concept of geometry to
calculate the COG distances of the lower fuzzy number and the upper fuzzy number of interval-valued fuzzy numbers. The
proposed distance measure is found to be flexible to use [24]. Wei and Chen [30] present a distance measure for finding out
the distance between two generalized fuzzy numbers. This distance measure combines the concepts of geometric distance,
the perimeter and the height of generalized fuzzy numbers for calculating the distance between generalized fuzzy numbers.
The proposed distance measure is found to be a useful way of dealing with the problem [31]. However, there are various
limitations with the existing distance measures, including (a) the requirement of complicated mathematical computations
and (b) the cognitive demand on the decision maker.
In this study, the degree of consistency between the decision maker’s assessments and the assessments in the case base
using the vertex method [23] is introduced to calculate the distance between the fuzzy assessments in the new case and the
fuzzy assessments in the stored case. This is due to its conceptual simplicity and its efficiency in computation. The degree
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Table 3
Examples of the rules.
Rules Conditions
Rule 1 IF Si (q, c) < similarity measure value AND Tij < screening threshold
value AND Action = ‘‘Reject’’ THEN Decision = ‘‘Remove the alternative’’
Rule 2 IF Si (q, c) > similarity measure value AND Tij < screening threshold
value AND Action = ‘‘Accept’’ THEN Decision = ‘‘Remove the alternative’’
Rule 3 IF Si (q, c) < similarity measure value AND Tij > screening threshold
value AND Action = ‘‘Accept’’ THEN Decision = ‘‘Do not remove the
alternative’’
Rule 4 IF Si (q, c) > similarity measure value AND Tij > screening threshold
value AND Action = ‘‘Accept’’ THEN Decision = ‘‘Do not remove the alternative’’
of consistency between the fuzzy assessments in the stored case and in the new case can be determined by
Tij = 1−

(yij(L) − xij(L))+ (yij(M) − xij(M))+ (yij(R) − xij(R))
3

(2)
where yij(L), yij(M), and yij(R) represent the lower bound,middle bound, and upper bound of the decisionmaker’s assessments
in the new case, and xij(L), xij(M), and xij(R) are the lower bound, middle bound, and upper bound of the assessments in the
stored case with respect to Cj respectively.
To reduce the cognitive burden on the decisionmaker in the evaluation and selection process, production rules consisting
of fuzzy IF–THEN rules are used to assist in a systematic screening of decision alternatives in a specific situation. This rule-
based approach is chosen due to its (a) consistency in providing the decision outcome, (b) simplicity of use, and (c) flexibility
in specifying the rules [7,32]. In the form of fuzzy rules, each fuzzy rule is a conditional statement: IF (fuzzy proposition)
THEN (fuzzy proposition). The rules are expressed in terms of linguistic statements according to the importance of the
factors involved in the statement. These IF–THEN rules explicitly reflect the requirements of the decision maker and the
characteristics of the IDC evaluation and selection problem in handling the IDC evaluation and selection problem. Each rule
takes the form of: IF ⟨requirement⟩ THEN ⟨outcome⟩, where requirement describes the requirements of the decision maker
in the evaluation and selection problem, and outcome represents the most suitable outcome [22,33].
For computational efficiency and ease of data acquisition, triangular fuzzy numbers are used to approximate the linguistic
terms used in the fuzzy rules. The linguistic terms are used (a) to represent theweighting of the corresponding criterion, and
(b) to describe the performance of each alternative with respect to a given criterion. The membership functions of the term
set {Very Poor (VP), Poor (P), Fair (F), Good (G), Very Good (VG)} and {Very Low (VL), Low (L), Medium (M), High (H), Very
High (VH)} shown in Tables 1 and 2 are used to describe the performance of each alternative and the criteria weightings,
respectively.
The procedure for screening decision alternatives using the proposed approach is summarized as follows:
Step 1. Determine the performance ratings of available alternatives.
Step 2. Determine the criteria weightings for the criteria.
Step 3. Obtain the screening threshold value from the decision maker.
Step 4. Compare the similarity measure for individual alternatives, as expressed in (1).
Step 5. Calculate the degree of consistency between the fuzzy assessments in the new case and the fuzzy assessments in
the stored case, using (2).
Step 6. Compare the degree of consistency value obtained in Step 5 with the pre-determined screening threshold value.
Step 7. Recommend the most suitable alternative (s).
Based on Table 3, fuzzy rules can be generated using IF–THEN statements to assist the decision maker in screening the
alternatives. For example, Rule 1 is IF Si (q, c) < similaritymeasure value AND Tij < screening threshold value ANDAction =
‘‘Reject’’ THEN Decision = ‘‘Remove the alternative’’. Rule 3 is IF Si (q, c) < similarity measure value AND Tij > screening
threshold value AND Action = ‘‘Accept’’ THEN Decision = ‘‘Do not remove the alternative’’. This process helps to reduce the
number of alternatives that fail to meet the requirements of the decision maker in an effective manner [30].
From the discussion above, it can be observed that the proposed approach for screening decision alternatives in
multicriteria analysis has a number of advantages in solving the IDC evaluation and selection problem, including (a) the
capability to reduce a large number of alternatives in an effectivemanner [34], (b) the ability to deal with the subjectiveness
and imprecision inherent in the IDC evaluation and selection process, and (c) the ability to reduce the cognitive demand on
the decision maker in the evaluation and selection process [32,35].
To help the decision maker effectively deal with the IDC evaluation and selection problem in a user-friendly manner,
a DSS framework can be developed. With the use of the DSS, the decision maker can adopt a problem-oriented approach
through adequate interactions between the decision maker and the system to solve the IDC decision problem effectively
and efficiently [32,36].
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Fig. 2. A DSS framework for IDC alternative evaluation and selection.
This proposed DSS consists of five modules, namely, (a) knowledge base module, (b) working memory module,
(c) inference engine module, (d) user interface module, and (e) explanation module. The knowledge base stores the domain
knowledge and experience acquired from human experts in their particular area of expertise [6]. The working memory
module stores the input data and the information generated through the processing of rules. The inference engine module
performs the function of reasoning. The user interface module serves to integrate various modules and provide the decision
maker with user-friendly communications between the system and the decision maker. The explanation module allows the
system to present its reasoning regarding its conclusions to the decision maker [32].
The application of the DSS consists of four phases, including: (a) identification of the decision maker’s requirements,
(b) determination of the performance ratings of alternatives and criteria weightings, (c) the utilization of the screening
process, and (d) selection of the most appropriate alternative, as shown in Fig. 2.
The first phase starts with the collection of the requirements, evaluation criteria, available alternatives, the similarity
measure value, and the screening threshold value from the decision maker. The second phase continues with the
determination of the performance ratings of alternatives with respect to each criterion and the criteria weightings.
To maintain the consistency of the assessment data in both crisp and fuzzy forms, the decision maker’s subjective
assessments are made using a crisp value in the range of 1–9. To help the decision maker make the qualitative assessments,
a set of linguistic terms can be used. The decision maker can use the default settings given in Tables 1 and 2 or
define his/her own term set from the universe U = {excellent, veryhigh, hightoveryhigh, high, fairlyhigh,medium,
fairlylow, low, lowtoverylow, verylow, none}, which is available from the knowledge base of the DSS [37]. The decision
maker also has the option of defining the value range or the membership function of triangular fuzzy numbers to be used
for representing the linguistic terms in their assessments.
This is followed by the screening phase, whereby the system evaluates the suitability of available IDC locations
with respect to each criterion against the pre-determined similarity measure value and the screening threshold value
respectively, and eliminates the alternatives that do not meet the requirements in an effective manner. In the final phase,
the most suitable alternative that fulfills the requirements of the decision maker will then be recommended to the decision
maker in a rational and justifiable manner. This leads to effective decisions being made based on the recommendation by
the system [22,37].
4. An example
This section presents an example to demonstrate the applicability of the proposed approach in effectively screening
IDC location alternatives and adequately solving the problem of evaluating and selecting IDC locations in an organization.
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Table 4
Performance ratings and criteria weightings of alternatives.
Alternatives Criteria
C1 C2 C3 C4 C5
A1 VP P VP F P
A2 G P VP VP F
A3 VG F P P VP
A4 VG F VG F VG
A5 G G F VG G
A6 G G G G F
A7 VP F G P VP
A8 G G G P F
A9 P P G VP G
A10 F VG F F F
A11 P F P P F
A12 F VG F P P
Criteria weights VH M H M L
The evaluation and selection process starts with the formation of a project team involving three decision makers to
evaluate and select alternatives among twelve available alternative locations. A Delphi process [38] is used to determine the
evaluation and selection criteriawhichmeet the requirements of the evaluation and selection problem. It helps prioritize the
criteria so that a consensus among the three decision makers about the importance of the evaluation and selection criteria
can be reached for evaluating and selecting the available IDC locations. As a result of this process, five selection criteria are
identified for evaluating and selecting twelve IDC locations, including Service Orientation (C1), Convenience of Distribution
(C2), Market Potential (C3), Government Policy (C4), and Infrastructure Capacity (C5) [1].
The Service Orientation (C1) of an IDC location refers to the types of services that an IDC location can offer to improve the
organizational competitiveness. There are various kinds of value-added services available, including packaging, labelling,
cargo processing and bar coding, storage services (both bonded storage and special cargo storage services), customs
clearance, exhibition, insurance service and barcode recognition [2]. What specific services are to be offered in a specific
IDC location are determined by the strategic objectives of the organization, the specific nature of the business environment
that the IDC location is in, and the presence of existing competition.
The Convenience of Distribution (C2) of an IDC location concerns the availability to distribution facility of the goods and
services and the ease of access to the distribution facility from the perspective of both the customers and the organization.
It is measured by the availability and convenience of the import distribution facility, the export distribution facility, the
multinational distribution facility, the electronic transmission mechanism, and the inland transportation facility [1,4].
Ideally an organization would like to have an IDC which is close to the distribution facility with easy access for both the
customers and the organization.
The Market Potential (C3) of an IDC location focuses on whether an on-site IDC is located in an area where consumers
have the economic means to purchase the imported products, and whether the needs of the market can be adequately
fulfilled. The main areas of interest in the evaluation and selection process include the product consumption trend in the
export market, the presence of internal and external competition in the export market, and the current market position as
measured by broad economic performance standards [39].
The Government Policy (C4) is related to the rules and regulations set by the local government toward the private sector
in an economy. It concerns the business friendliness of the organizational operation environment in which the IDC is to be
located. This includes the policy of the foreign government toward private organizations, and government regulations or
restrictions that can affect the organization’s daily operations [3].
The Infrastructure Capacity (C5) of an IDC is concerned with the existing and possible future infrastructure development
and support provided by the local government for the efficient operations of the IDC. This is measured by the extent and
nature of the physical distribution infrastructure, the extent and nature of the communications infrastructure, the extent and
nature of the information technology infrastructure, and the availability and convenience to access the water and electricity
supply infrastructure [2,39].
The IDC evaluation and selection problem is complex and challenging due to (a) the need to adequately handle the
subjectiveness and imprecision of the decision making process, (b) the demanding nature of the evaluation and selection
process on the decision maker, and (c) the need to screen the number of alternatives for final consideration. As a result,
it is desirable to use a fuzzy rule-based approach to effectively screen the decision alternatives in adequately solving the
problem of evaluating and selecting IDC locations.
Subjective assessments are usually involved in evaluating the performance of IDC location alternatives and the
importance of the evaluation and selection criteria. To facilitate the subjective evaluation process, linguistic terms
approximated by fuzzy numbers, as shown in Tables 1 and 2, are used to represent the subjective assessments of the decision
maker. Based on Tables 1 and 2, the performance ratings and criteria weightings for evaluating and selecting the IDCs can
be obtained directly from the decision maker. Table 4 shows the performance ratings and criteria weightings for the criteria
in this IDC location evaluation and selection problem.
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Table 5
Examples in case base.
Criteria Action
C1 C2 C3 C4 C5
VG VG VG VG VG Accept
VG F VG F VG Accept
G G G G F Accept
VP F G P VP Reject
P P G VP G Reject
Table 6
The degree of consistency between alternatives.
Alternatives
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12
Consistency value 0.72 0.64 0.76 0.87 0.86 0.87 0.67 0.84 0.59 0.89 0.61 0.57
Table 7
Recommended alternatives after screening.
Values Alternatives
Similarity measures 0.70 A1, A3, A4, A5, A6, A8 , and
A10Screening threshold 0.70
Similarity measures 0.75 A4, A5, A6, A8 , and A10Screening threshold 0.80
In this situation, the decision maker has assigned the similarity measure value to be 0.70 and the screening threshold
value to be 0.70. Based on the rules developed in Table 3, the information provided by the decision maker in Table 4 and the
examples in the case base in Table 5, the DSS can calculate the degree of similarity and the degree of consistency between
the fuzzy assessments in the new case and the fuzzy assessments in the stored case for the performance ratings and the
criteria weights with respect to each criterion, using (1) and (2) respectively.
Table 6 shows the results. A value that is close to 1 indicates a high degree of consistency between the new case in a query
and the case in the case base. On the other hand, a value that is close to 0 shows that there is a low degree of consistency
between the new case in a query and the case in the case base.
AlternativesA2, A7, A9, A11, andA12 are eliminated from further evaluation as they are found tohave lower distance values
as compared to the pre-determined screening threshold value, as shown in Table 7. When the decision maker decides to
modify the similarity measure value to 0.75 and the screening threshold value to 0.80, alternatives A1, A2, A3, A7, A9, A11,
and A12 are eliminated from further evaluation, as shown in Table 7.
It can be observed that the proposed fuzzy rule-based approach is capable of effectively dealing with the availability of
numerous alternatives and the presence of subjectiveness and imprecision in the IDC location evaluation and selection
problem while adequately reducing the cognitive demand on the decision maker in the decision making process. The
application of the DSS based on the proposed approach can further improve the effectiveness of the screening process in
solving the IDC evaluation and selection problem.With its conceptual simplicity and efficiency in computation, the proposed
approach is applicable for effectively solving the general multicriteria evaluation and selection problem through screening.
5. Conclusions
Evaluating and selecting IDC locations is complex and challenging due to the availability of numerous IDC alternatives, the
presence of inherent subjectiveness and imprecision in the decisionmaking process, the demanding nature of the evaluation
and selection process on the decision maker, and the pressure to consider all the multiple evaluation and selection criteria
simultaneously. To effectively address these complex issues, this paper presents a fuzzy rule-based approach for adequately
screening the IDC location alternatives in evaluating and selecting the most suitable IDC location for development. The
presented approach is applied to solve a real screening problem. The result shows that the developed approach is capable
of effectively solving the general IDC selection problem due to its simplicity in concept and its efficiency in computation.
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