Necessary and sufficient conditions are given for a weighted norm inequality for the sum of twodimensional Hardy-type integral operators with not necessarily non-negative coefficients.
sufficient. In [10] , two more conditions were given, which, along with the condition given in [7] constitute necessary and sufficient conditions for the validity of (1.1 ).
In [1] , the inequality (1.1) was treated for the special cases u(x, y) = U I (x )U2 (Y),
v(x, Y) = Vj (x )V2 (Y), by a successive use of two one-dimensional Hardy inequalities. It was proved in [12] that if the weight vex, y) is of product type, then only one condition is needed for the necessity and sufficiency of (1.1).
In this paper, we prove necessary and sufficient condition for the validity of the norm inequality (1.1) with I: replaced by T defined as Hardy's inequality has been characterized for the sum of two integral operators in one dimension in [13] for 1 < p, q < 00 and in [6, Remark 2.4] for 1 < p < 00,0 < q < 00. Motivated by this, we aim to prove necessary and sufficient conditions for the validity of a Hardy inequality for the sum of two integral operators in dimension two in this paper.
While in one dimension, two conditions are needed for the characterization of Hardy's inequality for such operators (see [6, 13] ), we prove in this paper in Section 2 that in dimension two, six conditions are needed in terms of general weights u(x, y) and vex, y). Unlike in one dimension, where strong and weak type inequalities are equivalent, in dimension two, they are different. Therefore in Section 3, we prove necessary and sufficient conditions for the validity of the weak type inequality. In Section 4, we prove the necessary and sufficient conditions for the validity of the strong type inequality for such operators when Vti' i = I, 2, and the weight vex, y) are of product type.
Throughout the paper, p, q are indices of real numbers, pi will denote conjugate to p, that is, pi = p/(p -I), f is a measurable function and the norm used is that of weighted Lebesgue space in dimension two. By a weight function on R~, we mean a function is measurable and positive a.e., on R~. X(cq,UZ)X(tll,tlZ)(X, y) denotes the characteristic function over the rectangle (al. (2) 
Sufficiency now follows from Lemmas A, B and the inequality (2.2).
Necessity for non-negative functions cPi, 1/ri. Suppose that the inequality (2.1) holds and that f .:? O. Then II Ti.lllq.ll < IITfllq,ll, i = 1,2, and consequently, (2.3) and (2.4) holds. This implies that max{A 1, A2, A3} < 00 (for i = 1) and maxj Aa, As, A6} < 00 (for i = 2) holds. Necessity is now proved.
Necessity for general functions cPi, 1/ri. Suppose again that the inequality (2.1) holds. Define, for E > 0, a new weight function V e as V e (x, y) = max{v(x , y), l1/rl (x, YWE}.
Since vex)~vE(x), we obtain Ilfllp.v~Ilfllp,v". Thus the inequality (2.1) gives Let 0 < 0:'\ < 0:'2 < 00,0 < f31 < f32 < 00 and define
while the LHS of the inequality (2.5) can be estimated as
Consequently the inequality (2.5) (for f = /) gives
Since C is independent of cu ; f3i' i = 1,2, and e, let Gtl -+ 0 f31 -+ 0 and e -+ 0 (via a subsequence), then v£ -+ v and then taking the supremum over Gtz, f3z > 0, we find Al < 00.
With the choice ve(x, y) = max{v(x, y), IVrz(x, yW£},
and the inequality (2.5), the necessity of A4 < 00 can be obtained analogously. By duality, where T* is the conjugate operator to T defined as 0000 (T*f)(x,y) = Vrl(X, y) II<pl(s, t)f(s,t)dsdt
For e > 0,0 < Gtl < (Xz < 00,0 < f31 < f3z < 00 and a new weight function ue(x, y) = min{u(x, y), I<pI (x, y)l-q s],
we define 
holds. As before, the RHS of the inequality (2.6) (for f = g) becomes which can be shown to be finite, while the LHS of (2.6) can be estimated as
Consequently the inequality (2.6) gives
' (x, y)dx dY)"~/ (I/'¢l( s, t)lque(s, t)dSdt) q' :s:: C < 00.
1#1
Since C is independent of cq , f3i, i = 1,2, and e, let Ci2 ---+ 00, f32 ---+ 00 and e ---+ 00 (via a subsequence), then u£ ---+ u and then taking the supremum over Cil, f31 > 0, we find A3 < 00. The necessity of As < 00 can be obtained analogously with the help of the inequality (2.6) and the choice u£(x, y) = mint u(x, y), 1¢2(X, y) I- Consequently the inequality (2.8) gives
U;'3J~3 U:/l! IVrI (s, t)!P' a(s, t) ds dt)q u(x, y) IcfJI (x, yW dx dy)1~C
< 00.
U~3J~3IVrI(s,t)IP'ae(s,t)dsdt)P
Since C is independent of e, cu, f3i, i = 1,2,3; let al -+ 0, az -+ 0, f3l -+ 0, f32 --+°a nd e --+°(via a subsequence), then a e -+ a and then taking the supremum over all a3, f33 > 0, we find Az < 00. Proof. Necessity. Using a duality argument, it may be shown that the inequality (3.1) is equivalent, to Consequently the necessity of A3 < 00, As < 00 can be obtained in same way as done in Theorem 2.1. The argument used to prove the necessity of Al < 00 and A4 < 00 in Theorem 2.1 is also valid for the weak type inequality (3.1) (see proof of[10, Theorem 1]). Thus (3.1) implies maxfA}, A3, A4, As) < 00 (see also [11, Chapter V]). Lemma C has been proved in [12, 
For f defined as (4.2), the RHS of the inequality (4.1) is dominated by
which can be shown to be finite, while the LHS of the inequality (4.1) can be estimated as
where K I and CI are constants.
Consequently the inequality (4.1) gives
(f OOfOO q( )q«P-SI)/P) xed U(Xl,X2)14>I(XI,X2)1 VI,s(X))
. Neces sity of D2 < 00, now, can be obtained by using j defined as (4.3) in the inequality (4.4) and using similar arguments. 0
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