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1. INTRODUCTION 
This paper is devoted to the study of the real solutions of the Lebesgue- 
Stieltjes Volterra integral equation 
f(x) = 1: f+, Y)fb - Y) dclf- 44 
and the corresponding homogeneous equation 
Conditions which will guarantee boundedness or convergence of the real 
solutions of Eq. (1.1) and (1.2) will be placed on the kernel function K(x, y) 
and forcing function h(x). 
Equations of the form (1.1) encompass many types of functional equations. 
Among the important types are linear functional difference equations [l], 
integro-difference equations [2] and retarded Volterra integral equations [3], 
[4], [6]. This work attempts to combine the various convergence theorems for 
these particular equations into general theorems about solutions of Eq. (1 .l). 
2. DEFINITIONS AND NOTATIONS 
The following conditions on IQ, y), h(x), and p will always be assumed. 
Conditions on p. The measure p is a Lebesgue-Stieltjes measure induced 
by a real valued, nondecreasing function p(y) which satisfies 
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(i) ,u(y) is everywhere finite, p(y) = 0 if y ,< 0 and p(y) = ~(1) if 
y3 1; 
(ii) p(y) is right continuous at every point, i.e., lim,+,+ p(y) = p(yO) 
for each y,, . 
Conditions on K(x, y). The kernel function K(x, y) is real-valued, p-inte- 
grable in y for each fixed x and satisfies 
(i) K(x,y)=Oify<Oory>l; 
(ii) for each constant c > 0 there is a positive p-integrable function 
k,(y) such that / K(x, y)l < k,(y) for all 0 < y < 1, 1 x I < c; 
(iii) there is a set E C [0, l] of p-measure zero such that for each y 4 E, 
K(x, y) is continuous for all x. 
With these conditions on K(x, y) and p it follows from the Lebesgue 
Dominated Convergence Theorem that for each x,, 
lim 
s 
’ 1 K(x, y) - IQ,, , y)j dp = 0. x+x0 o 
Let B[a, b] denote the Banach space of all real bounded functions defined 
on [a, Zr] with norm II v Ij = sup{\ rp(x)l; a < x < b}. For any function u(x) 
defined on [a - 1, b) and for each a < x < b let S, denote the operator 
&(u)(y)=u(x-y)forO<y< 1. 
Conditions on h(x). The forcing function h(x) is real valued, defined for 
all x and satisfies 
(i) for each - co < a < b < + cc the function h(x) E B[a, b]; 
(ii) for each x the function S,(h) is p-measurable. 
DEFINITION. Let a and b be constants such that - 00 < a < b < + co. 
A real functionf(x) is called a solution of (1 .l) on [a, b) if 
(i) f(x) is defined on [a - 1, b) and b ounded on every finite subinterval 
of [a - 1, b); 
(ii) for each a < x < b the function S,(f) is p-measurable; 
(iii) f(x) satisfies (1.1) for all a < x < b. The function f(x) is called a 
continuous solution of (1.1) on [a, b) if it is a solution on [a, b) and is con- 
tinuous for a < x < 6. 
The following existence and uniqueness theorem can be proved by using 
the Contraction Mapping Principle and a continuation argument (cf. [6] 
and [7]). 
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THEOREM 1. Let a be a given real number and y(x) E B[a - 1, a] be such 
that S,(v) is p-measurable. Then there exists a unique solutionf(x) of Eq. (1.1) 
on [a, co) such that f (x) = v(x) on [a - 1, a). Furthermore, if v(x) is continu- 
ousfora-1 <x<aandifh() x is continuous for x > a then f (x) is a con- 
tinuous solution of (1.1). The function f(x) is continuous for all x 2 a - 1 
if and only if q(x) satisfies (1.1) at x = a. 
The function v(x) given in Theorem 1 is called the initial function off(x) 
at x = a and the interval [a - 1, u] is called the initial interval. The solution 
f(x) in Theorem 1 is called the solution of Eq. (1.1) with initial function p(x) 
at x = a. All solutions of Eq. (1.1) depend linearly on their initial functions 
and on the forcing functions h(x). Furthermore, if f (x) is any solution of (1.1) 
on [a, co) and if g(x) is the solution of (1.1) with initial function f(x) at 
x=b>a,theng(x)=f(x)forallx>b-I. 
Throughout the sequel the following notations will be employed. Let 
K+(x, y) and K-(x, y) denote the positive and negative parts of the kernel 
function K(x, y). For each x define 
K*(x) = j-’ K+(x, Y> dcL, 
0 
K+(x) = 1’ K-(x, Y) dp 
0 
and put K(x) = K*(x) - K,(x). F or each real number r > 0 define 
-qx,r)={O<y <l;ImY)l <y> 
and let p(E(x, r)) denote the p-measure of E(x, r). Let f (x) be any solution 
of (1 .l) on [a, co). For each x > a define 
In the following sections conditions that will make M(x) a finite valued 
function will be placed on K(x, y) and h(x). 
LEMMA 1. Let f(x) be the sohtion of (1.1) with initial function v(x) at 
x = a. Define 
H(x) = sup{1 h(t)l; a < t < x} 
Hi = sup{1 h(t)l; i < t - a < i + l} 
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for i = 0, 1, 2,... . Let b > a begiven, then there exist constantsL = L(a, b) > 0, 
E = E(a, b), 0 < E < 1 such that for each integer p, 0 < p < b - a, 
x (1 - ,)-p-1 &” 
fbr a +p < x < a + min(b - a,p + 1). The constant c in (2.1) is equal to 
max(l a 1, 1 b I) and the above summation is taken to be zero when p = 0. 
Proof. This lemma will be proven by induction on p. Let 
c = max(l a I, j b I), then by the Lebesgue dominated convergence theorem 
there exists L > 0 such that 
s 1 EZE e&gh,( y) dp < 1. 0 (2.2) 
Put k(y) = k,(y) and 
A = II P II ,: A(Y) dcL- (2.3) 
Suppose p = 0 and let a < x < a + min(b - a, 1). By (1.1) it follows that 
If (4 d VW + 4 c+” + ,I-’ WY) If (x - r>l dp. (2.4) 
Let 
then by (2.4) 
g(x) = sup{/ f  (t)j e+; a < t < x}, 
g(x) d H(x) + A + g(4 Ilea NY) e+ 4 
so that 
This proves (2.1) for the case p = 0. 
Assume (2.1) is true for the case p = tz - 1 and let p = n. Suppose 
a + n < x < a + min(b - a, n + l), then by (1.1) 
If +)I G Wx) + s:-,_, 4~) If (x - r)l dp + j;+’ 4~) If (x - r>l 4. 
(2.5) 
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By the induction hypothesis 
lf(x -y)l < I(1 -ep)n-lH(X -y) +e”-rA $?$-i-l(l -+I~/ 
i=o 
x (1 - <)-” &2-Y) 
for x--a---n<y<l. Therefore 
and from (2.5) there follows 
+ r 4~) If@ -r>l 4. 
As in the case p = 0 it follows that (2.1) is true for p = n. This proves the 
lemma. 
COROLLARY 1. Let f(x) be the solution of (1.1) with initial function v(x) at 
x = a. Given b > a there exist constants L = L(a, 6) > 0, 77 = ~(a, b) > 0 
such that 
I f  (41 G IJW4 + II v II ,: k(y) +I v+” (2.6) 
for a < x < 6 where c = max(l a I, j b I). 
Proof. Let b > a be given and choose L > 0 so that the constant E defined 
by (2.2) is less than + . Let A be defined by (2.3) and put 7 = (1 - 2~))~. 
BY (2-l) 
I f  @)I d (WC) + A) v+” 
for a < x < a + min(b - a, 1). Now let 1 <p < b - a and suppose 
a+p<x<u+min(b-u,p+l).Then 
S-1 
(1 - 4" fw + c +(I - c)$ Hi < H(x) 2 p-y1 - <)i 
i=O i=O 
so that by (2.1) 
1 f(x)] < /H(s) go &(l - l )” + A) @(I - E)-p--l eLz. 
618 HEARD 
Since 
P(l - +--l i &( 1 - l >i < 7 
i=o 
for all p > 1 this proves the corollary. 
3. BOUNDEDNESS 
In this section conditions will be developed on K&y) and h(x) that 
guarantee the boundedness of solutions of (1.1) and (1.2). 
LEMMA 2. Suppose that K(x, y) 2 0 for all x and y. Let a, fl, and c be 
constants such that 
I 
1 
1 <c< K(x, y) dcL (a d x G 18). 
0 
(3.1) 
Let a < 01 and f (x) be any positive continuous solution of (1.2) on [a, m), then 
f(x) > c-)+lm(fx) (a d x < B), (3.2) 
where n(x) equals the greatest integer less than OY equal to x - a. 
Proof. Since 0 < m(x) < f(x - y) for 0 < y < 1 and x > a there 
follows by (1.2) and (3.1) 
f (4 3 cm(x) (a < x < 8). 
Inequality (3.2) will be proved by induction on n(x). Suppose n(x) = 0 and 
define 
7 = inf{t; 01 - 1 < t < 0L, f (t) = m(a)}, 
6 = sup{s; 01 < s < x and f (t) > cm(~) for all 01 < t < s}. 
Suppose 6 < x, then there exists 6 < s < x such that 
min f(t) > m(a). 
a<t<s 
By definition of T, 
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Therefore m(s) > m(a), but 6 < s < x implies 
This is a contradiction so that 6 = X. Hence (3.2) is true for n(x) = 0. 
Assume (3.2) is true for the case p - 1 and let n(x) = p. By a similar 
argument, as in the case n = 0, there follows 
f(t)>c++p) (p<t-a<p+l). (3.3) 
By the induction hypothesis 
f(t) 3 c%(ol) (p - 1 < t - a < p) (3.4) 
so that by continuity 
f(a + P) 3 c”m(4. (3.5) 
There exists IX + p - 1 < T < OL + p such that f(~) = m(a + p). Conse- 
quently from (3.3), (3.4), and (3.5) there follows 
f(x) > cf(T) > cp+%n(~). 
So (3.2) is true for n = p and the proof is completed. 
By using a similar argument as above, the following lemma can be proved. 
LEMMA 3. Assume there exist constants 01, j3, and c such that 
I lIK(w)ldhc<l (a d x < B). (3.6) 0 
Let a < CI and f(x) be any continuous solution of (1.2) on [a, co). Then 
If(x>l < c”(*)+lM*(oI) (a < x < /3), (3.7) 
where n(x) equals the greatest integer less than or equal to x - 01. 
An immediate consequence of Lemmas 2 and 3 is the following theorem. 
THEOREM 2. Suppose K(x, y) satisfies (3.6) on a half line x 2 0~. Then 
every continuous solution of (1.2) converges to zero as x tends to infinity. Simi- 
larly, if K(x, y) is nonnegative and satis$es (3.1) on a half line x > 01, then 
every positive continuous solution of (1.2) is unbounded. 
Inequality (3.1) can be thought of as a condition of increase for the positive 
continuous solutions of (1.2). Similarly, inequality (3.6) can be considered as a 
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condition of decrease for all continuous solutions of (I .2). In this way it 
appears that the number 1 is a “limiting value” for kernel functions K(x, y) 
which give rise to bounded solutions of (1.2). However, the condition 
limz-tm K(x) = 1, even for positive kernel functions, is 
guarantee boundedness. 
not sufficient to 
EXAMPLE 1. Assume that K(x, y) is positive and that 
s 1 1 C(P) r/P < min l<X<P o K(x> Y) dcL 
for p = 1, 2, 3 ,... . Let f(x) be any positive continuous 
on [0, co). Then by (3.2) 
f(x) 3 p(~(~)+mn( 1) (1 < x GP). 
(3.8) 
solution of (1.2) 
So f(p) > pm(l) which implies that f(p) -+ co as p -+ co. Furthermore it is 
clear that (3.8) does not preclude the possibility that K(x) --+ 1 as x + CO. 
THEOREM 3. Suppose that there exists X > 0 such that 
and there exists 0 < w < 1 such that 
s 1 IWx, r)l 4 G S (x 3 Xl. 
Let 1 h(x)1 be decreasing and satisfy 
s 
m / h(x)/ dx < 03. 
0 
Then every solution of (1 .l) is bounded. 
Proof. Let f(x) be any solution of (1.1) on [a, co) and suppose there 
exists a constant 4 > max(a, X) such that 
‘(’ + “2’ + Q(‘) + I h(E)1 < Q(t + w). 
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Now 
j-’ I K(x, y)f(x - r>l dp < J-45) 11 - f :  I K(x, r>ld~/ 
w 
for 6 < x < t + w. It follows from (1.1) that 
If(x)1 < 52(6 + w, + w) + j h(E)1 
2 
for all .$ < x < 5 + W. By (3.9) this contradicts the definition of Q(S + w). 
So for each x > max(a, X) it follows that 
Q(x + w) ,< Q(x) + 2 I WI * 
Consequently Q(x) is bounded and the theorem is proved. 
COROLLARY 2. Let K(x, y) satisfr the hypotheses of Theorem 3. If  h(x) 
is bounded above by a positive decreasing function which is integrable on [0, CO), 
then every solution of (1.1) is bounded. 
THEOREM 4. Let L > 0 be a constant such that 
I 
1 
e-Lu dp < 4 . (3.10) 
0 
Let Q(x) be a positive function deJined for x > 0 such that Q(x) P is decreasing 
and 
q-9 < 1, 
I 
m Q(x) &” dx < co. (3.11) 
0 
Suppose that there exists X > 0 such that 
I K(x, Y) - 1 I d @W (0 GY < 1,x 2-o (3.12) 
Then every solution of (1.2) is bounded. 
Proof. Let f (x) be any solution of (1.2) on [a, co). From (3.11) and (3.12) 
there follows 
IK(x,y)l<2 (O<y<Lx>W 
Let b = max(a, X) and consider f(x) as a solution of (1.2) on [b, 00) with 
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initial interval [b - 1,6]. In Corollary 1 define k,(y) = 2 for all 0 < y ,< 1, 
c 3 b. Let E be defined by (2.2) whereL is defined by (3.10); then 0 < E < $ . 
So by (2.6) 
lft4 < 2wVIlfllbeL~ (x 3 b) 
where 
I = [O, l] and llfll~ = sup{lf(x)l; b - 1 d x G 6. 
Put C = 217,u(l) llfljb , then 
I f(x) @(x)1 G C@(x) eLx (x 3 6). (3.13) 
Now define 
G(x, Y> = (1 - @W W, Y) (0 <Y < 4x24, 
then by (1.2) and (3.12) 
f(x) = ,: Gtx, r)ftx -Y> dp +ftx) @tx>, I G(x,y)l < 1, (3.14) 
for x 3 6, 0 <y < 1. From (3.13), (3.14), and Theorem 3 it follows that 
f(x) is bounded. This completes the proof of the theorem. 
From the results obtained thus far, it is seen that if K(X) approaches 1 
“fast enough” as x + co, then solutions of Eq. (1.2) will be bounded. How- 
ever, this is not true in the case of Eq. (1.1). That is, no matter how fast K(X) 
approaches 1, a condition of decay is still needed on the forcing function 
h(x). This is seen by observing that f(x) = x is a solution of the equation 
174 = [:ftx -Y) dy + Q - 
Nevertheless by studying a more restrictive class of equations (1.1) the 
conditions on h(x) in Theorem 3 can be relaxed. This will be done in Sec- 
tion 5. 
4. CONVERGENCE 
In this section conditions are established on K(x, y) and h(x) which 
guarantee the convergence of all solutions of Eqs. (1.1) and (1.2). 
LEMMA 4. Suppose there exist constants B > 0, X > 0 such that 
s ’ I W,y)l dr-L <B (x 2 -0 0 
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If (1.2) possesses a solution which converges to a nonxero limit as x + co, then 
lim,,, K(x) = 1. 
Proof. Let f (x) b e a convergent solution of (1.2) with a nonzero limit. By 
linearity it may be assumed that limz+m f (x) = 1. Let E > 0 be given, then 
there exists X1 > 0 such that x > Xi implies 
l-E<f(X)<l+E. 
Multiplying (4.1) by K+(x, y) and integrating over [0, 1 J gives 
(4-I) 
(1 - 4 K*(x) < ( K+(x, r)f(x - y) 4 < K*(x) (1 + 4 (4.24 
for x 3 Xi + 1. Similarly, 
(1 - 4 K,(x) < f: K-(x, r)f(x - Y) dp d K,(x) (1 + 4 (4.2b) 
for x 3 Xi + 1. Let X, = max(X, X, + 1); then by (4.2a) and (4.2b) there 
follows 
for x > X, . This proves the lemma. 
COROLLARY 3. Suppose K(x, y) is nonnegative. If  Eq. (1.2) possesses a 
solution which converges to a nonxero limit as x + 00, then lim,,, K(x) = 1. 
Proof. Let f(x) b e a convergent solution of (1.2) and assume 
lime.m f (x) = 1. Then th ere exist positive constants 01, j3, and X such that 
Multiplying the above inequality by K(x, y) and integrating over [0, l] gives 
4~) d f (4 < P (x 3 x + 1). 
Hence K(x) < /3/ 01 f or x > X + 1 and an application of Lemma 4 proves the 
corollary. 
In searching for conditions that guarantee the convergence of solutions of 
(1.1) or (1.2) it is seen that requiring K(x) to approach 1 as x --+ co is not 
unreasonable. This is especially true for bounded or nonnegative kernel 
functions K(x, y). But in general such a condition is not necessary. This can 
be seen by considering the following example. 
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EXAMPLE 2. Let @P(X) be a positive decreasing function such that 
i 
m Q(x) dx < co. 
0 
Let a(x) and b(x) be continuous functions defined everywhere such that a(x) 
is differentiable and, for x > 0, 
Let K(x,y)=b(x--)/a(x) for O<y<l, --CO<X<+OO and put 
K(x, y) = 0 if y < 0 or y > 1. Let p denote the Lebesgue measure function 
on [0, 11, then (1.2) becomes 
44f(x> = j:-, ~(YV(Y) dye 
For continuous solutions the above integral equation may be differentiated 
to obtain the differential-difference equation 
a(x) f’(x) + (a’(x) - b(x)) f(x) + b(x - l)f(x - 1) = 0. 
N. G. De Bruijn has shown that each (continuous) solution of the above 
equation converges as x + cc (cf. [5]). T o see that K(x) need not approach 1 
as x + co, observe that there exists X > 0 such that 
s l I K(x, y)ldy 2ma-l(x) (x2-q 0 
where 
m = inf - 1 jf&-y)dy;x>X\ >O. 
Hence K(x) Y+ 1 as x--t cc whenever a(x) N l/x. 
Example 2 is typical of the situation encountered with unbounded kernel 
functions K(x, y) which are eventually negative. For such kernels it is evident 
that the zeros of continuous solutions of Eq. (1.2) are unbounded above. 
Consequently, convergence for these solutions always means convergence to 
zero; i.e., asymptotic stability. This type of problem will not be considered 
here. 
Example 2 shows that the condition lim,, K(X) = 1 is not necessary for 
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convergence. Even for nonnegative kernel functions K(x, y) it is obvious 
that this condition will not be sufficient. For example, the difference equation 
J 
f(x) = + Zlf(X -3 
has convergent and nonconvergent solutions and in this case K(X) = 1, 
h(x) = 0. The important fact to note about this equation is that the measure p 
is discrete. The convergence theorem presented in this section will be for 
“smooth” measure functions. In Section 5 a convergence theorem will be 
proved that applies to discrete and nondiscrete measure functions. 
DEFINITION. Let TV be a Lebesgue-Stieltjes measure generated by a 
function p(y). We say that p satisfies Condition (S) if 
0 < P(Y2) - dr1) < &) 
Y2 -Y1 
(0 <Y <Y2 G 1) 
where I = [0, 11. 
If p satisfies Condition (S), then 
j; P(Y) dP G 44 j: P(Y) dY (4.3) 
for every nonnegative p-integrable function q(y). The main theorem of this 
section is stated below. 
THEOREM 5. Let p be a Lebesgue-Stieltjes measure which satisfies Condition 
(S). Let K(x, y) b e a nonnegative kernel function satisfying 
where 0 < w < 1, X > 0 are constants independent of x. Assume there exists a 
positive decreasing function H(x) such that 
I WI < H(x), s 
m H(x) dx < co (x > 0). (4.5) 
0 
Let y  be a positive constant less than $ and let, for x > 0, r(x) be a positive 
continuous function satisfying 
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Then a s@icient condition for all solutions of (1.1) to converge is that for each 
x > 0 there exists a number Y  = Y(X) > 0 such that p(E(x, Y)) < y  and 
s , E(r r)m Y) 4 2 Q4. (4.7) 
Before proving Theorem 5 some preliminary results must be established. 
We observe that by Corollary 2, conditions (4.4) and (4.5) imply that all 
solutions of (1.1) are bounded. Furthermore, we may assume without loss of 
generality that ,u(I) = 1, I = [0, 11. 
LEMMA 5. Let K(x, y) be nonnegative and s&fy (4.4). Let f(x) be any 
solution of (1.1) on [ a, 00) and let M*(x), m(x) be dejined as in Section 2. Let 
b = max(u, X) and suppose h(x) > 0 f OY x 2 b, then m(x) is nondecreasing for 
x > b. Similarly, if h(x) < 0 f OY x > b then M*(x) is nonincreasing for x > b. 
Proof. The lemma will be proven for the case h(x) 3 0, the other case 
can be proven by using a similar argument. So assume h(x) 3 0 for x > b 
and let m, = inf{ f (x); 6 < x < [ + U> where 5 > b is an arbitrary but 
fixed number. Suppose m, < m(E), then we have 
f 
1 
K(x,y)f(x -Y)& 3 
40 + ml 
0 
2 
for [ < x < l + w. Since h(x) > 0 it follows from (1.1) that 
f(x) 2 (m(t) + ml)/2 for E < x < t + w. This is a contradiction so that 
m(t) < m, . By induction, it follows that m(x) is nondecreasing. This proves 
the lemma. 
Let K(x, y) and h(x) be given as in Theorem 5 and suppose h(x) 3 0 
for all x. Let f (x) be any solution of (1.1) on [a, co] such that f (x) 3 0 for 
a - 1 < x < a. Then it is easy to see that f (x) > 0 for all x > a. Also the 
function d(x) = M(x) - m(x) is nonincreasing for x 3 b = max(a, X). 
Since n(x) > 0 it follows that lim,,, d(x) = d(co) > 0 exists. The proof 
of Theorem 5 will be completed when we show that d(co) = 0. For each 
integer 7~ > b define 
A* = n<y~n+2f(~) - m@ + 2) . . 
then clearly lim SUP,+,~ d,* = d(co). Define 
F(x) = s:f(x -t) dt (x 2 b), 
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then F(x) is absolutely continuous and 
LEMMA 6. Let n > b be any integer. Then either there exists 
n + 1 < 71 < n + 2 such that 
F(x) < M(n) - t 44 (4.9a) 
or there exists n + 1 < r2 < n + 2 such that 
F(x) 3 M(n) + a A(n) (TV - 1 < x < us). (4.9b) 
Proof. Suppose 7r does not exist. Then there exists a number x,, in the 
interval [n + 8 , n + $1 such that 
F&J > W4 - B 40. 
Then by (4.6) it follows that 
F(x) 3 F&J - i 4) 2 m(n) + t A(n) 
for x0 - 4 < x < x,, + $ . Defining me = x0 + + proves (4.9b). This 
completes the proof of the lemma. 
LEMMA 7. Suppose that for ajixed value of x > b, M(x) -F(x) > rA(x). 
Then 
f(x) < J+‘(x) - JYx) 4x) + h(x). 
Similarly, ifF(x) - m(x) > m(x) for somefixed x > b, then 
(4.1Oa) 
f (4 2 m(x) + r(x) 4x) + h(x). (4. lob) 
Proof. Assume M(x) -F(x) 3 yA(x) and let r = T(X) > 0 be such that 
p(E(x, r)) < y and (4.7) holds. Abbreviate E = E(x, r) and let E’ denote the 
complement of E. Then 
s,, K(x, Y) W(x) - f (x - ~11 Q 2 r j-,, {M(x) - f (x - Y)) do, 
lE G, Y> {m(x) - f (x - Y>> dp Z r lE {m(x) - f lx - Y)I do 
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By (4.3) the sum of the integrals on the right in the above inequalities is 
nonnegative. So 
1; f+, y)f(x -Y) 4 G n/r(x) - 44 j-E W, Y) 4. 
Inequality (4.10a) now follows from (1.1) and (4.7). A similar argument 
works for (4.10b). This proves the lemma. 
Proof of Theorem 5. Let K(x, y) and h(x) be given as in Theorem 5 and 
assume h(x) > 0 for all x. Letf(x) be any solution of (1.1) on [a, co) such that 
f(x) 3 0 for a - 1 < x < a. Let b = max(a, X) and for each integer n 3 b 
define 
h, = min{r(x); n < x < n + 2}, 
x(x) = w4 - w4 
44 
(x 2 b). 
Fix 71 > b, then by Lemma 6 there exists n + 1 < T < 71 + 2 such that 
(4.9a) or (4.9b) holds. Assume (4.9a) holds and consider the following cases. 
Case 1. Suppose x(x) 2 y for all T - 1 < x < T. Then by Lemma 7 
inequality (4.10a), 
or 
f(4 < M(x) - h&4 + h(x) 
f(4 < (1 - U M(x) + 444 + 44 
Taking supremums over [T - 1, T] yields 
(T - 1 < x < T). 
M*(T) < (1 - A,) kf(T - 1) + &m(T) + H(T - 1). 
Since n + 1 < 7 < n + 2 this yields 
Sup f(T) < (1 - A,) M(n) + h+ + 2) + H(n). 
n<7e+2 
Now (1 - A,) (m(n + 2) - m(n)) > 0 so that 
or 
SUP f(T) < (1 - A,) (M(n) -- m(n)) + m@ + 2) + H(n) 
n<r<n+2 
A,” G (1 - An) 4) + H(4. (4.11a) 
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Case 2. Suppose there exists xi E [T - 1, T] such that x(x1) < y, then 
MC4 - rPw - +a < %)* 
Since (4.9a) holds for x = x1 there follows 
(1 - r) w?) + P@l) < Wn) - a 44. 
Since n < xi < n + 2 the above yields 
(1 - r) Wn + 2) + ~44 < m(n) + % 44. 
Now m(x) < m(x,) < m(n + 2) implies 
~$4 - 44 3 - (1 - r> m(n + 2) 
so that 
or 
(1 - Y) Wn + 2) - (1 - r> m(n + 2) < $2 4) 
3A(n) 
4 + 2) < 4(1 _ y) - (4.11a’) 
So the assumption of (4.9a) leads to either (4.lla) or (4.11a’). Now suppose 
(4.9b) is true and consider the function z(x) = (F(x) - m(x))/A(x), x > b. 
If j&x) 3 y for all T - 1 < x < T then Lemma 7 inequality (4.1Ob) implies 
4 + 2) < (1 - b> A(n) + H(n). (4Slb) 
Similarly, if ji(xr) < y for some T  - 1 < x1 < 7, then 
(4.11b’) 
Applying Lemma 6 to each integer n 3 b and using (4.1 la), (4.1 la’), (4.11 b), 
(4.llb’) shows that A(a) = 0. Therefore limz+mf(x) exists. This proves the 
theorem for the case when f(x) and H(x) are nonnegative. 
Now let h(x) be any forcing function satisfying (4.5). Let f(x) be any 
solution of (1.1) with initial function p)(x) at x = a. Decompose p)(x) and 
44 into their positive and negative parts; h(x) = h+-(x) - h-(x), 
v(x) = p+(x) - v-(x). Let fi(x) be the solution of (1.1) with initial function 
q+(x) at x = a and f arcing function h+(x). Similarly, let fs(x) be the solution 
of (1.1) with initial function q-(x) at x = a and forcing function h-(x). Since 
0 < h+(x) < H(x) and 0 < h-(x) < H(x) for all x it is clear that fi(x) and 
fI(x) converge as x + co. By uniqueness, f(x) =fi(x) -fi(x) so that 
lim,,+,f(x) exists. This completes the proof of the theorem. 
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COROLLARY 4. Let CD(X) be a positive continuous function defined for x 3 0 
and satisfying (3.11). Let K(x, y) be a given kernel function such that 
I K+(% Y) - 1 I < @(4, 0 < K-(x, y) < Q(x) 
for 0 < y  < 1, x > 0. If the measure function p and the kernel U(x, y) defined 
bY 
WGY) = K*(x) K+(x, (0~y<1,x~0) 
satisfy the hypotheses of Theorem 5, then every solution of the homogeneous 
equation (1.2) converges as x tends to infinity. 
Proof. Let f  (x) be any solution of (1.2) on [a, co). Then by Theorem 4 
here exists a constant cr > 0 such that 1 f(x)/ < c1 for all x > a - 1. 
Define 
g(x) = - ,: K-(x, y)f (x - Y) dcL, 
then 1 g(x)/ < c,K,(x) for x >, a, and 
(x 3 a) 
f  (3) = 1; K+(x? Y)f (x -Y> dP + g(x) (x 2 a). 
Now define 
v(x) = f(x) w*(x) - 1) + &4 
K*(x) ’ 
u(x) = f  (x) - 1 
for x > 0. Then 
u(x) = 1; u(x, Y> u(x -Y) & + v(x) (x 2 0) 
and 1 v(x)1 < c(l K*(x) - 1 1 + K,(x)) for x >, 0. Since U(x, y), v(x), and 
p satisfy the hypotheses of Theorem 5 it follows that U(X) converges as 
x + co. Hence lim r-rm f  (x) also converges and the corollary is proved. 
5. RIEMANN-STIELTJES INTEGRAL EQUATIONS 
It was mentioned in Section 4 that Theorem 5 failed to hold for discrete 
measure functions. In order to obtain a convergence theorem which does 
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apply to all measure functions, we consider the Riemann-Stieltjes Volterra 
integral equation 
f(x) = ,: WG Y)f(X -Y) MY) + h(x). (5.1) 
The integrator function p(y) is assumed to satisfy the conditions stated in 
Section 2. In order to avoid difficulties with the existence of the Riemann- 
Stieltjes integral in (6.1) it will be assumed that K(x, y) is continuous for 
0 < y < J, - CO < x < co. Furthermore, only continuous solutions of 
(5.1) on [0, co) will be considered. 
The main theorem to be proved in this section is stated below (cf. [6], 
Section 3). 
THEOREM 6. Letf(x) be any continuous solution of (5.1) on [0, co). Suppose 
that K(x, y) satisfies 
If the forcing function h(x) is bounded then f (x) is bounded. If h(x) converges as x 
tends to infinity, then f (x) converges as x tends to infinity. 
In order to prove this theorem some preliminary results must first be 
established. Define 
G(x, Y) = j-1 K(x, I) 440 (- a < x,y < co); 
then G(x, y) = 0 ify 9 0 and G(x, y) = G(x, 1) ify 2 1. Furthermore (5.1) 
becomes 
f(x) = ,;f (x - Y) dyG(x, y> + h(x). (5.3) 
Let f(x) be any continuous solution of (5.3) on [0, co). If x > 1 and 
O<s<l,then 
f (x - s) = /rl f (x - y) d,G(x - s, y - s) + h(x - s) 
= 
s 
:f(x - y) d,G(x - s, y - s) + h(x - s). 
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so (cf. [8], p. 25) 
f(x) = j;f(x - y) d, j: G(x - s, Y -- 4 W@, 4 
+ j; 4x - Y) 4% 9 + 44 
for x > 1. Now define 
G@)(x, y) = j1 G(x - s, y - s) d.qG(x, s) (-co<X,Y<~), 
0 
then 
f(x) = j;f(x - Y) 4,G’2’(x, y) + j; 0 - Y) 4% y) + 44 
for x > 1. Continuing this iteration process we obtain a sequence {Gtn)(x, y)} 
of kernel functions defined by 
G(l)(x, y) = G(x, Y), 
G(n+l)(x, y) = jm G(x - s, y - s) dsG(‘+, s) 
0 
for - 00 < x, y < cc and rz = 1,2, 3 ,... . For each fixed x the function 
G’“)(x, y) has constant values outside of the interval 0 < y < 12 and 
f(x) = j;f(x - y) dvG(“)(x, y) + 5’ j-” h(x - y) d,G@‘)(x, y) + h(x) (5.4) 
p=o 0 
for x > n - 1, n = 1,2, 3 ,... . 
For each integer 1z 3 1 let P)(x, y) denote the total variation of Gcn)(x, S) 
with respect to s on the interval 0 < s < y. Define Vtn)(x) = vtn)(x, OC)), 
then clearly W)(x) = V(n)(x, n). An easy inductive argument establishes 
the following lemma. 
LEMMA 8. Let n > 1 be a given integer, then 
V’“+l’(x) < j” Y(l)(x - s) d,P)(x, s) 
0 
fov all x. The function Y(l)(x) is given by 
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and 
sup Y(l)(X) = 6 
X>O 
implies sup V’“‘(X) < 6”. 
X20 
LEMMA 9. Let K(x, y) satisfy (5.2) and let h(x) be bounded. Then every 
continuous solution of (5.1) on [0, co) is bounded. 
Proof. Let f(x) be any continuous solution of (5.1) on [0, a~). Suppose 
there exists a sequence {x%} such that X, > 1, x, -+ 03 and j f (x,J/ + CO. Let 
H = sup{ / h(x)1 ; x >, 0} and assume that 
lf(%z)l = sup{lf(x)l; %z - 1 <x < %>. 
Then there exist constants N > 0,O < 7 < 1 such that H < (1 - 7) 1 f(~,Jl 
and W)(X,) < 7 for all 71 > N. Now I f  (x, - y)l < If  (x,Jl for 0 < y < 1 
so that by (5.1) 
I f  h>l d If (4 ~Vn) + H < I f(~n>l 
for any n >, N. This is a contradiction and the lemma is proved. 
Proof of Theorem 6. The first part of the theorem is proved in Lemma 9. 
To prove the second part, let f  (x) b e any continuous solution of (5.1) on 
[0, 00). Define Q = sup{/ f(x)l; x > l}, H = sup{1 h(x)l; x 3 0} and 
6 = s~p{V~~$c); x > O}. F or each integer n > 1 it follows from Lemma 8 
that 
1 s;f (x - y) d2/G(n)(x, y) 1 < W(“)(x) < Sri?, 
for x 3 n - 1. Similarly, 
1 ,: h(x - Y) W”‘(x, Y) [ d Hap 
for x > n - 1, 0 < p < n - 1. Since 0 < 6 < 1 the first integral in (5.4) 
approaches zero as x -+ 03 and the partial sums in (5.4) are majorized by 
the partial sums of a convergent series of positive constants. Since h(x) 
converges by assumption, it follows from (5.4) that f  (x) also converges. This 
proves the theorem. 
6. APPLICATIONS 
Consider the linear difference equation 




where the coefficients uj(x) and the forcing term v(x) are known continuous 
functions. Let 6(y) denote the greatest integer less than or equal to y for 
0 < y < J and extend 6(y) by defining S(y) = 0 if y < 0, S(y) = J if 
y > J. Let U(x, y) be any function continuous for - co < x < CO, 
0 < y < J and which satisfies 
U(% Y) = 0 if y<O or y>J 
U(x, i) = 44 for -al<x<aL 
Then (6.1) becomes 
44 = ,I U(x, Y) u(x -Y) @Y) + 44. (6.2) 
Now define 
WY Y) = wx, Jr>, f(x) = 4J4 
44 = q4, P(Y) = WY> 
for - 00 < x, y < co. Then (6.2) becomes 
f(x) = /; I+, y>f(x -Y) MY) + 44 
Let p be the Lebesgue-Stieltjes measure generated by p(y). Then the 
p-measure of the interval I = [0, l] is J(J + 1)/2 and the p-measure of each 
one element set {i/J} is equal to i for 1 < i < J. With these definitions it is 
clear that equation (6.1) may be considered as a Lebesgue-Stieltjesvolterra 
integral Eq. (1.1) or the more restrictive Riemann-Stieltjes equation (5.1). 
Most of the results of the previous sections are easily interpreted for each 
(6.1). For example, Theorem 6 states that if v(x) is bounded for x 3 0 and if 
then every continuous solution U(X) of (6.1) on [0, co) is bounded. Further, 
if v(x) converges as x -+ 00, then u(x) also converges as x -+ co. It should 
also be observed that if v(x) is identically zero then U(X) + 0 as x --+ co. 
In a similar way, Lemma 4 states that if there exists X > 0 such that 
then a necessary condition for the equation 
u(x) = i Uj(X) u(x - j) 
j=l 
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to possess a convergent solution with a nonzero limit is that 
The results of the previous sections can also be applied to integro-dif- 
ference equations 
and retarded Volterra integral equations 
f(4 = ,:WG r)f(x - Y) dr + 44 
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