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We introduce new iterative algorithms by hybrid method for finding a common element of the
set of solutions of fixed points of infinite family of nonexpansive mappings, the set of common
solutions of generalized mixed equilibrium problems, and the set of common solutions of the
variational inequality with inverse-strongly monotone mappings in a real Hilbert space. We
prove the strong convergence of the proposed iterative method under some suitable conditions.
Finally, we apply our results to complementarity problems and optimization problems. Our results
improve and extend the results announced by many others.
1. Introduction
Throughout this paper, let H be a real Hilbert space with inner product 〈·, ·〉 and norm
‖ · ‖, and let C be a nonempty closed convex subset of H . A mapping T : C → C is called
nonexpansive if ‖Tx − Ty‖ ≤ ‖x − y‖, for all x, y ∈ C. The set of fixed points of T denoted by
FT; that is, FT  {x ∈ C : Tx  x}. If C ⊂ H is bounded, closed, and convex and T
is a nonexpansive mapping of C into itself, then FT/ ∅; see, for instance, 1. Let F be a
bifunction of C × C into  , where   is the set of real numbers, A : C → H a mapping, and
ϕ : C →   a real-valued function. The generalized mixed equilibrium problem is for finding







Ax, y − x〉  ϕ(y) − ϕx ≥ 0, ∀y ∈ C. 1.1
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x ∈ C : F(x, y)  〈Ax, y − x〉  ϕ(y) − ϕx ≥ 0, ∀y ∈ C}. 1.2
The generalized mixed equilibrium problem include fixed point problems, optimization
problems, variational inequalities problems, Nash equilibrium problems, noncooperative
games, economics, and the equilibrium problems as special cases 2–7.
In particular, if A ≡ 0, the problem 1.1 is reduced into the mixed equilibrium problem








) − ϕx ≥ 0, ∀y ∈ C. 1.3
The set of solutions of 1.3 is denoted by MEPF, ϕ.








Ax, y − x〉 ≥ 0, ∀y ∈ C. 1.4
The set of solutions of 1.4 is denoted by GEPF,A, which this problem was studied by S.
Takahashi and W. Takahashi 10.
IfA ≡ 0 and ϕ ≡ 0, then the generalized mixed equilibrium problem 1.1 becomes the




) ≥ 0, ∀y ∈ C. 1.5
The set of solutions of 1.5 is denoted by EPF. Many problems in applied sciences, such as
numerous problems in physics, optimization, and economics reduce into finding a solution
of 1.5. Some methods have been proposed to solve the generalized mixed equilibrium
problems, equilibrium problems, and fixed point problems 2, 6, 11–29 and references
therein. If F ≡ 0 and ϕ ≡ 0, then the generalized mixed equilibrium problem 1.1 becomes
the following variational inequality problem, denoted by VIC,A, is to find x ∈ C such that
〈
Ax, y − x〉 ≥ 0, ∀y ∈ C. 1.6
The variational inequality problem has been extensively studied in the literature. See, for
example 30, 31 and the references therein. A mapping A of C intoH is called monotone if
〈
Ax −Ay, x − y〉 ≥ 0, ∀x, y ∈ C. 1.7
A is called an α-inverse-strongly monotone if there exists a positive real number α > 0 such that
〈
Ax −Ay, x − y〉 ≥ α∥∥Ax −Ay∥∥2, ∀x, y ∈ C. 1.8
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In 2008, Takahashi et al. 32 introduced an iterative method for finding the set of fixed
point by Hybrid method in Hilbert spaces. Starting with C1  C, x1  PC1x0, define sequence
{xn}, {yn} as follows:
yn  αnxn  1 − αnTxn, n ≥ 1,
Cn1 
{
z ∈ Cn :
∥∥yn − z
∥∥ ≤ ‖xn − z‖
}
, n ≥ 1,
xn1  PCn1x0, n ≥ 1,
1.9
where PC is a metric projection of H onto C and T is a nonexpansive mapping of C into
itself. They proved that if the sequence {αn} of parameters satisfies appropriate conditions,
then {xn} generated by 1.9 converges strongly to PFTx0. In 2009, Kumam 20 introduced
an iterative method for finding a common element of the set of common fixed points of
nonexpansive mapping, the set of solutions of a variational inequality problem, and the set
of solutions of an equilibrium problem in Hilbert spaces. Starting with an arbitrary C1  C,









y − zn, zn − xn
〉 ≥ 0, ∀y ∈ C,
yn  αnxn  1 − αnTPCzn − λnBzn, n ≥ 1,
Cn1 
{
z ∈ Cn :
∥∥yn − z
∥∥ ≤ ‖xn − z‖
}
, n ≥ 1,
xn1  PCn1x0, n ≥ 1,
1.10
where T is a nonexpansive mapping of C into itself and B is a β-inverse-strongly monotone
mapping of C into H . He proved that if the sequences {αn}, {rn}, and {λn} of parameters
satisfies appropriate conditions, then {xn} generated by 1.10 converges strongly to
PFT∩EPF∩VIC,Bx0. In 2010, Kangtunyakarn 33 introduced a new method for a common
of generalized equilibrium problems, common of variational inequality problems, and fixed
point problems by using S-mapping generated by a finite family of nonexpansive mappings
and real numbers in Hilbert spaces. Starting with an arbitrary x1, u, v in C, define the
sequences {xn}, {yn} as follows:
Fun, u  〈Axn, u − un〉  1
rn
〈u − un, un − xn〉 ≥ 0, ∀u ∈ C,
Gvn, v  〈Bxn, v − vn〉  1
sn
〈v − vn, vn − xn〉 ≥ 0, ∀v ∈ C,




, n ≥ 1,
xn1  αnfxn  βnxn  γnSnyn, ∀n ≥ 1,
1.11
where Sn is the S-mapping and A, B are α, β-inverse-strongly monotone mappings of C into
H , respectively. He proved that if the sequences {αn}, {βn}, {γn}, {rn}, {sn}, {ηn}, and {λn} of
parameters satisfies appropriate conditions, then {xn} generated by 1.11 converges strongly
to P
 :∩∞n1FSn∩MEPF,A∩MEPG,B∩VIC,A∩VIC,Bx1.
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Recently, Shehu 34 motivated Chantarangsi et al. 35 who studied the problem
of approximating a common element of the set of fixed points of an infinite family of
nonexpansive mapping, the set of common solutions of generalized mixed equilibrium
problems, and the set of solutions to a variational inequality problem in a real Hilbert spaces.
In this paper, motivated by the above results, we present a new hybrid iterative
scheme for finding a common element of the set of solutions of a common of generalized
mixed equilibrium problems, the common solutions of the variational inequality for inverse-
strongly monotone mapping, and the set of fixed points of infinite family of nonexpansive
mappings in the set of Hilbert spaces. Then, we prove strong convergence theorems under
some mild conditions. Finally, we give some applications of our results. The results presented
in this paper generalize, extend, and improve the results of Takahashi et al. 32, Kumam 20,
Kangtunyakarn 33, and many authors.
2. Preliminaries
Let H be a real Hilbert space with norm ‖ · ‖ and inner product 〈·, ·〉, and let C be a closed
convex subset ofH . When {xn} is a sequence inH , xn ⇀ x means {xn} converges weakly to
x, and xn → xmeans {xn} converges strongly to x. In a real Hilbert spaceH , we have
∥
∥x − y∥∥2  ‖x‖2 − ∥∥y∥∥2 − 2〈x − y, y〉,
∥∥λx  1 − λy∥∥2  λ‖x‖2  1 − λ∥∥y∥∥2 − λ1 − λ∥∥x − y∥∥2,
2.1
for all x, y ∈ H and λ ∈ 0, 1. For every point x ∈ H , there exists a unique nearest point in C,
denoted by PCx, such that
‖x − PCx‖ ≤
∥
∥x − y∥∥, ∀y ∈ C. 2.2
PC is called the metric projection of H onto C. It is well known that PC is a nonexpansive
mapping ofH onto C and satisfies
〈
x − y, PCx − PCy
〉 ≥ ∥∥PCx − PCy
∥∥2, ∀x, y ∈ H. 2.3
Moreover, PCx is characterized by the following properties: PCx ∈ C,
〈x − PCx, y − PCx〉 ≤ 0, 2.4
∥





for all x ∈ H , y ∈ C. It is also known that H satisfies the Opial condition; for any sequence
{xn} with xn ⇀ x, the inequality
lim inf
n→∞




holds for every y ∈ H with y /x.
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It is obvious that any α-inverse-strongly monotone mapping A is 1/α-Lipschitz
monotone and continuous mapping. We also have that for all x, y ∈ H and λ > 0,
∥∥I − rAx − I − rAy∥∥2  ∥∥(x − y) − r(Ax −Ay)∥∥2

∥∥x − y∥∥2 − 2r〈x − y,Ax −Ay〉  r2∥∥Ax −Ay∥∥2
≤ ∥∥x − y∥∥2  rr − 2α∥∥Ax −Ay∥∥2.
2.7
So, if r ≤ 2α, then I − rA is a nonexpansive mapping of C intoH .
For solving the generalized mixed equilibrium problem, let us assume that the
bifunction F : C × C →  , the nonlinear mapping A : C → H is continuous monotone,
ϕ : C →   is convex, and lower semicontinuous satisfies the following conditions:
A1 Fx, x  0 for all x ∈ C,
A2 F is monotone; that is, Fx, y  Fy, x ≤ 0 for any x, y ∈ C,





tu  1 − tx, y) ≤ F(x, y), 2.8
A4 Fx, · is convex and lower semicontinuous for each x ∈ C,
B1 For each x ∈ H and r > 0, there exists a bounded subset Dx ⊆ C and yx ∈ C ∩

















yx − u, u − x
〉
< ϕu, 2.9
B2 C is a bounded set.
The following lemma appears implicitly in 2. We need the following lemmas for proving
our main result.
Lemma 2.1 see 2. Let C be a nonempty closed convex subset of H , and let F be a bifunction of









y − u, u − x〉 ≥ 0, ∀y ∈ C. 2.10
The following lemma was also given in 36.
Lemma 2.2 see 36. Assume that F : C × C →   satisfies (A1)–(A4). For r > 0 and x ∈ H ,
define a mappingKr : H → C as follows:
Krx 
{
u ∈ C : F(u, y)  1
r
〈
y − u, u − x〉 ≥ 0, ∀y ∈ C
}
, 2.11
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for all x ∈ H . Then, the following hold:
1 Kr is single-valued,
2 Kr is firmly nonexpansive, that is, for any x, y ∈ H , ‖Krx−Kry‖2 ≤ 〈Krx−Kry, x−y〉,
3 FKr  EPF,
4 EPF is closed and convex.
Lemma 2.3 see 37. Let C be a nonempty closed convex subset of a real Hilbert space H . Let
F : C × C →   be a bifunction mapping satisfies (A1)–(A4), and let ϕ : C →   be convex and
lower semicontinuous such that C ∩ domϕ/ ∅. Assume that either (B1) or (B2) holds. For r > 0 and








) − ϕu  1
r
〈
y − u, u − x〉. 2.12





u ∈ C : F(u, y)  ϕ(y) − ϕu  1
r
〈
y − u, u − x〉 ≥ 0, ∀y ∈ C
}
, 2.13
for all x ∈ H . Then, the following hold:
1 T F,ϕr is single-valued,
2 T F,ϕr is firmly nonexpansive, that is, for any x, y ∈ H , ‖T F,ϕr x − T F,ϕr y‖2 ≤ 〈T F,ϕr x −
T
F,ϕ
r y, x − y〉,
3 FT F,ϕr   MEPF, ϕ,
4 MEPF, ϕ is closed and convex.
Lemma 2.4 see 38. Assume that {an} is a sequence of nonnegative real numbers such that
an1 ≤ 1 − αnan  δn, n ≥ 0, 2.14
where {αn} is a sequence in 0, 1 and {δn} is a sequence in   such that
1
∑∞
n1 αn  ∞,
2 lim supn→∞δn/αn ≤ 0 or
∑∞
n1 |δn| < ∞.
Then, limn→∞an  0.
3. Main Result
In this section, we prove a strong convergence theorem for finding a common element
of the set of solutions of a common of generalized mixed equilibrium problems, the
common solutions of the variational inequality for inverse-strongly monotone mapping, and
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the set of fixed points of infinite family of nonexpansive mappings in the set of Hilbert
spaces.
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H . Let F1, F2 be a
bifunction of C × C into real numbers   satisfying (A1)–(A4), and let ϕ1, ϕ2 : C →   ∪ {∞}
be a proper lower semicontinuous and convex function. Let A, B, D, and E be α, β, δ, and η-
inverse-strongly monotone mapping of C intoH , respectively. Let {Ti}∞i1 be an infinite nonexpansive
mapping such thatΘ :
⋂∞
i1 FTi∩GMEPF1, ϕ1, A∩GMEPF2, ϕ2, B∩VIC,D∩VIC, E/ ∅.
Assume that either (B1) or (B2) holds. Let {xn} be a sequence generated by x0 ∈ C, C1,i  C,
C1  ∩∞i1C1,i, x1  PC1x0 and
tn  T
F1 ,ϕ1
rn xn − rnAxn,
un  T
F2,ϕ2
sn xn − snBxn,





yn,i  αn,ix0  1 − αn,iTiwn,
Cn1,i 
{
z ∈ Cn,i :
∥∥yn,i − z
∥∥2 ≤ ‖xn − z‖2  αn,i
(









for every n ≥ 0, where {rn}, {sn} ⊂ 0,∞, λn ∈ 0, 2δ and μn ∈ 0, 2η satisfying the following
conditions:
i 0 < a ≤ rn ≤ b < 2α,
ii 0 < c ≤ sn ≤ d < 2β,
iii limn→∞αn,i  0,
iv limn→∞ξn  ξ ∈ 0, 1,
v 0 < e ≤ λn ≤ f < 2δ,
vi 0 < g ≤ μn ≤ j < 2η.
Then, {xn} converges strongly to PΘx0.
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Proof. Let p ∈ Θ, then p  T F1,ϕ1rn p − rnAp, p  T
F2 ,ϕ2
sn p − snBp, p  PCp − λnDp, and
p  PCp − μnEp. By nonexpansiveness of PC, T F1,ϕ1rn , and T
F2,ϕ2
































∥un − λnDun −
(
p − λnDp
)∥∥2  1 − ξn
∥
∥(tn − μnEtn

































































 1 − ξn














≤ ∥∥xn − p
∥∥2.
3.2
Since both I − rnA and I − snB are nonexpansive for each n ≥ 1 and 2.7, we have




sn I − snBxn − T
F2,ϕ2




≤ ∥∥I − snBxn − I − snBp
∥
∥2
















rn I − rnAxn − T
F1 ,ϕ1
rn I − rnAp
∥∥∥
2
≤ ∥∥I − rnAxn − I − rnAp
∥∥2
≤ ∥∥xn − p
∥∥2  rnrn − 2α
∥∥Axn −Ap
∥∥2
≤ ∥∥xn − p
∥∥2.
3.3
Therefore, we obtain ‖un − p‖ ≤ ‖xn − p‖ and ‖tn − p‖ ≤ ‖xn − p‖.
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Next, we will divide the proof into four steps.
Step 1. We show that {xn} is well defined. Let n  1, then C1,i  C is closed and convex for
each i ≥ 1. Suppose that Cn,i is closed convex for some n > 1. Then, by definition of Cn1,i, we
know that Cn1,i is closed convex for n ≥ 1. Hence, Cn,i is closed convex for n ≥ 1 and for each
i ≥ 1. This implies that Cn is closed convex for n ≥ 1. Moreover, we show that Θ ⊂ Cn. For






















∥∥2 − ∥∥wn − p
∥∥2
)









which shows that p ∈ Cn,i, for all n ≥ 2, for all i ≥ 1. So, Θ ⊂ Cn,i, for all n ≥ 1, for all i ≥ 1.
Therefore, it follows that ∅/Θ ⊂ Cn, for all n ≥ 1. This implies that {xn} is well defined.
Step 2. We claim that limn→∞‖xn1 − xn‖  0 and limn→∞‖yn,i − xn‖  0.
From xn  PCnx0, we get
〈
x0 − xn, xn − y
〉 ≥ 0, 3.5
for each y ∈ Cn. Since Θ ⊂ Cn, we have
〈
x0 − xn, xn − p
〉 ≥ 0 for each p ∈ Θ, n ∈ . 3.6
Hence, for p ∈ Θ, we obtain




x0 − xn, xn − x0  x0 − p
〉
 −〈x0 − xn, x0 − xn〉 
〈
x0 − xn, x0 − p
〉





‖x0 − xn‖ ≤
∥∥x0 − p
∥∥, ∀p ∈ Θ, n ∈ . 3.8
From xn  PCnx0 and xn1  PCn1x0 ∈ Cn1 ⊂ Cn, we have
〈x0 − xn, xn − xn1〉 ≥ 0. 3.9
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For n ∈ , we compute
0 ≤ 〈x0 − xn, xn − xn1〉
 〈x0 − xn, xn − x0  x0 − xn1〉
 −〈x0 − xn, x0 − xn〉  〈x0 − xn, x0 − xn1〉
≤ −‖x0 − xn‖2  〈x0 − xn, x0 − xn1〉
≤ −‖x0 − xn‖2  ‖x0 − xn‖‖x0 − xn1‖,
3.10
and then
‖x0 − xn‖ ≤ ‖x0 − xn1‖, ∀n ∈ . 3.11
Thus, the sequence {‖xn−x0‖} is a bounded and nondecreasing sequence, so limn→∞‖xn−x0‖
exists. That is, there existsm such that
m  lim
n→∞
‖xn − x0‖. 3.12
Hence, {xn} is bounded and so are {Axn}, {Bxn}, {un}, {Dun}, {tn}, {Etn}, {wn}, {Tiwn}, and
{yn,i} for i  1, 2, . . ., and n ≥ 1. From 3.9, we get
‖xn − xn1‖2  ‖xn − x0  x0 − xn1‖2
 ‖xn − x0‖2  2〈xn − x0, x0 − xn1〉  ‖x0 − xn1‖2
 ‖xn − x0‖2  2〈xn − x0, x0 − xn  xn − xn1〉  ‖x0 − xn1‖2
 ‖xn − x0‖2 − 2〈xn − x0, xn − x0〉  2〈xn − x0, xn − xn1〉  ‖x0 − xn1‖2
 −‖xn − x0‖2  2〈xn − x0, xn − xn1〉  ‖x0 − xn1‖2
≤ −‖xn − x0‖2  ‖x0 − xn1‖2.
3.13
By 3.12, we obtain
lim
n→∞
‖xn − xn1‖  0. 3.14
Since xn1  PCn1x0 ∈ Cn1 ⊂ Cn, we have
∥∥yn,i − xn1
∥∥2 ≤ ‖xn − xn1‖2  αn,i
(
‖x0‖2  2〈wn − x0, xn1〉
)
. 3.15






∥  0. 3.16
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It follows that
∥∥yn,i − xn
∥∥ ≤ ∥∥yn,i − xn1
∥∥  ‖xn − xn1‖. 3.17
By 3.14 and 3.16, we have
lim
n→∞
‖yn,i − xn‖  0, i  1, 2, . . . . 3.18
Step 3. We claim that the following statements hold:
S1 limn→∞‖xn − un‖  0,
S2 limn→∞‖xn − tn‖  0,
S3 limn→∞‖wn − xn‖  0.


















∥∥xn − snBxn −
(
p − snBp
)∥∥2  1 − ξn
































































Since 0 < c ≤ sn ≤ d ≤ 2β, 0 ≤ ki ≤ αn,i ≤ hi < 1, we have
1 − hiξc
(

























12 Fixed Point Theory and Applications
By condition iii and 3.18, limn→∞‖Bxn − Bp‖  0 by using the same method with 3.20.
Hence, from 3.19, since 0 < a ≤ rn ≤ b ≤ 2α, 0 ≤ ki ≤ αn,i ≤ hi < 1, we have

























sn I − snBxn − T
F2,ϕ2
sn I − snBp
∥∥∥
2















−∥∥xn − snBxn −
(
p − snBp












∥2 − ∥∥xn − snBxn −
(
p − snBp









∥∥2 − ‖un − xn‖2  2sn
〈










∥∥2 ≤ ∥∥xn − p
∥∥2 − ‖un − xn‖2  2sn
〈




≤ ∥∥xn − p
∥






By using the same method as 3.23, we also have
∥∥tn − p
∥∥2 ≤ ∥∥xn − p
∥∥2 − ‖tn − xn‖2  2rn
〈




≤ ∥∥xn − p
∥






Fixed Point Theory and Applications 13























∥2  1 − αn,i
{∥




































































∥∥2 − 1 − αn,iξn‖un − xn‖2
 1 − αn,iξn2sn‖xn − un‖
∥∥Bxn − Bp
∥∥ − 1 − αn,i1 − ξn‖tn − xn‖2






















By condition i–iv, 3.18, limn→∞‖Axn −Ap‖  0 and limn→∞‖Bxn −Bp‖  0, then we get








∥2 − ∥∥yn,i − p
∥
∥2
 1 − αn,iξn2sn‖xn − un‖
∥∥Bxn − Bp
∥∥











 1 − αn,iξn2sn‖xn − un‖
∥∥Bxn − Bp
∥∥










‖xn − un‖  0. 3.27
Similar to 3.26, from 3.25 by conditions i–iv, 3.18, limn→∞‖Axn − Ap‖  0, and
limn→∞‖Bxn − Bp‖  0, we get




∥∥2 − ∥∥yn,i − p
∥∥2
 1 − αn,iξn2sn‖xn − un‖
∥∥Bxn − Bp
∥∥




















 1 − αn,iξn2sn‖xn − un‖
∥∥Bxn − Bp
∥∥







‖xn − tn‖  0. 3.29
From 3.1, 3.3, we have
∥∥wn − p
∥∥2 





















































 1 − ξn
{∥∥xn − p













∥∥2 − ξnλn2δ − λn
∥∥Dun −Dp
∥∥2
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∥∥2 − ξnλn2δ − λn
∥∥Dun −Dp
∥∥2
1 − ξnrnrn − 2α
∥∥Axn −Ap














∥∥2 − 1 − αn,iξnλn
× 2δ − λn
∥∥Dun −Dp
∥∥2  1 − αn,i1 − ξnrnrn − 2α
∥∥Axn −Ap
∥∥2















− 1 − αn,iξnλn2δ − λn
∥∥Dun −Dp
∥∥2






Since 0 < e ≤ λn ≤ f < 2δ, 0 ≤ ki ≤ αn,i ≤ hi < 1, we have
1 − hiξe
(





∥∥2 − ∥∥yn,i − p
∥∥2














∥∥ − ∥∥yn,i − p
∥∥)
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By conditions i–v, 3.18, limn→∞‖Axn − Ap‖  0, and limn→∞‖Bxn − Bp‖  0, then
limn→∞‖Dun − Dp‖  0. By using the same method with 3.32. Hence, from 3.31, and
since 0 < g ≤ μn ≤ j ≤ 2η, 0 ≤ ki ≤ αn,i ≤ hi ≤ 1, we have
1 − hi1 − ξg
(






∥∥2 − ∥∥yn,i − p
∥∥2






















∥ − ∥∥yn,i − p
∥
∥)









By conditions i–iv, vi, 3.18, limn→∞‖Axn −Ap‖  0, and limn→∞‖Bxn − Bp‖  0, then



























Assume that u′n  PCun − λnDun and t′n  PCtn − μnEtn. By nonexpansiveness of I − λnD
and I − μnE, we also have
∥∥u′n − p
∥∥2 ≤ ∥∥PCI − λnDun − PCI − λnDp
∥∥2















−∥∥un − λnDun −
(
p − λnDp












∥2 − ∥∥un − λnDun −
(
p − λnDp






































∥2 − ∥∥un − u′n
∥













∥2≤ ∥∥xn − p
∥∥2 − ∥∥un − u′n
∥∥2  λnλn − 2δ
∥∥Dun −Dp
∥∥2. 3.36
Similar to 3.36, we obtain
∥∥t′n − p
∥∥2 ≤ ∥∥xn − p

















∥2 − ∥∥un − u′n
∥






 1 − ξn
{∥∥xn − p






































































∥∥2 − 1 − αn,iξn
∥∥un − u′n
∥∥2
 1 − αn,iξnλnλn − 2δ
∥∥Dun −Dp
∥∥2 − 1 − αn,i1 − ξn
∥∥tn − t′n
∥∥2









∥∥2 − 1 − αn,iξn
∥∥un − u′n
∥∥2

























∥2 − ∥∥yn,i − p
∥
∥2  1 − αn,iξnλn
× λn − 2δ
∥∥Dun −Dp












∥∥)  1 − αn,iξnλn
× λn − 2δ
∥∥Dun −Dp










∥∥  0. 3.41






∥  0. 3.42




∥∥  0. 3.43






∥  0. 3.44
Since u′n  PCun − λnDun and t′n  PCtn − μnEtn, we have









By 3.43 and 3.44, we obtain
lim
n→∞
‖wn − xn‖  0. 3.46
By condition iii, we have yn,i  αn,ix0  1 − αn,iTiwn, which implies that
∥∥yn,i − Tiwn
∥∥  αn,i‖x0 − Tiwn‖ −→ 0, n −→ ∞, ∀i ≥ 1. 3.47
From 3.18 and limn→∞‖yn,i − Tiwn‖  0, we have








∥ −→ 0, n −→ ∞, ∀i ≥ 1. 3.48
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Since
‖wn − Tiwn‖ ≤ ‖wn − xn‖  ‖xn − Tiwn‖. 3.49
By 3.46 and 3.48, we have that limn→∞‖wn − Tiwn‖  0, for all i  1, 2, . . ..
Step 4. We show that z ∈ Θ : ⋂∞i1 FTi ∩GMEPF1, ϕ1, A ∩GMEPF2, ϕ2, B ∩VIC,D ∩
VIC, E.
First, we show that z ∈ ⋂∞i1 FTi. Assume that z /∈
⋂∞
i1 FTi. Since limn→∞‖wn −
xn‖  0 and limn→∞‖xn − z‖  0, we have that limn→∞‖wn − z‖  0. By limn→∞‖wn − z‖  0
and limn→∞‖wn − Tiwn‖  0, i  1, 2, . . ., from Opial’s condition, we have
lim inf
i→∞










which is a contradiction. Thus, we obtain z ∈ ⋂∞i1 FTi.
Next, we show that z ∈ GMEPF1, ϕ,A. Since tn  T F1 ,ϕ1rn xn − rnAxn, n ≥ 1, we have








) − ϕ1tn 
〈






y − tn, tn − xn
〉 ≥ 0, ∀y ∈ C. 3.51




) − ϕ1tn 
〈











, ∀y ∈ C. 3.52
For t with 0 < t ≤ 1 and y ∈ C, let yt  ty  1 − tz. Since y ∈ C and z ∈ C, we have yt ∈ C.
Then, we have
〈
yt − tni , Ayt
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Since ‖tni − xni‖ → 0, we have ‖Atni − Axni‖ → 0. Further, from an inverse-strongly
monotonicity of A, we have 〈yt − tni , Ayt − Atni〉 ≥ 0. So, from A4 and the weak lower
















































































































) − ϕ1z 
〈
y − z,Az〉 ≥ 0. 3.56
This implies that z ∈ GMEPF1, ϕ1, A. By the same arguments, we can show that z ∈
GMEPF2, ϕ2, B.
Lastly, by the same proof of 39, Theorem 3.1, pages 346-347, we can show that z ∈
VIC,D and z ∈ VIC, E. Therefore, z ∈ ⋂∞i1 FTi ∩GMEPF1, ϕ1, A ∩GMEPF2, ϕ2, B ∩
VIC,D ∩VIC, E; that is, z ∈ Θ.
Noting that since xn  PCnx0, by2.4, we have
〈
x0 − xn, y − xn
〉 ≤ 0, ∀y ∈ Cn. 3.57
Since Θ ⊂ Cn and by the continuity of inner product, we obtain from the above inequality
that
〈
x0 − z, y − z
〉 ≤ 0, ∀y ∈ C. 3.58
By 2.4, again, we conclude that z  PΘx0. This completes the proof.
Using Theorem 3.1, we obtain the following corollaries.
Corollary 3.2. Let C be a nonempty closed convex subset of a real Hilbert Space H . Let F1, F2 be a
bifunction of C × C into real numbers   satisfying (A1)–(A4), and let ϕ1, ϕ2 : C →   ∪ {∞} be
a proper lower semicontinuous and convex function. Let A, B, D, and E be α, β, δ, and η-inverse-
strongly monotone mapping of C into H , respectively. Let T be nonexpansive mapping such that
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Θ : FT ∩ GMEPF1, ϕ1, A ∩ GMEPF2, ϕ2, B ∩ VIC,D ∩ VIC, E/ ∅. Assume that either
(B1) or (B2) holds. Let {xn} be a sequence generated by x0 ∈ C, x1  PC1x0 and
tn  T
F1 ,ϕ1
rn xn − rnAxn,
un  T
F2,ϕ2
sn xn − snBxn,





yn  αnx0  1 − αnTwn,
Cn1 
{
z ∈ Cn :
∥∥yn − z
∥∥2 ≤ ‖xn − z‖2  αn
(





for every n ≥ 0, where {rn}, {sn} ⊂ 0,∞, λn ∈ 0, 2δ, and μn ∈ 0, 2η satisfy the following
conditions:
i 0 < a ≤ rn ≤ b < 2α,
ii 0 < c ≤ sn ≤ d < 2β,
iii limn→∞αn  0,
iv limn→∞ξn  ξ ∈ 0, 1,
v 0 < e ≤ λn ≤ f < 2δ,
vi 0 < g ≤ μn ≤ j < 2η.
Then, {xn} converges strongly to PΘx0.
Proof. Taking Ti  T for i  1, 2, . . ., to be nonexpansive mappings, in Theorem 3.1, we can
conclude the desired conclusion easily. This completes the proof.
A mapping T : C → C is said to be a κ-strict pseudocontraction 40 if there exists a
constant 0 ≤ κ < 1 such that
∥∥Tx − Ty∥∥2 ≤ ∥∥x − y∥∥2  κ∥∥I − Tx − I − Ty∥∥2, ∀x, y ∈ C, 3.60
where I denotes the identity operator on C.
Lemma 3.3 see 41. Let C be a nonempty closed convex subset of a real Hilbert space H , and let
T : C → C be a κ-strict pseudocontraction. Define Sx : C → C by Sx  αx  1 − αTx for each
x ∈ C. Then, as α ∈ κ, 1) S is nonexpansive such that FS  FT.
Using Theorem 3.1, we obtain the following result.
Theorem 3.4. Let C be a nonempty closed convex subset of a real Hilbert Space H . Let F1, F2 be a
bifunction of C × C into real numbers   satisfying (A1)–(A4), and let ϕ1, ϕ2 : C →   ∪ {∞} be
a proper lower semicontinuous and convex function. Let A, B, D, and E be α, β, δ, and η-inverse-
strongly monotone mapping of C into H , respectively. Let T1, T2, . . . , TN be a finite family of κi-
psuedocontractions such thatΘ :
⋂N
i1 FTi ∩GMEPF1, ϕ1, A ∩GMEPF2, ϕ2, B ∩VIC,D ∩
VIC, E/ ∅. Define a mapping Tκi by Tκi  κix  1 − κiTix for all x ∈ C, i ∈ {1, 2, . . . ,N}. Let
22 Fixed Point Theory and Applications




n,i, . . . , α
N
n,i. Assume that either (B1) or
(B2) holds. Let {xn} be a sequence generated by x0 ∈ C, C1,i  C, C1 
⋂∞
i1 C1,i, x1  PC1x0 and
tn  T
F1 ,ϕ1
rn xn − rnAxn,
un  T
F2,ϕ2
sn xn − snBxn,





yn,i  αn,ix0  1 − αn,iTiwn,
Cn1,i 
{
z ∈ Cn,i :
∥∥yn,i − z
∥∥2 ≤ ‖xn − z‖2  αn,i
(









for every n ≥ 0, where {rn}, {sn} ⊂ 0,∞, λn ∈ 0, 2δ, and μn ∈ 0, 2η satisfy the following
conditions:
i 0 < a ≤ rn ≤ b < 2α,
ii 0 < c ≤ sn ≤ d < 2β,
iii limn→∞αn,i  0,
iv limn→∞ξn  ξ ∈ 0, 1,
v 0 < e ≤ λn ≤ f < 2δ,
vi 0 < g ≤ μn ≤ j < 2η.
Then, {xn} converges strongly to PΘx0.
Proof. From Theorem 3.1, {Ti}Ni1 is a finite family of κi-strict pseudocontraction. By
Lemma 3.3, we have that Tκi is nonexpansive mappings. The conclusion of Theorem 3.4 can
be obtained from Theorem 3.1 immediately.
4. Some Applications
4.1. Complementarity Problem
Let C be a nonempty closed and convex cone inH , and let E be an operator of C intoH . We
define the polar of C inH to be the set
K∗ :
{
y∗ ∈ H : 〈x, y∗〉 ≥ 0, ∀x ∈ C}. 4.1
Then, the element u ∈ C is called a solution of the complementarity problem if
Eu ∈ K∗, 〈u, Eu〉  0. 4.2
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The set of solution of the complementarity problem is denoted by C′C,D, C′C, E. We will
assume that D, E satisfies the following conditions:
E1 D, E is a δ, η-inverse-strongly monotone mapping, respectively,
E2 C′C,D, C′C, E/ ∅.
B1 For each x ∈ H and r > 0, there exist a bounded subsetDx ⊆ C and yx ∈ C ∩ domϕ













yx − z, z − x
〉
< ϕz, 4.3
B2 C is a bounded set.
Corollary 4.1. Let C be a nonempty closed convex subset of a real Hilbert Space H . Let F1, F2 be a
bifunction of C × C into real numbers   satisfying (A1)–(A4), and let ϕ1, ϕ2 : C →   ∪ {∞} be
a proper lower semicontinuous and convex function. Let A, B, D, and E be α, β, δ, and η-inverse-
strongly monotone mapping of C intoH , respectively. Let T1, T2, . . . be infinite nonexpansive mapping
such that Θ :
⋂∞
i1 FTi ∩ GMEPF1, ϕ1, A ∩ GMEPF2, ϕ2, B ∩ C′C,D ∩ C′C, E/ ∅.
Assume that either (B1) or (B2) holds. Let {xn} be a sequence generated by x0 ∈ C, C1,i  C, C1 ⋂∞
i1 C1,i, x1  PC1x0 and
tn  T
F1 ,ϕ1
rn xn − rnAxn,
un  T
F2,ϕ2
sn xn − snBxn,





yn,i  αn,ix0  1 − αn,iTiwn,
Cn1,i 
{




∥2 ≤ ‖xn − z‖2  αn,i
(









for every n ≥ 0, where {rn}, {sn} ⊂ 0,∞, λn ∈ 0, 2δ, and μn ∈ 0, 2η satisfy the following
conditions:
i 0 < a ≤ rn ≤ b < 2α,
ii 0 < c ≤ sn ≤ d < 2β,
iii limn→∞αn,i  0,
iv limn→∞ξn  ξ ∈ 0, 1,
v 0 < e ≤ λn ≤ f < 2δ,
vi 0 < g ≤ μn ≤ j < 2η.
Then, {xn} converges strongly to PΘx0.
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Proof. Using Lemma 7.1.1 of 42, we have that VIC,D  C′C,D and VIC, E  C′C, E.
Hence, by Corollary 4.1, we can conclude the desired conclusion easily. This completes the
proof.
4.2. Optimization Problem
In this section, we study a kind of multiobjective optimization problem by using the result
of this paper. We will give an iterative algorithm of solution for the following optimization





where hx is a convex and lower semicontinuous functional, and defineC as a closed convex
subset of a real Hilbert spaceH . We denote the set of solutions of 4.5 byMh1 andMh2.
Let Fi : C × C →   be a bifunction defined by Fix, y  hiy − hix. We consider the
equilibrium problem, it is obvious that EPFi  Mhi, i  1, 2. Therefore, from Theorem 3.1,
we obtained the following corollary.
Corollary 4.2. Let C be a nonempty closed convex subset of a real Hilbert Space H . Let F1, F2 be a
bifunction of C × C into real numbers   satisfying (A1)–(A4), and let ϕ1, ϕ2 : C →   ∪ {∞} be a
proper lower semicontinuous and convex function. Let A, B, D, and E be α, β, δ, and η-inverse-
strongly monotone mapping of C into H , respectively. Let T1, T2, . . . be an infinite nonexpansive
mapping such thatΘ :
⋂∞
i1 FTi∩MEPF1, ϕ1∩MEPF2, ϕ2∩VIC,D∩VIC, E/ ∅. Assume
that either (B1) or (B2) holds. Let {xn} be a sequence generated by x0 ∈ C, C1,i  C, C1 
⋂∞
i1 C1,i,
x1  PC1x0, and
h1t − h1tn  1
rn
〈t − tn, tn − xn〉 ≥ 0, ∀t ∈ C,
h2u − h2un  1
sn
〈u − un, un − tn〉 ≥ 0, ∀u ∈ C,





yn,i  αn,ix0  1 − αn,iTiwn,
Cn1,i 
{
z ∈ Cn,i :
∥∥yn,i − z
∥∥2 ≤ ‖xn − z‖2  αn,i
(
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for every n ≥ 0, where {rn}, {sn} ⊂ 0,∞, λn ∈ 0, 2δ, and μn ∈ 0, 2η satisfy the following
conditions:
i limn→∞αn,i  0,
ii limn→∞ξn  ξ ∈ 0, 1,
iii 0 < e ≤ λn ≤ f < 2δ,
iv 0 < g ≤ μn ≤ j < 2η.
Then, {xn} converges strongly to PΘx0.
Proof. From Theorem 3.1, put F1tn, t  h1t − h1tn, F2un, u  h2u − h2un, and
A,B, ϕ1, ϕ2 ≡ 0. The conclusion of Corollary 4.2 can be obtained from Theorem 3.1
immediately.
4.3. Minimization Problem
In this section, we study the problem for finding a minimizer of a continuously Fre`chet
diﬀerentiable convex functional in a Hilbert space.
First, we use the following lemma in our result.
Lemma 4.3 see 43. Let E be a Banach space, let f be a continuously Fre`chet diﬀerentiable convex
functional on E, and let ∇f be the gradient of f . If ∇f is 1/α-Lipschitz continuous, then ∇f is an
α-inverse-strongly monotone.
Let f1, f2 be functionals onH which satisfies the following conditions:
C1 let, f1, f2 be a continuously Fre`chet diﬀerentiable convex functional on H , and let,
∇f1, ∇f2 be 1/δ, 1/η-Lipschitz continuous, respectively,
C2 ∇f1−10  {z1 ∈ H : f1z1  miny1∈Hf1y1}/ ∅ and ∇f2−10  {z2 ∈ H : f2z2 
miny2∈Hf2y2}/ ∅.
Corollary 4.4. LetH be a real Hilbert Space. Let F1, F2 be a bifunction ofH ×H into real numbers  
satisfying (A1)–(A4), and let ϕ1, ϕ2 : C →   ∪ {∞} be a proper lower semicontinuous and convex
function. LetA,B be α, β-inverse-strongly monotone mapping ofH intoH , respectively. Let T1, T2, . . .
be infinite nonexpansive mappings. Let f1, f2 be functionals on H which satisfies the conditions
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(C1) and (C2). Suppose that Θ :
⋂∞
i1 FTi ∩ GMEPF1, ϕ1 ∩ GMEPF2, ϕ2 ∩ ∇f1−10 ∩
∇f2−10 / ∅. Assume that either (B1) or (B2) holds. Let {xn} be a sequence generated by x0 ∈ C,
C1,i  C, C1 
⋂∞
i1 C1,i, x1  PC1x0, and
tn  T
F1 ,ϕ1
rn xn − rnAxn,
un  T
F2,ϕ2










yn,i  αn,ix0  1 − αn,iTiwn,
Cn1,i 
{
z ∈ Cn,i :
∥∥yn,i − z
∥∥2 ≤ ‖xn − z‖2  αn,i
(









for every n ≥ 0, where {rn}, {sn} ⊂ 0,∞, λn ∈ 0, 2δ, and μn ∈ 0, 2η satisfying the following
conditions:
i 0 < a ≤ rn ≤ b < 2α,
ii 0 < c ≤ sn ≤ d < 2β,
iii limn→∞αn,i  0,
iv limn→∞ξn  ξ ∈ 0, 1,
v 0 < e ≤ λn ≤ f < 2δ,
vi 0 < g ≤ μn ≤ j < 2η.
Then, {xn} converges strongly to PΘx0.
Proof. We know form condition C1 and Lemma 4.3 that ∇f1, ∇f2 is a δ, η-inverse-strongly
monotone operator from H in to itself, respectively. The conclusion of Corollary 4.4 can be
obtained from Theorem 3.1 immediately.
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