Abstract. Naive Bayes is a probability-based classification method which is based on the assumption that attributes are conditionally mutually independent given the class label. Much research has been focused on improving the accuracy of Naïve Bayes via eager learning. In this paper, we propose a novel lazy learning algorithm, Selective Neighbourhood based Naïve Bayes (SNNB). SNNB computes different distance neighborhoods of the input new object, lazily learns multiple Naïve Bayes classifiers, and uses the classifier with the highest estimated accuracy to make decision. The results of our experiments on 26 datasets show that our proposed SNNB algorithm outperforms Naïve Bayes, and state-of-the-art classification methods NBTree, CBA, and C4.5 in terms of accuracy as well as efficiency.
Introduction
Naive Bayes [5] is a probability-based classification method which is based on the assumption that attributes are conditionally mutually independent given the class label. Although simple, Naïve Bayes has surprisingly good performance in a wide variety of domains, including many domains where there are clear dependencies between the attributes. Naïve Bayes is also robust to noise and irrelevant attributes and the learnt theories are easy for domain experts to understand. As a result, Naïve Bayes has attracted much attention from researchers. Research work to extend the Naïve Bayes can be broadly divided into three main categories.
The first category aims to improve Naïve Bayes by transforming the feature space such as feature subset selection and constructive feature. Kononenko's semi-naïve Bayesian classifier [10] performs exhaustive search by iteratively joining pairs of attribute values to generate constructive features based on statistical tests for independence. The constructive Bayesian classifier [14] employs a wrapper model to find the best Cartesian product attributes from existing nominal attributes, and possible deletion of existing attributes. Langley and Sage [11] use the Forward Sequential Selection (FSS) method to select a subset of the available attributes, with which to build a Naïve Bayes classifier. It is shown that such attribute selection can improve upon the performance of the Naïve Bayes classifier when attributes are interdependent, especially when some attributes are redundant.
The second category of research extends Naïve Bayes by relaxing the attribute independence assumption. This covers many classification methods based on Bayesian network [2] . Friedman and Goldszmidt [8] explore the Tree Augmented Naïve Bayes (TAN) model for classifier learning, which belongs to a restricted subclass of Bayesian network by inducing a tree-structure network structure.
The third category employs the principle of local learning to extend Naïve Bayes. It is well-established that large, complex databases are not always amenable to a unique global approach to generalization. This is because there may exist different models specific to a data point. A typical example in this category is the Naïve Bayes tree, NBTree [9] , which uses decision tree techniques to partition the whole instance space (root node) into several subspaces (leaf nodes), and then trains a Naïve Bayes classifier for each leaf node. [17] presents the Lazy Bayesian Rule (LBR) classification method to solve the small disjunct problem of NBTree.
In addition, Zheng Zijian [16] presents a method to generate Naïve Bayes Classifier Committees by building individual naïve Bayes classifiers using different attribute subsets in sequential trials. Majority vote of the committees was applied in the classification stage. It has been shown that this method is able to improve the accuracy of Naïve Bayes by a wide margin.
On the other hand, we can divide classification methods into two types: eager learning and lazy learning, depending on when the major computation occurs [1] . Lazy learning is distinguished by spending little or no effort during training and delaying computation until classification time. On the other hand, eager learning replaces the training inputs with an abstraction expression such as rule set, decision tree, concept lattice or neural network) and use it to process queries. The majority of the methods to extend Naïve Bayes are eager, except for LBR. We observe that most existing techniques for improving the performance of the Naïve Bayesian classifier require complex induction processes.
In this paper, we propose a novel Naïve Bayes classifier, the Selective Neighborhood Naïve Bayes (SNNB), for lazy classification. SNNB constructs multiple Naïve Bayes classifiers on multiple neighborhoods by using different radius values for an input new object. It then selects the most accurate one to classifier the new object. Experimental results shows that SNNB outperforms not only the Naïve Bayes and NBTree, but also several other state-of-art classification metho ds.
The rest of the paper is organized as follows. Section 2 briefly reviews the Naïve Bayes method. Section 3 gives an example to motivate the work of SNNB. A detailed description and analysis of SNNB is given in Section 4. Section 5 gives the results from the performance study of SNNB. Section 6 discuss some related work and we conclude in Section 7 by highlighting our contributions.
For simplicity, we shall assume that the dataset is a relational table with only nominal attributes and consists of the descriptions of n objects in the form of tuples. These n objects have been classified into q known classes, C 1 , C 2 , …, C q . Each object in the database is described by m distinct attributes, Attr 1 , ..., Attr i , ..., Attr m . In an instantiation of object description, an attribute Attr i takes on the value v ij ∈ domain(Attr i ). Let U={x 1 , x 2 , …, x n } denote the set of objects and A={Attr 1 , …, Attr m } denote the set of attributes. Various kinds of classification method have been developed to induce classifiers on a dataset, and the classifier can be thought as a function assigning a class label to an unclassified object.
Naïve Bayes is a probability-based classification method, built on the assumption that all the attributes are mutually independent within each class. Given an unlabelled instance x=<v 1 , …, v m > consisting of m attribute values, the classification technique of Naïve Bayes classifier will assign the object x to the class C i such that the value of P(C i |x) is maximal. P(C i |x) can be calculated via Bayesian Theorem and the independence assumption as follows:
Note that P(x) is fixed for a given x. To estimate p(C i ), the simplest probability estimate, or occurrence frequency, is used. That is, p(C i ) = N(C i )/N where N is the number of the training examples, and N(C i ) is the number of the training examples with class C i . To estimate the conditional probability p(Attr k =v k |C i ), we adopt the Laplace-corrected estimate, which leads to
where n j is the number of values of the k-th attribute, and f is a multipicative factor (default value as 1/N) [4] For Naïve Bayes classifier, Leave -One-Out is used to get the accuracy on training set. This can be implemented efficiently, and is linear to the number of objects, number of attributes, and number of label values [9] . For Naive Bayes classifier cls NB , acc(cls NB ) is used to denote the accuracy computed through Leave -One-Out method.
Motivating Example
Before presenting the details of our SNNB algorithm, let us look at a simple example, for which Naïve Bayes fails while one possible solution succeeds.
Example: Suppose we are given a small dataset that comprises of 300 objects which are described by two conditional attributes, A and B. These objects are divided into two classes, d=0 and d=1. Table 1 shows that among the 50 objects with description (A=0, B=0), 45 are classified as (d=0), while 5 are classified as (d=1).
Obviously, an ideal classifier should be able to classify an object (A=0, B=0) to class (d=0), object (A=0, B=1) to class (d=1), object (A=1, B=0) to class (d=1), and object (A=1, B=1) to class (d=0). Note that for simplicity, all the probabilities are estimated with occurrence frequencies. Let us first consider the classifier generated by Naïve Bayes. We have the following probabilities:
According to Equation (1) (in Section 2), the following results will be obtained:
(A=0, B=0) will be classified as d=1, (A=0, B=1) will be classified as d=1, (A=1, B=0) will be classified as d=0, and (A=1, B=1) will be classified as d=0, Clearly, Naïve Bayes can't produce the ideal results. Now, let us consider the situation where we construct a naïve bayes trained for an input test example on its neighborhood including all the objects with distance no larger than 1. Thus, for an test object with description (A=0, B=0), only (A=0, B=0), (A=0, B=1), (A=1, B=0) in Table 1 Similarly, for each other input object, through constructing a naïve bayes classifier on its 1-neighborhood, and applying this classifier to make decision for the input object, an ideal classification result can be achieved.
Selective Neighborhood based Naïve Bayes
We will now present the details of SNNB, a Selective Neighborhood based Naïve Bayesian classifier. The basic idea is to construct multiple classifiers on multiple neighborhoods with different radius, then select out the classifier with the highest estimated accuracy to classify the new object.
For any two objects x and y, the distance between them normally can be defined as the number of the attributes on which x and y take on the different values, that is, distance(x, y)=|{Attr i ∈A|Attr i (x)≠Attr i (y)}|. For an input new object x, its k-Neighborhood consists of all the objects in U with the distance to x not larger than k, denoted as NH k (x)={x i ∈U|distance(x i , x)≤k} We also call the Naïve Bayes classifier, k-NB x , trained on NH k (x) as the k-th local Naïve classifier. Clearly, for any input object x, m-NB x is trained on the whole object set U, so it is also called the global Naïve Bayes classifier. The pseudo-code for SNNB is given below, where OWD is an array of sets of objects, and OWD[dist], 0≤dist≤m, stores all the objects in U that has distance dist to the input object x. The algorithm SNNB consists of three main steps. The first step calculates the distance between the input new object x and each training object t in training set T, and stores all the training objects according to their distances (line 1). The second step constructs a series of NB classifiers on different subsets of training objects (line 2-line 18). The last step classifies the new object with the most accurate NB classifier (line 19-line 20). There are two parameters in the algorithm: one is the support difference threshold, θ, with 0.5 as the default value; the other is the support threshold φ, with 0.03 as the default value. The support threshold is to ensure the generalizing ability of learnt model, while the support difference threshold is mainly for controlling the speed of the algorithm.
Algorithm

Complexity Analysis
We will now give an analysis of the complexity of the algorithm. Let m be the number of attributes and n be the number of objects. It is obvious that the complexities of the first step and the third step are O(m×n) and O(m) respectively. We will now examine the complexity of the second step.
Fact: Given a set TS of training objects, the complexity of inducing a NB classifier CLS and estimating its accuracy with Leave -1-out is O(|TS|×m).
Suppose the generated series of NB classifiers is CLS 1 anneal  38  6  798  australian  14  2  690  auto  25  7  205  breast-w  10  2  699  cleve  13  2  303  crx  15  2  690  diabetes  8  2  768  german  20  2  1000  glass  9  7  214  heart  13  2  270  hepatitis  19  2  155  horse  22  2  368  hypo  25  2  3163  ionosphere  34  2  351  iris  4  3  150  labor  16  2  57  led7  7  10  3200  lymph  18  4  148  pima  8  2  768  sick  29  2  2800  sonar  60  2  229  tic -tac-toe  9  2  958  vehicle  18  4  846  waveform  21  3  5000  wine  13  3  178  zoo  16  7  101   Table 2 . Datasets used in the experiments.
We carried out an empirical comparison of the algorithm SNNB by using the 26 datasets from UCI Machine Learning Repository [13] . The characteristics of these datasets are listed in Table 2 . Since the current version of SNNB can only deal with nominal attributes, the entropy-based discretization algorithm [6] is used for preprocessing.
Error-rate comparison
We first compare the accuracy results of SNNB with Naïve Bayes, and three other state-of-art classification methods 1 : • NBTree in [9] (a state-of-art hybrid classification method to improves the accuracy of Naïve Bayes), • CBA in [12] (a classification method based on association rules), and • C 4.5 Rules (Release 8) [15] .
The error rates of the different algorithms on the experimental domains are listed in Table 3 . All the error rates are obtained through 10-fold cross validation. We use the same train/test set split for different classification methods in the experiments. Throughout the experiment, the parameters of SNNB are set as default values without adjusting.
(1) SNNB obtains lower error rates than Naïve Bayes in 15 out of the 26 domains, and higher error rates in 6 domains. It also obtains lower error rates than CBA in 16 domain and higher error rates in 9 domains. When compared with NBTree and C4.5Rules, SNNB gets the same sore, w inning in 15 domains and losing in 9 domains.
(2) To give further insight into the experimental results, for each dataset, all the classification methods can be sorted from the lowest error rate to the highest error rate. The ranking of each method is recorded in the parentheses, where number i (1≤i≤5) means that the method gets the i-th lowest error rate among the five methods. Such information has been summarized into the following table. SNNB gets the lowest error rates on 8 domains, the sencond lowest error rates on 7 domains, the third lowest error rates on 7 domains, the fourth lowest error rates on 4 domain, and doesn't get the worst error rate on any domain. We can also conclude that SNNB is better than NB, NBTee, and CBA. As to the C4.5Rules, it gets the lowest error rates on 9 domains, which is one more than SNNB, but we can see that C4.5Rules also gets the worst error rates on 15 domains. (3) With the comparison of the average accuracies, SNNB also produces more accurate classifiers than Naïve Bayes, NBTree, C4.5Rules, and CBA. The geometric mean error ratio shows that NB has 10.8% higher error, C4.5Rules 10.6% higher error, NBTree 9.1% higher error, and CBA 4.1% higher error than SNNB.
Computational Requirements
At the end of section 4, we have already shown the time complexity of running SNNB to classify a new object is linear wi th the number of training objects and the number of attributes. To get an intuitionistic idea of the computational requirements of SNNB, the table 5 records the average time of SNNB in CPU seconds on the personal computer (Pentium III 700Mhz with 128M memory) for classifying each object. We have not recorded the training time used to induce a global Naive Bayes classifier, because this process is always very fast.
In table 5, when θ set as 0.5, the three worst cases are 0.1477 seconds, 0.1471 seconds, and 0.1402 seconds in the hypo domain, sick domain and waveform domain. These three domains have 3163, 2800, and 5000 objects respectively, and they also have 25, 29, and 21 attributes respectively. Table 5 . Average time to classify a new object (in seconds)
Support
Related Work
Although the underlying mechanism in SNNB is lazy, SNNB is closely related to the Naïve Bayes Tree method. Let us consider two kinds of neighborhood, (1) Feature-based: For any object x and a feature subset F of its description, the Fneighborhood of x consists of all the objects containing the feature subset F.
(2) Distance-based: For any object x and a distance d, the d-Neighborhood of x consists of all the objects whose distances are less than d. Now, it is clear that SNNB uses the Naïve Bayes classifier trained on a selective distance-based neighborhood of the input test object to make classification. On the other hand, NBTree uses the Naïve Bayes classifier trained on a selective featurebased neighborhood of the input test object to make classification.
Furthermore, our method is also related to the k-nearest neighbor (k-NN) algorithm [3] , which is one of the most venerable algorithms in machine learning. Both SNNB and k-NN are based on distance (or similarity). The k-NN algorithm can be decomposed into two phases: Phase 1 determines a neighborhood which is formed by the nearest k neighbors, while Phase 2 applies a simple classifier (Majority Voting) to classify the new object. If we replace the simple classifier (Majority voting in original k-NN algorithm) with Naïve Bayes, we can find that SNNB is also similar with the k-NN algorithm, and SNNB can be viewed as a hybrid method of Naïve Bayes and Nearest Neighborhood.
Conclusion
In this paper, we have deve loped a selective neighborhood-based Naive Bayes algorithm, SNNB. The contribution of SNNB is that it lazily constructs a set of Naïve Bayes classifiers, and chooses one of them to make decisions. Experimental results demonstrate that our proposed algorithm is not only able to improve the accuracy of Naïve Bayes, but it is also able to outperform existing state-of-art classification methods such as NBTree, CBA and C4.5. We have also shown that SNNB is computationally efficient.
