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Abstract
We treat a position dependent quantum walk (QW) on the line which we assign two different time-evolution
operators to positive and negative parts respectively. We call the model “the two-phase QW” here, which has
been expected to be a mathematical model of the topological insulator. We obtain the stationary and time-
averaged limit measures related to localization for the two-phase QW with one defect. This is the first result on
localization for the two-phase QW. The analytical methods are mainly based on the splitted generating function of
the solution for the eigenvalue problem, and the generating function of the weight of the passages of the model. In
this paper, we call the methods “the splitted generating function method” and “the generating function method”,
respectively. The explicit expression of the stationary measure is asymmetric for the origin, and depends on the
initial state and the choice of the parameters of the model. On the other hand, the time-averaged limit measure
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has a starting point symmetry and localization effect heavily depends on the initial state and the parameters of
the model. Regardless of the strong effect of the initial state and the parameters, the time-averaged limit measure
also suggests that localization can be always observed for our two-phase QW. Furthermore, our results imply that
there is an interesting relation between the stationary and time-averaged limit measures when the parameters of
the model have specific periodicities, which suggests that there is a possibility that we can analyze localization of
the two-phase QW with one defect from the stationary measure.
Keywords: quantum walk, two-phase model, localization
Communicated by : to be filled by the Editorial
1 Introduction
Quantum walk (QW) was introduced by several researchers of different fields, such as a quantum probability theory,
and quantum information theory [1, 2]. In recent years, as a quantum counterpart of the classical random walk,
QW has attracted much attention of various fields, such as quantum algorithms [3, 4, 5], probability theory [6, 7, 8],
physical systems [9, 10]. From the viewpoint of asymptotic behavior of QWs, we emphasize that there are two kinds
of limit theorems. The first one is localization theorem, which we focus on in this paper. Localization is considered
as a typical property of discrete-time QWs [11, 12, 13]. Konno [14] and Konno et al. [13] investigated localization of
inhomogeneous discrete-time QWs in one dimension. Let Xt be the random variable of the position of the walker at
time t. In this paper, we say that the QW starting at the origin shows localization if its time-averaged limit measure
is strictly positive, i.e.,
lim
T→∞
1
T
T−1∑
t=0
P (Xt = 0) > 0.
The other definitions of localization were discussed in [15, 16, 17]. The second one is the weak limit theorem for Xt/t
whose typical expression is described in [13].
For the wide range of interest in two-phase systems in quantum scale [18, 19], QW with two phases can be expected
to be attributed to its broad applications to many fields. We call the QW “the two-phase QW” in this paper. QWs
are also naturally the systems of choice to explore fundamental issues in quantum physics. For instance, Kitagawa et
al. [10] reported that the experimental realizations of QWs with cold atoms, photons, and ions come true non-trivial
one-dimensional topological phase including a two phase system. Hence, we expect that the two-phase QW provides
the versatile resources for investigating topological insulators which are recently the intense issues of theoretical and
experimental approaches as a key to construct quantum computer. In spite of such interest in two-phase systems,
any limit theorems for the two-phase QW have not been described mathematically as much as ever. Now preparing
strictly analytical results for the two-phase QW may lead to more profound analyzing for the physical systems.
In 2013, Konno et al. [13] introduced a method which solves the eigenvalue problem;
U (s)Ψ = λΨ (1)
where U (s) is an∞×∞ unitary matrix, and λ(∈ C) and Ψ are the solutions of the eigenvalue problem. The solutions
of the eigenvalue problem lead to a stationary measure which is closely related to localization for some typical QWs
in one dimension [13]. We take advantage of the splitted generating function of the solutions, and we call the method
“the splitted generating function method (the SGF method)” in this paper. Using the SGF method, we derive the
stationary measure for the two-phase QW with one defect. On the other hand, using the generating function of the
weight of the passages, we derive the time-averaged limit measure corresponding to localization. Here, we call the
method “the generating function method”. We see that the two measures agree with each other when the parameters
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of the model have specific periodicities. The Fourier analysis [20] and the stationary phase method [21] are useful to
study position-independent QWs. We can analyze position-dependent QWs using the CGMV method [22], however,
the CGMV method allows for the general discussion of localization properties, that is, the CGMV method provides
the time-averaged limit measure at the origin for the typical one-defect QWs on the line, however, the analysis is
more complicated than the SGF method and the generating function method in general. We emphasize that it is the
first application of the generating function method to position-dependent QW without symmetry for the origin.
The rest of this article is organized as follows. In Section 2, we introduce the two-phase QW with one defect, the
main target in this paper, and present our main results. Then in Section 3, we give the proof of Theorem 1. Finally,
the proof of Theorem 2 is devoted in Section 4.
2 Model and the main results
2.1 Model
Let the QW be a one-dimensional discrete time model defined by the set of 2× 2 unitary matrices;
Ux =
[
ax bx
cx dx
]
(x ∈ Z). (2)
The subscript x expresses the position. To consider the time evolution, let us divide Ux into two parts as follows;
Ux = Px +Qx
with
Px =
[
ax bx
0 0
]
, Qx =
[
0 0
cx dx
]
.
We should remark that Px and Qx express the left and right steps, respectively. Here the walker has a state at
position x and time t, and the state can be expressed by a two-dimensional vector
Ψt(x) =
[
ΨLt (x)
ΨRt (x)
]
∈ C2.
Then the time evolution is determined by the recurrence formula[
ΨLt (x)
ΨRt (x)
]
=
[
0 0
cx dx
] [
ΨLt−1(x− 1)
ΨRt−1(x− 1)
]
+
[
ax bx
0 0
] [
ΨLt−1(x + 1)
ΨRt−1(x + 1)
]
.
In this manuscript, we focus on a one-defect two-phase QW on the line, whose unitary matrices are defined as follows;
Ux =


U+ =
1√
2
[
1 eiσ+
e−iσ+ −1
]
(x ≥ 1)
U− =
1√
2
[
1 eiσ−
e−iσ− −1
]
(x ≤ −1)
U0 =
[
1 0
0 −1
]
(x = 0)
(3)
where σ± ∈ R.
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The quantum walker shifts differently in positive and negative parts respectively, and the determinants are indepen-
dent of the position, that is, det(Ux) = −1 for x ∈ Z. Hereafter, we call the model “the two-phase QW with one
defect” for short. We should notice that if σ+ = σ−, the model becomes a one-defect QW which has been so far
analyzed in detail [13]. Furthermore, if σ+ = σ− = 0, the model becomes a special case of the QW which has been
studied in [23]. We should remark that the two-phase QW has a defect at the origin, which enables us to analyze
the model simply. Thus, one of the future problems is to analyze a QW which has two phases and does not have any
defect. We will report on the results in the forthcoming paper.
2.2 The stationary measure
We should recall
U (s) = SUx =


. . .
...
...
...
... · · ·
· · · O P−1 O O O · · ·
· · · Q−2 O P0 O O · · ·
· · · O Q−1 O P1 O · · ·
· · · O O Q0 O P2 · · ·
· · · O O O Q1 O · · ·
· · · ... ... ... ... . . .


with O =
[
0 0
0 0
]
,
and the quantum walker shifts left or right in accordance with Px or Qx (x ∈ Z) [24], where x is the position of the
walker. Here S is the standard shift operator defined by
S =
∑
x
(|x〉〈x + 1| ⊗ |L〉〈L|+ (|x〉〈x − 1| ⊗ |R〉〈R|).
In this subsection, we present one of our main results, the stationary measure of the two-phase QW with one defect.
From now on, we let U (s) be an ∞×∞ unitary matrix of the two-phase QW with one defect. Now let us consider
the eigenvalue problem
U (s)Ψ = λΨ, (4)
where λ (∈ C) is the eigenvalue of U (s) and Ψ is the eigenvector, defined by
Ψ = T[· · · ,ΨL(−1),ΨR(−1),ΨL(0),ΨR(0),ΨL(1),ΨR(1), · · · ] ∈ C∞,
where T means the transpose operation. First of all, we give the solutions of the eigenvalue problem (4). The proof
of Proposition 1 is provided in Section 3.
Proposition 1 Let λ(j) be the eigenvalue of the unitary matrix U (s) and Ψ(j)(x) be the eigenvector at x corresponding
to λ(j), where j = 1, 2, 3, 4. Put c ∈ C.
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1. For λ(1) =
cosσ + (sinσ +
√
2)i√
3 + 2
√
2 sinσ
and Ψ(1)(0) = T[α(1), β(1)] =
c√
2
T
[
1,−ie−(σ++σ−)i/2] , we have
ΨL(x) =


c√
2
(
i√
3 + 2
√
2 sinσ
)x
(x = 1, 2, · · · ),
c√
2
(x = 0),(
1 +
i√
2
e−
σ++3σ−
2 i
)
c
(
− i√
3 + 2
√
2 sinσ
)−x
(x = −1,−2, · · · ).
ΨR(x) =


(
e−iσ+√
2
− ie−σ++σ−2 i
)
c
(
i√
3 + 2
√
2 sinσ
)x
(x = 1, 2, · · · ),
−ie−σ++σ−2 i c√
2
(x = 0),
−ie−σ++σ−2 i c√
2
(
− i√
3 + 2
√
2 sinσ
)−x
(x = −1,−2, · · · ).
2. For λ(2) = −λ(1) and Ψ(2)(0) = Ψ(1)(0) = T[α(1), β(1)], we have
ΨL(x) =


c√
2
(
− i√
3 + 2
√
2 sinσ
)x
(x = 1, 2, · · · ),
c√
2
(x = 0),(
1 +
i√
2
e−
σ++3σ−
2 i
)
c
(
i√
3 + 2
√
2 sinσ
)−x
(x = −1,−2, · · · ).
ΨR(x) =


(
e−iσ+√
2
− ie− σ++σ−2 i
)
c
(
− i√
3 + 2
√
2 sinσ
)x
(x = 1, 2, · · · ),
−ie−σ++σ−2 i c√
2
(x = 0),
−ie−σ++σ−2 i c√
2
(
i√
3 + 2
√
2 sinσ
)−x
(x = −1,−2, · · · ).
3. For λ(3) = −cosσ + (sinσ −
√
2)i√
3− 2√2 sinσ
and Ψ(3)(0) = T[α(3), β(3)] =
c√
2
T
[
1, ie−(σ++σ−)i/2
]
, we have
ΨL(x) =


c√
2
(
i√
3− 2√2 sinσ
)x
(x = 1, 2, · · · ),
c√
2
(x = 0),(
1− i√
2
e−
σ++3σ−
2 i
)
c
(
− i√
3− 2√2 sinσ
)−x
(x = −1,−2, · · · ).
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ΨR(x) =


(
e−iσ+√
2
+ ie−
σ++σ−
2 i
)
c
(
i√
3− 2√2 sinσ
)x
(x = 1, 2, · · · ),
ie−
σ++σ−
2 i
c√
2
(x = 0),
ie−
σ++σ−
2 i
c√
2
(
− i√
3− 2√2 sinσ
)−x
(x = −1,−2, · · · ).
4. For λ(4) = −λ(3) and Ψ(4)(0) = Ψ(3)(0) = T[α(3), β(3)], we have
ΨL(x) =


c√
2
(
− i√
3− 2√2 sinσ
)x
(x = 1, 2, · · · ),
c√
2
(x = 0),(
1− i√
2
e−
σ++3σ−
2
)
c
(
i√
3− 2√2 sinσ
)−x
(x = −1,−2, · · · ).
ΨR(x) =


(
e−iσ+√
2
+ ie−
σ++σ−
2 i
)
c
(
− i√
3− 2√2 sinσ
)x
(x = 1, 2, · · · ),
ie−
σ++σ−
2 i
c√
2
(x = 0),
ie−
σ++σ−
2 i
c√
2
(
i√
3− 2√2 sinσ
)−x
(x = −1,−2, · · · ).
Here, as for the number of the eigenvalues for one-dimensional QWs, it has been known that there are three cases,
that is, their unitary matrices have 0, 2, or 4 eigenvalues [25]. Noting that the stationary measure at the position x
is defined by µ(x) = |ΨL(x)|2 + |ΨR(x)|2 [24], we obtain
Theorem 1 1. For λ(1) and Ψ(1)(0), and λ(2) and Ψ(2)(0), we have
µ(x) =


(2 +
√
2 sinσ)|c|2
(
1
3 + 2
√
2 sinσ
)x
(x = 1, 2, · · · ),
|c|2 (x = 0),{
2 +
√
2 sin
(
σ+ + 3σ−
2
)}
|c|2
(
1
3 + 2
√
2 sinσ
)−x
(x = −1,−2, · · · ).
2. For λ(3) and Ψ(3)(0), and λ(4) and Ψ(4)(0), we have
µ(x) =


(2 −√2 sinσ)|c|2
(
1
3− 2√2 sinσ
)x
(x = 1, 2, · · · ),
|c|2 (x = 0),{
2−√2 sin
(
σ+ + 3σ−
2
)}
|c|2
(
1
3− 2√2 sinσ
)−x
(x = −1,−2, · · · ).
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We should note that
∑
x∈Z µ(x) strongly depends on c(∈ C), and choosing appropriate c, then,∑
x∈Z
µ(x) = 1
holds. Our explicit expression of the stationary measure has an exponential decay, where the decay rate depends on
λ(j) (j = 1, 2, 3, 4), however, the stationary measure has the same decay rate in both x ≥ 1 and x ≤ −1 for each
case. On the other hand, the coefficients depend on both the position and λ(j) (j = 1, 2, 3, 4). Moreover, the results
indicate that the stationary measure strongly depends on the parameters of the model, and is not symmetric for the
origin.
2.3 The time-averaged limit measure
Localization of the QW with one defect is defined by the time-averaged limit measure [26]. In this subsection, we
give the time-averaged limit measure for the two-phase QW with one defect, another main result of our study, by
using the generating functions of the weight of the passages. Now, we have the following limit theorem with respect
to localization for the two-phase QW with one defect starting at the origin with the initial state ϕ0 =
T[α, β], where
α, β ∈ C. Let µ∞(x) be the time-averaged limit measure of the two-phase QW with one defect.
Theorem 2 Put σ = (σ+ − σ−)/2, σ˜ = (σ+ + σ−)/2 and the polar displays α = T(a, φ1), β = T(b, φ2) with a, b ≥ 0
and a2 + b2 = 1. Note φ˜12 = φ1 − φ2 . Then, we have
µ∞(x) = I{−1/√2≤sinσ≤1}(x)ν
(+)(x;σ) + I{−1≤sinσ≤1/√2}(x)ν
(−)(x;σ), (5)
where
ν(±)(x;σ) =
(
1±√2 sinσ
3± 2√2 sinσ
)2
{1∓ 2ℜ(ie−iσ˜αβ)}
{
δ0(x) + (1− δ0(x))(2 ±
√
2 sinσ)
(
1
3± 2√2 sinσ
)|x|}
.
Here,
IA(x) =
{
1 (x ∈ A)
0 (x /∈ A) .
We emphasize that the time-averaged limit measure has an origin symmetry and an exponential decay for the position,
and localization heavily depends on parameter σ and the initial state. The analytical expression also implies that
there is a possibility of localizing if σ+ 6= σ−.
Furthermore, comparing Theorem 1 with Theorem 2, there seems to be corresponding relationships between the
eigenvalues λ(j) (j = 1, 2, 3, 4) in Theorem 1 and the range of sinσ as follows;
λ(1), λ(2) ←→ −1/
√
2 ≤ sinσ ≤ 1 : ν(+)(x;σ), (6)
and
λ(3), λ(4) ←→ −1 ≤ sinσ ≤ 1/
√
2 : ν(−)(x;σ), (7)
Here, if one of the conditions
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

µ∞(0) = |c|2,
σ− = nπ (n ∈ Z),
or


µ∞(0) = |c|2,
σ+ + σ− = (2n+ 1)π (n ∈ Z),
is satisfied and assuming (6) and (7), then, the parts ν(±)(x;σ) of the time-averaged limit measure and stationary
measure agree with each other depending on the eigenvalues λ(j) (j = 1, 2, 3, 4) in Theorem 1.
In addition, the two main results suggest that the SGF method gives more tight conditions for localization than
the generating function method. We should remark that we can not see the probability distribution only from the
stationary or the time-averaged limit measures, since
∑
x∈Z µ∞(x) < 1 holds. Here to clarify the relation between
the two-phase QW and the topological insulator in concrete is one of the interesting future problems. Section 4 is
devoted to the proof of Theorem 2.
2.4 Examples
Here in order to see the relation between the stationary and time-averaged limit measures and to grasp what our
analytical results suggest, we consider two simple examples.
1. At first, we see the QW whose time evolution is determined by
Ux =


1√
2
[
1 1
1 −1
]
(x 6= 0),
[
1 0
0 −1
]
(x = 0),
which is obtained by putting σ+ = σ− = 0 in Eq. (3).
Now Theorem 1 gives the stationary measure as follows;
For λ(1) =
1√
3
(1 +
√
2i), λ(2) = −λ(1) and Ψ(1)(0) = Ψ(2)(0) = c√
2
T[1,−i], and λ(3) = − 1√
3
(1−√2i), λ(4) =
−λ(3) and Ψ(3)(0) = Ψ(4)(0) = c√
2
T[1, i], the stationary measure can be expressed by
µ(x) =

 2|c|2
(
1
3
)|x|
(x = ±1,±2, · · · ),
|c|2 (x = 0).
(8)
On the other hand, Theorem 2 gives the time-averaged limit measure by
µ∞(x) = ν
(+)(x; 0) + ν(−)(x; 0)
=
1
9
{1− 2ℜ(iαβ)} ×
{
δ0(x) + 2(1− δ0(x))
(
1
3
)|x|}
+
1
9
{1 + 2ℜ(iαβ)} ×
{
δ0(x) + 2(1− δ0(x))
(
1
3
)|x|}
,
which agrees with the expression obtained by Theorem 3.2 in Ref. [13]. Here,
ν(±)(x; 0) =
1
9
{1∓ 2ℜ(iαβ)} ×
{
δ0(x) + 2(1− δ0(x))
(
1
3
)|x|}
.
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Thereby, putting |c| =
√
1− 2ℜ(iαβ)/3 in Eq. (8), and taking into account of the assumption (6), the sta-
tionary measure for λ(1) (or λ(2)) and ν(+)(x; 0) coincide with each other. Letting |c| =
√
1 + 2ℜ(iαβ)/3 in
Eq. (8), the stationary measure for λ(3) (or λ(4)) and ν(−)(x; 0) also agree with each other. We also see that
localization happens for the model, for we have µ∞(0) = 2/9(> 0).
2. Next we consider the QW defined by
Ux =


1√
2
[
1 −i
i −1
]
(x = 1, 2, · · · ),
1√
2
[
1 −1
−1 −1
]
(x = −1,−2, · · · ),
[
1 0
0 −1
]
(x = 0).
(9)
We obtain the QW by putting σ+ = 3π/2 and σ− = π in Eq. (3).
Using Theorems 1 and 2, we obtain the stationary and time-averaged limit measures in the following; For
λ(1) =
1√
10
(1 + 3i), λ(2) = −λ(1) and Ψ(1)(0) = Ψ(2)(0) = c√
2
T[1,
1√
2
(1 + i)], Theorem 1 yields the stationary
measure by
µ(x) =

 3|c|2
(
1
5
)|x|
(x = ±1,±2, · · · ),
|c|2 (x = 0).
(10)
On the other hand, Theorem 2 gives
µ∞(x) = ν
(+)(x;π/4) =
4
25
{1− 2ℜ(ie−i 5pi4 αβ)} ×
{
δ0(x) + 3(1− δ0(x))
(
1
5
)|x|}
.
Therefore, if we put |c| = 2
√
1− 2ℜ(ie−i5π/4αβ)/5 in Eq. (10), and combining with the assumption (6),
ν(+)(x;π/4) and the stationary measure for λ(1) (or λ(2)) agree with each other. On the other hand, for
λ(3) = − 1√
2
+
i√
2
, λ(4) = −λ(3) and Ψ(3)(0) = Ψ(4)(0) = c√
2
T[1,− 1√
2
(1 + i)], Theorem 1 yields
µ(x) = |c|2. (11)
On the other hand, Theorem 2 gives
ν(−)(x;π/4) = 0.
Therefore, if we put |c| = 0 in Eq. (11), then, ν(−)(x;π/4) and the stationary measure for λ(3) (or λ(4)) coincide
with each other.
We also see that µ∞(0) =
4
25
{1 − 2ℜ(ie−i5π/4αβ)}, and localization can be occured by appropriate choice of
the initial state.
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Here, we show two kinds of the numerical results. One is the time-average of the probability distribution for
parameter (σ+, σ−) = (3π/2, π) for two initial states T[α, β] = T[1, 0] and T[i/
√
2, 1/
√
2] at time t = 100, 1000,
and 10000 (Figs. 1,2). The other is the probability distribution at time 10000 (Figs. 3,4). From Figs. 1
and 2, we see that each numerical result coincides with the analytical result for |x| ≪ log(t), which indicates
that the numerical results gradually close to the analytical result at very low speed. We emphasize that the
analytical result of the time-averaged limit measure has an origin symmetry, however, Figs. 3 and 4 indicate
that the probability distributions do not have the symmetry. We remark that the asymmetry of the probability
distributions can be expressed by the weak limit theorem for Xt/t, which we will report in the forthcoming
paper.
Fig. 1. T[α, β] = T[1, 0] case.
Time-average of the probability at time t = 100 (blue points),
t = 1000 (green points), and t = 10000 (orange points).
Black points and curve denotes the time-averaged limit measure
in Eq. (5)
Fig. 2. T[α, β] = T[i/
√
2, 1/
√
2] case.
Time-average of the probability at time t = 100 (blue points),
t = 1000 (green points), and t = 10000 (orange points).
Black points and curve denotes the time-averaged limit measure
in Eq. (5)
Fig. 3. T[α, β] = T[1, 0] case.
Probability distribution at time 10000.
Fig. 4. T[α, β] = T[i/
√
2, 1/
√
2] case.
Probability distribution at time 10000.
3 Proof of Theorem 1
Let us begin with the eigenvalue problem
U (s)Ψ = λΨ, (12)
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where λ ∈ C with |λ| = 1. From now on, we solve the eigenvalue problem (12) taking advantage of the SGF method.
Rewriting the eigenvalue problem for position x ∈ Z, we get
λΨ(x) = Px+1Ψ(x+ 1) +Qx−1Ψ(x− 1). (13)
Eq. (13) can be expressed depending on each position as follows;
1. Case of x = ±2,±3, · · · :
λΨL(x) =
1√
2
ΨL(x+ 1) +
eiσ±√
2
ΨR(x+ 1), (14)
λΨR(x) =
e−iσ±√
2
ΨL(x− 1)− 1√
2
ΨR(x− 1). (15)
2. Case of x = 1:
λΨL(1) =
1√
2
ΨL(2) +
eiσ+√
2
ΨR(2), (16)
λΨR(1) = −ΨR(0). (17)
3. Case of x = −1:
λΨL(−1) = ΨL(0), (18)
λΨR(−1) = e
−iσ−
√
2
ΨL(−2)− 1√
2
ΨR(−2). (19)
4. Case of x = 0:
λΨL(0) =
1√
2
ΨL(1) +
eiσ+√
2
ΨR(1), (20)
λΨR(0) =
e−iσ−√
2
ΨL(−1)− 1√
2
ΨR(−1). (21)
Here, we introduce the generating functions of Ψj(x) (j = L,R) by
f j+(z) =
∞∑
x=1
Ψj(x)zx, f j−(z) =
−∞∑
x=−1
Ψj(x)zx. (22)
Then, we obtain
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Lemma 1 Put
A± =


λ− 1√
2z
−e
iσ±
√
2z
e−iσ±√
2
z −λ− z√
2

 , f±(z) =
[
fL±(z)
fR± (z)
]
,
a+(z) =
[ −λα
βz
]
, a−(z) =
[
z−1α
λβ
]
.
Then,
A±f±(z) = a±(z) (23)
holds.
Noting
detA± = − λ√
2z
{
z2 −
√
2
(
1
λ
− λ
)
z − 1
}
, (24)
we take θs, θl ∈ C satisfying
detA± = − λ√
2z
(z − θs)(z − θl) (25)
and |θs| ≤ 1 ≤ |θl|. Here, Eqs. (24) and (25) give θsθl = −1.
From now on, let us derive fL±(z) and f
R
± (z) from Lemma 1.
1. fL+(z) case. Eq. (23) gives
fL+(z) =
λα√
2 detA+
(
z +
√
2λ2α+ eiσ+β
λα
)
.
Putting θs = −
√
2λ2α+ eiσ+β
λα
, we have
fL+(z) = −
αz
z − θl
=
αθ−1l z
1− θ−1l z
= −α(θsz)
{
1 + (−θsz) + (−θsz)2 + (−θsz)3 + · · ·
}
.
Hence, we see
f+L (z) = α
∞∑
x=1
(−θsz)x. (26)
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Equation (26) and the definition of fL+(z) give
ΨL(x) = α(−θs)x (x = 1, 2, · · · ), (27)
where
θs = −
√
2λ2α+ eiσ+β
λα
. (28)
2. fR+ (z) case. Putting θs =
β
λ(e−iσ+α+
√
2β)
, we have from Eq. (23)
fR+ (z) = −
(e−iσ+α+
√
2β)θ−1l z
1− θ−1l z
= (e−iσ+α+
√
2β)
∞∑
x=1
(−θsz)x. (29)
Equation (29) and the definition of fR+ (z) give
ΨR(x) = (e−iσ+α+
√
2β)(−θs)x (x = 1, 2, · · · ), (30)
where
θs =
β
λ(e−iσ+α+
√
2β)
. (31)
3. fL−(z) case. Putting θ
−1
l = −
α
λ(βeiσ− −√2α) , Eq. (23) gives
fL−(z) =
(
√
2α− βeiσ−)θsz−1
1− θsz−1
= (
√
2α− βeiσ−)
{
θs
z
+
(
θs
z
)2
+ · · ·
}
.
Hence, we have
fL−(z) = (
√
2α− βeiσ−)
−∞∑
x=−1
(θ−1s z)
x. (32)
Equation (32) and the definition of fL−(z) yield
ΨL(x) = (
√
2α− βeiσ−)θ−xs (x = −1,−2, · · · ),
where
θs =
α
λ(
√
2α− βeiσ−) . (33)
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4. fR− (z) case. Putting θ
−1
l =
√
2λ2β − e−iσ−α
λβ
, Eq. (23) yields
fR− (z) = β
−∞∑
x=−1
(θ−1s z)
x. (34)
Therefore, Eq. (34) and the definition of fR− (z) give
ΨR(x) = βθ−xs (x = −1,−2, · · · ),
where
θs =
e−iσ−α−√2λ2β
λβ
. (35)
As a result, we obtain
Ψ(x) =


(−θs)x
[
α
e−iσ+α+
√
2β
]
(x = 1, 2, . . .),[
α
β
]
(x = 0),
(θs)
|x|
[√
2α− eiσ−β
β
]
(x = −1,−2, . . .).
(36)
Moreover, 4 expressions of θs, that is, Eqs. (28), (31), (33), and (35) suggest
θs = −
√
2λ2α+ eiσ+β
λα
=
β
λ(e−iσ+α+
√
2β)
=
α
λ(
√
2α− βeiσ− ) =
e−iσ−α−√2λ2β
λβ
.
The above equations give the combinations of λ(j) and Ψ(j)(0) = T[α(j), β(j)] (j = 1, 2, 3, 4) in Proposition 1 and
Theorem 1. Here, the proof of Proposition 1 is complete. Noting that the stationary measure is defined by µ(x) =
|ΨR(x)|2 + |ΨL(x)|2 (x ∈ R), we obtain Theorem 1.
4 Proof of Theorem 2
At first, we introduce some notations. Here we should note that Ux can be divided into two parts as
Ux = Px +Qx,
where
Px =
[
ax bx
0 0
]
, Qx =
[
0 0
cx dx
]
.
Let Ξt(l,m) be the weight of all the passages of the QW which moves left l times and moves right m times till time
t [13];
Ξt(l,m) =
∑
lj ,mj
P l1xl1Q
m1
xm1P
l2
xl2Q
m2
xm2
· · ·P ltxltQmtxmt .
14
Note l + m = t, −l + m = x, ∑i li = l, ∑j mj = m, and ∑γ=li,mj |xγ | = x. Now we present a useful fact
to investigate localization. The time-averaged limit measure is written by the square norm of the residue of the
generating function Ξ˜x(z) ≡
∑
t≥0 Ξt(x)z
t as follows;
Proposition 2 [26] We have
µ∞(x) =
∑
θs
‖Res(Ξ˜x(z); z = eiθs)ϕ0‖2,
where {eiθs} is the set of the singular points of Ξ˜x(z).
We should note that we consider z ∈ C with |z| = 1. Here we give useful concrete expressions of Ξ˜x(z). The
expressions play important roles in the proof. The derivation of Lemma 2 comes from a direct interpretation to
our two-phase QW from Lemma 3.1 in Ref. [13]. Assume that the coin starts at the origin with the initial state
ϕ0 =
T[α, β] with α, β ∈ C, and |α|2 + |β|2 = 1.
Lemma 2 1. If x = 0, we have
Ξ˜0(z) =
1
1 + f˜
(+)
0 (z)f˜
(−)
0 (z)
[
1 −f˜ (+)0 (z)
f˜
(−)
0 (z) 1
]
.
2. If |x| ≥ 1, we have
Ξ˜x(z) =


(λ˜(+)(z))x−1
[
λ˜(+)(z)f˜
(+)
0 (z)
z
]
[0,−1]Ξ˜0(z) (x ≥ 1),
(λ˜(−)(z))|x|−1
[
z
λ˜(−)(z)f˜ (−)0 (z)
]
[1, 0]Ξ˜0(z) (x ≤ −1),
where λ˜(+)(z) =
z
e−iσ+ f˜ (+)0 (z)−
√
2
, λ˜(−)(z) =
z√
2− eiσ− f˜ (−)0 (z)
. Here f˜
(+)
0 (z) and f˜
(−)
0 (z) satisfy the following
quadratic equations; 

(f˜
(+)
0 (z))
2 −√2eiσ+(1 + z2)f˜ (+)0 (z) + e2iσ+z2 = 0,
(f˜
(−)
0 (z))
2 −√2e−iσ−(1 + z2)f˜ (−)0 (z) + e−2iσ−z2 = 0.
Therefore, we obtain
Lemma 3 f˜
(+)
0 (z) and f˜
(−)
0 (z) are expressed in terms of θ by
f˜
(±)
0 (z) = e
i(θ±σ±) × eiφ˜(θ), (37)
where {
sin φ˜(θ) = sgn(sin θ)
√
2 sin θ2 − 1,
cos φ˜(θ) =
√
2 cos θ.
(38)
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Then, taking advantage of Lemma 2, we get the set of the singular points of Ξ˜x(z) as follows;
Lemma 4 Let
eiθ
(±)
1 = ±
(
cosσ√
3− 2√2 sinσ
+
√
2− sinσ√
3− 2√2 sinσ
i
)
, eiθ
(±)
2 = ±
(
cosσ√
3 + 2
√
2 sinσ
−
√
2 + sinσ√
3 + 2
√
2 sinσ
i
)
,
with |z| = 1. Then, the set of all the singular points of Ξ˜x(z) with |z| = 1, B, is given by
B =


B1 = {eiθ
(+)
1 , eiθ
(−)
1 }, if − 1 ≤ sinσ ≤ 1/√2,
B2 = {eiθ
(+)
1 , eiθ
(−)
1 , eiθ
(+)
2 , eiθ
(−)
2 }, if − 1/√2 ≤ sinσ ≤ 1/√2,
B3 = {eiθ
(+)
2 , eiθ
(−)
2 }, if − 1/√2 ≤ sinσ ≤ 1.
We give the proof of Lemma 4 in Appendix B.
Then, we derive the residues of Ξ˜x(z) at the singular points. Noting that all the singular points of come from the
denominator of Ξ˜0(z), and we put Λ˜0(z) ≡ 1 + f˜ (+)0 (z)f˜ (−)0 (z). As we can see in Appendix B, every singular point
zs ∈ B is derived from the solution of
Λ˜0(z) = 0.
Then, Lemma 5 gives explicit expressions of the square of the absolute value of the residues of 1/Λ˜0(z) as follows.
The proof is given in Appendix C.
Lemma 5 1. For eiθ
(±)
1 , we have∣∣∣∣Res
(
1
Λ˜0(z)
; z = eiθ
(±)
1
)∣∣∣∣
2
=
1
4
∣∣∣∣∣
√
2 sinσ − 1
2
√
2 sinσ − 3
∣∣∣∣∣
2
.
2. For eiθ
(±)
2 , we have ∣∣∣∣Res
(
1
Λ˜0(z)
; z = eiθ
(±)
2
)∣∣∣∣
2
=
1
4
∣∣∣∣∣
√
2 sinσ + 1
2
√
2 sinσ + 3
∣∣∣∣∣
2
.
Owing to Lemma 2-5, we prove first the case of x = 0 in Theorem 2. According to Lemma 2, we have
Ξ˜0(z)ϕ0 =
1
Λ˜0(z)
[
α− βf˜ (+)0 (z)
αf˜
(−)
0 (z) + β
]
.
Then, we obtain the square norm of the residues;
‖Res(Ξ˜0(z)ϕ0 : z = eiθ)‖2 =
∣∣∣∣∣Res
(
α− βf˜ (+)0 (z)
Λ˜0(z)
: z = eiθ
)∣∣∣∣∣
2
+
∣∣∣∣∣Res
(
αf˜
(−)
0 (z) + β
Λ˜0(z)
: z
)∣∣∣∣∣
2
. (39)
Noting that Res(1/Λ˜0(z) : z = e
iθ) = limz→eiθ (z − eiθ)/Λ˜0(z) holds for any θ, we see by expanding Λ˜0(z) around
the solution eiθ, ∣∣∣∣Res
(
1
Λ˜0(z)
: z = eiθ
)∣∣∣∣
2
=
1
|Λ˜′0(eiθ)|2
=
1
4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2 , (40)
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where
Λ˜
′
0(z) =
∂Λ˜0(z)
∂z
.
Equation (40) gives 

∣∣∣∣∣Res
(
α− βf˜ (+)0 (z)
Λ˜0(z)
: z = eiθ
)∣∣∣∣∣
2
=
|α− βf˜ (+)0 (eiθ)|2
4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2 ,
∣∣∣∣∣Res
(
αf˜
(−)
0 (z) + β
Λ˜0(z)
: z = eiθ
)∣∣∣∣∣
2
=
|αf˜ (−)0 (eiθ) + β|2
4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2 .
Hence, we see
‖Res(Ξ˜0(z)ϕ0 : z = eiθ)‖2 = 1
2
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2 {1−ℜ(αβf˜
(+)
0 (e
iθ)) + ℜ(αβf˜ (−)0 (eiθ))},
which implies
µ∞(0) =
∑
θ
1
2
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2 {1−ℜ(αβf˜
(+)
0 (e
iθ)) + ℜ(αβf˜ (−)0 (eiθ))} (41)
where the range of the summation is
{θ ∈ [0, 2π); eiθ ∈ B}.
Note that ℜ(z) expresses the real part of z.
Remark : From Lemma 3, we get
1. ℜ[αβf˜ (+)0 (eiθ
(±)
1 )] = −ab sin(σ˜ − φ˜12),
2. ℜ[αβf˜ (−)0 (eiθ
(±)
1 )] = ab sin(σ˜ − φ˜12),
3. ℜ[αβf˜ (+)0 (eiθ
(±)
2 )] = ab sin(σ˜ − φ˜12),
4. ℜ[αβf˜ (−)0 (eiθ
(±)
2 )] = −ab sin(σ˜ − φ˜12).
Noting Lemma 5 and substituting the computed items of ℜ[αβf˜ (±)0 (eiθ
(±)
j )] (j = 1, 2) into Eq. (41), we obtain the
desired conclusion for the case of x = 0 in Theorem 2.
Next, we give the proof for the case of x ≥ 1 in Theorem 2. From Lemma 2, we have
Ξ˜x(z)ϕ0 = − (λ˜
(+)(z))x−1
Λ˜0(z)
[
λ˜(+)(z)f˜
(+)
0 (z)(αf˜
(−)
0 (z) + β)
z(αf˜
(−)
0 (z) + β)
]
(x ≥ 1).
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Then, we obtain the square norm of the residues by
‖Res(Ξ˜x(z)ϕ0 : z = eiθ)‖2 =
∣∣∣∣∣Res
(
− (λ˜
(+)(z))xf˜
(+)
0 (e
iθ)(αf˜
(−)
0 (z) + β)
Λ˜0(z)
: z = eiθ
)∣∣∣∣∣
2
+
∣∣∣∣∣Res
(
− (λ˜
(+)(z))x−1z(αf˜ (−)0 (z) + β))
Λ˜0(z)
: z = eiθ
)∣∣∣∣∣
2
. (42)
Noting
Res
(
− (λ˜
(+)(z))xf˜
(+)
0 (z)(αf˜
(−)
0 (z) + β)
Λ˜0(z)
: z = eiθ
)
= − (λ˜
(+)(eiθ))xf˜
(+)
0 (e
iθ)(αf˜
(−)
0 (e
iθ) + β)
Λ˜
′
0(e
iθ)
,
we have ∣∣∣∣∣Res
(
− (λ˜
(+)(z))xf˜
(+)
0 (z)(αf˜
(−)
0 (z) + β)
Λ˜0(z)
: z = eiθ
)∣∣∣∣∣
2
=
|λ˜(+)(eiθ)|2x|(αf˜ (−)0 (eiθ) + β)|2
4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2 . (43)
In the similar way, we get
∣∣∣∣∣Res
(
− (λ˜
(+)(z))x−1z(αf˜ (−)0 (z) + β)
Λ˜0(z)
: z = eiθ
)∣∣∣∣∣
2
=
|λ˜(+)(eiθ)|2(x−1)|(αf˜ (−)0 (eiθ) + β)|2
4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2 . (44)
Hence, Eqs. (42), (43) and (44) give for θ ∈ R,
‖Res(Ξ˜x(z)ϕ0 : z = eiθ)‖2 = |λ˜
(+)(eiθ)|2(x−1)
4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2 (1 + |λ˜(+)(eiθ)|2){1 + 2ℜ(αβf˜
(−)
0 (e
iθ))}.
So we obtain
µ∞(x) =
∑
θs
|λ˜(+)(eiθs)|2(x−1)
4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2 (1 + |λ˜(+)(eiθs)|2){1 + 2ℜ(αβf˜
(−)
0 (e
iθs))}, (45)
where {eiθs} is the set of the singular points for Ξ˜x(z). Next, we compute |λ˜(+)(eiθs)|2. The definition of λ˜(+)(z) in
Lemma 2 gives
λ˜(+)(eiθ) =
1
eiφ˜(θ) −√2e−iθ .
Hence we see
|λ˜(+)(eiθ)|2 = 1
3− 2√2 cos(θ + φ˜(θ)) ,
18
Equation (B.2) in Appendix B implies

|λ˜(+)(eiθ(±)1 )|2 = 1
3− 2√2 sinσ −1 ≤ sinσ ≤ 1/
√
2,
|λ˜(+)(eiθ(±)2 )|2 = 1
3 + 2
√
2 sinσ
−1//√2 ≤ sinσ ≤ 1.
(46)
Noting Proposition 2 and Lemma 5, and substituting the computed items of ℜ[αβf˜ (±)0 (eiθ
(±)
j )] (j = 1, 2) in
“Remark” and Eq. (46) into Eq. (45), we obtain the case of x ≥ 1 in Theorem 2. In a similar way, we also
get the case of x ≤ −1 in Theorem 2, which completes the proof of Theorem 2.
5 Summary
In this paper, we presented two theorems concerning localization, that is, the stationary and time-averaged limit
measures for the two-phase QW with one defect. We showed that localization can be observed regardless of the
parameters of the model and initial state, though the time-averaged limit measure heavily depends on the parameters
of the model and initial state. When the parameters have specific periodicities, and assuming the corresponding
relationships between λ(j)(j = 1, 2, 3, 4) in Theorem 1 and the range of sinσ, we found that there is an interesting
relationship between the stationary and time-averaged limit measures as we gave two examples in Subsection 2.4.
Moreover, we showed that the probability distribution does not have an origin symmetry (see Figs. 3, 4), however,
the time-averaged limit measure has the symmetry. In the forthcoming paper, we will report that the asymmetry of
the probability distribution can be expressed by the weak limit theorem for Xt/t.
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Appendix A
In Appendix A, we explain how f˜
(±)
x (z) and λ˜(±) are determined. At first, we should remark that by the quadratic
equations of f˜
(±)
0 (z) and the definitions of λ˜
(±)(z) in Lemma 2, we see
{
f˜
(+)
x (z) = f˜
(+)
0 (z), λ˜
(+)
x (z) = λ˜(+)(z) (x ≥ 1),
f˜
(−)
x (z) = f˜
(−)
0 (z), λ˜
(−)
x (z) = λ˜(−)(z) (x ≤ −1),
(A.1)
where λ˜(+) = zd+/(1− c+f˜ (+)0 (z)) and λ˜(−)(z) = za−/(1− b−f˜ (−)0 (z)).
We should also note that f˜
(+)
0 (z) and f˜
(−)
0 (z) are one of the solutions of{
(f˜
(+)
0 (z))
2 +
√
2eiσ+w(w − w−1)f˜ (+)0 (z)− e2iσ+w2 = 0,
(f˜
(−)
0 (z))
2 +
√
2e−iσ−w(w − w−1)f˜ (−)0 (z)− e−2iσ−w2 = 0,
(A.2)
respectively, where w = iz = ieiθ.
Hence, we have 

λ˜(±)(w) = ± i√
2
{(w + w−1)−
√
(w + w−1)2 − 2},
f˜
(±)
0 (w) = −
weiσ+√
2
{(w − w−1) +
√
(w − w−1)2 + 2}.
20
Putting w = i(1 − ǫ)eiθ (ǫ ∈ R, |ǫ| ≪ 1), we show how limǫ→0
√
(w + w−1)2 − 2 can be written in terms of θ
according to the range of cos θ or sin θ. Noting |ǫ| ≪ 1, we can approximates λ˜(±)(w) as follows;
λ˜(±)(w) = ± i√
2
{
(1 − ǫ)ieiθ − (1 − ǫ)−1ie−iθ −
√
{(1− ǫ)ieiθ − (1− ǫ)−1ie−iθ}2 − 2
}
∼ i√
2
{
−2 sin θ − 2iǫ cos θ − δ
√
4 sin2 θ − 2
}
= ∓ i√
2
{
2 sin θ + 2iǫ cos θ + δ
√
4 sin2 θ − 2
}
. (A.3)
Here we put δ ∈ R with δ2 = 1. Now, we chose the square root so that |λ˜(±)(w)| < 1 for |z| < 1. Equation (A.3)
leads to the following two cases;
1. Case of | sin θ| ≥ 1/√2:
Equation (A.3) suggests
1
2
{
2 sin θ + 2δ
√
sin2 θ − 1/2
}2
< 1,
which leads to
2 sin2 θ + 2 sin θδ
√
sin2 θ − 1/2 < 1.
Therefore, we obtain δ = − sgn(sin θ).
2. Case of | sin θ| < 1/√2:
Equation (A.3) also suggests
1
2
[{
2 sin θ + 2δ
√
sin2 θ − 1/2
}2
+ 4ǫ2 cos2 θ
]
< 1,
which implies
4ǫ2 cos2 θ + 8ǫ cos θδ
√
1/2− sin2 θ < 0.
Therefore, we obtain δ = − sgn(cos θ).
As a result, the square root is expressed as follows;
lim
ǫ→0
√
(w + w−1)2 − 2 =


−2 sgn(sin θ)
√
sin2 θ − 1
2
( | sin θ| ≥ 1/√2 ),
−2i sgn(cos θ)
√
1
2
− sin2 θ ( | sin θ| ≤ 1/√2 ).
(A.4)
Next, we consider λ˜(±)(z) and f˜ (±)0 (z) in detail. If we focus on localization of the two-phase QW with one defect,
we choose the square root so that 1/Λ˜0(z) = 1+ f˜
(+)
0 (z)f˜
(−)
0 (z) has the singular points, in other words, |f˜ (±)0 (z)| = 1.
The above discussion implies in this case,{
λ˜(±)(z) = ∓i{√2 sin θ − sgn(sin θ)√1− 2 cos2 θ}
f˜
(±)
0 (z) = e
i(θ±σ±+φ˜(θ)) (| sin θ| ≥ 1/
√
2), (A.5)
where z = eiθ, and φ˜(θ) is defined by Eq. (38).
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Appendix B
In Appendix B, we provide with the proof of Lemma 4. The aim of Appendix B is to derive all the singular points
of Ξ˜x(z) for the two-phase QW with one defect. We should recall that the singular points of Ξ˜x(z) come from
1/Λ˜0(z) part of Ξ˜x(z). Here, we should note the expressions Λ˜0(e
iθ) = 1 + f˜
(+)
0 (e
iθ)f˜
(−)
0 (e
iθ) and
f˜
(±)
0 (e
iθ) = ei(θ±σ±) × eiφ˜(θ), where φ˜(θ) is defined by Eq. (38). Hence we have
Λ˜0(e
iθ) = 1 + e2i(θ+σ+φ˜(θ)),
where σ = (σ+ − σ−)/2. Thus, we need to derive all θ satisfying
Λ˜0(e
iθ) = 1 + e2i(θ+σ+φ˜(θ)) = 0. (B.1)
Equation (B.1) yields ei(θ+φ˜(θ)) = ie−iσ or −ie−iσ.
(1) Case of ei(θ+φ˜(θ)) = ie−iσ:
Noting {
cos(θ + φ˜(θ)) = sinσ,
sin(θ + φ˜(θ)) = cosσ,
(B.2)
we have the solutions of Eq. (B.1) as follows:
sin2 θ1 =
(
√
2− sinσ)2
3− 2√2 sinσ , cos
2 θ1 =
cos2 σ
3− 2√2 sinσ . (B.3)
By simple observations for Eq. (B.3), we see that when −1 ≤ sinσ ≤ 1/√2, the following relations hold.
1. sgn(cos σ) = 1 case;
{
sgn(sin θ1) = ±1,
sgn(cos θ1) = ±1.
2. sgn(cos σ) = −1 case;
{
sgn(sin θ1) = ±1,
sgn(cos θ1) = ∓1.
(2) Case of ei(θ+φ˜) = −ie−iσ:
Noting {
cos(θ + φ˜(θ)) = − sinσ,
sin(θ + φ˜(θ)) = − cosσ, (B.4)
we see
sin2 θ2 =
(
√
2 + sinσ)2
3 + 2
√
2 sinσ
, cos2 θ2 =
cos2 σ
3 + 2
√
2 sinσ
.
From Eq. (B.4), we see that when −1/√2 ≤ sinσ ≤ 1, we get
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1. sgn(cos σ) = 1 case; {
sgn(sin θ1) = ±1,
sgn(cos θ1) = ∓1.
2. sgn(cos σ) = −1 case; {
sgn(sin θ1) = ±1,
sgn(cos θ1) = ±1.
We summerize the above discussion in the following table;
range of sinσ cos θ sin θ complex number form
−1 ≤ sinσ ≤ 1/√2 ± cosσ/
√
3− 2√2 sinσ ±(√2− sinσ)/
√
3− 2√2 sinσ eiθ(±)1
−1/√2 ≤ sinσ ≤ 1 ∓ cosσ/
√
3 + 2
√
2 sinσ ±(√2 + sinσ)/
√
3 + 2
√
2 sinσ eiθ
(±)
2
−1/√2 ≤ sinσ ± cosσ/
√
3− 2√2 sinσ, ±(√2− sinσ)/
√
3− 2√2 sinσ, eiθ(±)1 ,
≤ 1/√2 ∓ cosσ/
√
3 + 2
√
2 sinσ ±(√2 + sinσ)/
√
3 + 2
√
2 sinσ eiθ
(±)
2
Here we put
• eiθ(+)1 = cosσ/
√
3− 2√2 sinσ + i(√2− sinσ)/
√
3− 2√2 sinσ,
• eiθ(−)1 = − cosσ/
√
3− 2√2 sinσ − i(√2− sinσ)/
√
3− 2√2 sinσ,
• eiθ(+)2 = cosσ/
√
3 + 2
√
2 sinσ − i(√2 + sinσ)/
√
3 + 2
√
2 sinσ,
• eiθ(−)2 = − cosσ/
√
3 + 2
√
2 sinσ + i(
√
2 + sinσ)/
√
3 + 2
√
2 sinσ.
Appendix C
In Appendix C, we derive the norm of the residue of Ξ˜0(z) for the two-phase QW with one defect. First of all,
noting Res
(
1/Λ˜0(z) : z = e
iθ
)
= limz→eiθ (z − eiθ)/Λ˜0(z) and expanding Λ˜0(z) around z = eiθ, we have∣∣∣∣Res
(
1
Λ˜0(z)
: z = eiθ
)∣∣∣∣
2
=
1
|Λ˜′0(eiθ)|2
. (C.1)
Then, taking into account
Λ˜
′
0(z) =
∂Λ˜0(z)
∂z
=
∂θ
∂z
∂Λ˜0(z)
∂θ
,
and
∂θ
∂z
= −ie−iθ, ∂Λ˜0(e
iθ)
∂θ
= 2i
(
1 +
∂φ˜
∂θ
)
e2i(θ+σ+φ˜(θ)),
we obtain
|Λ˜′0(eiθ)|2 = 4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2
= 4
(
1 +
∂φ˜(θ)
∂θ
)(
1 +
∂φ˜(θ)
∂θ
)
, (C.2)
where φ˜(θ) is defined by Eq. (38). Then, we derive the residues depending on the range of parameter σ. Recall that
eiθ
(±)
1 and eiθ
(±)
2 are the singular points of Ξ˜0(z) defined by Lemma 4.
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1. Case of −1 ≤ sinσ < 1/√2;
Let B1 = {eiθ
(+)
1 , eiθ
(−)
1 } be the set of the singular points of Ξ˜0(z) in this case. Noting
∂φ˜(θ)
∂θ
=
√
2| sin θ|√
1− 2 cos2 θ ,
we see
∂φ˜(θ)
∂θ
∣∣∣∣∣
θ=θ
(±)
1
=
√
2(
√
2− sinσ)
|1−√2 sinσ| .
Therefore we have
4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2
θ=θ
(±)
1
= 4
∣∣∣∣∣3− 2
√
2 sinσ
1−√2 sinσ
∣∣∣∣∣
2
. (C.3)
Hence, Eqs. (C.1), (C.2) and Eq. (C.3) give
∣∣∣∣Res
(
1
Λ˜0(z)
: z = eiθ
(±)
1
)∣∣∣∣
2
=
{
1−√2 sinσ
2(3− 2√2 sinσ)
}2
.
2. Case of −1/√2 < sinσ ≤ 1;
Let B2 = {eiθ
(+)
2 , eiθ
(−)
2 } be the set of the singular points of Ξ˜0(z) in this case.
Noting
∂φ˜(θ)
∂θ
=
√
2| sin θ|√
2 sin θ2 − 1 ,
we see
∂φ˜(θ)
∂θ
∣∣∣∣∣
θ=θ
(±)
2
=
√
2(
√
2 + sinσ)
|1 +√2 sinσ| .
Therefore we have
4
∣∣∣∣∣1 + ∂φ˜(θ)∂θ
∣∣∣∣∣
2
θ=θ
(±)
2
= 4
∣∣∣∣∣3 + 2
√
2 sinσ
1 +
√
2 sinσ
∣∣∣∣∣
2
. (C.4)
Now Eqs. (C.1), (C.2) and (C.4) imply
∣∣∣∣Res
(
1
Λ˜0(z)
: z = eiθ
(±)
2
)∣∣∣∣
2
=
{
1 +
√
2 sinσ
2(3 + 2
√
2 sinσ)
}2
.
By the above discussion, we obtain
∣∣∣Res(1/Λ˜0(z) : z = eiθ(±)1 )∣∣∣2 and ∣∣∣Res(1/Λ˜0(z) : z = eiθ(±)2 )∣∣∣2, and therefore
we have completed the proof of Lemma 5. As for the case of −1/√2 ≤ sinσ ≤ 1/√2, all we need to consider is the
norm of the residues for the singular points both eiθ
(±)
1 and eiθ
(±)
2 .
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