The importance to develop effective alternatives to known antibiotics due to increased microbial resistance is gaining momentum in recent years. Therefore, it is of interest to predict, design and computationally model Antimicrobial Peptides (AMPs). AMPs are oligopeptides with varying size (from 5 to over100 residues) having key role in innate immunity. Thus, the potential exploitation of AMPs as novel therapeutic agents is evident. They act by causing cell death either by disrupting the microbial membrane by inhibiting extracellular polymer synthesis or by altering intra cellular polymer functions. AMPs have broad spectrum activity and act as first line of defense against all types of microorganisms including viruses, bacteria, parasites, fungi and as well as cancer (uncontrolled celldivision) progression. Large-scale identification and extraction of AMPs is often non-trivial, expensive and time consuming. Hence, there is a need to develop models to predict AMPs as therapeutics. We document recent trends and advancement in the prediction of AMP.
Description:
Machine learning is considerably applied in different areas of biological knowledge discovery for improved healthcare. Supervised, unsupervised and reinforcement learning are the three major learning methods. Identification of AMPs using a combination of supervised and unsupervised learning techniques is available. A set of experimentally annotated positive AMP peptides collected from the databases is used for supervised learning. The negative data of short peptides collected from a spectrum of available non-secretary peptides is often used for training. A high performance machine learning model is built to classify the data into AMPs and non-AMPs with domain features such as amino acid frequencies and composition extracted from known data using the most suitable performance measures like accuracy, Mathew Correlation Coefficient, ROC etc. Support Vector Machines (SVM), Random Forests (RF) and Artificial Neural networks have been used profusely for the identification of AMPs. SVM employs a linear hyper plane in a higher dimensional feature space for separation. Random forests classifier combines a forest of decision tree models and builds a consensus model. Artificial Neural Networks (ANN) uses interconnected network of neurons.
Thomas et al. (2009) [1]
, employed supervised learning methods with Support Vector Machines, Random forests and linear discriminant analysis for the identification of AMPs. They judiciously used a combination of composition, physicochemical properties and structural characteristics of amino acids for model building. Conformational similarity, hydrophobicity, normalized van der Waals volume, polarity, polarizability, charge, secondary structure and solvent accessibility of amino acids were used as input features in model building. Subsequently, along with composition, and extracted dipeptide and tripeptide features of the reduced alphabets, the transition and distribution of some of the features along the sequence of peptides were also treated as input attributes to the classifier. 
Conclusion:
Databases and prediction servers have a key role in the rational design of novel AMPs as reviewed elsewhere [10] . The workflow starts from collecting information on existing AMPs from available databases for the development of high performance models using most informative domain features. An online server with an ensemble of available models finds application in the development of an AMP with acceptable efficacy. It should be noted that these models are based on sequence features. A hybrid model with a combination of sequence and structure model for the prediction of accurate AMPs is foreseen in the near future.
