Abstract. We propose a general framework for quantum walks on d-dimensional spaces. We investigate asymptotic behavior of these walks. Among them, existence of limit distribution of homogeneous walks is proved. In this theorem, the support of the initial unit vector is not necessarily finite. We also pay attention on 1-cocycles. For homogeneous walks, convergence of averages of 1-cocycles associated to the position observable is also proved.
Introduction
A quantum walk is a dynamical system given by a unitary operator U on a Hilbert space H. The space H is often associated to some metric spaces like Z d and R d . The first purpose of this paper is to propose a general framework for quantum walks on d-dimensional spaces. See Subsection 2.1. This new framework includes the quantum walks studied in [MBSS02] , [TFMK03] , [GJS04] , [IKK04] , [Kon05] , [OPD06] , [WKKK08] , and in many other papers.
The second purpose is to observe asymptotic behavior of such walks. For an initial unit vector ξ in H, we have a sequence {U t ξ} t∈N of unit vectors. It gives a sequence of probability measures {p t } t∈N , which is related to the probability interpretation of quantum mechanics. It is proved in Theorem 2.22 that the probability measures are asymptotically concentrated on some small region. This theorem can be applied to walks which is not necessarily space-homogeneous. In this theorem, we need some mild regularity on the walk U called smoothness defined in Subsection 2.2.
The third purpose is to show existence of limit distributions for analytic homogeneous quantum walks with respect to arbitrary initial unit vectors in Theorem 3.4. Analyticity is so mild condition that all the known quantum walks satisfy it. For the proof, we study 1-cocycles of such a walk in Subsection 2.4. We pay attention on special 1-cocycles called logarithmic derivatives. We prove several lemmas and propositions on logarithmic derivatives, which can be applied not only to homogeneous walks but also to inhomogeneous ones.
Many specialists in quantum walk might think that the convergence theorem for homogeneous quantum walks on Z d has already been studied. However, our new framework is much wider than old one and does not require locality of its initial unit vector. Moreover, some literature used inappropriate claim on quantum walks. Sometimes, it was believed that the Fourier dual of multi-dimensional homogeneous had smooth eigenvalue functions. This does not hold true in general. Indeed, there exists a 2-dimensional analytic homogeneous quantum walk satisfying that the locally defined eigenvalue functions are not in the C 1 -class. See Section 4.
2. Definition, regularity, and similarity for quantum walks 2.1. Definition of multi-dimensional QWs.
Definition 2.1. Let d be a natural number. A triple H, (U t ) t∈Z , E is said to be a d-dimensional quantum walk, if the following conditions holds:
(1) H is a Hilbert space, (2) (U t ) t∈Z is a unitary representation of Z on H. In many references, researchers concentrate on quantum walks on the Hilbert space
The support of the projection valued measure E can be Z d , so our new framework include the well-studied walks. Throughout this paper, we often make use of the following items D i , σ(k), α k .
(1) For i ∈ {1, · · · , d}, a self-adjoint operator D i on H is defined by
(2) We denote by (·, ·) the standard real-valued inner product on R d . The projection-valued measure E gives a unitary representation of R d :
exp(i(k, x))E(dx).
This representation is given by σ(
The representation σ is continuous with respect to the strong operator topology. Throughout this paper, i stands for the imaginary unit. (3) We denote by α k the d-parameter automorphism group on B(H) by
In many cases, D i stands for the position observable. However, Definition 2.1 allows us to treat quantum walks in more flexible manner. The distribution given by E can correspond to other quantum mechanical observables like momentum.
2.2. Regularity on bounded operators. Let H be a Hilbert space. Let E be a Borel measure on R d whose values are orthogonal projections in B(H) such that E(R d ) = id H Definition 2.2. Let X be a bounded operator on H. The operator X is said to be uniform with respect to E, if the mapping k → α k (X) is continuous with respect to the operator norm on B(H).
If the operator X is uniform, then the mapping k → α k (X) is uniformly continuous. It is easy to see that the set of uniform operators forms a C * -subalgebra of B(H). Using the operator norm on B(H), we may consider partial derivatives. Definition 2.3. For i ∈ {1, · · · , d}, define the partial derivative ∂ i (X) by the norm limit
Proof. The first assertion is well-known. See [Sak19, Lemma 2.4] for example. We calculate ∂ i (α k (X)) as follows:
Definition 2.5. Let X be an operator on H which is uniform with respect to E. The operator X is said to be in the C 1 -class with respect to E, if for every i ∈ {1, · · · , d}, the partial derivative ∂ i (X) exists and is uniform with respect to E.
The partial derivatives defined on the C 1 -class have closed graphs.
Lemma 2.6. Let {X n } be a sequence of operators in the C 1 -class. Assume that the sequences {X n } converges in norm and that for i ∈ {1, · · · , d}, the sequence {∂ i (X n )} converges. Then lim n X n is also in the C 1 -class and the derivatives satisfy
Denote by {e i } the standard basis of R d . Simply denote by (α k ) k∈R the one-parameter automorphism group (α ke i ) k∈R . Take arbitrary vectors ξ, η in H. Define a sequence of complex-valued functions f n on R by
Note that the functions are differentiable and uniformly converges to α k (X ∞ )η, ξ . By lemma 2.4, the function f n (k) is equal to
As n tends to infinity, the above equation converges to the following:
Because Y ∞ is uniform, the limit k 0 α l (Y ∞ )dl of Riemann sum exists, and satisfy
It follows that ∂ i (X ∞ ) exists and is equal to
Since Y ∞ is uniform, X ∞ is in the C 1 -class.
Definition 2.7. Let X be an operator on H which is uniform with respect to E. The operator X is said to be smooth with respect to E, if for every sequence {i(m)} of {1, · · · , d}, the higher order partial derivatives
exist and are uniform with respect to E.
We can prove the Leibniz rule
The rule implies that smoothness is closed under multiplication.
Lemma 2.8. Let X be an invertible operator on H. If X is smooth with respect to E, then X −1 is also smooth with respect to E.
Proof. Assume that X is smooth. Recall that the inversion X → X −1 is norm continuous. The operator
) is well-defined and uniform for every sequence {i(m)} ∞ m=1 of {1, · · · , d} and for every m, by induction. The partial derivative ∂ i(1) (X −1 ) exists. Indeed, we have
The derivative ∂ i(1) (X −1 ) is uniform, because the mapping
is continuous. Assume that for every l ≤ m, and for every sequence
. If S is empty, define ∂ S by the identity map. The Leibniz rule yields
By the induction hypothesis, ∂ i(m+1) (∂ S (X −1 )) exists and is uniform. It follows that
exists and is uniform. We conclude that ∂ i(m+1) · · · ∂ i(1) (X −1 ) is well-defined and uniform.
Lemma 2.9. Let X be an invertible positive operator on H. If X is smooth with respect to E, then √ X is also smooth.
Proof. Multiplying a scalar, we may assume that 1 − X < 1. Express X by 1 + Y . The square root √ X can be written in the following convergent power series:
We define Y 0 by id H . Note that lim sup n→∞ n |c n | = 1. Let m be an arbitrary natural number. Let {i(m)} ∞ m=1 be an arbitrary sequence of {1, · · · , d}. We make use of the higher order partial derivatives {∂ S | S ⊂ [1, m]} defined in the last proof. By the Leibniz rule for derivatives, for every natural number n larger than m, we have
converges in the operator norm. Since Y is smooth,
c n Y n is also smooth. Using Lemma 2.6 many times, we conclude that √ 1 + Y is also smooth.
Definition 2.10. Let X be a bounded operator on H. The operator X is said to be analytic with respect to E, if the mapping k → α k (X) can be extended to a holomorphic mapping defined on a neighborhood
, where δ is some positive number.
Note that every analytic operator is smooth.
t∈Z , E is said to be uniform (smooth, analytic), if U is uniform (smooth, analytic) with respect to E.
We note that analyticity on quantum walks is so weak that the class contains all the multi-dimensional quantum walks which have been studied.
2.3.
Similarity between multi-dimensional QWs. Let H 1 and H 2 be Hilbert spaces. For i = 1, 2, let E i be a Borel measure on R d whose values are orthogonal projections in B(H i ). Define a new projection-valued measure E 1 ⊕ E 2 by
A bounded operator X : H 1 → H 2 is said to be smooth with respect to E 1 and E 2 ,
2 ) t∈Z , E 2 ) are said to be similar, if there exists an invertible operator S : H 1 → H 2 satisfying the following conditions:
• S is smooth with respect to E 1 and E 2 .
By Lemma 2.8, similarity between quantum walks is a reflexive relation. It is also true that the relation is transitive. Therefore, similarity is a equivalence relation. If two quantum walks are similar and if one of the walks is smooth, then the other walk is also smooth.
Lemma 2.13. If two d-dimensional quantum walks are similar, then there exists a smooth intertwiner between them which is unitary.
Proof. Suppose that S is an invertible operator satisfying the following conditions:
• S is smooth with respect to E 1 and E 2 . The operator S(S * S) −1/2 is unitary. It is not hard to see that S(S
smooth, by Lemma 2.8 and Lemma 2.9, (S * S) −1/2 is smooth. It follows that the unitary S(S * S) −1/2 is also smooth.
2.4.
General theory for asymptotic behavior of logarithmic derivatives.
Definition 2.14. Let (U t ) t∈Z be a unitary representation of Z on a Hilbert space H. A two-sided sequence {c t } t∈Z of bounded operators on H is called a 1-cocycle of
Lemma 2.15. If {c t } t∈Z is a 1-cocycle of (U t ) t∈Z , then for every t ≥ 0, c t ≤ t c 1 .
Repeating this decomposition, we obtain c t ≤ t c 1 .
Lemma 2.16. The limit lim t→∞ ct t exists and is less than c 1 .
Proof. The sequence { c t } is subadditive. For every subadditive sequence {γ t } ∞ t=1
of real numbers, the sequence {γ t /t} converges to its infimum.
For the rest of this paper, the 1-cocycle associated to the observable of position plays a key role. Let H, (U t ) t∈Z , E be a d-dimensional smooth quantum walk. Let
Since U t is smooth with respect to E, the commutator of U t with iD i is bounded, by Lemma 2.4. It follows that the operator
uniquely defines a bounded operator c t on H. The two-sided sequence {c t } t∈Z is a 1-cocycle of (U t ) t∈Z . By Lemma 2.4, the 1-cocycle is equal to
Definition 2.17. The 1-cocycle {c t = −i i w i U −t ∂ i (U t )} is called the logarithmic derivatives of the quantum walk H, (U t ) t∈Z , E with respect to the (differential) operator D = i w i D i . The operator {c t /t} is called the average of logarithmic derivatives of the quantum walk.
In most cases, the norms of the logarithmic derivatives { c t } linearly increases. Asymptotic behavior of the average {c t /t} of the logarithmic derivatives has an important meaning in the study of limit distribution of the quantum walk (Theorem 3.4). The following proposition means that if two walks are similar, then averages of logarithmic derivatives are similar.
be the self-adjoint operator R r x i E 2 (dx). Let V : H 1 → H 2 be a smooth invertible operator which gives similarity between U 1 and U 2 . For i = 1, · · · , d, denote by ∂ 
converges to 0 in the norm topology.
Proof. By Lemma 2.4, the operator
is equal to the closure of
Since V is smooth with respect to E 1 and E 2 , by Lemma 2.4 for E 1 ⊕E 2 , the operator D
is bounded. If t is large, the above operator is almost equal to
This is equal to the operator V
2.5. General theory for asymptotic behavior of the distribution p t . For the quantum walk H, (U t ) t∈Z , E , and for a unit vector ξ ∈ H, a sequence {p t } t∈Z of Borel probability measures on R d is defined by
The unit vector ξ ∈ H is called an initial vector. In many concrete examples of homogeneous quantum walks, the existence of the weak limit of {p t } has already been studied. See [IKK04] , [Kon05] , [WKKK08] , for example.
Lemma 2.19. Let f be a bounded Borel function. The mean of f with respect to the measure p t is given by
Proof. In the case that f is a definition function of a Borel subset of R d , the equation holds, by the definition of p t . It follows that for every Borel step function f , the above equation holds. For a general Borel function f , we have only to use a sequence f n of Borel step functions which are uniformly close to f .
If the quantum walk H, (U t ) t∈Z , E is smooth and if the initial unit vector ξ is smooth, then U t ξ is also smooth. The proof is given by Lemma 2.4 and by the Leibniz rule:
Lemma 2.21. Suppose that the quantum walk H, (U t ) t∈Z , E is smooth and that the vector ξ is smooth. Let t be an arbitrary natural number. Then every polynomial function g on R d is integrable with respect to p t , and the integral is given by
Proof. We may assume that g(
. In this case, we have
Since U and ξ is smooth with respect to E, U t ξ is in the domain of the above self-adjoint operator. Therefore the right hand side is well-defined. There exists a countable sum f (v) of scalar multiples of definition functions which is Borel and uniformly close to g(v). Then the difference between
is a bounded operator with small operator norm. Therefore U t ξ is in the domain of
For such f , it is easy to show that
Since f is uniformly close to g, the integral
Theorem 2.22. Suppose that the quantum walk H, (U t ) t∈Z , E is smooth and that the initial unit vector ξ is smooth. There exists a compact subset K of R d such that lim t→∞ p t (K) = 1.
Proof. Let i be an arbitrary element of {1, · · · , d}. Let m be an arbitrary natural number. Note that the equation
holds, by Lemma 2.21. The triplet (H, (U t ) t∈Z , D i ) is a one-dimensional quantum walk defined in [Sak19, Definition 2.1]. Therefore we can employ the theory of one-dimensional quantum walks developed in [Sak19] . As proved in [Sak19, Definition 2.27], for every m ∈ N,
Take and fix a positive number
Corollary 2.23. Suppose that the quantum walk H, (U t ) t∈Z , E is smooth and that the initial unit vector ξ is smooth. Then the following conditions are equivalent:
(1) (Convergence in Law). There exists a Borel probability measure p ∞ on R d such that for every polynomial function g on R
(2) (Weak convergence). There exists a Borel probability measure p ∞ on R d such that for every bounded continuous function f on R
If the above conditions hold, then these limit distributions coincide and their support is compact.
Proof. Let K be a compact subset of R d in Theorem 2.22. Let ǫ be an arbitrary positive real number. For every polynomial function g on R d , there exists a bounded continuous function f on R d such that |f (x) − g(x)| < ǫ for arbitrary x ∈ K. For every bounded continuous function f on R d , there exists a polynomial function g on R d such that |g(x) − f (x)| < ǫ for arbitrary x ∈ K by the theorem of StoneWeierstrass. (
The rank of E [0, 1) d is called the degree of freedom.
We note that the image of E [0, 1) d is the fundamental domain of the action by (ρ(x)) x∈Z d . More precisely, {ρ(x)(image(E([0, 1) d )))} x∈Z d is mutually orthogonal and generates H. We may consider a quadruple satisfying the conditions (1), (2), (3), (4) which does not satisfy the condition (5). In such a case, we call the quadruple a homogeneous quantum walk with infinite degree of freedom.
Let (H, (U t ) t∈Z , E, ρ) be a homogeneous quantum walk with finite degree of freedom. We denote by n the degree of freedom. There exists a unitary operator
satisfying that V maps image(E([0, 1) n )) onto δ 0 ⊗C n and that V is compatible with ρ and with the right regular representation ρ on ℓ 2 (Z d ). Let E be the projectionvalued measure on R d defined by
It is easy to show that V is smooth with respect to E and E. In fact, V is analytic with respect to E and E. Thus we obtain a new homogeneous quantum walk
which is similar to the original walk. If the original walk is smooth, then new one is also smooth. If the original walk is analytic, then new one is also analytic. By Proposition 2.24, once we prove that the latter walk has limit distribution (as in Theorem 3.4), it turns out that the original walk has the same limit distribution. For the rest of this paper, we study d-dimensional analytic homogeneous quantum walks. Without loss of generality, we may concentrate on the homogeneous walks of the form (ℓ 2 (Z d ) ⊗ C n , (U t ) t∈Z , E, ρ). We note that in this case the unitary operator U is an analytic element of the C * -algebra C *
. We often use the inverse Fourier transform 
Convergence theorems on homogeneous QWs
Proposition 3.1. Let (U t ) t∈Z be a homogeneous analytic quantum walk acting on ℓ 2 (Z) ⊗ C n . Let w 1 , · · · , w d be real numbers. Denote by D the operator i w i D i .
(1) As t tends to infinity, the average
of the 1-cocycle of (U t ) t∈Z converges to some self-adjoint operator H in the strong operator topology.
(2) Then as t tends to infinity, the unitary operators defined by the commutators
converge to the unitary operator exp(iH) in the strong operator topology. For the case that the walk is one-dimensional (d = 1), the above two sequences converge in norm, and the limits are analytic operators.
To employ the analytic perturbation theory by Tosio Kato, we suppose analyticity. We denote by diag(α i ) i the diagonal matrix whose diagonal entries are α 1 , · · · , α n .
Proof. We make use of the Fourier transform U(k), k ∈ T . Denote by w the real vector (w i ). The average of the logarithmic derivative
We make use of the directional derivative 
is injective. Denote by u(s) the unitary U (k 0 +sw). Note that the map I ∋ s → u(s) can be extended to a holomorphic map defined on a complex domain including I.
Let us make use of the analytic perturbation theory by T. Kato. The unitary u(s) can be decomposed as follows 
The second term is equal to
As t tends to infinity, the norm increases linearly. The norms of the first and the third terms are bounded. It follows that
The convergence is uniform on the closed interval I.
is in iR, as t tends to infinity, the average of logarithmic derivatives
The operator norm is uniformly bounded by i w i ∂ U ∂k i due to Lemma 2.15. This upper bound is independent of k 0 . Therefore, the convergence of
(k 0 ) at each point k 0 yields that in the strong operator topology. Applying the Fourier transform, we obtain the first assertion.
Consider the case that d is one. Then the convergence on each closed interval in T 2π is uniform, and the limit is given by a matrix-valued analytic function as in the equation (3). Since the one-dimensional torus T 2π is a union of two segments, the average of logarithmic derivative converges in norm and the limit is analytic.
The inverse Fourier transform of
For every C n -valued analytic functions ξ(k) defined on T d 2π , we calculate
ξ is given by
This is the Taylor expansion of ξ(k−t −1 w). Therefore, the unitary exp −t
is the translation by t −1 w. By the same reason, the unitary exp t
is the translation by −t −1 w. It follows that for every ξ ∈ L 2 T d 2π ⊗ C n , the following equation holds:
Since the operators are unitary, this equation holds for every vector ξ in
Assume that s is in the interior part of I. Since I is simply connected, there exist real-valued analytic functions l 1 , l 2 , · · · , l n such that exp(il i (s)) = λ i (s). If t is large, then the matrix v(s + t −1 ) is close to v(s) in norm, and the distance between them is uniformly close to 0. The unitary matrix u(s) −t u(s + t −1 ) t is uniformly close to
Note that the logarithms l 1 (s), · · · , l n (s) have uniformly continuous derivatives, because λ i (s) are analytic. Therefore we have
By equation 3 and by the definition of the skew self-adjoint matrix i H(k 0 ), we have the following convergence at each point k 0 :
Because the sequence consists of unitary operators, the convergence at each point implies that in the strong operator topology. Applying the Fourier transform, we obtain the second assertion.
In the case that d is one, the convergence is that in the operator norm topology, since the convergence is uniform on each segment included in the torus. In case that d is one, the following theorem is proved in [SS18] .
Theorem 3.4. For any d-dimensional homogeneous analytic quantum walk with finite degree of freedom, and for any initial unit vector, the weak limit of probability measures {p t } defined in Subsection 2.5 exists.
The limit distribution is described as follows. Let (U t ) t∈Z be a homogeneous quantum walk acting on
n be an initial unit vector. By Proposition 3.1, the limit of the average of logarithmic derivatives
exists and is a bounded self-adjoint operator. Since the self-adjoint operators (D 1 , · · · , D d ) mutually commute, the self-adjoint operators (H 1 , · · · , H d ) also mutually commute. There exists a unique projection-valued Borel probability measure E on a compact subset of R d satisfying that for every integers m(1),
The following argument shows that the limit distribution of the walk is equal to
Proof. We first assume that ξ is smooth. Via the inverse Fourier transform, the walk U corresponds to an (n × n)-matrix U whose entries are analytic functions on T . The mean of the function exp(i(·, w) R d ) on R d with respect to p t is equal to the following inner product:
Let H be the limit of the averages of logarithmic derivatives of U t with respect to the differential operator −i w i
By Proposition 3.1, the operator
converges to exp i H in the strong operator topology. The vector exp (it
It is uniformly close to ξ(k). As t tends to infinity, the above integral converges to
We obtain
We obtain that for for every linear combination g of {exp(i(·, w)
By Theorem 2.22, there exists a compact subset
} is the space of trigonometric functions. By the theorem of Stone-Weierstrass, the linear span is dense in C(K) with respect to the supremum norm. It follows that for every bounded continuous func-
In the special case that ξ is smooth, we finish the proof. Let ξ be an initial unit vector in
which is not necessarily smooth. Let p t be the sequence of probability measures defined by U t and ξ. Let ǫ be an arbitrary positive number. Choose a smooth unit vector ξ ∈
By the inequality
. By the definition of p t and p t , it deduces the following inequality:
We also obtain
It follows that for every bounded continuous function f on
It follows that the sequence of probability measures { p t } weakly converges.
An exotic example
We define unitary operators S 1 and S 2 by the bilateral shifts on ℓ(Z) ⊗ ℓ(Z) ⊗ C 2 :
Define a 2-dimensional homogeneous quantum walk (U t ) t∈Z by
The inverse Fourier transform of the walk is
The above matrix-valued function can be extended to a holomorphic function defined on C 2 . Therefore the quantum walk (U t ) t∈Z is analytic. As explained in Subsection 2.6, the diagonal operator
. In this section, we concretely calculate the limit of the averages of logarithmic derivatives of U with respect to the diagonal −i
. We also show that it has some exotic properties.
The characteristic polynomial of the matrix U(k 1 , k 2 ) is λ 2 − (cos k 1 + cos k 2 )λ + 1. The roots are given by
Around regular points. Two functions λ + and λ − are analytic on T Define V (k 1 , k 2 ) by (v + (k 1 , k 2 ) v − (k 1 , k 2 )). The unitary U(k 1 , k 2 ) can be expressed as
As we have already seen in the proof of Proposition 3.1, in the calculation of the limit of the averages of logarithmic derivatives with respect to −i
, we do not need to pay attention on the matrices V (k 1 , k 2 ) nor V (k 1 , k 2 ) −1 . The limit is It turns out that the limit H 1 (k 1 , k 2 ) is equal to sin k 1 4 − (cos k 1 + cos k 2 ) 2 sin k 1 + sin k 2 i(exp(−ik 1 ) − exp(−ik 2 )) i(exp(ik 2 ) − exp(ik 1 )) − sin k 1 − sin k 2 .
By the same procedure, we calculate the limit H 2 (k 1 , k 2 ) of the averages of logarithmic derivatives with respect to −i ∂ ∂k 2 as follows:
sin k 2 4 − (cos k 1 + cos k 2 ) 2 sin k 1 + sin k 2 i(exp(−ik 1 ) − exp(−ik 2 )) i(exp(ik 2 ) − exp(ik 1 )) − sin k 1 − sin k 2 .
Around the singularity (0, 0). On the torus T 2π × {0}, {0} × T 2π the eigenvalues are given by the double-valued analytic functions λ(k 1 , 0) = 1 2 + 1 2 cos k 1 + i sin k 1 2 1 + cos 2 k 1 2 , λ(0, k 2 ) = 1 2 + 1 2 cos k 2 + i sin k 2 2 1 + cos 2 k 2 2 . By the same procedure, we calculate the limit H 2 (0, 0) of the log derivative with respect to D 2 as follows:
H 2 (0, 0) = 1 2 1 1 1 −1 .
Around the singularity (π, π). By the same procedure as in the last paragraph, H 1 (π, π) = 1 2 1 1 1 −1 , H 2 (π, π) = 1 2 1 1 1 −1 .
