High-precision measurements of the g factor of H-like carbon [1] and oxygen [2] have triggered a great interest in related theoretical calculations (see Refs. [3, 4, 5, 6] and references therein). In particular, these studies provided a new determination of the electron mass to an accuracy which is 4 times better than that of the previously accepted value [7] . An extension of the g factor investigations to higher-Z ions could also lead to an independent determination of the fine structure constant α [8] . The accuracy of such a determination is, however, strongly limited by a large uncertainty of the nuclear structure effects which strongly increases when Z is growing [9] . In Ref. [10] it has been shown that the ultimate accuracy limit can be significantly reduced in the difference
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where g
denote the g factors of the B-like and H-like heavy ions with the same nucleus, respectively. The parameter ξ here is chosen to cancel the nuclear size effect in this difference.
NS , where Δg NS denotes the corresponding nuclear-size correction. Due to the rather weak dependence of ξ on the nuclear charge distribution parameters, the corresponding uncertainty of g is much smaller than that of g
alone. The reason for this lies in the specific behavior of the wavefunctions of the s 1/2 -and p 1/2 -states in the vicinity of the nucleus. Namely, it can be shown that in the nuclear region the product of the large and the small component of the Dirac wavefunction for these states differs mainly only by a constant factor. In one-electron approximation the g factor is given by
where κ = (j + ; j, l and n are the total angular momentum, the parity and the principal quantum number of the state, respectively. The nuclear-size correction enters g D via the wavefunctions g nκ (r) and f nκ (r) obtained from the Dirac equation for the finite-nucleus potential.
In Ref. [10] we have considered the B-and H-like ions of lead, 208 Pb 77+ and 208 Pb 81+ . The influence of the varying of the nuclear radius and the charge distribution model on g has been investigated numerically. In addition to the one-electron Dirac contribution, the dominant interelectronic-interaction and QED corrections have been taken into account. The homogeneously-charged-sphere and the Fermi model with the rms radius of 5.5010(9) fm have been considered. It has been shown, that the parameter ξ is much more stable with respect to variations of the nuclear parameters than is the nuclear-size correction. The total relative uncertainty of g due to the nuclear-size effect has been found to be 2.9 × 10 −10 , while the uncertainty caused by the current value of α = 1/137.035 999 11(46) is 8.7 × 10 −10 . We conclude: Measurements of the g factor of B-and H-like Pb to the relative accuracy of 7 × 10 −10 , which is anticipated in the near future in the framework of the heavy ion trap project [11] , accompanied by the theoretical calculations to the required precision, provide access to the determination of the fine structure constant with higher accuracy than that of the currently accepted value. Taking into account that the nuclear-charge-distribution uncertainty can be reduced by a factor of 3, compared to our very conservative estimate, we find that an improvement of the experimental accuracy to a 1 × 10 −10 level would increase the precision of α by one order of magnitude. Concerning the accuracy this method can also compete with the new determination of α by Gabrielse and co-workers [12] .
