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Abstract 
The H. 264/AVC video coding standard offers significantly improved compression 
efficiency and flexibility compared to previous standards. However, the high 
computational complexity of H. 264/AVC is a problem for codecs running on low-power 
hand held devices and general purpose computers. This thesis presents new techniques to 
reduce, control and manage the computational complexity of an H. 264/AVC codec. 
A new complexity reduction algorithm for H. 264/AVC is developed. This algorithm 
predicts "skipped" macroblocks prior to motion estimation by estimating a Lagrange rate- 
distortion cost function. Complexity savings are achieved by not processing the 
macroblocks that are predicted as "skipped". The Lagrange multiplier is adaptively 
modelled as a function of the quantisation parameter and video sequence statistics. 
Simulation results show that this algorithm achieves significant complexity savings with 
a negligible loss in rate-distortion performance. 
The complexity reduction algorithm is further developed to achieve complexity-scalable 
control of the encoding process. The Lagrangian cost estimation is extended to 
incorporate computational complexity. A target level of complexity is maintained by 
using a feedback algorithm to update the Lagrange multiplier associated with complexity. 
Results indicate that scalable complexity control of the encoding process can be achieved 
whilst maintaining near optimal complexity-rate-distortion performance. 
A complexity management framework is proposed for maximising the perceptual quality 
of coded video in a real-time processing-power constrained environment. A real-time 
frame-level control algorithm and a per-frame complexity control algorithm are combined 
in order to manage the encoding process such that a high frame rate is maintained without 
significantly losing frame quality. Subjective evaluations show that the managed 
complexity approach results in higher perceptual quality compared to a reference encoder 
that drops frames in computationally constrained situations. 
These novel algorithms are likely to be useful in implementing real-time H. 264/AVC 
standard encoders in computationally constrained environments such as low-power 
mobile devices and general purpose computers. 
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1 Introduction 
1.1 Problem Statement 
Advances in digital communications have changed the communication industry over the 
past decade. Digital TV, DVD video, HDTV, internet video streaming, video 
conferencing and mobile technology have expanded the boundaries of communication 
systems to include a rich visual dimension. Video compression has played a significant 
part in the realization of these technologies by bridging the gap between the demand for 
quality, performance and limitations of current storage and transmission capabilities. 
The function of a video codec (encoder/decoder) is the compression (and decompression) 
of video image data into a concise form suitable for storage and/or transmission. In the 
past, most video codecs were implemented on specifically designed hardware platforms, 
mostly due to the computational complexity of the process requiring a large amount of 
calculations. However, in recent years general purpose processors have significantly 
improved in performance and reliability. They have also become less expensive and 
increasingly available. Therefore, implementation of software only video codecs for real 
time applications such as video conferencing has become feasible (for example, Apple 
iChat [1]). However, current software codecs offer limited compression performance and 
functionality due to limitations in processing resources. 
Video codecs running on general purpose processors such as PCs generally compete with 
other processes for resources. In recent years, hand held devices such as PDAs and 
mobile phones are becoming quite versatile by supporting multiple functions such as 
mobile telephony, video recording and messaging, mobile computing and entertainment. 
Therefore, video codecs running on these devices are also increasingly competing with 
other processes for processor time. Additionally, processing power is constrained by 
battery power utilisation for handheld mobile devices. 
The new H. 264/AVC video compression standard [2] can deliver significantly improved 
compression efficiency compared with previous video coding standards (up to 50% more) 
[3] supporting higher quality video over lower bit rate channels. Due to its improved 
compression efficiency, error resilience features and increased flexibility of coding and 
1 
transmission, H. 264/AVC has the potential to enable new video services such as mobile 
video telephony and multimedia streaming over wireless networks [4]. However, the 
performance gains of H. 264/AVC come at a price of increased computational complexity 
[3] [5]. The processing overhead required to implement H. 264/AVC is likely to be a 
major problem for power constrained mobile devices since higher computational loading 
leads to increased power consumption. There is therefore a need to develop low 
complexity implementations of H. 264/AVC that offer the performance and flexibility 
advantages of the standard without an excessive computational cost. 
An H. 264/AVC compliant video encoder typically carries out a number of encoding 
processes to remove the spatial, temporal and statistical redundancy of a video signal. A 
significant amount of compression is achieved by the transformation of each macroblock 
(basic coding unit corresponding to a 16x16 block of displayed pixels) from the spatial 
domain to a transform domain, which is a representation of spatial frequency components 
(or coefficients), followed by the quantisation of transform domain coefficients. The 
complexity of this process in H. 264/AVC is relatively low compared to other encoding 
functions due to the small transform block size and the availability of efficient integer 
implementations [6]. To achieve high compression by removing temporal and spatial 
redundancy, H. 264/AVC is equipped with tools to closely predict each macroblock from 
regions of the current image or previous images that have already been coded. The 
standard supports a large number of modes and options to carry out this prediction 
process. This flexible choice of coding parameters leads to efficient compression at the 
expense of computational complexity because the encoder needs to evaluate a large 
number of mode options in order to determine the coding parameters that produce 
maximum compression efficiency. 
Low complexity or variable complexity algorithms have been proposed for a number of 
aspects of the H. 264/AVC encoding process (chapter 7). However, the low complexity or 
variable complexity algorithms developed to date lack the ability to control the 
computational complexity in an adaptive and scalable manner. Scalable complexity 
control (reducing or increasing the complexity in small steps) is especially important for 
software encoders on platforms with limited processing resources, for example where 
there may be other processes competing for the same processor cycles or where the 
complexity may have to be reduced in order to prolong the battery life of a mobile device. 
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Fhis scalable control of computational resources should idcally have minimal effect on 
the compression performance of the encoder. 
1.2 Research Objective 
he aim of' this research is to develop novel algorithms to cf ectivcly manage the 
computational complexity of'an I 1264/AVC encoder. "These algorithms should enable the 
encoder to make efficient use of available processing resources to maximise the rate 
constrained video quality. 
This research is particularly aimed at managing the complexity of' the encoder, hccausc, 
(a) an increasing number of low-power handheld devices such as mobile phones and 
I'DAs carry out video capturing, where the captured video needs to be compressed before 
storage or transmission and, (b) compression efficiency depends on the coding; tools and 
the decision making process employed by the encoder, which carries a significantly 
higher computational burden compared to decoding. 
1.3 Project Outline 
F he research project was structured into several stages in order to achieve the main 
objective within the specified period. Figure 1.1 shows the structure ofthe project. 
Stage 4 
Complexity 
managciflent 
Stage 3 C'umplexity ratc distortion 
Optimised encoder control 
Ncw Iovv-cumplcxIt) IIgorith111s lür 
Stage 21 1264/AVC 
f: valuatian of existing low/variable 
Stage 1 Video quality complexity algorithms 
evaluation (", valuation o1' 1-I 264/AV(' encoder perlorniance 
Figure I. l: Evolution of the research project 
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The pyramid structure represents the evolution of the project towards its final goal. The 
layers represent different stages of the project as the work is progressed upwards from the 
bottom of the pyramid. The lower layers provide the necessary foundation for the upper 
layer stages. 
Each stage of the project (starting from the bottom of the pyramid) is briefly described as 
follows: 
Stage 1 
1. Investigate and evaluate video coding standards and analyse the rate-distortion 
performance of an H. 264/AVC encoder with different coding parameters and 
identify the main contributors to the computational complexity of the encoder. 
2. Study subjective and objective video quality measurement techniques to explore 
the possibility of using such methods to evaluate new low-complexity algorithms. 
3. Investigate and apply existing variable/low complexity algorithms to an 
H. 264/AVC codec and analyse the trade-off between complexity, bit rate and 
video quality. 
Stage 2 
4. Develop a new reduced complexity algorithm for an H. 264/AVC encoder and 
evaluate the performance of the algorithm. The new algorithm should reduce the 
computational complexity with minimal loss in rate-distortion performance. 
Stage 3 
5. Further develop the reduced complexity algorithm (developed in stage 2), in 
order to control the computational complexity of the encoder. Apply rate- 
distortion-complexity optimisation techniques to ensure that best rate-distortion 
performance is achieved at each complexity level. 
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Stage 4 
6. Develop a complexity management framework for an H. 264/AVC encoder to 
manage the encoder complexity in order to maximise rate-constrained video 
quality with limited processing resources. 
1.4 Novel Contributions and Publications 
This research aims to develop techniques to manage the computational complexity of an 
H. 264/AVC encoder. Novel algorithms were developed during the project for complexity 
reduction, complexity control and management of the encoding process. Key 
contributions of this work to the advancement of video coding can be summarised as 
follows: 
" The development of a low complexity macroblock skip prediction algorithm for 
an H. 264/AVC encoder. Early prediction of skipped macroblocks is made by 
estimating a Lagrangian rate-distortion cost function. This novel algorithm 
significantly differs from existing algorithms (discussed in chapter 7) because, (a) 
this algorithm is based on a firm theoretical foundation in contrast to existing, 
mostly heuristic approaches, (b) the algorithm does not depend on any arbitrary 
thresholds (c) this algorithm is adaptive to different video sequence statistics. The 
development of this new algorithm led to a journal publication [7] and a 
conference paper [8]. 
" The development of an adaptive model for the Lagrange multiplier parameter 
associated with rate. The Lagrange multiplier is modelled as a function of 
quantisation parameter and sequence statistics. Techniques widely used in current 
practice model the Lagrange multiplier only as a function of quantisation 
parameter. Therefore, these current techniques do not achieve optimal 
performance for video sequences with different statistics. This model is described 
in [7] and [8] in detail. 
" The novel classification of sequence statistics by an activity factor (F). The 
activity factor `F' is an estimation of the amount of motion and detail present in a 
particular area such as a macroblock, number of frames or in a complete video 
sequence (also introduced in [7,8]) 
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" The achievement of scalable computational control of the encoding process by 
extending a Lagrangian cost function to incorporate computational complexity. 
A target level of computational complexity is met by directly controlling the 
Lagrange multiplier associated with complexity using a feedback algorithm. 
Existing techniques in the literature do not demonstrate effective 'complexity- 
control' of the encoding process. This work was presented in a conference paper 
(9]. 
" The development of a complexity management approach that uses a real-time 
encoder control algorithm, in conjunction with the complexity control algorithm 
to manage the computational resources utilised by an H. 264/AVC encoder 
(presented in [10]). This is a significant contribution because the new approach 
addresses the problem of managing the computational complexity in a real-time 
computation constrained scenario, where the objective is to maximise perceptual 
video quality. The current literature does not provide any effective solution to this 
problem. Additionally, this approach can be used as a complexity management 
framework for other complexity control algorithms. 
" The demonstration that, higher perceptual quality ratings can be achieved by the 
managed complexity encoder, compared to an encoder that reduces the frame rate 
when processing resources are limited. The managed complexity encoder 
maintains smooth video frame rate whilst ensuring that the frame quality is not 
degraded unacceptably, when available processing power is limited. This work 
was originally presented in [10] and also led to a UK patent application [11] and 
is under review for a journal [12]. 
" The development of a new subjective video quality assessment method which 
incorporates user feedback to control the video quality. This method produces 
comparable results in a fraction of the time normally required to carry out a 
standard subjective video quality assessment test. This method was published in a 
journal [13] and also led to a European patent application [14]. 
A list of publications can also be found in appendix A. Although this research is mainly 
focused on the encoder, some work has been carried out on the low-complexity 
implementation of a H. 264/AVC decoder. Appendix B contains an abstract of a multi- 
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threaded implementation of a H. 264/AVC decoder for real-time High Definition (HD) 
decoding in a multiprocessor PC. This work was carried out at BT Group Chief 
Technology Office (formerly known as BT Exact) as a placement project. 
1.5 Organisation of the Thesis 
The thesis is organised as follows: 
Chapter 2- This chapter provides some essential background knowledge on video 
coding. The key concepts and fundamental terms used in video compression are 
introduced. Main functions of a typical block-based video codec are briefly explained. A 
brief introduction to video coding standards is also presented. 
Chapter 3- Provides an overview of the H. 264/AVC video compression standard. The 
structure of the standard and video coding tools that contribute to high compression 
efficiency, flexibility and robustness are briefly explained. This chapter also explains why 
a large amount of computational resources are needed to implement the H. 264/AVC 
standard. 
Chapter 4- Introduces the rate-distortion optimisation problem. This chapter explores 
the use of the Lagrange multiplier method to optimise the rate-distortion performance of 
video encoders and explains the theory and assumptions relating to practical application 
of the Lagrange multiplier method in video compression. Algorithms developed during 
this research project are primarily based on the Lagrange multiplier method. Therefore, 
this chapter plays a very important role in understanding later chapters that describe these 
algorithms. 
Chapter 5- This chapter explains the experimental methods used in this work. 
Chapter 6- Presents a new subjective video quality assessment method which 
incorporates user feedback to control the video quality. Although this work is slightly 
outside the main research theme, the new method proved to be useful in rapidly assessing 
subjective quality of different coding algorithms or parameters. 
Chapter 7- The first part of this chapter presents a performance evaluation of different 
tools and coding parameters of the H. 264/AVC standard with respect to rate, distortion 
and computational complexity. The second part constitutes a review of some of the low 
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complexity video coding algorithms developed for H. 264/AVC and previous coding 
standards such as H. 263 [15]. Finally, this chapter establishes the case for low-complexity 
implementations of H. 264/AVC, identifies the lack of techniques to effectively manage 
the computational complexity and explains the motivation behind this work. 
Chapter 8- This chapter presents the performance of a macroblock skip-prediction 
algorithm (an algorithm that predicts macroblocks that are normally skipped after 
processing), which is adapted from a threshold based algorithm developed for H. 263. 
This part of the work was carried out as an evaluation of existing complexity reduction 
algorithms. 
The main algorithms developed during the research project are described in chapters 9,10 
and 11. These chapters correspond to the work carried out during stage-2,3 and 4 of the 
project respectively. 
Chapter 9- Describes a new complexity reduction algorithm for H. 264/AVC which uses 
Lagrangian cost function estimation. Computational savings are achieved by predicting 
skipped macroblocks prior to motion compensation by estimating a Lagrangian cost 
function. The Lagrange multiplier is adaptively modelled based on local sequence 
statistics. This is the main low-complexity algorithm developed for H. 264/AVC and 
further developments have been primarily based on this algorithm. 
Chapter 10 - Complexity reduction achieved by the algorithm described in chapter 9 
depends on the video sequence statistics. This chapter explains a complexity control 
algorithm that extends the Lagrangian cost function by incorporating computational 
complexity in order to achieve a target computational complexity level. 
Chapter 11 - Describes a complexity management framework for an H. 264/AVC 
encoder running on process/power constrained environment. This new approach uses a 
real-time coder control algorithm in conjunction with the complexity control algorithm 
(described in chapter 10) in order to maintain smooth frame rate without unacceptable 
degradation of frame quality. 
Chapter 12 - This final chapter contains the discussion and the conclusion. A summary 
of the main algorithms and a critical review of the results are presented. The advantages 
and disadvantages of proposed methods are discussed. Ideas for further investigation are 
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also presented. Finally, the thesis is concluded by emphasising the relevance of this work 
to the research problem and the original contributions made. 
Appendix A- Contains a list of publications related to this research. 
Appendix B- Provides an overview of a multi-threaded implementation of an 
H. 264/AVC software decoder for a multi-processor platform. This software decoder 
implementation is aimed at real-time decoding of high definition content using a dual- 
processor PC. 
Appendix C- Contains a statistical analysis that compares the results of the new 
subjective quality method (explained in chapter 6) with the results obtained using a 
standard subjective quality evaluation method. 
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2Video Coding Background 
2.1 Introduction 
This chapter provides some essential background information on video coding. It starts by 
briefly describing digital video sampling, colour spaces and common picture formats. The 
main concepts related to block based video coding are presented by giving an overview of 
the basic functions of a typical block based video codec. A brief introduction to some of 
the popular video compression standards is also presented. 
2.2 Digital Video 
Digital video consists of a stream of images captured at regular time intervals. The 
images are represented as digitized samples containing visual (colour and intensity) 
information at each spatial and temporal location. 
2.2.1 Sampling & Resolution 
Figure 2.1 shows the sampling process of digital video. The number of horizontal and 
vertical samples (which can also be referred to as picture elements or in short `pixels') in 
the image determines the spatial resolution of the image. The frequency at which each 
image is captured (temporal sampling) determines the motion smoothness of the video. 
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Figure 2.1: Digital video sampling 
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Typical temporal sampling frequencies (frame rate) are 25 Hz and 30 Hz . The frame rate 
determines the motion smoothness of the video, where motion appears smoother at higher 
frame rates. 
In digital video processing, different spatial resolutions are used depending on the target 
application. Some of the most widely used formats based on CIF (Common Intermediate 
Format) are shown in Table 2.1. 
Table 2.1: CIF based formats and resolutions 
Format name Pixel resolution (Horizontal x Vertical) 
SQCIF (Sub-Quarter-CIF) 128 X 96 
QCIF (Quarter-CIF) 176 X 144 
CIF 352 X 288 
4CIF 704 X 576 
2.2.2 Frames and Fields 
A video signal can be sampled in either frames (progressive) or fields (interlaced). In 
progressive video, a complete frame is sampled at each time instant. In interlaced video 
only a half of the frame is captured (either odd or even rows of samples) at a particular 
time instant which are called fields. The field which has the first row (and subsequent odd 
rows) of samples is called the top field and the field having even rows of samples are 
called the bottom field. Figure 2.2 illustrates the concept of frames and fields. (However, 
note that rows in the picture have a depth of more than one pixel in order to illustrate the 
concept more clearly). 
Top field Bottom field 
Figure 2.2: Progressive and interlaced video 
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Frame 
2.2.3 Colour Spaces 
Visual information at each sample point may be represented by the values of three basic 
colour components Red (R), Green (G) and Blue (B). This is called the RGB colour space. 
Each value is stored in an `n'-bit number. For example; an 8-bit number can store 256 
levels to represent each colour component. 
The YCrCb colour space is widely used to represent digital video. The luminance 
component `Y' is extracted using a weighted average of the three colour components R, 
G and B. The components Cr and Cb are called the chrominance (or colour difference) 
components. Cr is the red chrominance component (Cr =R- Y) and the blue 
chrominance component is Cb, where Cb =B-Y. The derivation of YCrCb colour space 
from RGB colour space can be found in [16]. The human visual system has less 
sensitivity to colour information than luminance (light intensity) information [17]. 
Therefore, with the separation of luminance information from the colour information, it is 
possible to represent colour information with a lower resolution than the luminance 
information (see Figure 2.3). 
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Figure 2.3: Sub-sampling patterns for chrominance components 
In 4: 4: 4 format, each pixel position has both luminance and chrominance ("luma" and 
"chroma") samples. In 4: 2: 2 format, chroma components are sub-sampled (every other 
pixel) in horizontal direction. In 4: 2: 0 format, chroma samples are sub-sampled in both 
vertical and horizontal directions. This is the most popular format used in entertainment 
quality applications such as DVD video because the human eye does not easily recognise 
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missing colour information. The work carried out in this project deals with 4: 2: 0 sampled 
video. 
2.3 Block Based Video Coding 
In block based video coding, the basic unit of coding is a block containing NxN (e. g. 
16x16) array of luma samples and corresponding chroma samples. The image is divided 
into an integral number of blocks and processed in raster scan (from left to right of each 
row and top to bottom row by row) order. Figure 2.4 shows a block diagram of a typical 
block based video encoder. The encoder has two data flow paths. The forward path 
(marked with solid lines) represents the encoding process of coding units and the reverse 
path (grey lines) shows the decoding (reconstruction) of the coded units within the 
encoder. Major elements of block based encoding are inter and intra prediction processes, 
transform, quantisation and entropy coding. These are described below. 
A 
Current Transform Quantisation Entropy 
- ý, 
ýO 
image coding 
Intra 
prediction 
Previous Inter 
image prediction 
F 
Inverse Inverse 
+ transform I- I quantisation 
Figure 2.4 Block based encoder block diagram 
2.3.1 Intra Prediction 
Bit 
stream 
Block based video encoders use prediction as a tool for removing redundant information. 
A prediction signal is obtained from previously coded samples for the coding unit and it 
is subtracted from the original coding unit to create a residual signal that has much less 
data than the original coding unit. It is the residual signal that is encoded and transmitted 
(see node `A' in Figure 2.4) to the decoder. The decoder obtains the same prediction 
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signal using previously decoded samples, decodes the residual signal and adds them 
together to reconstruct the coding unit. 
In intra prediction each coding unit is predicted using the surrounding pixels (which have 
been already coded and decoded) in the same image. Intra coding is used in the first 
image of a sequence. Intra coding is also very useful in coding uniform regions where 
surrounding pixels of the block has similar value as the pixels inside the block. Intra 
prediction is only used in recent video coding standards such as H. 263 (Annex 1) [1 5] and 
H. 264/AVC [2]. Figure 2.5 shows an example intra prediction of a 2x2 sample block 
using the average (or 'DC' value) of surrounding sample values (shown in shaded area) 
that have already been coded. 
43 44 57 
50 50 57 
56 53 55 
Prediction = (4)+44+57+50+56)/5 = 50 
50 50 07 
50 50 35 
Original (2x2) Prediction (2x2) Residual (2x2) 
Figure 2.5 Example of intra prediction of a 2x2 block of luma samples 
The advantage of using intra prediction (or predictive coding in general) can be explained 
using the above simplified example. If the samples in the original 2x2 block were to be 
transmitted, six bits are needed to represent each sample value and therefore a total of 24 
bits are needed to transmit the samples in the block. However, if the spatial redundancy 
between the neighbouring samples is exploited (taking into account the fact that 
neighbouring samples have similar values as the samples in the original block), the 
residual block can be obtained by subtracting the average (or the 'DC' value) of 
neighbouring samples from the original samples. Now the smaller numbers (the 
difference of each sample from the average) can be represented with 3 bit numbers and 
only a total of 12 bits are needed to transmit the samples in the block. 
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2.3.2 Inter Prediction 
In general, consecutive video images are very similar to each other and the differences 
mostly arise due to the movement of the objects in the video scene. Inter prediction is 
used to remove this temporal redundancy of video images. The prediction signal of a 
coding unit is obtained from a previously encoded and reconstructed image, for example 
the preceding image. The aim is to find a good match for the current block from the 
previously coded image. For example, if the current block forms a part of a moving object 
in the video scene, a good match can be found if the same part of the moving object is 
found from the previous image. This can be done by following the motion of the object 
over time between the two images. Usually it is very difficult to find an exact match by 
precisely following the motion. However, a reasonably accurate match can be found by 
searching for a similar block within a restricted region of the image. This process is 
illustrated in Figure 2.6. 
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Figure 2.6: Motion estimation and compensation of an "m x n" block 
Common terms related to inter prediction process can now be introduced as follows: 
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Reference Image - is the previously encoded and reconstructed image that is used for the 
prediction of blocks in the current image. 
Motion Estimation - is the process of searching and finding the closest matching block 
(B) from the reference image to the current block (A). 
Motion Compensation - is selecting the best matching block as the prediction and 
obtaining the residual by subtracting the prediction from the original block. 
Motion Vector (MV) - is the vector representing the displacement (horizontal and 
vertical) of the matching block from the position of the original block. Some video coding 
standards (discussed later) support sub-pixel accurate (e. g. half pixel accurate) motion 
vectors. In this case the motion vector is pointing to a block of pixels in between the 
actual pixels in the image. Therefore, the prediction block is obtained by interpolating the 
actual pixels in order to obtain a block of pixels at a sub pixel position. 
For inter predicted coding units, the residual signal is encoded and transmitted to the 
decoder along with the motion vector values. The decoder uses the motion vector values 
to find the correct prediction block and the decoded residual is added to reconstruct the 
coding unit. 
2.3.3 I, P and B Pictures 
In I-Pictures all the coding units are predicted using intra prediction only (without using 
previously coded pictures for prediction). These are used for the first picture of a 
sequence and are also used as random access pictures for reversing and fast forwarding 
without the need for decoding all the pictures. P-Pictures are inter predicted pictures with 
the reference as the nearest previously coded picture. They can not be used for random 
access, because of the dependency on previously coded pictures. However, they are used 
as reference pictures. B-pictures are bi-directionally predicted pictures which require two 
reference pictures for inter prediction, one from past and one from future in display order. 
They typically have high compression efficiency; however they are not used for reference 
and can not be used for random access. 
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2.3.4 Transform Coding 
The residual block (from node `A' in figure 2.4) is transformed from spatial domain into 
transform domain using a two dimensional block transform process where, the transform 
of a "NxN" block of image residuals results in a "NxN" block of transform coefficients. 
These transform coefficients represent the residual image block as magnitudes of basis 
patterns of the transform (typically a representation of different spatial frequency 
components). The transform needs to be reversible (inverse transform) in order to obtain 
the image residuals from the transform coefficients. The transform process is similar to 
the transformation of time domain signals into the frequency domain using a Fourier 
Transform in signal processing. The transform in itself does not achieve any compression; 
however, it serves the following two purposes: 
1. Energy compaction - Concentrate most of the energy within a small number of 
large coefficients. 
2. De-correlation of data - The transform coefficients should ideally have minimal 
inter-dependency between each other. 
Therefore it is possible to reconstruct (inverse transform) the original block using only the 
significant transform coefficients by setting the insignificant coefficients to zero 
(typically through quantisation as explained shortly) without significantly affecting the 
perceptual quality. For example, setting some small high frequency coefficients to zero 
would lose some high frequency spatial detail in the image block; however (because 
transform coefficients are de-correlated), this does not distort other more prominent 
features of the image block such as average brightness or low frequency gradients. This is 
similar to low pass filtering an audio signal to obtain different quality signals at different 
frequency bandwidths. 
The most widely used block based transform in image and video compression is the 
Discrete Cosine Transform (DCT) [18] where the transform of a 'NxN' block is given by: 
N-1 N-1 (2i + 1)xz (2 j+ 1) y; t Fx, 
y = 
C(x)C(y)Y F f,. 
j, cos cos 2-1 
i=o j-0 2N 2N 
Where, 
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1 ' for n=0 
C(n) = 11-2 
-for n>0 N 
fj represents the samples of input block where fo, o is the top left hand corner sample 
of the block. Fr, y, represents the coefficients of the transform 
block where F0,0 (the 
`DC' coefficient or the average of the samples in the 'NxN' block) is at the top left corner 
of the block. 
2.3.5 Quantisation 
Quantisation is the process of converting a continuous range of values to a finite range of 
discrete levels. For example, in digital video an 8-bit colour sample is obtained by 
approximating the signal level (or the voltage level) of the colour component from the 
camera into one of the finite discrete levels, in this case 256 levels that can be represented 
by an 8-bit number. Some of the colour information is lost and can not be recovered due 
to approximation and therefore more levels are needed (e. g. 10-bits to approximate the 
same continuous range into 1024 levels) to retain more information. 
In video compression, lossy compression is achieved by quantisation. The quantisation 
process consists of two stages; forward quantisation is carried out during encoding and 
rescaling is carried out during decoding. The two stages are also referred to as 
quantisation and inverse quantisation. In forward quantisation, the original transform 
coefficient value is typically divided by the "quantisation step" and rounded to the nearest 
integer. Information is lost during the rounding process. The quantisation step size 
represents the interval between discrete quantisation levels (the larger the quantisation 
step size, the larger the rounding error). These integer values are transmitted to the 
decoder along with the quantisation step used. Rescaling is carried out at the decoder, 
where the received integer is multiplied by the quantisation step in order to obtain the 
actual quantised transform coefficient (the original value approximated into a multiple of 
the quantisation step). However, note that common use of the phrase "quantised 
transform coefficient" refers to the integer value obtained after forward quantisation. The 
quantisation step size determines the amount of compression achieved because, dividing 
by a large quantisation step will result in more small and zero coefficients. Lower bit 
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rates can be achieved at higher quantisation levels at the expense of a large approximation 
error and therefore higher image distortion. 
Transform and quantisation processes of a 4x4 block of image residual data are shown in 
Figure 2.7. 
A 
53 34 23 25 
66 52 40 30 
75 70 53 32 
33 48 50 34 
DCT (4x4) 
B 
179.5 39.765 -5.5 1.9293 
-15.482 13.071 19.691 -0.05025 
-29.5 -19.691 0.5 -0.50273 
9.6599 9.9497 0.50273 -1.0711 
Quantisation 
C= round (B/4) 
E 
52 34 23 26 
67 53 38 31 
74 69 52 32 
35 50 50 35 
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D 
180 40 -4 0 
-16 12 20 0 
-28 -20 0 0 
8 8 0 0 
C 
Inverse 
Quantisation 
D=C*4 
45 10 -1 0 
-4 3 5 0 
-7 -5 0 0 
2 2 0 0 
Figure 2.7: Forward and inverse transform & quantisation of a 4x4 block 
Note the following points: 
DCT transform of block A (using equation 2-1) is given by block B. The inverse 
transform of block B results in block A. 
9 Most of the energy in B is concentrated on the top left corner of the block. 
" Block C is transmitted to the decoder. C is obtained by "quantising" or more 
accurately forward quantising (quantisation step = 4) the transform coefficients in 
block B. 
" Now the data to be transmitted (block C and the quantisation step) is very small 
compared to the original block A. 
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" Inverse quantisation (rescaling) is carried out on C at the decoder to obtain block 
D. 
" Due to quantisation loss, transform coefficients are different from the original. 
Therefore, DAB. 
" Inverse transform of D results in E. Note that E is not identical to A; however, the 
difference is quite small because quantisation is carried out in the transform 
domain where the energy is concentrated in few significant coefficients. 
Note that some video coding standards such as H. 264/AVC (High Profiles) [19], support 
perceptually weighted quantisation matrices to account for the spatial frequency 
sensitivity of the human visual system. Other video coding standards such as H. 263 [15] 
only support scalar quantisation which is similar to the scaling operation shown in the 
above example. 
The forward quantised coefficients in block C (to be transmitted to the decoder) are re- 
ordered and coded before the entropy coding stage. The forward quantised coefficients in 
block C are re-ordered into a one dimensional array, typically by zigzag scanning where, 
the coefficients are read from the top left corner to the bottom right corner of the block in 
an effort to group together non zero and zero coefficients separately. Then the array is 
coded into a compact representation (typically in run level pairs, where run is the number 
of zeros before a non zero value which is indicated by the level, along the one 
dimensional array) in order to minimise the number of bits required to represent the 
numbers. 
2.3.6 Entropy Coding 
The encoder needs to transmit data such as residual quantised transform coefficients, 
quantisation values, motion vectors and other overhead information such as coding 
parameters to the decoder. Entropy coding is carried out to reduce the statistical 
redundancy of the transmitted data. This is a lossless compression technique where data 
with high probability of occurrence is coded with a smaller number of bits and data with 
lower probability of occurrence is coded with a larger number of bits. Commonly used 
entropy coding methods are Huffman coding and Arithmetic coding [20]. 
20 
2.3.7 Decoder 
The decoding process is identical to the reverse path of the encoder in Figure 2.4. The bit 
stream received from the encoder is first entropy decoded and then, inverse quantised and 
inverse transformed to create the residual. This residual is added to the prediction signal 
to construct the image. Due to lossy coding (quantisation) the reconstructed image is not 
identical to the original image; however, the reconstructed images of the encoder and 
decoder are identical to each other because the decoding process at the decoder and the 
processing carried out by the reverse path of the encoder are identical. Since the 
reconstructed images are used for inter prediction, they need to be identical at the encoder 
and decoder. Otherwise any error will propagate into the inter prediction of the next 
frame and added to the subsequent frames, thus progressively distorting the reconstructed 
images at the decoder. 
2.4 Video Coding Standards 
Standardization of video coding technology has played a major role in the advancement 
of digital video communication technologies over recent years [21]. Standardization 
enables interoperability between different manufacturers and is a major requirement for 
the communications industry. The two international standardization bodies are namely, 
1. Video Coding Experts Group (VCEG) of International Telecommunications 
Union - Telecommunication Standardization Sector (ITU-T) and 
2. Motion Picture Experts Group (MPEG) of International Organization for 
Standardization - International Electrotechnical Commission (ISO/IEC) 
The standards released by the ITU-T have been named H. 26x series and ISO/IEC has 
released the MPEG series of standards. The MPEG standards have been mainly aimed at 
media storage and distribution while the H. 26x standards have been aimed at real-time 
video communication applications. Some of the popular standards are named below (the 
descriptions are based on the overviews found in [21] and in [22]). 
MPEGi [23] 
The draft MPEG-1 standard was released in 1993. Although this is a generic video coding 
standard (not constrained for a specific application) it was primarily designed for storage 
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on digital media such as CD-ROM supporting bit rates up to 1.5 Mbit/s. The standard 
employs a block based hybrid coding (predictive and transform coding) algorithm similar 
to block based video coding described in section 2.3. The standard supports flexible 
picture types: I-Pictures, P-Pictures and B-Pictures in order to provide good compression 
efficiency and added functionality such as fast forward and rewind. 
MPEG-2 [24] 
The MPEG-2 standard (1995) was aimed at broad variety of applications such as media 
storage, satellite terrestrial TV broadcasting. It builds on MPEG-1 algorithm including 
new tools for better quality and functionality such as interlaced video and scalable video 
coding' for applications such as digital TV and HDTV. This is the first standard to 
introduce the concept of "profiles" and "levels" as means of implementing compliant 
decoders that support only a subset of syntax (profiles, e. g. particular set of tools) with 
restriction on capability (levels) such as maximum supported bit rate. 
MPEG4 Visual [25] 
The MPEG-4 Part 2: Visual (1998) supports a wide variety of applications including 
internet video streaming and digital TV broadcasting as well as applications with 
combined real world video scenes and computer generated graphics. The standard can 
1 In scalable video coding, the video is encoded in two or more layers of bit streams, for example a 
base layer and an enhancement layer(s). In spatial scalable coding, the base layer bit stream may 
be used to decode a QCIF resolution video whilst the enhancement layer (combined with the base 
layer) may provide the bits necessary to decode a CIF version of the sequence. Similarly, temporal 
scalability may provide an enhancement layer in order to decode the sequence at a higher frame 
rate while SNR scalability may be used to deliver video at different quality levels. One of the main 
design objectives of a scalable video coding structure is to maintain the rate-distortion 
performance at each layer (to minimise the overhead of enabling scalable decoding) at a 
comparable level to non scalable coding of the same decoded information. A typical scalable video 
coding example is video streaming, where the scalable coding of a sequence can be used to deliver 
only one or few layers depending on the available bandwidth 
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support lower bit rates than MPEG-1 and MPEG-2. MPEG-4 Visual supports object 
based video coding where a video scene is divided into different video objects that can be 
coded independently of each other; for example, foreground and background objects can 
be coded differently to each other. 
H. 261 [26] 
This standard (approved in 1993) is aimed at, and was widely used for, videophone and 
video conferencing applications over sub-primary ISDN channels (p x 64 kbps where p= 
1... 30). The H. 261 standard utilises hybrid coding algorithm (similar to section 2.3 and 
in MPEG-1) for efficient coding at lower bit rates using relatively a computationally 
simple algorithm. The H. 261 standard only supports QCIF and CIF (optional) resolution 
non-interlaced video. 
H. 263 [15] 
This standard was originally aimed at low bit rate video communications. The core 
algorithm is based on the H. 261 standard. However, it supports a broad range of video 
formats and advanced coding tools such as half pixel precision motion compensation (the 
motion vectors pointing to the prediction block have half pixel accuracy) and a variety of 
negotiable coding tools such as "unrestricted motion vectors", where the motion vector 
points to a region outside the picture boundary (non existent pixels are filled by the pixels 
at the picture boundary) and "advanced prediction", where the macroblock (the basic unit 
of coding, a 16x16 block of luma samples and associated chroma samples) is divided into 
four blocks and each block is motion compensated using individual motion vectors, 
resulting in higher degree of compression efficiency and flexibility. The baseline profile 
of H. 263 and the simple profile of MPEG-4 are functionally identical. 
H. 264 / MPEG-4 Part 10: Advanced Video Coding [2] 
The new video coding standard commonly known as H. 264/AVC was jointly developed 
by the rIU-T VCEG and the ISO/IEC MPEG. The H. 264/AVC is capable of achieving 
significantly improved compression efficiency and flexibility compared with all previous 
video coding standards. The increase in performance is due to the variety of coding tools 
and options available in the standard which, however, increases the computational 
complexity significantly. 
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This research work is aimed at managing the computational complexity of a H. 264/AVC 
encoder and therefore a good understanding of the H. 264/AVC standard is required. The 
next chapter provides an overview of the features and the coding tools available in the 
H. 264/AVC standard. 
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3An Overview of H. 264/AVC Standard 
3.1 Introduction 
The H. 264/AVC [2] [27] video coding standard is jointly developed by the ITU-T as 
recommendation H. 264 and the ISO/IEC as international standard 14496-10 (MPEG-4 
Part 10) Advanced Video Coding (AVC). The H. 264/AVC standard is intended to 
provide significantly better compression efficiency compared to the previous standards. 
This chapter provides an overview of some of the main features of the standard. 
The chapter is organised as follows. The development history of the standard is briefly 
discussed in Section 3.2. Next, a high level overview of H. 264/AVC is provided in 
Section 3.3. Sections 3.4 and 3.5 discuss the Network Abstraction Layer (NAL, which 
handles transportation of coded video data) and Video Coding Layer (VCL, which carries 
out core video compression) respectively. Section 3.6 focuses on some of the specific 
coding tools available in the video coding layer. Error resilience tools available in 
H. 264/AVC are discussed in section 3.7. Section 3.8 summarises the H. 264/AVC profiles 
followed by a discussion on codec implementation. 
3.2 Standard Development 
In 1998 a call for proposals was issued by ITU-T Video Coding Experts Group (VCEG) 
for a new video coding standard with the objective of doubling the compression 
efficiency compared to any video coding standard available at the time. The new proposal 
was referred to as H. 26L. As a result of similar interest by ISO/IEC, the Joint Video 
Team (JVT), consisting of ITU-T VCEG and ISO/IEC Moving Picture Experts group 
(MPEG), was formed in 2001 to make the development of the new standard a combined 
effort. The standard was finalised and the draft was approved in May 2003 [2]. 
The H. 264/AVC standard was originally developed for "entertainment quality" video 
where sampling format is limited to 4: 2: 0 with 8 bit sample accuracy. An amendment was 
added to the standard in July 2004 called the Fidelity Range Extensions (FRExt) [28] [19] 
[29] which introduced the so-called "High Profiles" (discussed later in the chapter) in 
order to address "professional" applications and to enhance the compression performance. 
The high profiles can support up to 4: 4: 4 sampling format and 12 bit sample accuracy. 
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Recently, an `Advanced 4: 4: 4 Profile' has been proposed to code 4: 4: 4 format video [30] 
[31]. The new proposal includes coding of chroma components in 4: 4: 4 with luma coding 
tools and is reported to be out-performing the `High 4: 4: 4' profile. At the time of writing, 
work is being carried out to include scalable video coding support in H. 264/AVC. 
The H. 264/AVC standard was designed for high compression efficiency, error resilience 
and flexibility so that it could support a wide variety of applications and different 
transport environments such as wired and wireless networks. The H. 264/AVC standard is 
intended to support a wide range of applications such as: 
" Video conferencing and video telephony services over networks such as LAN, 
DSL, wireless and mobile networks. 
" Video on demand and multimedia streaming services. 
" Digital broadcasting services. 
" Video storage on media 
9 Multimedia messaging services 
A few examples of the widespread industry adoption of the H. 264/AVC video coding 
standard in the above and other relevant application areas (extracted from [32] and [33]) 
are: 
Video Conferencing: Companies like Polycom and Tandberg have included H. 264/AVC 
into their video conferencing products. 
Mobile Networks: The 3RD Generation Partnership Project (3GPP) [34], which creates 
mobile multimedia standards, has incorporated H. 264/AVC as the primary video codec in 
specification release 6. 
Video Storage: H. 264/AVC (Particularly the `High' profiles introduced by FRext) has 
been adopted as a supported codec in both HD-DVD [35] and Blu-Ray [36] disk formats. 
Television Broadcasting: Digital Video Broadcasting project (DVB) [37], a consortium 
for digital television broadcasting standards, has adopted H. 264/AVC for HDTV and 
SDTV services. 
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Similar to previous standards, H. 264 only specifies the syntax structure of the bit stream 
and the decoding process of the syntax, effectively specifying a decoder as opposed to the 
encoder. This ensures high flexibility in encoder implementation as long as the generated 
bit stream conforms to the syntax, while guaranteeing interoperability and correct 
decoding of content. However, the decoder is also flexible to some extent since the 
decoder is allowed to decode the syntax in any way as long as the decoding process 
produces numerically identical results to the process specified in the standard. The 
flexibility enables the optimisation of the encoding process to suit different applications. 
For example, in a video storage and reproduction application such as DVD, more 
emphasis can be given to maximise the video quality, whereas in a video telephony 
application, more emphasis can be given to complexity and implementation costs. 
3.3 H. 264/AVC Overview 
The H. 264 standard consists of various features and coding tools that contribute to the 
high compression efficiency, flexibility and robustness. This section describes the 
structure and some of the high level features of the standard. 
3.3.1 Layer Structure 
H. 264 is designed to be flexible and customizable to handle a variety of applications and 
transport methods. To achieve the flexibility, the standard was designed to contain two 
layers. 
1. The Video Coding Layer (VCL) represents the core video encoding process 
(which carries out actual video compression) and the VCL data consists of coded 
bits. 
2. The Network Abstraction Layer (NAL) handles the transportation of VCL data 
and other header information by encapsulating them in NAL units. 
The separation of video coding and transportation into two layers ensures that the video 
coding layer provides an efficient representation of video content, while the network 
abstraction layer transports the coded data and other header information in a flexible 
manner by adapting to a variety of delivery frameworks. 
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3.3.2 Profiles and Levels 
Profiles and levels are used to specify the tools and capabilities of the decoder that is 
needed to support different applications and to provide interoperability points between 
different decoder implementations. Each profile is designed to have particular coding 
tools to support various coding requirements. The H. 264/AVC standard originally 
specified the following three profiles (herein after referred to as "basic profiles"). 
1. Baseline: The coding tools are intended for low-latency, low-complexity, error 
resilience and robustness. Applications: video conferencing. 
2. Main: For high compression efficiency. Applications: video storage and 
broadcasting 
3. Extended: A superset of the baseline profile with enhanced error resilience and 
video stream switching capabilities. Applications: internet video streaming. 
The fidelity range extensions introduced a new set of profiles called the "High" profiles 
intended for high quality applications (e. g. HD-DVD, HDTV) and professional 
applications like studio editing. They are namely, High (HP), High 10 (Hi 1 OP), High 
4: 2: 2 (Hi422P) and High 4: 4: 4 (Hi444P) profiles. A list of features and coding tools 
supported by each profile can be found in section 3.8. 
Levels are defined as performance limits for decoders supporting each profile. 
Performance limits generally apply to processor load, memory capabilities and the 
maximum bit rates which in turn affect the frame sizes, frame rates and number of 
reference frames supported by a compliant decoder. 
3.3.3 Picture Format and Structure 
The source video is coded as a stream of pictures. The colour spaces and the sampling 
formats of the pictures and the process of dividing a picture into coding units comprised 
of slices and macroblocks are discussed in this section. 
3.3.3.1 Colour space and sampling 
The basic profiles support YCrCb `4: 2: 0' sampling format with 8-bit sample accuracy 
whilst the high profiles support `4: 2: 2' (Hi422P) and `4: 4: 4' (Hi444P, which also 
supports RGB colour space) with up to 10 and 12 bit sample accuracies. All the high 
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profiles also support `4: 0: 0' monochrome video format. The width and height of the luma 
sample array of a picture should be a multiple of 16, while the width and height of the 
chroma sample array is a multiple of 8 or 16 depending on the sampling format, so that 
the picture includes all the chroma samples associated with the luma samples. Both 
progressive and interlaced video are supported. 
3.3.3.2 Macroblocks 
The smallest coding unit in a picture is a Macroblock (MB). A macroblock contains data 
belonging to a region of 16x16 luma samples along with the associated Cr and Cb 
component samples. A picture should contain an integral number of macroblocks. 
3.3.3.3 Slices 
A picture consists of one or more slices. Each slice contains an integral number of 
macroblocks which should be processed in raster scan order. H. 264 has following slice 
types. 
" I-Slices: All the macroblocks in the slice are coded using intra prediction. The 
macroblocks are coded using data already coded within the same slice (Intra). 
" P-Slices: Contains inter coded macroblocks using one reference picture and/or 
intra coded macroblocks `Predictive). 
" B-Slices: Contains inter coded macroblocks using two reference pictures as well 
as macroblock types in P-slices (ni-predictive). 
0 SP and SI-Slices: Special types of slices, Switching Predictive (SP) and 
Switching Intra (SI), for efficient switching between different video streams, 
random access and error resilience [38]. 
Figure 3.1 shows how a picture (using 4: 2: 0 sampling format) is divided into slices and 
macroblocks. The number of slices and the number of macroblocks in each slice is 
flexible and therefore, the encoder can decide on an appropriate size depending on the 
coding requirements. Slices are processed independently of each other, i. e. no information 
from any other slice is used to decode any one slice of the picture. The independent 
decoding of slices adds robustness against data loss because loss of data belonging to a 
slice does not affect the decoding of the rest of the picture. 
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Figure 3.1 Picture structure - Slices and macroblocks (4: 2: 0 sampling) 
3.3.3.4 Interlaced coding 
Coded pictures in H 264/AVC consist of frames in progressive video and frames or fields 
in interlaced video. To maximise coding efficiency, H. 264 can adaptively encode each 
frame of interlaced video as follows: 
" Picture Adaptive Frame/Field coding (PicAFF) - The encoder can decide to 
combine the two fields and encode as one frame (frame picture) or encode as two 
different fields (two field pictures). 
" Macroblock Adaptive Frame/Field coding (MBAFF) - the two fields are 
combined and encoded as one frame. The frame is split into vertically adjacent 
macroblock pairs. Each of these macroblock pairs in the picture can be adaptively 
coded either in frame mode or field mode. In field mode the top macroblock (ol' 
each vertical pair) contains the top field and the bottom macroblock contains the 
bottom field of the region covered by the macroblock pair. In frame mode, the 
top and bottom macroblocks are encoded as franc macroblocks (see Figure 3.2). 
3o 
Top MB 
Bottom MB 
,I 
Frame Mode 
Vertically adjacent 
macroblock pair in 
combined frame 
Field Mode 
Figure 3.2: Macroblock adaptive frame/field coding (MIAFF) 
3.4 Network Abstraction Layer 
Coded video data (VCL) and all other information are encapsulated in NAL units before 
they are transmitted (or stored). Therefore, a coded video sequence contains a sequence oi' 
NAL units. In packet based networks, NAI, units are transported in packets and 
sequenced in the correct order at the receiving end. In circuit switched networks, the 
sequence of NAL units is transmitted as a byte stream where the start of each NAL unit is 
identified using a start code prefix. The start code prefix is a unique code that is made to 
occur only at the beginning of a NAL unit. 
Figure 3.3 shows the general form of a NAL unit. The NAL unit contains a header to 
identify the type of the NAL unit and the data (VCL or other information, explained 
below) is called the Raw Byte Sequence Payload (RBSP). 
NAL 
Header RBSP Payload 
Figure 3.3: NAL unit 
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The NAL units are divided into two categories as VCL-NAL units and non-VCL-NAL 
units. The payload of VCL-NAL units contains VCL data, i. e. coded slice data such as 
coded I-Slices and P-Slices. All other information is contained in non-VCL-NAL units. 
The contents of non-VCL-NAL units include (among others) the following. 
3.4.1.1 Sequence Parameter Sets (SPS) 
The parameter sets contain common, important, infrequently changed information. The 
Sequence Parameter Set (SPS) contains common information required to decode pictures 
of a whole video sequence. Examples include the profile and the level that should be 
supported by the decoder, picture size and whether the frames are interlaced or 
progressive. 
3.4.1.2 Picture Parameter Sets (PPS) 
These are parameters needed to decode one or more pictures in the video sequence. 
Examples include entropy coding mode, initial quantisation parameters and whether the 
default parameters of the de-blocking filter is modified by slice header. 
Figure 3.4 shows a possible NAL unit order of a coded video sequence. SPS and PPS 
should be transmitted prior to coded slices in order to decode pictures (or slices) of the 
sequence, because decoding of each slice is linked to a particular PPS and SPS for the 
required common information. 
NAL SPS NAL PPS NAL I-Slice NAL P-Slice 
Heade Heade Heade Heade 
Q 
Figure 3.4: An example NAL unit sequence 
The organisation of the NAL units permits the use of parameter sets PPS and SPS to 
represent important, common and infrequently changed data. Therefore robustness can be 
improved by transmitting these parameter sets using a more reliable channel than the 
video channel. For example, in a packet based network VCL-NAL units can be 
transported using RTP/UDP while parameter sets can be delivered using TCP for 
robustness against the loss of important data. 
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The standard does not specify how the NAL units should be customized to suit different 
transport networks. However, the network abstraction layer acts as a customisable middle 
layer between the transport network and the video coding layer. It enables 1.264/AVC to 
be flexible to accommodate a broad range of transport frameworks. 
3.5 Video Coding Layer 
The core video compression is carried out by the Video Coding Layer. The Video Coding 
Layer compresses the pictures by dividing the pictures into one or more slices which 
contain an integral number of macroblocks. Macroblocks are the basic coding units of the 
H. 264/AVC encoder. The basic architecture of H. 264/AVC is similar to previous coding 
standards such as MPEG-2 and H. 263 where a motion compensated block based 
transform is used to achieve compression. 
Functional block diagrams of H. 264 encoder and decoder are shown in Figure 3.5 and 
Figure 3.6 respectively. These figures show the high level functional elements which 
should be present in an encoder and a decoder which complies with H. 264/AVC. The 
operation of the H. 264/AVC encoder and decoder is briefly described here. Specific 
features and coding tools available in each functional element will be discussed in the 
next section. 
3.5.1 H. 264/AVC Encoder 
The macroblocks in the current picture are processed as either intra or inter coded 
macroblocks. The encoder consists of a forward path (represented with thick black arrows 
in Figure 3.5) for the encoding and a reverse path (grey arrows) for decoding and 
reconstruction of the current picture. A prediction signal for the macroblock is calculated 
using either intra prediction or inter prediction. In intra prediction, the current macroblock 
is predicted from the neighbouring samples in the current slice which have been already 
encoded, decoded and reconstructed by the encoder. In inter prediction the prediction 
signal is obtained through motion estimation and compensation using one (or two) 
reference picture(s) from the reference picture buffer. The reference picture buffer 
contains previously coded and decoded pictures that can be selected for inter prediction. 
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Figure 3.5: Functional block diagram of 11.264 encoder 
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The prediction macroblock is then subtracted from the original macrohfock to create a 
residual macroblock at node A. The residual macrohlock is transformed, quantised and 
reordered before entropy coding. Entropy coding (lossless coding) is done to remove the 
statistical redundancy of the data. The entropy coder also processes other III 1'o 1-mat loll 
(dotted arrows) necessary for correct decoding of the residual data such as the 
quantisation parameter, macroblock partition modes (see section 3.6.2: inter pre(liction), 
the reference frame(s) used, motion vector information f'Or inter coded macrohlocks and 
1ntra mode information (see section 3.6.1: infra prediction) for intra coded macrohlocks. 
The output ui the entropy coder is compressed video hits which are encapsulated in NAI. 
Units before transmission or storage. 
The objective of the reverse path (marked by thin arrows) is to reconstruct the lossy 
coded picture (alter quantisation) exactly as the decoder. The reconstructed samples of 
the neighbouring macroblocks in the current slice may he used for intrº prediction of 
macroblocks and the current reconstructed picture may be used fier inter (prediction of' 
future pictures. The exact match between the reconstructions at tic cncoder and the 
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decoder is essential to avoid any error between the prediction signals at the encoder and 
the decoder. The prediction signal calculated during the forward path is added to the 
inverse quantised and inverse transformed residual to create a reconstructed macroblock 
(different to the original due to lossy coding) at node B. The picture is reconstructed after 
applying a de-blocking filter in order to reduce the blocking artefacts appearing due to 
quantisation of block transforms. 
Reference Motion Info 
Motion......... ..................................... ...............................:............ ..... Picture 
-ý Compensation Inter Entropy 
Decoding NAL 
Intra IntrPredi[cojJJntraModezn/b 
tin 
Re con. De-blocking B Inv. Quant &I Scanning/ Picture Filter (5 - Inv. Transform Reordering 
4- 
Figure 3.6: Functional block diagram of H. 264 decoder 
3.5.2 Decoder 
The decoder block diagram is shown in Figure 3.6. Starting from the right hand side, 
NAL units are input to the decoder. The NAL units are first entropy decoded to obtain 
the quantised coefficients and other information necessary to reconstruct the macroblocks 
using the quantised coefficients. The coefficients are then rescanned into the luma and 
chroma arrays of the macroblock. Similar to the reverse path of the encoder, inverse 
quantisation and inverse transform are applied to the coefficients to produce the residual 
macroblock. For inter coded macroblocks, a prediction is obtained by carrying out motion 
compensation using the decoded information such as macroblock partition modes, 
reference picture(s) and motion vectors. Intra coded macroblocks are predicted using the 
decoded intra mode information and previously decoded pixels of neighbouring 
macroblocks. The macroblock is reconstructed by adding the prediction to the residual at 
node B. The de-blocking filter is applied to reconstruct the current picture. The 
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reconstructed picture is displayed and may also be used as a reference picture for 
decoding future pictures. 
3.6 Video Coding Tools and Functions 
The H. 264/AVC standard offers a wide range of coding tools to achieve a high level of 
compression efficiency. Some of the important coding tools and functions of the 
H. 264/AVC standard will be briefly discussed in this section2. 
3.6.1 Intra Prediction 
In intra prediction, the prediction signal is produced using the neighbouring samples of 
previously encoded and reconstructed blocks which are located on the left of and/or 
above the current block (see below). Therefore, intra prediction exploits spatial 
correlation of image pixels. The following intra coding modes are supported in all slice 
types. Note that intra prediction is not carried out across slice boundaries. Therefore, 
slices can be decoded independently of each other to limit error propagation. 
3.6.1.1 Intra 4x4 prediction for luma samples 
Intra prediction is carried out for each individual 4x4 block of the macroblock. The small 
prediction block sizes are particularly useful for areas which have high detail. There are 
nine different 4x4 intra prediction modes that can be selected. The pixel values of each 
4x4 block are predicted from the neighbouring pixel values. Figure 3.1 illustrates the 
prediction modes. Prediction directions are indicated by arrows and the shaded squares 
represent the already decoded neighbouring pixels. For example: in mode 1 
(Intra 4x4 Horizontal) the pixels in each row in the 4x4 block are predicted from the 
pixel on the left. Details of the prediction process can be found in [2]. 
2 The H. 264/AVC standard only specifies the syntax and the decoding process of the syntax and 
therefore the coding tools and functions are presented in the standard in the point of view of the 
decoder. However, in this thesis, the coding tools and functions are presented in the point of view 
of the encoder as in many other literature. This is mainly due to the ease of 
explanation/understanding and because the work presented in the thesis is primarily concerned 
with the encoding process. 
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Figure 3.7: Intra 4x4 luma prediction modes 
3.6.1.2 Intra 8x8 prediction for luma samples (High profiles only) 
In 'High' profiles, the encoder can select an 8x8 block size for intra prediction of luma 
macroblocks. The intra 8x8 modes are similar to the nine intra 4x4 prediction nodes 
shown earlier. The reference pixels are low-pass filtered in order to improve the 
prediction (see [ 19] for details). 
3.6.1.3 Intra 16x16 prediction for luma samples 
The samples of the macroblock are predicted without partitioning. This is useful tier 
homogeneous areas that do not contain much detail. The four intra 16xl6 prediction 
modes are specified as in Table 3.1. The prediction modes are similar to corresponding) 
modes of intra 4x4; however, a block of 16x16 samples and the corresponding Ictt and 
above samples are used for the prediction process. 
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Table 3.1: Intra 16x16 luma prediction modes 
Mode Name Description 
0 Intra_16x16 Vertical Pixel values of the macroblocks are predicted 
from the pixels just above the macroblock 
1 Intra_16x16_Horizontal Pixel values are predicted from the pixels to 
the left of the macroblock. 
2 DC Intra 16x16 Every pixel of the macroblock is predicted 
_ from the mean of upper and left neighbouring 
samples of the macroblock. 
3 Intra_16x16_Plane Pixels of the macroblock are predicted using a 
linear equation that uses both above and left 
pixels. 
3.6.1.4 Intra prediction for chroma samples 
The chroma samples are considered to be more homogeneous than luma samples and 
therefore, chroma intra prediction is always done on macroblocks without partitioning. 
The same prediction mode is used for both C, and Cb components. There are four chroma 
prediction modes which are similar to intra 16x16 modes. However, the exact prediction 
process is specified for different chroma formats due to the difference in chroma 
macroblock size. For `4: 2: 0' sampling format the chroma macroblock size is 8x8; for 
`4: 2: 2' the size is 8x16 (column x row) and the chroma macroblock size is 16x16 for the 
`4: 4: 4' format. 
3.6.1.5 I PCM 
This is a lossless coding mode where the image sample values are transmitted directly 
without prediction, transform or quantisation. Although this is a very inefficient method 
of coding, this method is useful to represent image regions without any loss3. 
3 The Fidelity range extensions introduced a transform-bypass mode (available in Hi444P profile) 
for lossless video coding. This mode uses prediction and entropy coding without carrying out 
transform and quantisation to represent the sample data without any loss. 
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3.6.2 Inter Prediction 
Inter prediction is carried out to exploit the temporal redundancy between pictures. Block 
based motion estimation and compensation is carried out in order to create the inter 
prediction signal. The inter prediction tools contribute significantly to the improved 
compression efficiency of the H. 264/AVC standard over previous coding standards. 
Some of these tools are discussed here. 
3.6.2.1 Variable block size motion compensation 
Motion compensation is carried out for macroblocks by dividing the macroblocks into 
partitions and sub-macroblock partitions. Figure 3.8 shows how the luma component of a 
macroblock can be partitioned for motion compensation. Each macroblock can be 
partitioned into one 16x16 (whole macroblock), two 8x16, two 16x8 or four 8x8 
partitions. Further, if four 8x8 partitions are chosen each of them can be motion 
compensated as a whole 8x8 partition, two 4x8 sub-partitions, two 8x4 sub-partitions or 
four 4x4 sub-partitions. Each partition (or sub-partition) is individually motion 
compensated using a separate motion vector. 
Macroblock 
Partitions 
16x16 
0 
16x8 8x16 8x8 
00 
01 
12 
8x8 
Sub-macroblock 0 
Partitions 
8x4 4x8 4x4 
001 
01 
123 
Figure 3.8: Macroblock and sub-macroblock partitions 
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The chroma sample arrays contain the chroma samples associated with the luma samples 
of the macroblock and therefore the size of chroma partitions varies depending on the 
sampling format. For example, in `4: 2: 0' format, the chroma sample arrays contain half 
of the number of luma samples in vertical and horizontal directions. Therefore, chroma 
partitions and sub-partitions are quarter the size of corresponding luma macroblock 
partitions and sub-partitions. 
These variable block sizes enable the encoder to maximise the compression efficiency by 
choosing the appropriate partitions to create a closely matching (to the original 
macroblock) motion compensated prediction. However, for each macroblock, there are 
259 partitioning combinations to choose from. Therefore, the encoder needs to evaluate 
all the possible combinations to achieve the maximum compression efficiency at a high 
computational cost. This issue is introduced in section 3.9 and further discussed in 
chapters 4 and 7. 
3.6.2.2 Quarter pixel accurate motion vectors 
Motion estimation and compensation is carried out by generating a prediction signal for 
each macroblock or sub-macroblock partition from the reference picture. Motion vectors 
indicate the relative position of the matching area in the reference picture. In H. 264/AVC, 
motion vectors have luma quarter pixel accuracy. Therefore, the reference picture is 
interpolated to represent sub sample and quarter sample pixel positions (see Figure 3.9). 
For luma sample interpolation, a 6-tap filtering process is carried out to obtain half pixel 
positions from the neighbouring samples. The quarter sample positions are obtained by 
linear interpolation between half pixel and / or full pixel positions. Luma quarter pixel 
accuracy for the motion vectors means chroma pixels may need to be interpolated up to 
1/8th pixel positions in horizontal and/or vertical directions depending on the sampling 
format. These pixel positions are obtained by linear interpolation between four 
neighbouring samples. 
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Figure 3.9: Quarter pixel accurate motion compensation 
3.6.2.3 Motion vectors over picture boundaries 
11.264/AVC allows motion vectors to point to regions outside the picture boundary. The 
pixels of the outside region are obtained by extrapolating the pixel values at the picture 
boundary. This allows for effective motion compensation of objects moving in or out of 
the picture boundary. 
3.6.2.4 Motion vector prediction 
Encoding of motion vectors may result in large number of hits, in particular because there 
can be a number of motion vectors corresponding to a number of small (sub) partitions 
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used for motion estimation. Therefore, motion vector prediction is used toi reduce the 
number of bits needed to transmit the motion vectors. 
The motion vector of the current partition or sub partition is predicted (MVP) from the 
motion vectors of the neighbouring partitions ii they are available. Figurc 3.10 Shows 111C 
neighbouring blocks that are used for motion vector prediction. 
I 
ýý Cý 
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I_______ 
I.... 
...... _______ 
1 
Figure 3.10: Current and neighbouring; blocks (macroblock partitions) used for 
motion vector prediction 
The shaded block E is the current partition and the blocks A, B and (' are the 
neighbouring partitions. As a general rule, the median of the notion vectors of' A, I3 and 
C is used as the motion vector prediction of current block F. Ilowcver, specific rules 
apply depending on the availability of the neighbouring partitions, partition t) pes and the 
reference pictures used. 
Only the Motion Vector Difference (MVI)), which is the diflcrence between the actual 
motion vector for the current partition and the Motion Vector Prediction (MVI'), is 
transmitted. The number ol'bits needed för the motion vectors can he reduced due to hi4.; h 
correlation between the motion vectors of neighbouring blocks. 
3.6.2.5 Reference pictures 
A Decoded Picture Buller (DPE3), consisting of previously encoded and decoded pictures, 
is maintained by the encoder and the decoder. Pictures from the DPB are used as 
reference pictures 1ör inter prediction. This enables the encoder to choose from a number 
of candidate reference pictures in order to obtain the best prediction. 
Two reference picture Iists, `IistO' and 'list I are maintained b the encoder and deco(ler. 
Ilowever, baseline profile uses only I-Slices and I'-Slices and thcreti)rc only the Ast' is 
maintained (sec below). Fach list Contains pictures in the I)I'13 Much Wily h past or 
42 
future pictures in the display order relative to the current picture. The position of a picture 
in each list is called the reference picture index. Typically, the index 0 of `listO' contains 
the closest past picture in display order and index 0 of 'list1' contains the closest future 
picture in the display order relative to the current picture position. The reference pictures 
in `listO' are used for inter prediction in P-Slices whilst both `listO' and `listl' can be used 
for inter prediction of B-Slices. The reference pictures can be selected individually for 
each macroblock partition (16x16,16x8,8x16 and 8x8). However, if 8x8 partitions are 
chosen, each sub-partition within an 8x8 partition must use the same reference picture. 
The chosen reference pictures are indicated to the decoder by sending the reference 
picture index along with macroblock partition mode and motion vector information. 
3.6.2.6 P and B slices 
Macroblocks or macroblock partitions in P-slices are inter-predicted using one reference 
prediction with a reference picture selected from the reference picture `listO'. 
Macroblock partitions or sub-partitions in B-Slices can have one or two motion vectors. 
Macroblock partitions can be predicted from a reference picture in `listO' or a reference 
picture from `list! ' where only one motion vector and reference index is used. 
Macroblock partitions can also be bi-predicted from two reference pictures, one from 
`list0' and one from `listl' and therefore two motion vectors and reference indices are 
used. The average (when weighted prediction is not used) pixel values of the two 
reference predictions are used as the bi-prediction signal. If weighted prediction is used, 
bi-prediction pixel values are obtained as the weighted average of the two reference 
predictions. The weighting factors can be either encoder defined (explicit) or implicit, 
where reference predictions are weighted according to the temporal distance of the 
reference pictures from the current picture. (Note: explicit weighted prediction can also 
be used in P and SP slices). There is also a special mode called the direct mode (only for 
the 16x16 partition size) where no motion vectors or reference picture indices are sent. 
They are derived from the macroblocks that have already been decoded. 
3.6.3 Transform and Quantisation 
A residual macroblock is generated by subtracting the prediction from the original 
macroblock (at node A of the encoder block diagram in Figure 3.5). The residual 
macroblock is transformed to remove the spatial correlation. The 'Baseline', `Main' and 
`Extended' profiles only use an 4x4 integer transform [6] [39] which is based on the DCT, 
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to transform the residual data of the macroblock by dividing the macroblock into 4x4 
blocks. In `High' profiles, an 8x8 integer transform [29] can also be adaptively used for 
the inter macroblock partitions that are equal to or larger than W. For intra macroblocks 
in high profiles, the 8x8 transform is used if and only if the macroblocks are predicted 
using an intra 8x8 mode. The integer transforms can be carried out using integer 
arithmetic and are less complex than the DCT [29,40]. Since no floating point arithmetic 
is used, the possible mismatch between the forward and reverse transform is eliminated. 
For macroblocks predicted using infra 16x16 mode, the DC coefficients of the 4x4 
transform blocks are further transformed using a 4x4 Hadamard transform [41]. The DC 
coefficients of each chroma component (four 4x4 transform coefficient blocks for each 
8x8 chroma component) are further transformed using a 2x2 Hadamard transform. 
Lossy compression is achieved by quantising the transformed residual data. The 
Quantisation Parameter (QP) specifies the quantisation step size used. The QP can be 
varied from -(Offset) to 51, where, Offset = 6*(Bit depth - 8). The "Bit depth" is the 
sample accuracy. Therefore, for 8-bit samples the QP ranges from 0 to 51 and the range 
increases by 6 for every additional bit in bit depth. The value of the quantisation step size 
doubles for every 6 increments of the QP, allowing a wide range of bit rates and image 
qualities. Typically the luma quantisation value is specified and the chroma quantisation 
value is derived from the luma quantisation value. Each macroblock can be encoded 
using different quantisation parameter values. The QP is differentially coded and 
therefore only the change in QP is transmitted to the decoder. When using high profiles, 
the encoder can choose different QP values to encode Cr and Cb components 
independently and "Perceptual-based Quantisation Scaling Matrices" can be used where 
the quantisation scaling factors for frequency components (or transform coefficients) can 
be modified by the encoder in order to improve the subjective quality of the picture. 
3.6.4 Reordering/Scanning 
The transformed and quantised coefficients of the macroblock are zigzag scanned in 4x4 
blocks if the transform size is 4x4 and are scanned in 8x8 blocks if the transform size is 
8x8 ('High' profiles). Figure 3.11 shows the scanning process for a 4x4 block. The 
scanning order varies depending on whether the macroblock is a frame macroblock or a 
field macroblock. The coefficients of the macroblock are scanned in 4x4 blocks (4x4 
transform) as shown, to maximise the number of consecutive zeros after quantisation. A 
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similar zigzag scanning order is specified for the 8x8 residual blocks when using the 8x8 
transform. 
The luminance 4x4 blocks are scanned as shown in Figure 3.11. If the macroblock is 
coded using an intra 16x16 mode, the DC coefficients of 4x4 luma blocks are scanned 
separately in the same pattern. The rest of the coefficients in the luma blocks are scanned 
as above, starting from the first AC coefficient. The DC coefficients of the chroma 
components are scanned in raster scan order and the AC coefficients are scanned in the 
zigzag order. 
0I 12 1 18 1 112 
1I/ 15 1 119 11113 
3 I/16 II 1101/ 114 
11 1 115 
Field Macroblocks 
Figure 3.11: Scanning order of 4x4 coefficients in a macroblock 
3.6.5 Entropy Coding 
Entropy coding uses lossless coding techniques to reduce the size of coded data. 
Examples of coded data include data such as sequence/picture parameter sets, slice 
headers, slice data and macroblock layer data such as residual coefficients, motion 
vectors and macroblock modes. Data is entropy coded differently depending on the type 
of data. 
The slice headers and higher layer syntax elements are encoded as fixed length codes or 
Universal Variable Length Codes (UVLC). Slice data and other macroblock layer syntax 
are encoded using either Context Adaptive Variable Length Coding (CAVLC) or Context 
Adaptive Binary Arithmetic Coding (CABAC) depending on the chosen entropy coding 
mode. 
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Frame Macroblocks 
CAVLC - Variable length codes are assigned to data elements depending on the 
probability of occurrence. Shorter codes are assigned data elements that occur more 
frequently and longer codes are assigned to less frequent ones. Context adaptive means 
that different code tables are used according to local sequence statistics, so that more 
efficient coding can be achieved. Only the residual coefficients are coded context 
adaptively. 
CABAC [42]- Arithmetic coding can generally achieve higher compression efficiency 
than variable length coding, but, at a higher computational complexity. Typically 
CABAC involves the following: 
1. Binarisation - Syntax elements having non-binary values are converted to a string 
of binary values, which are uniquely decodable code words. Each position in the 
binary string is called a `bin'. 
2. Context Modelling - Each bin is assigned a probability model (probability of the 
bin being 0 or 1) depending on the context, i. e. the probability estimate of each 
bin depends on the context such as the type of the syntax element and the values 
of previous syntax elements. These context models are updated by feeding back 
the actual bin values after encoding each bin. 
3. Binary Arithmetic Coding - Arithmetic coding is carried out by selecting the sub- 
range using the probability estimates of the current bin and the bin value. 
Context modelling in CABAC is not only limited to coding residual coefficients, but also 
other syntax elements such as motion vector differences and macroblock modes, whereas 
in CAVLC, only the residual coefficients are coded context adaptively. CABAC 
reportedly achieves 9% - 14% higher compression efficiency compared to CAVLC [42]. 
3.6.6 Skipped Macroblocks 
H. 264/AVC specifies a special type of macroblocks called skipped macroblocks. For 
skipped macroblocks, no coded information is sent to the decoder. A syntax element in 
slice data indicates the skipped macroblocks to the decoder. Skipped macroblocks in P- 
slices are called P-Skip and in B-Slices they are called B-Skip. 
46 
When a particular macroblock is coded as P-Skip (for inter predicted macroblocks in P- 
Slices), the following conditions are assumed by the decoder: 
1. The chosen macroblock partition size is 16x16 (i. e., a single motion vector for the 
macroblock). 
2. The X and Y components of the MVD are zero (i. e. motion vector is the 
predicted motion vector). The motion vector prediction is calculated slightly 
differently to the median prediction normally used for the 16x16 partition size. 
For example, the prediction vector is set to zero if either the left of the top 
macroblock is not available. 
3. The chosen prediction reference is the previous frame in display order (list0 
reference index is 0). 
4. All coefficients are zero after transform and quantisation. 
If a macroblock in B-Slices are coded as B-Skip, the decoder assumes that the 
macroblock is coded as a direct mode macroblock having zero quantised transform 
coefficients. 
The decoder does not receive any motion information or residual data for the skipped 
macroblock. Since the motion vector differences are zero, the motion vector prediction 
(or direct mode motion vectors for B-Skip) becomes the actual motion vector(s) used to 
obtain the predicted macroblock. Therefore, the prediction macroblock is simply copied 
as the reconstructed macroblock. 
Typically, skipped macroblocks occur in regions with low (or similar movement as 
neighbouring macroblocks) movements and/or detail and therefore, the predicted 
macroblock (having MVD = (0,0)) is very similar to the original macroblock. The 
residual data of this type of macroblocks is low resulting in zero coefficients after 
transform and quantisation. 
When the entropy coding mode used is CAVLC, the skipped macroblocks are signalled to 
the decoder using the parameter "mb_skip run" to specify the number of macroblocks 
that are consecutively skipped since the last coded (not skipped) macroblock. When 
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CABAC is used, a flag "mb_skip_flag" is used to indicate whether a macroblock is 
skipped or not. 
3.6.7 De-blocking Filter 
The quantisation of block transform coefficients can lead to "blockiness" in the 
reconstructed picture. The H. 264/AVC standard specifies an in-loop de-blocking filter to 
minimise the blocking artefacts. The de-blocking filter is applied in-loop, meaning that 
the reconstructed and filtered pictures are used as reference pictures for inter prediction. 
The same filter parameters are used at both the encoder and the decoder to avoid any 
prediction errors. Typically a filtered picture provides a closer match to the original 
picture than the unfiltered reconstruction. Therefore a better prediction can be obtained 
using the filtered reference picture, resulting in higher objective and subjective quality (a 
detailed explanation of the de-blocking filter can be found in [43]). The filter is applied 
over 4x4 block boundaries in macroblocks and the filter strength depends on the 
quantisation parameters, prediction modes of neighbouring blocks and the actual pixel 
values across the boundary. Also, the filter strength can be explicitly changed or the filter 
can be completely turned off by the encoder. 
3.7 Error Resilience Tools 
Improved error resilience is an important design characteristic of the H. 264/AVC 
standard [4]. Some of the design features which incorporate error resilience were 
discussed in the earlier sections. The transmission of commonly used data as parameter 
sets in NAL units can be used to improve the error resilience by using a more reliable 
transport mechanism. The visible errors due to packet losses can be minimised using 
multiple slices per frame and error propagation is minimised due to independent decoding 
of the slices. Multiple reference frame selection (with feedback from the decoder) is 
useful to avoid using lost pictures for inter prediction. Intra coded macroblocks (spatially 
predicted using only intra macroblocks) can be used to eliminate temporal error 
propagation. There are also some specific tools available for improved error resilience 
and robustness. 
3.7.1 Arbitrary Slice Order (ASO) 
With ASO, the slices of a picture can be sent or received and decoded in any order 
relative to each other. For example, robust decoding can be achieved in a packet based 
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network consisting of alternative paths, in a situation where, the bottom slice of the 
picture is received before the top slice (two slices per picture). The decoder can decode 
the bottom part of the picture without waiting for the top part of the picture. 
3.7.2 Flexible Macroblock Ordering (FMO) / Slice Groups 
Macroblocks can be grouped into slice groups where each slice group can contain one or 
more slices. Within each slice of the slice group, macroblocks should be coded in raster 
scan order. Therefore, a slice group can contain macroblocks from different parts of the 
picture enabling flexible ordering of macroblocks. Combined with error concealment, 
FMO can effectively be used as an error resilience feature. For example, consider two 
slice groups in checker board pattern throughout the picture. If one slice group is lost, 
error concealment can be carried out using the decoded macroblocks surrounding the 
missing macroblocks. 
3.7.3 Redundant Slices (RS) 
H. 264/AVC allows the use of redundant slices (for whole or part of the picture) which 
can normally be discarded. However, redundant slices can be encoded with a different 
reference picture for prediction than the original. The decoder can use the redundant slice 
for decoding in cases where the reference picture used for prediction in the original slice 
is lost. 
3.7.4 Data Partitioning (DP) 
Slice data can be divided into different data partitions by separating header (more 
important) and residual data of slices and macroblocks. Data partitions can be transmitted 
using separate NAL units so that if a residual data partition is lost, it may still be possible 
to decode the slice to some extent. 
3.8 A summary of H. 264/AVC Profiles 
The design of the H. 264/AVC standard is targeted at a wide rage of applications from 
video conferencing to HDTV and professional studio editing applications. Therefore, as 
mentioned earlier in this chapter, the standard defines a set of "profiles" that include 
subsets of available coding tools and features targeted at different application scenarios. 
The following tables show the features, coding tools and possible target application areas 
of each profile. Table 3.2 indicates the features and coding tools contained in the baseline, 
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main and extended profiles. All the coding tools and features contained in the main 
profile are included in high profiles. The additional features and tools available in the 
high profiles are shown in Table 3.3. 
3.9 Codec Design and Complexity 
The profiles and levels specified in the H. 264/AVC standard provide specific 
interoperability points between codec implementations. Therefore, codec designers can 
choose to implement only a specific profile at a specific level depending on the 
application requirements such as real-time (or non-real-time), bit rate, frame-size, frame 
rate and available processing power. The encoder designer need not be concerned about 
issues such as the selection of coding tools to be implemented because they are already 
specified for the chosen profile. Any H. 264/AVC compliant decoder supporting a 
particular profile and level is able to decode a bit stream coded for that profile and level. 
Table 3.2: A summary of `Baseline', `Main' and 'Extended' profiles 
Features/Tools Baseline profile Main profile Extended profile 
Slice structure I and P 
B 
SI and SP 
Entropy CAVLC 
coding CABAL 
Interlaced PicAFF, 
coding MBAFF 
Error FMO, ASO, 
resilience RS 
DP 
Prediction Weighted 
prediction 
Main considerations Low complexity, High Compression 
high robustness compression efficiency, 
and error efficiency enhanced error 
resilience resilience and 
stream switching 
Possible applications Video telephony Digital TV Video streaming 
& conferencing, broadcasting, 
video over digital media 
wireless networks storage 
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Table 33: A summary of the 'High' profiles 
Features/Tools High (HP) High 10 High 4: 2: 2 High 4: 4: 4 
(Hi l OP) (Hi422P) (Hi444P) 
Intra 8x8 J J J J 
8x8 transform J J J J 
Separate QP control for J J J J 
Cr and Cb 
Perceptual-based J J J J 
quantisation scaling 
matrices 
Bit depth - 9,10 
J J J 
Bit depth -11,12 
Sampling format 4: 0: 0 J J J J 
(monochrome) 
4: 2: 2 J J 
4: 4: 4 
RGB 
Transform-bypass mode 
(lossless coding) 
Main considerations More Intended for applications which require 
compression higher sampling formats and higher sample 
efficiency accuracy 
than the main 
profile 
Possible applications High end Professional video editing 
consumer use 
and high 
resolution 
applications 
like HDTV / 
HD-DVD 
Once the profile and the level are chosen, typically the main objective of the encoder 
design is to maximise the video quality subject to the bit rate constraint (rate-distortion 
optimisation). There is maximum flexibility at the encoder to use the coding tools and 
options in the best possible way to achieve this. Therefore, the encoders must have a 
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mechanism (a decision making process) to evaluate and choose from different coding 
options (for example, whether a macroblock should be inter coded or intra coded, 
inter/intra mode, quantisation parameter to be used) to suit the coding requirement. 
However, H. 264/AVC encoders are implemented on hardware or software (or hybrid) 
platforms which have finite processing resources. Therefore the decision making process 
should consider the computational complexity of evaluating each coding mode or 
parameters due to the limitation in processing power. Encoder implementations seek to 
strike a balance between compression performance and implementation cost/complexity 
by employing mode/parameter selection methods that tries to optimise rate-distortion 
performance at manageable complexity levels. 
Note that the decoder implementation is largely constrained by the syntax and the 
decoding process specification (however, the decoders are allowed to process the syntax 
in any way as long as the results are identical to the results obtained using the specified 
process). Therefore, decoder design does not pose any significant algorithmic issues 
compared to the encoder. However, the decoders can benefit from reduced computational 
complexity by using techniques such as multi threading for multi-processor platforms 
(see appendix B) or using SIMD instructions [44]. 
3.10 Conclusion 
The new H. 264/AVC video coding standard can deliver significantly improved 
compression efficiency compared with previous standards, supporting higher quality 
video over lower bit rate channels. Due to improved compression efficiency and 
increased flexibility of coding and transmission, H. 264 has the potential to enable new 
video services such as mobile video phones and multimedia streaming over mobile 
networks. The H. 264/AVC standard supports a wide range of applications from consumer 
applications like video conferencing to professional applications like studio editing. 
The H. 264/AVC standard has a range of coding tools contributing to its high compression 
performance, flexibility and robustness. However, the performance improvements come 
at a cost of significantly high computational complexity. Therefore, encoder 
implementations should make use of the available coding tools effectively to achieve the 
desired compression performance with the available processing resources. 
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The next chapter on rate-distortion optimised video coding, describes a mechanism used 
to make encoding decisions to maximise rate constrained video quality. 
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4Rate-distortion Optimised Video Coding 
4.1 Introduction 
The H. 264/AVC video coding standard specifies the coding syntax and the decoding 
process of the syntax, enabling a flexible encoder implementation. This has also been the 
case with earlier coding standards such as H. 263. The flexibility is necessary to enable 
encoders to achieve high compression efficiency for different and changing source 
statistics. H. 264/AVC achieves this flexibility by allowing for many different coding 
modes and coding parameter selections for encoding video. Therefore, it is the 
responsibility of the encoder to find the best way to encode a particular video sequence by 
choosing from a range of coding modes and parameters. 
Typically, video encoders compress video signals using lossy coding techniques. 
Generally, the desired compression ratio is achieved through a quantisation process, 
resulting in some amount of distortion in the decoded video compared to the original. The 
goal of the encoder is to achieve optimum rate-distortion performance by selecting the 
best coding modes and parameters for a particular video sequence. In other words, the 
encoder strives to achieve minimum distortion at any particular target bit rate for a 
particular video sequence. 
Rate-distortion Optimisation (RDO) methods used in video compression are discussed in 
[45], which include dynamic programming and Lagrange optimisation methods. Dynamic 
programming methods typically involve many calculations (or in a video coding scenario, 
possibly many encodings of each coding unit) that form a decision tree consisting of all 
the possible solutions and following the decision tree that provides the optimum solution. 
This type of decision making (although optimal) demands a significant amount of 
computational resources. On the other hand, Lagrange optimisation methods, which are 
also known as Lagrange multiplier methods, offer computationally less complex 
(although sometimes sub-optimal) solutions to the optimisation problem. Due to its less 
complex nature, a specific form of the Lagrange optimisation method has been used in 
rate-distortion optimisation of H. 264/AVC and H. 263 reference software encoders [46] 
[47]. The computational complexity involved is an important factor in choosing 
Lagrangian rate-distortion optimisation methods as the basis of the new low complexity 
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algorithms developed during the project. Therefore, this chapter is focused on Lagrange 
optimisation methods as means of rate-distortion optimisation. 
The next section (4.2) introduces the constrained optimisation problem. Section 4.3 deals 
with the theoretical aspects of the Lagrange optimisation method and its application to 
typical video coding problems. The optimal and sub-optimal solutions in relation to video 
coding and the computational complexity issues relating to them are also discussed. 
Implementation of Lagrangian rate-distortion optimisation in H. 263 and 11.264 encoders 
is discussed in section 4.4 along with advantages, disadvantages and computational 
complexity related issues. 
4.2 Constrained Optimisation Problem 
The constrained optimisation problem deals with maximising (or in this case minimising) 
an objective function within a resource constraint. In video coding terms, the constrained 
optimisation problem can be presented as: minimising the distortion of a coding unit 
subject to a maximum number of bits that can be used to encode that particular coding 
unit. In mathematical terms, the constrained optimisation problem can be presented as 
follows: 
Let S represent all the allowable vectors and let B an element of S, (Be S). The 
objective function is defined for all B in S as D(B) and the constraint function R(B) 
is defined for all B in S. The constrained problem can be presented as: 
Given a constraint Rc 9 find 
minD(B) (4-1a) BeS 
subject to 
R(B) <_ Rc (4-lb) 
The solution (B*) to the problem satisfies that R(B*) <_ R, and D(B*) 5 D(B) for all B 
in S*, where S* = 
{BI R(B) <_ Rý }. 
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That is, if the solution to the problem is B *, then there is no other B in S which satisfies 
the constraint Rc , that will result 
in a smaller value for the objective function than D(B *). 
The Lagrange multiplier theory offers a way of solving the above constrained problem 
(i. e. finding B*) by representing the problem as an unconstrained problem. 
4.3 Lagrange Optimisation Theory 
A good understanding of the Lagrange optimisation theory (widely referred to as 
Lagrange multiplier method) is necessary to use it as powerful optimisation tool in video 
coding. A generalized Lagrange multiplier method was first introduced by Everett in [48] 
for solving problems of optimal resource allocation. The Lagrange multiplier method for 
optimal bit allocation in a coding scheme was proposed by Shoham and Gersho in [49]. 
Their work was based on the theory introduced by Everett applied to the video coding 
problem. The main theory and the proof presented by Everett, was repeated in [49] . It is 
also summarised here as follows. 
4.3.1 Main Theorem 
The constrained optimisation problem was presented earlier in section 4.2, equation (4-1). 
The Lagrange theory represents the constrained problem as an unconstrained problem as 
follows: 
Theorem: for any A >_ 0, the solution B*(A) to the unconstrained problem 
min{D(B) +A" R(B)} BeS (4-2) 
is also the solution to the constrained problem (4-1) with the constraint R, = R(B * (A)). 
Proof of the theorem 
If B *(2) is the solution to the unconstrained problem (4-2), then: 
D(B*) +A" R(B*) 5 D(B) +'% " R(B) For all Be S (4-3) 
Therefore, 
D(B*) - D(B) <- 2(R(B) - R(B*)) (4-4) 
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If this is true for all B in S, it is true for a subset of B in S where, 
R(B) <_ R(B*) (i. e. R(B) - R(B*) 50) 
Now, for the above subset and for any A >_ 0: 
D(B*) - D(B) 50 
D(B*) 5 D(B) 
(4-5) 
(4-6) 
(4-7) 
Therefore with the constraint R. = R(B *(A)), the solution B* for the unconstrained 
problem (4-2) is also the solution for the constrained problem (4-1). 
It should be noted that the theory does not guarantee a solution for the constrained 
problem. It only states that for any AZ0 of the unconstrained problem, there is a 
corresponding constrained problem which has the same solution as the unconstrained 
problem. 
Shoham and Gersho used this theory for a bit allocation algorithm to optimally allocate 
bits using a set of quantisers for any general coding scheme. The following sections look 
at the application of the main theory in a block based encoder. 
4.3.2 Rate-distortion Optimisation of a Coding Unit 
To gain a better understanding of the theory, consider the application of this theory for a 
single coding unit. In the context of a block based encoder such as H. 264/AVC, the 
coding unit is chosen as a single macroblock. It is somewhat unreasonable to consider a 
single macroblock for rate-distortion optimisation because the resulting rate and 
distortion of a particular macroblock typically depend on previously encoded 
macroblocks. Similarly, the encoding parameters of a particular macroblock generally 
have an influence on the outcome of the encoding of future macroblocks. However, given 
the current coding state (previous macroblocks already coded) and ignoring any future 
macroblocks, the constrained problem is defined as: minimise the distortion of the current 
niacroblock subject to a maximum number of coded bits. 
The following describes the optimisation of a single macroblock in order to gain a clear 
understanding of the main concepts. The rate-distortion optimisation over multiple 
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macroblocks (which is the main objective of the exercise) will be discussed in the 
succeeding section. 
4.3.2.1 Optimisation problem 
Consider a macroblock, for which the encoder can encode the macroblock using only one 
of the `K' possible modes given by the set m= {mj,, m2, ... , mK ). Let `M 
(M e m) be 
the mode selected to code the macroblock. In the context of H. 264/AVC, these mode 
allocations could be any allowable combination of macroblock partition modes, 
Quantisation Parameters (QP), choice of reference frames etc... so that the K possible 
modes will include all the possible admissible parameter combinations for the 
macroblock. 
Define the objective function D(M) and constraint function R(M), where D(M) and 
R(M) are distortion and rate of the macroblock as a result of selecting a particular 
coding mode. If the rate constraint is R,, , the constraint problem is defined as: 
Find the coding mode M*, 
M* = arg minD(M) (4-8a) 
Subject to 
R(M) <_ Rc (4-8b) 
This may be written as an unconstrained problem using a Lagrange multiplier: 
M* = arg min(D(M) +'% - R(M)) (4-9) 
Where the solution to (4-9), M*, would satisfy, 
(4-10) R(M*) = R, ý 
The optimum coding mode M* (if one exists) can be found by solving (4-9). That means, 
when the macroblock is coded in mode M* it would satisfy the target rate Rc 
(R(M*) = Re ). All the other modes (if they exist) that satisfy R(M) <_ R, will have a 
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higher distortion than D(M*). It should also be noted that, there may not be a mode that 
satisfies the exact rate constraint. In that case, the mode with the rate that is less than and 
closest to the rate constraint should be chosen. 
The coding mode that satisfies the solution for the constrained problem is found by 
solving the unconstrained problem represented by equation (4-9). The term 
D(M) +2" R(M) in equation (4-9) is called the Lagrangian rate-distortion cost. The 
mode that minimises the Lagrangian rate-distortion cost for a particular Az0 (which 
satisfies the rate constraint in the constraint problem) is selected as the solution mode for 
the constrained problem. This gives rise to the next problem which is, selecting the 
correct lambda that results in the minimum cost whilst satisfying the rate constraint. To 
understand the problem further, a graphical representation of the Lagrange multiplier 
method can be used. 
4.3.2.2 Graphical representation 
In practical encoders with a finite number of encoding options, the points on the 
minimum RD (rate-distortion) bound for a particular coding unit are discrete. This is 
because the finite number of coding modes results in a finite number of rate-distortion 
points for the coding unit. The minimum RD bound consists of the RD points which are 
closest to the (0,0) point. Figure 4.1 shows a graphical representation (also refer to [45] 
for further explanation) of the Lagrangian multiplier method for the discrete case. 
Evaluating arg min(D(M) +A" R(M)) at a particular A is equivalent to minimising the 
M 
plane wave 4 with a slope of A. Therefore, for different increasing lambda 
values (A= 0, A, < 22 < A3), the minimum Lagrangian cost values are at points A, B, C 
and D. 
4A straight line with a constant slope (see the dotted lines in Figure 4.1) which has the general 
equation J=D+A-R. Where, D and R represent the distortion axis and the rate axis. The 
parameter J represents the Lagrangian cost and the value is determined by the point that the 
straight line crosses the distortion axis. The rate-distortion point which has the minimum cost for a 
particular A >_ 0 can be found by moving the line whilst keeping the constant slope until it fords 
the point that has the lowest J value. 
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Note that: 
1. In this example, there is no point in the convex hull (the points in the minimum 
RD bound which can be connected to form a convex, see Figure 4.1) that has a 
rate equivalent to R, . 
2. There is a range of lambda values that results in the same solution; e. g. slope of 
22 ± S2 would have the same solution point C. 
3. The solution that satisfies the rate constraint Rc would be point D since this is 
the closest point to the rate constraint in the convex hull with minimum distortion. 
Distortion 
'"ý3 
i 
ýt 
D Ei 
X_p 
B 
------------------------------ 
--------------- 
- -- -=ý- 
Convex hull 
A 
---- ---------------------- 
Rate 
Figure 4.1: Graphical interpretation of Lagrange multiplier method 
However, point E is much closer to the target rate with a lesser distortion compared with 
point D. Therefore, one would like to encode the macroblock using the mode 
corresponding to point E rather than point D. However, a limitation of using Lagrange 
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Rc 
multiplier method for the discrete case is that only the points in the convex hull can be 
obtained. Typically, practical encoders will always produce discrete rate-distortion points 
due to the finite number of encoding options. 
The above graphical explanation reveals that this method finds the optimum solutions 
which exist on the convex hull of all the rate-distortion points. The value of the Lagrange 
multiplier controls the specific trade off between rate and distortion; in effect it 
determines the relative weighting between rate and distortion. 
4.3.2.3 Finding the solution numerically 
Solving equation (4-9) by choosing correct lambda involves very high amount of 
computations. Whilst there are algorithms [49] to find the correct A without incurring a 
very large computational overhead, the following briefly explains the "brute force" 
method of solving the problem. 
Assuming a sufficiently large number of possible modes (approximating to a continuous 
RD function), it should be possible to select an appropriate A so that an unconstrained 
solution (a mode that gives minimum cost with the selected A) is available at a rate 
equivalent to the rate constraint. 
The flow diagram in Figure 4.2 shows the "brute force" method of finding the A value that 
satisfies the rate constraint and the corresponding solution. 
The method shown in the flow diagram only serves as a guide to understanding the 
optimisation process of a single coding unit. It is quite straightforward to obtain the 
correct mode using the method described, provided that the points on the convex hull are 
virtually continuous and SA is very small, i. e. this search strategy will only find an 
optimum solution if it lies on the convex hull of rate-distortion boundary. It is not the 
objective of this chapter to describe such methods and therefore, readers can refer to [49], 
where the authors have described efficient algorithms to obtain optimal or near optimal 
points. 
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Encode the macroblock using all available modes, record the resultant 
rate and distortion for each mode D(M and R(M) 
Set A=0 
Evaluate 
M* = arg rniin(D(M) +A" R(M)) 
(Find the mode with minimum cost) 
Check NO Set 
R(M*)SR 2=ý+52 
YES 
M* is the best mode with minimum distortion 
subject to the rate constraint Rc 
Figure 4.2: Flow chart for finding the optimum coding mode that lies on the convex 
hull. 
4.3.3 Rate-distortion Optimisation of Multiple Coding Units 
In practical encoding scenarios there is a need to optimise overall coding performance. 
This involves minimising the overall (or total) distortion subject to a bit rate constraint 
over a number of coding units-for example: minimising the total distortion of all the 
macroblocks in a frame subject to a bit budget in a CBR (constant bit rate) application. 
4.3.3.1 Optimisation problem 
Consider the rate-distortion optimisation problem over a group of N macroblocks. Let the 
group of macroblocks be represented by the set X= (XI,, X2, ... , XN) where, each 
macroblock (X) can be encoded using only one of the K possible modes given by the set 
m= {mj,, m2, ... , mK}. Let M, (M; E m), represent the mode selected to code the 
macroblock X;. The vector of macroblock coding mode allocations for the group of N 
macroblocks is defined as M= (M1,, M2, ..., MN). 
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If the objective function is D(X, M) (the overall distortion due to the mode allocation M 
over the group of macroblocks X) and the constraint on the total number of bits for the 
group of macroblocks is R,, the constrained optimisation problem is: 
M' =arg minD(X, M) (4-1 la) 
Subject to 
R(X, M) <_ R, (4-l lb) 
where M* is a vector of optimal mode allocations, D(X, M) is the distortion (e. g. average 
distortion of the group of macroblocks) calculated for the group of coded and decoded 
macroblocks and R(X, M) is the coded rate (total number of bits) of the group of 
macroblocks. This may be written as an unconstrained problem using a Lagrange 
multiplier method as: 
N 
M* =arg min 1 J(X1) (4-12) 
Where J(XL) is the rate-distortion cost for macroblock i, and is given as 
J(Xi) = D(X,, M) +A" R(X;, M) (4-13) 
To obtain the solution for the above unconstrained problem, the following two issues 
need to be addressed: 
1. Choosing the correct Lagrange multiplier A so that the rate constraint holds for 
the optimum mode allocation vector M*. 
2. Evaluating (encoding and decoding) all the mode combinations available for the 
group of N macroblocks. 
Assume that the Lagrange multiplier A can be chosen, considering all N macroblocks, 
such that the rate constraint holds, using the exhaustive method shown in Figure 4.2 or 
search methods described in [49]. The task of encoding and decoding the group of 
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macroblocks using all the available mode combinations is computationally intensive due 
to macroblock dependency. 
4.3.3.2 Macroblock dependency 
In standard based encoders like H. 264/AVC, every macroblock is predicted from the 
neighbouring (in space or time) macroblocks. This creates interdependency between 
macroblocks. For example, for inter coded macroblocks, the mode (QP, partition mode, 
etc... ) selected for the reference macroblock and hence the quality of the reference 
macroblock will have an effect on the prediction signal and the mode selection of the 
current macroblock. For intra coded macroblocks, the current macroblock is predicted 
from the reconstructed samples of the neighbouring macroblocks. Therefore the 
prediction quality depends on the quality of the neighbouring macroblocks. On the other 
hand, the quantisation parameter used for the current macroblock will influence the 
choice of QP for the next macroblock because the QP value is differentially coded, thus 
influencing the bit rate. 
43.3.3 Optimal solution 
The optimal solution can be obtained by taking the interdependencies into account. This 
is a computationally intensive task. To explain, consider the following example: 
Example 4.1 
Consider a hypothetical encoder, where only 3 modes (m,, m2, m3) are available to 
encode a macroblock and the encoding order of the macroblocks is constrained by the 
decoding syntax. Assume that the rate-distortion performance needs to be optimised over 
a group of 2 macroblocks. To find the optimum solution, every combination of modes 
between these two macroblocks needs to be examined as shown in Figure 4.3. 
The possible mode allocations M are shown using a tree structure in Figure 4.3. The 
branches represent all the possible mode allocations for the two niacroblocks. A "coding 
state" is defined as a group of macroblocks encoded in a particular combination of 
encoding modes, i. e. a particular mode allocation. Therefore, Jcs; represents the total 
Lagrangian cost of a particular mode allocation corresponding to the coding state `i' (e. g. 
for i=1, M= (m,, m, ) and for i=2, M= (m,, m2) etc... ). Assuming, that the correct X is 
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chosen, the optimum mode allocation is given by the branch of the tree that gives the 
minimum coding state cost. 
Macroblocks Codine State Cost 
X, X2 
mi Jcsi = D(X1, ml)+), R(X1, ml)+D(X2, m1)+ XR(X2, mi) 
MI m2 Jcsz= D(Xi, ml)+ R(X1, m1)+D(X2, m2)+? R(X2, m2) 
m3 
MI 
m2 
m2 
M3 
MI 
m3 m2 " 
m3 Jcs9= D(X1, m3)+XR(X1, m3)+D(X2, m3)+ (X2, m3) 
Figure 4.3: Encoding combinations for example 4.1 
4.33.4 Computational complexity of the optimal solution 
To quantify the computational complexity of obtaining the optimal solution, the cost of 
evaluating every possible mode combination needs to be ascertained. 
Consider the number of times a macroblock is encoded, as an estimator of the 
computational complexity. Assume a function ` ENCODE_MACROBLOCK", to be 
called each time a macroblock is encoded using any mode. Let the number of Macroblock 
Encodings (MBE) be the number of times the function is called during the optimisation 
process over a group of macroblocks. Other calculations such as searching for the correct 
lambda and cost estimation are ignored since they can be considered to be relatively 
insignificant compared to the complexity of encoding a macroblock. However, the 
computational complexity involving the search for the correct lambda will be increased 
when the coding options and/or macroblocks are increased. A large memory is assumed 
to be available to save each intermediate coding state at each node of the tree to avoid 
multiple coding of the same intermediate state. Note that this may not be a reasonable 
assumption when a large number of macroblocks (or modes) are considered. 
Therefore, for the example 4.1 in Figure 4.3, 
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MBE=3 +3 2= 12 (4-14) 
The average MBE per macroblock is 6 (12 / No of macroblocks). This means that, to find 
the optimum solution, each macroblock should be encoded 6 times on average. 
Consider 3 available modes and a group of 10 macroblocks. Then, 
10 ( 
MBE 3' =33''-1 88572 
; a, 
3-1 
(4-15) 
This means on average, each macroblock should be encoded 8857 times (88572 / 10) to 
obtain the final solution. 
In general, if the number of available modes =K and number of macroblocks in the group 
= N, 
MBE=ZK`=KKN-1 (4-16) 
; _, 
K-1 
Therefore, it is evident that even for a small number of available modes, evaluating the 
optimum mode allocations for a group of 10 macroblocks results in a very large amount 
of calculations. 
Example 4.2 
The H. 264/AVC standard offers a high degree of flexibility in encoding macroblocks. 
There is a wide choice of encoding parameters to choose from, such as intra coding 
modes, inter partition modes, quantisation parameters and reference frames. For 
simplicity, the encoding process is constrained to a limited number of encoding 
parameters in view of limiting computational complexity as follows: 
No of QP values 3 (QP-1, QP, QP+1) 
No of reference frames :1 
Prediction modes- Intra.: 13 
Inter : 259 
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Consider all other parameters unchanged. Note that the optimisation of the motion 
estimation process has been ignored. 
Number of MB modes = Number of QP values*Prediction modes*Number of reference 
frames 
= 3*(13+259) 
= 816. 
Now consider a group of 2 macroblocks: 
2 
MBE=816' = 
816(8162 -i _666672 
; _, 
816-1 
(4-17) 
At this point it should be clear that obtaining an optimal solution for multiple coding units 
considering the interdependencies is a prohibitively complicated process. The problem is 
compounded when there are many encoding parameters to be tuned such as in 
H. 264/AVC. Another issue is that the number of cost estimations (not encodings) 
required to be carried out for each candidate A, in the search algorithm increase in the 
order of KN. The relative benefits of increased rate-distortion performance compared with 
the prohibitive amount of computations involved should also be considered. 
4.3.3.5 Sub-optimal solution (by ignoring interdependencies) 
Assuming macroblock independence, the unconstrained problem in equation (4-12) can 
be re-written as: 
N 
M_ arg min J(X, ) (4-18) 
i=1 
Where now: 
J(Xi) = D(X;, M; ) + 2R(X;, M, ) (4-19) 
This means that the optimum mode of each macroblock can be found by minimising the 
cost function for each macroblock individually. However, the rate constraint is set for the 
entire group of macroblocks, in contrast to setting a rate constraint for a single 
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macroblock where lambda has to be chosen for each macroblock individually (according 
to individual rate constraints). In this case, the same % value (assuming A is known in 
advance) corresponding to the overall rate constraint should be used for all the 
macroblocks in the group. 
4.3.3.6 Computational complexity of the sub-optimal solution 
The computational complexity of the sub-optimal solution can be quantified using the 
same approach as before. Since interdependencies are ignored, the cost of each individual 
macroblock can be evaluated separately for all available coding modes. Therefore the 
number of encodings required for a macroblock is equal to the number of available 
coding modes (K). If the number of macroblocks in the group is N, then, 
MBE =N"K (4-20) 
For the earlier example 4.1 (3 modes, 2 macroblocks), the sub-optimal solution 
require MBE =3*2=6 encodings, whereas the optimal solution requires 12. The 
significance of the difference in complexity is more evident when the number of 
macroblocks or modes increases (see Table 4.1). 
Table 4.1: Computational complexity comparison between optimal and sub-optimal 
solutions 
Optimal solution Sub-optimal solution 
No. of Modes No. of 
macroblocks 
in a group 
Average 
encodings per 
macroblock 
Total 
encodings 
(MBE) 
Encodings 
per 
macroblock 
Total 
encodings 
(MBE) 
3 2 6 12 3 6 
3 10 8857 88572 3 30 
816 (H. 264) 2 333336 666672 816 1632 
Note that, for the sub-optimal solution, computational complexity increases more than 
shown in Table 4.1 when a search for the correct Lagrange multiplier is carried out to 
achieve the rate constraint. This is because the search involves iteration of the encoding 
process until the rate constraint is met. 
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Due to the high complexity of the optimal solution (particularly the high complexity of 
evaluating a large number of modes, as in example 4.2 for H. 264/AVC), practical 
optimisation methods have been developed around the sub-optimal solution. The 
Lagrange multiplier method has been used in optimisation of video encoders such as 
H. 263 and H. 264 [50] [51] [52] by ignoring the interdependencies between macroblocks, 
resulting in sub-optimal performance with reduced computational complexity. How close 
these methods approach optimality depends on underlying assumptions and the 
constraints imposed on the parameters to reduce the complexity of the process. These 
methods are discussed in the next section. 
4.4 Lagrange Optimisation Methods for H. 263 and H. 264 
Successful application of rate-distortion optimisation algorithms to practical encoders 
should result in achieving the highest possible performance through that particular 
encoding scheme. However, most encoders utilize some form of prediction from other 
already coded and decoded units to encode the current coding unit. 11.263 and 11.264 
encoders use prediction from previously encoded pictures creating temporal dependency 
as well as spatial dependency. Therefore, a truly rate-distortion optimised encoder needs 
to consider dependencies between all the coding units (or macroblocks in case of 
H. 263/H. 264) in the sequence. It is evident from the previous section that this is virtually 
an impossible task. Therefore, practical implementations for H. 263 and H. 264 tend to 
ignore these dependencies. 
4.4.1 Rate-distortion Optimisation of an H. 263 Encoder 
This section explores two optimisation techniques proposed for H. 263. The first 
algorithm was proposed as a rate-distortion optimised rate control algorithm for encoding 
low bit rate video. The objective is to minimise distortion at very low bit rates. The 
second is a more widely used and less complicated algorithm used in the H. 263 reference 
software encoder and subsequently adapted for the H. 264/AVC reference software 
encoder. 
4.4.1.1 Rate-distortion optimised mode selection and rate control for low bitrate 
video coding in H. 263 
This algorithm was the first proposal by Wiegand et al in [53] as a rate-distortion 
optimised mode selection algorithm. The aim of the algorithm is to minimise the 
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distortion of a group of macroblocks at very low bit rates. It was designed to control both 
instantaneous and overall bit rate of the video sequence through the Lagrange multiplier. 
The main features of the algorithm can be summarised as follows: 
Macroblock Dependency 
An image region to be optimised is selected with an objective of minimising the overall 
distortion of that region subject to a bit-rate budget. Only the dependencies between 
successive macroblocks are considered. It is necessary to select a reasonably small GOB 
(group of blocks) such as a single horizontal stripe of macroblocks in order to limit the 
computational complexity. 
Macroblock Modes and Parameters 
The coding mode (intra mode, inter 16x16, inter 8x8, and skip mode) for each 
macroblock is chosen by minimising a Lagrangian cost function over the GOB. Dynamic 
programming is used to reduce the computational complexity of selecting the least cost 
mode allocation. However, the motion estimation process is not subject to rate-distortion 
optimisation, instead the motion vector that produces minimum SAD (the sum of absolute 
difference of pixels between the original and the predicted block, refer chapter 5 for 
calculation of the SAD) is selected. The number of encoding options is minimised by 
keeping QP and other encoding parameters constant for the entire GOB. 
Choice of A 
Finding the appropriate A for a particular rate is an iterative process. However, from the 
Lagrange theory it is understood that, whatever value is chosen for 2, the distortion will 
be the minimum for the corresponding rate. Therefore, A is chosen using a feedback 
algorithm to control the bit rate without losing optimality. An important contrast to later 
implementations of rate-distortion optimisation methods in H. 263/264 encoders is that the 
bit rate is directly controlled by the Lagrange multiplier as opposed to by the quantisation 
parameter. 
The results show that this algorithm substantially increases the RD performance relative 
to the H. 263 reference test model encoder TMN5 [54]. Although evidence of required 
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computational resources is not presented, the algorithm was justified for very low bit rate 
(where distortion minimisation is crucial) and non real time applications. 
4.4.1.2 Lagrange multiplier modelling for rate-distortion optimised mode selection 
in H. 263 
A new rate constrained coder control algorithm for H. 263 was proposed which was 
subsequently incorporated into the H. 263 test model TMN10 [47]. This algorithm is 
explained in detail in [55,56] and also found in [50,51]. An important aspect of the 
algorithm is that significant improvements in rate-distortion performance can be achieved 
within an acceptable level of computational complexity. Some of the main features of the 
algorithm are as follows. 
Macroblock Dependency 
A main feature of the algorithm is that it ignores the dependencies between macroblocks 
and therefore avoids multiple encoding of the same macroblock mode and mode 
combinations. However, it still retains the ability to set a rate constraint over a GOB. 
Even though this results in a sub-optimal solution, the computational complexity is 
reduced by a large extent so that it is feasible to be used in practical encoders. The 
relative simplicity of the algorithm has been a major factor in incorporating it into H. 263 
and subsequently H. 264/AVC. 
Motion Estimation and Mode Selection 
The correct mode for each macroblock is chosen from the modes: infra, inter 16x16, inter 
8x8, skip, available in H. 263. Although cost calculations of intra and skip modes are 
straightforward, the mode cost of the inter prediction depends on the motion estimation 
process. The rate and distortion of the inter mode depend on the selected motion vector. 
Therefore, it becomes necessary to optimise the motion estimation process as well. 
To evaluate the resultant rate and distortion, the encoder needs to encode, decode and 
reconstruct the macroblock using each mode. This evaluation is not computationally 
intensive for the intra mode and skip mode in H. 263. However for inter macroblocks, it is 
a very expensive process to encode and reconstruct the macroblock for every candidate 
motion vector during motion estimation due to the large number of candidate motion 
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vectors in the search area. Therefore, the mode selection and motion estimation processes 
are separately optimised. 
Optimising Motion Estimation 
Each candidate motion vector (according to any search strategy) is evaluated by 
minimizing the following cost function: 
JMOTION = DDFD + ), MOTION* 
RMOTION (4-21) 
Where, DDFD is the difference between current macroblock and the displaced (predicted) 
macroblock corresponding to the motion vector. It is usually measured as SAD or SSD 
(sum of squared differences, see chapter 5 for calculation). RMOnoN is the number of bits 
required to transmit the motion vector and XMOTION is defined as the Lagrange multiplier 
for the motion estimation process. 
DDFD and RMOTTON are estimations used in place of the actual distortion and rate of the 
niacroblock as a result of choosing the corresponding motion vector. Due to these 
estimations, the motion estimation process is optimised by minimising the block 
difference subject to a constraint on motion vector bits, rather than actual rate-distortion 
optimisation. Another weakness of the estimation is that DDFD contains both distortion 
and rate components because it is an estimation of the energy in the residual coefficients. 
Therefore, the selected motion vector after motion estimation may not be the best one in a 
rate-distortion sense. However, these approximations are used in the algorithm in order to 
minimise the computational complexity. 
Optimising Mode Selection 
Once the appropriate motion vector is selected using the motion estimation process for 
inter macroblocks, the macroblock is encoded and reconstructed to obtain the actual rate 
and distortion for that mode. Now the mode selection is carried out by minimising the 
following cost function: 
JMODE = DREG + XMODE* RREC (4-22) 
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Where, D is the actual distortion between the original and reconstructed macroblock, 
calculated using SSD. The actual rate is denoted by RREc" ), MODE is defined as the 
Lagrange multiplier for mode selection. 
The rate and distortion of a macroblock depends on the quantisation parameter as well as 
the mode. Therefore realistically, the rate-distortion cost of the macroblock should be 
evaluated for different quantisation parameter values for each mode. This means that each 
macroblock should be encoded number of `modes x QP values' times to obtain the 
optimal solution. However, this is not carried out; the reasons are explained below. 
Choice ofd, and Rate Control 
Lagrange optimisation typically involves minimising the rate-distortion cost for an 
appropriate I value that satisfies the rate constraint. Therefore in essence, it is a rate 
control mechanism that ensures that the distortion is minimized for any chosen rate. For a 
macroblock, it is not possible to determine the resultant rate for a particular ?. before 
encoding. Therefore, an iterative algorithm is needed to find the right ? for a particular 
rate constraint. 
The rate constraint for a particular group of coding units should be set according to 
system requirements. The rate constraint may be determined by factors such as output 
channel transmission rate, encoder/decoder buffer or limitations in the storage media. 
Rate control typically involves modifying encoding parameters to maintain a target output 
bit rate. Although encoding standards do not specify rate control methods, most 
commonly used rate control mechanisms involve changing the QP to achieve the 
specified rate. In general, higher quantisation results in low bit rates and vice-versa. A 
rate control mechanism used in H. 263 test model software can be found in [47] and rate 
control in H. 264/AVC reference software is described in [57] [58]. These mechanisms 
make use of models that adapt to changing macroblock statistics in order to determine the 
relationship between QP and bit rate. Models are necessary to avoid iterative encoding 
using different QP values in order to achieve the target bit rate for the macroblock(s). 
However, models lead to approximate results. Therefore the required rates may not be 
tightly achieved for each macroblock. In any case, multiple encoding is avoided to 
minimise the computational complexity and overall delay. 
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Modelling ofi 
One of the most important simplifications of this algorithm comes from the modelling of 
the Lagrange multiplier to achieve the following: 
1. To determine the Lagrange multiplier (corresponding to the required bit rate for 
the macroblock) in advance prior to encoding the macroblock so that there is no 
need for an iterative algorithm to search for the correct A. 
2. To integrate Lagrange optimisation into existing rate control methods where QP 
is the controlling parameter. 
While the first point is straight forward, the second point needs some explanation. It is 
also necessary to discuss the advantages and disadvantages of this approach. 
Generally, different QP values should be evaluated along with the available macroblock 
modes for minimising Lagrangian cost. Results were shown by the authors of [55] for the 
experiments carried out for various sequences by performing Lagrange optimisation 
where different QP values were evaluated along with available macroblock modes for 
selected Lagrange multiplier values. By plotting , MODE value vs. selected average QP for 
macroblocks, they determined that the relationship between AMODE and QP can be 
approximated by the following model: 
'MODE =O. 
85"QPZ (4-23) 
This equation implies that, when selecting the best mode-QP combination for a 
macroblock, a particular QP value will always be selected for a chosen , MODE (more 
generally, A). Although this is not necessarily true for every sequence or different 
macroblocks of the same sequence, the changes in QP vs. A relationship for different 
sequence statistics were considered to be insignificant so that this general rule could be 
applied to every sequence. However, note that using the same model for every type of 
sequence will result in sub optimal solutions. 
With the model (equation 4-23) available, if the correct A is known, rate-distortion costs 
may be evaluated for macroblock modes using only the corresponding QP. Since there is 
a one-to-one relationship between QP and A, if the QP is already determined (by a rate 
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control algorithm), the model can be used to calculate the corresponding i, value that 
should be used to optimise the node selection. 
Assuming that equation (4-23) is valid for the current Mß, the 60llowing two processes 
(see Figure 4.4) should produce the same result. 
For a particular 
value for A: _ý 
Minimise the cost 
function for all the 
modes and QP 
combinations 
Select best mode and 
quantisatioil parameter 
cumIII ºtatloll, QP*, m* 
If the relationship between k and QP is known to be true, from (4-23): 
A* =0.85. (Qp*)2 
For a particular, 
2 QP=QP*. 
Then using equation 
(4-23), )_), * 
Evaluate the modes 
using QP* with 
Bcst mode and 
quantisaticm parameter 
cotiIhiitatioii is the 
same QP*, m* 
Figure 4.4: Rate-distortion optimised mode selection through Lagrange multiplier 
modelling 
By using the model for the Lagrange multiplier, rate-distortion optimisation has been 
incorporated into the H. 263 test model without changing the rate control mechanism. 
Therefore, the independent variable is QP rather than 2.. The Lagrange multiplier is 
calculated at the beginning of encoding of each macroblock, according to the quantisation 
parameter selected by the rate control algorithm. 
The following models for )A1( , JOA- has been obtained by authors of 1551 through 
experimental evaluations. 
When Drn is calculated using SSD: 
AtirnrJOA, - 
AM(W)i: (4-24) 
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When DDFD is calculated using SAD: 
AMOTION = 'MODE (4-25) 
It was shown by the authors of [55] that this algorithm significantly out-performed mode 
selection algorithms based on thresholds by up to 10% bit rate reduction for fixed output 
picture quality. Therefore, this algorithm was adopted in the 11.263 reference encoder 
TMN10. 
In summary, this is a very simple algorithm that can be incorporated into any block based 
encoding scheme. It uses significant assumptions and approximations that minimise the 
computational complexity of the algorithm. The model for the Lagrange multiplier 
enables the encoder to perform rate constrained optimisation along with existing rate 
control algorithms. Furthermore, it is important to recognize that the accuracy (or 
inaccuracy) of the model for the Lagrange multiplier has a significant effect on the 
optimality of the algorithm. 
4.4.2 Rate-distortion Optimisation of H. 264/AVC Encoder 
The H. 264/AVC standard supports a large number of encoding options and parameters 
that can be utilized to substantially improve the rate-distortion performance compared to 
previous encoding standards. Therefore it is desirable to employ a rate-distortion 
optimisation algorithm to harness the flexibility offered by the standard. However, the 
flexibility and large number of encoding options brings a substantial increase in 
computational complexity. 
The simplicity and the performance of the algorithm described in section 4.4.1.2 for 
H. 263 led the same algorithm to be adopted for H. 264/AVC. This algorithm is described 
in section 4.4.2.1. A Lagrange multiplier based rate control algorithm is briefly discussed 
in section 4.4.2.2. 
4.4.2.1 Lagrange multiplier modelling for H. 264/AVC 
A Lagrangian rate-distortion optimisation algorithm for H. 264/AVC is presented in [51]. 
This algorithm is based on the algorithm discussed in section 4.4.1.2, where similar 
experiments were carried out to obtain a new model for the Lagrange multiplier as a 
function of QP for the H. 264/AVC reference encoder. 
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Macroblock Modes 
Unlike H. 263, a large number of encoding modes, such as 22 intra prediction modes and 
259 inter prediction modes are available in the H. 264 standard. Also, multiple reference 
frames can be used for inter prediction. Therefore a large number of modes are available 
to be evaluated. 
Motion Estimation 
The same cost estimation as in H. 263 (Equation 4-21) is used here. However, DDFD is 
calculated by using an optional Hadamard transform `SA(I)D'. It was observed that, 
carrying out optimisation after transformation produces better rate-distortion performance 
since the residual is transformed during subsequent encoding [58]. However, the less 
complicated Hadamard transform is used here to minimise the complexity. RMOTION is 
modified to include bits associated with partition mode and reference frame selection as 
well as motion vector values. However, the same limitation applies to motion estimation 
as in the previous algorithm, i. e. the motion estimation process does not produce a rate- 
distortion optimised solution due to the simplifying assumptions. 
Model for A 
The Lagrange multipliers for H. 64/AVC have been modelled using similar experiments 
as in [55]. The following models and a description of the rate-distortion optimised mode 
selection can be found in [58]. 
For I and P frames: 
''MODE, 
P = 
0.85 . 2QP"3 (4-26) 
For B frames: 
AMODE, 
B = 
max 2, min 4,6P X 2MODE, P (4-27) 
And, 
'MOTION = MODE 
4-28) 
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The appropriate A. MODE is used depending on the frame type. 
Apart from the key differences stated above, the basic operation of the algorithm is 
similar to the previous one [55]. Rate control is carried out by controlling the QP rather 
than the Lagrange multiplier. Therefore, the optimality of the mode selection process 
depends on the accuracy of the models for the Lagrange multiplier. Since the effect of 
sequence statistics has not been taken into account in the models, the relative benefits of 
the rate-distortion algorithm vary depending on the sequence statistics. 
4.4.2.2 Lagrangian optimised rate control algorithm for H. 264/AVC 
The above algorithm (section 4.4.2.1) is designed to integrate the optimisation process 
into a quantisation parameter based rate control algorithm. The performance of the 
algorithm significantly depends on the accuracy of the mapping of the correct Lagrange 
multiplier to QP (Note that the method is already sub-optimal because of ignoring 
possible dependencies). A method of avoiding this problem is to directly control the rate 
using the Lagrange multiplier so that QP optimisation is also carried out along with 
different modes. However, trying to achieve an optimal result (minimum RD bound 
achievable using the independent assumption) will require a large amount of 
computational resources. The authors of [52] propose a scalable algorithm to control the 
per-frame bitrate by adjusting the Lagrange multiplier. With this approach, the optimum 
macroblock mode-QP combination is selected during the mode selection process. Some 
important aspects of the algorithm are mentioned below. 
Frame Level Rate Control 
This algorithm sets the Lagrange multiplier for a frame to achieve a target bit rate. If the 
required rate is not met after the frame is encoded, the Lagrange multiplier is adjusted and 
the frame is encoded again. The number of iterations depends on the required accuracy of 
the resultant bit rate. 
Macroblock Level QP-mode Selection 
At the macroblock level, optimisation is carried out for different QP values as well as 
macroblock modes. The authors of [52] assume that the QP value of the current 
macroblock should be similar to the QP value of the previously encoded macroblock 
because the `delta qp' (the difference between the two QP values) is transmitted and it is 
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desirable to minimise the number of bits required to send 'delta_qp'. They also show that 
it is normally sufficient to search 3 QP values for optimum mode-QP combination. 
Therefore, the initial QPm value is adapted from the chosen QP of the previous 
macroblock. The search for the optimum QP-mode combination is carried out for all 
modes within QPm 1, QPm and QPm+l. 
The simulation results show around 0.5dB higher PSNR performance (for the same bit 
rate) compared with the RD-Optimisation algorithm (algorithm in section 4.4.2.1) and 
rate control used in the reference encoder JM7.4 [59]. However, the required encoding 
time is twice that of JM7.4. 
4.4.23 Summary of Lagrange optimisation methods for H. 264/AVC 
The relative benefits and drawbacks of the above two approaches may be compared. The 
benefit of modelling the Lagrange multiplier is that computational complexity is saved 
because the QP is selected by the rate control and the optimum macroblock mode can be 
selected using the Lagrange multiplier corresponding to the selected QP. This algorithm 
can be used with existing rate control algorithms. The main drawback of using the model 
is the possible inaccurate mapping of the Lagrange multiplier to the optimum QP. For a 
particular Lagrange multiplier, the selected QP will depend on the sequence statistics and 
other available mode options. The inaccuracies of the model lead to suboptimal solutions. 
This is highlighted by the performance of the second algorithm which can search for a 
better QP during optimisation, achieving 0.5dB better rate-distortion performance. 
However, the drawbacks of the second algorithm are the high computational complexity 
involved in the process and the inability to incorporate existing model-based rate control 
mechanisms. 
4.5 Conclusion 
The H. 264/AVC video coding standard specifies only the coding syntax and the decoding 
process of the coded bit stream. This enables flexible encoder implementations. H. 264 
has a wide range of encoding modes and parameters that contribute to the high 
compression efficiency of the standard. However, the encoder needs to choose the correct 
encoding modes and parameters during the encoding process to achieve optimum rate- 
distortion performance. 
79 
The Lagrange multiplier method is a powerful optimisation tool for optimal allocation of 
constrained resources to maximise the output. In video coding, the Lagrange multiplier 
method can be used to optimally allocate coding modes and parameters over a set of 
coding units to minimise the overall distortion subject to a bit rate constraint. However, 
obtaining the optimal solution is a highly complex task due to interdependencies between 
coding units. Therefore, practical Lagrange optimisation algorithms tend to ignore these 
interdependencies, in order to keep the computational complexity at a manageable level. 
This chapter discussed algorithms which use Lagrange optimisation, developed for both 
H. 263 and H. 264/AVC coding standards. The most successful algorithms involve 
modelling of the Lagrange multiplier as a function of the QP because of the lower 
computational complexity and because they can be used in conjunction with existing rate 
control mechanisms. 
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5Experimental Method 
5.1 Introduction 
The experimental method used in this research project is outlined in this chapter. The 
following sections describe the method of implementation and testing of the algorithms, 
test video sequences used and performance evaluation methods. 
5.2 Implementation and Testing 
The implementation and testing of the algorithms are carried out by software simulation. 
A software video codec running on a PC is used to test the algorithms developed during 
the project. 
5.2.1 Video Codec 
In this work, the H. 264/AVC Reference software codec JM7.3 [46] (and JM7.4 [59] for 
some experiments, referred to as the JM codec) is used as the reference video codec. The 
JM codes is commonly used to test new algorithms in the video coding community. The 
use of this reference software enables realistic comparison of the performance of different 
algorithms developed by different researchers. The source code (in the C programming 
language) for the JM codec can be downloaded from http: //iphome. hhi. de/suehring/- 
tml/download/. The earlier and the later versions of the JM codec and the revised manual 
[60] for the H. 264 reference software can also be found at the above website. 
The JM encoder reads input parameters from a configuration file. A wide range of 
encoding parameters can be changed using the configuration file. These include (but are 
not limited to): 
. Input video sequence (concatenated YCrCb 4: 2: 0 format) 
. Quantisation parameters for I, P and B slices 
. Available macroblock partition modes 
9 I, P and B picture sequence 
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" Number of reference frames 
9 Rate-distortion optimisation - ON/OFF (see section 4.4.2.1) 
The JM codec also provides useful encoding statistics such as bit rate of the encoded bit 
stream (for a given frame rate), video quality in PSNR (discussed later) of luminance and 
chrominance components of the coded video and encoding time. The encoder has an 
option to output a trace file which contains the syntax elements of the coded bit stream. 
The trace contains the name of the syntax element, the value (in decimal) and the actual 
bits. This is very useful for understanding the coded bit stream and detecting bugs in 
algorithms. 
The decoder access a configuration file to read data, such as the file name of the encoded 
bit stream. The decoder provides statistics such as decoding time and video quality along 
with the output video sequence. 
5.2.2 Test Platform 
A personal computer with the following specifications is used as the test platform for the 
software video codec. 
Processor : Intel Pentium IV CPU 3.00 GHz 
Memory : 512 MB 
Operating System : Microsoft Windows XP Professional (Service Pack 2) 
5.2.3 Development Environment 
The JM codec source code is compiled and built using Microsoft Visual C++ Professional 
Version 6.0. This development environment is used to modify the source code of the JM 
codec to incorporate the algorithms to be tested. 
5.2.4 Testing the Algorithms 
Figure 5.1 shows a typical test scenario. The reference software is modified to incorporate 
the algorithm to be tested. A test video sequence is encoded using both the original 
reference encoder and the modified reference encoder. Performance indicators such as 
computational complexity, video quality and bit rate are measured. For experiments that 
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require subjective video quality evaluations (see section 5.4.3. I ), the encoded test video 
sequences are decoded using the JM decoder. 
- ------------- 
Test Video 
Sequence 
--------------- 
11 264 11.264 Low contrle\itý 
Reference Reference Algorilhm(s) 
Encoder MEASURE 1? ncoder 
COMPLEXITY 
Modified Reference Fncodel. 
----, 
PMEASURE 
- ----- 
Encoded VIDEO Encoded 
Video QUALITY & Video 
BIT RATE 
---------- ---- 
Figure 5.1: A typical test scenario 
The following sections describe the test video sequences used für the experiments and the 
methods used to evaluate performance such as video quality, bit rate and computational 
complexity. 
5.3 Test Video Sequences 
The test video sequences are mostly chosen from widely used video material in video 
coding research. The test sequences include difiürent tipreground and backgrounds, 
motion, detail and camera movements. Some of' the test sequences can he downloaded 
from Iittp: //wwNk. vid-Iabs. com/resources/resotiicc,. Iitml. Sample frames from sequences 
(in QCIF format) which are used to test low complexity algorithms are shown in Figure 
5.2. The main video sequences are described below. 
(a) Foreman: This video clip shows a person talking to the camera at a construction site. 
The man gives an animated talk by moving his head and hands and N ith finial 
expressions. There is a considerable amount of camera shake because of the handheld 
camera. Towards the end of the clip, the camera rapidly move, away from the man's l icc 
xý 
and shows the construction site. This video sequence is characterised by high motion and 
detail. 
Figure 5.2: Sample frames from test video sequences in QCIF format- (a) Foreman, 
(b) Carphone, (c) Mother & daughter and (d) Claire 
(b) Carphone: This video is characterised by moderate to high motion and medium detail. 
A man is talking to the camera inside a moving car. He uses a high amount of facial 
expressions and body movement. The background through the car window changes as the 
car moves. The camera moves slightly. 
(c) Mother and daughter: This is a scene of a woman and a child sitting in a room. The 
woman talks to the camera while stroking the child's hair. There are some head and hand 
movements with moderate amount of detail. The camera is static. This video sequence 
has low to moderate movement. 
(d) Claire: This video sequence has very low motion and detail. A woman is talking to 
the static camera. Only small movements of the head and the face are visible. The 
background is plain and static. 
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(a) Foreman (h) C'arphonc 
(c) Mother & daughter (d) Clairc 
These video sequences are chosen so that the performance of the algorithms can be 
assessed for varying input video statistics ranging from low to high motion and detail. 
The use of these well known test video sequences helps to evaluate and present the results 
in a way that is comparable to other research in the industry. 
Chapter 6 of this thesis presents a new subjective video quality assessment technique. The 
following two test video sequences in CIF format are used for evaluating this technique. 
buR 
(a) Mobile and Calendar (b) Violin 
Figure 5.3: Sample frames from CIF video sequences - (a) Mobile and calendar, (b) 
Violin 
(a) Mobile and calendar - This video sequence has large amount of detail where, the 
background consists of a detailed colourful picture. The calendar (also with high detail) is 
moved vertically (up and down) and the toy train moves horizontally while pushing a ball. 
The camera zooms outs and pans, following the movement of the train. This results in a 
very high motion because objects are moving in many directions simultaneously (this 
video sequence is also commonly referred to as "Mobile"). 
(b) Violin - This clip is of a girl playing the violin. Although the girl does not move 
much, there is significant camera motion with zooming out, camera shake (hand held 
camera) and panning. The music sheet in the background provides fine detail which can 
be immediately noticed. 
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In addition to the test video sequences described so far, the well known sequences Akiyo, 
Coastguard, Container, Hall objects, News, Silent, Suzie, and Table Tennis are also used 
during the development of the algorithms. 
5.4 Performance Evaluation 
The performance of the algorithms is evaluated by measuring the computational 
complexity, coded bit rate and video quality. The video compression performance or 
"rate-distortion performance" is generally assessed by plotting the video quality against 
the bit rate as in Figure 5.4. In this example, the results of two algorithms are plotted in 
the same figure. The plots show that algorithm `A' achieves a particular video quality 
(`Q') with a smaller number of bits than algorithm W. Therefore, the rate-distortion 
performance of the algorithm `A' is better than the rate-distortion performance of the 
algorithm `B'. 
Video 
Quality 
Q 
thm A 
Algorithm B 
Bitrate 
Figure 5.4: An example rate-distortion plot 
When the performance of low-complexity algorithms is evaluated, typically the rate- 
distortion performance of the low-complexity algorithm is plotted, with the rate-distortion 
performance of the reference encoder. The rate-distortion performance of the algorithm 
and the reference encoder is compared, along with the actual computational complexity 
savings achieved by the low complexity algorithm. For variable complexity algorithms, 
the rate-distortion plot can be extended into a 3-dimensional surface by plotting the rate- 
distortion performance against a third complexity axis (complexity-rate-distortion 
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performance). Methods of evaluating computational complexity, bit rate and video 
quality are discussed in the following sections. 
5.4.1 Computational Complexity 
The computational complexity can be measured in number of different ways according to 
the requirements of the experiments and the analysis. 
5.4.1.1 Encoding time 
The time spent by the encoder encoding a particular number of frames, the average 
encoding time per frame or the time spent on a particular function such as motion 
estimation, can be used as a measure of computational complexity. The encoding time 
can be compared between the reference encoder and the modified (with the algorithm to 
be tested) encoder or between encoders with different algorithms. 
However, care should be taken to maintain the same test conditions for each encoder. For 
example, for an encoder running on a PC, each encoder must be given the same amount 
of processing resources by making sure that only the same essential system processes are 
running during each test. 
5.4.1.2 Software profiling 
Information about processor utilization can be obtained by using software profiling tools 
such as the one included in Microsoft Visual C++ Professional Version 6.0. The tools 
provide information about the time spent by each function of the program such as motion 
estimation and intra prediction. 
5.4.1.3 Number of processed elements 
This is a useful measurement of computational complexity when evaluating algorithms 
developed to reduce the number of elements processed. For example, later chapters 
(chapters 8,9,10 and 11) of this thesis discuss macroblock skip prediction algorithms 
aimed at reducing the number of macroblocks processed by the encoder. Therefore, the 
number of macroblocks processed per picture by the modified encoder (with the skip- 
prediction algorithm) can be compared with the reference encoder in order to measure the 
complexity reduction of the algorithm compared to normal encoding. 
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5.4.2 Bit Rate 
Typically, the average bit rate (bits per second) is calculated by measuring the number of 
bits in the encoded bit stream, the number of frames and the frame rate (frames per 
second) as follows: 
FrameRate(fps) x NumberOfBits BitRate(bps) _ (5-1) NumberOfFrames 
The statistical data of the encoded video sequence can be obtained from the JM encoder 
either to a standard output or to a text file. This data includes the average bit rate of the 
encoded video sequence. 
5.4.3 Video Quality 
Video quality is an important measure of performance for video coding algorithms 
because most video compression algorithms are "lossy", i. e. compression is achieved at 
the expense of video quality. Video quality is a subjective measure: different people 
perceive video quality differently. Therefore, it is difficult to measure video quality in a 
reliable manner. In this section the subjective and objective measures which have been 
devised to measure the video quality are discussed. 
5.4.3.1 Subjective video quality measurement 
Subjective video quality measurements are carried out to assess the perceived quality of a 
video sequence. These involve a number of observers assessing the quality of the video 
and using these assessments to form a general conclusion about the video quality, called 
the Mean Opinion Score (MOS). The perceived video quality can be influenced by 
number of factors such as the picture quality, frame rate and jitter (the variation in frame 
rate). Subjective tests can capture all these factors and, therefore, forms a realistic opinion 
about the actual video quality. There are a number of standard subjective video quality 
assessment methods specified in [61] for multimedia applications. Methods for subjective 
assessment of television pictures are recommended in [62]. This work is concerned with 
subjective quality assessment methodology specified in [61] as it deals with algorithms 
developed for multimedia applications such as video conferencing and mobile video. 
The following three methods are commonly used in subjective video quality assessment 
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Absolute Category Rating (ACR) 
The test video sequences are presented one at a time ("single stimulus" method) and the 
observer is asked to rate them according to the following 5 level scale: 
5- Excellent 
4- Good 
3- Fair 
2- Poor 
1- Bad 
The observers are given a voting time of less than or equal to 10 seconds between each 
sequence. Typical presentation timing is shown in Figure 5.5. 
TA TB TC 
A 
<_1Os 
B 
<_1Os 
C 
<_1Os 
Voting Voting Voting 
Figure 5.5: Presentation timing of sequences A, B and C 
It is recommended to repeat each sequence at a different time to obtain more reliable 
ratings. This method is useful to obtain an absolute measure (how acceptable the video 
sequence is) of the quality of video sequences. 
Degradation Category Rating (DCR) 
The test video sequences are presented in pairs, where the first video sequence is the 
reference and the second is the video sequence under test. The sequence under test is 
compared with the reference and the quality is rated on a degradation category scale. 
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5- Imperceptible 
4- Perceptible but not annoying 
3- Slightly annoying 
2- Annoying 
1- Very annoying 
The reference and the test sequence pairs can be shown simultaneously (reference on the 
left and sequence under test, on the right) for smaller picture sizes such as CIF and QCIF. 
It is desirable to synchronise the left and right had sequences. Similar to ACR a voting 
time of 10 seconds or less is allowed between sequence pairs. This method is useful to 
assess the video quality of coded video using a particular algorithm, compared with a 
reference video. 
Pair Comparison Method (PC) 
This method is useful to compare number of video sequences produced using different 
systems under test. For example, to compare video encoded through 3 different coding 
algorithms (say A, B and Q. 
With this method, test sequences are shown in pairs (one after the other or side by side for 
smaller sizes like CIF and QCIF). These pairs are shown in all possible orders as below: 
AB, BA, AC, CA, BC, CB 
However, the sequence of pairs should not necessarily be in this order; they can be in 
random order. In general, for `n' systems under test, there are possible n(n-1) 
combinations to be tested. 
The observers are asked to mark the preferred sequence in every pair. Here, each 
sequence pair is automatically replicated. Presentation timing should be similar to 
previous tests with voting time limited to 10 seconds. 
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Experimental Considerations 
The recommendation [61] also provides general guidelines for designing the tests. The 
number of observers (or users/viewers) should be between 4 and 40. However, it is 
recommended to have at least 15 observers for the test. The observers should not be 
experts in picture quality evaluations or should not be involved in similar work in day to 
day life. There should be at least 2 repetitions of each test condition (for ACR and DCR) 
in each subjective test, for the results to be reliable. Furthermore, viewing conditions, 
environmental conditions and guidelines for the instructions given to the viewers are also 
specified. 
The statistical accuracy of the results of subjective video quality assessment methods 
discussed above depends on employing a sufficient number of observers and using 
repetitions of test sequences. This is a time consuming and costly process. A new method 
is discussed in chapter 6, which employs user feedback and produces similar results in a 
fraction of time required for a standard subjective test such as the pair comparison test. 
5.4.3.2 Objective video quality measurement 
Objective video quality measurements are used to measure the video quality, typically in 
situations where fast (sometimes online) and repeatable measurements of the distortion or 
the difference between the video under test and a reference video are needed. 
PSNR 
The Peak Signal to Noise Ratio (PSNR) is the most commonly used objective measure of 
video quality. PSNR is measured as follows: 
(2» _ 1)2 PSNR(dB) =10 " log10 MSE 
(6-2) 
Where n is the bit depth and MSE is the Mean Squared Error between corresponding 
pixel values of the original image and the current image of the sequence under test. 
For MxN array of pixels, MSE is given by: 
MN 1 
MSE (I'o (l, j) -P (1, j)), (6-3) MxN i=1 i=1 
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Where Po (i, j) denotes a pixel from the original image and P (i, j) denotes the 
corresponding pixel from the test image. The parameters `i' and `j' point to a position in 
the pixel arrays. The MSE in itself can be a measure of distortion. However PSNR is 
preferred because the log scale provides a more realistic mapping to quality variations. 
Note that it is assumed that the original (perfect) video sequence is available for PSNR 
calculation. The PSNR of a complete video sequence is generally taken as the average 
PSNR over all the frames. 
A higher PSNR generally relates to higher video quality and lower PSNR relates to lower 
quality. However, there are instances where PSNR does not correlate well with subjective 
video quality as shown in [63] (also see the example shown in [64]). Another drawback 
of PSNR is that it does not take into account temporal aspects such as frame rate and jitter. 
Different approaches for objective video quality measurement are discussed in [65] [66]. 
These methods try to accommodate the aspects of human visual system that influence 
how people perceive video quality. However, they fail to provide accurate measures that 
can be calculated without committing a large amount of computational complexity. 
Therefore, PSNR continues to be the most commonly used objective quality measure. 
In addition to the PSNR, the difference between an original picture (or a region) and test 
picture (or a region) can also be evaluated using the following measures. 
SAD 
The Sum of Absolute Differences (SAD) is calculated as follows. 
MN 
SAD=2] 2] IPo(6)-P(i, i)I 
i=1 j=1 
(6-4) 
The same notation as in equation (6-3) is used. The SAD can be calculated with low 
computational complexity using only additions and subtractions. 
SSD 
The Sum of Squared Differences (SSD) is calculated as: 
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MN 
SSD = (Po (i, j) -P (i, J)) Z (6-5) 
The same notation as above is used. SSD can be calculated without using divisions. Note 
that the difference between SSD and MSE is that MSE is the average of SSD over all the 
pixels in the region. 
Both SSD and SAD calculate the amount of residual energy between the two pictures or 
regions. Therefore, they are used as low complexity approximations to the objective 
video quality. 
5.4.3.3 Summary of video quality measurement 
Subjective video quality assessment methods tend to be time consuming and expensive 
because they involve a number of observers watching video sequences and rating them 
according to a particular scale. However, they are needed for a realistic measure of 
perceived video quality. Objective measures are faster and produce more consistent 
results; however, they do not always correspond to actual subjective quality. PSNR is the 
most commonly used objective measure but is known to correlate poorly with subjective 
quality in some scenarios. 
5.5 Conclusion 
This chapter presents the experimental methods used in this research project. The 
algorithms developed during the project are tested using software simulation. The 
H. 264/AVC reference software codec is used as the reference codec and the algorithms 
are implemented by modifying the source code of the reference encoder. Standard test 
video sequences are used to evaluate the performance of the algorithms. The performance 
of the algorithms is evaluated by measuring the computational complexity, bit rate and 
subjective and/or objective video quality. 
The next chapter presents a new subjective video quality assessment technique aimed at 
significantly reducing the time required to carry out subjective quality tests, compared to 
the standard methods described in this chapter. 
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6Video Quality Measurement with User 
Feedback 
6.1 Introduction 
A new subjective video quality assessment technique named "User Feedback Quality 
(UFQ)" method is presented in this chapter. This new method was presented in [13] and 
is also the basis for a European patent application [14]. The UFQ method, as the name 
suggests, incorporates the feedback from user (or observer / test subject) to control the 
output video quality as part of a rapid video quality measurement method. This method is 
well suited to test scenarios where the user is required to select the preferred video 
sequence from a range of candidates. A feedback mechanism enables the user to control 
the display of the video and to converge on the preferred video sequence within a short 
period of time. Compared with the standard pair comparison (PC) method, the UFQ 
method produces comparable results in a fraction of the time normally required to carry 
out subjective video quality assessment. 
This chapter is organised as follows. Section 6.2 explains the background and the 
motivation behind the development of the UFQ method. The user feedback quality (UFQ) 
method is described in section 6.3. The experimental method is presented in section 6.4 
followed by results & discussion in 6.5 and conclusion in section 6.6. 
6.2 Background 
The earlier chapter on experimental methods (chapter 5) described subjective and 
objective video quality measurement methods. Objective methods such as PSNR provide 
automatic and repeatable results. However, they do not accurately measure the perceptual 
quality. Subjective methods provide a realistic guide to actual perceived video quality. 
Obtaining an accurate outcome from subjective tests typically involves carrying out many 
time-consuming tests with a large number of test subjects, making them costly and 
difficult to carry out. The UFQ method described in this chapter addresses the problem of 
reducing the time taken to carry out subjective video quality evaluation. 
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A typical subjective test requirement is to determine the preferred choice from a set of 
alternative versions of a video clip, for example, versions of the same clip encoded with 
different encoders, alternative strengths of a post-processing filter and alternative trade- 
offs between frame-rate and image quality for a given bit rate. In this type of scenario, the 
conventional Pair Comparison (PC) method can be used. As described in the previous 
chapter (section 5.4.3.1), the alternative versions of a video clip must be compared with 
each other using all the possible combinations and graded by the test subjects. The time 
required to carry out a test increases linearly with the number of alternatives to be tested. 
Table 6.1 shows the number of pair combinations and the estimated time to carry out a 
subjective test for varying number of alternative versions of video clips. It is assumed that 
the running time of each video clip is 15 seconds, the video sequence pairs are displayed 
simultaneously side by side and the voting time for each pair is 10 seconds. 
Table 6.1: Estimated test durations for PC method 
No. of alternative versions 
(n) 
No. of pair combinations 
n(n-1) 
Estimated test duration 
3 6 2 mins, 30 secs. 
5 20 8 mins, 20 secs. 
10 90 37 mins, 30 secs. 
Therefore, in some cases (for example, choosing a preferred trade-off between frame rate 
and image quality), when there is a large number of possible outcomes, the test designer 
is faced with a choice between: 
a) running a very large number of time consuming tests in order to obtain a fine- 
grained result or; 
b) limiting the number of tests at the expense of the granularity or accuracy of the 
result. 
Experience in carrying out subjective tests shows that most test subjects get tired and lose 
concentration after the first 10 - 15 minutes of the test. Therefore, time consuming tests 
may not produce accurate results. 
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The User Feedback Quality measurement (UFQ) method described in the next section is 
particularly well-suited to the test scenario described above, i. e. choosing between a 
number of alternative coding or processing options. The UFQ method incorporates 
feedback from the user, such that the user actively selects the preferred alternative. 
6.3 The User Feedback Quality Measurement Method 
The User Feedback Quality (UFQ) method requires the user to interactively choose a 
preferred video clip from a set of alternative options. The user is presented with a 
continuous video display (either a long video sequence or a short sequence presented in a 
loop) and interacts with the display using an input control (for example, an on-screen 
slider bar or a slider-type input device). The slider position controls the display of the 
video clip, either by controlling video processing in real time or by selecting from a 
number of pre-processed video clips. In the situation where the slider selects from a 
number of video clips, the software maintains the time position in the video sequence so 
that the clip is not interrupted. The user moves the slider until the preferred video clip is 
selected. The slider position is recorded (sampled) at regular time intervals. 
When the test ends (typically at a point chosen by the user), the "optimum" choice of 
parameters for this user is determined from the recorded final slider position. The final 
slider position reflects the user's preferred video quality. A record of the slider's position 
during each test may also give some insight into the user's response to the video clip, for 
example an oscillating position may indicate uncertainty on the part of the test subject. 
The UFQ method has the potential to deliver subjective test results in a fraction of the 
time required for traditional methods, since the preferred outcome of a particular user is 
reached in a single "pass" of the test (where a "pass" means that the user steps through 
the different video quality levels in a preferred manner that may be unique to each user). 
The UFQ method differs from continuous evaluation methods such as "Simultaneous 
Double Stimulus for a Continuous Evaluation" (SDSCE, described in [61]) because in 
UFQ, the test subject interacts with the displayed video sequence in contrast to SDSCE, 
where the slider is used only as a voting mechanism. The use of a slider to allow a user to 
control the rate of transmission errors in coded audio data is described in [67] [68] but the 
authors do not address the application of user feedback to measure subjective video 
quality. 
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6.4 Experimental Method 
An experiment was carried out in order to evaluate the performance of the UFQ method 
in comparison with Pair wise Comparison (PC) method. Two CIF video clips (Mobile - 
300 frames and Violin - 300 frames) were encoded using the H. 263 test model encoder 
TMN8 [69]. Four different versions of each video clip were encoded, each with a 
different frame rate and a constant coded bit rate. This is a typical trade-off experienced 
in coding scenarios, i. e. choosing between temporal and spatial quality, constrained by a 
maximum bit rate. Table 6.2 & Table 6.3 lists the mean quantisation parameters and 
obtained bit rates at different frame rates for the two sequences. 
Table 6.2: Mobile - different frame rates at constant bit rate 
Frame Rate (fps) Mean Ouantiser Achieved Bit Rate (kbps) 
30 27.77 384.23 
15 19.88 385.74 
10 15.67 386.66 
7.5 13.08 386.60 
Table 63: Violin - Different frame rates at constant bit rate 
Frame Rate (fps) Mean Ouantiser Achieved Bit Rate (kbDs) 
25 23.45 128.22 
12.5 15.65 128.94 
8.33 12.54 128.46 
6.2 10.77 128.89 
Using the UFQ software application, the user switches between different versions of the 
sequence using an on-screen slider bar. The user is presented with a continuous, repeating 
video clip and moves the slider bar until the preferred video clip is selected. Switching 
between video clips is synchronized so that there are uninterrupted smooth transitions. 
Therefore, viewers only notice the change in video quality with continuous playback of 
video. The software records the slider position (and hence the chosen video clip) at 
regular time intervals. The user is instructed to choose the final slider position that 
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corresponds to the preferred video clip. Figure 6.1 shows a screen shot of the UFQ 
software application showing the "Violin" video sequence. 
In this experiment, each participant assessed one set of alternative versions of a clip 
(either Violin or Mobile) with the UFQ method and the other set of clips with the PC 
method. There were 22 participants in total, i. e. II sets of test results for each method 
with each video clip. 
Slider Bar 
Figure 6.1: Screenshot of UFQ software application 
The PC assessment was carried out according to the procedures described in [61 ]. Pairs of 
clips (two versions of the same clip coded at the same bit rate but with different frame- 
rates) were presented side by side on a grey background and the user was asked to choose 
the clip with the "best" video quality. The UFQ assessment was carried out as described 
above, i. e. the test subject was presented with a continuously running clip and was asked 
to select the slider position that gave the "best" video quality. The total time required to 
carry out each test (PC and UFQ) was recorded. 
6.5 Results and Discussion 
The preferred choice of video frame rate for each of the two sequences is shown in Figure 
6.2. Table 6.4 lists the average time (in seconds) required to carry out each test (PC and 
UFQ) together with the time saving achieved by the UFQ method. 
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Figure 6.2: Distribution of user preferences 
Table 6.4: Average time taken to complete each test 
Video Sequence PC UFQ Time Saving 
Violin 348 seconds 47 seconds 86% 
Mobile 388 seconds 65 seconds 83% 
Figure 6.2 demonstrates that there is a clear similarity between the responses obtained 
from the two test methods. In each case, the sequence with the lowest frame rate and 
hence the highest image quality has the highest frequency of preference (6.25 fps for 
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Violin and 7.5 fps for Mobile). There is some variation in the distribution of responses for 
the PC and UFQ methods but analysis (Appendix C) indicates that it is not significant 
enough to suggest a difference between the population mean preferences of the two 
methods. 
The UFQ method produces a final result in a significantly shorter time than the PC 
method, since the user "homes in" on the preferred video clip or preferred parameters by 
moving the slider. In this experiment there were four parameter choices for each clip and 
the UFQ test took on average less than one sixth of the time taken to carry out the PC test. 
This time saving is likely to increase for larger numbers of test parameters. The time 
required to carry out the PC test increases with `n' (the number of parameter choices) 
whereas the time taken to reach the final result with the UFQ test does not depend on W. 
In fact, several test subjects commented that they felt a larger number of parameter 
choices would have made it easier to reach a decision on the optimum choice, since the 
changes in frame rate and image quality would have been smoother and more fine- 
grained. 
Each test subject was asked to choose the video sequence that had "the best video 
quality". The results indicate that the majority of users chose the sequence with the best 
image quality (at the expense of a low frame-rate). This implies that the test protocol (and 
in particular the instructions given to the test subjects) had some influence on the 
subjective test outcome. 
6.6 Conclusion 
This chapter describes a new method of subjective quality evaluation for digital video, the 
User Feedback Quality (UFQ) method. The new method enables the user to control the 
video display and select the preferred video quality using a slider control. The 
experimental results indicate that the UFQ method achieves the same result as established 
subjective quality assessment methods such as the pair comparison method, in a fraction 
of the time. The method significantly reduces the time taken to carry out subjective 
quality assessment and therefore has the potential to reduce the cost of testing and/or 
enable an increased number of tests to be carried out. The UFQ method is particularly 
well-suited to measure visual quality where there is a choice between a number of 
parameters such as different frame rates, alternative coding algorithms or alternative post- 
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processing algorithms and has the added benefit of supporting a very fine-grained quality 
assessment result. 
The primary objective of this research is complexity management of H. 264/AVC 
compliant video encoders. The following chapters describe the main contributions of this 
research in relation to the primary objective. The next chapter (chapter 7) presents a 
performance evaluation of the H. 264/AVC standard, followed by a review of existing 
low-complexity algorithms for H. 264/AVC. This chapter identifies the lack of techniques 
for effective computational management. 
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7 Low Complexity Video Coding 
7.1 Introduction 
The H. 264/AVC standard supports a variety of coding tools and options in order to 
achieve high compression efficiency. However, gains in compression efficiency are 
achieved at the cost of increased computational complexity. The first part of this chapter 
(section 7.2) evaluates coding tools and coding options in H. 264/AVC in terms of rate- 
distortion performance and computational complexity. The second part of this chapter 
(section 7.3) investigates existing low complexity and variable complexity algorithms 
with particular emphasis on algorithms developed for H. 264/AVC encoders. Finally, 
section 7.4 explains the motivation behind the low-complexity algorithms developed 
during this project. 
7.2 Performance Evaluation of H. 264/AVC 
This research is aimed at low complexity implementations of H. 264/AVC in 
processor/power constrained environments. A typical target application is video over 
wireless networks with encoders running on mobile handheld devices. The baseline 
profile of H. 264/AVC suits these applications because of its comparatively low 
complexity and the availability of error resilience tools such as ASO and FMO. Therefore 
this research is primarily focused on the implementation of baseline profile encoders. The 
analysis in this chapter is limited to the baseline profile of the H. 264/AVC standard. The 
JM7.4 reference software is used with the following "default" configuration (see Table 
7.1): 
Table 7.1: JM7.4 - Default configuration 
Parameter Value 
Slice structure 1 slice per frame (IPPPP.. ) 
Rate-distortion optimisation OFF 
Number of reference frames 1 
Motion estimation (full) search range 16 
Macroblock partition modes All 
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All other input parameters of JM7.4 are kept constant. Experiments are carried out to: 
" Compare the rate-distortion performance and computational complexity between 
inter and intra prediction, 
" Measure the computational complexity of motion estimation and mode decision 
and 
" Evaluate the rate-distortion and complexity performance of different macroblock 
partition modes, multiple reference frames and the use of rate-distortion 
optimised mode decision [58]. 
Comprehensive performance evaluations of H. 264/AVC can be found in [3] and [5]. 
7.2.1 Intra vs. Inter Prediction 
In this first experiment, the compression performance and the computational complexity 
of inter predictive and intra predictive coding of H. 264/AVC are investigated. The coding 
options available for inter and intra prediction coding in H. 264/AVC are described in 
Chapter 3. 
The Foreman sequence (QCIF, 300 frames @ 30 frames per second) is encoded using the 
above default parameters to obtain six inter coded sequences at constant QP values of 12, 
18,24,30,36 and 42. Note that for inter coded slices the JM7.4 encoder considers both 
intra modes and inter modes to encode each macroblock (as the standard allows). 
Therefore the set of encoded sequences are named as "Inter & Intra". A set of "Intra 
Only" versions of the same Foreman sequence is obtained by encoding the video 
sequence (at same QP values as above) with all the inter macroblock partition modes 
disabled, and thereby, forcing the encoder to encode the whole sequence using intra 
modes only. The bit rate and the average PSNR of the luminance component of each 
version of the sequence (at each constant QP level) is recorded along with the time taken 
to encode. 
Figure 7.1 plots the rate-distortion performance of inter ("Intra & Intra") coding alongside 
the rate-distortion performance of "Intra only" coding. These plots suggest that inter 
prediction achieves more than 50% increase in compression efficiency compared with 
"Intra only" prediction. For example, the dotted lines show the approximate resultant bit 
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rates (calculated using linear approximation between adjacent points) of inter and intra 
coding at a luminance PSNR of 40dB. The bit rate of "Infra only" coding is nearly 1275 
kbps whereas bit rate of "Inter & Intra" is 350 kbps, resulting in a 72.5% increase in 
compression efficiency. Note that the improvement in compression efficiency is 
calculated as the percentage decrease in bit rate at the same level of quality (luminance 
PSNR). 
The computational complexity is measured as the encoding time spent by the encoder. 
The encoder spends on average 5.71 seconds to encode the sequence as intra only, while 
inter coding requires on average 50.08 seconds. In this case the inter prediction process is 
approximately 8 times more computationally complex than intra prediction. 
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Figure 7.1: Comparison of rate-distortion performance between "Intra only" coding 
and "Inter & Intra" coding for "foreman" sequence. 
7.2.2 Motion Estimation and Mode Decision 
The H. 264/AVC standard does not specify any motion estimation method to obtain the 
best prediction or any strategies for selecting best macroblock coding modes. These 
remain the responsibility of the encoder implementation. However, motion estimation and 
mode decisions play a major role in achieving high compression efficiency. 
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Software profiling is carried out for the JM7.4 reference software using the Microsoft 
Visual C++ profiling tool for function timing, which can be used to measure the time 
spent on each function during the execution of a software program. The first 100 frames 
of the Foreman (QCIF) sequence are encoded at QP = 24 with the default configuration. 
Results show that motion estimation and mode decision functions take up more than 65% 
of the total processing time of the encoding process. The rest of the processes such as 
transform and quantisation, entropy coding and other encoder management overhead take 
up only 35% of the total processor time. 
This indicates that the encoder spends a large proportion of available processing 
resources on the motion estimation and mode decision process. The following 
experiments provide more insight into the benefits and associated computational 
complexity of different macroblock modes and the number of reference frames used 
during the motion estimation and mode decision process. 
7.2.3 Macroblock Partition Modes (Inter Prediction) 
The H. 264/AVC supports variable block size motion compensation, where each 
macroblock can be partitioned and sub partitioned into different block sizes (partition 
modes) and they can be individually motion compensated using separate motion vectors. 
However, to achieve high compression, the encoder needs to evaluate all the possible 
block combinations resulting in high computational complexity. 
In this experiment, macroblock partition modes are grouped into three mode groups as in 
Table 7.2. The Foreman (QCIF, 300 frames) sequence is encoded using each mode group 
(the encoder only evaluates macroblock partition modes belonging to the mode group) at 
six constant QP levels (12,18,24,30,36 and 42). 
Table 7.2: Macroblock partition mode groups. 
Mode Group Partition/Sub partition block sizes 
1 16x16 
2 16x16,16x8,8x16,8x8 
3 16x16,16x8,8x16,8x8,8x4,4x8,4x4 
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Figure 7.2 shows the rate-distortion performance of the three macroblock partition mode 
groups. The dotted lines point to the approximate bit rates of each mode group at a 
constant PSNR of 40dB, with the bit rates calculated using linear approximation (see 
Table 7.3). 
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Figure 7.2: Rate-distortion performance of different macroblock partition mode 
groups 
The increase in compression efficiency is calculated as the percentage bit rate saving 
relative to mode group 1 (using only 16x16 partition mode). Similarly, the increase in 
computational complexity due to evaluation of additional modes is calculated as the 
percentage increase in encoding time relative to mode group 1. 
According to the results, compression efficiency is improved as the number of 
macroblock modes evaluated is increased. Using partition modes from 16x 16 down to 
8x8 increases the compression efficiency by 13.3% relative to just using 16x16 mode. In 
this case however, going down to 4x4 level only increases the compression efficiency by 
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a further 4.5% while the increase in computational complexity is doubled. The selection 
of different partition modes typically depends on the amount of detail and activity present 
in a video sequence. For example, a better prediction signal may be obtained by using 4x4 
sub partition sizes in scenes with high motion and detail. Therefore the relative rate- 
distortion increases contributed by different partition modes may depend on the type of 
video sequence. 
Table 7.3: Foreman - Relative compression efficiency and computational complexity 
of macroblock partition mode groups at constant quality (at Y PSNR = 40dB) 
Mode group Approximate 
bitrate (kbps) 
Average 
encoding time 
(s) 
Increase in 
compression 
efficiency 
Increase in 
computational 
complexity 
1 422 31.34 - - 
2 367 39.59 13.3% 26.3% 
3 347 50.08 17.8% 59.8% 
7.2.4 Number of Reference Frames 
This experiment is carried out to evaluate the benefits of using multiple reference pictures 
for motion compensation. With multiple reference pictures, the encoder can select the 
best reference picture for prediction from a number of available reference pictures. 
However, the computational complexity increases because motion estimation and mode 
decision should be carried out for each candidate reference picture in order to select the 
best prediction. 
The Foreman sequence (QCIF, 300 frames) is encoded by allowing the encoder to use 5 
reference pictures for inter prediction. The sequence is encoded using same constant QP 
values as before. The rate-distortion performance and computational complexity is 
compared with the Foreman sequence encoded with 1 reference picture in Figure 7.3. The 
increase in compression efficiency of using 5 reference pictures compared with using 1 
reference picture is found to be 10.4% (at PSNR = 40dB). This increase is achieved at the 
cost of increasing the computational complexity by almost 5 times (total time required for 
1 ref. picture encoding is 50 seconds while average time for 5 ref. pictures coding is 246 
seconds). 
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Figure 7.3: Foreman sequence - Comparison of rate-distortion performance between 
using 1 reference picture and 5 reference pictures 
A similar experiment is carried out for the Claire sequence (QCIF, 494 frames). The 
performance between 1 reference frame and 5 reference frames is compared in Figure 7.4. 
In this example, the relative increase in compression efficiency of using 5 reference 
pictures is only 1.35% whilst computational complexity is increased by 5 times. 
The above examples show that although the compression efficiency is increased by 
increasing the number of reference pictures, the benefit is sometimes limited when 
compared with the amount of computational complexity involved. However, the use of 
multiple reference frames is generally useful for video scenes containing oscillating or 
repetitive movements. For example, a better match for the current block may be available 
in a non-adjacent picture (a few pictures away from the current one) where the object or a 
part of the object contained in the current block reappears in nearly the same orientation 
and position. Therefore, a more significant increase in compression efficiency can be 
expected for these types of sequences. 
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Figure 7.4: Claire sequence - Comparison of rate-distortion performance between 
using 1 reference picture and 5 reference pictures 
7.2.5 Rate-distortion Optimisation 
The JM7.4 reference software carries out rate-distortion optimised mode selection when 
Rate-distortion Optimisation (RDO) is enabled. The encoder selects the best macroblock 
mode by evaluating a Lagrangian cost function for each macroblock. This evaluation is 
carried out using the coded rate and distortion of each macroblock mode, which requires 
the macroblock to be encoded and decoded using all the possible modes before selecting 
the best mode and therefore, increasing the computational complexity. 
This mode decision strategy does not form a part of the H. 264/AVC standard. However, it 
was described in chapter 4 how rate-distortion optimisation can be used to achieve good 
rate-distortion performance in video coding. Furthermore, computational complexity 
issues associated with large number of possible encoding modes such as in H. 264/AVC 
were also described. The following experiment evaluates the performance of RDO mode 
selection in the JM7.4 reference encoder. 
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The Foreman sequence (QCIF, 300 frames) is encoded by enabling RDO in the JM7.4 
encoder at different QP levels. The performance is compared with the set of sequences 
encoded without using RDO (see Figure 7.5). Analysis reveals that by using RDO, the 
compression efficiency is increased by nearly 4% (4% at Y PSNR 40dB, 3.86% at Y 
PSNR 45dB) and the computational complexity is increased by 58%. A similar evaluation 
was carried out for Claire sequence (QCIF, 494 frames). The results show a similar 
increase in rate-distortion performance (3.8% increase at Y PSNR of 40dB and 6.7% 
increase at Y PSNR of 45dB) while increasing the computational complexity by 45%. 
7.2.6 Evaluation Summary 
The results of the evaluations can be summarised as follows: 
" Inter prediction achieves more than 50% increase in compression efficiency 
compared to intra only prediction. However, complexity is increased by a factor 
of eight. 
9 Motion estimation and mode decision process consume most of the processing 
resources during encoding. 
" Compression performance can be increased by using more macroblock partition 
modes. According to the results for the Foreman sequence, the relative increase 
in performance tends to be marginal when smaller block sizes are used. However, 
the computational complexity tends to increase with the increase in partition 
modes. 
0 Similarly, the performance can be increased by using more than one reference 
picture for prediction. However, the increase is sometimes hardly justifiable 
when compared to the increase in computational complexity. 
"A rate-distortion optimised mode decision strategy increases the rate-distortion 
performance, however with a significant increase in computational complexity. 
Note that the results may vary for different video sequences having different levels of 
motion and detail. 
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Figure 7.5: Foreman sequence - Rate-distortion performance, with and without 
rate-distortion optimisation 
The H. 264/AVC standard supports a number of coding modes and options. The coding 
modes and options individually provide varying amounts of compression gains depending 
on the encoded sequence. The significant gains in compression efficiency over previous 
coding standards are achieved by the combined effect of using various coding modes 
tools and options. However, the computational complexity is significantly increased by 
using many coding modes and options. Therefore, low-complexity algorithms have been 
developed to reduce the computational complexity of encoding by typically using only a 
subset of coding modes and options (or using more efficient methods of coding), whilst 
trying to maintain the compression efficiency of utilising the full set of modes and 
options. 
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7.3 Low Complexity Algorithms 
This section investigates existing low complexity algorithms developed for block based 
video encoders. Since the objective of this work is to manage the computational 
complexity of an H. 264/AVC encoder, more emphasis is given to algorithms developed 
specifically for the complexity reduction of H. 264/AVC encoders. 
7.3.1 Low Complexity Algorithms: General Block Based Video Coding, 
H. 263 and Other Previous Coding Standards 
Many low complexity algorithms developed for general block based coders and specific 
video coding standards such as H. 263 are available in the literature. Here they are 
broadly categorised into fast motion estimation and fast DCT algorithms. A selection of 
algorithms are described below. 
7.3.1.1 Motion estimation 
The most computationally intensive motion estimation algorithm is the full search where 
all the pixel positions are searched for a good match within a search window. This 
method generally achieves the best rate-distortion performance since all the positions are 
evaluated. Fast motion estimation algorithms tend to reduce the number of positions 
searched for the best match while trying to maintain the same compression efficiency as 
full search. A number of fast motion estimation algorithms have been presented in the 
literature. Some of these algorithms can be found in [70]. This discussion will be limited 
to only one of the general algorithms. Fast motion estimation algorithms for 11.264/AVC 
are discussed in section 7.3.2.1. 
A block based fast motion estimation algorithm called the Nearest Neighbour Search 
(NNS) is described in [71]. The algorithm carries out a localised search from a search 
centre based on a motion vector prediction. The motion vector prediction is typically 
calculated as the median of the motion vectors of the neighbouring left, top and top right 
macroblocks. Each search layer carries out a diamond shape search at neighbouring pixel 
positions until the minimum SAD (or other best match criteria between the original and 
the predicted block) is in the middle of the diamond (see Figure 7.6). The algorithm also 
provides a flexible termination criterion based on Lagrangian complexity-distortion cost 
and a cost difference threshold in order to control the computational complexity by 
controlling the number of positions searched. It has been shown that this algorithm 
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matches the rate-distortion performance of' a till search with a fraction or the 
computational resources. 
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Figure 7.6: Nearest Neighbour Search (NNS) algorithm 
7.3.1.2 DCT 
In encoders such as H. 263, the DCT is carried out on 8x8 blocks of samples. The I)(' 
calculations typically require a significant amount ofcomputational complexity compared 
with other encoding functions [72] [73]. Therefore, low complexity algorithms have been 
developed to reduce the computational complexity of the DC'I' calculations. 
An adaptive algorithm was presented in [73] to reduce the complexity of D(- l and 
quantisation process. The algorithm calculates the SAD value between the original block 
and the motion compensated prediction block. This is compared against threshold values 
in order to determine whether to skip the DCT and set all coefficients to zero, calculate 
only the DC component, calculate only low frequency components or to carry out the t'ull 
DCT calculations. The thresholds are obtained using a statistical model tier the I)("I' 
coefficients and the quantisation parameter. Ilowever, a single statistical model is used 
for all sequences resulting in variable perli)rmance t1 or dillcrent types of sequences. 'I'hc 
results showed a significant drop in computational complexity with little or no loss in 
video quality. 
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An algorithm to control the computational complexity of an H. 263 encoder (or any block 
based encoder using DCT transform) by controlling the number of DCT calculations has 
been presented in [72,74]. The SAD of each block (between the original and the motion 
compensated prediction) is compared with a threshold to determine whether to skip the 
DCT and set all coefficients to zero. The threshold is updated adaptively so that a target 
complexity level can be maintained. The algorithm can reduce the complexity of the DCT 
and quantisation up to 70% - 90% with only a small loss in image quality. However, the 
rate-distortion performance is not clearly presented. 
In [75] and [76], an algorithm is proposed to predict the occurrence of skipped 
macroblocks prior to motion estimation. A significant amount of computational 
complexity is saved by not coding the macroblocks that are likely to be skipped by the 
normal encoder. The skipped macroblocks are predicted by estimating the low frequency 
quantised coefficients of each macroblock and comparing with thresholds (the thresholds 
are obtained empirically). The results (using the H. 263 reference encoder [69]) indicate 
that significant computational savings can be achieved with only a small loss in rate- 
distortion performance. This algorithm is explained in chapter 8 of this thesis. 
7.3.2 Low Complexity Algorithms: H. 264/AVC 
This section reviews some of the low complexity algorithms designed specifically for 
H. 264/AVC standard encoders. In previous coding standards such as H. 263 the 
processing resources have been more or less equally distributed among motion 
estimation/compensation, transform/quantisation and other encoding functions [72]. 
However, in H. 264/AVC the DCT transform is replaced by an efficient integer transform 
[6] and due to the large number of encoding modes and options, the motion estimation 
and mode selection process tends to consume most of the processing resources during 
encoding. Therefore the main research efforts have been concentrated on low complexity 
implementations of the motion estimation and mode selection process. 
7.3.2.1 Motion estimation 
A fast motion estimation algorithm for H. 264/AVC was initially proposed in [77] and has 
been later incorporated into the H. 264/AVC JM reference encoder [58]. The Hybrid 
Unsymmetrical-cross Multi-Hexagon-grid Search (UMHexagonS) algorithm (as 
incorporated into JM reference software) estimates an initial motion vector prediction 
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using information such as motion vectors of neighbouring macroblocks (median), motion 
vectors of larger partition modes than the current mode (up-layer) and the motion vector 
of the current partition using previous reference frame (neighbouring reference frame). 
Using the best motion vector prediction as the centre, the integer pixel motion search is 
carried out in various shapes such as an unsymmetrical cross, local square full search, 
hexagonal grid and a hexagon based search patterns to avoid getting trapped in local 
minimum points. Once the best integer position is obtained, the sub-pixel motion 
estimation is carried out in a diamond based pattern around a sub pixel motion vector 
prediction which is obtained from the initial motion vector prediction. The results 
presented in [77] indicate that the algorithm achieves from 41% to 67% total encoding 
time saving compared with the full search while keeping the same rate-distortion 
performance. Further modifications to this algorithm, such as using simple motion vector 
prediction (using only the spatial median and up-layer prediction) and replacing the local 
square full search with a hexagonal search have been proposed in [78]. The presented 
results indicate a further 46% to 57% increase in computational savings compared to [77], 
with improved rate-distortion performance. 
A fast algorithm for motion estimation using multiple reference pictures (long term 
motion estimation) has been presented in [79). Complexity savings are achieved by 
adaptive motion search window location based on neighbouring motion vector 
information and motion estimation of lower resolution pictures with temporal and spatial 
search range reduction. The authors report significant complexity reductions compared to 
full search. However, no comparison is made with other fast motion estimation 
algorithms. 
73.2.2 Mode decision 
Fast macroblock mode selection algorithms have been proposed and incorporated into the 
H. 264/AVC reference test model software (JM - Joint Model software) [58]. 
A fast algorithm for rate-distortion optimised intra mode decision in an I1.264/AVC 
encoder was proposed in [80] and presented in [81]. This algorithm has been incorporated 
into the H. 264 JM reference software [58]. The low complexity infra mode decision is 
based on local edge directional information where only the most probable intra modes are 
evaluated according to an edge direction histogram of the macroblock (in intra prediction 
directions). 
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An algorithm for fast inter mode decision is proposed in [82] [83]. The algorithm detects 
homogeneous and stationary regions to determine the inter prediction block size. For 
example, larger block sizes are selected if the region is more homogeneous. The 
homogeneous regions are detected using edge detection carried out in fast intra mode 
decision algorithm in [80] (discussed above). Stationary regions are detected using the 
SAD between the current and co-located macroblock in the reference picture. For 
example, if the 16x16 mode has zero motion and the macroblock is stationary (SAD < 
Threshold), inter 16x16 is chosen without evaluating other modes. This fast inter mode 
decision algorithm was also incorporated into the mode decision process of the JM 
reference software [58]. Two further modifications to the fast mode decision in JM 
reference software were introduced in [84]. First, an early skip mode decision was 
introduced for macroblocks in P-slices, where the motion estimation of the 16x 16 
partition is carried out first. If the transform coefficients are all zero and the motion 
vectors are equal to motion vector prediction, skip mode is chosen without evaluating any 
other mode. Second, the selective intra mode decision carries out intra mode prediction of 
a macroblock in a P-slice only if the spatial correlation between the current macroblock 
and the neighboring (already decoded) pixels is higher than the temporal correlation of 
the current macroblock with the pixels in the reference picture. The hypothesis is that if 
the current macroblock has a larger correlation in the spatial direction, it has a higher 
probability of being coded as an intra predicted macroblock. The experimental results 
indicate an average of 30% reduction in computational complexity with only a small drop 
in rate-distortion performance. The early skip decision was extended to B-slices in [85]. 
In a similar way to P-slices, the direct mode is evaluated first in B-slice macroblocks. The 
mode is selected as B-Skip if all the coefficients are zero, without evaluating any other 
mode. The results indicated an average reduction of 66% in encoding time for sequences 
coded in main profile with B-Slices. 
Some of the other fast mode decision algorithms proposed for H. 264/AVC encoder are as 
follows. 
In [86], the authors present two algorithms for fast rate-distortion optimised mode 
selection of an H. 264/AVC encoder. First, a number of candidate modes are selected 
(without evaluating all the modes) by performing non-optimised mode selection (low 
complexity mode decision described in [58], also see section 9.3.1) and choosing the 
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modes with lowest mode costs. The second algorithm carries out rate-distortion optimised 
mode selection using an estimated rate rather than calculating the actual rate for the 
selected modes. The presented results indicate only a small loss in PSNR with a 
significant drop in computational complexity. However, the changes to the rate and 
therefore the actual rate-distortion performance are not clearly shown. The algorithm uses 
a fixed number of candidate modes without considering sequence statistics which can 
lead to a loss in performance for some sequences. A similar algorithm is described in [87], 
where the number of candidate modes for rate-distortion optimisation is reduced by 
calculating a simple RD cost similar to the low-complexity mode selection described in 
JVT-K049 [58]. Although the authors claim that the number of candidates is selected 
according to the QP, the method of selection has not been presented. 
A fast block size selection algorithm for inter frame coding was presented in [88]. The 
algorithm calculates the spatial complexity of a macroblock by estimating the energy of 
the transformed AC coefficients and selects the block sizes accordingly. An early skip 
decision is made if the SAD between the current and co-located macroblock in the 
reference picture is below a threshold. However, the decision making process is largely 
heuristic and the development of the algorithm is not supported by any analytical or 
experimental evidence. In [89], the original picture and the reference picture are down. 
sampled and pre-encoded to find the best prediction modes. The best prediction modes of 
the down-sampled picture are used to select subsets of candidate modes for inter 
prediction of the original picture. The authors of [90] present a hierarchical approach for 
fast mode decision using thresholds and cost comparison of already calculated modes (a 
largely heuristic approach). 
A fast mode decision for intra only encoding based on the macroblock correlation 
between current and previous pictures has been presented in [91]. The results depend on 
the selection of a threshold. However, the threshold is selected using trial and error 
methods. 
A skip mode selection algorithm for H. 264/AVC has been proposed in [92] for rate- 
distortion optimised mode selection of an H. 264/AVC encoder (JM9.0 [931). This skip 
selection is carried out using Bayesian decision criterion by modelling the Probability 
Density Functions (PDF) of rate-distortion cost difference between "coding" and 
"skipping" a macroblock and the probability of the macroblock being coded or skipped. 
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The PDFs are modeled based on the QP and sequence activity. The concept of measuring 
and using sequence activity levels was introduced during this work [7] and are explained 
in Chapter 10. The results shown indicate good rate-distortion performance results with 
significant time savings5. 
7.4 Summary 
Low-complexity algorithms have been developed to reduce the computational complexity 
of encoding functions such as motion estimation, mode selection and transform & 
quantisation. The hypothesis behind these algorithms is that the computational 
complexity of video compression can be reduced without significantly reducing video 
compression efficiency. 
In H. 264/AVC standard encoders, the most computationally intensive process tends to be 
motion estimation and mode selection and therefore the main focus of recent research has 
been to reduce the complexity of this process. In general, the following characteristics are 
common to most of the algorithms discussed in the previous sections. 
1. The achieved complexity reductions and rate-distortion performance typically 
depend on the activity of the video sequence. 
2. The low complexity algorithms are mostly threshold based. Many algorithms 
derive these thresholds empirically using trial and error methods. 
3. Video sequence statistics are not typically taken into account for modelling and 
threshold calculations, leading to performance degradation for sequences with 
different activity levels. 
4. The algorithms tend to be mostly heuristic and lack an underlying theoretical 
basis for the decision making process. 
s Scalable complexity reduction is not carried out in this method. However, scalability can be 
achieved by shifting the decision threshold away from equal probability points with a similar 
effect to introducing a Lagrangian complexity cost in the complexity control algorithm described 
later in chapter 10. 
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5. No significant attempt has been made to control the computational complexity 
and to manage the complexity of a real-time encoder in order to maximize the 
performance with limited processing resources. 
The algorithms developed during this project are based on the hypothesis that the 
computational complexity of the encoding process can be reduced by using efficient 
coding methods and/or utilising only a subset of coding modes and options whilst 
maintaining the original rate-distortion performance. However, the scope of this project is 
not limited to reducing the computational complexity of an 11.264/AVC encoder. The 
objective is to manage the computational complexity of a real-time H. 264/AVC encoder 
in order to produce maximum rate vs. video quality performance with limited available 
processing resources. 
In the next chapter, an existing low-complexity algorithm is integrated into an 
H. 264/AVC encoder. The algorithm skips the motion estimation and mode decision 
process (and subsequent processing stages) for some macroblocks and therefore 
eliminates the computational cost of processing these macroblocks. The coding time of 
the encoder is reduced without significantly reducing rate-distortion performance. 
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8Macroblock Skip-mode Prediction 
8.1 Introduction 
This chapter presents a complexity reduction algorithm for an 1.264/AVC encoder. The 
algorithm predicts macroblocks that are likely to be skipped after processing, i. e. 
macroblocks coded as P-Skip in H. 264/AVC baseline profile. The skipped macroblocks 
are predicted prior to motion estimation by calculating the residual energy of the 
macroblock, therefore saving the computational effort of carrying out motion 
estimation/compensation and further processing stages for these macroblocks. The results 
indicate that the skip-mode prediction algorithm can achieve a significant reduction in 
computational complexity with only a small drop in rate-distortion performance. 
8.2 Hypothesis 
The variety of coding tools available in the H. 264/AVC standard contribute to increased 
rate-distortion performance, however with increased computational complexity compared 
with previous coding standards. For example, the H. 264 standard supports variable block 
size motion compensation, multiple reference frames for motion compensation prediction, 
quarter pixel accurate motion vectors and motion compensation over picture boundaries 
to improve the accuracy of the motion estimation process resulting in higher compression 
efficiency. The performance evaluation of some of the above coding tools revealed that 
these compression gains are achieved with a significant increase in computational 
complexity. In particular, the analysis shows that motion estimation and mode decision 
process consumes more than 65% of the processing resources during encoding, thus 
making it the most computationally expensive process in an 11.264 encoder (section 7.2.2). 
Therefore, any complexity reduction algorithm proposed for an 11.264 encoder should 
benefit from concentrating on reducing the complexity of the motion estimation and 
mode decision process rather than subsequent processing stages. 
Low complexity or variable complexity algorithms have been developed for the main 
coding stages in a video codec and are implemented in standards-based encoders such as 
H. 263 and H. 264/AVC encoders. Some of these algorithms were reviewed in chapter 7. 
In [75] and [76], the authors propose an algorithm for managing the computational 
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complexity of an H. 263 encoder by predicting and not processing macroblocks that are 
likely to be skipped after the motion estimation process. The algorithm estimates the 
energy of low frequency quantised coefficients in the residual macroblock (compared to 
the same position in reference picture, i. e. without motion estimation) to classify it as 
"skipped" or "not skipped". If the macroblock is classified as "skipped", the algorithm 
indicates the presence of a skipped macroblock in the bit stream and no further encoding 
is carried out. If the macroblock is classified as "not skipped", the usual encoding 
functions are carried out for the macroblock. The results presented show a significant 
complexity reduction without any significant loss in compression efficiency. 
The rationale behind the skip prediction algorithm in [75] [76] is, 
" The encoder normally skips a significant proportion of macroblocks, especially 
for low activity sequences, during encoding. The authors have shown that an 
H. 263 encoder typically skips from 13% to 76% of the macroblocks depending 
on the sequence type and quantisation used. Therefore, a significant proportion of 
computational complexity can be saved by identifying and avoiding the 
processing of these macroblocks before the motion estimation process. 
" By accurately predicting skipped macroblocks (macroblocks that the encoder 
would choose to skip after motion estimation process) it is possible to avoid 
degradation in rate-distortion performance. 
Figure 8.1 shows a simplified block diagram of a macroblock skip prediction algorithm. 
If a macroblock is predicted as "skip", further processing of the macroblock is skipped 
and the presence of a skip macroblock is signalled to the bit stream. Otherwise, the 
macroblock is coded as normal. The advantage of the macroblock skip prediction 
algorithm is that all the computational effort required to carryout motion estimation and 
further processing stages are saved for the macroblocks that are predicted as skip. This 
advantage makes the macroblock skip-prediction an attractive technique for reducing the 
computational complexity of an H. 264/AVC encoder because the algorithm can be 
applied before the motion estimation process. However, significant complexity savings 
can only be achieved if a significant number of macroblocks are skipped by an 11.264 
encoder after evaluating all the possible modes during motion compensation. 
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Experiments were carried out to measure the number of macroblocks skipped by the 
H. 264/AVC reference encoder JM7.3 for diflercnt video sequences. The encoding 
parameters are set to the default configuration used fier the baseline encoder evaluation in 
chapter 7 (Baseline profile, one slice per picture, IPPP, 121)O disabled, one reference 
frame). These parameters are chosen to reflect likely choices I'm- an 11.2(. 1 
implementation on a power- and/or computation-constrained device. The results are 
shown in Table 8.1. A significant amount of macrohlocks are skipped during encoding. 
especially in lower activity sequences such as "Claire". 
Table 8.1: Macroblock skip percentages 
Test sequence QP PSNR-Y(dß) MB skip o 
Carphone (QCIF, 28 36.30 
250 frames) 32 33.26 44.07% 
Foreman (QCIF, 28 35.32 24.04% 
)00 frames) 32 32.54 35.82% 
Claire (QCIF, 28 39.43 78.631 % 
494 frames) 32 336.40 84.96'%, 
122 
Therefore it can be hypothesized that macroblock skip-prediction can be used to bypass 
the processing of these macroblocks and hence significantly reduce the computational 
complexity of an H. 264/AVC encoder. However, the rate-distortion performance of the 
algorithm depends on the accuracy of the skip-prediction algorithm. The possible 
outcomes of a skip prediction algorithm are shown in Table 8.2. It shows that accurate 
predictions are needed to achieve the objective of the algorithm. It is assumed that the 
pre-processing cost of the prediction algorithm is negligible compared to the complexity 
of the processing of the macroblock. The algorithm should minimise the chances of 
predicting a macroblock that should be coded as "skip" because this will incur a rate- 
distortion penalty. 
Table 8.2: Possible prediction outcomes of the skip-prediction algorithm 
Normal Prediction Rate-distortion Computational 
encoding performance complexity 
result 
Skip Skip unchanged Reduced 
Code Code unchanged Slightly increased due to 
pre-processing of the 
prediction algorithm 
Skip Code Unchanged, because the Slightly increased due to 
macroblock is skipped pre-processing of the 
after normal processing prediction algorithm 
Code Skip Reduced Reduced 
8.3 Skip-mode Prediction 
This section explains the skip-prediction algorithm [75] [76] in detail and its 
implementation in the H. 264/AVC reference encoder JM7.3. This work has been 
presented in [94]. 
8.3.1 Skip Macroblock Selection in JM Encoder (JM7.3) 
The H. 264/AVC JM encoder carries out a mode decision process to select the best 
macroblock coding mode and identifies certain macroblocks as skipped during encoding. 
When Rate-Distortion Optimised (RDO) mode selection is enabled, the skip mode is 
evaluated together with other possible coding modes as described in chapter 4 by 
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encoding the macroblock using each mode (including skip mode) and selecting the mode 
which minimizes the Lagrangian rate-distortion cost. 
When RDO mode selection is disabled, skip mode is selected for a macroblock if the 
following conditions are met: 
1. The chosen macroblock partition size is 16x16 (i. e., a single motion vector for the 
macroblock). 
2. The X and Y components of the MVD (motion vector difference) are zero, 
relative to the skip mode motion vector prediction. Note that the skip mode 
motion vector prediction is slightly different from the median prediction [2] (refer 
section 3.6.6). 
3. The chosen prediction reference is the previous frame in display order. 
4. All coefficients are zero after transform and quantisation. 
The macroblock partition sizes (or intra modes) are chosen during motion estimation and 
mode decision according to the following cost minimisation [58]: 
min {SA(T)DO + SA(T )D} (s-1) 
The flow chart for motion estimation for each macroblock partition mode is shown in 
Figure 8.2. 
The parameter SA(T)DO is a weighting factor based on the quantisation parameter, 
macroblock mode and (for inter predicted macroblocks) an estimation of the number of 
bits required to encode the motion vectors and reference frame(s). SA(T)D is the block 
difference (or the residual energy) between the original block and the motion 
compensated block using the motion vector. The (T) in SA(T)D refers to optionally 
using the Hadamard transform to calculate the block difference. When the Hadamard 
transform is not used, the SA(T)D is calculated as the SAD between the original and the 
motion compensated block. If the Hadamard transform is used, the pixel differences are 
transformed (using a 4x4 Hadamard for each 4x4 block within each block) and sum of the 
absolute values are taken. 
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For each partition mode, motion estimation is carried out by evaluating and selecting the 
motion vectors that minimises equation 8-1. The mode which results in the lowest 
`min{SA(7)DO + SA(I)D}' cost is selected as the best mode. 
Motion estimation for each 
partition mode 
For each candidate motion vector 
and reference frame 
Compute SA(7)DO 
Compute prediction block difference I 
YES / Hadamard 
Hadamard transform and option 
compute S'A(7)D ON? 
NO 
Compute S4(nD0 + SA(I)D 
min {SA(7)DO + SA(7)D} 
NO 
reached ? 
YES 
Done 
Figure 8.2: Flow chart for motion estimation 
The weighting factor SA(T)DO is biased to favour the skip mode when the partition size 
is 16x16 and the motion vector difference is zero. The encoder starts the motion 
estimation process using the motion vector prediction as the base. Therefore, zero motion 
vector differences mean that motion vectors are equal to the motion vector prediction. If a 
macroblock is skipped by the encoder, the decoder reconstructs the skipped Mß by 
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motion-compensated prediction from the current reference picture, using a motion vector 
predicted from previously-decoded motion vectors. 
8.3.2 Skip-prediction Algorithm 
8.3.2.1 Basic prediction 
Skipped macroblocks tend to have low residual energy at zero motion vector position 
(SAD00). In [75], the authors have shown that SAD00 correlates well with the probability 
of a macroblock being skipped and that this relationship depends on the quantisation step 
size. The skip prediction algorithm forms a basic prediction using the high correlation 
between the quantised residual energy of a macroblock at zero motion vector and the 
probability of that macroblock being skipped. In [75], the residual energy is normalised 
by the quantisation step size in order to obtain similar relationships for all quantisation 
step sizes. 
Experiments were carried out by encoding a video sequence (Foreman - QCIF, 300 
frames) at different QP levels using JM7.3 (default configuration, without using 
Hadamard transform) and recording the residual energy SA(T)D00 of each macroblock for 
16x16 mode with zero motion vector difference (motion vector is the motion vector 
predictor). The selected coding mode of each macroblock was also recorded. 
Figure 8.3 shows probability of macroblocks being skipped (y-axis) against residual 
energy SA(T)Doo normalised by the quantisation step size Qstep (x-axis). The two plots 
show the Foreman sequences encoded at QP=26 and 32, using the 11.264 reference 
software JM7.3. The dotted region plots each macroblock which has a particular 
SA(T)Doo/Qstep against the probability of the macroblock being skipped. The solid line 
represents the Cumulative Density function (CDF) of the macroblocks and indicates the 
distribution of macroblocks having various SA(T)D00/Qstep values. The CDF values are 
normalised to one (equals to 100%) so that the values correspond to the y-axis. 
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Figure 8.3: Distribution of skipped macroblocks 
The plots indicate that low SA(T)D00/Qstep values correlates well with high skip 
probability `P(skip)' indicating that skipped macroblocks have low residual energy. The 
skip-probability distributions of normalised residual energy at both QP=26 and 32 show 
similar behaviour with clear cut off points (zero probability) at approximately 150. The 
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CDF curve shifts left as the QP value increases, corresponding to an increasing number of 
macroblocks being skipped as the QP value increases. When the quantiser step size is 
large, there will tend to be more macroblocks with a smaller SA(T)Doo/Qstep value 
resulting in negligible residual energy. These distributions are similar to the distributions 
presented in [75] which were obtained using an H. 263 reference encoder TMN 10 [47]. 
Therefore a similar prediction threshold for H. 264/AVC encoder can be set such that; 
If SA(T)Doo/Qstep < Threshold (T16,, 16) 
Skip the Macroblock 
Else 
Encode normally 
This basic prediction can be generated using the distortion estimate for zero motion 
vector SA(T)Doo . This value 
is typically calculated as the first step of motion estimation 
of 16x16 macroblock partition mode and therefore is available to the encoder without 
further computation. 
8.3.2.2 Calculating luma gradient 
In [75] it was demonstrated that the basic algorithm (described above) incorrectly predicts 
as "skipped" certain macroblocks in which there is a small area of significant residual 
data, typically found at the edge of moving objects in a scene. In these macroblocks, there 
is often a significant gradient in the luma residual data which leads to non-zero quantised 
transform coefficients. Therefore, a second threshold is introduced in order to avoid 
macroblocks with significant luma gradients being marked as skip. The luma gradient is 
approximated as follows: 
The macroblock is partitioned into four 8x8 blocks and each 8x8 block is further divided 
into four 4x4 blocks as shown in Figure 8.4. 
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Figure 8.4: Macroblock partitioning for the approximation of luma gradients 
The luma gradient within each 8x8 luma block is approximated as follows. First, the SAD 
value of each 4x4 luma block within the 8x8 block is calculated. These are marked in the 
figure as SAD A, SAD_B, SAD _C and 
SAD_D which correspond to the top left, top 
right, bottom left and bottom right 4x4 blocks respectively. 
Then, the absolute vertical, horizontal and diagonal luma gradients (denoted by Grad V, 
Grad_H and Grad _D 
respectively) are calculated as follows: 
Grad 
_V 
= abs( SAD _A 
+ SAD 
_B - 
SAD 
_C - 
SAD_D) (8-2) 
Grad_H = abs( SAD _A - 
SAD_B + SAD_C - SAD_D) (8-3) 
Grad 
_D = abs( 
SAD 
_A - 
SAD_B - SAD_C + SAD_D) (8.4) 
The maximum luma gradient within an 8x8 block is calculated as: 
Grad 8x8_max = max(Grad H, Grad V, Grad_D) (8-5) 
These calculations are carried out for all four 8x8 blocks of the macroblock. The 
maximum luma gradient value out of all 8x8 blocks (Grad_MAX) is chosen as the 
maximum luma gradient present in the macroblock. Note that this method is used to 
roughly approximate the luma gradients present without using a significant amount of 
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computational complexity, since the computational complexity introduced by the skip- 
prediction algorithm should be minimised. 
8.3.2.3 The complete algorithm 
This algorithm adapted from [75,76], predicts skip-mode macroblocks in an 11.264 
encoder by estimating the residual energy and the maximum luma gradient within a 
macroblock prior to coding. The algorithm is summarised as follows: 
For each macroblock in the picture: 
1. Calculate the predicted 16x16 motion vector for the macroblock. 
2. Calculate the total luma SA(T)D for zero motion vector difference (this is 
SA(T)Doo). 
3. Calculate the maximum luma gradient of the macroblock as described in section 
8.3.2.2. 
4. Make the skip prediction decision as follows. 
If {SA(T)Doo/Qstep < Threshold (T16,, 16)} AND (Grad MAX < TOM) 
Skip the macroblock 
Else 
Encode normally 
8.4 Results 
Table 8.3 shows the performance of the skip mode prediction algorithm. It lists data for 
"Carphone" sequence (QCIF, 250 frames) encoded with QP = 28 and 32. In both cases 
T16X16 and Ted were selected so that the total number of macroblocks skipped 
(macroblocks predicted as skipped as well as the macroblocks skipped after encoding) are 
approximately the same as the number of macroblocks skipped during the original 
encoding process. The thresholds were set using a trial and error method, by encoding the 
sequence with different threshold levels and selecting the thresholds which satisfy the 
above criterion with a good rate-distortion performance. The complexity reduction was 
calculated using the actual coding time of the sequence. The table demonstrates that the 
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algorithms can significantly reduce computational complexity with a small drop in PSNR 
(0.14dB). 
Table 8.3: Carphone -Performance of the skip-prediction algorithm 
Algorithm QP PSNR-Y Bit rate Complexity reduction PSNR 
(dB) Kbps Time Skipped 
macroblocks 
drop 
Original 28 36.30 150.58 
Algorithm 28 36.16 149.26 25% 27% 0.14 
Original 32 33.26 81.74 
Algorithm 32 33.12 80.66 31% 33% 0.14 
Figure 8.5 shows the PSNR performance on a frame-by-frame basis for the algorithm 
with a complexity reduction of 25%, for the Carphone sequence encoded with a QP value 
of 28. The graph shows a small PSNR drop (average 0.14 dB) when the sequence is 
encoded with the macroblock skip prediction algorithm. 
PSNR Y (dB) Carphone QP=28 
37.5 = 
Original 
37 
36.5 
36 
35.5 
35 1 
0 50 100 150 200 250 
Frame number 
Figure 8.5: PSNR performance of the algorithm with 25% complexity reduction 
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This small PSNR drop could be attributed to the algorithm incorrectly skipping some 
macroblocks that should have been coded. For example, macroblocks containing edges of 
moving objects could produce high frequency AC coefficients (that are not detected by 
the algorithm) when matched with the reference macroblock with zero displacement 
relative to the prediction. 
Figure 8.6 shows two sample frames from the Carphone video sequence (frame 24, QP = 
28) coded using the original encoder and the reduced complexity encoder. No significant 
difference can be observed between the two coded video frames. 
Carphone - Original encoder Carphone - Algorithm 
Figure 8.6: Visual comparison between the algorithm and the original encoder 
(Carphone, frame 24 @ QP = 28) 
Figure 8.7 shows the rate-distortion performance of the algorithm compared to the 
encoder running the normal encoding process for the Carphone video sequence (QCIF, 
250 frames) encoded at QP = 26,28,30 and 32. Only a small drop in rate-distortion 
performance can be observed. The drop in rate-distortion performance is mainly due to 
incorrectly predicting some macroblocks as "skip". These incorrectly skipped 
macroblocks incur a PSNR penalty with a drop in bit rate. However, the drop in bit rate is 
not sufficient to offset the drop in PSNR and therefore results in a drop in rate-distortion 
performance. 
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Figure 8.7: Rate-distortion performance of the complexity reduction algorithm 
8.5 Conclusion 
This chapter investigates a complexity reduction algorithm for an 1-1.264/AVC encoder 
which is adapted from an existing algorithm [75,76] developed for 11.263. The algorithm 
predicts skipped macroblocks by calculating the residual energy before performing the 
motion estimation. Macroblocks predicted as "skipped" are not processed further, saving 
all further computation. The advantages and the disadvantages of this algorithm can he 
summarised as follows: 
Advantages 
Significant reduction in computational complexity can be achieved by predicting 
skipped macroblocks before processing. 
Complexity savings can be achieved without a significant loss in rate-distortion 
performance by carefully selecting the threshold values. 
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Disadvantages 
" This is a threshold based algorithm. However, the algorithm does not offer a 
solution other than trial and error methods, to find the threshold values that 
achieve a good compromise between rate-distortion performance and complexity 
saving. 
" It is not possible to set threshold values that are suitable for a range of different 
video sequences or different QP values of the same video sequence. 
Therefore further research effort was focused on developing algorithms that retain the 
advantages of the skip-prediction algorithm without the disadvantages of using thresholds. 
The next chapter describes a new algorithm developed for macroblock skip-prediction 
based on well known Lagrangian rate-distortion optimisation techniques. The new 
algorithm does not use any thresholds and uses an adaptive model in order to incorporate 
different video statistics into the decision making process. 
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9 Complexity Reduction of an H. 264/AVC 
Encoder using Lagrange Cost Function 
Estimation 
9.1 Introduction 
A new complexity reduction algorithm for an H. 264/AVC encoder is presented in this 
chapter. This is a skip-macroblock prediction algorithm where computational savings are 
achieved by identifying, prior to motion estimation, macroblocks that are likely to be 
skipped and hence saving further computational processing of these macroblocks. In this 
new algorithm, the early skip-macroblock prediction is made by estimating a Lagrangian 
rate-distortion cost function. The algorithm employs a model of the expected rate- 
distortion cost of skipping versus coding the macroblock to determine whether the 
macroblock should be coded or skipped. The Lagrange multiplier parameter is adaptively 
modeled in order to incorporate local sequence statistics into the decision making process. 
Simulation results demonstrate that the algorithm can achieve computational savings of 
19-67% (depending on the source sequence) with no significant loss of rate-distortion 
performance, compared with a "baseline" non-optimised encoder. The development of 
this new algorithm has led to a journal publication [7] and a conference paper [8]. 
The Lagrangian optimisation theory and its applications to rate-distortion optimisation in 
video coding were explained in chapter 4 in detail. Section 9.2 briefly revisits some 
important concepts used in the Lagrangian rate-distortion optimised mode selection 
algorithm [51] employed by the H. 264/AVC reference encoder JM7.3 (herein after 
referred to as the "JM Encoder"). The Lagrangian rate-distortion cost based low- 
complexity slip prediction algorithm is described in section 9.3 followed by results and 
conclusion. 
9.2 Rate-distortion Optimised Mode Selection 
The problem of rate-distortion optimised mode selection over a group of N macroblocks 
and the use of Lagrange optimisation methods to solve this problem are discussed in 
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chapter 4 in detail. Assuming macroblock independence (see section 4.3.3.5), the sub- 
optimal solution is given by: 
N 
M' = ZargminJ(X1) (9.1) 
j-l 
M, 
Where now: 
J(XI) = D(X1, Mr) + AR(X 1, M, ) (9-2) 
The mode selection algorithm incorporated into the JM encoder [51] assumes 
independence between macroblocks and estimates a suitable value of A for every 
macroblock as a function of the current QP. In the JM encoder, the macroblock mode is 
selected by first encoding the macroblock in every mode and then selecting the mode that 
has the minimum R(D) cost given the estimated Lagrange multiplier A for the selected QP 
value. The modes include 13 intra modes, which use spatial prediction from previously- 
coded samples of the current frame, the inter mode with 259 possible combinations of 
motion compensation block sizes, motion compensated prediction from previously coded 
reference frame(s), and the skip mode in which no information (other than informing the 
decoder that the macroblock is being skipped) is transmitted for this macroblock. 
Therefore, despite the simplifying assumption of macroblock independence and the 
estimation of A, rather than iterative evaluation for different values of A, the computational 
cost of the rate-distortion optimised (RDO) algorithm is high due to the requirement to 
encode each macroblock multiple times. 
Equation (9-2) expresses the rate-distortion cost of coding a macroblock, and is the basis 
for the complexity reduction algorithm described in this chapter. The Lagrange multiplier 
estimation based approach used in the JM encoder is utilized in order to reduce the 
computational complexity. First, the Lagrange multiplier to be used is estimated as a 
function of the video sequence and the quantisation parameter and then, the estimated 
multiplier is used to trade off the rate-distortion cost of coding a macroblock with the 
rate-distortion cost of skipping the macroblock. In the following sections, the skip mode 
selection algorithm is described in detail and the results of applying this algorithm within 
the framework of the JM encoder are presented. 
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9.3 Low Complexity Skip Prediction 
The skip-prediction algorithm reduces computational processing through early 
identification of macroblocks to be skipped. The skip prediction model aims to reduce 
computation by not processing a proportion of macroblocks whilst maintaining or 
improving rate-distortion performance. The new model is compared with the JM encoder 
operating with the following default parameters (hereinafter described as the "baseline 
encoder") similar to the encoder configuration used in chapter 8: 
1. Baseline profile 
2. One reference frame, one slice per frame, P-slices only (after an initial I-slice) 
3. Rate-distortion optimised mode selection disabled. 
These parameters are chosen to reflect likely choices for an 1.264/AVC implementation 
on a power- and/or computation-constrained device. 
9.3.1 Skip Prediction Model 
Let M1 be the coding mode chosen by the baseline encoder for macroblock X and let M, 
mK represent the skip mode. The rate-distortion cost of coding an MB is givcn in (9-2) 
while the cost of skipping a macroblock is: 
J(X,, mx)= D(X,, mK ) (9-3) 
The rate term is ignored since the rate associated with a skipped macroblock is effectively 
Zero. 
MacroblockX, " should be skipped (that is, not coded) if 
D(X1, Mi)+AR(X,, M, )>_ D(X,, mx) 
This is the decision making criteria for skip-macroblock prediction. 
(9-4) 
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9.3.2 Model Parameter Estimation (D, R) 
In equation (9-4), D(X1, mx) is the distortion between the current MB and the motion. 
compensated MB from the reference picture with zero displacement from the predicted 
vector MVP. The distortion is calculated as the MSE. This effectively is the actual 
distortion of the macroblock if the macroblock is skipped. D(X,, mK) may be 
calculated prior to coding the current macroblock, i. e., its calculation does not depend on 
any outputs of the coding process. 
D(X,, M1) is the MSE between the current MB and the decoded, reconstructed MB 
while R(X,, M; ) is the number of bits required to code the current macroblock using 
coding mode M1 e {m,,..., mK_I}. The actual values of D(X1, M) and R(X,, M, ) are 
not available prior to coding and therefore these parameters for each macroblock in the 
current frame (n) are estimated using the following models: 
D(n)(x, n), M1n)) _ adD(n-»)(Xin-, ), Mjn-1)) (9-5) 
And 
M9 n)ý _ arR 
(n-1) lXý n-1)' Mý n-1)ý (9-6) 
Where D ("-') (XI( "-') , Mý' . 
») is the MSE between the original and reconstructed 
macroblocks in the same position (co-located macroblock) in the previous frame (n-1) 
and R (-1) (X1 "-1), M, "-')) is the number of bits required to code the MB in the same 
position in the previous frame. The error `E' between the cost of coding a macroblock in 
the current frame and the cost of coding using the estimated parameters can be calculated 
as, 
s= D(") X (") M (") + AR(") X (") M (") (9-7) 
The values of ad and a, that minimises the estimation error, (ad 9 a. )*, are chosen 
according to the following: 
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(ad, a, )* = arg minad, a, 
E{2} (9-8) 
To avoid re-introducing complexity into the coding process, the optimal choices for the 
parameters are estimated prior to coding, and average values are used. Twelve different 
video sequences are encoded at several QPs and the error E(ý) values are calculated for 
ad and a,. between 0.1 and 2.0 (in steps of 0.1). The Lagrange multiplier A is calculated 
as described in section 9.3.3. The twelve sequences are chosen to reflect a wide range of 
video content and activity. The minimising values (ad, a, )S for each combination of 
sequence and QP are recorded and averaged (see Table 9.1). 
The averages of the minimising values are found to be ad =1.2 and a, O. 5. Note that the 
variance between R() and R°'-'" is found to be significantly higher than the variance 
between D() and D("), hence the minimum of E{Z 
} 
occurs for a relatively low value of 
a, . In order to achieve computational saving, the parameters ad and a, are not 
estimated for every MB; rather, fixed values fitting a wide range of sequences with 
varying degrees of motion and detail were selected. The fixed values of the parameters 
ad and a, are applied in the context of the algorithm described in section 9.3.4. The 
average values obtained (ad ; 1.2 and a, 4.5) minimize the estimation error. However, 
when applied to the skip prediction algorithm (see next section), the parameter value 
ad = 1.2 results in error propagation. This is because any error introduced by the skip 
algorithm increases with an estimation parameter which is larger than one. That is, if a 
macroblock is erroneously skipped, the probability of the co-located macroblock in the 
next frame being skipped is increased. Therefore, fixed parameters ad =1.0 and a, =0.5 
were chosen to provide an acceptable trade-off between rate-distortion and computational 
performance, i. e. these values approximately satisfy equation (9-8) and give acceptable 
performance across a range of video sequences and QPs. These fixed parameters are 
chosen to provide computational savings with minimal loss of rate-distortion performance 
(see results in section 9.4). 
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Table 9.1: Minimising values of ad and a, for selected video sequences. 
Sequence QP a; a; 
Foreman 25 1.3 0.6 
30 1.2 0.5 
33 1.1 0.6 
Carphone 25 1.3 0.6 
30 1.2 0.5 
33 1.2 0.4 
Claire 25 1.3 0.6 
30 1.3 0.3 
33 1.2 0.2 
Mother & daughter 25 1.2 0.6 
30 1.2 0.4 
33 1.2 0.3 
Akiyo 25 1.2 0.6 
30 1.1 0.4 
33 1.1 0.3 
Coastguard 25 1.2 0.7 
30 1.1 0.5 
33 1.1 0.3 
Container 25 1.2 0.4 
30 1.1 0.2 
33 1.1 0.1 
Hall objects 25 1.1 0.7 
30 1.1 0.4 
33 1 0.4 
News 25 1.2 0.6 
30 1.1 0.5 
33 1.1 0.4 
Silent 25 1.1 0.8 
30 1.1 0.7 
33 1.1 0.6 
Suzie 25 1.3 0.6 
30 1.2 0.5 
33 1.3 0.4 
Table 25 1.1 0.8 
30 1.1 0.6 
33 1 0.6 
Mean values 1.16 0.49 
9.3.3 Model Parameter Estimation (2) 
For a non-increasing, convex rate-distortion function, the Lagrangian parameter A is the 
(negative) derivative of distortion with respect to rate [95]. The algorithm is designed to 
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match the rate-distortion performance of the baseline encoder in order to achieve low- 
complexity. The Lagrange multiplier A is estimated with the assumption that distortion is 
a differentiable function of rate at all points. Since A is the negative of the slope of a D(R) 
curve at a given coding point it can be estimated as: 
A__dD 
dR 
(9-9) 
Where D and R are the mean distortion and rate, respectively, for a set of coded 
macroblocks. The distortion and rate for a given QP value are clearly dependent on 
macroblock statistics and the quality of motion-compensated prediction. 
In general, the number of bits required to encode a macroblock tends to be inversely 
proportional to the macroblock distortion so that lower bit rates can be achieved at the 
expense of higher distortion and vice versa. However, the number of coded bits achieved 
for a particular level of distortion also depends on sequence statistics such as the degree 
of motion (activity) and image detail. The rate-distortion curves are modelled with a 
simple polynomial model D=F" T-1 , where the value of the parameter F is 
determined by the activity of the sequence. 
Therefore, an activity factor F; is defined for the ih macroblock as: 
F, = D(X1, M; ) " R(X,, M, ) (9-10) 
Using the baseline encoder, a set of 50-frame video sequence segments were encoded at a 
range of QP values. The set of video sequence segments encompasses a wide variety of 
activity, from low to high motion and from low to high detail. Figure 9.1 plots average 
distortion D against average coded bits per macroblock R for three sequence segments, 
coded at selected QP values. The average activity in the sequence is calculated as 
Np 
F=1 F" , where 
NMB is the total number of macroblocks in the segment. The NMB 
i-, 
three curves represent different activity levels F, corresponding to the sequence segments, 
Foreman (frames 275-325) with F= 1191, Foreman (frames 100-150) with F=778 and 
Carphone (frames 100-150) with F=337. Figure 9.1 shows that higher sequence activity 
and higher quantisation parameter result in higher distortion for a fixed average bitrate. 
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As illustrated in Figure 9.1 by the coding points corresponding to QP=27, the D(R) 
curve and its slope at each QP is clearly dependent on both F and QP; therefore an 
estimate for ), was developed based on these two parameters. 
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Figure 9.1: Average distortion vs. rate per MB for selected activity factors, F. 
For a given activity factor F, A is estimated as the central difference using neighbouring 
D(R) points: 
I 5(QP)-5(QP+1) D(QP-1)-D(QP) 
2 R(QP)-R(QP+1) R(QP-1)-R(QP) 
The A(QP) calculated for different activity levels (using different sequence segments) is 
used to obtain an approximate relationship for A(QP) at each activity level. The curves 
for different activity levels are shown in Figure 9.2. The results show that the sequence 
activity has a more significant effect at high QP values. 
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Figure 9.2: Estimated Lagrange multiplier 2 vs. QP for selected activity levels, F. 
These curves are obtained by fitting the estimated ) values (using equation 9-11 ) to an 
exponential model, 
A=A"exp(B"QP) (9-1'_) 
Where the coefficients A and B depend on the average activity level of a sequence 
segment. By plotting the coefficient values A and B against corresponding activity factors 
and using linear regression, the following relationships between the coefficients .1 and B 
and the average activity factor F is obtained. 
A= 7.374.10-'F+5.239.10-5 (ýý_I 3) 
and 
B= -3.688.10-' F+0.3203 ßy_ 14 ) 
Therefore, ) can be estimated as a function of activity factor, F, and QP, 
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A= (7.374.10-$ "F+5.239.10-') exp[(-3.688.10-' "F+0.3203) . QP] (9-15) 
The solid lines in Figure 9.3 plot A (calculated using Equation 9-11) as a function of mean 
activity factor and QP for a number of sequence segments, extracted from the Foreman 
and Carphone sequences and chosen to represent different activity. The dotted lines plot 
the exponential model (9-15). 
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Figure 9.3: The parameterA as a function of QP and F (solid lines: experimental 
results, dotted lines: model). 
It is clear from Figure 9.3 that this model (equation 9-15) closely matches the measured 
performance across a variety of video sequence segments, from low activity to high 
activity, and a range of quantisation values. Figure 9.4 shows the error between the model 
(equation 9-15) and measured values for parameter 2, for a range of quantisation values 
and activity levels. The mean absolute error is found to be only 4.82%. The sequence 
activity factor and desired quantisation parameter are known and therefore an estimate of 
A can be made prior to coding. 
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9.3.4 Skip Prediction Algorithm 
The skip prediction algorithm proceeds as follows: 
1. For every macroblock, calculate D""(X,, mA. ) and read previously stored 
values ýýn 
1)/X(n 1) M(n Il and Rin 
I)( . (n I) Al I1). 
2. Calculate the activity factor for the current macroblock (which is an estimated 
value using the rate and distortion values of the co-located macrohlock in the 
previous picture): 
F= ýýn I)/ V(n I) a f(n I)) R(n 1)ýX(ii-I) 
, 
ý1 (n-I)) 
ý)-16) \A ý lVl ý1 
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24 1600 1400 Activity factor (F) 
3. Calculate ý using equation (9-15) by substituting F, for F. 
4. Choose "skip" mode if the following expression is true: 
DcR-1)(Xýý-1 , Mý"-n)+O. 
S/ýRýn-1)(Xýn-1), M)"-u) z D°' (X1+m, ) (9-17) 
5. If "skip" mode is chosen, no further processing is carried out and the macroblock 
is marked as "skipped". If "code" mode is chosen, process the macroblock as 
normal. 
9.4 Results 
The performance of the algorithm was evaluated by encoding a number of video 
sequences at QP levels ranging from 25 to 33 using; 
1. Baseline (original encoder) algorithm 
2. Skip-prediction (reduced complexity) algorithm and, 
3. High complexity, rate-distortion optimised (RDO enabled) algorithm. 
The resultant bit rates, average distortion and coding times were recorded. The rate- 
distortion performance of the three algorithms is shown in Figure 9.5. These results show 
that the reduced complexity algorithm has negligible effect on rate-distortion 
performance compared with the baseline algorithm. 
Figure 9.6 shows sample frames from the Foreman (frame 16) and Mother and Daughter 
(frame 86) sequences; coded using the baseline and reduced complexity encoders. It is 
evident that there is no perceivable difference between frame quality of the baseline and 
reduced complexity encoders. 
Table 9.2 shows the complexity reduction achieved by the reduced complexity encoder, 
both in terms of the percentage of macroblocks processed and coding time. The coding 
time is measured for the reduced-complexity encoder and the rate-distortion optimised 
encoder with respect to the time required by the unmodified baseline encoder. Note that 
the measured coding time includes the time taken to calculate the parameters of Equation 
(9-17). The results in Table 9.2 indicate that coding time is reduced by 19% to 67% 
compared with the baseline encoder due to the algorithm skipping (not processing) a 
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Figure 9.5: Rate-distortion performance of the baseline (original) algorithm, 
proposed skip prediction (reduced complexity) algorithm and high-complexity 
"rate-distortion optimised" algorithm used in the JM reference encoder for the first 
250 frames of Carphone, Foreman, Claire and Mother and Daughter sequences. 
significant number of macroblocks. The computational saving is higher for low-activity 
sequences such as Claire and Mother & daughter and lower for the high-activity sequence 
Foreman. The coding time for a particular sequence varies with the quantisation 
parameter QP and is typically higher for smaller QP. 
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Figure 9.6: Visual comparison between baseline and reduced complexity encoder 
output (Foreman, frame 16 @ QP =25 and Mother and Daughter, frame 86 (a QP = 
25). 
Table 9.2: Complexity reduction 
Percentage of MBs Coding time (relative to baseline encoder) 
Sequence name processed by the 
reduced complexity 
encoder 
Reduced 
complexity 
encoder 
Baseline 
encoder 
RD Optimised 
encoder 
Carphone 64 - 71 % 0.64-0.73 1.0 1.54- 1.77 
Foreman 69 - 78 % 0.71 -0.81 1.0 1.56-1.87 
Claire 31 -36% 0.33-0.38 1.0 1.50-1.60 
Mother & Daughter 44 - 45 % 0.46-0.47 1.0 1.51 - 1.69 
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Baseline - Foreman 
Baseline - Mother and daughter 
Since the skip prediction algorithm makes skip decisions based on an estimate of 
D(X;, M; ) and R(X1, M; ), for a given QP value, the algorithm produces a lower mean 
bit rate than the unmodified encoder. The approximations in the skip mode decision tend 
to produce an increase in the number of skipped macroblocks and hence a drop in the 
coded bit rate. At the same time, these approximations produce a drop in PSNR due to the 
algorithm occasionally choosing to skip macroblocks that should have been coded. The 
resulting rate-distortion behaviour closely matches that of the unmodified baseline 
encoder. In some cases (e. g. Claire and Mother & daughter sequences), the skip 
prediction algorithm actually performs better than the baseline encoder. Mode decisions 
made by the "baseline encoder" (refer section 9.3) are sub-optimal in a rate-distortion 
sense and in some cases the mode decisions made by skip-prediction algorithm (which 
are rate-distortion optimised but are based on estimated parameters and are restricted to 
the two mode choices code or skip) produce better overall performance. 
Coding time is substantially reduced because a significant number of macroblocks arc not 
processed by the encoder. This reduction is particularly high for low-activity sequences, 
where typically a high proportion of macroblocks are skipped during the normal coding 
process, but is still evident for high-activity sequences such as Foreman. 
9.5 Conclusion 
This chapter describes a new algorithm for skip-macroblock prediction in an 11.264/AVC 
encoder. The rate-distortion costs of coding or skipping a macroblock are estimated prior 
to processing and a decision is made whether to code the macroblock or stop further 
processing based on a Lagrangian cost function. The significant aspects of this algorithm 
can be summarised as follows: 
9 Encoder computational complexity is reduced by 19-67% with no significant loss 
of rate-distortion performance. 
The computational saving depends on the activity of the video sequence and is 
particularly significant for sequences with low/medium activity. 
The algorithm automatically adapts to different sequence statistics (without the 
need for any thresholds) by adaptively modelling the Lagrange multiplier based 
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on QP and sequence activity. An activity factor (F) is used to classify the 
sequence activity. 
The next chapter describes an algorithm to control the computational complexity of an 
H. 264/AVC encoder. The complexity reduction algorithm described above is further 
developed by extending the Lagrangian rate-distortion cost function to incorporate 
computational complexity so that the encoding process can be maintained at a target level 
of complexity. 
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10 Complexity Control of an H. 264/AVC 
Encoder 
10.1 Introduction 
This chapter presents a complexity control algorithm for an H. 264/AVC encoder. The 
complexity control algorithm is based on the complexity reduction algorithm described in 
chapter 9 which achieves varying degrees of complexity savings depending on the source 
video statistics. The contribution of the complexity control algorithm is to enable control 
of the computational cost of H. 264/AVC encoding. In a computation or power. 
constrained application it is important to be able to control and manage the computational 
complexity of key components such as the video encoder. In the context of this algorithm, 
the level of complexity is measured by the number of skipped macroblocks. 
The Lagrangian rate-distortion cost estimation carried out during skip macroblock 
prediction (chapter 9) is extended to incorporate computational complexity. 
Computational savings are achieved by early prediction of skipped macroblocks prior to 
motion estimation through estimating a Lagrangian complexity-rate-distortion cost 
function. A feedback control algorithm ensures that the encoder maintains a pre-defined 
target computational complexity. Simulation results demonstrate that the algorithm can 
effectively control the complexity of the encoding process whilst maintaining good rate- 
distortion performance. This work has been presented in [9]. 
10.2 Lagrangian Complexity-rate-distortion Cost 
The goal of complexity-rate-distortion optimised mode selection is to choose, from K 
available coding modes, the mode that minimizes distortion subject to a computational 
complexity constraint and a rate constraint. Keeping the same notation as in the previous 
discussions for a group of N macroblocks and K possible modes, an additional constraint 
on computational complexity is introduced as C. Assuming computational complexity 
and rate are independent resources, the constrained optimisation problem can be 
expressed as: 
1VI' = arg mints D(X, M) (io-i) 
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Subject to 
R(X, M) <_ R,, and C(X, M) <_ CC 
where M. is a vector of optimal mode allocations, D(X, M) is the distortion, R(X, M) is 
the coded rate and C(X, M) is the computational complexity of carrying out mode 
allocation process for the group of macroblocks. This may be written as an unconstrained 
problem using a Lagrange multiplier method as: 
N 
M' =arg min Z J(X; ) (10-2) 
Where, J(XL is the complexity-rate-distortion cost for macroblock i, and is given as 
J(X; )=D(X,, M)+2, "R(X;, M)+2, C(Xi, M) (10-3) 
Where, A, is the Lagrange multiplier associated with rate and A,, is the Lagrange 
multiplier associated with computational complexity. The proof of the Lagrange 
multiplier theorem in chapter 4 can easily be extended to incorporate the second resource 
constraint. The Lagrange multipliers A, and A, are chosen, considering all N 
macroblocks, such that the rate constraint and the computational constraint holds 
respectively. 
Assuming macroblock independence, the sub-optimal solution can be written as 
N 
W =1argrMinJ(X, ) 
Where now: 
(10-4) 
J(X; )=D(X,, Mi)+A, "R(X;, M; )+A,, "C(XMt) (10-5) 
This equation represents the complexity-rate-distortion cost of coding a macroblock and 
is the basis of the complexity control algorithm described in the following sections. 
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10.3 Complexity Control using Macroblock Skip-Prediction 
The complexity control algorithm controls computational processing through early 
identification of macroblocks to be skipped. Prior to coding each macroblock, the encoder 
estimates the complexity-rate-distortion cost of coding or skipping the macroblock. Based 
on these estimates, the macroblock is either coded as normal (i. e. the encoder processes 
the macroblock and selects an appropriate coding mode) or skipped (i. e. no further 
processing is carried out). The skip prediction model (explained in the next section) aims 
to control computation through processing a proportion of macroblocks according to a 
complexity budget, whilst trying to maintain optimum rate-distortion performance. The 
algorithm's performance is compared with the "baseline encoder" (JM7.3) described in 
the previous chapter. 
10.3.1 Skip Prediction Model 
Let M; be the coding mode (one of K possible modes) chosen by the baseline encoder for 
macroblock X. The complexity-rate-distortion cost of coding the macroblock X1 is given 
in equation (10-5). If the skip mode is Mj=mK, then the rate-distortion cost of skipping a 
macroblock is: 
J(X;, mK)=D(X;, mK) (10-6) 
Note that the rate associated with a skipped macroblock is effectively zero. The 
computational complexity associated with a macroblock identified as "skipped" prior to 
coding is assumed to be negligible, since no further processing is carried out. 
The following simplifying assumptions are made: 
" The computational complexity of all coded macroblocks is approximately the 
same. The JM Encoder (un-optimised low complexity mode) evaluates all 
possible macroblock modes (described in chapter 8-8.3.1) and selects the mode 
that minimises a cost function. Therefore, approximately the same amount of 
processing resources is used regardless of the selected coding mode, 
hence C(X,, M; ) =1. 
The effect on the bitrate due to complexity reduction is negligible. However, note 
that since macroblock skip prediction is used for complexity control, a significant 
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number of macroblocks are expected to be skipped (over and above the 
percentage of macroblocks normally slipped by the baseline encoder) to meet 
high complexity reduction targets. Therefore the bitrate may be reduced while 
trying to achieve high complexity reduction targets (see results in section 10.4). 
MacroblockX, " should be skipped (not coded) if, 
D(X, 'Mr)+A. -R(X; 'Mi)+A, 
>_ D(Xr'mx) (10-7) 
This is the decision-making criteria for the slip prediction model. Note that the difference 
between this equation (10-7) and the decision making criteria for the complexity 
reduction algorithm (chapter 9, equation 9-4) is the introduction of A, Computational 
complexity control is achieved by selecting the appropriate A., value, i. e. finding the A, 
value that matches the desired complexity constraint (see next section). 
The estimation of the parameters, D(X;, M, 
), A, , R(X;, Mf) and D(X;, mK) are 
carried out as in the complexity reduction algorithm (chapter 9) where the rate constraint 
is met by estimating the Lagrange multiplier for rate as a function of QP and sequence 
statistics. 
10.3.2 Complexity Control (frame level) 
The objective of the algorithm is to achieve a computational complexity target for each 
frame (in terms of target number of processed macroblocks) by selecting an appropriate 
A, whilst trying to maintain good complexity-rate-distortion performance. 
Finding the appropriate k to match a particular target complexity can be an iterative 
process because the complexity saving (skipped macroblocks) depends on the QP and the 
sequence statistics. In [53], a feedback algorithm has been used to estimate the Lagrange 
multiplier without using an iterative process. This is possible without losing optimality 
because, from the Lagrange multiplier theory it is understood that whatever Lagrange 
multiplier is chosen, the objective function is minimised for the corresponding resource 
constraint. 
Complexity control is achieved by choosing the parameter X via an adaptive proportional 
feedback algorithm. A complexity reduction budget (specified as a percentage of average 
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skipped macroblocks per frame) is allocated at the beginning of the encoding process. 
This budget is converted to a target number of macroblocks to be skipped per frame 
depending on the frame size. The parameter X is updated for the current frame (n) 
according to the following formulae. 
2(n) = Ac(n-1) + SAýn) cc 
(10-8) 
Where, 
Sý ý"ý = 0.2(1- C') 
2 (S, ' 
rger - 
S'actual (10-9) 
and, C' = (complexity reduction target)/ 100 (10-10) 
The parameter Sýe1 represents the target number of macroblocks to be skipped in the 
current frame and the parameter Säg is the actual number of macroblocks predicted as 
skipped during the encoding of the previous frame. The proportionality constant 
0.2(1-C')2 was experimentally obtained and changes adaptively according to the 
complexity budget in order to stabilize the feedback loop at a range of target complexity 
budgets. The parameter X °) is initialised to zero at the start of the encoding process. 
10.3.3 Skip Prediction Algorithm 
At the beginning of encoding 
Read the target complexity level set by the user and calculate S 9e1 
by multiplying (and 
rounding to nearest integer) the complexity reduction target with the number of 
macroblocks in a frame. 
At the be inning of each frame: 
If current frame = first frame 
Set Aý, n) =0 
Else 
Calculate 2' for the current frame using the equation (10-8) 
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Prior to coding each macroblock: 
(The steps, 1,2 and 3 are identical to the complexity reduction algorithm in chapter 9. ) 
1. Calculate D(") (X,, mK) and read previously stored values 
and 
2. Calculate the activity factor as in chapter 9, equation (9-16). 
3. Calculate ; as in chapter 9, equation (9-15). 
4. Choose "skip" mode if the following expression is true: 
Dc"-t>(X; "-°, M; "-' )+0.5. ß, R("-')(Xj"-», Mr"-'ý)+2ý zDý"ý(X,, mK) 
(10-1 1) 
5. If "skip" mode is chosen, no further processing is carried out and the macroblock 
is marked as "skipped". If "code" mode is chosen, process the macroblock as 
normal. 
At the end of each frame 
Record the actual number of macroblocks skipped by the algorithm during encoding of 
the current frame. This is used as S('-'for the calculation of ýý"ý for the next frame. actual 
10.4 Results and Discussion 
A number of QCIF test sequences were encoded using the "baseline" encoder using the 
above algorithm. Figure 10.1 shows the rate-distortion-complexity performance of the 
baseline codec (dashed lines) and the complexity control algorithm (solid lines) for the 
low-activity Claire sequence (QCIF, first 250 frames). The sequence is encoded at QPs 
from 26 to 32 with complexity reductions from 10% to 80% of skipped macroblocks. 
Note that a frame in a QCIF sequence consists of 99 macroblocks; therefore the target 
complexity reduction is used directly as the target number of macroblocks to be skipped. 
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Figure 10.1: Claire - Distortion, rate and complexity performance 
Figure 10.2 is the projection of the surfaces of Figure 10.1 on to the Rate-Distortion plane. 
It is evident that the complexity control algorithm performs better than the baseline 
encoder for most target complexities. For low activity sequences, the Lagrangian skip- 
prediction produces better overall rate-distortion performance, compared with the un- 
optimised baseline encoder (explained in section 9.4). 
For the Claire sequence, the baseline encoder skips 75% of macroblocks at Q11 26 and 
85% of macroblocks at QP=32 (i. e. 75-85% of macroblocks are skipped after coding) 
during normal encoding. This is reflected in the performance of the complexity control 
algorithm, where the rate-distortion performance deteriorates when the complexity 
reduction target is similar to, or higher than, the percentage of macrohlocks skipped 
during baseline encoding, for example a complexity reduction target of 80`%, at Qp 26. 
The increase in distortion due to incorrect prediction of some of the skipped macroblocks 
by the algorithm is offset by a reduction in rate (since a skipped macrohlock does not 
contribute to the coded rate). The overall effect is to maintain good rate-distortion 
performance whilst reducing computation to a target level. 
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The results for the high activity Foreman sequence (QCIF, first 250 frames) are shown in 
Figure 10.3. The QP values are changed from 26 to 32 and the target complexity 
reduction changes from 5% to 40%. The baseline encoder skips 19% of the macroblocks 
at QP=26 and 35% at QP=32. Figure 10.3 demonstrates that the complexity control 
algorithm maintains similar rate-distortion performance to that of the baseline encoder, as 
long as the target complexity reduction is not significantly greater than the proportion of 
macroblocks skipped by the baseline encoder. 
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Table 10.1 shows the target and achieved complexity reductions using the above 
algorithm for the Foreman sequence encoded with QP=26. The baseline encoder (i. c. zero 
complexity reduction) produced a PSNR of 36.67 dB and a hit rate of' 189.1 khps. The 
change in rate and distortion with respect to the baseline encoder at different complexity 
reduction targets are also shown (the minus sign indicates a decrease). The data indicates 
that the average actual complexity reduction achieved is close to the target at diif'fcrent 
complexity reduction levels. 
Table 10.1: Target and actual complexity reductions. 
Target complexity 
reduction (%) 
Actual complexity 
reduction (%) 
('hangs in 
PSNR (dB) 
Change in hit rate 
(o 
10 10.1 -0.05 -0.84 
20 20.0 -0.13 -2,08 
30 29.9 -0.30 -3.78 
40 39.5 -0.68 -6.47 
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Figure 10.4 shows the frame-by-frame performance of the fccdhack algorithm fier 
Foreman at a target of 40% complexity reduction. The green line indicates the actual 
number of macroblocks skipped in each frame and the red line shows the average number 
of skipped macroblocks per frame for the frames encoded so far. The average number of' 
skipped macroblocks per frame at the end of 250 frames is 39.5% for a target of 40%. 
The number of macroblocks skipped in each frame tends to vary with the change in 
statistics of the frame. However. the feedback control algorithm ensures that the average 
target level is maintained. 
Skipped Foreman, QP=26, Target complexity reduction=40% Macroblocks 
Actual skip ii 60 
AII II 
k 
40 
20- Average Average skip 39.5% 
o 50 100 - 150 200 250 
Frame no. 
Figure 10.4: Foreman - Performance of the feedback algorithm (target skip 40'%, ) 
10.5 Conclusion 
This chapter describes an algorithm for complexity control of an 11.264 encoder. In 
contrast to normal codec operation, the complexity-rate-distortion cost of coding or 
skipping each macroblock is estimated prior to encoding in order to determine whether it 
is beneficial (in a complexity-rate-distortion sense) to process the macroblock, which is 
an extension of the complexity reduction algorithm described in chapter Q. Simulation 
results demonstrate that this algorithm can effectively control the computational 
complexity of encoding, meeting an average, per-fraºne target complexity reduction. 
When the complexity reduction target (as a percentage of macroblocks to be skippe(j) is 
similar to or less than the percentage of macroblocks skipped during "normal" encoding, 
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rate-distortion performance is maintained at a similar level to that of the baseline 
reference encoder without the calculations utilised by the baseline codec. This algorithm 
provides a flexible means of controlling the computational cost of a video encoder whilst 
maintaining good rate-distortion performance. This is likely to be particularly useful for 
computation-constrained applications, to control the video codec complexity according to 
a computational budget. 
However, this algorithm does not address the problem of real-time encoder management. 
In real-time resource constrained scenarios, a computational management mechanism is 
needed to utilise the available processing resources to maximise the rate constrained 
video quality. This includes setting a computational budget for each frame according to 
real-time constraints in order to maintain a particular frame rate. However, results from 
the complexity control algorithm show that a drop in frame quality can be expected 
particularly at low complexity budgets due to the drop in rate-distortion performance. 
Therefore, the complexity management mechanism should achieve a compromise 
between the frame rate and frame quality for different video statistics in order to 
maximise the perceptual video quality. The next chapter describes a complexity 
management framework designed to address these issues. 
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11 Complexity Management of a Real-Time 
H. 264/AVC Encoder 
11.1 Introduction 
This chapter describes a complexity management approach for an H. 264/AVC encoder 
running in a processor/power constrained environment. This complexity management 
approach has been published in [10], led to a UK patent application [11] and is currently 
being reviewed for a journal publication [12]. 
This work addresses the problem of maintaining acceptable coded video quality in a 
computation-constrained environment. The objective of this complexity management 
approach is to maintain a smooth video frame rate whilst ensuring that the frame quality 
is not degraded unacceptably. A frame-level algorithm calculates a target coding time for 
each frame and drops frames when necessary to maintain acceptable image quality. A 
per-frame algorithm controls the coding complexity of each frame in order to achieve the 
target coding time. The performance of the approach is evaluated by carrying out 
subjective tests and comparing the managed complexity encoder with a reference encoder 
in a computation-constrained scenario. Subjective results show that the managed 
complexity encoder consistently outperforms the reference encoder. 
11.2 Video Coding Complexity and Perceived Video Quality 
With the adoption of H. 264/AVC for an increasing range of mobile and low-power 
applications, there is a requirement to reduce and/or manage the computational cost of 
video coding. A mobile platform may be required to carry out a number of processing 
functions with limited computational resources. The combination of limited processing 
capability and the high complexity of H. 264 video encoding poses a problem for real- 
time video processing on such a platform. Typical approaches to this problem are to (a) 
reduce the video frame rate in order to maintain real-time coding and/or (b) reduce the 
complexity of video encoding. 
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11.2.1 Video Frame Rate and Perceived Video Quality 
The perceived quality of a video sequence depends on the quality of each frame and the 
video frame rate. Research into user acceptability of video at different frame rates has 
produced somewhat mixed results. The authors of [96] have shown that a significant loss 
in frame rate does not proportionately reduce the perceptual quality or the acceptability of 
the encoded video and that the ability to understand the information content of the 
sequence does not degrade significantly with reduction in frame rate. The results 
presented in [97] indicate that when watching sports highlights (high activity) using small 
screens such as mobile video phones, the picture quality is more important than frame 
rate. However, in [98] the authors suggest that a lower frame rate has a particularly 
adverse effect on two-way multimedia communication. The authors of [99] report that 
users perceive the effect of reduced frame rate differently depending on the video content. 
They find that reduced frame rate leads to progressively lower acceptability ratings, 
particularly for scenes with low activity and movement and less so for high activity 
scenes (the opposite to what might be intuitively expected). 
11.2.2 Reduced Complexity Video Coding 
Low complexity or variable complexity algorithms proposed for a number of aspects of 
the H. 264/AVC encoding process have been investigated in chapter 7. A common 
characteristic of these approaches is that (a) significant reductions in coding complexity 
may reduce rate-distortion performance and (b) the saving in complexity is typically 
content-dependent. 
Chapter 9 describes a complexity reduction algorithm for an H. 264/AVC encoder 
(publications [7] and [8]) that reduces encoder computation through early prediction of 
slipped macroblocks by estimating a Lagrangian rate-distortion cost function. It was 
demonstrated that the algorithm can achieve computational savings of 19-67% with no 
significant loss of rate-distortion performance. However, the actual complexity savings 
are dependant on source content, in particular on the amount of motion and detail in the 
sequence. Chapter 10 described how the Lagrangian cost function estimation based 
macroblock skip prediction is further extended in order to achieve computational 
complexity control (publication [9]). 
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The contribution of the new computational complexity management approach is to use a 
control algorithm (which uses real time coding statistics to set computational complexity 
targets) in conjunction with the variable-complexity algorithm described in chapters 9 and 
10 to manage the computational resources utilized by an H. 264/AVC encoder. The 
objective is to achieve an acceptably high frame rate whilst maintaining good image 
quality, when computational resources are limited. It is hypothesised that the perceived 
quality obtained using this method will be greater than the quality produced by an 
encoder that drops frames in order to maintain real-time coding in a computationally 
constrained situation. 
To show this, the performance is compared between the two encoders which operate with 
limited computational resources: a reference encoder (that drops frames when 
computational resources are restricted) and an encoder which uses our "managed 
complexity" (MC) approach. Subjective video quality assessment tests show that the 
encoder using the MC algorithm consistently out-performs the reference encoder. 
The remainder of this chapter is organised as follows. Section 11.3 describes the new 
complexity management approach in detail. The experimental method is described in 
section 11.4. Experimental results are presented in section 11.5 and discussion and 
conclusions are provided in section 11.6. 
11.3 Complexity Management of H. 264/AVC Encoding 
Figure 11.1 shows an overview of the computational complexity management approach. 
Video frames to be coded are stored in an input frame buffer. A frame-level control 
algorithm calculates a target coding time for the next video frame based on the overall 
coding delay and the target video frame rate. Frames are flushed from the buffer (dropped) 
if the coding delay becomes so high that the required frame rate can not be maintained. A 
per-frame control algorithm manages the computational complexity within a video frame 
with the aim of encoding the frame within the target encoding time. 
The objective is to maintain a smooth video frame rate where possible (i. e. minimize the 
number of dropped frames) whilst ensuring that frame quality is not degraded 
unacceptably. The following sections describe the Frame level control algorithm and Per- 
frame complexity control algorithm in detail. 
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Figure 11.1: Block diagram of managed complexity encoder 
1 1.3.1 Frame Level Control Algorithm 
The main objective of the franca level control ah orithni Is to maintain the target t-ranic 
rate of the encoder. To achieve this objective, the fi"anie level control algoritltni calculates 
a target encoding time for the next franc. The target encoding time tier the next Inrnne is 
calculated based on the total delay experienced by the f-ranme(s) in the input frame huller. 
This target time is to be used by the per-frame complexity control algorithm to control the 
complexity of each franc so that the frame is encoded within the allocated time 
11.3.1.1 Calculation of total delay 
"I'hc algorithm calculates the total delay (or waiting time) experienced h\ each I"'. 11 11c at 
the start of' encoding the franme. This waiting time is all indication of the rcal-tinte 
performance of' the encoding process (i. e. whether the encoder has enough processing 
resources to maintain the frame rate at current complexity level). The total delay is used 
to calculate a target encoding time für each frame. 
Figure 1 1.2 shows a possible timing scenario of' the input franze hull r. The Iiuriromtal 
axis represents time. Input Frame buliCrs drafln bcIo the time axis sho %% the huller Ie\cl 
lust after frame inputs From the capturing device. Bul'lcrs drawn ahmc the time am,, , Iim 
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the levels at the beginning and end of encoding of each frame. It is assumed that a 
negligible time is spent between end of encoding one frame and start of encoding the next 
frame (if the next frame is available) and that the buffer space of the current frame will 
not be freed until it has been completely coded. 
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rs 
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, Idle time T2enc TIC,,, 0.10 + Time 
T st T'st 
Tu 
T Tf 
T Tf T. Tf Tf 
FI F2 
1F2 F3 
FFJ 
F3 F4 Fd 
F1 
Figure 11.2: Input frame buffer timing diagram. 
Labels Fl, F2... F5 represents video frames in the buffer and the input times (from the 
capturing device to the frame buffer) are marked as T', T2... T5 respectively. The frame 
interval (i. e. time between frames) is Tf. The time at the start of encoding of each frame is 
labelled as T's,, T21... T46t and the actual time taken to encode frames Fl, F2 and F3 is 
T'cnc, T2e,, and T3,,, . 
Frames 1 and 2 are started as soon as they are received. However, the encoder stays idle 
for some time because coding of frame 1 is finished before the arrival of frame 2. The 
coding of frames 3 and 4 is delayed because the encoder takes a longer time to encode 
previous frames. 
Total delay of frame F3 = T3`t - T3 
Total delay of frame F4 = T°, t - T' + Tr 
In general, the total delay of frame "n" can be calculated as: 
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Total Delay =T, ", -T' +T1 " (Buff erlevel-1) (11-1) 
Where, Buffer_ level is the buffer level at the start of frame "n" and T' is the time at 
which the latest frame was input to the buffer. 
113.1.2 Target encoding time for the next frame 
Should the coding time of a particular frame exceed Tf, this can not be compensated for 
by subtracting the delay from the available encoding time of the next frame only, because 
this will lead to a large variation in frame quality. Therefore a linear model is defined to 
allocate a target time T;, ga 
for the frame "n" by distributing the delay over a number of 
frames as follows: 
T; 
ýa =Tf-C"Total_Delay° (11-2) 
Where C is a proportionality constant. When Total_ delay" =0, the target time 
7 equals to the frame interval Tf . arg et 
Consider the situation where Total _ 
delay" has reached its maximum allowable value, 
i. e. when the buffer is about to overflow. The next frame has to be encoded almost 
instantaneously to make room for the incoming frame. In this case, T,, - T' = Tf and 
Buffer_ Level =B, where B is the maximum buffer size. Therefore equation (11-1) 
becomes; 
Total 
_ 
Delay" =Tf+Tf (B -1) =Tf"B (11-3) 
At this point, the time available for the next frame T a, ge1 
is zero, therefore a frame has to 
be slipped. Now by substituting the values for Total _ 
delay" into (11-2): 
O=Tf -C"Tf "B (11-4) 
C=l (11-5) 
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Therefore, the time allocation for the next frame can be calculated by substituting valucs 
to equation (11-2): 
Tärget =Tf -B -[Ti -T` +Tf -(Buffer level-1)] (11-G) 
The achievement of T' et 
depends on the performance of the per-frame complexity 
control algorithm and on sequence statistics. When processing resources are limited, it is 
possible to build up high delays. This can cause the input frame buffer to overflow so that 
frames are dropped automatically. However, when the delay increases significantly, 
T ärget becomes very small, forcing the frames to be encoded with very low complexity. 
This may result in a very low frame quality leading to low perceptual quality even though 
a higher frame rate is maintained. This indicates that there should be a trade-off between 
the acceptable minimum thresholds for frame quality and frame rate, and that the trade- 
off point could be set according to the needs of specific applications. Section 11.3.2.3 
describes how the per-frame complexity control algorithm is used to achieve the trade-off 
6 between maximum allowable distortion and frame rate. 
11.3.2 Per-Frame Complexity Control Algorithm 
The objective of the per-frame complexity control algorithm is to encode the frame(s) 
within the target encoding time provided by the frame level control algorithm. Here, the 
complexity control algorithm based on Lagrangian complexity-rate-distortion cost 
function estimation developed through chapter 9& 10 is used (with some modifications 
to the control algorithm). However, other variable complexity algorithms (such as in [88]) 
can also be used with this framework, as long as a control parameter is available for 
complexity control. 
6 Alternatively, a minimum threshold on the target encoding time can be used as a control 
mechanism to achieve the trade-off between the minimum frame quality and the bit rate. This can 
be accomplished by dropping the next frame and moving on to the succeeding frame until the 
calculated target time is above the threshold. 
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11.3.2.1 Lagrangian cost based skip prediction 
The complexity control algorithm developed in chapters 9 and 10 is adapted for the per- 
frame control algorithm. The computational complexity of each frame is controlled by an 
early macroblock skip prediction algorithm. This early macroblock skip-decision involves 
minimising the Lagrangian complexity-rate-distortion cost by choosing between coding 
or skipping a particular macroblock before the motion estimation process, based on the 
estimated cost of coding and the cost of skipping the macroblock. 
The per-frame complexity control algorithm is identical to the complexity control 
algorithm (chapter 10) except for the following: 
" In the per-frame complexity control algorithm, the computational complexity is 
measured as, and a target is set for, the encoding time. In the previous control 
algorithm the complexity was measured as, and a target was set for, the number 
of skipped (predicted) macroblocks. 
" In the previous algorithm, the complexity target was set for all the frames at the 
beginning of the encoding process. However, in the per-frame complexity control 
algorithm a complexity target is set for each frame by the frame level control 
algorithm. 
"A new feedback mechanism is used to calculate the appropriate Lagrange 
multiplier associated with complexity (coding time) constraint for the current 
frame 2, which is explained below. 
113.2.2 Complexity control 
In chapter 10 it was demonstrated that complexity can be effectively controlled by 
changing the Lagrangian multiplier associated with computational complexity at frame 
level. It was shown that a target level of complexity can be maintained by calculating the 
value of A° for each fame using a feedback algorithm. This mechanism is adapted for 
the per-frame complexity control algorithm as follows. 
ýc"> _ ýc"-n + Sic"ý (11-7) 
Where, 
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(11-8) 
The time allocation for the current frame T. e1" 
is supplied by the frame level control 
algorithm. The parameters T,,,, (N-1) and Tenc(n_2) are the actual encoding times of 
represents the previous frames. The proportionality variable T (n_2) T (,. -I) I enc enc 
contribution of ö2ß to a unit change in encoding time for the previous frame. This is used 
as the estimated rate of change for the next frame. Note that, in the situation where the 
numerator and/or denominator of the proportionality variable equals zero for the current 
frame, it is replaced by the proportionality variable used for the previous frame. 
The parameter k(°) is initialized to zero at the start of the encoding process and is used for 
the first P frame (assuming one slice per frame). Value T("-Z) is only available after 
encoding the 2°d P frame. Therefore, the following expression is used for the 2nd P frame: 
ö2 = 0.2(l - Cß)2. (Tenc(n_l, -T etn) 111ý9ý 
Where C'= (complexity reduction target)/100, which is similar to the proportionality 
constant used in the previous control algorithm. 
Note that occasionally it is possible to encounter large variations in due to large 
changes in scene content. This is because the estimated rate of change (the contribution of 
JA, to a unit change in encoding time for the previous frame) may not be valid for the 
current frame. This can cause unwanted artefacts and large variations in distortion 
between consecutive frames. These include artefacts such as unwanted edges and trails of 
moving objects. Therefore, the value of ö2 n) is bounded by the limits 1 and -2 to avoid 
large perceptual quality differences between consecutive frames. The limit is biased 
towards the minus value to favour lower number of macroblocks to be skipped when 
scene content changes. These values are found experimentally by encoding the video 
sequences, Claire, Foreman, Carphone and Mother & Daughter at different complexity 
170 
levels, and at different boundary values (changed in 0.5 steps) and using informal 
observations to choose the values that minimise artefacts. 
11.3.23 Limiting maximum distortion 
The value A, ") affects the complexity of the current frame by controlling the number of 
skipped macroblocks. When available processing time decreases, the time allocation for 
the current frame is decreased, resulting in increased distortion because more 
macroblocks are skipped due to a large increase in Therefore an upper limit for 
is introduced to limit the complexity reduction achieved by skipped macroblocks and 
thereby limiting the maximum distortion. Now equation (11-7) becomes: 
ý. ý") = min(Limit2,, (A( -') +8ý. ("))) (11-10) 
Limit2, acts as a tuning parameter which can be used to achieve a desired trade-off 
between frame rate and maximum allowable distortion because A, ý) directly controls the 
number of macroblocks skipped and therefore distortion. Limit. Z is set at 2.75 by 
encoding a number of sequences (Foreman, Clair, Carphone and Mother & Daughter) at 
20% complexity (as explained in section 11.4), changing Limit2, in 0.25 steps and 
choosing a Limit2, value such that no obvious artefacts (due to skipped macroblocks) 
are observed. However, note that Limit L may also be set experimentally to satisfy a 
minimum mean opinion score (MOS) or PSNR depending on the application. 
11.4 Experimental Method 
Experiments are carried out to evaluate the performance of the managed complexity 
encoder compared with a Normal (full complexity) encoder operating in a real-time 
environment. The H. 264/AVC reference software JM7.4 is chosen and modified to 
simulate real-time operation as follows. 
11.4.1 Simulated Real-time Encoder 
The following parameters are chosen to reflect likely choices for an H. 264/AVC 
implementation on a power- and/or computation-constrained device. 
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1) Baseline Profile. 
2) One reference frame, one slice per frame, P-slices only (after an initial I-slice). 
3) Rate-distortion optimised mode selection disabled. 
4) Original frame rate l5fps. 
The JM7.4 encoder is modified to use multiple processing threads in order to simulate 
real time operation. This is achieved by updating a hypothetical frame buffer in fixed time 
intervals corresponding to a frame interval Tf, without interrupting the encoding process. 
The frame interval is used to simulate the desired complexity or processing resource level. 
Initially, the frame interval is experimentally obtained by calculating the average time 
the normal encoder spends in each frame (the "full complexity" frame interval). The 
frame interval is reduced by a desired percentage to achieve different levels of complexity 
or available processing time. 
The reference encoder JM7.4 as modified above for simulated real-time operation 
(referred to as "Normal Encoder") is compared with a modified JM74 encoder including 
the complexity management algorithm (referred to as "Managed Complexity" or "MC" 
Encoder). 
11.4.2 Subjective Tests 
The MC encoder aims to achieve an acceptably high frame rate whilst maintaining good 
image quality compared to the normal encoder, in process constrained situations, so that 
the video will be more acceptable to the user. 
Subjective video quality measurements are used to assess the user preference between the 
MC and Normal encoders. It is difficult to realistically assess video quality using 
objective methods such as rate-distortion performance when comparing video with 
different frame rates. However, objective measurements are also taken in to account to 
compare the MC and Normal encoders (see results). Pair Comparison (PC) and 
Degradation Category Rating (DCR) subjective tests are carried out using 15 participants. 
172 
11.5 Experimental Results 
A number of test sequences are coded with the JM reference encoder and with a modified 
encoder incorporating the complexity management algorithm. The two encoders 
("Normal" and "MC") are operated with identical processing resources. Starting with an 
original frame rate of 15 fps, the processing resources are reduced as shown in Table 11.1. 
The "Normal" encoder drops coded frames to cope with the reduced processing resources. 
The "MC" encoder maintains a higher frame rate at the expense of a drop in PSNR within 
each coded frame. 
Table 11.1: Performance of 'MCI encoder vs. `Normal' encoder (QP =26, original 
frame rate 15fps). 
Normal Encoder Managed Complexity Encoder 
No. Sequence 
Processing 
Resources 
Frame 
rate 
PSNR 
(average) 
Bit 
Rate 
Kbps 
Frame 
rate 
PSNR 
(average) 
Bit 
Rate 
Kbps 
1 Claire 50% 7.65 40.74 23.7 15 40.17 30.8 
2 Claire 33% 5.10 40.71 19.51 11.96 39.72 26.16 
3 Claire 20% 3.10 40.65 14.8 6.38 39.74 19.9 
4 Carphone 50% 6.99 37.56 79.9 9.26 37.11 91.8 
5 Carphone 33% 4.63 37.54 59.6 5.89 37.17 65.95 
6 Mother&Daughter 50% 7.00 38.55 30.37 13.3 38.08 37.27 
7 Mother&Daughter 33% 4.70 38.56 24.65 8.50 38.13 30.53 
8 Mother&Daughter 20% 2.90 38.53 18.54 4.60 38.17 22.83 
9 Foreman 50% 7.80 36.47 91.36 9.75 36.08 100.71 
10 Foreman 33% 5.02 36.50 68.22 6.00 36.19 75.43 
Subjective tests are carried out with 15 observers using the Degradation Category Rating 
(DCR). Each observer is asked to rate the video quality produced by the `Normal' and 
`MC' encoders for each of the sequences and processing resource levels shown in Table 
11.1 (reference as same sequence encoded at full processing resources). Figure 11.3 plots 
the mean score allocated to each sequence (the sequence numbers correspond to the test 
conditions listed in Table 11.1). These results demonstrate that the observers consistently 
preferred the decoded video produced by the `MC' encoder. 
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For low and moderate activity sequences like Claire (sequence numbers 1,2 and 3) and 
Mother and Daughter (sequence numbers 6,7 and 8), there is a significant difference 
between perceptual quality of the `Normal' and `MC' encoders due to differences in 
frame rate. At lower activity levels the `MC' encoder is able to skip a large proportion of 
macroblocks without degrading the image quality. However, higher activity sequences 
Carphone (sequence numbers 4 and 5) and Foreman (numbers 9 and 10) show a small 
difference in perceptual quality between `Normal' and `MC' encoders. At high activity 
levels, the difference between `Normal' and `MC' encoder frame rates is smaller because 
only a small number of macroblocks can be skipped without severely degrading the 
image quality. 
L  Normal Encoder   Complexity Managed 
5.00 
4.00 
3.00 
2.00 
1.00 
0.00 --ft - 
123456789 10 
sequence number 
Figure 11.3: `MC' encoder and `Normal' encoder at various levels of complexity at 
same QP level (sequences are numbered as in Table 11.1) 
However, note that (in Table 11.1) the average bit rate of the 'Normal' encoder is 
significantly less than the average bit rate of the managed complexity encoder at the same 
QP (QP=26) and complexity levels. This is because the Managed Complexity encoder 
achieves a significantly higher frame rate compared to the `Normal' encoder. 
Table 11.2 shows the rate and distortion values of the sequences encoded originally at full 
complexity. It is evident that the bit rate of the managed complexity encoder (from Table 
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11.1) is lower than the original bit rate (from Table 11.2) at all complexity levels and 
achieves better perceptual quality than the `Normal' encoder at the same time. This is the 
desired performance in applications with a constant bit rate channel (or an upper ceiling 
for the bit rate) where perceptual quality should be maximised when processing power 
becomes limited as long as the bit rate limit is not exceeded, i. e. utilising the available bit 
rate to maximise perceptual quality. 
It is worthwhile to evaluate the performance of the Managed Complexity encoder 
compared with the 'Normal' encoder, with both bit rate and complexity set at comparable 
levels. This enables direct comparison between the `Normal' and `MC' encoders for the 
perceptual quality. 
Table 11.2: Full complexity rate and distortion (15fps and QP=26) of encoded 
sequences. 
Sequence PSNR Bit Rate (Kbps) 
Claire 40.76 44.75 
Carphone 37.54 172.73 
Mother & Daughter 38.57 59.96 
Foreman 36.48 185.53 
The complexity management algorithm is further tested at comparable bit rates and 
comparable complexity levels (see Table 11.3) for both encoders. In this experiment, the 
QP value for the `Normal' encoder was set to ensure that the bit rate produced by the 
`Normal' encoder was the same as, or higher than, that produced by the Managed 
Complexity encoder. 
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Table 113: Performance of managed complexity encoder vs. `Normal' encoder : QP 
of the normal encoder is decreased to increase the overall bit rate above the bit rate 
of the managed complexity encoder. 
Normal encoder Managed Complexity Encoder 
No. Sequence 
Proc. 
Res. 
Frame 
rate QP 
PSNR 
(avg) 
Bit 
Rate 
(Kbps) 
Frame 
rate QP 
PSNR 
(avg) 
Bit 
Rate 
(Kbps) 
I Claire 50% 7.53 24 42.13 31.25 15 26 40.17 30.8 
2 Claire 33% 4.92 23 42.82 27.8 11.96 26 39.72 26.16 
3 Claire 20% 2.98 23 42.8 20.79 6.38 26 39.74 19.9 
4 Carphone 50% 6.83 25 38.55 93.1 9.26 26 37.11 91.8 
5 Carphone 33% 4.48 24 38.51 68.41 5.89 26 37.17 65.95 
6 Mother&Daughter 50% 6.8 24 40.02 39.59 13.3 26 38.08 37.27 
7 Mother&Daughter 33% 4.4 24 39.99 31.19 8.5 26 38.13 30.53 
8 Mother&Daughter 20% 2.8 24 39.98 23.63 4.6 26 38.17 22.83 
9 Foreman 50% 7.58 25 37.45 107.75 9.75 26 36.08 100.71 
10 Foreman 33% 4.88 25 37.44 80.29 6 26 36.19 75.43 
Figure 11.4 shows the pair comparison results for the `MC' and 'Normal' encoders 
operating at comparable complexity and bit rates. Despite the large reduction in image 
PSNR, the higher frame rate (and hence smoother video) obtained from the "managed 
complexity" encoder was considered to be subjectively superior. Similar to the previous 
experiment, the `MC' encoder achieves significantly higher percentage acceptability for 
lower activity sequences than higher activity sequences. It is also evident that the 
differences between frame rates are more visible at low frame rates than at high frame 
rates. For example, Claire sequence at a processing resources level of 20% (sequence 
number 3), the `Normal' encoder achieves a frame rate of 2.98 while the `MC' encoder 
achieves 6.38 fps. At 50% resource level (sequence number 3), achieved frame rates are 
7.53 (Normal) and 15 (MC). However, sequence number 3 (at 20%) shows a significant 
difference between `Normal' and `MC' encoder ratings compared with sequence number 
1. 
176 
  Normal Encoder   Complexity Managed 
100 
80 
9 60 
40 
20 
0 
123456789 10 
sequence number 
Figure 11.4: Acceptability by direct comparison - `MC' encoder vs. 'Normal' 
encoder at various levels of complexity at same bitrate for each complexity level 
(sequences are numbered as in Table 11.3). 
11.6 Conclusion 
The aim of this work is to improve the perceptual quality of coded video in a 
computation-constrained scenario, through controlling per-frame complexity and frame 
rate. The results presented in Figure 11.3 (DCR test, MC encoder and reference encoder 
operating with the same quantisation parameter) show that the complexity management 
method consistently out-performs the reference encoder in a situation where performance 
is constrained by limited computational resources, i. e. a computation-constrained scenario. 
Figure 11.4 (PC test, MC encoder and reference encoder operating at the same bitrate) 
compares the performance of the two systems when each is operating at the same level of 
complexity and at the same bitrate, i. e. a computation and rate-constrained scenario. 
Even in this case, the complexity management algorithm outperforms the reference 
encoder. The results in Figure 11.4 also show that users consistently prefer a higher frame 
rate video sequence over a lower frame rate sequence, even at the expense of a drop in 
image quality. This is in accordance with the conclusions reached in [98] and [99]. 
This chapter presents a system for managing the computational complexity of 
H. 264/AVC video encoding in a real-time scenario. The complexity management system 
controls the coding time of each frame of a video sequence and maintains a high frame 
rate where possible, whilst avoiding significant image quality loss. The trade-off between 
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high frame rate and high image quality is controlled in order to maintain acceptable 
perceptual quality. Subjective test results presented here demonstrate that observers 
consistently prefer the smooth, higher frame rate of the managed complexity cncoder to 
the lower frame rate produced by the reference encoder, in scenarios where coding 
performance is constrained by limited processing capability. The computational 
complexity management approach is likely to be particularly useful for implementations 
of H. 264 on low-power and processor-limited platforms. 
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12 Discussion and Conclusion 
12.1 Introduction 
This chapter summarises the main contributions of this work. The algorithms and 
experimental results are critically reviewed. The advantages and disadvantages of the 
main contributions are discussed. Possible directions for further research in relation to the 
main findings are also indicated. The thesis is concluded by highlighting the completion 
of each stage of the project towards the final objective, emphasising the relevance of this 
work to the research problem. 
12.2 Main Developments and Results 
The aim of this work has been to develop novel algorithms to manage the computational 
complexity of an H. 264/AVC encoder so that the available processing resources are used 
efficiently in order to maximise the (rate constrained) video quality. The significant 
contributions of this research project can be classified into four algorithms or methods 
and they have been presented in four chapters. 
Chapter 6- Video quality evaluation with user feedback. 
Chapter 9- Complexity reduction of an H. 264/AVC encoder using Lagrangian cost 
estimation. 
Chapter 10 - Complexity control of an H. 264/AVC encoder. 
Chapter 11 - Complexity management of a real-time H. 264/AVC encoder. 
12.2.1 Video Quality Evaluation with User Feedback 
This fast subjective video quality measurement method was developed as a more efficient 
alternative to the standard subjective video quality measurement methods such as Pair 
Comparison (PC). This method enables the user to interactively choose a preferred video 
clip from a set of alternative clips within a short period of time. 
The test subject is presented with a continuous video display (looped in the case of short 
video clips) and interacts with the display using a slider bar. The slider position controls 
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the display of the video clip by controlling the video processing or by selecting from a 
number of video clips (in this case, the software displays the video uninterrupted by 
transferring from one clip to another while keeping the correct time position). The slider 
position is recorded at regular time intervals and the final slider position determines the 
chosen best parameters or the best clip for the test subject. The experimental results show 
that this method achieves comparable results to the standard Pair-wise Comparison (PC) 
test with a time saving of 83%-86%. The advantages and disadvantages of this method 
can be identified as follows. 
Advantages 
1. This is very useful in a test scenario where the best coding option out of a large 
number of coding options needs to be chosen. A significant time saving can be 
achieved compared with the pair comparison test where pairs with all the 
combinations need to be evaluated. 
2. Due to the large time saving, more fine grained levels of quality can be evaluated 
with a larger number of observers. 
3. Observers' viewing patterns can be monitored. For example an oscillating slider 
position may indicate uncertainty on the part of the observer. 
Disadvantages 
1. This method is not particularly suitable for other tests such as the Degradation 
Category Rating (DCR) test where every clip needs to be compared with a 
reference video clip. 
2. When only a few video clips or coding options are evaluated, the transitions 
between clips only occur after the slider is moved by a large amount (e. g. when 
there are only two clips the transition will occur after the halfway mark). This 
confuses some users who expect the video quality to be changed after every slider 
movement. However, this problem is reduced when a large number of clips or 
options are evaluated. 
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This work was carried out during stage-I of the research project where a study in to 
existing subjective and objective video quality methods was carried out. This method was 
proposed in particular as a faster alternative to the pair-wise comparison (PC) method. 
12.2.2 Complexity Reduction of an H. 264/AVC Encoder using Lagrangian 
Cost Estimation 
This is a new complexity reduction algorithm for an H. 264/AVC encoder based on 
macroblock skip prediction. Computational savings are achieved by identifying, prior to 
the motion estimation and mode decision process, the macroblocks that are likely to be 
skipped and therefore saving further computational processing of these macroblocks. The 
objective of the algorithm is to match the rate-distortion performance of the non- 
optimised baseline encoder while significantly reducing the computational complexity 
compared to the same. The skip macroblock prediction is made by estimating and 
comparing the Lagrangian rate-distortion cost of "coding" and "skipping" the macroblock 
before the macroblock is processed. If the estimated rate-distortion cost of "coding" the 
macroblock is more than the cost of "skipping", the macroblock is marked as skip (no 
further processing is carried out for this macroblock), otherwise the macroblock is coded 
as normal. 
The rate-distortion cost of skipping the macroblock is evaluated as the distortion value 
because the number of bits associated with a skipped macroblock is assumed to be 
negligible. The distortion of the skipped macroblock can easily be calculated as the Mean 
Squared Error (MSE) between the original and the motion compensated prediction using 
the predicted motion vector for skip. However, the rate-distortion cost of coding the 
macroblock needs to be estimated because this is not available until the macroblock is 
actually been coded. The rate-distortion cost of coding is estimated as follows: 
The coded rate and distortion of the current macroblock is estimated from the rate 
and distortion values of the co-located macroblock in the previous fi ame. 
" The Lagrange multiplier is adaptively estimated as a function of the quantisation 
parameter and video sequence statistics. 
Video sequence statistics are quantified using an activity factor, where the value 
of the activity factor is an estimation of the amount of motion and detail present 
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in a sequence. This concept of measuring and using an activity factor for adaptive 
modelling is successfully used in other recent algorithms [92j. 
The experimental results show that the algorithm achieves computational savings of 19- 
67%, depending on the source sequence, with no significant loss of rate-distortion 
performance compared to the non optimised baseline encoder. This algorithm is a novel 
contribution due to the following. This algorithm is based on a firm theoretical foundation 
in contrast to most existing heuristic algorithms. Unlike most algorithms available in 
literature, the performance of the complexity reduction algorithm does not depend on 
empirically obtained thresholds. This algorithm automatically adapts to different 
sequence statistics (different video sequences with a range of motion and detail) without 
the need for `tuning' of any thresholds. Other advantages and disadvantages of this 
algorithm are summarised below. 
Advantages 
1. For high/moderate-high activity sequences such as Foreman and Carphone, 
significant reductions in computational complexity (more than 19%) can be 
achieved with only negligible loss in rate-distortion performance. 
2. For low activity sequences, the rate-distortion performance is better than the un- 
optimised baseline encoder with complexity reductions of more than 50%. 
Disadvantages 
1. Complexity savings mainly depend on the activity of the sequence and arc 
therefore unpredictable. The complexity saving is high for low activity (because 
more macroblocks can be skipped without adversely affecting the rate-distortion 
performance) and vice versa. 
2. The Lagrange multiplier is calculated using an exponential function which might 
become costly to implement in an embedded-type platform. However, this 
problem can easily be eliminated by using a look up table (with small amount of 
additional memory) with pre-calculated values for a range of QP and activity 
levels. 
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3. Currently the algorithm only classifies "skip" and "code (all the other modes in 
one group)" and therefore there is potential for further complexity reductions by 
predicting other modes (see Future Work). 
This algorithm forms the foundation for further research that resulted in the development 
of complexity control and complexity management algorithms, described in chapters 10 
and 11. 
12.2.3 Complexity Control of an H. 264/AVC Encoder 
This algorithm enables the computational complexity control of an 11.264/AVC encoder. 
This algorithm is based on the complexity reduction algorithm described in chapter 9. 
The aim of the algorithm is to achieve a specified complexity target (specified as a 
percentage of macroblocks to be processed per frame) during encoding whilst 
maintaining good rate-distortion performance. Here, the Lagrangian cost estimation is 
extended to incorporate computational complexity. The prediction of skipped 
macroblocks is carried out by estimating the Lagrangian complexity-rate-distortion cost 
of "coding" and "skipping" a macroblock. The estimation of the rate and distortion for 
"code", the Lagrange multiplier associated with rate and distortion for "skip" are identical 
to the complexity reduction algorithm in chapter 9. Complexity control is achieved by 
updating the Lagrange multiplier associated with computational complexity at frame level, 
using a feedback algorithm based on a user-specified complexity target for the encoder. 
The simulation results show that using this algorithm, the encoder can achieve a specified 
average per-frame computational target. Therefore, this algorithm achieves scalable 
complexity control, which other existing algorithms have failed to demonstrably achieve 
so far. The advantages and disadvantages of this algorithm are listed below. 
Advantages 
1. This algorithm provides a flexible way of adaptively controlling the 
computational cost of an encoder whilst keeping good rate-distortion 
performance. This eliminates a drawback of the complexity reduction algorithm 
(chapter 9) where computational savings are dependant on the level of sequence 
activity. 
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2. Good rate-distortion performance is maintained as long as the target complexity 
reduction is similar to, or less than, the percentage of macroblocks skipped during 
normal encoding. For low activity sequences like Claire, for this case, the rate- 
distortion performance is better than the baseline encoder. 
Disadvantaaes 
1. The rate-distortion performance deteriorates when the complexity reduction 
target is significantly more than the percentage of macroblocks normally skipped 
by the encoder. Therefore it is difficult to achieve large computational reductions 
for high-activity sequences without adversely affecting the rate-distortion 
performance. 
2. Although an average target per-frame complexity is achieved, there are variations 
in per-frame complexity at frame level. This implies that the feedback algorithm 
can be fu ther developed in order to achieve more stable performance. 
3. The Lagrange multiplier for complexity (complexity control parameter) is 
selected for a whole frame. Better performance may be achieved if the Lagrange 
multiplier is selected at macroblock level or for a group of macroblocks. 
12.2.4 Complexity Management of a Real-time H. 264/AVC Encoder 
This is a new complexity management approach for an H. 264/AVC encoder designed to 
maintain acceptable video coding performance (to maintain good perceived video quality) 
in a computation-constrained (power/processing resource constrained) environment. In a 
real-time computationally constrained situation, the managed complexity encoder 
maintains real-time operation based on the following hypothesis. Encoding at a 
higher/smoother frame rate whilst allowing a small loss in frame quality produces better 
perceived video quality than, encoding at a reduced frame rate whilst maintaining frame 
quality. The encoder is managed using two algorithms. 
1. Frame level control algorithm - Maintains the target frame rate of the encoder 
by calculating a target encoding time for each frame based on real-time coding 
statistics such as input frame buffer level, frame waiting times and actual 
encoding times. 
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2. Per-frame complexity control algorithm - Receives a target encoding time for 
the current frame from the frame level control algorithm. The objective is to 
encode the fame within the allocated time by controlling the computational 
complexity of each frame. The Lagrangian complexity-rate-distortion cost 
estimation based complexity control algorithm is used with a new adaptive 
feedback control mechanism that controls encoding time rather than the 
percentage of skipped macroblocks. 
These two algorithms are combined together so that a smooth video frame rate is 
maintained where possible without degrading the frame quality unacceptably. The trade- 
off between the frame rate and the maximum allowable distortion is achieved by limiting 
the maximum value of the Lagrange multiplier associated with complexity. The Lagrange 
multiplier for complexity controls the number of skipped macroblocks. Subjective video 
quality evaluation results show that the complexity management method consistently 
produces higher perceptual quality, outperforming the reference encoder, where frames 
are dropped in order to maintain real-time performance. These results prove the initial 
hypothesis. 
Advantages 
1. The complexity managed encoder produces higher frame rates with a small drop 
in frame quality and consistently out-performs the reference encoder in both: 
a. Computation constrained, constant bit rate applications: where the bit 
rate is only limited by an upper ceiling regardless of the available 
computational resources and, 
b. Computation and rate constrained applications: where the perceived 
video quality needs to be maximised for comparable rate and complexity 
constraints. 
2. This is a flexible framework for managing computational complexity where other 
complexity control algorithms can also be used for the per-frame complexity 
control algorithm as long as a control parameter exists. 
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3. This method is likely to be particularly useful for encoders implemented on low- 
power handheld devices. Example applications include; (a) switching to a low 
power encoding mode to prolong the battery life while maximising the perceptual 
video quality for the selected power level and (b) maintaining perceptual quality 
of encoding while more power is diverted to background activities such as 
transmission (in a mobile video phone) to combat a sudden signal drop or 
interference. 
Disadvantages 
1. This algorithm achieves good computational management of the encoder. 
However, the performance is limited by the performance of the per-frame 
complexity control algorithm and therefore the disadvantages are inherited from 
it; for example, it is difficult to achieve higher frame rates for high activity 
sequences (see results in chapter 12) and therefore the gain in the perceptual 
quality diminishes with increasing activity. 
2. The performance of these low-complexity/complexity control/complcxity 
management algorithms are not evaluated when combined with established rate 
control algorithms. 
12.3 Future Work 
The algorithms developed during this research project were summarised and critically 
evaluated in the earlier section. This section presents some directions for further research, 
mainly aimed at reducing the disadvantages of the above algorithms and extending the 
algorithms to achieve better performance and flexibility. 
1. The developed low complexity algorithms are based on a skip macroblock 
prediction with only one decision criteria for skip or code. If code is chosen, all 
the modes are evaluated as normal. However, it should be possible to group the 
coding modes into several logical groups (e. g. Intra modes, Interl6x 16 only, Inter 
(16x8,8x16,8x8), Inter (8x4,4x8,4x4)) and carry out a hierarchical mode 
decision prediction based on the estimated rate-distortion cost of each mode 
group. This can be further developed to achieve complexity control by 
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quantifying the computational complexity of evaluating each mode group and 
estimating the Lagrangian complexity-rate-distortion cost. 
2. Currently the Lagrange multiplier for complexity is determined for the whole 
frame. This can be extended up to macroblock or group of macroblocks level. 
This can be carried out by defining a perceptual quality map for each frame that 
classifies macroblocks according to perceptual importance. Then the complexity 
allocation for the frame can be distributed among the macroblocks according to 
perceptual importance. Experience with the current low complexity skip. 
prediction algorithms shows that perceptual quality should also be taken into 
account for the decision making process. For example, it was observed that small 
artefacts appearing in plain backgrounds (sometimes due to skipped macroblocks) 
have an adverse effect on perceptual quality although they are not significant in 
rate-distortion sense. 
3. The algorithms presented so far are evaluated using fixed quantiser values. 
Experiments should be carried out to evaluate the performance of the low 
complexity algorithms combined with established rate control methods such as 
[571. This will highlight compatibility/interoperability issues of combined rate 
and complexity control based on the above algorithms and may open further 
avenues for investigation. 
4. The same principles can be used to further develop the rate-distortion 
optimisation strategy used in the }. 264/AVC reference encoder [51]. Currently, 
during the RD optimised mode decision process, the Lagrange multiplier is 
modelled as a function of the quantisation parameter and therefore achieves 
varying degrees of performance (see rate-distortion results in chapter 7 and 
chapter 9) for different video sequences. The performance may be improved for 
all (or for a wide variety of sequences) sequences by extending the model for 
estimation of the Lagrange multiplier to incorporate video sequence statistics. 
In addition to the above mentioned future research directions, it is planned to incorporate 
the complexity management approach into a real-time H. 264/AVC software encoder. The 
complexity management approach is expected to produce video with high perceptual 
quality at reduced processing resource levels. In this case, the software encoder is initially 
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developed for a typical PC based video conferencing application. Therefore, it is expected 
to maintain good perceptual quality while processing resources are diverted to other 
applications. 
12.4 Conclusion 
The H. 264/AVC video coding standard can deliver significantly improved compression 
efficiency and coding flexibility compared to other video coding standards. Due to 
increased compression efficiency and coding flexibility, H. 264/AVC has the potential to 
enable new video services such as mobile video telephony and multimedia streaming over 
mobile networks. However, the performance gains of H1.264/AVC come at a cost of 
significantly increased computational complexity and therefore the processing resources 
required to implement an H. 264/AVC encoder in a power-constrained mobile platform 
are likely to be a major problem. The objective of this research project is to develop novel 
algorithms to manage the computational complexity of an 11.264 encoder. These 
algorithms seek to effectively utilise the available computational resources to maximise 
the rate constrained video quality of the encoder. 
The research project has been structured into four stages as illustrated in chapter 1. Every 
stage has been successfully completed. The work carried out and the algorithms 
developed have been presented in this thesis. 
Stage-1 
The stage-1 of the project involved evaluating the performance of the II. 264/AVC 
encoder (chapter 7) with different coding parameters and identifying the main 
contributors to computational complexity. It was established that the motion estimation 
and mode decision process consumes the largest proportion of the processing resources 
during encoding. A critical review of existing low-complexity algorithms was carried out 
in chapter 7. An existing low-complexity macroblock skip prediction algorithm [75] was 
identified as a suitable candidate for H. 264/AVC because the processing of the 
macroblocks predicted as skipped can be avoided and therefore the computational 
resources needed for motion estimation and subsequent processing for thcsc macroblocks 
can be saved (chapter 8). This algorithm was applied to an I1.264/AVC reference encoder. 
Experimental results showed that significant amount of computational complexity can be 
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saved with a small loss of rate-distortion performance by carefully selecting the 
thresholds that control the amount of macroblocks that are predicted as skipped. 
Stage-2 
A new complexity reduction algorithm for H. 64/AVC encoder based on macroblock skip 
prediction was developed (Chapter 9) during stage-2. The skip prediction decision is 
made by estimating a Lagrangian rate-distortion cost function. This is a "threshold free" 
complexity reduction algorithm which adapts to different video sequence statistics using 
an adaptive model. The results indicate that the computational complexity of the encoding 
process is reduced by 19-67% with negligible loss of rate-distortion performance. 
Stage-3 
The complexity reduction algorithm was further developed (chapter 10) in order to enable 
control of the computational complexity of the encoding process at frame level. The 
skipped macroblocks are predicted using a Lagrangian complexity-rate-distortion cost. 
The results show that effective and scalable control of complexity can be achieved with 
minimum loss in rate-distortion performance. 
Stage-4 
A complexity management framework was developed for an 11.264/AVC cncodcr 
(chapter 11) to effectively manage the computational complexity in a real-time 
computational constrained environment in order to maintain the perceived video quality 
of coded video. Subjective video quality measurement results show that the perceptual 
quality of video encoded using the managed complexity approach (higher frame rate with 
lower frame quality) is higher than the perceptual video quality of a reference encoder 
which drops frames in order to maintain real-time performance. This work achieves the 
main objective of this research project, which is to manage the computational complexity 
of an H. 264/AVC encoder in order to maximise the rate constrained video quality by 
making effective use of the available processing resources. 
In addition to achieving the main objective, a fast subjective video quality measurement 
technique was developed (chapter 6). The new technique enables the test subject to 
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interactively choose a preferred video clip from a set of alternative clips within a short 
period of time. 
The main contributions to the body of knowledge in video coding can be summarised as: 
(a) The development of a new complexity reduction algorithm based on skip macroblock 
prediction using Lagrangian rate-distortion cost estimation, the modelling of the Lagrange 
multiplier associated with rate as a function of the quantisation parameter and video 
sequence statistics, the classification of video sequence statistics by an activity factor 
which is an estimation of the amount of motion and detail present in the sequence. (b) 
Demonstrating that effective control of computational complexity of the encoder can be 
achieved by extending the Lagrangian cost estimation to incorporate computational 
complexity and selecting the Lagrange multiplier associated with complexity for each 
frame. (c) The development of a complexity management framework to manage the 
computational resources utilised by an H. 264/AVC encoder and demonstrating that 
higher perceptual quality can be achieved by encoding at a higher frame rate with some 
loss in frame quality as opposed to dropping frames in order to maintain real time 
performance. Finally, (d) the development of a new subjective video quality assessment 
method that uses user feedback to determine user preferences in a fraction of time 
compared with standard pair comparison test. 
In contrast to other published work, these contributions are based on firm theoretical 
foundations, have minimal dependence on empirically obtained thresholds and arc 
adaptive to changing sequence statistics. Additionally, the development of complexity 
control and complexity management algorithms address significant practical problems 
that have not been properly addressed by other published work. Novel contributions of 
this work may benefit applications like software video conferencing and mobile video 
recording/telephony, enabling automatic management of processing resources without 
degrading video compression performance. In conclusion, the novel algorithms developed 
and the original contributions made during this research project are likely to be 
particularly useful in implementing 1.264/AVC standard compliant encoders on low 
power and processor-limited platforms. 
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Appendix B: H. 264 Decoder Multi-threading for 
Real-time HD Decoding 
B. 1 Introduction 
A software H. 264/AVC decoder which uses multiple processing threads in a multi- 
processor platform is implemented. The objective is to employ parallel processing in 
order to increase the decoding speed. For example, in a dual processor platform, the 
multi-threaded decoder is expected to be as twice as fast as the single threaded decoder. 
This implementation is targeted for real-time decoding of high-Definition (IID) content. 
This work has been carried out at BT Group Chief Technology Office (Multimedia 
Analysis and Coding) as a placement project. 
B. 2 Background 
The decoding of H. 264/AVC coded HD video requires a significant amount of 
computational resources. This is mainly due to (a) the complexity of the decoding process, 
especially for Main and High profiles, and (b) the high macroblock decoding rate 
required due to the high resolution and frame rate of HD video. The resolutions, scanning 
method and the refresh rates of HD video formats are shown in the following table. For 
example, a 720p HD format picture contains 3600 (1280x720/256) macroblocks. 
Table B. 1: High Definition Formats 
Standard Resolution (H x V) Frame rates Scanning mcthod 
720p 1280x720 23.98,29.97,59.94,24,30, 
60,25 Progressive 
1080p 1920x1080 23.98,29.97,24,30,25 Progressive 
1080i 1920x1080 25(50i), 29.97(59.941), 
30(60i) Interlaced 
The H. 264/AVC codec software developed by the Multimedia analysis and Coding group 
at BT (BT H. 264 Codec) supports a range of profiles and levels (Baseline, Main, 
Extended and High profiles). The software is developed using C/C++ programming 
languages. The BT H. 264 decoder has been developed to use a single processing thread 
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for the entire decoding process. Although this implementation is efficient on a single 
processor platform, it fails to utilise the processing resources of additional processors in 
dual or multi-processor platforms. Further, the single threaded decoder does not achieve 
real-time decoding frame rates for coded HD video (2.8GIiz, Pentium IV processor). 
Therefore, this work is carried out to modify the BT 11.264 decoder to use multiple 
processing threads in order to utilise all the available processors in a multi-processor 
platform. It is expected that the multi-threaded implementation will double the decoding 
speed of a single-threaded decoder in a dual-processor platform and enable real-time l ID 
decoding. 
B. 3 Decoder Multi-threading 
The multi-threaded decoder is implemented by modifying the existing IIT 1I. 264 decoder. 
Two alternative multi-threaded decoder implementations are tested. They are: 
1. Implementing different processing threads for parsing, motion compensation and 
loop filtering processes of macroblocks. 
2. Implementing multiple processing threads to decode slices in parallel (thread-pcr- 
slice). 
The following sections present overviews and the results of the above two methods. 
B. 4 Separate Threads for Parsing, Motion Compensation and Dc-blocking 
Filter 
This implementation separates the parsing, motion compensation and dc-blocking filter 
functions into three distinct processes. It was observed that, in general each process 
consumes one third of the total processing resources. The figure B. 1 shows a simplified 
flow chart of this method. The main decoding function retains the overall control of the 
program, whilst the decoding threads for parsing macroblock data, motion compensation 
and de-blocking filter are started and then wait for slice data. First, the parsing thread 
starts parsing the macroblock data in each slice. The motion compensation is started as 
soon as a macroblock is available after parsing. The de-blocking filter process needs to 
wait until the macroblock below the current macroblock position (I row, for MBAFF: 2 
rows) to be reconstructed before starting the loop filter process in case the below 
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macroblock is intra predicted. This is because the intra prediction is performcd using 
unfiltered neighbouring pixels (See figure B. 2). 
Decoder Main 
Parsing Motion Compensation Loop Filtering 
YES 
End of YES End of End of 
slice? slice ? Picture ? 
NO 
t W i f i W f 
Parse current MB 
a t or curren 
MB to be parsed 
a t or current 
MU and Mß at 
b l i e ow r ght 
position to be 
ti M reconstructed on o 
Set Event: MB 
Parsed 
compensate (MC) 
and reconstruct 
current MB Loo filt r p e I 
current MB 
Current MB++ 
Set Event: MB 
C M MC and urrent D++ 
reconstructed 
Done: Go to 
next slice Current MI3++ 
Done: End of 
picture 
Done: Go to 
next slice 
Figure B. 1: Flow chart for implementing separate processing threads for parsing, 
motion compensation and loop filtering. 
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Row of macroblocks a width of the picture 
----------------------------------- 
Curent 
MB Neighbouring pixels 
---------------------------------- 
Infra 
MB at position - current MD +I row 
Figure B. 2: Delaying of de-blocking filter to accommodate antra predicted 
macroblocks. 
Advantages 
" The maximum processor utilisation can be achicvcd with two or more proccssors 
because the processing threads are waiting for up-stream processes to be 
completed at macroblock level and the processing stages of the macroblocks are 
carried out as soon as data are available. 
0 The efficiency of this method does not depend on the slice structure of the coded 
video bit stream. 
Disadvantages 
" The synchronisation events need to be set for the completion of processing stages 
after every macroblock. Setting up each event costs approximately 1000 to 3000 
processor cycles, whereas, parsing and motion compensation processes consume 
approximately 10,000 to 20,000 processor cycles. Therefore setting up and 
waiting for the synchronisation events consume a significant proportion of total 
processing resources. 
" Typically, process scheduling among multiple processors is handled by the 
operating system (in this case Microsoft Windows). With this implementation the 
three processing threads are sometimes scheduled on a macroblock by 
macroblock basis among the two processors in a dual-processor test platform. 
This causes a major performance bottleneck because the usefulness of the 
processor cache is diminished due to repeated reloading, resulting in memory 
access delays. 
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Results 
This multi-threaded decoder implementation is tested using a 2.8GIiz Intel Pentium IV 
dual processor PC. The decoding time of the multi-threaded implementation is comparcd 
with the decoding time of the original single treaded implementation of the DT 11.264 
decoder. The results show only a 10-17% reduction in coding time. This is mainly due to 
the disadvantages discussed above. 
The implementation and testing of the above method indicates that a new approach 
should be taken to achieve a significant reduction in processing time. The new approach 
is designed to use only a limited number of synchronisation events and allows longer 
execution of each thread without frequent re-scheduling. 
B. 5 Separate Decoding Threads for Decoding Each Slice (thread-per-slice) 
This approach assumes that a coded picture (especially a 1113 size picture) consists of 
more than one slice to avoid large packet or NAL unit sizes. In this implementation, 
multiple decoding process threads (decoders) are initialised, typically depending on the 
number of processors in the system. Each decoder is given a slice by the main process to 
be decoded in parallel because the slices can be decoded independently to each other. The 
relationship between the components and the handling of different types of NAL units, 
with two decoding threads for a dual processor platform are shown in figure 11.3. The in. 
loop de-blocking filter process (shown separately) is carried out using only one of the 
decoders for the whole picture, after decoding the last slice (sec details below). 
The method can be summarised as follows. Multiple decoder objects arc constructed and 
initialised from the main decoding function (which controls the core decoder program) 
along with the critical sections and events to handle the decoders. The NAL units are 
extracted from the bit stream (or packet stream) by the application layer and they are 
passed on to the main decoding function. The NAL units containing sequence parameter 
sets (SPS) and picture parameter sets (PPS) are decoded by all the decoders and the 
decoders keep separate copies of the data. The NAL units containing slice data are given 
to available decoders such that multiple slices belonging to the same picture are decoded 
in parallel. However, the slice header is parsed as a critical section (one slice header at a 
time) in order to track the slices for ASO and error concealment. All the decoders share a 
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common decoded picture buffer apart from the reference picture list variables that may be 
changed at slice level during re-mapping. The common data structure "picture MB 
control list" contains the macroblock data for the whole picture. However, each decoder 
accesses only the macroblocks belonging to its current slice. 
Application Layer 
------------------------------- ---------------------------------- 
NAL Units 
SPS/PPS SPS/PPS 
Slice data 
Decoder 1 Decoder 2 
Picture MB control list 
Decoded picture buffer 
Loop filter process 
Main decoding function 
-------------------------------------------------------------------- 
Figure B. 3: H. 264/AVC decoder with thread-per-slice implementation. 
De-blocking filter 
The de-blocking filter can only be applied in raster scan order. Typically, the dc-blocking 
filter process consumes less processing time than the slice decoding process. Therefore 
the filter process is started by using the first available decoder after decoding all the slices 
of the current picture. The main decoder function probes into the slice header before 
assigning a decoding thread to decode the slice and if it is found to be the first slice of the 
next picture, the first available free decoder thread is used to start the de-blocking filter 
process for the current picture. 
Once the de-blocking filter is started, it checks whether each macroblock is ready to be 
filtered by testing whether the current macroblock and the macroblock below at position 
='current MB +1 row' (if MBAFF: current MB +2 rows) is reconstructed. If not, the de. 
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blocking filter waits for another decoder to finish decoding a slice before checking again 
and continuing. This is because events are handled at slice level rather than macroblock 
level in order to minimise the processing overhead. 
Advantages 
" Most HD bit streams contain more than one slice per picture due to limitations on 
maximum packet size. Therefore, multiple decoding threads can be used to 
decode the slices in parallel. 
" Processor cache reloads are minimised due to uninterrupted decoding of sliccs by 
the decoding threads. 
9 The synchronisation events are handled at slice level rather than macroblock level, 
for example an event is set after decoding a slice in contrast to a macroblock. 
Therefore synchronisation overhead is minimised. 
Disadvantages 
" Coded H. 264 bit streams of video with smaller picture sizes may have only one 
slice per picture. In this case the multi-threaded decoder may run slowcr than the 
single threaded decoder. 
" It is difficult to balance the load between processors to minimise the processor 
idle time. This is due to two reasons; 
o Different slices may consume different numbers of processor cycles to 
decode and the number of slices may not match the number of decoders. 
o The de-blocking filter is started using the first available free decoding 
thread after assigning the last slice of the current picture to a decoder. 
Therefore, other processor(s) may run idle towards the end of the dc- 
blocking filter process. 
Therefore the total processor load for the dual processor tost platform dots not 
exceed more than 90% of the total processing capacity. 
212 
Results 
The performance of the thread-per-slice multi-thread decoder with two decoding threads 
is tested for different video sequences using a 2.8GIiz Intel Pentium IV dual processor 
PC. The results in table B. 2 compare the decoding performance of the multi-threaded 
decoder with the original single thread decoder. The video sequences are coded without 
using the de-blocking filter. Table B. 3 compares the performance for sequences coded 
using the de-blocking filter. These results show that the decoding time can be reduced to 
up to 55% of the original single threaded decoding time for high definition video 
sequences. 
Table B. 2: Multi-threaded decoder performance - Dual processor platform, 2 
decoding threads and without dc-blocking filter. 
uence Se 
Decoding time on a dual 
processor PC (ms) 
Decoding Time % 
AfulllThrcad q 
Single 
Thread 
Multi Thread 
(2 decoders) 
( 
SingleTrtud 
Foreman (2 slices, CIF) 4796 3375 70% 
Park-run (7 slices, HD) 27578 15344 56% 
Shields (2 slices, HD) 40953 22719 55% 
Squirrel (Baseline, 2slices, HD) 51750 28296 55% 
Squirrel (Main, 2slices, HD) 101953 57172 56% 
Table B. 3: Multi-threaded decoder performance -2 decoder threads, 2 processors 
and with de-blocking filter. 
Decoding time on a dual Decoding Time % 
uence Se 
processor PC (ms) (MultiThreaJ q ) 
Single Multi Thread SingleThrtnd 
Thread (2 decoders) 
Susie (MBAFF, SD) 9328 5985 64% 
Park-run (2Slices, Main profile, HD) 126218 70843 56% 
Park-run (3Slices, Main, HD) 123640 68281 55% 
Mobile-calendar (HD) 147140 81093 55% 
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The effect of performing the filter process separately does not affect the overall coding 
time reductions. This may be because the filter processing time is offset by varying 
decoding times of different slices. 
Table B. 4 shows the real time decoding performance of 720p lID bit streams. The results 
show that the decoder can achieve a decoding speed of nearly 30 frames per second for 
Baseline profile and at lower bit rates in Main profile. 
Table B. 4: Average frame rates achieved by multi thread (2 decoders) decoding of 
HD 720p H. 264 bit streams, using a 2.8GHz Pentium 4 Dual processor PC. 
Sequence Bit Rate 
kbps 
CABAC Average Frame rate 
1. Squirrel (Baseline, 2Slices) 9000 no 29.99 
2. Squirrel (Main, 2Slices) 9000 yes 19.78 
3. Park-run (High profile, 2 Slices) 7000 yes 22.00 
4. Shields (Main, 2 Slices) 18,000 yes 24.99 
5. Shields (Main, 2 slices) 1430 yes 27.23 
5. Mobile-calendar (Main, 2 slices) 8000 yes 21.74 
6. Mobile-calendar (Main, 2 slices) 1450 no 30.35 
B. 6 Conclusion 
A software H. 264 decoder which uses multiple decoding threads to enable parallel 
processing in a multi-processor platform is implemented. Two approaches arc tested; (a) 
separating and using multiple processing threads for parsing, motion compensation and 
loop filter process, (b) parallel decoding of slices using separate decoding threads (thread. 
per-slice). The experimental results show that the thread-per-slice approach achieves 
significant reductions in decoding time in a dual processor platform (the decoding speed 
is almost doubled with up to 45% reduction in decoding time) and enables real-time 
performance for decoding HD sequences. 
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Appendix C: Statistical Analysis 
C. 1 Objective 
The objective of this statistical analysis is to investigate whether there is evidence to 
indicate that the two test methods, UFQ and PC, does not produce the same results. That 
is, to investigate whether the UFQ method produces comparable results to the PC method. 
C. 2 Data 
Subjective tests using the UFQ method and a standard PC method are carried out for two 
video sequences (mobile and violin) at different frame rates. The results for the mobile 
sequence are shown in Table C. 1. The mean preference and the standard deviation for the 
two methods are calculated (see Table C. 2). The subjective test results and the statistical 
data for the Violin sequence are shown in Table C. 3 and Table C. 4. 
Table C. 1: Mobile - Subjective test results for UFQ and PC methods 
UFQ Method PC Method 
Frame rate (x) 
Frequency of 
preference 
Frame rate (x) x) 
Frequency of 
preference 
7.5 5 7.5 9 
10 3 10 4 
15 2 15 1 
30 1 30 1 
Table C. 2: Mobile - Statistical data 
Test method Mean (x) Standard deviation ( s) Sample size (n ) 
UFQ 11.591 6.734 11 
PC 10.167 5.860 15 
Note: sample sizes differ because some users gave equal preference to some frame rates 
in PC method 
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Table C. 3: Violin - Subjective test results for UFQ and PC methods 
UFQ Method PC Method 
Frame rate (x) 
Frequency of 
preference 
Frame rate (x) 
Frequency of 
preference 
6.2 6 6.2 7 
8.33 5 8.33 6 
12.5 0 12.5 2 
25 0 25 2 
Table C. 4: Mobile - Statistical data 
Test method Mean (x) Standard deviation ( s) Sample size (n) 
UFQ 7.168 1.112 11 
PC 9.905 6.022 17 
Note: sample sizes differ because some users gave equal preference to some frame rates 
in PC method 
C. 3 Hypothesis Test 
Hypothesis: For a particular set of video sequence, the population mean preference of 
UFQ method (µ, ) is equal to the population mean preference of the PC method (µ2). The 
alternative hypothesis is considered to be two sided (µ, * µ2 ). 
Therefore, 
Null Hypothesis is Ho : µ, = µ2 or It, - µ2 =0 
Alternative Hypothesis is HI : µ, # t2 
The following assumptions were made: 
" The two populations are normally distributed 
" Population standard deviations (Q, , o'2 ) are unknown 
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9 Population standard deviations may not be equal ( Ql 46 62 ). 
Because fewer than 30 samples are available, the hypothesis tests and confidence 
intervals are based on the `Student-t' distribution (see: D. C. Montgomery, G. C. Runger 
and N. F. Hubele, Engineering Statistics. New York: John Wiley & Sons Inc, 1998). 
The test statistic (for Ql #0 2) is given by: 
to 
X, -X2-Do (C-1) 
Z2 
nl n2 
Do =0 Since H0 : µj - µ2 =0 
Where, X, & XZ are sample means and, s, & s2 are sample standard deviations for 
the two samples respectively. Sample sizes are given by n, and n2. 
The test statistic is approximately distributed as `Student-t' where "degrees of freedom" 
is given by: 
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S1 
+ 
S2 
_ 
(n, 
nx 
V2x22 (C-2) 
s, ýn, 
+ 
sx ýnx 
n, +1 n2 +1 
For a confidence level of a the rejection criteria for null hypothesis (with two-sided 
alternative H, : µ, 0 µ2) is: 
to >t ov or 
to < -ta y 
C. 4 Analysis and Conclusions 
C. 4.1 Mobile Sequence 
For UFQ method: X, =11.591 s, = 6.734 n, =11 
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For PC method: X2 = 10.167 S2 = 5.860 n2 =15 
Difference between sample means Xl - XZ =1.424 
By substituting these values, from equation (C-2) we get, v= 22 (rounded to the 
nearest integer) 
For a=0.10 the rejection criteria is, 
to > to. os, u or to <-t00522 where, t00522 = 1.717 (from statistical tables for t 
distribution) 
By substituting the values for UFQ and PC methods in to equation (C-1): to* = 0.562 
Conclusions 
Since -1.717 < to* = 0.562 < 1.717, at 0.10 level of significance there is not strong 
evidence to reject our hypothesis. Therefore, the evidence suggests `not to reject' that the 
UFQ and PC methods provide comparable results. 
The result for the P value is 25% <P< 40% ( using statistical tables) which indicates 
that, given our hypothesis is true, there is a probability of 25%-40% of obtaining the 
above sample mean difference ( 1.424 fps) between the two methods. 
For a population mean difference of 5 fps, the Type II error probability (ß) is estimated 
to be 0.10 <ß<0.20 suggesting that there is only a 10%-20% chance of failing to 
reject the null hypothesis when the actual population mean difference is 5fps. 
The Power (sensitivity) of the Hypothesis test = 100(1-, 6) = 80%-90% and hence we can 
be 80%-90% sure that the difference of results from the two test methods would be 
within the range of 5fps. 
C. 4.2 Violin Sequence 
For UFQ method: X, = 7.168 s, =1.112 n, =11 
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For PC method: X2 = 9.905 S2 = 6.022 n2= 17 
Difference between sample means X, -'Y2 = -2.737 
From equation (C-2) :v= 18 (rounded to the nearest integer) 
For a=0.10 the rejection criteria is, 
to > to. os, ia or to < -to. os, 18 where, to. 0518 =1.734 
By substituting the values for UFQ and PC methods in to equation (C-1): tä = 0.483 
Conclusions 
Since -1.734 < tö = 0.483 < 1.734, at 0.10 level of significance there is not strong 
evidence to reject our hypothesis. 
The P value is 25% <P< 40% indicating, given our hypothesis is true, there is a 
probability of 25%-40% of obtaining the above sample mean difference ( 2.737 fps ) 
between the two methods. 
For a population mean difference of 5fps, fl is estimated to be in the range 
0.05<ß<0.10 and the Power (sensitivity) of the Hypothesis test is 90%-95%. Therefore 
we can be 90%-95% sure that the difference of results from the two test methods is within 
the range of 5fps. 
C. 5 Summary 
The statistical analysis was carried out using sample data for two test video sequences. 
Results show that the two subjective testing methods, UFQ and PC, produce comparable 
performance. 
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