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We describe in the paper the graded centers of the bounded
derived categories of the derived discrete algebras. In particular,
we prove that if A is a derived discrete algebra, then the reduced
part of the graded center of the bounded derived category of A is
nontrivial if and only if A has inﬁnite global dimension. Moreover,
we show that the nilpotent part of the graded center is controlled
by the objects for which the Auslander–Reiten translation coincides
with a power of the suspension functor.
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Throughout the paper F denotes a ﬁxed algebraically closed ﬁeld. All considered categories are F-
categories and the considered algebras and modules are ﬁnite-dimensional over F. By Z, N, and N+ ,
we denote the sets of integers, nonnegative integers, and positive integers, respectively. For i, j ∈ Z,
[i, j] := {k ∈ Z | i  k  j} (in particular, [i, j] = ∅ if i > j). Moreover, [i,∞) := {k ∈ Z | i  k} and
(−∞, j] := {k ∈ Z | k j}.
Introduction
For a triangulated category T with the suspension functor Σ one deﬁnes the graded center Z(T )
as the graded ring which in degree p ∈ Z consists of all natural transformations Id → Σ p which
commute with Σ up to (−1)p . In a series of papers [8,10,11] by Linckelmann, Kessar, and Stancu, this
notion has been proved useful in many situations, when studying representations of ﬁnite groups.
Moreover, Krause and Ye [9] studied the graded centers for some classes of triangulated categories
appearing in the representation theory of ﬁnite-dimensional algebras.
An important homological invariant of an algebra A is the bounded derived category Db(A) of its
module category. This category has a structure of a triangulated category, thus it is natural to study
its graded center, which we denote by Z(A). The algebras with the easiest to understand derived
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calculate the graded centers for the derived discrete algebras.
The precise description of the graded centers in the nontrivial cases can be found in Section 6.
We formulate here only some consequences of this description. For a graded commutative ring R we
denote by Rnil the ideal of the nilpotent elements of R and we put Rred := R/Rnil. Moreover, given an
algebra A we denote by τ the Auslander–Reiten translation in Db(A).
Theorem. Let A be a derived discrete algebra and R := Z(A).
(1) Rred = F if and only if gl.dim A < ∞.
(2) Rnil = 0 if and only if there exists an indecomposable object X in Db(A) such that τ X  Σ p X for some
p ∈ Z.
We remark that objects X with the property τ X  Σ p X for some p ∈ Z are called Calabi–Yau and
were studied in [6].
The paper is organized as follows. In Section 1 we recall the theorem of Krause and Ye stating that,
when calculating Z(A) for an algebra A, we may replace the bounded derived category Db(A) by the
bounded homotopy category Kb(proj A) of perfect complexes over A. Next, in Section 2 we collect
information about the derived discrete algebras. As a consequence it follows that we may concentrate
in our calculations on the one-cycle gentle algebras not satisfying the clock condition. In Section 3
we describe Kb(proj A) for a given one-cycle gentle algebra A not satisfying the clock condition of
ﬁnite global dimension. This description is used in Section 4 in order to calculate the graded centers
for the one-cycle gentle algebras not satisfying the clock condition of ﬁnite global dimension. Next,
in Section 5 we study the case of the one-cycle gentle algebras not satisfying the clock condition of
inﬁnite global dimension. Finally, in Section 6 we summarize our calculations.
For background on the representation theory of algebras (including the language of quivers) we
refer to [1].
1. The graded center of a triangulated category
Let T be a triangulated category with the suspension functor Σ . By the graded center Z(T ) of T
we mean the Z-graded abelian group
⊕
p∈Z Zp(T ), where, for p ∈ Z, Zp(T ) consists of the natural
transformations η : Id → Σ p such that ηΣ X = (−1)p · ΣηX for each object X of T . If η′ ∈ Zp(T ) and
η′′ ∈ Zq(T ) for p,q ∈ Z, then we deﬁne the product η′ ◦ η′′ of η′ and η′′ by (η′ ◦ η′′)X := Σqη′X ◦ η′′X
for an object X of T . In this way we give Z(T ) a structure of a graded commutative ring, where a
Z-graded ring R =⊕p∈Z Rp is called graded commutative if r1 · r2 = (−1)p·q · r2 · r1 for all r1 ∈ Rp ,
r2 ∈ Rq , p,q ∈ Z. For completeness, one may also study “a commutative version” of the graded center,
i.e. the ring Z′(T ) =⊕p∈Z Z′p(T ), such that, for p ∈ Z, Z′p(T ) consists of the natural transformations
η : Id → Σ p such that ηΣ X = ΣηX for each object X of T . Obviously, Z′(T ) is a commutative ring
graded by Z.
Let A be an additive category. By Kb(A) we denote the bounded homotopy category of A deﬁned
as follows. The objects of Kb(A) are the differential complexes X = (X p,dpX ) of objects of A such
that Xp = 0 for all but ﬁnite p ∈ Z. If X and Y are objects of Kb(A), then HomKb(A)(X, Y ) con-
sists of the equivalence classes of the morphisms X → Y of complexes modulo the null-homotopic
maps. Recall, that if X and Y are complexes, then a morphism f : X → Y of complexes is given by
morphisms f p : Xp → Y p , p ∈ Z, in A such that f p+1 ◦ dpX = dpY ◦ f p for each p ∈ Z. Moreover, if X
and Y are complexes, then a morphism f : X → Y is called null-homotopic, if there exist morphisms
hp : Xp → Y p−1, p ∈ Z, in A, such that f p = dp−1Y ◦ hp + hp+1 ◦ dpX . It is known (see for exam-
ple [7, I.3.2]) that Kb(A) has a structure of a triangulated category with the suspension functor Σ
given by the shift of complexes, i.e. if p ∈ Z, then (Σ X)p := Xp+1 and dpΣ X := −dp+1X for an object X
of Kb(A) and (Σ f )p := f p+1 for a morphism f in Kb(A).
Now assume that A is an abelian category. Then for an object X of Kb(A) and p ∈ Z we deﬁne
the p-th cohomology group Hp(X) of X by Hp(X) := KerdpX/ Imdp−1X . If f ∈ HomKb(A)(X, Y ) and
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quasi-isomorphism provided Hp( f ) is an isomorphism for each p ∈ Z. The bounded derived category
Db(A) of A is by deﬁnition the localization of Kb(A) with respect to the quasi-isomorphisms [12].
It follows that Db(A) has a structure of a triangulated category with the suspension functor induced
by the suspension functor in Kb(A).
The following theorem proved in [9] will be a useful tool in our calculations.
Theorem 1.1 (Krause/Ye). Let A be an abelian category with enough projective objects. Then Z(Db(A))
is positively graded. Moreover, if P is the full subcategory of A consisting of the projective objects, then
Z(Db(A))  Z(Kb(P)).
We also have the following variant of the above theorem, whose proof is almost identical.
Theorem 1.2. Let A be an abelian category with enough projective objects. Then Z′(Db(A)) is positively
graded. Moreover, if P is the full subcategory of A consisting of the projective objects, then Z′(Db(A)) 
Z′(Kb(P)).
We will apply the above theorems in the situation when A is the category mod A of modules
over an algebra A and, consequently, P is the full subcategory proj A of mod A formed by the pro-
jective modules. In the above situation we will write just Z(A) (Z′(A)) instead of Z(Db(mod A)) and
Z(Kb(proj A)) (Z′(Db(mod A)) and Z′(Kb(proj A)), respectively).
2. Derived discrete algebras
We begin this section with the deﬁnition of gentle algebras. Let (Q ,R) be a pair consisting of a
ﬁnite connected quiver (i.e. directed graph) Q = (Q 0, Q 1), where Q 0 and Q 1 are the sets of vertices
and arrows in Q , respectively, and a set R of paths in Q . We say that (Q ,R) is a gentle quiver if the
following conditions are satisﬁed:
(1) for each x ∈ Q 0 there are at most two α ∈ Q 1 such that sα = x (i.e. α starts at x) and at most
two β ∈ Q 1 such that tβ = x (i.e. β terminates at x),
(2) R consists of paths of length 2,
(3) for each α ∈ Q 1 there is at most one β ∈ Q 1 such that sβ = tα and βα /∈ R, and at most one
γ ∈ Q 1 such that tγ = sα and αγ /∈ R,
(4) for each α ∈ Q 1 there is at most one β ∈ Q 1 such that sβ = tα and βα ∈ R, and at most one
γ ∈ Q 1 such that tγ = sα and αγ ∈ R.
If, in addition, the number of arrows in Q equals the number of vertices in Q , then we say that
(Q ,R) is a one-cycle gentle quiver.
Let (Q ,R) be a one-cycle gentle quiver. We say that α ∈ Q 1 is a cycle arrow if the quiver
(Q 0, Q 1 \ {α}) is connected. Let Q ′1 and Q ′′1 be the sets of clockwise and anti-clockwise oriented
cycle arrows, respectively (we leave to the reader to formulate the formal deﬁnition of these notions).
We say that (Q ,R) satisﬁes the clock condition if the number of αβ ∈ R such that α,β ∈ Q ′1 equals
the number of αβ ∈ R such that α,β ∈ Q ′′1 . Note that this condition is obviously independent on the
choice of orientation.
An algebra A is called gentle one-cycle not satisfying the clock condition if A  FQ /〈R〉 for a
one-cycle gentle quiver (Q ,R) not satisfying the clock condition. Here, for a quiver Q we denote by
FQ the path algebra of Q . Moreover, if Q is a quiver and R is a set of paths in Q , then 〈R〉 denotes
the ideal in FQ generated by R.
Let A be an algebra. For a complex X of A-modules we deﬁne its cohomology dimension vector
hdim X ∈ NZ by (hdim X)p := dimF Hp(X), p ∈ Z. We say that A is derived discrete if for each h ∈ NZ
the indecomposable objects in Db(mod A) with the cohomology dimension vector h form only a ﬁnite
number of the isomorphism classes.
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proved [13] that a connected algebra A is derived discrete if and only if either A is derived equiva-
lent to a hereditary algebra of Dynkin type (i.e. Db(mod A) is equivalent as a triangulated category to
Db(mod B) for a hereditary algebra B of Dynkin type) or A is Morita equivalent to a one-cycle gentle
algebra which does not satisfy the clock condition. One easily veriﬁes that Z(A) = F and Z′(A) = F
if A is a hereditary algebra of Dynkin type (see also [9]). Consequently, we concentrate in our paper
on describing the graded centers for the one-cycle gentle algebras which does not satisfy the clock
condition.
For n ∈ N+ and m ∈ N let (n,m) be the following quiver
•1
•−m
α−m •
−m+1
· · · •
−1
α−1 • 0
α0
...
•
n−1
αn−1
.
Next, for (r,n) ∈ N2+ such that r ∈ [1,n] we put
R(r,n) := {αi+1αi ∣∣ i ∈ [n − r,n − 2]}∪ {α0αn−1}.
Let Ω denote the set of triples (r,n,m) ∈ N3 such that n ∈ N+ and r ∈ [1,n]. For (r,n,m) ∈ Ω we
put Λ(r,n,m) := F(n,m)/〈R(r,n)〉. It is easy to check that ((n,m),R(r,n)) is a one-cycle gentle
quiver not satisfying the clock condition for each (r,n,m) ∈ Ω . It was proved in [5] that if A is a
one-cycle gentle algebra not satisfying the clock condition, then there exists (r,n,m) ∈ Ω such that A
and Λ(r,n,m) are derived equivalent. Consequently, it is suﬃcient to describe the graded centers for
the algebras of the above form.
We end this section with the following remark. Let (Q ,R) be a one-cycle gentle quiver not satis-
fying the clock condition. Then one can determine (r,n,m) ∈ Ω such that FQ /〈R〉 and Λ(r,n,m) are
derived equivalent using the invariant introduced by Avella-Alaminos and Geiß [2].
3. Category
Throughout this section we ﬁx (r,n,m) ∈ Ω such that r < n and we put Λ := Λ(r,n,m). We
remark that the condition r < n implies that gl.dimΛ < ∞. In this section we describe a quiver Γ
and relations such that the full subcategory of the indecomposable objects in Kb(projΛ) is equivalent
to the path category of Γ modulo the given relations. This description follows from calculations made
in [5] (we also refer to [3,4]).
First, for i ∈ [0, r − 1] we put Ii := Z2,
I ′i :=
{
(a,b) ∈ Z2 ∣∣ a b + δi,0 ·m},
and
I ′′i :=
{
(a,b) ∈ Z2 ∣∣ a + δi,0 · n b},
where δx,y is the Kronecker delta. Then the vertices of Γ are X
(i)
v for i ∈ [0, r − 1] and v ∈ I ′i , Y (i)v for
i ∈ [0, r − 1] and v ∈ I ′′i , and Z (i)v for i ∈ [0, r − 1] and v ∈ Ii .
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compact way we associate to each arrow an additional data, which we call the degree of an arrow.
First ﬁx i ∈ [0, r − 1] and v = (a,b) ∈ I ′i . We put
I ′ (i)v := [a,b + δi,0 ·m] × [b,∞), X (i)v := [a,b + δi,0 ·m] × Z,
and
X ′ (i)v := (−∞,a + δi,r−1 ·m] × [a,b + δi,0 ·m].
For u ∈ I ′ (i)v , u = v , there is an arrow f ′ (i)v,u : X (i)v → X (i)u of degree 0. Next, for u ∈ X (i)v there is an
arrow g′ (i)v,u : X (i)v → Z (i)u of degree 1. Finally, for u ∈ X ′ (i)v there is an arrow e′ (i)v,u : X (i)v → X (i+1)u of
degree 2, where we always change the upper index modulo r.
Now ﬁx i ∈ [0, r − 1] and v := (a,b) ∈ I ′′i . We put
I ′′ (i)v := [a,b − δi,0 · n] × [b,∞), Y(i)v := Z × [a,b − δi,0 · n],
and
Y ′′ (i)v := (−∞,a − δi,r−1 · n] × [a,b − δi,0 · n].
For u ∈ I ′ (i)v , u = v , there is an arrow f ′′ (i)v,u : Y (i)v → Y (i)u of degree 0. Next, for u ∈ Y(i)v there is an
arrow g′′ (i)v,u : Y (i)v → Z (i)u of degree 1. Finally, for u ∈ Y ′′ (i)v there is an arrow e′′ (i)v,u : Y (i)v → Y (i+1)u of
degree 2.
Finally ﬁx i ∈ [0, r − 1] and v := (a,b) ∈ Ii . We put
I(i)v := [a,∞) × [b,∞),
Z ′ (i)v := (−∞,a + δi,r−1 ·m] × [a,∞),
Z ′′ (i)v := (−∞,b − δi,r−1 · n] × [b,∞),
and
Z(i)v := (−∞,a + δi,r−1 ·m] × (∞,b − δi,r−1 · n].
For u ∈ I(i)v , u = v , there is an arrow f (i)v,u : Z (i)v → Z (i)u of degree 0. Next, for u ∈ Z ′ (i)v there is an
arrow h′ (i)v,u : Z (i)v → X (i+1)u of degree 1. Similarly, for u ∈ Z ′′ (i)v there is an arrow h′′ (i)v,u : Z (i)v → Y (i+1)u of
degree 1. Finally, for u ∈ Z(i)v there is an arrow e′′ (i)v,u : Z (i)v → Z (i+1)u of degree 2.
Now we describe the relations. Let f : X → Y and g : Y → Z be arrows of degree p and q, respec-
tively. If there is an arrow h : X → Z of degree p + q, then we have the relation g f = h, otherwise we
have the relation g f = 0 (we note that some of the relations are described directly in Section 5).
We also introduce the following notation
f ′ (i)v,v := IdX(i)v , v ∈ I
′
i, f
′′ (i)
v,v := IdY (i)v , v ∈ I
′′
i ,
and
f (i)v,v := IdZ (i)v , v ∈ Ii,
for i ∈ [0, r − 1].
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v′i := (1+ δi,r−1 ·m,1+ δi,0 ·m), v′′i := (1− δi,r−1 · n,1− δi,0 · n),
and
vi := (1+ δi,r−1 ·m,1− δi,r−1 · n).
If i ∈ [0, r − 1], then Σ X (i)v = X (i+1)v+v′i for each v ∈ I
′
i , ΣY
(i)
v = Y (i+1)v+v′′i for each v ∈ I
′′
i , and Σ Z
(i)
v = Z (i+1)v+vi
for each v ∈ I ′′i . We leave it to the reader to write the obvious formulas for the action of the shift on
the morphisms.
Finally, we describe the action of the Auslander–Reiten translation τ . Namely, if i ∈ [0, r − 1],
then τ X (i)v = X (i)v−(1,1) for each v ∈ I ′i , τ Y (i)v = Y (i)v−(1,1) for each v ∈ I ′′i , and τ Z (i)v = Z (i)v−(1,1) for each
v ∈ I ′′i . Observe that it follows by direct calculations that there exists an indecomposable object X in
Kb(projΛ) such that τ X = Σ p X for some p ∈ Z if and only if either r = n − 1 or r = 1 and m = 0.
4. Calculations
Throughout this section we ﬁx (r,n,m) ∈ Ω such that r < n and we put Λ := Λ(r,n,m). In this
section we calculate Z(Λ) and Z′(Λ).
First we describe the homomorphism spaces between the indecomposable objects in Kb(projΛ)
and their shifts.
Lemma 4.1. Let i ∈ [0, r − 1] and v ∈ Ii . If p ∈ N, then
HomKb(projΛ)
(
Z (i)v ,Σ
p Z (i)v
)=
{
F · f (i)v,v p = 0,
0 p > 0.
Proof. Put Z := Z (i)v . The claim is obvious if neither p − 1 nor p is divisible by r.
First assume that r > 1 and p = qr + 1 for some q ∈ N. Then Σ p Z = Z (i+1)v+q(r+m,r−n)+vi and one
easily veriﬁes that v + q(r +m, r − n) + vi /∈ Z(i)v .
Now assume that p = qr for some q ∈ N. In this case Σ p Z = Z (i)v+q(r+m,r−n) . We leave it to the
reader to verify that v + q(r + m, r − n) ∈ I(i)v if and only if q = 0. Finally, one also shows that
v + q(r +m, r − n) /∈ Z(0)v provided r = 1. 
Lemma 4.2. Let i ∈ [0, r − 1] and v = (a,b) ∈ I ′i . If p ∈ N+ , then
HomKb(projΛ)
(
X (i)v ,Σ
p X (i)v
)=
{
F · f ′ (i)
v,v+ pr (r+m,r+m)
r | p and pr  b+δi,0·m−ar+m ,
0 otherwise.
Moreover,
HomKb(projΛ)
(
X (i)v , X
(i)
v
)=
{
F · f ′ (i)v,v + F · e′ (i)v,v r = 1 and a b,
F · f ′ (i)v,v otherwise.
Proof. The method of the proof is analogous to that of the proof of the previous lemma, hence we
leave it to the reader. 
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HomKb(projΛ)
(
Y (i)v ,Σ
pY (i)v
)
=
⎧⎪⎪⎨
⎪⎪⎩
F · f ′′ (i)v,v p = 0,
F · e′′ (i)
v,v+ p−1r (r−n,r−n)+v′′i
r | p − 1 and 1n−r  p−1r  b+1−a−δi,0·nn−r ,
0 otherwise.
Proof. Similar as above. 
Assume that r = n− 1 and ﬁx q ∈ N. Observe that in this case τ Y (i)v = ΣrY (i)v for each i ∈ [0, r − 1]
and v ∈ I ′′i . Moreover, for each i ∈ [0, r − 1] and v = (a,b) ∈ I ′′i such that b − a = q + δi,0 · n, there
exists unique p ∈ Z such that Y (i)v = Σ pY (0)(0,n+q) . We put ε(i, v) := (−1)n·p in the above situation. We
deﬁne the natural transformation η′ (q) : Id → Σn by setting η′ (q)X := ε(i, v) ·e′′ (i)v,v+v′′i −(1,1) if X = Y
(i)
v for
i ∈ [0, r − 1] and v = (a,b) ∈ I ′′i such that b − a = q + δi,0 · n, and η′ (q)X := 0 if X is an indecomposable
object of Kb(projΛ) not isomorphic to Y (i)v for some i ∈ [0, r−1] and v = (a,b) ∈ I ′′i such that b−a =
q + δi,0 · n. One easily veriﬁes that η′ (q) ∈ Zn(Λ).
Proposition 4.4. Let p ∈ N+ . Then
Zp(Λ) =
{∏
q∈N F · η′ (q) (r, p) = (n − 1,n),
0 otherwise.
Proof. Fix η ∈ Zp(Λ). Lemma 4.1 implies that ηZ (i)v = 0 for each v ∈ Ii and i ∈ [0, r − 1].
Now we show that ηX = 0 if X = X (i)v for v = (a,b) ∈ I ′i and i ∈ [0, r−1]. It follows from Lemma 4.2
that we may assume that r | p and pr  b+δi,0·m−ar+m . In this case Σ p X = X (i)u and ηX = λ · f ′ (i)v,u for some
λ ∈ F, where u := v + pr (r + m, r + m). Let f := g′ (i)v,v ′ , where v ′ := (a,0). Then Σ p f = g′ (i)u,u′ , where
u′ := v ′ + pr (r + m, r − n). Observe that Σ p f ◦ ηX = λ · g′ (i)v,u′ . On the other hand ηZ (i)
v′
◦ f = 0, as
we have already proved that η
Z (i)
v′
= 0. Since Σ p f ◦ ηX = ηZ (i)
v′
◦ f , it follows that λ = 0, and hence
ηX = 0.
Now assume that (r, p) = (n − 1,n) and let Y := Y (i)v for some v = (a,b) ∈ I ′′i and i ∈ [0, r − 1].
We prove by induction on b − a − δi,0 · n that ηY = 0. If b = a + δi,0 · n, then the claim follows from
Lemma 4.3 (due to the assumption (r, p) = (n−1,n)). Now assume that b > a+δi,0 ·n. Lemma 4.3 im-
plies that we may assume that r divides p−1 and 1n−r  p−1r  b+1−a−δi,0·nn−r . In this case Σ pY = Y (i+1)u
and ηY = λ · e′′ (i)v,u for some λ ∈ F, where u := v + p−1r (r − n, r − n) + v′′i . Let v ′ := (a,b − 1) and
Y ′ := Y (i)v ′ . By the induction hypothesis ηY ′ = 0, thus ηY ◦ f ′′ (i)v ′,v = Σ p f ′′ (i)v ′,v ◦ ηY ′ = 0. On the other
hand, using once more the assumption (r, p) = (n− 1,n), we get u ∈ Y ′′ (i)v ′ , hence ηY ◦ f ′′ (i)v ′,v = λ · e′′ (i)v ′,u
and the claim follows.
Finally, assume that (r, p) = (n − 1,n). In this case for each i ∈ [0, r − 1] and v ∈ I ′′i there ex-
ists λi,v ∈ F such that ηY (i)v = λi,v · e
′′ (i)
v,v+v′′i −(1,1) . Since η commutes up to sign with Σ , λi,v =
ε(i, v) · λ0,(0,n+b−a−δi,0·n) for each i ∈ [0, r − 1] and v = (a,b) ∈ I ′′i , hence the claim follows. 
Again assume that r = n−1 and ﬁx q ∈ N. Similarly as before we deﬁne the natural transformation
η′′ (q) : Id → Σn by η′′ (q)X := e′′ (i)v,v+v′′i −(1,1) if X = Y
(i)
v for i ∈ [0, r − 1] and v = (a,b) ∈ I ′′i such that
b − a = q + δi,0 · n, and η′ (q)X := 0 if X is an indecomposable object of Kb(projΛ) not isomorphic to
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η′′ (q) ∈ Z′n(Λ).
We have the following variant of the above proposition, which is proved analogously.
Proposition 4.4′ . Let p ∈ N+ . Then
Zp(Λ) =
{∏
q∈N F · η′′ (q) (r, p) = (n − 1,n),
0 otherwise.
Our next aim is to calculate Z0(Λ) = Z′0(Λ). Let Id denote the natural transformation Id → Id
which associates to an object X of Kb(projΛ) the identity map. Obviously Id ∈ Z0(Λ).
Assume that r = 1 and m = 0, and ﬁx q ∈ N. Observe that in this case τ X (0)v = Σ−1X (0)v for each
v ∈ I ′0. We deﬁne the natural transformation η(q) : Id → Id by setting η(q)X := e′ (0)v,v if X = X (0)v for
v = (a,b) ∈ I ′0 such that b − a = q, and η(q)X := 0 if X is an indecomposable object of Kb(projΛ) not
isomorphic to X (0)v for some v = (a,b) ∈ I ′0 such that b − a = q. One easily veriﬁes that η(q) ∈ Z0(Λ).
Proposition 4.5.We have
Z0(Λ) =
{
F · Id⊕∏q∈N F · η(q) r = 1 and m = 0,
F · Id otherwise.
Proof. Fix η ∈ Z0(Λ). Let λ ∈ F be such that ηZ (0)
(0,0)
= λ · f (0)(0,0),(0,0) .
First we show by induction on i that for each i ∈ [0, r − 1] there exists v ∈ Ii such that ηZ (i)v =
λ · f (i)v,v . This claim is obvious for i = 0, thus assume that i > 0. Fix u ∈ Ii−1 such that ηZ (i−1)u =
λ · f (i−1)u,u . Put v := u + vi−1 − (1,1). Lemma 4.1 implies that ηZ (i)v = μ · f
(i)
v,v for some μ ∈ F. Moreover,
μ · e(i−1)u,v = ηZ (i)v ◦ e
(i−1)
u,v = e(i−1)u,v ◦ ηZ (i−1)u = λ · e
(i−1)
u,v , hence μ = λ.
Next we show that η
Z (i)v
= λ · f (i)v,v for each i ∈ [0, r − 1] and v ∈ Ii . We proceed in a similar
way as above in the following steps. First, we ﬁx u ∈ Ii such that ηZ (i)u = λ · f
(i)
u,u . Next we show the
claim for all v ∈ I(i)u (using f (i)u,v ) and then we prove it for arbitrary v ∈ Ii (using f (i)v,v ′ for some
v ′ ∈ I(i)v ∩ I(i)u ).
Further we apply the same method and Lemma 4.3 in order to show that η
Y (i)v
= λ · f ′′ (i)v,v for each
i ∈ [0, r − 1] and v ∈ I ′′i . In this case we use g′′ (i)v,u for some u ∈ Y(i)v . Moreover, we use Lemma 4.2 in
order to prove similarly that η
X (i)v
= λ · f ′ (i)v,v for each i ∈ [0, r − 1] and v ∈ I ′i provided r > 1.
Finally assume that r = 1. The analogous arguments to those presented above and Lemma 4.2
imply that for each v ∈ I ′0 there exists λv ∈ F such that ηX (0)v = λ · f
′ (0)
v,v + λv · e′ (0)v,v . Observe that for
each v = (a,b) ∈ I ′′0 there exists unique p ∈ Z such that X (i)v = Σ p X (0)(0,b−a) . Consequently, it follows
that λv = λ(0,b−a) for each v = (a,b) ∈ I ′0, since η and Σ commute. We prove by induction on a ∈ N
that λ(0,a) = 0 if m > 0, proceeding similarly as we did in the proof of Proposition 4.4. 
We conclude this section with a description of the multiplication in Z(Λ) and Z′(Λ).
Proposition 4.6. Let q1,q2 ∈ N.
(1) If r = n − 1, then η′ (q1) · η′ (q2) = 0 = η′′ (q1) · η′′ (q2) .
(2) If r = 1 and m = 0, then η(q1) · η(q2) = 0.
(3) If r = 1, n = 2, and m = 0, then η(q1) · η′ (q2) = 0 = η(q1) · η′′ (q2) .
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5. Inﬁnite global dimension
Throughout this section we ﬁx (n,m) ∈ N2 such that n > 0 and we put Λ := Λ(n,n,m). In this
case gl.dimΛ = ∞.
First we describe the full subcategory of Kb(projΛ) formed by the indecomposable objects. Infor-
mally speaking it is the full subcategory of the category described in Section 3 given by the X-vertices.
More precisely, we have the following quiver with relations whose path category is equivalent to the
full subcategory of Kb(projΛ) formed by the indecomposable objects. The vertices of this quiver are
X (i)v for i ∈ [0,n − 1] and v ∈ I ′i , where I ′i is deﬁned as in Section 3, i.e.
I ′i :=
{
(a,b) ∈ Z2 ∣∣ a b + δi,0 ·m}.
Next, for i ∈ [0,n − 1] and v = (a,b) ∈ I ′i we deﬁne I ′ (i)v and X ′ (i)v by
I ′ (i)v := [a,b + δi,0 ·m] × [b,∞)
and
X ′ (i)v := (−∞,a + δi,n−1 ·m] × [a,b + δi,0 ·m].
Then for each i ∈ [0,n− 1], v ∈ I ′ (i)i , and u ∈ I ′ (i)v , u = v , we have an arrow f ′ (i)v,u : X (i)v → X (i)u , and for
each i ∈ [0,n − 1], v ∈ I ′ (i)i , and u ∈ X ′ (i)v , we have an arrow e′ (i)v,u : X (i)v → X (i+1)u . Moreover, we put
f ′ (i)v,v := IdX (i)v for each i ∈ [0,n − 1] and v ∈ I
′
i . Finally, we have the following relations:
f ′ (i)u,w ◦ f ′ (i)v,u =
{
f ′ (i)v,w w ∈ I ′ (i)v ,
0 otherwise,
for i ∈ [0,n − 1], v ∈ I ′i , u ∈ I ′ (i)v , and w ∈ I ′ (i)u ,
e′ (i)u,w ◦ f ′ (i)v,u =
{
e′ (i)v,w w ∈ X ′ (i)v ,
0 otherwise,
for i ∈ [0,n − 1], v ∈ I ′i , u ∈ I ′ (i)v , and w ∈ X ′ (i)u ,
f ′ (i+1)u,w ◦ e′ (i)v,u =
{
e′ (i)v,w w ∈ X ′ (i)v ,
0 otherwise,
for i ∈ [0,n − 1], v ∈ I ′i , u ∈ X ′ (i)v , and w ∈ I ′ (i+1)u , and
e′ (i+1)u,w ◦ e′ (i)v,u = 0
for i ∈ [0,n − 1], v ∈ I ′i , u ∈ X ′ (i)v , and w ∈ X ′ (i+1)u .
The descriptions of Σ and τ are also analogous to these given in Section 3. Namely, if i ∈ [0,n−1],
then Σ X (i)v = X (i+1)v+v′ and τ X (i)v = X (i)v−(1,1) for each v ∈ I ′i , where v′i := (1 + δi,n−1 · m,1 + δi,0 · m).i
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p ∈ Z if and only if n = 1 and m = 0.
First we observe that Lemma 4.2 is valid in this case without any changes. Namely, we have the
following.
Lemma 5.1. Let i ∈ [0,n − 1] and v = (a,b) ∈ I ′i . If p ∈ N+ , then
HomKb(projΛ)
(
X (i)v ,Σ
p X (i)v
)=
{
F · f ′ (i)
v,v+ pn (n+m,n+m)
n | p and pn  b+δi,0m−an+m ,
0 otherwise.
Moreover,
HomKb(projΛ)
(
X (i)v , X
(i)
v
)=
{
F · f ′ (i)v,v + F · e′ (i)v,v n = 1 and a b,
F · f ′ (i)v,v otherwise.
The description of Z0(Λ) = Z′0(Λ) does not differ either. Namely, let Id denote the natural trans-
formation Id → Id which associates to an object X in Kb(projΛ) the identity map. Moreover, if n = 1
and m = 0, then for q ∈ N we deﬁne the natural transformation η(q) : Id → Id by setting η(q)X := e′ (0)v,v
if X = X (0)v for v = (a,b) ∈ I ′0 such that b − a = q, and η(q)X := 0 if X is an indecomposable object of
Kb(projΛ) not isomorphic to X (0)v for some v = (a,b) ∈ I ′i such that b − a = q.
The proof of the following fact is obtained by adapting the arguments from the proof of Proposi-
tion 4.5 to the considered case.
Proposition 5.2.We have
Z0(Λ) =
{
F · Id⊕∏q∈N F · η(q) n = 1,
F · Id otherwise.
The situation differs in positive degrees.
We deﬁne η : Id → Σn in the following way. We put ηX := f ′ (i)v,v+(n+m,n+m) if X = X (i)v for i ∈
[0,n − 1] and v = (a,b) ∈ I ′i such that n +m b + δi,0 ·m − a, and ηX := 0 if X is an indecomposable
object of Kb(projΛ) not isomorphic to X (i)v for some i ∈ [0,n−1] and v = (a,b) ∈ I ′i such that n+m
b + δi,0 ·m − a. Observe that ηp = 0 for each p ∈ N+ . Moreover, ηp ∈ Z′p·n(Λ) for each p ∈ N+ . More
precisely, ηpX = f v,v+p·(n+m,n+m) if X = X (i)v for i ∈ [0,n− 1] and v = (a,b) ∈ I ′i such that p · (n+m)
b + δi,0 ·m− a, and ηpX = 0 if X is an indecomposable object of Kb(projΛ) not isomorphic to X (i)v for
some i ∈ [0,n − 1] and v = (a,b) ∈ I ′i such that p · (n +m) b + δi,0 ·m − a. Finally, if p ∈ N+ , then
ηp ∈ Zp·n(Λ) if and only if either 2 | p · n or charF = 2.
We have the following.
Proposition 5.3. Let p ∈ N+ . Then
Z′p(Λ) =
{
F · η pn n | p,
0 otherwise.
Moreover,
Zp(Λ) =
{
Z′p(Λ) either 2 | p or charF = 2,
0 otherwise.
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the proof of [9, Lemma 5.3]). 
We ﬁnish this section with the following.
Proposition 5.4. Let q,q1,q2 ∈ N. If n = 1, then
η · η(q) = 0 = η(q1) · η(q2).
Proof. Direct calculations. 
6. Main theorem
Throughout this section we ﬁx (r,n,m) ∈ Ω and we put Λ := Λ(r,n,m). We summarize our ﬁnd-
ings in the theorems describing Z(Λ) and Z′(Λ). First we introduce some additional notation.
Let R be a commutative ring graded by Z and M a graded R-module. We put
T (R,M) :=
{[
r m
0 r
] ∣∣∣ r ∈ R andm ∈ M} .
If we endow T (R,M) with the obvious matrix multiplication, then it becomes a graded ring, with the
grading inherited from those in R and M . Moreover, for p ∈ Z we deﬁne the graded R-module M[p]
by M[p]q := M[p + q] for q ∈ Z.
We view FN :=∏q∈N F as a graded F-module concentrated in degree 0. Consequently, if p ∈ N,
then the morphism F[X p] → F, f → f (0), gives FN a structure of a graded F[X p]-module, where in
F[Xp] we have the grading coming from the usual degree of polynomials.
We have the following description of the graded center of Λ.
Theorem 6.1. Let (r,n,m) ∈ Ω and R := Z(Λ(r,n,m)). Then
R 
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
T (F[X],FN) (r,n,m) = (1,1,0) and charF = 2,
T (F[X2],FN) (r,n,m) = (1,1,0) and charF = 2,
F[Xn] r = n, (r,m) = (1,0), and 2 | n · charF,
F[X2n] r = n, (r,m) = (1,0), and 2  n · charF,
T (F,FN ⊕ FN[−n]) (r,n,m) = (1,2,0),
T (F,FN[−n]) (r,m) = (1,0) and r = n − 1,
T (F,FN) (r,m) = (1,0) and r = n − 1,n,
F otherwise.
In particular, Rred = F if and only if r = n, and Rnil = 0 if and only if either r = n − 1 or r = 1 and m = 0.
Let (r,n,m) ∈ Ω . Then gl.dimΛ(r,n,m) = ∞ if and only if r = n. Moreover, there exists an in-
decomposable object X in Db(Λ(r,n,m)) such that τ X  Σ p X for some p ∈ Z if and only if either
r = n − 1 and r = 1 and m = 0. Consequently, the above theorem implies the main theorem of the
paper.
The following theorem is the analogue of the above one for “the commutative version” of the
graded center.
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R 
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
T (F[X],FN) (r,n,m) = (1,1,0),
F[Xn] r = n and (r,m) = (1,0),
T (F,FN ⊕ FN[−n]) (r,n,m) = (1,2,0),
T (F,FN[−n]) (r,m) = (1,0) and r = n − 1,
T (F,FN) (r,m) = (1,0) and r = n − 1,n,
F otherwise.
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