Abstract. In this paper we show that the eigenvalue map and the symplectic eigenvalue map of positive definite matrices are Lipschitz for the Cartan-Hadamard Riemannian metric, and establish log-majorizations for the (symplectic) eigenvalues of the Cartan barycenter of integrable probability Borel measures. This leads a version of Jensen's inequality for geometric integrals of matrix-valued integrable random variables.
Introduction
Let S n be the Euclidean space of n × n real symmetric matrices equipped with the trace inner product X, Y = tr(XY ). Let P n ⊂ S n be the open convex cone of real positive definite matrices, which is a smooth Riemannian manifold with the Riemannian trace metric X, Y A = tr A −1 XA −1 Y, where A ∈ P n and X, Y ∈ S n . This is an important example of Cartan-Hadamard manifolds, simply connected complete
Riemannian manifolds with non-positive sectional curvature (the canonical 2-tensor is non-negative). The Riemannian distance between A, B ∈ P n with respect to the above metric is given by δ(A, B) = log A −1/2 BA −1/2 2 , where X 2 = (tr X 2 ) 1/2 for X ∈ S n .
One of recent active research topics on this Riemannian manifold P n is the Cartan mean (alternatively the Riemannian mean, the Karcher mean) where the minimizer exits uniquely. This is a multivariate extension of the twovariable geometric mean A#B := A 1/2 (A −1/2 BA −1/2 ) 1/2 A 1/2 , which is the unique midpoint between A and B for the Riemannian trace metric, and it retains most of its attractive properties; for instances, joint homogeneity, monotonicity, joint concavity, and the arithmetic-geometric-harmonic mean inequalities. It also extends the multivariate geometric mean on R n + ⊂ P n , where R + = (0, ∞), via the embedding into diagonal matrices, (a 1 , . . . , a n ) → diag(a 1 , . . . , a n ).
The Cartan mean extends uniquely to a contractive (with respect to the Wasserstein metric) barycentric map on the Wasserstein space of L 1 -probability measures;
where a probability Borel measure µ belongs to P 1 (P n ) if Pn δ(A, X) dµ(A) < ∞ for some X ∈ P n . The Cartan barycenter plays a fundamental role in the theory of integrations (random variables, expectations and variances). Let (Ω, P) be a probability space and let L 1 (Ω; P n ) be the space of measurable functions ϕ : Ω → P n such
that Ω δ(ϕ(ω), X) dP(ω) < ∞ for some X ∈ P n . Then the "geometric" integral of ϕ ∈ L 1 (Ω; P n ) is naturally defined as
Here, we use the notation
to avoid the confusion with the usual Ω in the Euclidean (or arithmetic) sense, that is, Ω ϕ(ω) dP(ω) = A(ϕ * P), where A : P ∞ (P n ) → P n is the arithmetic barycenter on the space of bounded probability measures. In this paper we consider the eigenvalue mapping on P n λ :
ordered as λ 1 (A) ≥ · · · ≥ λ n (A) counting multiplicities, and the extended symplectic eigenvalue map on P 2n
The symplectic eigenvalues play an important role in classical Hamiltonian dynamics, in quantum mechanics, in symplectic topology, and in the more recent subject of quantum information; see, e.g., [7, 15] . For every A ∈ P 2n , Williamson's theorem (see [1, 15] ) says that there exist a unique diagonal matrix D = diag(d 1 , . . . , d n ) with 0 < d 1 ≤ · · · ≤ d n and an M ∈ Sp(2n, R), the symplectic Lie group, such that
Our main theorem of the present paper is the following log-majorizations of the (symplectic) eigenvalues of the Cartan barycenter. Moreover,
Here ≺ log denotes the log-majorization between positive vectors in R n + ; for a = (a 1 , · · · , a n ) and b = (b 1 , . . . , b n ) in R n + arranged in decreasing order a 1 ≥ · · · ≥ a n and
and equality holds for k = n. For A, B ∈ P n we also write A ≺ log B if λ(A) ≺ log λ(B), which implies that |||A||| ≤ |||B||| for all unitarily invariant norms ||| · ||| on the n × n complex matrices.
The result in the main theorem is a variant of classical Jensen's inequality for integrals and covers those of Bhatia and Karandikar [5] and of Bhatia and Jain [4] :
The convex cone P n is, not only a Riemannian manifold with the Riemannian trace metric, but a Banach Finsler manifold over S n , the Finsler structure being derived from the operator norm X A := A −1/2 XA −1/2 for A ∈ P n and X ∈ S n . The induced metric distance on P is explicitly given by
which is nothing but the Thompson metric
where M(B/A) := inf{α > 0 : B ≤ αA}, the largest eigenvalue of
from A to B for the Thompson metric; see [14, 6] . We observe that
2 is the Riemannian distance. Let P 1 (P n ) be the set of integrable probability Borel measures on P n , i.e., probability Borel measures µ on P n such that Pn δ(A, X) dµ(A) < ∞ for some X ∈ P n . By (2.1), the Thompson metric leads the same probability measure space P 1 (P n ). That is, for a probability Borel measure µ on P n , Pn δ(A, X) dµ(A) < ∞ if and only if
where Π(µ, ν) is the set of all couplings for µ and ν. Similarly we have the Wasserstein distance d W T from the Thompson metric. Both are complete metrics on P 1 (P n ) but they are quite distinctive.
For a general metric space (X, d) one can define P 1 (X) to be the set of integrable probability Borel measures whose support has measure 1, and the Wasserstein metric d W on P 1 (X) as above. Then the following result appears in [13] .
Lemma 2.1. Let f : X → Y be a Lipschitz map between complete metric spaces with Lipschitz constant C. Then f * : 
and hence
Example 2.3. One can see that the eigenvalue map λ : P n → R n + is monotonic and homogeneous of degree 1. Indeed, this holds true for the jth eigenvalue mappings
Hence, by Proposition 2.2 and Lemma 2.1, the push-forward mappings λ * :
T -Lipschitz with Lipschitz constant 1. By (2.1) they are also δ W -Lipschitz map with Lipschitz constant √ n and 1, respectively.
In fact, the eigenvalue map is also contractive for the Riemannian trace metric δ.
Proposition 2.4. The eigenvalue map λ :
Proof. The first assertion follows from the Lidskii-Wielandt theorem (see, e.g., [2, 8] ) and the EMI property (exponential metric increasing property, see [3] ); for A, B ∈ P n ,
The latter follows from Lemma 2.1.
Next, we consider the symplectic eigenvalue map of 2n × 2n real positive definite matrices. Let M 2n (R) be the 2n × 2n real matrices and let J := 0 I −I 0 so that
Let Sp(2n, R) denote the group of real symplectic matrices, i.e.,
It is straightforward to see that the extended symplectic eigenvalue mapping (1.1)
is homogeneous of degree 1. The following shows that it is monotonic.
Theorem 2.5. The extended symplectic eigenvalue map d is monotonic, i.e., for
Proof. We first show that
Let A ∈ P 2n . By definition of the symplectic eigenvalues of A, there exist a diagonal
which is a 2n × 2n orthogonal matrix as
Since M ∈ Sp(2n, R) implies M T ∈ Sp(2n, R) and hence MJM T = J, we have
This implies that the eigenvalues of the Hermitian 2n
given as
Therefore,
Next, let A, B ∈ P 2n with A ≤ B. It follows from (2.2) that
The remaining part of proof follows from Proposition 2.2 and (2.1).
By Theorem 2.5 and Lemma 2.1, the push-forward map d * : 
Cartan barycenters
For µ ∈ P 1 (P n ), the Cartan barycenter G(µ) ∈ P n is defined as the unique mini-
independently of the choice of a fixed Y ∈ P n (see [16] ). Also, the Cartan barycenter is characterized via the Karcher equation (the gradient zero equation) [10] as
An important fact called the fundamental contraction property in [16] (also [10, Theorem 2.3] ) is that the Cartan barycenter G : P 1 (P n ) → P n is a Lipschitz map with Lipschitz constant 1; namely, for every µ, ν ∈ P 1 (P n ),
This contraction property also holds for the Thompson metric [13] .
Example 3.1. In the one-dimensional case on P 1 = (0, ∞) = R + , we find by a direct computation that for every µ ∈ P 1 (R + ),
Similarly, the Cartan barycenter on the product space R n + is given by
Here, log : R n + → R n is the usual logarithm componentwise on the product space R n + . This coincides with the restriction of the Cartan barycenter G :
, where D n is the set of all diagonal matrices in P n .
We have an explicit formula of G(λ * µ) for µ ∈ P 1 (P n );
where in the last equality the map (λ i ) * : P 1 (P n ) → P 1 (R + ) is well-defined by Example 2.3.
We have proved the following Proposition 3.2. For µ ∈ P 1 (P n ), we have
In particular, for µ = (1/m)
Log-Majorizations for probability measures
We have the following diagram involving the eigenvalue map and the Cartan barycenter:
The diagram does not commute, but finding a relationship between λ • G and G • λ * seems very interesting. We establish a log-majorization between them, as well as a similar log-majorization for the extended symplectic eigenvalues:
+ ) For 0 < r < 1 and µ ∈ P 1 (P n ), let µ r denote the push-forward of µ by the power map X → X r . Indeed, the power map is a strict contraction for the Riemannian trace metric (also for the Thompson metric), as immediately seen from the log-majorization
, A, B ∈ P n ; see [3, p. 229] . Hence the pushforward map µ → µ r is a strict contraction from P 1 (P n ) into itself.
Let P 0 (P n ) be the set of all finitely supported uniform measures on P n , i.e., measures of the form µ = (1/m) m j=1 δ A j , m ∈ N, where δ A is the point measure of mass 1 at A ∈ P n . We note that P 0 (P n ) is dense in the Wasserstein space P 1 (P n ) equipped with either δ W or d W T . Let P 1 (S n ) be the set of probability Borel measures on the Euclidean space S n with finite first moment, i.e., Sn X 2 dµ(X) < ∞. For each µ ∈ P 1 (S n ), the identity map on S n is Bochner µ-integrable and A(µ) = Sn X dµ(X) is the arithmetic mean of µ. Since the logarithm map log : P n → S n satisfies δ(X, I) = log X 2 , the pushforward map log * carries P 1 (P n ) into P 1 (S n ). In fact, the EMI property (exponential metric increasing property) implies that log * :
is Lipschitz with
Lipschitz constant 1. This shows that the integral Pn log A dµ(A) ∈ S n exists for every µ ∈ P 1 (P n ). Moreover, similarly to Proposition 2.4, the push-forward λ * :
of the eigenvalue map λ : S n → R n is Lipschitz with Lipschitz constant 1.
Theorem 4.1. We have
for every 0 < r < 1 and µ ∈ P 1 (P n ).
Proof. Let µ ∈ P 1 (P n ). The first log-majorization follows from the log-majorization of the Cartan barycenter appearing in [10]
As s ց 0 the Lie-Trotter formula [11] 
For any µ ∈ P 0 (P n ), the Ky Fan majorization (see, e.g., [2, 8] ) yields
As mentioned above the theorem, note that log * : P 1 (P n ) → P 1 (S n ) and λ * :
Hence, by density of P 0 (P n ) in the Wasserstein space P 1 (P n ), the preceding majorization holds for any µ ∈ P 1 (P n ). Therefore,
Applying a measure µ = (1/m) m j=1 δ A j ∈ P 0 (P n ) to (4.1) yields
Remark 4.2. Although we confine ourselves in this paper to the real positive definite matrices, the results for the eigenvalue map hold true when P n is the n × n complex positive definite matrices.
Finally we consider the extended symplectic eigenvalue map d .
To prove the theorem, we first settle the case where µ ∈ P 0 (P 2n ). For this we consider slightly more generally the Cartan mean (or the Karcher mean) G w (A 1 , . . . , A m ) of A 1 , . . . , A m ∈ P 2n with a weight w = (w 1 , . . . , w m ), w j ≥ 0 and m j=1 w j = 1.
Proof. When r = 1 this was shown in [4] , but the proof below is rather different from that in [4] . First, note that for every A ∈ P 2n and α > 0,
Indeed, this is immediately seen from (2.2) since
−r j for j = 1, . . . , m. By congruence invariance, monotonicity, joint homogeneity and self-duality of G w (see [12] ) we have
which implies by (4.3) again that
Therefore, Proof of Theorem 4.3. Let 0 < r ≤ 1. Lemma 4.4 says in particular that (4.2) holds when µ ∈ P 0 (P 2n ). Now let µ ∈ P 1 (P 2n ). By density, we can find a sequence µ k ∈ P 0 (P 2n ) converging to µ for the Wasserstein metric δ W . By Theorem 2.5,
By the fundamental contraction property,
and also
Remark 4.6. Let 0 < r < 1. Compared with the log-majorizations in (4.1) one may think of the following, where µ ∈ P 1 (P 2n ), A, B ∈ P 2n and 0 < t < 1:
2 (X)) for any X ∈ P 2 , the above are all trivial as both sides of each of (a)-(c) are equal. However, when n ≥ 2, it is rather difficult for us to expect that the log-majorizations in (a)-(c) hold true, while we have no explicit counterexamples.
We have directly the following general version, which provides the proof of the main result (Theorem 1.1). Indeed, ϕ * P ∈ P 1 (P n ) for every ϕ ∈ L 1 (Ω; P n ), where (Ω, P)
is a probability space, and then by Theorem 4.1,
and similarly for the case of the symplectic eigenvalues when ϕ ∈ L 1 (Ω; P 2n ).
Theorem 4.7. Let (Ω, P) be a probability space. Then for every ϕ ∈ L 1 (Ω;
Moreover, for every ϕ ∈ L 1 (Ω; P 2n ),
More precisely we have from (4.1),
Log-majorizations for multiple probability measures
There is a natural notion of multivariate "geometric" mean of integrable probability
Borel measures [9] . The Cartan mean of m positive definite matrices G : P m n → P n is Lipschitz from the fundamental contraction property and hence induces a Lipschitz
Note that Λ(µ) = µ for m = 1. By our log-majorization in Theorem 4.1,
and G(Λ(λ * µ 1 , . . . , λ * µ m )) ∈ R n + . Between this and both sides of (5.1) we have the following log-majorizations.
Proof. It remains to prove the second log-majorization. As mentioned above the theorem, note that G : P m n → P n and Λ : (P 1 (P n )) m → P 1 (P n ) are Lipschitz continuous, as well as so are λ : P n → R n + and λ * : P 1 (P n ) → P 1 (R n + ) (see Example 2.3). So it suffices by continuity to prove the assertion for µ 1 , . . . , µ n ∈ P 0 (P n ). Let where the right-hand side of (5.3) is the geometric mean as an element of (R n + ) k 1 ···km .
On the other hand, since λ * µ j = (1/k j ) The proof of the second log-majorization of (5.5) is similar to that of (5.2) above by using [4, (20) ] (also Theorem 4.3) in place of [5, (30) ]. 
