Arratia flow with drift and the Trotter formula for Brownian web by Dorogovtsev, A. A. & Vovchanskii, M. B.
ar
X
iv
:1
31
0.
74
31
v3
  [
ma
th.
PR
]  
18
 Ju
l 2
01
8
Arratia flow with drift and Trotter formula for Brownian
web
A.A.Dorogovtsev, M.B.Vovchanskii
October 16, 2018
Abstract
An analog of the Trotter formula for the Arratia flow is presented. Perturbations of
the Brownian web by mappings associated with an ordinary differential equation with a
smooth right part are considered and proved to be convergent exclusively in the weak
sense. The flow obtained as a limit is the Arratia flow with drift.
1 Introduction
In this article the fractional step method for the Brownian web is developed. We consider
perturbations of the web by an external force. The resulting motion is obtained as a limit of
approximations where the web and a smooth flow of diffeomorphisms are applied subsequently
on small time intervals. Compared to the case when the flows are generated by stochastic
differential equations with smooth coefficients we prove only the weak convergence instead of
the convergence in mean or in probability. It is an essential feature of the Brownian web. We
show that the sum of its increments in some point converges only in the weak sense.
We start with the definition of the Brownian web. Let (Ft)t∈R be a filtration on some prob-
ability space, and (u1, t1), . . . , (uN , tN) ∈ R2. For an N−tuple of continuous random processes
{Bt1,t(u1) | t ≥ t1}, . . . ,
{BtN ,t(uN) | t ≥ tN} define
θij = inf
{
s ≥ ti ∨ tj | Bti,s(ui) = Btj ,s(uj)
}
.
Suppose Btk ,tk(uk) = uk, k = 1, N.
Definition 1.1. The N−tuple of continuous random processes {Bt1,t(u1) | t ≥ t1}, . . . ,
{BtN ,t(uN) | t ≥ tN} is called coalescing Brownian motions starting from uk at time
tk, k = 1, N, w.r.t. the filtration (Ft)t∈R if {Btj ,t(uj) | t ≥ tj} is a (Ft)t≥tj -martingale, and
{Bti,t(ui)Btj ,t(uj)− (t− θij)+ | t ≥ ti ∨ tj} is a (Ft)t≥ti∨tj -martingale, i, j = 1, N.
Definition 1.2. A Brownian web (see, for instance, [9, 8, 11]) is a collection of random
processes {ϕt,·(u) ∈ C([t; +∞)) | u, t ∈ R} such that, given (u1, t1), . . . , (uN , tN) the processes
ϕt1,·(u1), . . . , ϕtN ,·(uN) are coalescing Brownian motions in the sense of Definition 1.1 w.r.t. the
filtration
Ft = σ (ϕs,r(u), s ≤ r ≤ t, u ∈ R) , t ∈ R.
The filtration (Ft)t∈R may be referred to as a one generated by the Brownian web, and
ϕs,t(u) may be interpreted as a position at time t of a particle that starts from u at time s and
is carried by the web.
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Remark 1.3. The family Φ of random variables {ϕs,t(u) | s ≤ t , u ∈ R} can be treated as a
family of random mappings: for any pair (s, t) u 7→ ϕs,t(u) is a mapping from R into R. Due to
the coalescence property of the Brownian web these mappings are discontinuous yet monotone
increasing. It can be proved [6] that there exists a modification of Φ such that ϕs,t : R 7→ R is
a rcll function. As a result, one can consider Φ as a family of measurable rcll mappings from R
into R indexed by pairs of time marks. The following property, similar to those of stochastic
flows, is observed: for any fixed p ≤ q ≤ r and any u, with probability 1 [11]
ϕq,r(ϕp,q(u)) = ϕp,r(u). (1.1)
The Brownian web can be considered as an example of a stochastic dynamical system in
the sence of [1]. It is shown in [18] that one can construct a modification of the Brownian web
in such a way that it becomes a right cocycle. However, the proposed modification does not
possess the rcll property stated above. Another facts about properties of different modifications
of the Brownian web are discussed in [9, 8].
Consider a family of random processes {Y (u) = ϕ0,·(u) ∈ C([0;∞]) | u ∈ R}. This object,
called the Arratia flow, can be understood as a set of Brownian particles that start from all
points of the real axe simultaneously at time 0 and are carried by the web. Each two of them
move independently before a collision and merge after it. Note that the Arratia flow was
introduced in [2, 19] as a limit of rescaled random walks. From the properties of the Brownian
web it follows
1. for any u Y·(u) is a Brownian motion w.r.t. the joint filtration;
2. for u1 ≤ u2 Y (u1) ≤ Y (u2);
3. for any u1, u2
〈Y (u1), Y (u2)〉t = (t− inf {r | Yr(u1) = Yr(u2)})+ =
∫ t
0
1{Yr(u1)=Yr(u2)}dr.
In order to allow a more general law of the motion of particles inside the Arratia flow one
can consider Brownian motions with drift. Such non-zero term of finite variation introduces an
external mechanical force into the picture. This leads to the following definition (taken from [5]
after some reformulation).
Definition 1.4. Let a be a measurable function on R. A family of random processes {Y a(u)|u ∈
R} is called the Arratia flow with a drift a if
1. for any u
Y at (u) = u+
∫ t
0
a(Y as (u))ds+Bt(u),
where B(u) is a Brownian motion w.r.t. the filtration FY a generated by {Y a(u)|u ∈ R},
2. for any u1, u2
〈B(u1), B(u2)〉t = (t− inf {r | Y ar (u1) = Y ar (u2)})+ =
∫ t
0
1{Y ar (u1)=Y ar (u2)}dr.
The existence of the Arratia flow with a bounded a satisfying the Lipschitz condition is
proved in [5]. The same proof admits an extension to the case of an unbounded Lipschitz
continuous drift.
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Definition 1.4 guarantee that any two processes Y a(u1) and Y
a(u2) coalesce after the meet-
ing and, roughly speaking, are independent before the meeting occurs. The reasons of the
coalescence appearing can be briefly explained as follows. Firstly, note that the moment
θ = inf {r | Y ar (u1) = Y ar (u2)} is a Markov moment w.r.t. FY a . Secondly, for k = 1, 2, the
process Y a(uk) solves a stochastic differential equation dY
a
t (uk) = a(Y
a
t (uk))dt+ dBt(uk) with
some Brownian motion B(uk), k = 1, 2. Due to Property 2, the Brownian motions B(u1) and
B(u2) coincide after the moment θ. Either process t 7→ Y at+θ(uk), k = 1, 2, still solves the stochas-
tic differential equation dzt = a(zt)dt + dBt+θ(u1) with z0 = Y
a
θ (u1) = Y
2
θ (u2). For a ”good
enough” drift coefficient such equation has a unique strong solution. Thus Y a(u1) = Y
a(u2)
after the moment θ.
The main goal of the paper is to obtain an Arratia flow with drift from a Brownian web
via perturbations of a Brownian web by the flow of solutions to a deterministic equation dzt =
a(zt)dt. More precisely, one can expect that the action of the Brownian web and this flow on
small time intervals subsequently and repeatedly allows to incorporate the drift into the Arratia
flow in a way compared to that of the well-known Trotter formula [17]. The Trotter formula,
postulated for flows driven by vector fields, either deterministic or stochastic ones, states that
it is possible to decompose an external influence of a finite number of forces into a sum of
their actions on subsequent intervals of time. In the case of stochastic flows driven by a SDE
with smooth coefficients results of such kind can be found in [10]. We propose a method to
build perturbations of a Brownian web by a deterministic vector field a. This means that the
flow of solutions to dzt = a(zt)dt and the mappings {ϕs,t | s ≤ t} are applied in turns. For a
detailed and precise formulation, refer to Equations (2.1)-(2.2) and definitions there. The weak
convergence of N -point motions of the perturbed web to those of an Arratia flow with a drift
a is established (Theorem 4.1).
Before proceeding further we want to discuss the property of the Brownian web that il-
lustrates the complexity of a noise associated with it and, at the same time, points out the
difference compared to the deterministic Trotter formula, namely, that the web is not a flow of
solutions to some “good” SDE. For a usual SDE
dXt = σ(Xt)dwt, (1.2)
with w being a standard Brownian motion started at 0, σ ∈ C2(R), the expression σ(u)dwt
may be interpreted as an “infinitesimal vector field” that defines increments of the trajectory of
X . This field contains information about the Brownian motion w and the diffusion coefficient
σ and can be restored from observations of the flow. To see that, consider Xs,·(u), a solution
to (1.2) started from u at time s. Then {Xs,t(·) | s ≤ t} is a flow of diffeomorphisms [14], and
one may check that, for any t,
n−1∑
k=0
(
Xt k
n
,tk+1
n
(u)− u
)
P−→
n→∞
∫ t
0
σ(u)dws = σ(u)wt.
The mappings {ϕs,t|s ≤ t} associated with a Brownian web ϕ demonstrate a significantly
different behaviour. The next proposition serves as an illustrative example.
Proposition 1.5. For any u the sequence
{
n−1∑
k=0
(ϕ k
n
, k+1
n
(u)− u) | n ≥ 1
}
does not converge in
probability.
Proof. We need use analogs of some results obtained in [4] for the Arratia flow, extending
them to the case of the Brownian web. To avoid a departure from the central topic of the paper
we omit minor technical details.
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Given a Brownian web {ϕt,s(u) | t ≤ t, u ∈ R} consider an embedded Arratia flow
{Y (u) = ϕ0,·(u) | u ∈ R} . Fix U > 0. Let U = (u1, ·, uN) be an ordered subset of [0;U ]. For a
function α = (α1, . . . , αN) ∈ (C([0; 1]))N define
INs,t(U ;α) =
N∑
k=1
τk(U)∫
s
αk(r)dϕs,r(uk),
J Ns,t(U ;α) =
N∑
k=1
τk(U)∫
s
α2k(r)dr,
where {
τ1(U) = t,
τk(U) = inf
{
t; r |∏j=1,k−1(ϕs,r(uj)− ϕs,r(uk))} , k = 2, N.
Define
ENs,t(U ;α) = exp(INs,t(U ;α)−
1
2
J Ns,t(U ;α)).
It is shown in [4] that, for any {un}n≥1 dense in [0;U ], a set{EN0,t({u1, . . . , uN};α) | α ∈ (C([0; 1]))N , N ∈ N}
is a total set in L2 (σ(Ys,r(u), 0 ≤ s ≤ r ≤ t, u ∈ [0;U ]) . Given
FUs,t = σ (ϕr1,r2(u), s ≤ r1 ≤ r2 ≤ t, u ∈ [0;U ]) , s ≤ t,
the same technique applied in [4] allows to extend this conclusion to the case of L2
(FU0,t) ,
though we need a weaker statement that can be formulated as follows. Suppose ξ ∈ L2 (FU0,t) .
If for any N ∈ N, α ∈ (C([0; 1]))N , s, t ∈ [0; 1] and any ordered subset {u1, . . . , uN} of [0;U ]
EξEN0,t({u1, . . . , uN};α) = 0,
then ξ is 0 a.s..
Thus the statement of Proposition 1.5 is a consequence of:
Proposition 1.6. Let ϕ be a Brownian web. Then for any 0 ≤ s ≤ t ≤ 1, α ∈ (C([0; 1]))N and
any ordered set U of size N
E
n−1∑
k=0
ϕ k
n
, k+1
n
(0)ENs,t(U ;α)→ 0, n→∞.
Indeed, the variance of
∑n−1
k=0 ϕ k
n
, k+1
n
(0) can be easily seen to be 1, so we have a contradiction.
Being rather technical, the proof of Proposition 1.6 is put in Appendix.
The statement of Proposition 1.5 can be interpreted as that the “infinitesimal random field”
that drives the motion of particles inside the web does not allow restoration from observations
of the web. This result relates to the theory of noises associated with families of mappings
[20, 21, 22, 7], which states the noise of the Brownian web to be “black”.
As it has been mentioned before, the family of mappings {ϕs,t | s ≤ t} of the Brownian web
can be treated as a dynamical system on R. The previous statement means that this family is
not generated by a “good” infinitesimal vector field. But it occurs that we can still consider
perturbations of this non-existing field by using the fractional step method.
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2 Fractional Step Method for Brownian Web
Through the whole paper, a function a satisfies the Lipschitz condition on the real axe with a
constant Ca, and {At(u)|t ≥ 0}, for any u, is a solution to the Cauchy problem{
dAt(u) = a(At(u))dt,
A0(u) = u.
Consider a sequence of partitions of [0; 1], {t(n)0 , . . . , t(n)N(n)}, n ∈ N, where
λ(n) = max
k=0,N(n)−1
(t
(n)
k+1 − t(n)k )
tends to zero as n grows to infinity. For fixed n and k ∈ 0, N (n) − 1 and t ∈ [t(n)k ; t(n)k+1) define
X
(n)
t (u) = ϕt(n)
k
,t
(
k◦
j=1
A
t
(n)
j −t
(n)
j−1
(ϕ
t
(n)
j−1,t
(n)
j
(·))
)
(u), (2.1)
∆
(n)
k (u) = X
(n)
t
(n)
k
(u)−X(n)
t
(n)
k
−(u), (2.2)
where X
(n)
t
(n)
k
−(u) = limsրt(n)k
X
(n)
s (u) and the sign ◦ stands for a composition of functions. Put
X
(n)
1 (u) to equal X
(n)
1− (u).
From now we suppose that all considered σ-fields have been completed and augmented in a
usual way.
Proposition 2.1. For all n and k and every u a.s.
|∆(n)k (u)| ≤ sup
t∈[0;1]
|a(X(n)t (u))| · eCaλ
(n)
(t
(n)
k − t(n)k−1).
Proof. From the definition of X(n) it follows that
X
(n)
t
(n)
k
(u) = A
t
(n)
k
−t(n)
k−1
(X
(n)
t
(n)
k
−(u)).
An application of the Gronwall–Belmann lemma easily implies what is stated.
Define
A
(n)
t (u) =
∑
k:t
(n)
k
≤t
∆
(n)
k (u), t ∈ [0; 1], n ∈ N,
m
(n)
t (u) = X
(n)
t (u)−A(n)t (u), t ∈ [0; 1], n ∈ N.
Proposition 2.2. For any u and n m(n)(u) is a Brownian motion started at u with respect to
the filtration (Ft)t∈[0;1], and, for any u1, u2,
〈m(n)(u1), m(n)(u2)〉t =
∫ t
0
1{X(n)s (u1)=X(n)s (u2)}ds =
(
t− τ (n))
+
,
where τ (n) = inf{1; s | X(n)s (u1) = X(n)s (u2)}.
Proof. One can check in a standard way that m(n)(u) is a continuous (Ft)t∈[0;1]-martingale
with the characteristic t and then apply the Levy theorem on characterization of the Brownian
motion, as the m(n) have been built continuous.
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Note that the definition of the Brownian web implies the following. For any t
(n)
j−1 ≤ s ≤ t <
t
(n)
j , j = 1, N
(n) and any v
X
(n)
t (v) = ϕs,t(X
(n)
s (v)).
Also for same s, t and any u1, u2,
E
(
X
(n)
t (u1)X
(n)
t (u2)−
∫ t
s
1{X(n)r (u1)=X(n)r (u2)}dr
∣∣FBWs
)
= E
(
ϕs,t(X
(n)
s (u1))ϕs,t(X
(n)
s (u2))−
∫ t
s
1{ϕs,r(X(n)s (u1))=ϕs,r(X(n)s (u2))}dr
∣∣FBWs
)
= E
(
ϕs,t(v1)ϕs,t(v2)−
∫ t
s
1{ϕs,r(v1))=ϕs,r(v2))}dr
∣∣FBWs
)∣∣∣∣∣
v1=X
(n)
s (u1),v2=X
(n)
s (u2)
= v1v2
∣∣∣
v1=X
(n)
s (u1),v2=X
(n)
s (u2)
= X(n)s (u1)X
(n)
s (u2),
since, for t ∈ [s; t(n)j ), v1, v2 ∈ R,
〈ϕs,·(v1)), ϕs,·(v2)〉t =
∫ t
s
1{ϕs,r(v1))=ϕs,r(v2))}dr.
If s, t belong to different intervals of the partition {t(n)0 , . . . , t(n)N(n)} one should carefully apply
a standard reasoning based on conditioning and two equalities just mentioned. We omit the
details.
To prove the second equality of the proposition note that the difference X(n)(u2)−X(n)(u1)
never leaves 0 after hitting it, the latter being a consequence of the Brownian web’s definition.
Thus ∫ t
0
1{X(n)s (u1)=X(n)s (u2)}ds =
(
t− τ (n))
+
.
3 Existence and Characterization of Weak Limits of X (n)
The N -point motions of the perturbed Brownian web (X(n)(u1), . . . , X
(n)(uN)) are considered
in D([0; 1]), the Skorokhod space of rcll functions on [0; 1] endowed with the distance [3]
d(f, g) = inf{ε > 0|∃λ ∈ Λ : sup
t∈[0;1]
|f(t)− g(λ(t))| ∨ sup
t,s∈[0;1]
t6=s
∣∣∣ ln λ(t)− λ(s)
t− s
∣∣∣ ≤ ε},
Λ being a space of strictly increasing continuous mapping from [0; 1] onto itself. In the space
(D([0; 1]))N the Borel σ-field is considered.
Proposition 3.1. For every u the sequence {X(n)(u)}n≥1 is weakly compact in D([0; 1]).
Proof. For a proof we use a test of weak compactness in D([0; 1]) [3]. To do that, one may
estimate the difference of m(n)(u)−X(n)(u) by using Propositions 2.1 and 2.2.
Corollary 3.2. For any u1, . . . , uN a sequence {(X(n)(u1), . . . , X(n)(uN))}n≥1 is weakly compact
in (D([0; 1]))N .
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For u1 < . . . < uN , we denote an arbitrary weak limit point of {(X(n)(u1), . . . , X(n)(uN))}n≥1
by (X(u1), . . . , X(uN)). We will prove that
(X(u1), . . . , X(uN))
d
= (Y a(u1), . . . , Y
a(uN))
in (D([0; 1]))N , which is our main result, Theorem 4.1.
Remark 3.3. Without loss of generality and in order to simplify the notation we suppose that
the sequence (X(n)(u1), . . . , X
(n)(uN))⇒ (X(u1), . . . , X(uN)), n→∞.
Propositions to follow are checking that the process (X(u1), . . . , X(uN)) satisfies all condi-
tions of Definition 1.4.
Suppose B is a standard Brownian motion started at 0. For fixed u define processes
{y(n)(u)}n≥1 in the following way. Consider the partitions {t(n)0 , . . . , t(n)N(n)}, n ∈ N, and put
for t ∈ [t(n)k ; t(n)k+1), k ∈ 0;N (n) − 1,
y
(n)
t (u) = Bt − Bt(n)
k
+
k◦
j=1
A
t
(n)
j −t
(n)
j−1
(
B
t
(n)
j
−B
t
(n)
j−1
+ ·
)
(u),
y
(n)
1 (u) = limtր1 y
(n)
t (u).
(3.1)
Here, for any j, the mapping · + B
t
(n)
j
− B
t
(n)
j−1
is a random function from R into inself and
is, effectively, a random shift in R by a value B
t
(n)
j
− B
t
(n)
j−1
.
Recall that
m
(n)
t (u) = X
(n)
t (u)−
∑
k:t
(n)
k
≤t
∆
(n)
k (u), t ∈ [0; 1], n ∈ N.
Proposition 3.4. For any u for any n (X(n)(u), m(n)(u))
d
= (y(n)(u), B) in (D([0; 1]))2, and
E
∫ 1
0
(y
(n)
t (u)− yt(u))2dt→ 0, n→∞,
where y(u) is a solution to {
dyt(u) = a(yt(u))dt+ dBt,
y0 = u.
Proof. The first assertion follows from the definition of the processes X(n), m(n), n ≥ 1,
while the second one is proved in [10][Propositions 2.5-2.8].
Corollary 3.5. For any i X(ui) is a diffusion with a unit diffusion coefficient and a drift
coefficient a, that is, for some Brownian motion B(ui),
Xt(ui) = ui +
∫ t
0
a(Xs(ui))ds+Bt(ui), t ∈ [0; 1]. (3.2)
Proof. It is left to show that y(n) ⇒ y in D([0; 1]), as then X(ui) d= y in D([0; 1]). The
arguments are standard and thus omitted.
Corollary 3.6.
P{(X(u1), . . . , X(uN)) ∈ (C([0; 1]))N} = 1.
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Now we are to characterize martingale components of (X(u1), . . . , X(uN)). For that, define
for f = (f 1, f 2) ∈ D([0; 1])
θ(f) ≡ θ(f 1, f 2) = inf{1; s | f 1s − f 2s ≥ 0}.
We want to prove that for any i, j the process
(
Bt(ui), Bt(uj)
)
, with ui < uj, is a martingale
with respect to its own filtration, and
〈Bt(ui), Bt(uj)〉t =
(
t− θ(X(ui), X(uj)))
)
+
=
∫ t
0
1{Xs(ui)=Xs(uj)}ds.
While the first assertion can be verified via standard arguments, the latter needs a more
refined approach since we have to check if the processes X(ui) and X(uj) stay equal after
θ(X(ui), X(uj)). One technical difficulty is that{
(f 1, f 2) | f 1(θ(f 1, f 2) + ·) = f 2(θ(f 1, f 2) + ·)}
is not a closed set in (D([0; 1]))2 w.r.t topology induced by the Skorokhod distance. Therefore
we cannot use a standard reasoning based on the Portmanteau theorem. Next statements help
to overcome this difficulty.
Remark 3.7. In [15][Lemmas 2.10-2.13] a similar problem for a system of coalescing processes is
approached via different arguments based mainly on the theory of martingales. However, our
situation differs from that treated in [15] due to the presence of an incorporated jump process
and the absence of the convergence of processes stopped on hitting the origin, and while the
first problem can be overcomed within the same martinale technique, the second one requires
additional reasoning, which we replace with direct calculations of the next proposition and
follow-up ones.
Proposition 3.8. The next event has probability 0 :
∃i ∈ {1, . . . , N − 1}∃t ∈ (0; 1]Xt(ui) = Xt(ui+1) and sup
s∈[t;1]
(Xs(ui+1)−Xs(ui)) > 0.
Proof. Let D+([0; 1]) = D([0; 1]) ∩ {f | infr∈[0;1] fr ≥ 0}. Define
Γδε =
{
f ∈ D+([0; 1])|∃t ∈ [0; 1] f(t) < ε,
∫ 1
t
f(r)dr > δ
}
,
Γδ =
{
f ∈ D+([0; 1])|∃t ∈ [0; 1] f(t) = 0,
∫ 1
t
f(r)dr > δ
}
.
For i = 1;N − 1, denote by P (n),i the distribution of ∆X(n),i = X(n)(ui+1)−X(n)(ui); by P (∞),i,
the distribution of ∆X i = X(ui+1) − X(ui). It is enough to prove that for every fixed i and
δ > 0 P (∞),i(Γδ) = 0. Since Γδ ⊂ ∩ε≥0Γδε, and Γε1 ⊂ Γε2, ε1 < ε2 we have
P (∞),i(Γδ) ≤ lim
ε→0+
P (∞),i(Γδε).
Note that the set Γδε is open in D([0; 1]). The Portmanteau theorem [3] implies that
P (∞),i(Γδε) ≤ lim
n→∞
P (n),i(Γδε),
since
(Xn(ui+1), X
(n)(ui))⇒ (X(ui+1), X(ui)), n→∞,
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and ∆X(n),i ⇒ ∆X i, n→∞ in D([0; 1]) [3]. Hence
P (∞),i(Γδ) ≤ lim
ε→0+
lim
n→∞
P (n),i(Γδε). (3.3)
We need an estimate on the modulus of continuity of ∆X(n),i. For a function f define its
modulus of continuity ω(f, a) = sups,t, |s−t|≤a |fs − ft|. For s, t ∈ [t(n)k ; t(n)k+1)
|∆X(n),is −∆X(n),it | ≤ |X(n)s (ui)−X(n)t (ui)|+ |X(n)s (ui+1)−X(n)t (ui+1)|
= |m(n)s (ui)−m(n)t (ui)|+ |m(n)s (ui+1)−m(n)t (ui+1)|
≤ ω(m(n)(ui), λ(n)) + ω(m(n)(ui+1), λ(n)),
since X
(n)
s (ui)−X(n)t (ui) = m(n)s (ui)−m(n)t (ui) and the analogous holds for X(n)(ui+1). Define
ω(n) = ω(m(n)(ui), λ
(n)) + ω(m(n)(ui+1), λ
(n)).
All m(n) are Brownian motions by Proposition 2.2, hence ω(n) → 0, n→∞ in probability.
If inf
r∈[t(n)
k−1;t
(n)
k
)
∆X
(n),i
r < ε then
sup
r∈[t(n)
k−1;t
(n)
k
)
∆X(n),ir ≤ ε+ ω(n),
∆X
(n),i
t
(n)
k
− = lim
rրt(n)
k
∆X(n),ir ≤ ε+ ω(n).
If for some t ∈ [t(n)k−1; t(n)k ) ∆X(n),it < ε and
∫ 1
t
∆X
(n),i
r dr > δ, then
∫ t(n)
k
t
∆X(n),ir dr ≤ (t(n)k − t) sup
r∈[t(n)
k−1;t
(n)
k
)
∆X(n),ir ≤ λ(n)(ε+ ω(n)) ≤ ε+ ω(n),
∫ 1
t
(n)
k
∆X(n),ir dr > δ −
∫ t(n)
k
t
∆X(n),ir dr ≥ δ − λ(n)(ε+ ω(n)) ≥ δ − (ε+ ω(n)).
Using these two remarks:
P (n),i(Γδε) = P
{
∃t : ∆X(n),it < ε,
∫ 1
t
∆X(n),ir dr > δ
}
=
N(n)∑
k=1
P
{
inf
r∈[0;t(n)
k−1)
∆X(n),ir ≥ ε; ∃t ∈ [t(n)k−1; t(n)k )∆X(n),it < ε,
∫ 1
t
∆X(n),ir dr > δ
}
=
N(n)∑
k=1
P
{
inf
r∈[0;t(n)
k−1)
∆X(n),ir ≥ ε; inf
r∈[t(n)
k−1;t
(n)
k
)
∆X(n),ir < ε;
∫ 1
t
∆X(n),ir dr > δ;
ε+ ω(n) ≥ 2ε ∧ δ
2
}
+
N(n)∑
k=1
P
{
inf
r∈[0;t(n)
k−1)
∆X(n),ir ≥ ε; inf
r∈[t(n)
k−1;t
(n)
k
)
∆X(n),ir < ε;
∫ 1
t
∆X(n),ir dr > δ;
ε+ ω(n) < 2ε ∧ δ
2
}
≤ P
{
ε+ ω(n) ≥ 2ε ∧ δ
2
}
+
N(n)∑
k=1
P
{
inf
r∈[0;t(n)
k−1)
∆X(n),ir ≥ ε;
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inf
r∈[t(n)
k−1;t
(n)
k
)
∆X(n),ir < ε;
∫ 1
t
∆X(n),ir dr > δ; ∆X
(n),i
t
(n)
k
− ≤ 2ε;∫ 1
t
(n)
k
∆X(n),ir dr ≥ δ/2; ε+ ω(n) < 2ε ∧
δ
2
}
≤ P
{
ε+ ω(n) ≥ 2ε ∧ δ
2
}
+
N(n)∑
k=1
P
{
inf
r∈[0;t(n)
k−1)
∆X(n),ir ≥ ε;
inf
r∈[t(n)
k−1;t
(n)
k
)
∆X(n),ir < ε; ∆X
(n),i
t
(n)
k
− ≤ 2ε;
∫ 1
t
(n)
k
∆X(n),ir dr ≥ δ/2
}
= P
{
ε+ ω(n) ≥ 2ε ∧ δ
2
}
+ E
N(n)∑
k=1
P
(
inf
r∈[0;t(n)
k−1)
∆X(n),ir ≥ ε;
∆X
(n),i
t
(n)
k
− ≤ 2ε; ∆X
(n),i
t
(n)
k
− ≤ 2ε;
∫ 1
t
(n)
k
∆X(n),ir dr ≥ δ/2
∣∣∣F
t
(n)
k
)
= P
{
ε+ ω(n) ≥ 2ε ∧ δ
2
}
+ E
N(n)∑
k=1
1{inf
r∈[0;t
(n)
k−1
)
∆X
(n),i
r ≥ε}
· 1{inf
r∈[t
(n)
k−1
;t
(n)
k
)
∆X
(n),i
r <ε}1{∆X(n),i
t
(n)
k
−
≤2ε}P
(∫ 1
t
(n)
k
∆X(n),ir dr ≥ δ/2
∣∣∣F
t
(n)
k
)
. (3.4)
To proceed further, consider, for t ∈ [t(n)j ; t(n)j+1),
E
(
∆X
(n),i
t
∣∣∣F
t
(n)
j
)
= E
(
ϕ
t
(n)
j ,t
(X
(n)
t
(n)
j
(ui+1))− ϕt(n)j ,t(X
(n)
t
(n)
j
(ui))
∣∣∣F
t
(n)
j
)
= E
(
ϕ
t
(n)
j ,t
(X
(n)
t
(n)
j
(ui+1))− ϕt(n)j ,t(X
(n)
t
(n)
j
(ui))
∣∣∣F
t
(n)
j
)
= E
(
ϕ
t
(n)
j ,t
(ξ1)− ϕt(n)j ,t(ξ2)
) ∣∣∣
ξ1=X
(n)
t
(n)
j
(ui+1),ξ2=X
(n)
t
(n)
j
(ui)
.
Here, from the definition of the Brownian web,
E
(
ϕ
t
(n)
j ,t
(ξ1)− ϕt(n)j ,t(ξ2)
)
= E
√
2B
(t−t(n)j )∧θ
(
ξ2 − ξ1√
2
),
where {Bs(x)|s ≥ 0}, x ∈ R+, is a Brownian motion started at x, and θ is its moment of hitting
0. Thus
E
(
∆X
(n),i
t
∣∣∣F
t
(n)
j
)
≤ ∆X(n),i
t
(n)
j
.
The Gronwall–Belmann lemma implies that
∆X
(n),i
t
(n)
j
≤ ∆X(n),i
t
(n)
j −
· eCa(t(n)j+1−t(n)j ).
Since
∆X
(n),i
t
(n)
j −
= lim
rրt(n)j
∆X(n),ir = lim
rրt(n)j
[
ϕ
t
(n)
j−1,r
(X
(n)
t
(n)
j−1
(ui+1))− ϕt(n)j−1,r(X
(n)
t
(n)
j−1
(ui))
]
= ϕ
t
(n)
j−1,t
(n)
j
(
X
(n)
t
(n)
j−1
(ui+1))− ϕt(n)j−1,t(n)j (X
(n)
t
(n)
j−1
(ui)
)
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we end with
E
(
∆X
(n),i
t
∣∣∣F
t
(n)
k
)
≤ eCa(1−t(n)k )∆X(n),i
t
(n)
k
− ≤ e
Ca∆X
(n),i
t
(n)
k
−.
This gives:
P
(∫ 1
t
(n)
k
∆X(n),ir dr ≥ δ/2
∣∣∣F
t
(n)
k
)
≤ 2
δ
E
(∫ 1
t
(n)
k
∆X(n),ir dr
∣∣∣F
t
(n)
k
)
≤ 2
δ
E
(
lim
n→∞
m−1∑
j=0
∆X
(n),i
(1−t(n)
k
) j
m
+t
(n)
k
1− t(n)k
m
∣∣∣F
t
(n)
k
)
≤ 2
δ
lim
n→∞
m−1∑
j=0
E
(
∆X
(n),i
(1−t(n)
k
) j
m
+t
(n)
k
1− t(n)k
m
∣∣∣F
t
(n)
k
)
≤ 2
δ
lim
n→∞
m−1∑
j=0
eCa∆X
(n),i
t
(n)
k
−
1− t(n)k
m
≤ 2
δ
eCa∆X
(n),i
t
(n)
k
−.
Substituting the last estimate into (3.4), we get:
P (n),i(Γδε) ≤ P
{
ε+ ω(n) ≥ 2ε ∧ δ
2
}
+ E
N(n)∑
k=1
1{inf
r∈[0;t
(n)
k−1
)
∆X
(n),i
r ≥ε}
· 1{inf
r∈[t
(n)
k−1
;t
(n)
k
)
∆X
(n),i
r <ε}1{∆X(n),i
t
(n)
k
−
≤2ε} ·
2
δ
eCa∆X
(n),i
t
(n)
k
−
≤ P
{
ε+ ω(n) ≥ 2ε ∧ δ
2
}
+
N(n)∑
k=1
P
{
inf
r∈[0;t(n)
k−1)
∆X(n),ir ≥ ε; inf
r∈[t(n)
k−1;t
(n)
k
)
∆X(n),ir < ε
}
· 4
δ
eCaε
= P
{
ε+ ω(n) ≥ 2ε ∧ δ
2
}
+
4
δ
eCa · ε.
Thus in (3.3) we have:
lim
ε→0+
lim
n→∞
P (n),i(Γδε) = 0.
Proposition 3.9. Let a(1), a(2) be Lipschitz continuous functions on the real line. Let ξ(1), ξ(2)
be solutions on [0; 1] to the following SDEs:{
dξ
(k)
t = w
(k)
t + a
(k)(ξ
(k)
t )dt, ξ
(k)
0 = u
(k),
k = 1, 2, u(1) ≤ u(2),
where w(1), w(2) are independent standard Brownian motion started at 0. Then the function θ
is Law(ξ(1), ξ(2))−a.s. continuous on C([0; 1],R2).
Proof. Since the reasoning is standard we give only a sketch of the proof. Define ξ =
(ξ(1), ξ(2)). Suppose g(n) → ξ in (D([0; 1]))2, n → ∞. Put θ(n) = θ(g(n)), θ∞ = θ(ξ). Then one
can prove that ξ(1)(limn→∞ θ
(n))− ξ(2)(limn→∞ θ(n)) = 0, so
θ∞ ≤ lim
n→∞
θ(n).
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The moment θ∞ is easily seen to be a Markov moment with respect to the filtration generated
by ξ [13] so for the process ξ
(2)
θ∞+· − ξ(1)θ∞+· we have
d
(
ξ
(2)
θ∞+t − ξ(1)θ∞+t
)
=
√
2bt +
(
a(2)(ξ
(2)
θ∞+t)− a(1)(ξ(1)θ∞+t)
)
dt,
where b is a standard Brownian motion. The Girsanov theorem [16] implies that ξ
(2)
θ∞+· − ξ(1)θ∞+·
obeys the iterated logarithm law. So
lim
hց0
ξ
(2)
θ∞+h − ξ(1)θ∞+h√
2h log log h−1
= 1 a.s..
Thus
θ∞ ≥ lim
n→∞
θ(n).
Recall
τ (n) = inf
{
1; s | X(n)s (u1) = X(n)s (u2)
}
, n ≥ 1,
u1 < u2, and define τ = inf {1; s | Xs(u1) = Xs(u2)} .
Proposition 3.10. τ (n) ⇒ τ, n→∞.
Proof. By the Skorokhod representation theorem [13] we may assume that with probability
1
(X(n)(u1), X
(n)(u2))→ (X(u1), X(u2)), n→∞,
in (D([0; 1]))2, for some (X(u1), X(u2)) described in Corollary 3.5. In this notation, we need
to establish the following:
θ(X(n)(u1), X
(n)(u2))⇒ θ(X(u1), X(u2)), n→∞.
Since both X(u1) and X(u2) by Corollary 3.6 are continuous a.s., (X
(n)(u1), X
(n)(u2) converge
to (X(u1), X(u2)) uniformly. So it easy to see that
θ(X(u1), X(u2)) ≤ lim
n→∞
θ(X(n)(u1), X
(n)(u2)). (3.5)
Either coordinate of (X(n)(u1), X
(n)(u2)) admits the representation of (3.1), with B replaced
with some Brownian motions m(n)(uk), k = 1, 2, respectively.
Let B˜ be a standard Brownian motion with B0 = 0, independent of all the processes used
before, the initial probability space being extended in a usual way, if needed. Define
m˜
(n)
t (u2) = m
(n)
t (u2)1{t<τ (n)} +
(
B˜t − B˜τ (n) +m(n)τ (n)(u2)
)
1{t≥τ (n)}
= m
(n)
t∧τ (n)(u2) + B˜t − B˜t∧τ (n) ,
and consider the process X˜(n)(u2) constructed as in Equation 3.1 with m˜
(n)(u2) substituted for
B. Then one can easily check that
X˜
(n)
t (u2)1{t<τ (n)} = X
(n)
t (u2)1{t<τ (n)}. (3.6)
Consider new Brownian motions b(u1) and b(u2), independent of all processes used above.
Construct processes y(n)(u1), y
(n)(u2) using the representation of 3.1 with b(u1) or b(u2) instead
of B, respectively. Then
(X(n)(u1), X˜
(n)(u2))
d
= (y(n)(u1), y
(n)(u2)). (3.7)
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By Proposition 3.4 there exist processes (y(u1), y(u2)) such that{
dyt(uk) = a(yt(uk))dt+ dm˜t(uk),
y0(uk) = uk, k = 1, 2,
and, for each k, the sequence
{
y(n)(uk)
}
n≥1 converges to y(uk) in L2(Ω × (0; 1)), and, conse-
quently, in D([0; 1]). Here m˜(u1) and m˜(u2) are standard Brownian motions started from 0.
Since prelimit processes b(u1) and b(u2) are independent one can prove m˜(u1) and m˜(u2) to be
independent, too. So such are the processes y(u1) and y(u2).
Thus we have, by (3.6) and (3.7):
τn
d
= θ(X(n)(u1), X
(n)(u2)) = θ(X
(n)(u1), X˜
(n)(u2))
d
= θ(y(n)(u1), y
(n)(u2)), n ∈ N.
By Proposition 3.9 the mapping θ is a.e. continuous w.r.t the distribution of (y(u1), y(u2)),
which implies that
θ(y(n)(u1), y
(n)(u2))→ θ(y(u1), y(u2)), n→∞, a.s.,
so τn ⇒ θ(y(u1), y(u2)), n→∞. It is to left to prove that
θ(X(u1), X(u2))
d
= θ(y(u1), y(u2)).
For that recall that, by Corollary 3.1,{
dXt(uk) = a(Xt(uk))dt+ dmt(uk),
X0(uk) = uk, k = 1, 2,
where m(u1) and m(u2) are Brownian motions. For any t,∫ t
0
a(X(n)s (uk))ds→
∫ t
0
a(Xs(uk))ds,
so one can prove that m(n)(uk) → m(uk), n→ ∞, uniformly, for each k. Then Proposition 2.2
implies that
〈m(u1), m(u2)〉t = limn→∞
〈
m(n)(u1), m
(n)(u2)
〉
t
= lim
n→∞
(
t− θ(X(n)(u1), X(n)(u2)
)
+
≤
(
t− lim
n→∞
θ(X(n)(u1), X
(n)(u2)
)
+
.
Using 3.5, we have that
0 ≤ 〈m(u1), m(u2)〉t ≤ (t− θ(X(u1), X(u2))+ ,
so 〈
m·∧θ(X(u1),X(u2)(u1), m·∧θ(X(u1),X(u2)(u2)
〉
t
= 0, t ∈ [0; 1].
Thus θ(X(u1), X(u2))
d
= θ(y(u1), y(u2)). Indeed, either X(uk) is a strong unique solution
of Equation 3, so the process X·∧θ(X(u1),X(u2)(uk) is adapted to the filtration generated by
m·∧θ(X(u1),X(u2)(uk). Since processes m·∧θ(X(u1),X(u2)(u1) and m·∧θ(X(u1),X(u2)(u2) are independent
this finishes the proof.
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Recall from Equation 3.2
Xt(ui) = ui +
∫ t
0
a(Xs(ui))ds+Bt, t ∈ [0; 1],
for any i.We will write Bt(ui) to emphasize that the Brownian motion in Equation 3.2 depends
on the starting point ui.
Proposition 3.11. For any i, j : ui < uj, the process (Bt(ui), Bt(uj)) is a martingale with
respect to its own filtration, and
〈Bt(ui), Bt(uj)〉t = (t− τ)+ =
∫ t
0
1{Xs(ui)=Xs(uj)}ds,
where τ = inf{1; s | Xs(u1) = Xs(u2)}.
Proof. A standard approach can be used to check that going to the limit (Bt(ui), Bt(uj))
preserves the martingale property of (m(n)(ui), m
(n)(uj)) . Also
〈Bt(ui), Bt(uj)〉t = limn→∞
〈
m(n)(ui), m
(n)(uj)
〉
t
.
Proposition 3.10 gives, for any t ∈ [0; 1], that
E
(
t− τ (n))
+
→ E(t− τ)
+
, n→∞,
and Proposition 3.8 implies that
(
t− τ)
+
=
∫ t
0
1{Xs(ui)=Xs(uj)}ds.
4 Main Result
Now we can formulate and prove the main result.
Theorem 4.1. Let u1 < . . . < uN . Then
(X(n)(u1), . . . , X
(n)(uN))⇒ (Y a(u1), . . . , Y a(uN)), n→∞,
in (D([0; 1]))N .
Proof. One need use Definition 1.4. Here, Proposition 3.11 gives the first condition of the
definition, while Corollary 3.5 is exactly the second condition.
5 Appendix
Proof of Proposition 1.6. We give a sketch of the proof only for s = 0 and t = 1 to keep
the notation simple. Throughout the proof the function α ∈ (C([0; 1]))N and the ordered set
U = {un | n = 1, N} are fixed. Denote ξn,k = ϕ k
n
, k+1
n
(0), k = 0, n− 1, n ∈ R. Consider
Fs,t = σ (ϕr1,r2(v), s ≤ r1 ≤ r2 ≤ t, v ∈ R) .
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Given an arbitrary ordered setA withM elements and an arbitrary function β ∈ (C([0; 1]))M
it holds that
EEMs,t(A; β) = 1, (5.1)
which was proved in [4]. Hereinbelow we denote a size of any finite set A as |A|.
For k = 0, n− 1 define a set Uk = {uk,i | i = 1,Mk} as a set of all distinct elements of
{ϕ0, k
n
(uj) | j = 1, N} whose ordering is inherited from that of U in a obvious way. Define, for
a fixed k,
lk,i = min
{
j | ϕ0, k+1
n
(uj) = uk,i
}
, i = 1,Mk,
Lk = (Lk,1, . . . ,Lk,Mk) = (lk,1, . . . , lk,Mk).
Equation (1.1) implies that, for any k,
EN
0, k+1
n
(U ;α) = EN
0, k
n
(U ;α)
· exp

 N∑
j=1
τj(U)∨ kn∫
k
n
αj(r)dϕ k
n
,r(ϕ0, k
n
(uj))− 1
2
N∑
j=1
τj(U)∨ kn∫
k
n
α2j (r)dr


= EN
0, k
n
(U ;α)
· exp

Mk∑
j=1
τlk,j (U)∫
k
n
αlk,j(r)dϕ k
n
,r(ϕ0, k
n
(ulk,j))−
1
2
Mk∑
j=1
τlk,j (U)∫
k
n
α2lk,j(r)dr


= EN
0, k
n
(U ;α)
· exp

Mk∑
j=1
τj(Uk)∫
k
n
αj(Lk)(r)dϕ k
n
,r(uk,j)−
1
2
Mk∑
j=1
τj(Uk)∫
k
n
αj(Lk)2(r)dr

 ,
where α(Lk) = (α1(Lk), . . . , αj(Lk)) is a random F0, k
n
−measurable function defined by a rela-
tion αj(Lk) = αlk,j = αLk,j , j = 1,Mk. Thus
EN
0, k+1
n
(U ;α) = EN
0, k
n
(U ;α) · EMkk
n
, k+1
n
(Uk;α(Lk)).
We omit a standard discussion on measurability issues. What is essential is that for a determin-
istic ordered tuple L the function α(L) is nonrandom. Since EN
0, k
n
(U ;α) is F0, k
n
−measurable and
for any nonrandom ordered set A and function β a random variable E |A|k
n
, k+1
n
(A; β) is independent
of F0, k
n
by the construction we have that
E
(
ξn,kEN0, k+1
n
(U ;α)
∣∣∣F0, k
n
)
= E
(
ξn,kEN0, k
n
(U ;α) · E |Uk|k
n
, k+1
n
(Uk;α(Lk))
∣∣∣F0, k
n
)
= EN
0, k
n
(U ;α)E
(
ξn,kE |A|k
n
, k+1
n
(A;α(K))
) ∣∣∣
A=Uk,K=Lk
. (5.2)
Additionally, Equation (5.1) yields that
E
(
ξn,kEN0,1(U ;α)
∣∣∣F0, k+1
n
)
= ξn,kEN0, k+1
n
(U ;α)E
(
E |A|k+1
n
,1
(A;α(K))
) ∣∣∣
A=Uk ,K=Lk
= ξn,kEN0, k+1
n
(U ;α). (5.3)
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Using (5.3) and (5.2):
E
n−1∑
k=1
ξn,kEN0,1(U ;α) =
n−1∑
k=1
EE
(
ξn,kEN0,1(U ;α)
∣∣∣F0, k+1
n
)
=
n−1∑
k=1
Eξn,kEN0, k+1
n
(U ;α) =
n−1∑
k=1
EE
(
ξn,kEN0, k+1
n
(U ;α)
∣∣∣F0, k
n
)
=
n−1∑
k=1
EEN
0, k
n
(U ;α)E
(
ξn,kE |A|k
n
, k+1
n
(A;α(K))
) ∣∣∣
A=Uk,K=Lk
. (5.4)
We are going to estimate Eξn,kE |A|k
n
, k+1
n
(A;α(K)) for fixed ordered sets A and K,K ⊂ {1, . . . , N}.
To start, the stationarity of the Brownian web yields that
E
(
ξn,kE |A|k
n
, k+1
n
(A;α(K))
)
= Eϕ k
n
, k+1
n
(0)E |A|k
n
, k+1
n
(A;α(K))
= Eϕ0, 1
n
(0)E |A|
0, 1
n
(A;α(K)).
Let A = {aj | j = 1,M}, α(K) = (β1, . . . , βM),M ≤ N. Note that
α⋆ = sup
x∈[minU ;maxU ],s∈[0;1]
|α(x, s)| ≥ sup
s∈[0;1],j=1,M
|βj(s)|.
An application of the Ito formula gives, for t ∈ [0; 1
n
] :
ϕ0,t(0)E |A|0,t (A; β) =
t∫
0
E |A|0,s (A; β)dϕ0,s(0)
+
M∑
j=1
t∧τj(A)∫
0
ϕ0,s(0)E |A|0,s (A; β)βj(s)dϕ0,s(aj)
+
M∑
j=1
t∧τj(A)∫
0
E |A|0,s (A; β)d
〈
ϕ0,·(0),
·∧τj(A)∫
0
βj(r)dϕ0,r(aj)
〉
s
,
thus
∣∣∣Eϕ0,t(0)E |A|0,t (A; β)∣∣∣ =
∣∣∣∣∣∣∣E
M∑
j=1
t∧τj(A)∫
0
E |A|0,s (A; β)βj(s)1{ϕ0,s(0)=ϕ0,s(aj)}ds
∣∣∣∣∣∣∣
≤ α⋆
M∑
j=1
t∫
0
EE |A|0,s (A; β)1{ϕ0,s(0) = ϕ0,s(aj)}ds.
Suppose aj 6= 0, the opposite case being of no interest. Since a process ϕ0,·(0)−ϕ0,·(aj)√2 is a
Brownian motion stopped after hitting the origin the reflection principle [12] gives:
P{ϕ0,s(0) = ϕ0,s(aj)} =
∫ 2s
a2
j
0
q(x)dx,
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where q(x) = 1√
2πx3
e−
1
2x , x > 0. Put q⋆ = maxx>0 q(x) < +∞. Obviously,
∫∞
0
q(x)dx = 1. Take
κ ∈ (0; 1
2
). Using (5.1) and substituting n−1 for t :
∣∣∣Eϕ0,t(0)E |A|0,t (A; β)∣∣∣ ≤ α⋆ M∑
j=1
t∫
0
[(
EE |A|0,s (A; β)
)2] 12


2s
a2
j∫
0
q(x)dx


1
2
ds
≤ α⋆
M∑
j=1
t∫
0
[
EE |A|0,s (A; 2 · β) exp{t(α⋆)2M}
] 1
2


2s
a2
j∫
0
q(x)dx


1
2
ds
≤ α⋆e(α⋆)2 N2
M∑
j=1
t∫
0


2s
a2
j∫
0
q(x)dx


1
2 (
1{ 2s
a2
j
≤n−κ} +1{ 2s
a2
j
>n−κ}
)
ds
≤ α⋆e(α⋆)2 N2
M∑
j=1
t∫
0
(
(q⋆n−κ)
1
21{ 2s
a2
j
≤n−κ} +1{ 2s
a2
j
>n−κ}
)
ds
≤ α⋆e(α⋆)2 N2

N(q⋆) 12n−1−κ2 + M∑
j=1
t∫
0
1{a2j<2snκ}ds

 .
Returning to (5.4) and ommiting the term for k = 0 as an irrelevant one we have:
n−1∑
k=1
∣∣∣∣∣EEN0, kn (U ;α)E
(
ξn,kE |A|k
n
, k+1
n
(A;α(K))
) ∣∣∣A=Uk,K=Lk
∣∣∣∣∣
≤ α⋆e(α⋆)2 N2
n−1∑
k=1
EEN
0, k
n
(U ;α)
(
N(q⋆)
1
2n−1−
κ
2 +
M∑
j=1
1{a2j<2snκ}ds
) ∣∣∣aj=uk,j ,
j=1,Mk,
M=Mk
≤ α⋆e(α⋆)2 N2

N(q⋆) 12n−κ2 + n−1∑
k=1
EEN
0, k
n
(U ;α)
N∑
j=1
n−1∫
0
1{ϕ
0, kn
(uj)2<2snκ}ds


≤ α⋆e(α⋆)2 N2
(
N(q⋆)
1
2n−
κ
2
+
n−1∑
k=1
N∑
j=1
n−1∫
0
[
P
{
ϕ0, k
n
(uj)
2 < 2snκ
}
E
(
EN
0, k
n
(U ;α)
)2] 12
ds


≤ α⋆e(α⋆)2 N2
(
N(q⋆)
1
2n−
κ
2
+ e(α
⋆)2 N
2
n−1∑
k=1
N∑
j=1
n−1∫
0
[
P{ϕ0, k
n
(uj)
2 < 2snκ}
] 1
2
ds


≤ α⋆e(α⋆)2 N2
(
N(q⋆)
1
2n−
κ
2 + e(α
⋆)2 N
2 n−1
n−1∑
k=1
N∑
j=1
P{ϕ0, k
n
(uj)
2 < 2nκ−1}
)
≤ α⋆e(α⋆)2 N2
(
N(q⋆)
1
2n−
κ
2
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+ e(α
⋆)2 N
2 n−1
n−1∑
k=1
N∑
j=1
P
{((n
k
) 1
2
uj +N (0, 1)
)2
< 2nκk−1
}
· (1{k≤n2κ} +1{k>n2κ}))
≤ α⋆e(α⋆)2 N2
(
N(q⋆)
1
2n−
κ
2 + e(α
⋆)2 N
2 Nn−1(n2κ + 1)
+ e(α
⋆)2 N
2
N∑
j=1
max
k=1,n−1
P
{((n
k
) 1
2
uj +N (0, 1)
)2
< 2n−κ
})
≤ α⋆Ne(α⋆)2 N2
(
(q⋆)
1
2n−
κ
2 + e(α
⋆)2 N
2 n−1(n2κ + 1)
+e(α
⋆)2 N
2 P
{N (0, 1)2 < 2n−κ}) .
Thus we conclude.
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