In this paper, we obtain the following upper bound for the largest Laplacian graph eigenvalue λ(G):
In this paper, we obtain the following upper bound for the largest
Laplacian graph eigenvalue λ(G): λ(G) max d(u) (d(u) + m(u)) + d(v) (d(v) + m(v)) d(u) + d(v)
−2
w∈N(u)∩N(v) d(w) d(u) + d(v)
, where the maximum is taken over all pairs (u, v) ∈ E(G). This is an improvement on Li and Zhang's result with −2
w∈N(u)∩N(v) d(w) d(u)+d(v)
omitted. We also present another new upper bound for λ(G):
m (v) : (u, v) ∈ E(G) .
Introduction
Let G = (V, E) be a simple graph on vertex set V = {v 1 , . . . , v n } and edge set E. All graphs in this paper have at least one edge. We use d (u) 
In 1997, Li and Zhang [7] improved (1.1) by establishing:
In 1998, Merris [9] showed that:
is the average degree of the adjacent vertices of u. In 1998, Li and Zhang [8] improved (1.3) as follows:
In 2000, Rojo et al. [11] obtained an always-nontrivial bound: 5) where
In 2002, Pan [10] improved (1.4):
In 2003, Das [2] improved the bound of (1.3):
(1.7)
In this paper, we first improve (1.4) as follows:
We also have the following new upper bounds:
(1.9) Theorem 1.2 has a direct corollary:
(1.10)
In the next section, we will prove Theorems 1.1 and 1.2. And in Section 3, we shall discuss some further upper bounds.
Proof of Theorems 1.1 and 1.2
We will prove two general results which imply Theorems 1.1 and 1.2. For graph
we say that f is positive on edges.
nonnegative function which is positive on edges. Then λ(G) is less than or equal to
Remark 2.1.
is not difficult to see by some calculations that (2.1) coincides with the right side of (1.8):
Therefore this proves Theorem 1.1.
Proof of Theorem 2.3. Let
The jth equation of (2.2) gives
Here for convenience, we use N(j) to denote N(v j ). And also we use
Therefore, we obtain
This proves the desired result.
The matrix K(G) = D(G) + A(G) is called the un-oriented Laplacian matrix of G.
It is not difficult to prove that all the eigenvalues of L(G) and K(G) are nonnegative. For a matrix M, denote by ρ(M) the spectral radius of M. We need a result from [10] : (
(v). Then clearly Theorem 2.4 implies Theorem 1.2.
Proof of Theorem 2.4. In light of Lemma 2.1, we only need to prove the second inequalities of (2.5) and (2.6). Let X = (x 1 , . . . , x n ) be an eigenvector corresponding to the eigenvalue ρ = ρ(K(G)) of the
Then for 1 j n,
As in the proof of Theorem 2.3, we still use
Furthermore ρ = 2, and (2.5) holds trivially. So we assume M 1 M 2 > 0 below. Now clearly we have
Combining (2.10) and (2.11), we have
(2.12)
In order to prove (2.6), we restart from the choice of j 2 and i 2 . Now choose
Without loss of generality, we assume that v j 2 = v j 1 , since otherwise
Then similar to the above proof of (2.5), we conclude that (2.12) still holds with v j 1 = v j 2 now, i.e.
The proof of (2.6) is completed.
Further discussions of upper bounds
In [6] Li and Pan showed the following result based on the relationship between eigenvalues and eigenvectors:
Zhang [13] followed the method in [6] to improve the above bound:
And Shi [12] got that
3)
The following result was obtained by Zhang and Li [14] , and Das [3] :
Note that (3.1-3.3) all involve square root. We apply Theorem 2.4 with different choices of function
If we apply (3.5) with 
Follows from
Notice that (3.6) and (3.7) can be viewed as adding square roots to (1.4) at different places. Meanwhile, Theorems 3.5 and 3.6 are also improvements on Guo's inequality (3.3) and Zhang's inequality (3.2) respectively.
We mention that there are some other upper bounds involving square roots. Liu et al. [5] proved that To end this paper, we follow the method in [6, 13] to prove a bound which is very similar to (3.4). So for any (v j , v i ) ∈ E, we have
