Introduction
Various problems of physics and engineering lead to investigation of integro-differential equations. For instance, Tadmor and Athavale [25] introduced a class of integro-differential equations to model images. In addition, a particularly rich source of such equations is electrical circuit analysis [2] . For this reason, the theory of these equations has attracted the attention of physicists and mathematicians for a long time. Many papers are devoted to the problems of the existence, uniqueness and stability of solutions; the regularization of ill-posed problems; and the analytical and numerical solution methods of the above mentioned equations [7, 16, 26] .
Since obtaining the exact solution of these equations is difficult, researchers have so far developed many numerical methods. Some of these methods are the homotopy approach [14] , the Chebyshev polynomial approach [1] , the collocation method [34] , the Legendre wavelets method [20] , the Taylor polynomials method [31] , the Tau method [11] , the compact finite difference method [35] , the multi-parametric homotopy approach [15] , a topological method [23] , a method based on the power series and Pade series [27] , a Taylor collocation method [4] , the Jacobi-spectral method [3] , and the methods in [18] [19] [20] [21] .
In [6, 10, 19, 32] , operational matrix methods based on Bernstein, Jacobi, and Chebyshev polynomials were presented in order to numerically solve integro-differential equations. Our main purpose is to apply operational matrices of integration and product for VFIDEs. For that purpose, we utilize the least-squares approximation of the given function by Taylor polynomials to obtain operational matrices. Unknown function and its derivatives are expressed in matrix forms by using operational matrices. The resulting matrix forms are substituted in the given functional equation. Then we drop out the matrix depending on the unknown variable. The remaining expression is the linear system of algebraic equations to be solved. Finally, solving this system, we get the coefficients of the polynomial solution belonging to the considered functional equation.
We consider the mth-order linear FVIDE given by
with initial conditions
.
, and K 2 (x, t) are smooth functions on the interval 0 ≤ x, t ≤ 1, α i , λ 1 and λ 2 are given real constants. Let us define
Our aim is to approximate each part I 1 , I 2 ,I 3 of equation (1) by truncated Taylor series. To this end, we outline operational matrices for Taylor polynomials.
This paper is organized as follows: in the next section, we introduce the operational matrices. The solution method is given in Section 3. Section 4 is devoted to the demonstration of the validity of the present method. Finally, Section 5 contains conclusions regarding the present scheme.
Operational matrices
In this section, we first give preliminary theorems for least-squares approximation of function by polynomials. Then we use it to derive operational matrices of integration and product. The theorems that we will mention are also stated and proved in [17] . In the rest of this paper, we will use the term "Taylor polynomials" in order to refer to polynomials expressed in the standard basis {1, x, x 2 , . . . , x N } for some natural number N . We emphasize that the results that will be obtained by the present method are not the same as those obtained by the Taylor polynomials method.
Least-squares approximation
Let V be a normed space and suppose that any given element v ∈ V is to be approximated by an element w ∈ W , where W is a fixed subspace of V . Moreover, M is a complete subspace of W . 
where
T . Therefore, W is finite dimensional and it is a complete subspace too. In view of Theorem 1, there is a best approximation out of W . Let w 0 be the best approximation of f , that is
for i = 0, 1, ..., N . The last equations can be written as
Then A can be obtained by
Then, in view of the integrals in the last expression, we find
where i, j = 1, ..., N + 1, which is the well-known Hilbert matrix. Although the condition number of the Hilbert matrix is very high, this situation does not have a negative effect on the solution of the above linear system since we actually need the inverse of Q rather than Q itself. The exact inverse of the Hilbert matrix of any size can be readily obtained using any computer algebra system. For instance, one can make use of the Symbolic Math Toolbox in MATLAB to compute it without error by first defining the Hilbert matrix of size N by H=sym(hilb(N)) and then finding its inverse by inv(H). For more detail, see the note in [30, Ex. 4.22].
Operational matrix of integration for Taylor polynomials
To establish the relation between the unknown function and its derivatives, we use the operational matrix of integration. In this subsection, we obtain the operational matrix of integration for Taylor polynomials.
Suppose that P is an (N + 1) × (N + 1) operational matrix of integration; then
Integrating the components of X (t) , and defining two new matrices as
we have the following product of matrices:
Components of X 1 (x) can be expressed in terms of the basis set X (x) . We can write
where I is the (N + 1) × (N + 1) identity matrix. Then
where I i is the i−th row of I. For f (x) = x N +1 , by (2) we have
Now, substituting the expressions for
] T is an (N + 1) × (N + 1) matrix. Finally, we get the operational matrix of integration in the following form:
Operational matrix of product for Taylor polynomials
It is frequently necessary to evaluate the product of vector X (x) and the given function. In this subsection, we get the operational matrix of product, which is very useful when considering a functional equation that has
matrix of product and the relation
holds. Now we want to approximate elements of the product α (x) X (x) using the scheme that was described at the beginning of this section.
By (2), we have
Therefore, our desired matrix is
In the next section, we utilize operational matrices to solve FVIDEs.
Description of the method
In many matrix methods [1, 31, 34] , firstly the unknown function is expressed by polynomials, then its derivatives are determined by using the operational matrix of derivatives. In our case, we do the opposite, i.e. we firstly express the high derivative of the unknown function by Taylor polynomials. Then, by using the operational matrix of integration and the initial conditions, we express the unknown function by polynomials. Thus, let
Then, integrating (5) by using matrix integration (3) and the Newton-Leibniz formula, we have
m) .
Substituting the expressions (5) and (6) in I 1 , we have
Then, using the operational matrix of product (4), the last equation can be expressed as
and C k are the operational matrices of product. For the second part, we have
Let L 1 be the (N + 1) × 1 matrix defined by
We approximate each element of L 1 by (2) as
and L 1 can be expressed as follows:
Now if we define
and use (8), we get
For the last part, we have
Analogously, let L 2 be the (N + 1) × 1 matrix defined by
Then, by using (2) for each element of L 2 , we have
Then we obtain
Using equation (10) , for I 3 we have
Now, using (7), (9), and (11) we can write the approximation of equation (1), which is obtained with the help of operational matrices, in the following form:
Here for f (x) = g (x) + f 1 (x) + f 2 (x) + f 3 (x) we can write
To obtain the unknown coefficients, we drop out X (x) in equation (12) . Provided that the matrix
has full rank, i.e. it has rank N + 1 , then the unknown coefficients are determined by
is the system matrix. Finally, using (6), we get the approximate solution u N (x) of equation (1).
Numerical examples
In this section, we apply the present method for some FVIDEs and compare the error of approximate solutions with other methods. All the numerical computations have been carried out using a program written in MATLAB.
Example 1 [34] Our first problem is
The exact solution of this problem is u (x) = exp (x) . We wish to find the approximate solution of (15) for N = 4 by using the present method. To this end, we approximate the derivative as
. Using (6), we have 
is the integration matrix. Moreover, the integral part is approximated as
where (2), we have
The integral with variable upper limit can be expressed as
. By using (10), the last matrix can be expressed as
Now, according to Section 2, the function
Substituting equations (16)- (19) in (14) and dropping out the matrix X (x) , we get
where C 1 is the matrix of product for α (x) = x. Finally, using (16), we have the approximate solution u 4 (x) = 0.069656x 4 + 0.139309x 3 + 0.510808x 2 + 0.998396x + 1.00005.
The numerical results for the error function e N (x) and the approximate solution u N (x) are shown for N = 9 and N = 10 in Table 1 . Since the approximate solution depends directly on the system matrix W in the system (13), the condition of this matrix is crucial in obtaining the coefficients of the final approximate solution correctly. For instance, the system matrix W Example 2 [33] The second problem is the Fredholm integro-differential equation
with the initial condition u (0) = 0.
The exact solution of this problem is u (x) = x exp (x) . Applying the proposed method for N = 5, we get the approximate solution u 5 (x) = 0.0767445x 5 + 0.1223801x 4 + 0.5249685x 3 + 0.9935215x 2 + 1.0006671x − 0.0000163. We also obtained the approximate solutions with N = 3, 7, 10. In Table 2 , absolute errors of the present method corresponding to N = 3, 5, 7 are compared with errors of HPM [33] with N = 4 terms, Bessel collocation method [34] with N = 5, 7, CAS wavelet method [8] with k = 2, M = 1 , and differential transform method [9] with h = 0.1, n = 10. Errors obtained by our method are smaller than those of the Bessel collocation method [34] and HPM [33] for listed parameter values, which is also shown visually in Figure 1 . As for the CAS wavelet method [8] and differential transform method [9] , although the errors of the present method are smaller, the related papers do not include any parameter values in order to present a fair comparison. In addition, Table  3 compares the errors of our solutions with N = 10 with those obtained by Bernoulli polynomials [5] with the same N value. The values demonstrate that errors of the present method are smaller for this N value.
As for the condition of the system matrix, its condition number is equal to 1.7841, 1.7871, 1.7880, and 1.7884 for N = 3, 5, 7, and 10, respectively. These small numbers make us expect that little accuracy is lost when computing the coefficients of the approximate solutions for this example problem. 
The exact solution of this problem is u (x) = x exp (x) . The problem was solved by using the series solution method in [28] . We apply the present method for N = 5, 8, 9. The obtained numerical results are shown in Figure 2 . The condition number of the system matrix is respectively 3.0609, 3.4784, 3.7972 for N = 5, 8, 9. 
The exact solution of the problem is u (x) = sin x. We applied the present method for N = 5, 10, 12, 14.
The maximum error for N = 5 in the Taylor method [31] is 0.195E − 3, and it is 9.666E − 6 in the Bessel collocation method [34] , while it is 7.124E − 7 in our method with the same N value. The errors obtained by the Tau method [22] with N = 10 and errors of our solutions obtained with N = 10, 12, 14 are presented in Table 4 . It is seen that our method is superior to the Tau method for N = 10 , and our solutions are improved significantly by increasing the value of N . Lastly, the system matrix of this problem has condition number equal to 1.6598, 2.6977, 2.4255, and 1.6527 for N = 5, 10, 12 , and 14, respectively.
Conclusions
In this paper, we introduce an operational matrix method based on the operational matrices of integration and product for Taylor polynomials. The least-squares approximation is used to obtain the required operational matrices. By using operational matrices without collocation points, we convert the considered integro-differential equation problem to a system of algebraic equations. Numerous other matrix methods use the operational matrix of differentiation to establish relations between the unknown function and its derivatives [1, 31, 34] . In our case, we use an integration matrix instead. Numerical results show that the accuracy of our method is superior to that of the homotopy perturbation method [33] , Bernoulli polynomials [5] , Tau method [22] and the Bessel collocation method [34] with collocation points. Our method yields good approximations of the solutions of the considered problems even for small values of N . On the whole, we can comment that the numerical scheme presented in this study is an easy-to-implement method that can be relied on to solve problems of similar type with a reasonable level of accuracy.
