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INTRODUCTION
Vapor intrusion (VI) is a process by which volatile organic compounds (VOCs) migrate through the soil from a subsurface vapor source into the indoor air of nearby buildings. Exposure risks related to VI have been a growing concern in recent years and the United States Environmental Protection Agency (USEPA) recently established VI guidance. 1 While indoor air targets exist for many contaminants of concern at VI sites, regulatory standards do not currently exist for soil vapor concentrations. Therefore, USEPA recommends nontraditional data sets (i.e. multiple lines of evidence) to evaluate the potential for VI exposure risks. 1 The multiple lines of evidence approach provides a flexible framework for investigating vapor intrusion; however, there is a need to improve the understanding of how building operation and atmospheric conditions affect VI exposure risks.
Professional judgement and inclusion of multiple lines of evidence when conducting VI site assessments is widely acknowledged as valuable. 1 Since no other published VI modeling approach has attempted to predict AERs or indoor air concentrations based on weather conditions or specific building features, the model presented here is meant to help inform about processes that are not yet well understood within the VI community. The number of field studies to compare the results of VI models is small, and practically speaking, model verification using field data is not currently feasible and presently there is no VI model that has been fully validated in the field. However, it is important that new models are compared to previously well-established modeling approaches. The results of the model developed as part of this research was compared to two previously published models 2, 3 for select cases. In addition, the model was qualitatively compared to field data from Lou et al. 4 Over the past several years, many VI models have been developed to predict VI exposure risks [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and none of these models have been fully field validated, but they remain valuable to the VI community in helping to theorectically describe complex VI processes. With few exceptions, VI models are commonly employed as screening tools. Screening models provide information about whether additional site investigation is warranted. A widely employed screening tool is based on the efforts of Johnson and Ettinger. 11 This model (known as the Johnson and Ettinger, or J&E model) is a one-dimensional (1-D) approximation, and has been adapted as a spreadsheet program by several regulatory agencies for risk-based screening purposes (e.g. USEPA 10 ). More recently, USEPA has developed a screening level calculator that relies on empirically-based data to establish screening levels for VOCs at VI sites. 21 The screening VI models primarily focus on soil gas entry, with little emphasis on complex role aboveground processes play in the VI process.
The emergence of three-dimensional (3-D) vapor intrusion models has provided considerable insight into the VI process and are an important tool within the multiple lines of evidence framework for assessing vapor intrusion exposure risks. 13 One of the first 3-D VI models incorporated a finite difference numerical code in which a continuity equation was coupled with a chemical transport equation to calculate the soil gas pressure, velocity and chemical concentration in soil and indoor air. 2, 5, 7 Later, Pennell et al. 3 developed a similar 3-D VI model, but incorporated a commercially-available finite element numerical code. 3 Most 3-D VI models have focused on subsurface transport process; however only a few have considered aboveground processes (e.g. Luo et al. 4 ).
Reichman et al. 22 reviewed the importance of considering building air exchange rates (AERs) when evaluating VI exposure risks; and, other VI researchers have also highlighted the role that factors such as wind flow and temperature can have on contaminant transport in subsurface and also indoor air concentration distribution. 4, 12, 14, 15, 18, 19 Reichman et al. 22 noted that existing VI models require users to input generic building pressures and AERs even though indoor air science research provides tools to determine AERs and building pressures based on building characteristics, occupant behavior and weather conditions.
In this study, we improve existing VI models by incorporating wind and stack effects, and building characteristics to calculate indoor air pressures, AERs, and indoor air concentrations. We present a theoretical basis, overall governing equations, a general modeling approach that combines subsurface VI model approaches with a multizone indoor air quality model coupled with an outdoor atmospheric model and provide illustrative results.
THEORY AND METHODS
This manuscript presents a framework for a new modeling approach that advances current VI models by linking existing subsurface VI models to an aboveground computational fluid dynamic (CFD) program and a multizone indoor air quality modeling program. Multizone indoor air quality programs predict infiltration and exfiltration through openings of different building zones under given weather conditions. 23, 24 These programs are especially valuable because they can calculate the airflow and relative pressures between different building zones and AER values. 25, 26 They have been used for indoor air quality, including radon intrusion studies. 27 Recently multizone programs have been improved by coupling with CFD programs to combine the effect of indoor and outdoor air quality on pressure gradients and air flow rate distribution in a building. 28, 29 
Background
AERs are known as an important parameter that control indoor air quality. Weather condition and building condition and operation (air conditioning status and occupant preference) are factors that can affect AERs. Recently, Reichman et al. 22 reviewed several indoor air quality studies and highlighted important considerations for including accurate estimates of AERs during VI assessments. In addition, they summarized methods for estimating AERs.
Wind and stack effects are two driving forces that influence AER, indoor-outdoor pressure differences, and consequently VI exposure risks. Stack effect is caused by air density differences that result from temperature differences between indoor and outdoor air. Wind flow not only influences AER and air pressure inside a building, but also influences the ground surface pressure adjacent to the building, which consequently alters the soil gas flow and subsurface soil gas concentrations under the building. 12, 14, 15 Previous radon research has highlighted the importance of wind and stack effects for radon intrusion. For instance, Riley et al. 14, 15 used the mean ground-surface pressure coefficients obtained from a wind tunnel experiment on a single family structure to investigate the effect of wind speed and direction on radon concentration in soil and indoor air. 14, 15 While Riley et al. 14, 15 models did not account for stack effect on indoor air pressure, Sherman 30 stated that stack effect is more effective than wind effect in changing the radon entry rate into a building.
A few vapor intrusion models have specifically investigated the role of stack and wind effects. Song et al. 19 assessed the influence of stack and wind effects on soil gas entry rate and outdoor air flowrate through the building, however the authors did not consider wind effect (or wind direction) on subsurface pressure, which influences on soil gas entry rate. 19 Shen and Suuberg 18 showed that the AER and indoor air pressure variation can result in substantial variation in indoor air contaminant concentration; however they did not indicate how wind and temperature influence AER or indoor air pressure. 18 Although these studies are important in highlighting the importance of aboveground processes on VI, these studies have not considered how AER and indoor air pressure are directly connected to wind and stack effects, and how together all of these parameters collectively alter VI exposure risks.
To date, one of the most comprehensive VI studies to investigate wind and stack effects involved a site in Evansville, Wyoming. 4, 12 The findings showed that wind flow is important in influencing (an aerobically biodegradable) contaminant and oxygen concentrations in the soil under a building. The results showed low concentration of contaminant and high concentration of oxygen at the windward side of the building, while a high concentration of contaminant and depleted oxygen was reported on the leeward side of the building. 4, 12 The study concluded that the oxygen delivered to the soil by wind on the windward side enhanced aerobic biodegradation of the contaminant. Luo 12 developed a numerical model that modified the 3-D VI model previously developed by Abreu and Johnson 2 to account for the influence of wind and stack effects; however the modified model did not consider the effect of wind and stack effects on AER when calculating the indoor air concentration. 12 The research described herein presents a modeling framework that advances previous modeling efforts by accounting for the influence of wind and stack effects on AER, indooroutdoor pressure differences, ground surface pressures, and predicts indoor air contaminant concentrations using a multizone model.
Model Method
This study relies on three modeling programs: 1) a three dimensional finite element Multiphysics program known as COMSOL Multiphysics, 2) CFD0 which is a CFD program, and 3) CONTAM which is a multizone indoor air quality and ventilation analysis computer program developed by the Building and Fire Research Laboratory of the National Institute of Standards and Technology (NIST). CFD0 and CONTAM are both freely available software through the Building and Fire Research Laboratory of NIST.
In VI studies, most existing VI models incorporate a user defined value for indoor air pressure as a boundary condition; however, indoor air pressure is influenced by wind and stack effect. 31 To investigate wind and stack effects, this research uses an indirect coupling approach between CONTAM and CFD0 through the air flowrates at the interfaces. Indirect coupling used by Wang 28 is a one-step strategy in which CFD0 and CONTAM run sequentially.
CONTAM runs two times in this study: One time to calculate basement pressure and AER (CONTAM (1)). The basement pressure is used as boundary condition in COMSOL; and one time to calculate indoor air contaminant concentration (CONTAM (2)) after the mass entry rate of contaminant through the cracks is obtained by COMSOL. Figure 1 illustrates a step by step overview of the modeling process used in the present study. In Step 1, the user inputs the building characteristics and the wind direction range (0-360°). CFD0 solves the Reynolds Averaged Navier-Stokes (RANS) equations to calculate the distribution of wind pressure on building surface. Then, CFD0 converts the wind pressures on the building envelope to wind pressure coefficients (C p ) using Bernoulli's equation (Step 1, Figure 1 ). 29 In step 2(a) and 2(b) (Figure 1 ), C p values are assigned to each flow path (any small or large opening) of the building for variable wind directions in wind pressure profile (WPP). Small openings around windows, doors, or walls can be considered as small flow paths, and open window and doors can be considered as large flow paths. The user defines the path locations in Step 2a which depends on building characteristics. CONTAM (1) calculates the AER, the zonal indoor air pressures and air mass flowrates through the paths by solving the mass balance equations for all the zones considering wind effect (by C p values) and stack effect (Step 3, Figure 1 ). 29 In step 4, zonal pressures obtained in step 3 are used as boundary conditions for foundation cracks in COMSOL. Unlike previous VI models (e.g. Pennell et al. 3 ), where the pressure at the foundation cracks were defined by the user, in this model, the boundary condition at the crack is defined by the results from CONTAM (1) and is influenced by stack and wind effects. The influence of wind flows on the pressure outside of the building in the surrounding air and soil domains, as well as the contaminant concentration in soil domain, is determined by COMSOL. COMSOL calculates the mass entry rate of contaminant near the foundation cracks which is used as inputs in step 5 ( Figure 1 ). In step 5, CONTAM (2) calculates the indoor air concentration of contaminant considering the zonal pressures, infiltration and exfiltration rates and AER obtained in step 3. Both COMSOL and CFD0 solve for the wind pressure. COMSOL solves for the wind pressure in atmospheric air and on the ground surface. COMSOL links the ground surface pressure created by wind to the subsurface soil pressure to investigate how wind flow influences subsurface soil pressure and consequently soil gas concentration. CFD0 is used to calculate the pressure coefficients on the building surface. CFD0 is then coupled to CONTAM to calculate indoor pressure and building AER based on wind and stack effects. The COMSOL and CFD0 wind pressure results in the atmospheric domain are compared to ensure agreement between modeling approaches. Turbulent (wind) flows are solved using a segregated approach to prevent the solution from becoming ill-conditioned. Each iteration of the RANS group involves a sub-iteration of two or three repetitions conducted for the turbulence transport equations. Specifically, the subiteration is required to assure the balance of the very non-linear source term in the turbulence transport equations before the next iteration for the RANS group. The default iterative solver for the turbulence transport equations in COMSOL is GMRES accelerated by Geometric Multigrid.
The overall governing equations used in this modeling process are as follows:
CONTAM calculates indoor air pressure by solving mass balance equations for all the zones. 32 In a steady state condition the principle of conservation of mass states that:
(1 where F ji (kg/s) is the air mass flow rate between zones j and i which is a function of the pressure drop between these two zones. A positive value for F ji shows that air is flowing from zone j to zone i and a negative value indicates an opposite direction from i to j.
In this study, CONTAM calculates the air mass flow rate (F ji ) through a crack or opening in a building envelope based on the power law equation for different types of air flow paths:
(2 where ΔP (Pa) is the pressure difference across a flow path between zones j and i, C (kg/ s.Pa n ) is the flow coefficient, and n (dimensionless) is the flow exponent which, theoretically, lies between 0.5 and 1 values. Orme et al. 33 showed that n varies between 0.6 and 0.7 in houses. In this study we use 0.65 for n value (for closed windows, doors and external walls) which is a typical value for small crack-like openings. In equation 2, pressure difference between two zones (ΔP) for each air flow path is calculated using equation 5 which includes three components: 1) wind effect, 2) stack effect, and 3) zone pressure difference.
(5 where P j (Pa) and P i (Pa) are total pressure at zones j and i, respectively. P s (Pa) is the pressure difference due to stack effect and P w (Pa) is the pressure difference induced by wind effect. Pressure difference caused by stack and wind effect at height H is computed using the equations 6 and 7, respectively, based on 2013 ASHRAE Handbook of Fundamentals. 31 (6 where ρ (kg/m 3 ) is outdoor air density, g (m/s 2 ) is gravitational acceleration, H NPL (m) is the location in the building envelope where there is no indoor-to-outdoor pressure difference, and T in (°C) and T out (°C) are the indoor and outdoor temperatures, respectively. To calculate C p (the wind pressure coefficient for the airflow path), CONTAM is coupled with a CFD program (CFD0) through the airflow rates or pressure drops at the interfaces. CFD0 solves the Reynolds Averaged Navier-Stokes equations to calculate the distribution of wind pressure on building surface. Then wind pressure coefficients will be calculated using Bernoulli's equation (Equation 9):
(9 where C P (dimensionless) is the wind pressure coefficient at a point on the building surface, P D (Pa) is the difference between wind pressure on the building surface and the free-stream pressure. C p values will be calculated by CFD0 for a specific local terrain feature and different wind directions. C p values are a function of location of the paths on a building surface and wind direction. Wang et al. 29 compared the predicted wind pressure coefficients (using CFD0) with measured data 35, 36 and the results showed that the calculated values are in good agreement with measured data.
Based on the equations above, equation 1 is a nonlinear function of P i and P j : (10 Regarding equation 10, the steady state mass flow analysis for multiple zones requires the simultaneous solution of nonlinear equations by Newton-Raphson method until a convergent solution of the set of zone pressures is attained (P j , P i , …, P n ).
Zones can be defined in CONTAM with either known or unknown pressures. Unknown pressure zones are linked by pressure dependent flow paths to a constant pressure zone, like an ambient zone (when there is no wind flow the ambient pressure would be equal to zero and in case wind is blowing, ambient pressure will be calculated using CFD0).
Once the zonal pressures are computed, the air mass flow rates are calculated using equation 2. Contaminant concentration in each zone then can be calculated based on conservation of mass in each zone. CONTAM uses the following conservation of mass equation in steady state condition to compute the contaminant concentration in each zone 32 :
(11 C i α represents the contaminant air concentration as a mass ratio (mass of contaminant α in zone i/mass of air in zone i) and is reported as kg/kg. The first term in Equation 11 accounts for contaminant entry by inward flows (F j→i ) through paths from nearby zone j to zone i. The third term indicates contaminant removal by outward airflows from zone i (F i→j ). 32 In this study, the contaminant is added or removed from a zone in a building by inward or outward airflows (F j→i and F i→j ), which are a function of wind and stack effect. Inward and outward air flows include air from outside the building as well as interzonal flows.
The second and last terms allow the contaminant to be added or removed from a zone at a constant generation (G i α ) or removal (R i α ) rates (kg/s of contaminant α). The COMSOL multiphysics program computes the mass entry rate and contaminant concentration near the foundation cracks solving a chemical transport equation which is coupled with a soil gas continuity equation. The resulting VI entry rate corresponds to G i α in equation 11. Although not included in this study, CONTAM includes R i α , which allows removal of the chemical from a zone at a given rate.
The general approach, for computing mass entry rate, has been well described previously 3 . COMSOL uses weak constraints to obtain accurate estimates of soil gas entry rates through the crack; and, then mass flux, a combination of advective and diffusive flux, into the building is calculated assuming 1D transport through the crack. Unlike previous studies, the COMSOL Multiphysics software is used to investigate the influence of wind/stack effects in both atmospheric and subsurface domains. In the current model application, Darcy's law equation is coupled with RANS equations with turbulence models (k-ε) to solve turbulent wind flow above and around a building to obtain the mass entry rate by considering both wind and stack effects. The application of this model can be expanded to include contaminant mass entry through other entry points besides foundation cracks (i.e. preferential pathways). The mass entry rates from other sources would be combined with the mass entry rate determined for vapor intrusion (via cracks) by COMSOL and added to CONTAM as G i α .
COMSOL Multiphysics
Simulations in this study are carried out on a residential single story building with basement that extends 2m below ground surface ( ) total soil porosity is studied to investigate the influence of soil permeability and soil gas diffusion coefficient on contaminant concentration distribution in soil while wind blows above ground. The overall effective diffusion coefficient for transport in the porous media equals to 4.37×10 −7 m 2 /s in the latter scenario, which is consistent with the soil properties used in previous modeling studies. 3 The element shape was tetrahedral. The minimum element size is 0.1 mm and the maximum element size is 2 m. The element growth rate is 1.5. The number of elements for the no wind flow scenario is 4.3519 x10 6 elements. The number of elements for scenarios with wind flow is 1.0086x10 7 elements. All scenarios were run using the University of Kentucky high performance computing cluster (DLX2/3), which is a traditional batch-processing institutional cluster, with high-speed interconnects and a shared filesystem. The DLX cluster provides over 4800 processor cores, 18TB of RAM, and 1PB of high-speed disk storage. Model run times for scenarios with wind flow typically ranged from 1 to 4 hours.
CONTAM coupled with CFD0
This study is not meant to be representative of an actual building but to present a VI model that couples a multizone and CFD programs and is capable of generating soil vapor entry rates, indoor pressures, AERs and indoor concentrations in the presence of wind and stack effects. In the multizone model, all zones are assumed as well-mixed zones, which means each zone has been considered as a single node wherein air has uniform temperature, pressure and contaminant concentration. The building modeled in this study has two zones, the basement and the first floor which are connected by a stairway. The cross-sectional area of the stairs is equal to 10 m 2 and the stair treads are assumed to be closed. All simulations are modeled for steady state conditions.
The building is connected to outdoor area by a door in south and one window on each north and south sides of the building. There is no window or door on the east and west side of the building. Windows and doors are assumed to be closed and the only pathways through the building are the leakage areas in windows, doors and external walls. The plan view of the 1 st floor and profile view of the building is shown in Figure 2 .
In the present study, airflow through various pathways is modeled using powerlaw relationship (described in Model Method section). Perimeter cracks (5mm wide) allow soil gas to enter the building. The leakage characteristics for external walls, windows and doors can be gained based on range of leakage values for various components in chapter 26 of ASHRAE Handbook of Fundamentals, 2001. 34 The values of leakage areas used in this study are shown in Table 1 which are the best estimate values of leakage ranges suggested by ASHRAE Handbook of Fundamentals, 2001. 34 All leakage areas are based on a reference pressure (P r ) of 4 Pa and a discharge coefficient (C d ) of 1.0. Indoor air temperature in models is equal to 23°C which is a value inside the comfort zone (see Chapter 9, Figure 5 of ASHRAE 31 ). Using Lexington, Kentucky as a representative case and considering 99.6% confidence, the maximum and minimum outdoor air temperatures are assumed to be 33°C and −12°C, respectively (see Chapter 9 of ASHRAE 31 ).
Atmospheric boundary layer thickness (δ met ) and the exponent at meteorological station (α met ) are equal to 270m and 0.14, respectively (see Table 1 , Chapter 24 of ASHRAE 31 ). Assuming that the building is located in an urban and suburban location, δ and α values in equation 8 are equal to 370 m and 0.22, respectively. The CFD0 models simulate the wind flow with a range of 0° to 360° for wind direction with 15° increment. Wind flow above and around a building can affect the pressure distribution on the ground surface and under surface around the building. Figure 3 shows the daily wind speed fluctuations in Lexington, KY, in 2014 year (minimum and maximum wind speed are 0.9 to 9.4 m/s, respectively). Using Lexington as a representative case, we investigate the influence of wind speeds in the range of 1-10 m/s on atmospheric, subsurface and indoor air pressure, concentration of contaminant in the subsurface, AER and indoor air concentration.
Ventilation (natural and mechanical) is another important factor that affects indoor air pressure and contaminant concentrations in the building. However, these effects, are not included explicitly in the application of this model. Inclusion of ventilation in VI modeling is a topic of ongoing and future research. The AER values calculated in this study are specific for the conditions modeled and are fairly low when considered in the context of typical US residential AER values, which often include the contribution of ventilation. 22 
RESULTS AND DISCUSSION
The sections below present several scenarios to highlight key aspects of this modeling approach. A simplified building was used to illustrate the model, therefore the results are not meant to necessarily represent a particular "real-world" building. As the subsequent sections will highlight, a key advantage of the modeling approach presented here, is that it can capture the influence of weather conditions and building features when calculating indoor air concentrations. Many previous VI models e.g. 2, 3 apply a user-defined AER value of 0.5 1/hr. However, for the building modeled herein with few features prone to leakage (e.g. concrete external walls, 2 windows and a door), the resulting AER is appropriately low for the no wind scenario (0.06 1/hr). A building with different characteristics and different weather conditions, a different AER would be expected. Reichman et al. 22 discuss the variability of AERs in US residential buildings and highlight factors that influence building-specific AERs. The modeling approach presented here directly estimates an AER that is representative of the building and weather (e.g. wind and stack effects) and provides a more informed estimate of the VI exposure risk.
Indoor air pressure and AER
This study investigates how wind speed (WS) (0, 1m/s, 5m/s and 10 m/s), wind direction (WD) (0° to 360° with 15° increment), temperature difference (i.e. stack effect) between outdoor and indoor (ΔT = T out −T in ) equal to +10°C (33°C-23°C), 0°C (23°C-23°C), −15°C (8°C-23°C) and −35°C (−12°C-23°C) and building characteristics (window and door layout) affect indoor pressure and corresponding AER. Figure 4 (a) shows the effect of the above-mentioned parameters on AER values for all the scenarios.
To investigate the influence of stack effect, different ΔT values were defined, while maintaining WS=0. For the scenario with no wind speed (WS= 0 m/s) and ΔT= 0°C, the AER value is equal to 0 (see Figure 4 (a) green line with x symbols). The results show increasing trend for AER as the absolute value of ΔT increases. Consequently, the scenario with the largest temperature difference (ΔT= −35°C) resulted the highest AER value among the scenarios, regardless of wind speed (see Figure 4 (a) blue line--all symbols).
Wind speed is another factor that can influence AER value in a building. The results indicate that when wind speed increases, the building AER value increases. In addition, wind direction can influences AER values, especially for a 10 m/s wind speed. As shown in Figure 2a , north side (0 to 45° and 315° to 360° wind direction) and south side (135° to 225° wind direction) of the building are leakier than the east and west walls (45° to 135° and 225° to 315° wind directions, respectively). 90° and 270° wind directions blow perpendicularly on the tight side of building. For a constant wind speed, AER reaches the highest values when wind blows on the leakier (north and south) side of the building and lowest values when wind blows on the tighter (east and west) side of the building. Figure 4a shows that stack effect is typically small compared to wind effect in changing AER values for the conditions modeled here. Figure 4b shows the influence of wind speed, wind direction and stack effect on basement pressure. The horizontal lines show the influence of stack effect (WS ≤ 1 m/s). When WS ≤ 1 m/s and ΔT is equal to zero, the basement pressure is near to zero. For scenarios with WS ≤ 1 m/s (horizontal lines) and when outdoor temperature is less than indoor temperature (ΔT= −15°C and ΔT= −35°C), the basement is under-pressurized; however when outdoor temperature is higher than indoor temperature (ΔT= +10°C) the basement is overpressurized.
For WS≥ 5m/s, the basement is over-pressurized when wind blows on the leaky side of the building, but the basement is under-pressurized when wind blows on the tight side of the building. These results are for the specific building modeled; however they emphasize that wind direction and opening locations play an important role in estimating basement pressure. Depending on wind direction and opening location, a building can be underpressurized or over-pressurized at the same wind speeds and ΔT values. Other wind speeds may also be of interest; however the overall effect will depend on building features, wind directions and temperature differences.
Pressure and concentration profiles
COMSOL Multiphysics program is used to couple the outdoor atmospheric air and soil domains to investigate the influence of wind flow above-and below ground. The plan view of the pressure profiles indicates that the lowest pressure happens on the lateral sides of the building ( Figure 5(a-1) ). The pressure reaches +30 Pa on the windward side and −45 Pa on the lateral sides of the building. This pressure gradient around building influences the pressure difference between indoor and outdoor, which is an important feature that was not previously identified by VI models. 18, 20 Figure 5(a-2) shows the pressure profile for WS=0 m/s, which is the same scenario that has been most commonly modeled by previous VI models. 20 The pressure profile is symmetric and basement air pressure is determined (due to stack effect only) to be −5.2 Pa for ΔT= −35°C. Figure 5b shows the concentration profiles for the same scenarios (WS=10 m/s and 0 m/s, ΔT= −35°C). The concentration profile is symmetric when WS=0 m/s; however for WS=10 m/s, the concentration profile is slightly asymmetric ( Figure 5(b-2) ). To investigate the influence of wind on soil gas concentrations in a less permeable soil (10 −14 m 2 soil permeability, see COMSOL Multiphysics section). The results indicate that for this case, wind does not have an effect on contaminant concentration distribution for WS ≤ 10 m/s. Therefore, the influence of wind is most likely important due to the role it plays on pressure profiles, and for soil gas concentrations for high permeability soils or possibly when wind speeds are high (>10m/s). Table 2 and Figure 6 summarize the results of twelve (12) different modeled scenarios. The influence of ΔT, WD, and WS are considered with respect to AER, contaminant mass entry rate and indoor concentration. Figure 6a show that mass entry rate of the contaminant through the foundation crack is inversely related to the basement pressure for all scenarios. In addition, scenarios with low (negative) basement pressures and high mass entry rates have higher C C /C S values ( Table 2) . As with other previous modeling efforts, a decrease in basement pressure causes the contaminant to enter the basement at a higher rate. Air flow due to contaminant entry/exit through the crack and wind flow around the building can dilute contaminant concentrations near the foundation. The basement pressure for all scenarios modeled here ( Figure 6a and Table 2 ) is obtained by coupling indoor and outdoor domains, rather than a user defining a specific basement pressure.
Indoor air concentration
Scenario 11 (ΔT=0, WD=0, WS=10 m/s) is the most over pressurized scenario and has the lowest mass entry rate (among the scenarios modeled). In this scenario, wind blows on the leaky side of the building and outdoor temperature is higher than the indoor temperature, which results in a higher basement pressure than other scenarios. The external (asymmetric) pressure profile around the building caused by wind can still result in a pressure differential between the outdoor and indoor domains that allows soil gas to enter the building; however it results in the lowest VI exposure risks due to the relatively high basement pressure, as well as a high AER value. The highest AER values were obtained for scenarios when WD=0 (wind was blowing on the leaky side of the building) and WS=10 m/s. The results show that when WS=0 (stack effect only), the AER values are the lowest among all of the scenarios modeled. Figure 6b and 6c shows the relationship between AER and C FF /C S and C B /C S . The results show AER appears to be a dominant factor in controlling C FF ; however, AER is not the dominant factor that controls C B . This VI modeling approach uses a multizone model to calculate indoor air concentrations in different zones. In this model, no windows were included in the basement zone; however a stairway connected the first floor to basement and allowed air flow between the first floor and basement. AER is not the dominant factor that controls the indoor air concentration in the basement. Other factors such as basement pressure and mass entry rate of contaminant through the cracks directly influence the basement air concentration.
The AER reported in Table 2 is calculated as a value for the entire house. Since the first floor has more openings, the AER value is more representative of the first floor, than it is of the basement. However, C B is calculated based on the mass balance equations (see Model Method section), which is considerably different than previous VI modeling approaches.
Here, indoor air concentrations are determined for different zones based on the air flow characteristics of specific zones.
Special considerations and limitations
The following subsections discuss several special considerations and limitations of the current modeling approach. Table 3 summarizes comparisons between previous modeling approaches 2,3 and the current model, as well as the special consideration of paving around a building.
Comparison with Previous
Modeling Studies-The model results for specific scenarios (no wind) were compared to two previously published 3D VI models. 2, 3 It is only possible to compare the current modeling approach no wind (WS=0) scenarios because the previous models did not include wind flow. Abreu and Johnson 2 and Pennell et al. 3 set userdefined values for ΔP=5Pa (under-pressurized inside the building) and AER (0.5 1/hr); however they used different computational methods, finite difference and finite element, respectively. In the current modeling study, the indoor air pressure, outdoor air pressure, and AER are calculated directly by the model.
The results summarized in Table 3 for Abreu and Johnson 2 , Pennell et al. 3 and the current study agree well. Pennell et al. 3 modeled a characteristic entrance region (CER) as 10cm and then assumed all soil gas flowed through the 5 mm crack (due to continuity). Given steep pressure and soil gas concentration gradients in the region of the CER, differences in the soil gas flow rate and soil gas concentrations may be responsible for the reported difference in Table 3 . The difference between the current study and Abreu and Johnson's 2 model results is likely due to the fact that the soil properties and the computational modeling approach was different (see Table 3 notes).
A building surrounded by 5m paved ground was investigated in Pennell et al 3 . For comparison purposes, this special case was also investigated using the current modeling approach. For no wind (WS=0) and paved ground, the soil gas flow rate is 0.38 L/min in Pennell et al. 3 and 0.32 L/min in this study match well, especially given the difference in modeling approaches (e.g. CER vs crack). The results indicate that the soil gas flow rate decreases when a paved surface is present around the building. The mass entry rate of contaminant through the foundation crack is 1.25 μg/s and 1.81 μg/s for unpaved and paved ground in Pennell et al. 3 , respectively. In the current study, the mass entry rate for unpaved ground is 1.01 μg/s, compared to 1.56 μg/s for paved ground. While these mass flow rates in the current study are lower than the values reported in Pennell at al. 3 , they follow a similar trend in which the paved ground has a higher mass entry rate. The reason for lower mass entry rates is likely due to the CER vs crack and mesh sizes in finite element study in Pennell et al. 3 compared to the current study.
Lastly, an important consideration for model comparison is the indoor air concentration divided by the source concentration (C in /C S ). In Table 3 Table  3 .
Wind Effects and Paved Ground Surface-Two scenarios with 10 m/s wind speed and two different wind directions (0 and 90 degree) were modeled with and without 5m paved ground surface extending around the building. The scenario with WD=0 (leaky side of the building) is less under-pressurized with lower soil gas flow rate and mass entry rate compared to no wind flow scenario. The scenario with WD=90 (tight side of building) is more under-pressurized with higher values of soil gas flow rate and mass entry rate compared to the WD=0 scenario.
Wind flow can cause higher soil gas flow or lower soil gas flow for paved ground scenarios depending on the wind direction; however a paved ground around the building causes higher mass entry rates through the crack because the contaminant accumulates under the paved ground and building. Paved surfaces can also cause higher indoor air concentration for both basement and first floor space.
C B /C S and C FF /C S values are determined using CONTAM and rely on the current modeling approach described in Figure 1 . Like the existing VI models, the paved surface has a higher indoor air concentration due to higher mass entry rates. However, the current modeling approach provides weather and building-specific indoor pressures and AER values, which directly influence the indoor air concentrations. The multi-zone indoor air modeling approach, provides different estimates for indoor air concentrations depending on location. For the building modeled, the data shows that the basement indoor air concentration is higher than the first floor, regardless of whether a paved surface is present around the building.
Comparison with Field Data-The model results in this study were qualitatively compared to field data collected by Lou et al.. 4 Lou et al. 4 collected these field data beneath and around a slab-on-grade building overlying a petroleum hydrocarbon impacted soil in Evansville, WY. The field data indicated that dominant wind direction was southwest and the pressure difference (indoor and shallow soil) on the windward side of the building (south west side) was higher than the leeward side of the building (northeast side). They reported pressure differences in the range of 4.4-17 Pa on windward side for WS=5.1m/s. The model results in the current study show a similar trend to the field study (i.e. higher pressure difference in the windward side and lower pressure difference at the leeward side) in soil.
The pressure difference in present study lies in the range of 3.6-10.9 Pa, which is in a good agreement with the field study by Lou et al. 4 They also showed that the contamiant and oxygen concentration in soil depend on dominant wind direction in the area. Contamiant and oxygen concentartion were lower and higher, repectively, in the windward side of dominant wind direction. An opposite trend was observed at the leeward side which indicates the dominant wind direction is able to influence (through fate and transport processes) the contaminant distribution in soil due to the dominant wind direction.
Steady State Limitations of the Current Study-Additional model simulations were conducted to investigate timescales necessary to reach steady-state pressure profiles in aboveground and subsurface domains. The data (not shown) suggest that times are typically much shorter (e.g. minutes) for pressure profiles in the atmosphere and along the ground surface to reach steady state as compared to times for soil gas concentrations (e.g. days to months to years) to reach stead state in the subsurface. While the time to reach steady state is scenario specific and will depend on many different conditions, steady-state simulations provide useful information, even though wind flows may not be constant.
As discussed above, the results of the field study by Lou et al. 4 suggest that soil gas pressure and concentration of an aerobically degradable contaminant are influenced by dominant wind direction. Steady state modeling may be an important simplification to assist in better understanding VI exposure risks influenced by dominant wind flows. However, transient modeling may be important for AER and indoor pressure estimation and additional research is needed.
CONCLUSIONS
To date, most VI models have focused on subsurface fate and transport processes coupled with stack effects (i.e. user-defined ΔP); in this study we developed a comprehensive model that combines three different domains: the atmospheric domain (outdoor above-ground), indoor domain, and subsurface domain. The results suggest that wind flows can result in asymmetrical pressure profiles; and for permeable soils at moderate to high wind speed scenarios, soil gas concentrations may also exhibit asymmetric profiles.
Asymmetric pressure profiles around buildings can cause infiltration in the windward side and exfiltration on the leeward side of the building, which influences indoor air pressure and the mass entry rate of contaminant. Results show that the indoor air contaminant concentration is influenced by the AER which is a function of wind speed, wind direction and temperature difference. The results also indicate that when the wind speed increases and blows on the leaky side of the building, the indoor pressure and AER increase, which causes a decrease in the contaminant mass entry rate and indoor air concentration. When the wind speed increases and blows on the tight side of the building, the indoor air pressure and AER decreases and mass entry rate and indoor air concentration increases. The VI model presented here provides an improved conceptual understanding of how wind and stack effects influence VI exposure risks due to changes in AER, indoor/outdoor air pressures.
The results for the current modeling approach are for the special case of homogenous soils and steady state conditions. The influence of other factors that can affect VI exposure risks, such as heterogeneous soil in the subsurface, the presence of preferential pathways, and variable soil moisture have not been investigated in this study. However, the modeling approach presented can be used to consider the influence of these effects.
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