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Abstract
On each compact connected orientable surface of genus greater than
one we construct a class of flows without self-similarities.
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1 Introduction
1.1 Main result
In this paper we deal with some ergodic properties of flows on surfaces. More
precisely, we consider smooth measure-preserving flows on compact connected
orientable surfaces of genus g ≥ 2 with a finite number of non-degenerate singu-
lar points and no saddle connections. Among them we find a class of flows with
no self-similarities, i.e. flows T = {Tt}t∈R for which there is no s ∈ R \ {−1, 1}
such that the flows T and T ◦ s := {Tst}t∈R are measure-theoretically isomor-
phic. Thus we settle an open question raised in [5]. More precisely, we show
that the following holds.
Theorem 1.1. On any closed compact orientable surface of genus greater or
equal two there exists a smooth flow which is not self-similar.
The problems connected with the notion of self-similarity were studied in the
past by numerous authors (e.g. in [11], [15] and [21]). Let us list here some of the
results related to self-similarity which by no means constitute a complete survey.
Let us mention first a result of an opposite nature to what will be of our interest
in this paper. In [15] B. Marcus showed that every positive number s is a scale of
self-similarity of the horocycle flow on a connected orientable surface of constant
negative curvature and finite area. The further studies include investigations of
the size of the set I(T ) = {s ∈ R : T ' T ◦ s} and some disjointness results
(see e.g. [5], [19] and [20] or also more recent [22]). There are also quite a few
different examples of flows with no self-similarities, which include mixing rank
one flows [21], special flows over an ergodic interval exchange transformation
under some piecewise absolutely continuous roof functions and special flows
over irrational rotations satisfying a certain Diophantine condition under some
piecewise constant roof functions [5].
1.2 Outline of the proof
The main idea of the proof of Theorem 1.1 is to use a special representation
Th = {Tt}t∈R of considered systems [2], [14], [28]. In this representation the base
automorphism T is an interval exchange transformation and the roof function
h is smooth, except for a finite collection of points where it has logarithmic
singularities, i.e. it is of the form f + g, where
f(x) =
∑
0≤i≤r−1
(−c+i log{x− βi})+ ∑
0≤i≤r−1
(−c−i+1 log{βi+1 − x}) ,
where βi for 0 ≤ i ≤ r − 1 are the discontinuity points of the interval exchange
transformation T and {·} stands for the fractional part. The constants c−i+1,
2
c+i for 0 ≤ i ≤ r − 1 are positive (except for two of them which are equal to
zero, for more details see Section 3), while the function g is piecewise absolutely
continuous.
The methods of showing that a flow is not self-similar developed in [5] rely on
two properties: the absence of partial rigidity and a condition which is strictly
related to the absence of mixing. We will use the following result (J(T ) stands
for the set of self-joinings of T , P(R) is the set of all probability Borel measures
on R and {·}d denotes the closure in the weak operator topology).
Lemma 1.2 ([5]). Let T = {Tt}t∈R be a measure-preserving flow on (X,µ). If
T is not partially rigid and a ∫R Tt dP (t) + (1− a)J belongs to {Tt : t ∈ R}d for
some P ∈ P(R), 0 < a ≤ 1 and J ∈ J(T ) then T is not self-similar.
As we can see, there are two main ingredients needed to show the absence
of self-similarities. One of them is that in the weak closure of time automor-
phisms we can find an operator of the form a
∫
R Tt dP (t) + (1 − a)J . Due to
a result from [7] (see Theorem 6.1) this condition can be replaced in our situ-
ation by the boundedness of the sequence {∫
Dn
|f (qn)(x) − an|2 dµ(x)}, where
Dn are appropriately chosen rigidity subsets of the interval [0, 1) in the base
of the special flow. Important in the process of obtaining an operator of the
form a
∫
R Tt dP (t) + (1 − a)J in the weak closure of time automorphisms is
the sequence of measures
{
1
µ(Dn)
((
f (qn)(x)− an
) |Dn)∗ (µ|Dn)}, which turns
out to be uniformly tight whenever the sequence
{∫
Dn
|f (qn)(x)− an|2 dµ(x)
}
is bounded. Recall that
((
f (qn)(x)− an
) |Dn)∗ (µ|Dn) stands for the image of
measure µ|Dn via
(
f (qn)(x)− an
) |Dn . A theorem recently proved by C. Ulci-
grai in [24] ensures that the sequence
{∫
Dn
|f (qn)(x)− an|2 dµ(x)
}
is in fact
bounded. This condition is strictly connected with the absence of mixing.
The other component needed to prove the absence of self-similarities is the
absence of partial rigidity. This will be our main technical concern, i.e. we have
to show that there is no 0 < u < 1 and no sequence {tn}n∈N (tn →∞) satisfying
lim infn→∞ µ(A ∩ T−tnA) ≥ uµ(A) for every measurable set A, where µ is the
measure preserved by the flow. As the base automorphism we exploit interval
exchange transformations with balanced partition lengths (see the definition in
Section 2). When T is an irrational rotation by α, the property of balanced
partition lengths means that α has bounded partial quotients in its continued
fraction expansion. To give also examples of flows without self-similarities over
interval exchange transformations of more than two intervals, we show that all
interval exchange transformations for which the renormalized Rauzy induction
[18], [26] is periodic also have balanced partition lengths.
1.3 Organization of the remaining part of the paper
In Section 2 we first recall the definitions of self-similarities (Section 2.1) and
partial rigidity (Section 2.3). Then we give the necessary information from the
theory of joinings (Section 2.2). In Section 2.4 we introduce notation and recall
the definition of an interval exchange transformation. We explain how to obtain
an interval exchange transformation from an interval exchange transformation
on the circle. We also recall some basic facts connected with the continued
fraction expansion of irrational numbers. In Section 2.5 we concentrate on the
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Rauzy induction: we recall its definition and also the definition of the Rauzy
cocycle. The further information is related to the towers for interval exchange
transformation and the Rauzy heights cocycle. Section 2.6 is devoted to interval
exchange transformations of periodic type. We first recall the definition and in
Section 2.6.1 we introduce the notion of balanced partition lengths. In Section 2.7
we recall basic information about the special flows.
In Section 3 we describe how to obtain a special flow representation of flows
on closed compact orientable surfaces, which are given by closed 1-forms, with
a finite number of non-degenerate critical points and no saddle connections.
In Section 4 we show that the flows in some class of special flows over inter-
val exchange transformation under the roof function with symmetric logarithmic
singularities are not partially rigid (Theorem 4.1). Namely, the claim of The-
orem 4.1 holds whenever the interval exchange transformation in the base has
balanced partition lengths.
The main concern in Section 5 is with the interval exchange transformations
with balanced partition lengths. We show that this class of IETs includes all
IETs of periodic type (see Lemma 5.1).
In Section 6 we prove the absence of self-similarities (Theorem 1.1) for the
considered class of special flows using the results proved in Section 4. In Sec-
tion 6.3 we deal with the problem of absence of spectral self-similarities. We
formulate spectral counterparts of the results from [7] which are needed to prove
the absence of metric self-similarities (see Theorem 6.4) which allows us to prove
the absence of spectral self-similarities. We give examples of special flows with
no spectral self-similarities which can be obtained as a representation of smooth
flows (with saddle connections) on surfaces of genus g ≥ 2 (see Example 6.4).
2 Definitions
2.1 Self-similarities
Let T = {Tt}t∈R be an ergodic measurable flow on a standard probability Borel
space (X,B, µ). For s ∈ R \ {0} by T ◦ s we denote the flow {Tst}t∈R.
Definition 2.1. If I(T ) = {s ∈ R : T and T ◦ s are isomorphic} ⊂ {−1, 1}, we
say that the flow T has no self-similarities. If there exists s ∈ I(T ) \ {−1, 1}
we say that T is self-similar with the scale of self-similarity s.
2.2 Joinings
Let T = {Tt}t∈R and S = {St}t∈R be measurable flows on (X,B, µ) and (Y, C, ν)
respectively (by measurability of the flow {Tt}t∈R we mean that the map t 7→
〈f ◦ St, g〉 is continuous for all f, g ∈ L2(X,B, µ)). By J (T ,S) we denote the
set of all joinings between T and S, i.e. the set of all {Tt × St}t∈R-invariant
probability measures on (X × Y,B ⊗ C), whose projections on X and Y are
equal to µ and ν respectively. For J (T , T ) we write J (T ). Joinings are in
one-to-one correspondence with Markov operators Φ: L2(X,B, µ)→ L2(Y, C, ν)
satisfying Φ ◦ Tt = St ◦ Φ for all t ∈ R. We denote the set of such Markov
operators by J(T ,S) (as in case of measures we write J(T ) for J(T , T )). This
identification allows us to view J (T ) as a metrisable compact semitopological
semigroup endowed with the weak operator topology. We say that T and S
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are disjoint if J (T ,S) = {µ ⊗ ν} (the notion of disjoitness was introduced
by H. Furstenberg in [9]). Given a flow T = {Tt}t∈R and a Borel probability
measure P on R, we define the operator
∫
R Tt dP (t) acting on L
2(X,B, µ) by〈
(
∫
R Tt dP (t))f, g
〉
=
∫
R 〈Ttf, g〉 dP (t) for all f, g ∈ L2(X,B, µ).
2.3 Partial rigidity
Definition 2.2. Let T = {Tt}t∈R be a measurable flow on a standard proba-
bility space (X,B, µ). The flow T is said to be partially rigid along {tn}n∈N if
there exists 0 < u ≤ 1 such that
lim inf
n→∞ µ(A ∩ T−tnA) ≥ uµ(A) for every A ∈ B.
Remark 2.3. Let T = {Tt}t∈R be an ergodic flow on a standard probability
space (X,B, µ) which is partially rigid along time sequence tn →∞ with rigidity
constant u ∈ (0, 1]. Then for any subsequence (tnk)k∈N ⊂ (tn)n∈N such that Ttnk
is convergent in weak operator topology there exists K ∈ J (T ) such that
lim
k→∞
Ttnk = u · Id + (1− u) ·K. (2.1)
Indeed, let nk →∞ be such a sequence that Ttnk converges. Let Φ = limk→∞ Ttnk .
For any sets A,B ∈ B we have
lim
k→∞
µ
(
TtnkA ∩B
)
≥ lim
k→∞
µ
(
Ttnk (A ∩B) ∩ (A ∩B)
)
≥ u · µ(A ∩B).
In other words, the following inequality holds for any A,B ∈ B:∫
B
(Φ− u · Id)(1A) dµ ≥ 0
Therefore, letting K := Φ−u·Id1−u , we obtain
Kf ≥ 0 for any nonnegative function f ∈ L2(X,B, µ).
Moreover,
• K1 = K∗1 = 1,
• UT ◦K = K ◦ UT ,
whence K ∈ J (T ). This means that (2.1) indeed holds.
On the other hand, whenever
lim
k→∞
Tnk = u · Id + (1− u) ·K
for some K ∈ J (T ), flow T is partially rigid along {tn}n∈N.
2.4 Interval exchange transformations of r ≥ 2 intervals
2.4.1 General definition
An interval exchange transformation (IET) is a piecewise order-preserving isom-
etry of a finite interval. To describe an IET of r ≥ 1 intervals on [0, λ) we need
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the following data1: a pair of permutations of r symbols (pi0, pi1) and a vector
λ = (λ1, λ2, . . . , λr) of lengths (λi > 0 for 1 ≤ i ≤ r,
∑r
i=1 λi = λ > 0). For
j = 1, . . . , r the map T is described by the formula
Tx = x−
∑
pi0(i)<j
λi +
∑
pi1(i)<pi1(pi
−1
0 (j))
λi, x ∈
 ∑
pi0(i)<j
λi,
∑
pi0(i)≤j
λi
 .
The pair (pi0, pi1) determines the ordering of the subintervals before and after
the map is iterated and λ is the vector of the lengths of the exchanged intervals.
In what follows, we will always consider only irreducible pairs (pi0, pi1), i.e. such
that for 1 ≤ k < r
pi−10 ({1, . . . , k}) 6= pi−11 ({1, . . . , k})
(otherwise we could decompose the IET into two disjoint invariant subintervals
and analyse two simpler dynamical systems). We endow the space [0, λ) with
Lebesgue measure denoted by m.
Let T be an IET defined by the combinatorial data (pi0, pi1) and by the length
data λ. Put
βj =
∑
pi0(i)≤j
λi
for 0 ≤ j ≤ r. These are the discontinuities of T .2
Definition 2.4. We say that T satisfies the infinite distinct orbit condition
(IDOC) if the orbits
O(βj) = {Tnβj , n ∈ N} for 1 ≤ j ≤ r − 1
are infinite and disjoint.
This definition provides a generalization of the irrational rotation on the
circle. As it was proved by M. Keane [13], if T fulfills the IDOC, then all its
orbits are dense. Moreover, if λ is rationally independent and the pair (pi0, pi1)
is irreducible, then T satisfies the IDOC.
2.4.2 IETCs
The definition of IETs can be easily transferred to the case of interval exchange
transformations on the circle (IETCs).
Definition 2.5. By an interval exchange transformation on the circle (IETC)
we understand a map T : T → T which is a piecewise orientation-preserving
isometry (T is identified with S1 = {z ∈ C : |z| = 1}).
Remark 2.6. Every IET yields an IETC by the identification of the ends of
the interval. The number of the exchanged intervals (arcs in the case of IETCs)
remains the same.
1We use the notation introduced by Marmi, Moussa and Yoccoz in [16].
2All of the points βj are called discontinuities, even though T is continuous at β0, it is not
defined at βr and it may happen that T is continuous at βj for some 0 < j < r.
6
On the other hand, every IETC yields an IET. Indeed, consider an IETC T
of r − 1 arcs. Let us denote by 0 one of the discontinuity points of T and treat
the circle as the interval [0, 1). Typically we obtain an IET of r intervals. A
point which is mapped by the IETC to 0 (in the example in Figure 2.1 denoted
by β3) becomes an additional discontinuity for the resulting IET.
Figure 2.1: IET obtained from an IETC
2.4.3 IETs of two intervals
If α is an irrational number, then we denote by Tx = x+ α the corresponding
irrational rotation on (T,B(T),m). The circle T = R/Z is identified with the in-
terval [0, 1), the measure m is Lebesgue measure inherited from [0, 1). Rotation
on the circle is an exchange of two intervals.
For an irrational α ∈ T let {qn} stand for the sequence of its denominators,
i.e.
p0 = 0, p1 = 1, pn+1 = an+1pn + pn−1,
q0 = 1, q1 = a1, qn+1 = an+1qn + qn−1
and [0; a1, a2, . . . ] denotes the continued fraction expansion of α.
Definition 2.7. Let α ∈ T be irrational. It has bounded partial quotients if
there exists M > 0 such that an < M for all n ∈ N.
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2.5 Rauzy induction
Recall the definition of the Rauzy induction map R on the space of IETs which
fulfill the IDOC (the algorithm was introduced and developed by G. Rauzy and
W. A. Veech in [18, 26]). Let us denote this space by ∆. For a given IET
T exchanging r intervals represented by the triple (λ, pi0, pi1), set j0 = pi−10 (r),
j1 = pi
−1
1 (r), I
(1) = [0, 1 −min(λj0 , λj1)) and let R(T ) be the induced map on
I(1). Due to the IDOC, λj0 6= λj1 . Moreover, we obtain again an IET of r
intervals. Let
A(T ) =
{
I + Ej0,j1 if λj0 < λj1 ,
I + Ej1,j0 if λj1 < λj0 ,
where I is the identity matrix and Ei,j denotes the matrix whose all entries are
equal to 0 except for the (i, j) one which is equal to 1. This defines the Rauzy
cocycle A : ∆ → SL(r,Z) (see [30]). The process of inducing on subintervals
chosen as described above, can be repeated infinitely many times. Therefore we
define (λ(n), pi(n)0 , pi
(n)
1 ) = Rn(λ, pi0, pi1) and I(n) = [0, 1 − min(λ(n−1)j0 , λ
(n−1)
j1
))
for n ≥ 0. The IDOC assures that λ(n−1)j0 and λ
(n−1)
j1
are never equal. The
set of all combinatorial data accessible from the initial one by applying Rauzy
induction is called a Rauzy class.
2.5.1 Operations on towers
Denote by I(n)j , j = 1, . . . , r, the subintervals exchanged by RnT . These inter-
vals determine a partition of the given interval I into towers H(n)j (j = 1, . . . , r),
where
H
(n)
j =
h
(n)
j −1⋃
k=0
T kI
(n)
j (2.2)
and h(n)j is the common first return time to the interval I
(n) for the points from
I
(n)
j . We call the sets H
(n)
j towers for RnT and the sets T kI(n)j the floors of
the tower H(n)j . Note that once we have fixed n, all the floors of all the towers
for RnT are disjoint:
T k1I
(n)
j1
∩ T k2I(n)j2 = ∅
for 1 ≤ ji ≤ r, 0 ≤ ki ≤ h(n)ji − 1 (i = 1, 2) such that (j1, k1) 6= (j2, k2).
By cutting the tower H(n)j at the point x ∈ I(n) we will mean refining the
partition into the floors of the towers as follows: if x ∈ I(n)j , we add to the set
of the partition points the set
{
x, Tx, . . . , Th
(n)
j −1x
}
(see Fig. 2.2).
2.5.2 Rauzy heights cocycle
Let h(0) be the column vector (1, . . . , 1) ∈ Zr and h(n) the column vector with
heights of the towers for the n-th step of Rauzy induction as its entries. Then we
have h(n) = A(R(n−1)(T ))h(n−1) and, denoting by A(n) the product of matrices
along the R-orbit of T :
A(n) = A(Rn−1(T )) ·A(Rn−2(T )) · · · · ·A(R(T )) ·A(T ),
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Figure 2.2: Towers cut at x
we get
h(n) = A(n)(1, . . . , 1). (2.3)
It is the transpose of the cocycle which appears in [26] and [29], i.e. we can
express also the lengths vectors for the induced transformations in terms of the
Rauzy cocycle:
λ(n) = ((A(n)(T ))T )−1λ(0).
For n ∈ N let
h
(n)
min = min
1≤j≤r
h
(n)
j
and
h(n)max = max
1≤j≤r
h
(n)
j .
2.6 IETs of periodic type
Definition 2.8. We say that IET T is of periodic type if the following two
conditions hold:
a) the sequence A(T ), A(RT ), . . . , A(RnT ) is periodic with some period p >
0, i.e. A(Rn+pT ) = A(RnT ) for all n ∈ N;
b) the period matrix A(p)(T ) has strictly positive entries.
Examples of IETs of periodic type can be constructed by choosing a closed
path on the Rauzy class (for the details we refer to [23]). Moreover, every IET
of periodic type can be obtained this way.
If the matrix B ∈ SL(r,Z) has strictly positive entries, introduce the fol-
lowing quantity (in [25] there was introduced an analogous definition where the
ratios of the entries in the rows was maximized):
ν(B) = max
i,j,l
Bij
Blj
.
Then if h(m+n) = B · h(n), it follows that
1
ν(B)
≤ h
(n+m)
i
h
(n+m)
j
≤ ν(B). (2.4)
In the case of periodic IETs with period p we will use this fact for B = A(p)(T ).
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Let P be a partition of some interval into subintervals. By minP and maxP
we denote the minimum and the maximum length of the subintervals determined
by this partition. By P(a;x1, . . . , xk; b) we denote the partition of the interval
[a, b) by the points x1, . . . , xk. When there is no ambiguity (e.g. when the
considered interval is [0, 1)) we drop the dependence on the interval [a, b) and
write P({xi : 1 ≤ i ≤ k}) for P(a;x1, . . . , xk; b).
2.6.1 Balanced partition lengths
Definition 2.9. Let T : [0, 1) → [0, 1) be an IET with discontinuity points
0 = β0 < β1 < · · · < βr−1 < βr = 1. We say that it has balanced partition
lengths with constant c > 0 if for any j ≥ 1 two following conditions hold:
(i)
1
cj
≤ minPj ≤ maxPj ≤ c
j
,
where Pj = P({T−kβi : 1 ≤ i ≤ r − 1, 0 ≤ k ≤ j − 1});
(ii)
1
cj
≤ minP({T−k+lβi : 0 ≤ l ≤ j − 1})
≤ maxP({T−k+lβi : 0 ≤ l ≤ j − 1}) ≤ c
j
for all 0 ≤ i ≤ r − 1 and 0 ≤ k ≤ j − 1.
Remark 2.10. Notice that in (i) the partitions under consideration are gener-
ated by all the discontinuities whereas in (ii) we treat each discontinuity sepa-
rately. Moreover, in (ii) we iterate discontinuities both backwards and forwards
as opposed to (i) where only backward iterations are taken into account.
Remark 2.11. Let T : [0, 1)→ [0, 1) be an IET. If the conditions (i) and (ii) of
the above definition are fulfilled with different constants, c1 and c2 respectively,
then T has balanced partition lengths with constant c = max{c1, c2}.
Remark 2.12. Definition 2.9 of balanced partition lengths for IETs can be eas-
ily transferred to the case of IETCs. Notice that an IET has balanced partition
lengths whenever the corresponding IETC has balanced partition lengths.
2.7 Special flows
Let T : (X,B, µ) → (X,B, µ) be an ergodic automorphism of a standard prob-
abilistic space and let f ∈ L1(X,B, µ) be a strictly positive function. Let
Xf = {(x, t) ∈ X × R : 0 ≤ t < f(x)}. Under the action of the special flow T f
each point of Xf moves upwards vertically at the unit speed and we identify
the points (x, f(x)) and (Tx, 0). We put
f (n)(x) =
 f(x) + f(Tx) + . . .+ f(T
n−1x) if n > 0
0 if n = 0
−(f(Tnx) + . . .+ f(T−1x)) if n < 0.
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For a formal definition of the special flow, consider the skew product S−f : (X×
R, µ⊗m)→ (X × R, µ⊗m), where m stands for the Lebesgue measure, given
by the equation
S−f (x, r) = (Tx, r − f(x))
and let Γf stand for the quotient space X×R/ ∼, where the relation ∼ identifies
the points in each orbit of the action on X×R by S−f . Let σ = {σt}t∈R denote
the flow on (X × R, µ⊗m) given by
σt(x, r) = (x, r + t).
Since σt ◦ S−f = S−f ◦ σt, we can consider the quotient flow of the action σ by
the relation ∼. This is the special flow over T under f denoted by T f .
3 Representation as a special flow
We will construct a class of flows on surfaces of genus equal or greater than
two, with a finite number of singularities, and with no saddle connections. We
recall that a saddle connection is a flow orbit which joints two (not necessarily
distinct) saddles. In case when the orbit joints the same saddle, the saddle
connection is called a loop saddle connection.
Consider a closed 1-form ω on a closed, compact, orientable surface of genus
g. Since ω is closed, it is locally equal to dH for some real-valued function
H. The flow associated to ω is locally given by the solutions of the system
of differential equations x˙ = ∂H∂y , y˙ = −∂H∂x . Assume that this flow has a
finite number of nondegenerate critical points and that there are no saddle
connections. Flows generated by such forms were shown to be minimal by
A. G. Mayer in [17]. Moreover, they are isomorphic to special flows over interval
exchange transformations of 4g − 4 intervals on a circle - a closed curve on
the surface transversal to the flow. The roof function is smooth, except for a
finite number of points (which are the first intersections of the backward orbits
of the singularities of the flow with the transversal), where it has logarithmic
singularities. The set of such points coincides with the discontinuities of the
interval exchange on the circle (see the left part of Figure 3.1). For more
information on representing flows this way see Section 1.1. in [28], for the
calculations in the case of a torus, see Section 4 in [2] and in the general case
see Section 3 in [14].
In order to use some properties of the IETs on the interval [0, 1), we proceed
as in Remark 2.6 (see Figures 2.1 and 3.1). This results in that one of the
discontinuities of the IET (the point which is mapped to 0 by the IET) is not a
discontinuity of the roof function. Both one-sided limits at this point are finite
and equal. It is also reflected in the formula for the roof function which is of
the form f + g, where f is given by
f(x) =
∑
0≤i≤r−1
(−c+i log{x− βi})+ ∑
0≤i≤r−1
(−c−i+1 log{βi+1 − x}) , (3.1)
where βi for 0 ≤ i ≤ r − 1 are the discontinuity points of the interval exchange
transformation T on the interval and g is piecewise absolutely continuous (it is
continuous whenever f is so), such that min(f + g) > 0. The function g can be
represented as a sum g = g1 + g2 + g3, where g1 is absolutely continuous with
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Figure 3.1: Opening the closed transversal
g1(0) = limx→1 g1(x), g2 is linear and g3 is piecewise constant and is continuous
whenever g is so. The constants c−i+1, c
+
i for 0 ≤ i ≤ r − 1 are positive, except
for c+i0 = c
−
i0+1
= 0, where i0 = pi0 ◦ pi−11 (r) = pi0 ◦ pi−11 (1)− 1 (pi0 and pi1 are the
combinatorial data defining T , for the definition see Section 2.4).
Moreover, since the flow has no saddle connections we have c+i = c
−
i for
1 ≤ i ≤ r − 1 and c+0 = c−r in the definition of f . Therefore
r−1∑
i=0
c+i =
r−1∑
i=0
c−i+1. (3.2)
If the condition (3.2) is satisfied for the roof function which is of the form
f + g (with f given by (3.1) and g as above), the roof function is said to have
logarithmic singularities of symmetric type (otherwise they are cold asymmet-
ric). All results from Section 4 hold for the roof function with singularities of
both symmetric and asymmetric type. In Section 6 we need to assume that the
singularities are of symmetric type.3
To keep the notation as simple as possible, in the remainder of the paper we
will additionally assume that c+i0 and c
−
i0+1
are strictly positive and we will deal
with IETs on the interval [0, 1). All the results remain true (with notational
changes only) for IETs on the circle which corresponds to the fact that c+i0 =
c−i0+1 = 0 (see also Remark 2.12).
4 Absence of partial rigidity
4.1 Main result and outline of the proof
The main result of this section is the following.
Theorem 4.1. Let T : [0, 1) → [0, 1) be an IET with discontinuity points 0 =
β0 < β1 < · · · < βr−1 < βr = 1 and balanced partition lengths with constant
c > 0. Let
f(x) =
∑
0≤i≤r−1
(−c+i log{x− βi})+ ∑
0≤i≤r−1
(−c−i+1 log{βi+1 − x}) , (4.1)
3Singularities of asymmetric type may appear if we admit loop saddle connections.
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where c−i+1, c
+
i > 0 for 0 ≤ i ≤ r − 1 and g is a piecewise absolutely continuous
function which is always continuous whenever f is continuous and satisfies the
condition min(f + g) > 0. Then the special flow T f+g over T under f + g is
not partially rigid.
Our main tool to prove Theorem 4.1 will be the following lemma which gives
a necessary condition for a special flow to be partially rigid.
Lemma 4.2 ([8]). Let T : (X,B, µ) → (X,B, µ) be an ergodic automorphism
and f ∈ L1(X,µ) be a positive function such that f ≥ C > 0. Suppose that the
special flow T f is partially rigid along the sequence {tn}n∈N (tn → +∞). Then
there exists 0 < u ≤ 1 such that for every 0 < ε < C we have
lim inf
n→∞ µ{x ∈ X : (∃ j ∈ N) |f
(j)(x)− tn| < ε} ≥ u. (4.2)
Before going into detail let us give the outline of the proof of Theorem 4.1.
The roof function of the special flow we deal with is a sum of f and g. These
two functions are of a very different character and this is why we deal with them
separately.
We begin by considering the function f only (i.e. we act as if g ≡ 0). In
order to apply Lemma 4.2, we show first that arbitrary big proportion (less
than one) of points from each continuity interval for the base transformation
is such that the derivative f ′(j) is large enough (see Lemma 4.4). The most
important property used in the proof of Lemma 4.4 is that the interval exchange
transformation in the base has balanced partition lengths. This will allow us
later (in the proof of Lemma 4.11) to conclude that the condition (4.2) does not
hold.
What we do next is to perturb the roof function f . Every absolutely contin-
uous function g on [0, 1) can be decomposed into the sum g1 + g2 + g3, where
g1 is absolutely continuous with g1(0) = limx→1 g1(x), g2 is linear and g3 is
piecewise constant and is continuous whenever g is.
A perturbation by a linear function has no influence on the claim of Lemma 4.4
due to Remark 4.1. Moreover, Lemma 4.8 will allow us later (in the proof of
Lemma 4.11) to conclude that a perturbation by an arbitrary absolutely con-
tinuous function doesn’t change the situation either.
The next step is to construct a partition of the interval [0, 1) (see Lemma 4.9).
In the proof of Lemma 4.11 we will work with each subinterval of this parti-
tion separately. The situation in each of these subintervals is presented in Fig-
ure 4.11. As we can see in the figure, the functions f (j) whose graphs cross
the 2ε-strip around t can be divided into two groups: we treat separately the
function which is “in the middle” (denoted with a solid line in the figure) and
the functions which are at its both sides (denoted with the dashed lines). We
apply Lemma 4.4 to the function which is “in the middle” to see that there is
“not too much of it” in the ε-strip around t. The functions which are at its sides
cannot fill ”too much” of the strip either due to convexity (see Figure 4.12 and
Lemma 4.3).
4.2 Technical details
Let T be an IET with discontinuities 0 = β0 < β1 < · · · < βr−1 < βr = 1.
Assume that T fulfills the IDOC and T has balanced partition lengths with
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constant c > 0. For j ≥ 1 consider the partition Pj (see Definition 2.9). Denote
the partition points in the increasing order by
0 = xj0 < x
j
1 < · · · < xj(r−1)j < 1.
Let the function f be given by equation (3.1) and g be as described in Section 3.
Notice that xji (0 ≤ i ≤ (r− 1)j) are all discontinuity points of the function
f (j) (j ≥ 1). Note also that f (j)′ = f ′(j) whenever both derivatives are well-
defined and the sets of discontinuity points of the functions f ′(j) and f (j) are
equal. Now we will study some basic properties of the function f ′. For j ≥ 1
and 0 ≤ i ≤ (r − 1)j let ∆ji = (xji , xji+1) and dji = xji+1 − xji .
Lemma 4.3. For every j ≥ 2 and 0 ≤ i ≤ (r− 1)j the function f ′(j) is strictly
increasing on ∆ji with limx→xi+ f
′(x) = −∞, limx→xi+1− f ′(x) =∞. The same
holds for f ′′′(j)(x).
Proof. We prove the statement by induction. The same arguments remain valid
for both h = f ′ and h = f ′′′. Since h(j+1)(x) = h(j)(Tx) + h(x), the set
of discontinuities for h(j+1) consists of two parts: the discontinuities of h and
the discontinuities of h(j) iterated backwards one time. The conclusion follows
directly from the following two observations:
• for every 0 ≤ i ≤ r − 1 the function h(x) is increasing on the interval
[βi, βi+1),
• limx→βi+ h(x) = −∞ and limx→βi+1− h(x) =∞.
Remark 4.1. If we replace f with f + g2 (where g2 is linear), the assertion of
the above lemma remains true.
Lemma 4.4. For every 0 < η < 1 there exists δ > 0 such that for every j ≥ 6c2,
0 ≤ i ≤ (r − 1)j
m({x ∈ ∆ji : |f ′(j)(x)| > δj}) > ηdji .
Speaking less formally, we claim that for j large enough on any positive
proportion of the interval ∆ji the absolute value of the derivative of f
(j), i.e.∣∣f ′(j)∣∣, is larger than δj for some δ > 0.
Proof. Take 0 < η < 1. Recall that T has balanced partition lengths and
therefore
1
cj
≤ dji ≤
c
j
(4.3)
for every j ≥ 1 and 0 ≤ i ≤ (r − 1)j. Let M > max{ 21−η , c2}. Put δ =∑r−1
i=0 (c
+
i +c
−
i+1)
4Mc3 . Fix j ≥ 6c2 and 0 ≤ i ≤ (r − 1)j. Choose x0 ∈ ∆ji satisfying
f ′(j)(x0) = 0. We claim that∣∣∣f ′(j)(x)∣∣∣ > δj for x ∈ ∆ji such that |x− x0| ≥ djiM . (4.4)
Without loss of generality, we will conduct the proof only for x > x0. Since f ′(j)
is increasing on ∆ji , it is enough to show that f
′(j)
(
x0 +
dji
M
)
> δj, provided
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that x0 +
dji
M ∈ ∆ji . Let x = x0 +
dji
M . If x /∈ ∆ji then (4.4) is trivial. Suppose
that x ∈ ∆ji .
We will estimate now f ′(j)(x) = f ′(j)(x) − f ′(j)(x0) from below. Let 0 ≤
k0 ≤ j − 1 be such that T−k0βi0 is the left end of the interval ∆ji . Since
T−kβi /∈ [T−k0βi0 , x] for 0 ≤ k ≤ j − 1 and 0 ≤ i ≤ r − 1,
it follows that
βi /∈ T k([T−k0βi0 , x]) for 0 ≤ k ≤ j − 1 and 0 ≤ i ≤ r − 1. (4.5)
Thus T k is a translation on [T−k0βi0 , x] for 0 ≤ k ≤ j − 1, i.e.
T kx = x+ ck for x ∈ [T−k0βi0 , x] (4.6)
for some constants ck (0 ≤ k ≤ j − 1). Therefore the lengths of the intervals of
the three partitions by the sets of points {T k−k0βi0 : 0 ≤ k ≤ j−1}, {T kx0 : 0 ≤
k ≤ j − 1} and {T kx : 0 ≤ k ≤ j − 1} are the same, except for the leftmost and
rightmost intervals. The length of the leftmost and rightmost intervals of the
two latter partitions can be estimated from above by 2 maxP({T k−k0βi0 : 0 ≤
k ≤ j − 1}). Hence, in view of the inequalities (4.3), if T k1x0 < T k2x0 then
T k2x0 − T k1x =(T k2x0 − T k1x0)− (T k1x− T k1x0) ≥ 1
cj
− d
j
i
M
>
1
cj
− d
j
i
c2
=
1
c2
(
c
j
− dji
)
≥ 0,
as we have chosen M > c2. This means that the interval [x0, x] and its j − 1
consecutive iterations by T are pairwise disjoint.
Let f : [0, 1)→ R be given by
f(x) =
r−1∑
i=0
χ[βi,βi+1)
(−c+i log{x− βi} − c−i+1 log{βi+1 − x}) .
For 0 ≤ i ≤ r − 1 put
Ai = max
{
f ′(T kx) : 0 ≤ k ≤ j − 1 such that T kx ∈ [βi, βi+1)
}
,
Bi = min
{
f ′(T kx0) : 0 ≤ k ≤ j − 1 such that T kx0 ∈ [βi, βi+1)
}
,
i.e. Ai is the image via f ′ of the right end of the rightmost interval among
T k[x0, x] for 0 ≤ k ≤ j − 1 such that T k[x0, x] ⊂ [βi, βi+1) and Bi is the image
via f ′ of the left end of the rightmost interval among T k[x0, x] for 0 ≤ k ≤ j−1
such that T k[x0, x] ⊂ [βi, βi+1) (see Fig. 4.1). Moreover, for 0 ≤ i ≤ r − 1 put
Ai = max
{
f
′
(T kx) : 0 ≤ k ≤ j − 1 such that T kx ∈ [βi, βi+1)
}
,
Bi = min
{
f
′
(T kx0) : 0 ≤ k ≤ j − 1 such that T kx0 ∈ [βi, βi+1)
}
.
Fix 0 ≤ i ≤ r − 1. We claim that
Bi ≤ f ′
(
βi +
2c
j
)
. (4.7)
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Figure 4.1: The iterations of [x0, x] and the gaps in (βi, βi+1)
Indeed, since f
′
is increasing, it suffices to show that there exists 0 ≤ k ≤ j− 1
such that T kx0 ∈ [βi, βi+1) and T kx0 ≤ βi + 2cj . Consider first the case when
i = 0 (see Fig. 4.2). Let 0 ≤ k1 ≤ j − 1 and i0 be such that
T−k1βi0 = max{T−kβi : T−kβi < x0, 0 ≤ k ≤ j − 1, 0 ≤ i ≤ r − 1}.
Since T has balanced partition lengths, x0 − T−k1βi0 ≤ cj . For the same
reason, there exists 0 ≤ k2 ≤ j−1 such that T k2−k1βi0 ≤ cj . Hence T k2x0 ≤ 2cj .
Moreover, we have j ≥ 6c2 > 2c2, so 1c > 2cj and therefore T k2x0 ∈ [0, β1).
Consider now the case when i > 0 (see Fig. 4.3). Let 0 ≤ k1 ≤ j − 1 be such
that
T k1x0 = max{T kx0 < βi : 0 ≤ k ≤ j − 1}
and let 0 ≤ k2 ≤ j − 1 be such that
T k2x0 = min{T kx0 > βi : 0 ≤ k ≤ j − 1}.
Then
T k2x0 − βi ≤ T k2x0 − T k1x0 ≤ c
j
<
2c
j
,
where the middle inequality follows from the remarks after (4.6). The inequal-
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Figure 4.2: i = 0
Figure 4.3: i > 0
ity (4.7) is therefore proved. Hence
Bi ≤ f ′
(
βi +
2c
j
)
= − c
+
i
βi +
2c
j − βi
+
c−i+1
βi+1 −
(
βi +
2c
j
)
= −c
+
i
2c
j
+
c−i+1
βi+1 − βi − 2cj
. (4.8)
In a similar way we obtain
Ai ≥ f ′
(
βi+1 − 2c
j
)
= − c
+
i
βi+1 − 2cj − βi
+
c−i+1
βi+1 −
(
βi+1 − 2cj
)
= − c
+
i
βi+1 − βi − 2cj
+
c−i+1
2c
j
. (4.9)
Recall that βi+1 − βi ≥ 1c (this follows from (4.3) for j = 1). Since j ≥ 6c2
implies 1c − 2cj > 0, we have
Ai ≥ − c
+
i
1
c − 2cj
+
c−i+1
2c
j
and Bi ≤ −c
+
i
2c
j
+
c−i+1
1
c − 2cj
.
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Therefore
Ai −Bi ≥ − c
+
i
1
c − 2cj
+
c−i+1
2c
j
+
c+i
2c
j
− c
−
i+1
1
c − 2cj
= (c+i + c
−
i+1)
(
j
2c
− 11
c − 2cj
)
≥ c
+
i + c
−
i+1
4
j
c
, (4.10)
where the last inequality follows from the assumption that j ≥ 6c2. Note that
f ′ − f ′ is increasing on (βi, βi+1) and therefore
(Ai −Ai)− (Bi −Bi) > 0.
Indeed, since f ′ and f
′
are both increasing on (βi, βi+1), the maximal value
among f ′(T kx) (0 ≤ k ≤ j − 1) and the maximal value among f ′(T kx) (0 ≤
k ≤ j − 1) are obtained for the same argument T kx. The same applies to the
minima in the definition of Bi and Bi. Hence
Ai −Bi > Ai −Bi ≥
c+i + c
−
i+1
4
j
c
.
Adding the inequalities for 0 ≤ i ≤ r − 1, we conclude that
r−1∑
i=0
(Ai −Bi) > 1
4
r−1∑
i=0
(c+i + c
−
i+1)
j
c
. (4.11)
If 0 ≤ k1, k2 ≤ j − 1 satisfy βi < T k1x0 < T k2x0 < βi+1 and for 0 ≤ k ≤ j − 1
we have T kx0 /∈ (T k1x0, T k2x0), we say that (T k1x, T k2x0) is a gap in (βi, βi+1).
Since T has balanced partition lengths, in view of (4.6) and (4.3) we obtain an
upper bound for the lengths of the gaps:
T k2x0 − T k1x ≤ c
j
− d
j
i
M
=
1
Mcj
Mc2 − d
j
i
M
≤ d
j
i
M
(Mc2 − 1) (4.12)
for any gap (T k1x, T k2x0).
Fix again 0 ≤ i ≤ r − 1. From Lemma 4.3 it follows that the function f ′(j)
has one inflection point in the interval (βi, βi+1). Denote it by γi. To each
gap in (βi, βi+1) assign one of the iterations T k[x0, x] in the following way (see
Fig. 4.1). Consider the gap (T k1x, T k2x0). There are three cases:
• if T k1x0 ≥ γi, we assign [T k2x0, T k2x] to the gap (T k1x, T k2x0),
• if T k1x ≤ γi, we assign [T k1x0, T k1x] to the gap (T k1x, T k2x0),
• if γi ∈ (T k1x, T k2x0) then we split the gap and assign [T k1x0, T k1x] to
(T k1x, γi) and [T k2x0, T k2x] to (γi, T k2x0).
If γi ∈ [T kx0, T kx] for some 0 ≤ k ≤ j − 1 then [T kx0, T kx] is not assigned to
any gap.
From (4.12) it follows that the ratio of the length of each gap to the length
of the interval which is assigned to it can be estimated from above by c2M − 1:
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• for (T k1x, T k2x0) with T k1x0 ≥ γi we have T k2x0−T k1x ≤ d
j
i
M (Mc
2−1) =
(T k2x0 − T k2x)(c2M − 1),
• for (T k1x, T k2x0) with T k2x ≤ γi we have T k2x0−T k1x ≤ d
j
i
M (Mc
2− 1) =
(T k1x0 − T k1x)(c2M − 1),
• for (T k1x, T k2x0) with γi ∈ (T k1x, T k2x0) we have γi−T k1x ≤ d
j
i
M (Mc
2−
1) = (T k1x− T k1x0)(c2M − 1) and T k2x0 − γi ≤ d
j
i
M (Mc
2 − 1) = (T k2x−
T k2x0)(c
2M − 1).
Let ak = f ′(T kx) − f ′(T kx0) (0 ≤ k ≤ j − 1). Since f ′(j) is concave on
(βi, γi) and convex on (γi, βi+1), the length of the image by f ′ of each gap
can be estimated from above by ak(c2M − 1) with k chosen according to the
assignment described previously, i.e.
• for (T k1x, T k2x0) with T k1x0 ≥ γi we have f ′(T k2x0)−f ′(T k1x) ≤ ak2(c2M−
1),
• for (T k1x, T k2x0) with T k2x ≤ γi we have f ′(T k2x0)−f ′(T k1x) ≤ ak1(c2M−
1),
• for (T k1x, T k2x0) with γi ∈ (T k1x, T k2x0) we have f ′(T k2x0) − f ′(γi) ≤
ak2(c
2M − 1) and f ′(γi)− f ′(T k1x) ≤ ak1(c2M − 1).
This means that the sum of the lengths of the intervals [Ai, Bi], which is the
sum of the images of the intervals [T kx0, T kx] ∈ (βi, βi+1) for 0 ≤ k ≤ j−1 and
the images of the gaps between them in each (βi, βi+1), can be estimated from
above as follows:
r−1∑
i=0
(Ai −Bi) ≤
j−1∑
k=0
ak +
j−1∑
k=0
ak(c
2M − 1) =
j−1∑
k=0
akc
2M. (4.13)
From (4.5) it follows that βi /∈ [T kx0, T kx] for 0 ≤ k ≤ j − 1, so by (4.11)
and (4.13) we obtain
f ′(j)(x) = f ′(j)(x)− f ′(j)(x0) =
j−1∑
k=0
(
f ′(T kx)− f ′(T kx0)
)
=
j−1∑
k=0
ak
≥
∑r−1
i=0 (Ai −Bi)
c2M
>
1
4
∑r−1
i=0
(
c+i + c
−
i+1
)
j
c
c2M
=
∑r−1
i=0 (c
+
i + c
−
i+1)
4Mc3
j = δj.
and condition (4.4) indeed holds. Since M > 21−η , this means that
m
({
x ∈ ∆ji : |f ′(j)(x)| > δj
})
>
(
1− 2
M
)
dji > ηd
j
i
and the proof is complete.
Remark 4.2. We claim that the assertion of the above lemma remains true
if we replace f with f + g2 where g2 is linear. Indeed, notice that throughout
the proof we have mostly used properties of f which are not affected by adding
a linear function to f such as (piecewise) monotonicity or convexity. The only
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places where we needed an explicit formula for the considered function were (4.8)
and (4.9). The estimates of Ai and Bi are clearly different for f + g2 in place
of f . However, what is used in the remainder of the proof is (4.10) which stays
unchanged: to adjust the proof for f + g2 we need to add the same value to the
“new” Ai and Bi which cancels out in (4.10).
Lemma 4.5. Let H = {hα : α ∈ A} be a family of monotonic, differentiable,
convex functions hα : (aα, bα)→ R. Suppose that
(∀ 0 < η < 1)
(
∃ δ˜ > 0
)
(∀ α ∈ A)
m
{
x ∈ (aα, bα) : |h′α(x)| >
δ˜
bα − aα
}
> η(bα − aα). (4.14)
Then
(∀ 0 < η˜ < 1) (∃ ε > 0) (∀ t > 0) (∀ α ∈ A)
m {x ∈ (aα, bα) : |hα(x)− t| < 2ε} ≤ η˜(bα − aα).
Proof. Fix 0 < η˜ < 1. Take 1− η˜ < η < 1 and L > 0 such that 2ηL + 1− η ≤ η˜.
Take ε < δ˜ η2L , where δ˜ is as in the condition (4.14). Fix α ∈ A. Let t > 0 and
Aα = {x ∈ (aα, bα) : |hα(x)− t| < 2ε},
Bα =
{
x ∈ (aα, bα) : |h′α(x)| >
δ˜
bα − aα
}
.
By assumption m(Aα∩Bcα) ≤ (1−η)(bα−aα). Since function hα is convex and
monotone, Bα and Aα are intervals, whence also Aα ∩Bα is an interval. Put
x1,α = inf(Aα ∩Bα), x2,α = sup(Aα ∩Bα).
From the mean value theorem
|hα(x1,α)− h(x2,α)| = |h′α(ξ)(x2,α − x1,α)| for some ξ ∈ (x1,α, x2,α).
Hence ξ ∈ Bα and we obtain
4ε ≥ |hα(x2,α)− h(x1,α)| = |h′α(ξ)(x2,α − x1,α)| >
δ˜
bα − aα |x2,α − x1,α|,
which implies
|x2,α − x1,α| < 4ε(bα − aα)
δ˜
<
2η(bα − aα)
L
.
It follows that
m(Aα) = m(Aα ∩Bcα) +m(Aα ∩Bα) ≤ (1− η)(bα − aα) +
2η(bα − aα)
L
=
(
1− η + 2η
L
)
(bα − aα) ≤ η˜(bα − aα),
and the proof is complete.
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In the proof of the next lemma we use the same techniques as in [4] (see
Lemma 2, Ch. 16, §3 for C1-functions in the case of rotations) and in [8] (see
Lemma 6.1 for absolutely continuous functions in the case of rotations). One
of the properties which we will use in the proof is unique ergodicity of the
considered interval exchange transformations. In order to show that the IETs
we deal with are indeed uniquely ergodic, let us recall first some definitions
introduced by M. A. Boshernitzan [3].
Definition 4.3. Set A ⊂ N = {1, 2, 3, . . . } is said to be essential if for any
l ≥ 2 there exists a > 1 such that the system ni+1 > 2ni for 1 ≤ i ≤ l − 1nl < a · n1
ni ∈ A for 1 ≤ i ≤ l
has an infinite number of solutions (n1, n2, . . . , nl).
Definition 4.4. We say that an IET T has Property P if for some ε > 0 the
set
{
n ∈ N : minPn ≥ εn
}
is essential.
Theorem 4.6. [3] Let T be a minimal IET which satisfies Property P. Then T
is uniquely ergodic.
Corollary 4.7. Any IET with balanced partition lengths is uniquely ergodic.
Proof. The claim follows directly by Theorem 4.6 and by the definition of bal-
anced partition lenghts.
Lemma 4.8. Let T : [0, 1) → [0, 1) be an IET of r intervals with balanced
partition lengths with constant c > 0 and let g : [0, 1) → R be an absolutely
continuous function such that
∫ 1
0
g′(x)dx = 0. Then for any ε > 0 there exists
N0 > 0 such that for n > N0, all 0 ≤ i ≤ (n− 1)r and x, y ∈ ∆ni the inequality
|g(n)(x)− g(n)(y)| < ε holds.
Proof. Fix ε > 0. We claim that there exists a C1-function gε : [0, 1)→ R such
that
V ar(g − gε) < ε
2([c2] + 1)
and ∣∣∣∣∫ 1
0
g′ε(x) dx
∣∣∣∣ < ε4c .
Indeed, since g is absolutely continuous, there exists f ∈ L1([0, 1)) and a ∈ R
such that
g(x) = a+
∫ x
0
f(y) dy
for x ∈ [0, 1). Let function fε ∈ C([0, 1)) be such that
‖f − fε‖L1 < min
{
ε
2([c2] + 1)
,
ε
4c
}
and let gε(x) = a+
∫ x
0
fε(y) dy for x ∈ [0, 1). Then indeed
V ar(g − gε) =
∫ 1
0
|f(x)− fε(x)| dx < ε
2([c2] + 1)
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and∣∣∣∣∫ 1
0
g′ε(x)dx
∣∣∣∣ = ∣∣∣∣∫ 1
0
g′ε(x)− g(x) dx
∣∣∣∣ = ∣∣∣∣∫ 1
0
fε(x)− f(x) dx
∣∣∣∣
≤
∫ 1
0
|fε(x)− f(x)| dx < ε
4c
.
By Corollary 4.7, T is uniquely ergodic and therefore∣∣∣∣∣∣ limn→∞ 1n
n−1∑
j=0
g′ε(T
jx)
∣∣∣∣∣∣ =
∣∣∣∣∫ 1
0
g′ε(x) dx
∣∣∣∣ < ε4c ,
where the convergence is uniform with respect to x.4 In other words, there
exists N0 ∈ N such that∣∣∣∣∣∣
n−1∑
j=0
g′ε(T
jx)
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
n−1∑
j=0
g′ε(T
jx)− n
∫ 1
0
g′ε(x) dx
∣∣∣∣∣∣+
∣∣∣∣n∫ 1
0
g′ε(x) dx
∣∣∣∣
≤ n · ε
4c
+ n · ε
4c
= n · ε
2c
(4.15)
for n > N0 and all x ∈ [0, 1). Fix n > N0, let 0 ≤ i ≤ (n − 1)r and take
x, y ∈ ∆ni , x < y. For 0 ≤ j ≤ n− 1 we have |T jx− T jy| = |x− y|, whence
n−1∑
j=0
(
gε(T
jx)− gε(T jy)
)
=
∫ y
x
n−1∑
j=0
g′ε(T
jz) dz.
Therefore, by (4.15) and by the assumption that T has balanced partition
lengths with constant c, we obtain∣∣∣∣∣∣
n−1∑
j=0
(
gε(T
jx)− gε(T jy)
)∣∣∣∣∣∣ ≤
∫ y
x
∣∣∣∣∣∣
n−1∑
j=0
g′ε(T
jz)
∣∣∣∣∣∣ dz ≤ n ε2c |x− y| ≤ n ε2c cn = ε2 .
Let us consider the following family of intervals:
I = {[x, y], [Tx, Ty], . . . , [Tn−1x, Tn−1y]}.
For every 0 ≤ i 6= j ≤ n−1, using the assumption that T has balanced partition
lengths, we obtain
|T ix− T jx| ≥ 1
cn
.
Moreover, for 0 ≤ i ≤ n− 1∣∣T ix− T iy∣∣ = |x− y| ≤ c
n
.
4IETs are homeomorphisms of some Cantor sets, see [16] S. Marmi, P. Moussa, J.-C. Yoccoz.
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It follows that a point from [0, 1) belongs to at most [c2] + 1 intervals from the
family I. Therefore
|(g(n)(x)− g(n)(y))− (g(n)ε (x)− g(n)ε (y))|
≤
n−1∑
j=0
|(g − gε)(T jx)− (g − gε)(T jy)| ≤
n−1∑
j=0
V ar[T jx,T jy](g − gε)
≤ ([c2] + 1)V ar(g − gε) < ε
2
.
Hence
|g(n)(x)− g(n)(y)| ≤ |g(n)ε (x)− g(n)ε (y)|+
ε
2
< ε
which completes the proof.
Remark 4.5. Notice that for an absolutely continuous function g : [0, 1) → R
the conditions g(0) = limx→1 g(x) and
∫ 1
0
g′(x)dx = 0 are equivalent. Notice
also that the assertion of the above lemma remains true if we replace g with
g1 + g3 where g1 is absolutely continuous satisfying
∫ 1
0
g′1(x)dx = 0 and g3 is
piecewise constant and continuos whenever the IET is.
Let f, g : [0, 1) → R be as described in Section 3 (i.e. f is given by the
formula (3.1) and g = g1 + g2 + g3 where g1 is absolutely continuous with
g(0) = limx→1 g(x), g2 is linear and g3 is piecewise constant and is continuous
whenever g is so). Fix
0 < ε <
1
3
min(f + g) (4.16)
and let N0 ∈ N be as in the assertion of Lemma 4.8. Now we will describe a
procedure of choosing a partition of the interval [0, 1) into ∆1, . . . ,∆n, which
depends on the functions f and g, on the parameter t and on ε. We will use
this partition in the proof of the main theorem. To make clear what functions
or parameters we mean, we will indicate it in the parentheses: ∆i(f, g, t, ε).
Let
j0 = max{j ∈ N : (∃ x ∈ [0, 1))
∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε}.
Since min(f + g) > 0, j0 is finite and therefore determines a partition of the in-
terval [0, 1) into subintervals ∆j00 , . . . ,∆
j0
(r−1)j0 (for the definition of these subin-
tervals see page 14). For 0 ≤ i ≤ (r − 1)j0 set
jj0i = max
{
j ∈ N :
(
∃ x ∈ ∆j0i
) ∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε} ∈ N ∪ {−∞}
(we put jj0i = −∞ if the set is empty). Let
P = {xj0i : 0 ≤ i ≤ (r − 1)j0}.
We are interested in the strip [0, 1)× (t− ε, t+ ε) and this is why the partition
determined by P might be too fine for our purposes, i.e. all the functions
f (j) + g(j) for j ≥ N such that (f (j) + g(j)) (∆i) ∩ (t − ε, t + ε) 6= ∅ might be
continuous at the endpoints of ∆i for some i. Therefore we remove now some
points from P . The procedure consists of three steps. After each of them, by
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Figure 4.4: Assume ji−1 = ji = ji+1. Step 1. Remove x
j0
i . Don’t remove x
j0
i+1
abuse of notation, we still denote the reduced set of the partition points by the
same letter P .
Step 1 (see Fig. 4.4 and 4.5). Find all 0 ≤ i < (r − 1)j0 such that jj0i =
jj0i+1 = −∞ or jj0i = jj0i+1 > −∞ and function f (j
j0
i ) + g(j
j0
i ) is continuous at
xj0i . Remove points x
j0
i from P for all such i’s.
Step 2 (see Fig. 4.5). Find all 0 ≤ i < (r − 1)j0 such that jj0i 6= jj0i+1,
jj0i , j
j0
i+1 > −∞ and at least one of the functions f (j
j0
i ) + g(j
j0
i ), f (j
j0
i+1) + g(j
j0
i+1)
is continuous at xj0i . Remove points x
j0
i from P for all such i’s.
Step 3 (see Fig. 4.6 and 4.7). To describe what to do in the last step of the
construction, denote first the intervals of the partition determined by P from
the left to the right by ∆1, . . . ,∆n, where n is the number of elements of P . For
1 ≤ i ≤ n denote by di the length of the interval ∆i and put
ji = max
{
j ∈ N : (∃ x ∈ ∆i)
∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε} ∈ N ∪ {−∞}. (4.17)
For 1 ≤ i ≤ n − 1 we claim that either ji, ji+1 ∈ N and by Step 1 and
Step 2 the point sup ∆i = inf ∆i+1 is a discontinuity for both f (ji) + g(ji) and
f (ji+1) + g(ji+1), or exactly one of the numbers ji, ji+1 is equal to −∞. Indeed,
suppose that one of the functions f (ji) + g(ji) or f (ji+1) + g(ji+1) is continuous
at sup ∆i = inf ∆i+1 and ji, ji+1 ∈ N. Notice that each interval ∆i is a union of
subintervals of the form ∆j0s and ji ≥ jj0s for any number s such that ∆j0s ⊂ ∆i.
Therefore by Step 1 or Step 2 of the construction we would have removed point
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Figure 4.5: Assume ji−1 = ji 6= ji+1. Step 1. Remove xj0i . Step 2. Remove
xj0i+1
sup ∆i = inf ∆i+1 from set P . Hence whenever one of the functions f (ji) + g(ji)
or f (ji+1) + g(ji+1) is continuous at sup ∆i = inf ∆i+1 then at least one of the
numbers ji, ji+1 is equal to −∞. If ji = ji+1 = −∞, we would have removed
point sup ∆i = inf ∆i+1 from set P by Step 3 of the construction, whence exactly
one of the numbers ji, ji+1 is equal to −∞. Now we concentrate our attention
on 1 ≤ i ≤ n such that ji = −∞. For simplicity of notation put j0 = jn+1 = 0.
By Step 3, we have ji−1, ji+1 ∈ N whenever ji = −∞. If f (ji−1) + g(ji−1) is
continuous at inf ∆i or f (ji+1) + g(ji+1) is continuous at sup ∆i, we remove both
inf ∆i and sup ∆i from P . The construction is complete and again by abuse of
notation, we continue to denote the intervals of the partition determined by P
by ∆1, . . . ,∆n and their lengths by d1, . . . , dn. The numbers ji are still defined
by formula (4.17) for the new intervals ∆i.
For j ∈ N and 1 ≤ i ≤ n set
∆i,j(f, g, t, ε) =
{
x ∈ ∆i :
∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε} ,
∆−i,j(f, g, t, ε) = ∆i,j(f, g, t, ε) ∩
{
x ∈ [0, 1) : f ′(j)(x) < 0
}
,
∆+i,j(f, g, t, ε) = ∆i,j(f, g, t, ε) ∩
{
x ∈ [0, 1) : f ′(j)(x) > 0
}
.
If there is no ambiguity, we will write briefly ∆i,j , ∆−i,j and ∆
+
i,j .
Lemma 4.9. The partition of [0, 1) into ∆1, . . . ,∆n described above satisfies
the following properties:
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Figure 4.6: Step 3. Don’t remove any of the points inf ∆i, sup ∆i
1. each interval ∆i of the partition is a finite union of maximal intervals on
which f (ji) + g(ji) is continuous;
2. for each interval ∆i of the partition with ji > −∞ and for every N0 <
j ≤ ji there exists a unique number 0 ≤ q ≤ (r − 1)j (q = q(i, j)) such
that ∆jq ∩∆i,j 6= ∅.
Proof. Property 1. Notice that by construction the endpoints of ∆i are dis-
continuity points for f (ji) + g(ji) (otherwise we would have removed them from
P - see Step 1 or Step 2 of the construction of the partition). Therefore the
partition has required Property 1.
Property 2. Suppose, for contradiction, that there exist y, y′ ∈ ∆i (y ≤ y′),
j, j′ ∈ N (N0 ≤ j, j′ ≤ ji) such that
•
lim
x→y−
f (j)(x) = lim
x→y′+
f (j
′)(x) = +∞,
•
∆i,j ∩ (0, y) 6= ∅, ∆i,j′ ∩ (y′, 1) 6= ∅,
• there is no point z ∈ (0, y) such that
lim
x→z−
f (j)(x) = +∞ and ∆i,j ∩ (0, y) = ∆i,j ∩ (0, z)
• and no point z′ ∈ (y′, 1) such that
lim
x→z′+
f (j
′)(x) = +∞ and ∆i,j′ ∩ (y′, 1) = ∆i,j′ ∩ (z′, 1).
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Figure 4.7: Step 3. Remove both inf ∆i and sup ∆i
Assume also that y and y′ are the closest such points, meaning that the condition
∆i,k ∩ (y, y′) 6= ∅ for some k ≥ N0 implies that the function f (k) + g(k) is
continuous on (y, y′) (see Fig. 4.8).
We claim that
∆i,k ∩ (y, y′) = ∅ for all k ≥ N. (4.18)
Suppose, to derive a contradiction, that this is not true and for some k ≥ N0
there exists z ∈ (y, y′) such that f (k)(z) + g(k)(z) ∈ (t− ε, t+ ε). Without loss
of generality we may assume that f (k) is increasing on (z, y′) (if this is not the
case, then it is decreasing on (y, z)). Let y = inf{x ≥ y′ : f (j′)(x) + g(j′)(x) ∈
(t− ε, t+ ε)}. Notice that k < j, j′ (otherwise f (k) would be discontinuous at y
or y′ and this would contradict our choice of y and y′). We have
f (k)(y) + g(k)(y) ≤ f (j′)(y) + g(j′)(y)−min(f + g) = t+ ε−min(f + g).
On the other hand
f (k)(y) + g(k)(y) ≥ f (k)(z) + g(k)(z)− ε > t− 2ε,
where the first inequality follows from Lemma 4.8 and from the fact that f (k)
is increasing on (z, y). Hence
t− 2ε < t+ ε−min(f + g)
and this is impossible since 3ε < min(f + g) (see (4.16), page 23). There-
fore (4.18) holds. In view of the construction of P (Step 3 ) this is however
impossible and the proof is complete.
For 1 ≤ i ≤ n and N0 < j ≤ ji such that ∆i,j 6= ∅ pick xi,j ∈ ∆i,j and let
gi,j = g
(j)(xi,j) for some x ∈ ∆i,j . For N < j ≤ ji put
∆˜−i,j =
{
x ∈ ∆i :
∣∣∣f (j)(x) + gi,j − t∣∣∣ < 2ε and f ′(j)(x) < 0} ∩∆jq(i,j)
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Figure 4.8: A situation in the proof of Property 2
and
∆˜+i,j =
{
x ∈ ∆i :
∣∣∣f (j)(x) + gi,j − t∣∣∣ < 2ε and f ′(j)(x) > 0} ∩∆jq(i,j),
where q(i, j) is the unique number q such that ∆jq ∩ ∆i,j 6= ∅ (such a number
exists by Property 2. from Lemma 4.9). Let
∆˜i,j = ∆˜
+
i,j ∪ ∆˜−i,j .
Remark 4.6. Let j ≥ N0. Notice that ∆i,j ⊂ ∆˜i,j . Indeed, let x ∈ ∆i,j .
By Property 2 in Lemma 4.9 it follows that x ∈ ∆jq(i,j). Therefore and by
Lemma 4.8 we have ∣∣∣g(j)(x)− gi,j∣∣∣ < ε.
Moreover, by the assumption that x ∈ ∆i,j ,∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε.
Hence ∣∣∣f (j)(x) + gi,j − t∣∣∣ ≤ ∣∣∣f (j)(x) + g(j)(x)− t∣∣∣+ ∣∣∣g(j)(x)− gi,j∣∣∣ < 2ε
and our claim follows.
Let A,B ⊂ [0, 1). We write A ≤ B if for every a ∈ A and every b ∈ B we
have a ≤ b. In particular, A ≤ B if A = ∅ or B = ∅.
Lemma 4.10. If ε < 16 min(f + g) then the condition N0 < j < j
′ ≤ ji implies
∆˜−i,j ≤ ∆˜−i,j′ ≤ ∆˜+i,j′ ≤ ∆˜+i,j (4.19)
for all 1 ≤ i ≤ n.
Proof. We will show that ∆˜−i,j ≤ ∆˜−i,j′ for N0 < j < j′ ≤ ji. The proof of
the remaining part of the statement is analogous. Suppose for contradiction
that there exist x ∈ ∆˜−i,j , x′ ∈ ∆˜−i,j′ such that x′ < x. Let y ∈ ∆i,j ⊂ ∆˜i,j ,
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y′ ∈ ∆i,j′ ⊂ ∆˜i,j′ be such that g(j)(y) = gi,j , g(j′)(y′) = gi,j′ (see Remark 4.6).
By Lemma 4.8 and since j < j′, we have
f (j
′)(x′) + g(j
′)(y′)
≥ f (j′)(x′) + g(j′)(x′)− ε ≥ f (j)(x′) + g(j)(x′) + min(f + g)− ε.
Therefore
f (j)(x′) + g(j)(x′) ≤ f (j′)(x′) + g(j′)(y′)−min(f + g) + ε
=
(
f (j
′)(x′) + gi,j′ − t
)
+ (t+ ε−min(f + g))
< 2ε+ (t+ ε−min(f + g)) = t+ 3ε−min(f + g), (4.20)
where the right inequality follows from x′ ∈ ∆˜−i,j′ . There are two cases: either
f (j) + g(j) is continuous on [x′, x] or it is not. In the first case we have
f (j)(x′) + g(j)(x′) > f (j)(x) + g(j)(x)− ε ≥ t− 3ε (4.21)
(the inequalities follow from the fact that f (j) is decreasing at x, so from
Lemma 4.3 and from Lemma 4.8 it is decreasing also on [x′, x]). In the sec-
ond case by Property 2. in Lemma 4.9,
f (j)(x′) + g(j)(x′) = f (j)(x′) + gi,j + g(j)(x′)− gi,j > t− 3ε. (4.22)
Hence from (4.20), (4.21) and (4.22) we obtain
t− 3ε < t+ 3ε−min(f + g),
which is a clear contradiction with the choice of ε (see (4.16), page 23).
Lemma 4.11. For each η̂ > 0, ε < min(min(f + g), 14 min f) and each N ∈ N
there exists T0 > 0 such that for all t > T0 the following inequality holds:
m
{
x ∈ [0, 1) : (∃ j ≤ N) |f (j)(x) + g(j)(x)− t| < ε
}
< η̂.5
Proof. Fix η̂ > 0, ε < min(min(f + g), 14 min f) and N ∈ N. Let
cj = max
0≤i≤(r−1)j
min
∆ji
f (j) − 2ε.
Since f (j+1) ≥ f (j) + min f , we have cj+1 ≥ cj + min f . Put
j0(t) = max{j ∈ N : cj < t}.
Let δ > 0 be such that for x, y ∈ ∆ki the condition |x− y| < δ implies |g(k)(x)−
g(k)(y)| < ε for k ≤ N and all 0 ≤ i ≤ (r − 1)j. Set G = max(max g, 0) and
take M > 0 such that the following holds:
M >
2Nrc
η̂
, (4.23)
M > cN, (4.24)
M >
c
δ
, (4.25)
5Recall that m stands for the Lebesgue measure.
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where constant c > 1 is the same as in the definition of balanced partition
lengths. Let T0 = cM+1 +NG and fix t > T0. Letting j0 := j0(t−G) by (4.23)
we obtain
j0 ≥ j0(cM+1) = M. (4.26)
Moreover, by (4.24) we have
j0 ≥M > cN ≥ N. (4.27)
We claim that{
x ∈ ∆j0i : (∃ j ≤ N)
∣∣∣f (j)(x) +NG− t∣∣∣ < 2ε} = ∅
for 0 ≤ i ≤ (r − 1)j0 such that f (j) is continuous on the closure cl
(
∆j0i
)
of
∆j0i . Indeed, suppose that this is not the case and take x ∈ cl
(
∆j0i
)
such
that
∣∣f (j)(x) +NG− t∣∣ < 2ε. Without loss of generality, we may assume that
f ′(j)(x) > 0 (otherwise we have f ′(j)(x) < 0 and instead of looking at ∆j0i+1 in
what follows, we look at ∆j0i−1). There exists x ∈ ∆j0i+1 such that f ′(j0)(x) < 0
Figure 4.9: The situation in the intervals ∆j0i i ∆
j0
i+1.
and
∣∣f (j0)(x) +NG− t∣∣ < 2ε. Let
z = inf
{
x ∈ ∆j0i+1 :
∣∣∣f (j0)(x) +NG− t∣∣∣ < 2ε} .
Since j0 ≥ N > j, we have (see Figure 4.9)
t− 2ε ≤ f (j)(z) +NG ≤ f (j0)(z) +NG−min f = t+ 2ε−min f,
whence min f < 4ε, which is impossible by choice of ε. Since f (N) has N(r −
1) + 1 ≤ Nr discontinuities and f (j) for j < N is continuous whenever f (N) is
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continuous, at most 2Nr of the intervals cl
(
∆j0i
)
have a nonempty intersection
with the set {
x ∈ [0, 1) : (∃ j ≤ N)
∣∣∣f (j)(x) +NG− t∣∣∣ < 2ε} .
Hence, by (4.26) and (4.23) and using the assumption that the considered IET
has balanced partition lengths, we obtain
m
{
x ∈ [0, 1) : (∃ j ≤ N)
∣∣∣f (j)(x) +NG− t∣∣∣ < 2ε} ≤ 2Nr max
0≤i≤(r−1)j0
m(∆j0i )
≤ 2Nr c
j0
≤ 2Nr c
M
< η̂. (4.28)
For 1 ≤ i ≤ (r − 1)j0 pick xi ∈ ∆j0i . Since g(j)(xi) ≤ NG for j ≤ N , by
Figure 4.10: The situation in ∆j0i
convexity of f (j) we have
m
{
x ∈ ∆j0i :
∣∣∣f (j)(x) +NG− t∣∣∣ < 2ε}
≥ m
{
x ∈ ∆j0i :
∣∣∣f (j)(x) + g(j)(xi)− t∣∣∣ < 2ε} , (4.29)
where xi ∈ ∆j0i (see Figure 4.10) and{
x ∈ ∆j0i :
∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε}
⊂
{
x ∈ ∆j0i :
∣∣∣f (j)(x) + g(j)(xi)− t∣∣∣ < 2ε} . (4.30)
Indeed, to justify (4.30) notice that by (4.26) and (4.25) we have
m(∆j0i ) ≤
c
j0
≤ c
M
< δ,
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so for x ∈ ∆j0i it holds
∣∣g(j)(x)− g(j)(xi)∣∣ < ε and
f (j)(x) + g(j)(xi) = f
(j)(x) + g(j)(x)− g(j)(x) + g(j)(xi) ∈ (t− 2ε, t+ 2ε),
provided that f (j)(x) + g(j)(x) ∈ (t− ε, t+ ε). Therefore, by (4.30) and (4.29)
m
{
x ∈ ∆j0i :
∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε}
≤ m
{
x ∈ ∆j0i :
∣∣∣f (j)(x) +NG− t∣∣∣ < 2ε} .
Hence
m
{
x ∈ [0, 1) : (∃ j ≤ N)
∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε}
≤
∑
i
∑
j≤N
m
{
x ∈ ∆j0i :
∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε}
≤
∑
i
∑
j≤N
m
{
x ∈ ∆j0i :
∣∣∣f (j)(x) +NG− t∣∣∣ < 2ε} . (4.31)
Notice that from ε < 14 min f it follows that the sets
{
x ∈ [0, 1) : ∣∣f (j)(x) +NG− t∣∣ < 2ε}
are pairwise disjoint for j ∈ N (so in particular for j ≤ N), whence∑
i
∑
j≤N
m
{
x ∈ ∆j0i :
∣∣∣f (j)(x) +NG− t∣∣∣ < 2ε}
= m
⋃
i
⋃
j≤N
{x ∈ ∆j0i :
∣∣∣f (j)(x) +NG− t∣∣∣ < 2ε}

= m
{
x ∈ [0, 1) : (∃ j ≤ N)
∣∣∣f (j)(x) +NG− t∣∣∣ < 2ε} . (4.32)
The assertion follows from (4.31), (4.32) and (4.28).
Proof of Theorem 4.1. We claim that for any η ∈ (0, 1) there exist ε > 0 and
t0 > 0 such that
m
(
{x ∈ [0, 1) : (∃ j ∈ N)
∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε} ≤ η (4.33)
for t > t0. This ensures that for any sequence tn →∞ there exists n0 ∈ N such
that for n > n0
m
{
x ∈ [0, 1) : (∃ j ∈ N)
∣∣∣f (j)(x) + g(j)(x)− tn∣∣∣ < ε} ≤ η,
which implies
lim inf
n→∞ m
{
x ∈ [0, 1) : (∃ j ∈ N)
∣∣∣f (j)(x) + g(j)(x)− tn∣∣∣ < ε} ≤ η.
By Lemma 4.2, this means that the special flow T f+g is not partially rigid along
any sequence {tn}. Therefore, we are left to prove the claim (4.33).
Fix η ∈ (0, 1) and take η > η˜ > 0, η̂ and K ∈ N such that
η˜ + η̂ +
1
K
< η. (4.34)
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It follows from Lemma 4.4 and from the left inequality in (4.3) that condi-
tion (4.14) in Lemma 4.5 holds for H = {f (j) : ∆ji → R : j ≥ 6c2, 0 ≤ i ≤
(r − 1)j} and δ˜ = δc . Let ε be as in the assertion of Lemma 4.5, making it
smaller if necessary, such that
ε <
min(f + g)
2K
(4.35)
and
ε <
1
6
min(f + g).
Then, by Lemma 4.5, for j ≥ 6c2 and 0 ≤ i ≤ (r − 1)j we have
m
{
x ∈ ∆ji :
∣∣∣f (j)(x)− s∣∣∣ < 2ε} ≤ η˜dji (4.36)
for all s > 0. Let N0 ∈ N be as in the assertion of Lemma 4.8. Put
t0 = max
0≤i≤(r−1)d6c2e
{ min
∆
d6c2e
i
(f (d6c
2e) + g(d6c
2e) − ε)}, (4.37)
where d·e stands for the ceiling function and fix t > t0. Consider the partition of
[0, 1) into subintervals ∆i = ∆i(f, g, t, ε), where 1 ≤ i ≤ n, described previously.
By Lemma 4.10 we have
∆˜−i,j ≤ ∆˜−i,j′ ≤ ∆˜+i,j′ ≤ ∆˜+i,j
for all N0 < j < j′ ≤ ji and 1 ≤ i ≤ n (see Fig. 4.11). We will show that
Figure 4.11: Pairwise disjoint sets ∆˜−i,j , ∆˜
+
i,j
ji ≥ 6c2 for 1 ≤ i ≤ n. (4.38)
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Indeed, notice that from (4.37) it follows that for all 0 ≤ i ≤ (r − 1)d6c2e
t > t0 ≥ min
∆
d6c2e
i
(f (d6c
2e) + g(d6c
2e) − ε),
whence there exist xi ∈ ∆d6c
2e
i such that
f (d6c
2e)(xi) + g(d6c
2e)(xi) < t+ ε.
This, together with Lemma 4.3, implies that there exist x′i ∈ ∆d6c
2e
i satisfying∣∣∣f (d6c2e)(x′i) + g(d6c2e)(x′i)− t∣∣∣ < ε. (4.39)
Hence, for 0 ≤ i ≤ (r − 1)d6c2e
max{j ∈ N :
(
∃ x ∈ ∆d6c2ei
) ∣∣∣f (j)(x) + g(j)(x)− t∣∣∣ < ε} ≥ d6c2e. (4.40)
Suppose that for some 1 ≤ i0 ≤ n we have ji0 < 6c2 ≤ d6c2e. Then each interval
∆
ji0
q (0 ≤ q ≤ (r − 1)ji0) consists of a finite number of intervals of the form
∆
d6c2e
i . Hence (4.40) is contradictory to the definition of ji0 (recall that ∆i0 is
a union of intervals of the form ∆ji0q ) and (4.38) has been shown.
Consider first the case where ji > N0 for all 1 ≤ i ≤ n. We claim that the
following three inequalities hold:
m(∆i,ji) ≤ η˜di, (4.41)
m
 ⋃
N0<j<ji
∆i,j
 ≤ 1
K
di, (4.42)
m
 ⋃
1≤i≤n
⋃
j≤N0
∆i,j ≤ η̂. (4.43)
For N < j ≤ ji such that ∆i,j 6= ∅ let gi,j = g(j)(x) for some x ∈ ∆i,j , as in the
beginning of the proof of Lemma 4.10. Using Lemma 4.9, choose ∆ = ∆jiq ∩∆i
so that ∆i,ji = ∆jiq ∩∆i,ji . Notice that
gi,ji + min
∆
f (ji) < t+ ε.
Therefore
t− gi,ji ≥ min
∆
f (ji) − ε > 0.
Similarly, t− gi,j > 0 for N0 < j < ji. Hence (4.38) implies that
m
(
∆˜i,ji
)
≤ η˜di. (4.44)
By Lemma 4.8, for x, y ∈ ∆ it holds that∣∣∣g(ji)(x)− g(ji)(y)∣∣∣ < ε.
34
Therefore ∆i,ji ⊂ ∆˜i,ji . Indeed, if x ∈ ∆i,ji , then
f (ji)(x) + gi,ji = f
(ji)(x) + g(ji)(x) + gi,ji − g(ji)(x) ∈ (t− 2ε, t+ 2ε).
Hence and by (4.44) we have shown that (4.41) is true.
Now we will prove that (4.42) also holds. As before, for N0 < j < ji we have
∆i,j ⊂ ∆˜i,j . Therefore it suffices to prove that
m(∪N0<j<ji∆˜i,j) ≤
1
K
di. (4.45)
We will use Lemma 4.10. Notice that by Lemma 4.3, f (j) is convex on each
interval where it is continuous. Therefore for N0 < j < ji such that ∆˜−i,j 6= ∅
by mean value theorem we have
m(∆˜−i,j)
xj+1 − xj ≤
2ε
f (j+1)(xj+1) + gi,j+1 − f (j)(xj+1)− gi,j ,
where xj = inf ∆˜−i,j for N0 < j ≤ ji (see Fig. 4.12). Now we estimate the
Figure 4.12: A situation in the proof of Theorem 4.1
denominator from below. It follows from Lemma 4.8 that
f (j+1)(xj+1) + gi,j+1 − f (j)(xj+1)− gi,j
= f (j+1)(xj+1) + g
(j+1)(xj+1)− (f (j)(xj+1) + g(j)(xj+1))
+ gi,j+1 − g(j+1)(xj+1) + g(j)(xj+1)− gi,j ≥ min(f + g)− 2ε.
Therefore by (4.35) for N0 < j < ji we have
m
(
∆˜−i,j
)
≤ 2ε
min(f + g)
(xj+1 − xj) < 1
K
(xj+1 − xj) ,
35
whence (by adding the inequalities for N0 < j < ji and by inf ∆i < xj for
N < j ≤ ji such that ∆˜i,j 6= ∅)
m(∪N0<j<ji∆˜−i,j) <
1
K
(xji − inf ∆i).
In the same way,
m(∪N0<j<ji∆˜+i,j) <
1
K
(sup ∆i − xji),
where xji = sup ∆˜
+
i,ji
. Hence
m(∪N0<j<ji∆˜i,j) <
1
K
di +
1
K
(xji − xji) <
1
K
di,
i.e. (4.45) holds and so does (4.42). By Lemma 4.11, (4.43) is also true. There-
fore by (4.34)
m(∪1≤i≤n ∪j∈N ∆i,j) < η˜ + 1
K
+ η̂ < η.
If for some 1 ≤ i ≤ n we have ji ≤ N0, then
∆i,ji ⊂ ∪1≤i≤n ∪j≤N0 ∆i,j ,
we obtain the same result and so the claim follows.
5 IETs with balanced partition lengths
Let T : [0, 1)→ [0, 1) be an irrational rotation on the circle T = R/Z. It is well-
known that a necessary and sufficient condition for α to have bounded partial
quotients is that the rotation by α on the circle has balanced partition lengths.
The main concern in this section is with giving more examples of interval ex-
change transformations with balanced partition lengths. In particular, we show
that every IET which is of periodic type has balanced partition lengths.
Remark 5.1. Let x0 < x1 < · · · < xk−1 < xk and consider P = P(x0;x1, . . . , xk−1;xk).
Suppose that
1
c
≤ xi+1 − xi
xj+1 − xj ≤ c
for some c ≥ 1 for all 0 ≤ i, j ≤ k − 1. Then for 0 ≤ j ≤ k − 1 we have
k
c
≤
k−1∑
i=0
xi+1 − xi
xj+1 − xj ≤ kc,
which is equivalent to
k
c
≤ xk − x0
xj+1 − xj ≤ kc.
Hence
(xk − x0) 1
ck
≤ xj+1 − xj ≤ (xk − x0) c
k
for all 0 ≤ j ≤ k − 1 and
(xk − x0) 1
ck
≤ minP ≤ maxP ≤ (xk − x0) c
k
.
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Lemma 5.1. Every IET of periodic type has balanced partition lengths.
Before we prove the above lemma, let us recall some notation from Section 2.
Recall that A : ∆ → SL(r,Z) stands for the Rauzy cocycle, R stands for the
Rauzy induction map and Rn(T ) : I(n) → I(n) for n ≥ 0. Recall that for an
IET T of periodic type the sequence A(T ), A(RT ), . . . , A(RnT ) is periodic with
some period p > 0 and the period matrix A(p)(T ) has strictly positive entries.
For a matrix B ∈ SL(r,Z) with strictly positive entries recall that
ν(B) = max
i,j,l
Bij
Blj
.
We will also need inequalities (2.4), i.e.
1
ν(B)
≤ h
(n+m)
i
h
(n+m)
j
≤ ν(B)
which hold whenever h(m+n) = B · h(n).
Proof of Lemma 5.1. Suppose that T is of periodic type. Let p be a period of
the Rauzy matrices such that Ap(T ) has only strictly positive entries. Denote
the period matrix A(p)(T ) by B. Put ρ =
∣∣∣(BT )−1λ(0)∣∣∣. We will prove now
that condition (i) of Definition 2.9 is fulfilled. Note that IETs of periodic type
automatically satisfy the IDOC since Rauzy induction is well-defined for all
steps. Therefore they are also minimal and we can choose K1 ∈ N such that for
1 ≤ i ≤ r there exist 1 ≤ ki ≤ K1 satisfying
T−kiβi ∈ I(0)i , (5.1)
where I(0)i is the leftmost interval exchanged by T .
We will show that there exists M1 ∈ N such that
(K1 + 1)h
((M+1)p)
max ≤ h((M+M1)p)min (5.2)
for every M ∈ N. Let M1 ∈ N satisfy
K1 + 1
rM1−1
ν(B) ≤ 1. (5.3)
Since h((M+1)p+p) = B · h((M+1)p), for every 1 ≤ i ≤ r,
h
((M+1)p+p)
i ≥ rh((M+1)p)min . (5.4)
Moreover, from (2.4) we have
h((M+1)p)max ≤ ν(B)h((M+1)p)min . (5.5)
Therefore
(K1 + 1)h
((M+1)p)
max ≤ (K1 + 1)ν(B)h((M+1)p)min
≤ (K1 + 1) 1
rM1−1
ν(B)h
((M+M1)p)
min ≤ h((M+M1)p)min (5.6)
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where the left inequality follows from (5.5), the middle one is obtained by it-
erating (5.4) M1 − 1 times and the right one is a consequence of (5.3). This
implies (5.2).
Fix j ∈ N. Let M ∈ N satisfy
(K1 + 1)h
(Mp)
max ≤ j < (K1 + 1)h((M+1)p)max . (5.7)
From (5.2) we have
j ≤ h((M+M1)p)min . (5.8)
Now we will obtain a lower bound for minPj . Cut the towers forR((M+M1)p)
at the points ρM+M1 · T−1βi (1 ≤ i ≤ r − 1). Let P stand for the partition of
the interval [0, 1) after cutting the towers. We claim that now the set of the
partition points of P includes the set {T−sβi : 0 ≤ s ≤ j − 1, 1 ≤ i ≤ r − 1}.
Indeed, the discontinuity points for the induced IETR((M+M1)p)(T ) are the first
iterations of the initial discontinuity points βi (1 ≤ i ≤ r − 1) via T−1 which
are in I((M+M1)p). This means that the points βi : 1 ≤ i ≤ r − 1 belong to the
set of the left ends of the floors of the towers. Otherwise, after some iterations
via T−1 we would get that the discontinuity points of the new transformation
R((M+M1)p)(T ) are inside the intervals exchanged by it, which is impossible. In
view of the inequality (5.8) we obtain
#
({
T−sβi : 0 ≤ s ≤ j − 1
} ∩ I((M+M1)p)) ≤ 1
for every 1 ≤ i ≤ r. Therefore the partition P is finer than Pj and
minP ≤ minPj .
We will now estimate minP from below. Let c2 > 1 be such that
1
c2r
≤ minP2
(P2 is the same as Pj for j = 2). Hence, by the definition of P
minP = ρM+M1 minP2 ≥ ρM+M1 1
c2r
.
This is therefore also the lower bound which we were looking for:
minPj ≥ ρM+M1 1
c2r
. (5.9)
Now we will estimate maxPj from above. Consider the towers for R(Mp)(T ).
From the left inequality in (5.7) and the definition of K1, in each floor of each
tower there is at least one partition point of Pj . Therefore from the definition
of ρ
maxPj ≤ 2ρM max(P1).
Let c1 > 1 satisfy
max(P1) ≤ c1
r
. (5.10)
Hence
maxPj ≤ 2ρM maxP1 ≤ 2ρM c1
r
. (5.11)
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Combining (5.9) and (5.11) we obtain
ρM+M1
1
c2r
≤ minPj ≤ maxPj ≤ 2ρM c1
r
. (5.12)
Therefore the ratio of the lengths of the intervals of the partition Pj is between
2ρM
c1
r
· c2r
ρM+M1
=
2c1c2
ρM1
and
ρM1
2c1c2
.
Hence, as Pj is a partition into (r − 1)j + 1 subintervals, (r − 1)j + 1 < rj and
1
(r−1)j+1 >
r
j , in view of Remark 5.1 we have
1
j
· 2c1c2
rρM1
≤ minPj ≤ maxPj < 1
j
· rρ
M1
2c1c2
.
Thus, we have proved that IETs of periodic type fulfill condition (i) of Defini-
tion 2.9.
The proof of condition (ii) is similar. We use the notation introduced in the
first part of the proof. Fix 0 ≤ i0 ≤ r− 1 and let K2 be a natural number such
that for 1 ≤ i ≤ r there exist 1 ≤ k−i , k+i ≤ K2 such that
T−k
−
i βi0 ∈ I(0)i and T k
+
i βi0 ∈ I(0)i
(such a number K2 exists from the minimality6). Fix j ≥ 1 and 0 ≤ k0 ≤ j− 1.
As in the first part of the proof, there exists M2 ∈ N such that for every M ∈ N
(K2 + 1)h
((M+1)p)
max ≤
1
4
h
((M+M2)p)
min . (5.13)
Let M ∈ N satisfy
(K2 + 1)h
(Mp)
max ≤
⌊
j − 1
2
⌋
< (K2 + 1)h
((M+1)p)
max , (5.14)
where b·c is the floor function. From the right inequality in (5.14) and from
(5.13) we have
j ≤ h((M+M2)p)min . (5.15)
Now we will obtain a lower bound for minP ({T−k0+lβi0 : 0 ≤ l ≤ j − 1}).
Cut the towers for R((M+M2)p) at the points ρM+M2T−1βi0 and ρM+M2Tβi0 .
Let Pi0 stand for the partition of the interval [0, 1) after cutting the towers.
Since the point βi0 is a left end of some floor of some tower for R((M+M2)p)(T )
(see the first part of the proof), in view of the inequality (5.15) we obtain
#
({
T−sβi0 : 0 ≤ s ≤ j − 1
} ∩ I((M+M2)p)) ≤ 1
and
#
(
{T sβi0 : 0 ≤ s ≤ j − 1} ∩ I((M+M2)p)
)
≤ 1.
6Since T is of periodic type, all steps of Rauzy induction are well-defined. Therefore T
satisfies IDOC, whence also T−1 satisfies IDOC. This implies minimality of T−1.
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Therefore the partition Pi0 is finer than P({T k0+lβi0 : 0 ≤ l ≤ j − 1}) and
minP ({T k0+lβi0 : 0 ≤ l ≤ j − 1}) ≥ minPi0 .
Let c˜2 > 1 be such that
1
c˜2r
≤ minP({Tβi0 , T−1βi0 , βi : 0 ≤ i ≤ r − 1}).
Hence, by the definition of PLi0
minPi0 = ρM+M2 minP
({
Tβi0 , T
−1βi0 , βi : 0 ≤ i ≤ r − 1
}) ≥ ρM+M2 1
c˜2r
.
Now we will estimate maxP({T−k0+lβi0 : 0 ≤ l ≤ j − 1}) from above.
Consider the towers for R(Mp)(T ) and cut them at the points ρMT−sβi0 and
ρMT sβi0 (1 ≤ s ≤ K2). Among the points {T−k0+lβi0 : 0 ≤ l ≤ j − 1} there
are either at least
⌊
j−1
2
⌋
backward iterations of βi0 or at least
⌊
j−1
2
⌋
forward
iterations of βi0 . In either case we conclude from the left inequality in (5.14)
and the definition of K2 that in each floor of each tower there is at least one
point of the form T−k0+lβi0 (0 ≤ l ≤ j−1). Notice that each floor of each tower
is an interval. Therefore and from the definition of ρ
maxP({T−k0+lβi0 : 0 ≤ l ≤ j − 1}) ≤ 2ρM maxP1 ≤ 2ρM
c1
r
(c1 was defined in (5.10)). To end the proof of condition (ii) we apply the same
arguments as in the end part of the proof of (i).
6 From absence of partial rigidity to absence of
self-similarities
6.1 Weak convergence and “non-stretching” of Birkhoff
sums
An important tool for us will be the following result, which will allow us to use
Lemma 1.2.
Theorem 6.1 ([7]). 7 Let T : (X,B, µ)→ (X,B, µ) be an ergodic automorphism
and f ∈ L2(X,µ) a positive function for which there exists c > 0 such that
0 < c ≤ f(x) for a.a. x ∈ X. Suppose that {Dn} is a sequence of Borel subsets
of X, {qn} is an increasing sequence of natural numbers, and {an} is a sequence
of real numbers such that
• µ(Dn)→ a > 0 as n→∞,
• µ(Dn4T−1Dn)→ 0 as n→∞,
• supx∈Dn d(x, T qnx)→ 0,
• the sequence {∫
Dn
|f (qn)(x)− an|2dµ(x)} is bounded,
7For more details concerning this theorem see Section 1.2.
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• 1µ(Dn)
((
f (qn)(x)− an
) |Dn)∗ (µ|Dn)→ P weakly in P(R) the set of proba-
bility Borel measures on R,
• the sequence {(T f )an} converges in the weak operator topology.
Then for some J ∈ J(T f ), {(T f )an} converges weakly to the operator a
∫
R(T
f )tdP (t)+
(1− a)J .
We claim, that Theorem 6.1 is applicable in our case, i.e. where the roof
function is given by f + g (function f is defined by (3.1) and the equality (3.2)
holds, i.e. the singularities are of symmetric type, g is piecewise absolutely
continuous and continuous whenever f is so). As sets Dn we take the “rigidity
sets” Cn constructed by C. Ulcigrai in [24]. They are a modification of the
sets used by A. Katok in [12] to show that IETs are never mixing. C. Ulcigrai
considers a more general class of flows than us, namely IETs which admit so-
called balanced return times (for the definition and more details we refer to [24]).
It is shown that there exist a sequence {Cn}n∈N of measurable subsets Cn ⊂
[0, 1), a sequence {qn}n∈N, qn ∈ N, a sequence of finite partitions {ξn}n∈N of
[0, 1) and M > 0 such that
(i) m(Cn) > a for some positive constant a,
(ii) for any F ∈ ξn, T qn(F ∩ Cn) ⊂ F ,
(iii) max{diam(F ) : F ∈ ξn} → 0 as n→∞,
(iv)
∣∣f (qn)(x)− f (qn)(y)∣∣ < M for all x, y ∈ Cn.
The construction is carried out in such a way that the sets Cn are unions of
levels of towers with appropriately chosen sets in the base, in particular the
diameters of these base sets converge to zero as n tends to infinity. Therefore
m(Cn4T−1(Cn))→ 0 as n→∞.
Notice that the conditions (ii) and (iii) imply
sup
x∈Cn
d(x, T qnx)→ 0 as n→∞.
The condition (iv) was used first by A. V. Kochergin in [14]. He proved it to be a
sufficient condition for a special flow to be not mixing, provided that there exist
rigidity sets for the base automorphism, i.e. sets such that the conditions (i),
(ii) and (iii) are fulfilled. Moreover, in [12] it was shown that for any function
h of bounded variation
(v) |h(qn)(x)− h(qn)(y)| < M ′
for some constant M for all x, y ∈ Cn.
From (iv) and (v) with h = g it follows that{∫
Cn
∣∣∣(f + g)(qn)(x)− an∣∣∣2 dm(x)}
n∈N
,
where an = (f + g)(qn)(x0) for some x0 ∈ Cn, is bounded. The distributions(
(f + g)(qn)(x)− an
)
∗ (m|Cn) are uniformly tight and we may assume (passing
to a subsequence if necessary) that(
(f + g)(qn)(x)− an
)
∗
(m|Cn)→ P
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weakly in P(R) for some measure P . From separability (passing again to a sub-
sequence if needed), we deduce that {(T f+g)an} converges in the weak operator
topology.
6.2 The absence of self-similarities
We will prove now Theorem 1.1. We will use the Lemma 1.2[5] recalled in the
introduction. Let us first prove a counterpart of Theorem 1.1 expressed in terms
of the special flow representation.
Theorem 6.2. Assume that T f+g is a special flow over an IET T with balanced
partition lengths, f is given by equation (3.1) and satisfies (3.2) and g is a
piecewise absolutely continuous function (continuous whenever f is continuous),
such that f + g > 0. Then T f+g is not self-similar.
Proof. By Theorem 6.1 we have that (T f+g)an converges weakly to the opera-
tor a
∫
R(T
f+g)tdP (t) + (1 − a)J for some J ∈ J(T f ). From Theorem 4.1 the
considered flow is not partially rigid. Therefore, from Lemma 1.2 we conclude
the absence of self-similarities.
Theorem 1.1 announced in the introduction now easily follows.
Proof of Theorem 1.1. The claim follows directly from the discussion in Sec-
tion 3, by Lemma 5.1 and Theorem 6.2.
6.3 The absence of spectral self-similarities
In this section we discuss the problem of the absence of spectral self-similarities.
With minor modification we follow the approach proposed in [5]. To begin with,
let us give a formal definition which is the spectral counterpart of the notion of
the set of scales of self-similarities. By M(L2(X,µ)) we denote the convex set
of Markov operators V : L2(X,µ)→ L2(X,µ), i.e. V is a positive operator such
that V (1) = 1 and V ∗(1) = 1. Let V = (Vt)t∈R be a continuous representation of
R inM(L2(X,µ)). Representations V = (Vt)t∈R and V ′ = (V ′t )t∈R are said to be
spectrally isomorphic if there exists a unitary operator U : L2(X,µ)→ L2(X,µ)
such that U ◦ V ′t = Vt ◦ U for all t ∈ R.
Definition 6.1. The set of scales of spectral self-similarities is given by
Isp(V) = {s ∈ R \ {0} : V and Vs are spectrally isomorphic} .
If Isp(V) ⊂ {−1, 1}, we say that V has no spectral self-similarities.
Let Rs : R→ R stand for the rescaling map Rs(t) = st. Denote by P(R) the
set of all probability Borel measures on R. Let Ps = (Rs)∗(P ).
Remark 6.2. As noticed in [5],∫
R
VtdPsn → I
whenever P ∈ P(R) and sn → 0.
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The next lemma is a modification of Lemma 6.3 in [5]. Let {Vt : t ∈ R}d
stand for the closure of {Vt : t ∈ R} in the weak operator topology.
Lemma 6.3. Suppose that there exists x ∈ Isp(V) \ {−1, 1} and there exists
P ∈ P(R) and 0 < a ≤ 1 such that
a
∫
R
VtdP (t) + (1− a)J ∈ {Vt : t ∈ R}d
for some J ∈M(L2(X,µ)). Then
aI + (1− a)K ∈ {Vt : t ∈ R}d
for some contraction K on L2(X,µ).
Proof. Since s ∈ Isp(V), there exists a unitary operator U : L2(X,µ)→ L2(X,µ)
such that U ◦ Vst = Vt ◦ U for all t ∈ R. Therefore,
Um ◦ Vsmt = Vt ◦ Um for every t ∈ R and m ∈ Z.
By the assumption, there exists a sequence (tn) such that |tn| → +∞ and
Vtn → a
∫
R
Vt dP (t) + (1− a)J weakly.
It follows that
Vsmtn = U
−m ◦ Vtn ◦ Um → a
∫
R
U−m ◦ Vt ◦ UmdP (t) + (1− a)Jm
= a
∫
R
VsmtdP (t) + (1− a)Jm = a
∫
R
Vt dPsm(t) + (1− a)Jm,
where Jm = U−m ◦ J ◦ Um. Hence
a
∫
R
Vt dPsm(t) + (1− a)Jm ∈ {Vt : t ∈ R}d.
Assume that |s| < 1, in the case |s| > 1 the proof follows by the same method by
taking the sequence (s−m)∞m=1 instead of (sm)∞m=1. By passing to a subsequence
if necessary, we can assume that Jm → K weakly, where K is a contraction.8
Since sm → 0 as m→ +∞, by Remark 6.2,
a
∫
R
Vtd (Rsm)∗ (P )(t) + (1− a)Jm → aI + (1− a)K as m→ +∞.
Thus
aI + (1− a)K ∈
(
{Vt : t ∈ R}d
)d
= {Vt : t ∈ R}d.
Remark 6.3. Notice that the only difference between Lemma 6.3 and Lemma
6.3 in [5] is that the obtained operator K is a contraction, not necessarily a
Markov operator.
8Every Markov operator is a contraction, see e.g. A. M. Vershik [27].
43
The following theorem is a spectral counterpart of Theorem 6.4 in [5]. Notice
that in the second part of the preceding theorem we need to assume that 1/2 <
a ≤ 1. For the role of 1/2 see also Example 6.5 and Proposition 6.6.
Theorem 6.4. Let T = {Tt}t∈R be a measure-preserving flow on (X,µ) such
that T is spectrally isomorphic to T ◦ s for some s 6= ±1.
• If ∫R TtdP (t) belongs to {Tt : t ∈ R}d for some P ∈ P(R) then T is rigid.
• If a ∫R TtdP (t)+ (1−a)J ∈ {Tt : t ∈ R}d for some 1/2 < a ≤ 1, P ∈ P(R)
and J ∈ J(T ) then T is partially rigid.
Proof. The first part of the claim follows directly from Lemma 6.3. To prove
the second part suppose that a
∫
R TtdP (t) + (1 − a)J ∈ {Tt : t ∈ R}d for some
1/2 < a ≤ 1. By Lemma 6.3 for any measurable set A ⊂ X we have
lim inf
n→∞ µ(TtnA ∩A) = aµ(A) + (1− a)〈K1A,1A〉
≥ aµ(A)− (1− a)µ(A) = (2a− 1)µ(A).
Since 0 < 2a− 1 ≤ 1, the proof is complete.
Corollary 6.5. If T is non-rigid and ∫R Tt dP (t) belongs to {Tt : t ∈ R}d for
some P ∈ P(R) then T has no spectral self-similarities. If T is not partially
rigid and a
∫
R Tt dP (t) + (1− a)J belongs to {Tt : t ∈ R}d for some P ∈ P(R),
1/2 < a ≤ 1 and J ∈ J(T ) then T has no spectral self-similarities.
Example 6.4. Consider a special flow T f built over a rotation on the circle
T : [0, 1) → [0, 1) by α: Tx = x + α, where α is an irrational number with
bounded partial quotients and under symmetric logarithmic function f(x) =
−a(log{x}) + log{−x}) + h(x), where a > 0 and h : [0, 1)→ R is an absolutely
continuous function. By Theorem 4.1 T f is not partially rigid and therefore
also not rigid. By Theorem 6.1 (see the discussion in Section 6) there exists
a sequence (an) such that T fan converges weakly to the operator
∫
R T
f
t dP (t)
(rotation is a rigid transformation and as sets Dn in Theorem 6.1 we can take
the whole interval [0, 1) - this is why there is only one term in the limit operator).
By Corollary 6.5 it follows that T f has no spectral self-similarities.
The flow in Example 6.4 doesn’t belong to the family of flows on surfaces
considered by us in this paper. However, there exist smooth flows on surfaces
of any genus g ≥ 2 which yield this representation. To construct them, it is
necessary to allow saddle connections. For more details we refer to [6].
We will give now two examples showing that partial rigidity is not a spectral
invariant. Let us begin by giving a common background for these two examples.
Consider an ergodic automorphism T : X → X which is rigid and a cocycle
ϕ : X → Z2 = {0, 1} such that automorphism Tϕ : X × Z2 → X × Z2 given by
Tϕ(x, g) = (Tx, ϕ(x) + g) has Lebesgue spectrum on the space L2(X × Z2) 	
L2(X) ⊗ 1. Such a cocycle exists for any ergodic, rigid automorphism T (see
H. Helson, W. Parry [10]). Let S : Y → Y be a Bernoulli automorphism and
consider T × S : X × Y → X × Y . Notice that T × S is not partially rigid,
whereas Tϕ is partially rigid with rigidity constant α = 1/2 (see Corollary 1.2.
in [1]).
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Example 6.5. Assume additionally that T is an ergodic rotation on a compact
abelian group X, which has an infinite, closed subgroup X0 such that the quo-
tient space X/X0 is inifnite.9 Then there exists a cocycle ϕ : X → Z2 such that
automorphism Tϕ has countable Lebesgue spectrum on L2(X×Z2)	L2(X)⊗1.
We claim that T × S has the same spectrum as Tϕ. Indeed, we have
L20(X × Y ) = (L20(X)⊗ 1)⊕ (1⊗ L20(Y ))⊕ (L20(X)⊗ L20(Y )),
and
L20(X × Z2) = L20(X)⊗ 1⊕
(
L20(X × Z2)	 L20(X)⊗ 1
)
.
Notice that
• on L20(X) ⊗ 1 spectrum of automorphism T × S and spectrum of auto-
morphism Tϕ is the same as spectrum of automorphism T on L20(X),
• on 1⊗ L20(Y ) spectrum of automorphism T × S is the same as spectrum
of automorphism S, i.e. Lebesgue with infinite multiplicity,
• on L20(X)⊗L20(Y ) maximal spectral type of automorphism T ×S is equal
to σT ∗ σS = σT ∗ λT ≡ λT.
Therefore T × S and Tϕ have the same spectrum whence they are spectrally
isomorphic.
Example 6.6. We claim that under the assuptions listed directly before Exam-
ple 6.5 (without imposing additional properties on X and T , i.e. in particular
T can be weakly mixing), automorphisms Tϕ × Tϕ and T × S × T × S have the
same spectrum. Indeed, notice that
• on
H1 := (L
2
0(X)⊗ 1⊗ L20(X)⊗ 1)⊕ (L20(X)⊗ 1⊗ 1⊗ 1)⊕
⊕ (1⊗ 1⊗ L20(X)⊗ 1)
automorphism T × S × T × S has the same spectrum as automorphism
T × T on L20(X ×X),
• on H2 := 1⊗ L20(Y )⊗ 1⊗ 1 automorphism T × S × T × S has Lebesgue
spectrum of infinite multiplicity,
• on
L20(X × Y ×X × Y )	 (H1 ⊕H2)
as in Example 6.5, maximal spectral type of automorphism T ×S×T ×S
is Lebesgue measure.
Moreover
• on
H := (L20(X)⊗ 1⊗ L20(X)⊗ 1)⊕ (L20(X)⊗ 1⊗ 1⊗ 1)⊕
⊕ (1⊗ 1⊗ L20(X)⊗ 1)
automorphism Tϕ × Tϕ has the same spectrum automorphism T × T on
L20(X ×X),
9These assumptions are fulfilled e.g. by X = T× T.
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• on L20(X×Z2×X×Z2)	H automorphism Tϕ×Tϕ has Lebesgue spectrum
of infinite multiplicity.
Therefore T × S × T × S and Tϕ × Tϕ are spectrally isomorphic.
On the other hand, Tϕ partially rigid with rigidity constant α = 1/2 whence
Tϕ×Tϕ is partially rigid with rigidity constant α = 1/4, whereas T ×S×T ×S
is not partially rigid.
The following proposition shows that a flow which is spectrally isomorphic
to a flow which is partially rigid with the rigidity constant greater than 1/2 is
also partially rigid.
Proposition 6.6. Let T = {Tt}t∈R and S = {St}t∈R be measurable flows on
probability Borel spaces (X,µ) and (Y, ν) respectively. Suppose that T and S
are spectrally isomorphic and that T is partially rigid along {tn} with rigidity
constant 1/2 < a ≤ 1. Then S is also partially rigid along the same sequence.
Proof. By assumption, there exists a unitary operator U : L2(X,µ)→ L2(Y, ν)
intertwining T and S, i.e. such that for all t ∈ R
U ◦ Tt = St ◦ U.
Passing to a subsequence if necessary, by Remark 2.3 we obtain
lim inf
n→∞ 〈Stn1A,1A〉 = lim infn→∞ 〈U ◦ Ttn ◦ U
−1
1A,1A〉
= lim inf
n→∞ 〈Ttn ◦ U
−1
1A, U
−1
1A〉
= a〈U−11A, U−11A〉+ (1− a)〈KU−11A, U−11A〉
= a〈1A,1A〉+ (1− a)〈KU−11A, U−11A〉
≥ aµ(A)− (1− a)µ(A) = (2a− 1)µ(A)
which completes the proof since 2a− 1 > 0.
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