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The detection and characterization of macroscopic flaws, such as 
cracks in solids are fundamental goals of nondestructive evaluation. Many 
inspection methods use scattered electromagnetic or ultrasonic waves. 
These methods rely explicitly on the development ofinverse scattering 
theory. This theory seeks to determine the geometrical and material 
properties of flaws from scattering data. 
Approximate inverse scattering methods, e.g. optics and related 
acoustic imaging techniques, have contributed substantially to the 
detection and characterization of flaws in structural solids. However, 
the flaw characterization problem remains in an unsatisfactory state. For 
example no method exists, in principle, for ultrasonically characterizing 
a general isolated flaw; even given perfect, noise-free data. In part 
this situation arises since no exact inverse scattering equations have 
been developed for the acoustic, elastodynamic or electrodynamic wave 
equations in the general three dimensional case. 
The development of multidimensional inverse scattering methods 
remains a challenge. Recently exact three dimensional inverse scattering 
equations [1,2] have been developed for the plasma wave equation, PWE, and 
the classical scalar wave equation, CWE. The latter is commonly used to 
approximately model electromagnetic and acoustic scattering. In this 
paper these exact equations will be reformulated in terms of a reference 
problem. Then first order perturbation theory for problems which are 
suitably "close" to this reference problem will be developed. It is 
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intended that the structure of our derivations will ultimately provide 
insight for inverse methods needed for inspection purposes: 
The exact inverse method roughly works as follows. First the 
wavefield is recovered everywhere from the scattering data. Then the 
potential is recovered from the wavefield using wavefront conditions. We 
note that the equations governing the recovery of the potential are 
identical for both the PWE and CWE. On the other hand the wavefront 
conditions are different in the two cases. 
The structure of this paper is as follows. First direct and inverse 
scattering theory and the appropriate notation and conventions are 
introduced. Proceeding in parallel for the PWE and CWE the exact inverse 
scattering equations are reformulated in terms of an arbitrary reference 
problem. Then first order perturbation theory for the recovery of the 
wavefield is established. Finally a separate perturbation method is given 
for the PWE. It is based on the wavefront condition and directly 
determines the potential. 
The latter method is appropriately included in the class of inverse 
methods which are called Distorted Wave Born Approximations (DWBA). As 
such they are similar to the work Devaney and Oristaglio [3] and lleston 
[4]. However, there are important differences. Our work is in the time 
domain and hence includes all frequencies explicitly. The work of the 
other authors is generally at a fixed frequency. 
DIRECT AND INVERSE SCATTERING 
The plasma wave equation is 
(l) 
Here v2 denotes the Laplacian~ a 2 denotes the second partial derivative 
with respect to the time, t; x i§ a thre2 vector which denotes the 
coordinates; and e is a unit vector on S denoting the direction of 
propagation of the incident field. The wavefield is given by u while the 
potential is denoted by V. The potential is assumed00 to have finite ~xtent 
and to be infinitely differentiable (i.e. it is in c0 ). Further V(x) is 
assumed to support no bound states. 
The CWE is given by 
[vz 1 "z1 C A +) 
- ~t u t,e,x 
c (x) 
0 . (2) 
+ 
Here c(x)+denotes the local velocity of propagation. It is chosen such 
that O<c(x)~1. Further the velocity is assumed to be one outside the 
scattering region. The g~a~tity which corresponds to be potential £n Eq. 
(1) is proportional to c (x) - 1, which is also assumed to be in c0 • 
The initial conditions which are needed to complete the specification 
of the scattering problem are chosen as follows. For large n~gative times 
the field, u, propagates as a delta function, u 0 = o(t - e • x). 
Additionally one has au/at = au0 /at at large negative times. The delta 
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function propagates in the e direction until it encounters the support of 
the scattering region. It then interacts in a complex way. Finally the 
field is recorded on a large circumscribing sphere as a function of 
time. This record is the s~atterin~ data. The problem is, given this 
data, to recover either c(x) or V(x). 
The form of !he scattering data will now be made explicit. The 
quantity u(t, e, x) is called the total field. The difference between the 
total field and incident field defines the scattered field usc= u- u 0 • 
When the radius of the sphere, upon which u is recorded, is taken to be 
arbitrarily large, the asymptotic form of usc may be written as 
+ e, x) R(e, x, t - l~ll + o<-1-) • ,~, ,~,2 (3) 
Here R, the impulse response functio~ (~], is the time domain analogue of 
the scattering amplitude. Also x = x/jxj. 
Under the above conditions the following e~uation [1] relates the 
field to the impulse response function for t)e•x, 
usc(t' + f 2d2e' R<e, e '• ~) e, x) 2n e' ,t -s 
- z: L: !2 d2e• R(e, A I <)usc(<, + dT e ' t + -e,, x) 
s 
(4) 
Here s2 is the unit two-sphere in R3 and the dot indicates the derivative 
with respect to time. The field u indicates outgoing solutions to the 
wave equation (the superscript "+" of Refs. 1 and 2 is suppressed). 
EXACT REFORMULATION OF INVERSE SCATTERING EQUATIONS 
Suppose !hat the scattering problem ha~ been solved for a reference 
potential VR(x) or a+reference velocity cR(x). The corresponding field is 
denoted by uR(t, e, x) and the impulse response function by R0 (e, e', T). 
The scattered field for the unknown potential V(~)(c(~)) is rewritten as 
sc - sc + • sc 
U = ~ LlU , (5) 
which defines /:,usc. Similarly the impulse response function is defined as 
R ; R + fiR 
0 
Observe that for inverse scattering problems R is given and R0 is 
calculable from the reference potential. Thus /:,.R is known. By 
construction, the reference field satisfies 
sc 
u = R 
(6) 
(7) 
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Substitution of Eqs. (5) and (6) into Eq. (4) yields 
SC SC 1 2 ° 0 1 CD 2 ° 0 SC SC 
u + 11u =- 2:rrf 2d e'(R + l1R)- 2 C,dT[ 2d e'{(R +t.R)(uR +11u )}. (8) R S o :rr S o 
After using Eq. (7) to eliminate three terms from Eq. (8) and again using 
Eq. (6), the exact expression for the remainder field becomes 
A +x) 1 f 2A I A 0 (A A I A I +) e, = --- d e uR e e t - e •x 
2:rr s2 ' ' 
l:,dT f 2d 2e' 11R(e, sc + A f t + T) UR (T, -e'' x) - 2:rr e , 
s 
1 
edT f 2ie~ R.<e, T )11usc (T, + -~ e' ,t + -e•, x) 
s 
Equation (9) can be further simplified to 
2:rr LcociT [ 2d2e 1 11R(e, e1 , t + T)uR(T, -e 1 , ;) s 
where 
1 
2:rr J2ie 1 R(e, e1 , s 
+ 
-e I> X) 
+ ~(t, -e 1 , x) + sc( A 1 +) O(t+e 1 • X) + ~ t, -e , X 
It is emphasized that Eqs (8), (10) are exact. 
PERTURBATION THEORY 
(9) 
(10) 
(11) 
In this section it is assumed that the exact inverse scattering 
equation (Eq. (7)) has been solved for u~c given R • It will be shown 
formally how solutions to the inverse problem can ge obtained for impulse 
response functions which are sufficiently "close" to R0 • Our basic 
assumption is that if R is "close" to R0 , then u is "close" to uR and V 
is "close" to VR. The class of problems for which these quantities are 
close is incompletely understood. Some comments on a possibly relevant 
norm (measure of closeness) are included in the appendix. 
Before proceeding to the perturbation equations let us examine the 
form of the solution for the reference problem. Define 
+ e I > t - e I 0 X) 
Then Eq. (7) may be written in operator notation as 
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(12) 
sc 0 • sc 
uR = ~ + RouR. (13) 
Iterating Eq. (13) yields the equation 
(14) 
The term inside the parentheses is an operator whose kernel is defined 
as f(t, t 1 , e, e 1 ) 
(15) 
Thus f is the kernel of a map from the initial data (u~) into the field 
Usc R • 
The perturbation problem will now be examined. Let us assume that R, 
u and V are suitably close to R0 , uR, and VR. Then to first order Eq. 
(10} can be rewritten as 
l1usc(t, + 1 cd, f 2d2e I l1R(e, + e, x) = A I t + T)uR(T, -~I' x) 
- 21r e ' 
s 
1 roo dT /2d2el i (e, A I t +T }l1usc(T, -e', ~) (16) 
-211 e ' . 
'""" s 0 
Here R0 has been substituted for R in the second term on the right hand 
side as is correct to first order in l1R. Note that the structure of Eq. 
(16) is 
(17) 
If this equation can be solved by iteration 
(18) 
the kernel has exactly the same form as the reference problem, Eq. (14). 
Hence the change in the scattered field can be written as 
(19) 
where l1u0 is defined as the first term on the right hand side of Eq. (16). 
Note that f is entirely determined by R0 • If f is known, the change in 
l1usc due to small differences AR in the impulse response can be 
straightforwardly computed from Eq. (19). Once Ausc is known, the change 
in the potential can be determined from the wavefront conditions as in 
Refs. (1,2). (Also see Eq. (28) below.) 
PWE DISTORED WAVE BORN APPROXIMATION 
The treatment so far has been quite general and applicable to both 
wave equations. However it is clear that calculating the kernel, f, may 
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be time consuming. In this section we examine a simplified formulation of 
the problem which is specifically suitable to the PWE. 
First introduce the distorted wave.Born approximation for the direct 
scattering problem of the PWE. Let VR(x) be a soluble reference problem 
(20) 
and construct the reference Green's distribution GR with outgoing boundary 
conditions 
+ l + + VR (x) GR (x, x', t- t') + + 5(x - x')5(t - t') • 
+ + + Taking V(x) = VR(x) + 6V(x) , Eq.(1) can be formally rewritten as the 
inhomogenous equation 
Using Eq. (21) in Eq. (22) yields 
+ 
u(t, e, x) + J 3+ ("" + + ~(t, e, x) + d x' _..dt'GR(x, x', 
+ 
X 6V(x')u(t', e, x') 
t- t') X 
Using ~g· (5) in the preceeding equation gives the exact equation 
for 6u 
+ 
x' 
' 
+ 
x') 
(21) 
(22) 
(23) 
(24) 
The lowest-order perturbation approximation to 6usc when u is close to uR 
is then given by 
sc + f 3+ r"" + + 6u (t, e, x) = d x' .L..odt'GR(x, x', t + + t')6V(x')uR(t', e, x') .(25) 
Higher order terms in the direct scattering problem may be obtained 
naturally by iterating Eq. (24). 
DISTORTED WAVE APPROXIMATIO~ FOR THE PWE INVERSE SCATTERING PROBLEM 
The distorted wave inverse Born approximations~s based on a solution 
to Eq. (16) which is correct to first order for 6u • We begin by 
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substituting Eq • (25) on the right hand side of Eq. (16). One 
obtains 
sc(t, + 1 LdT f 2d2e' llR(e, flu e, x) A I t + T )uR (T, 2'1f e ' s 
+ + lf 3+ -
- 2iT d x' ~ (t' e, x, x')llV(x') 
Here the kernel K is defined as 
+ + 
K (t, e, x, x') £:dt' f 2d 2e'[R0 (e, e', t + T) x 
s 
thus 
-e', 
+ 
x) 
(26) 
(27) 
Note that ¥ can be entirely computed from the direct scattering solution 
to the reference problem. 
If llusc is available the change in the potential can be determined 
from the fundamental identity [1,2,6,7,8]. 
+ ll V(x) = 
Operating on 
Here 
and 
-2e•V{lim [llusc<t, e, 
A + t+e•x 
both sides of Eq. ( 26) 
~) ll . 
yields 
±- + + + 
-2e•V !5(e•x, e, x, x'); 
(28) 
(29) 
(30) 
LdT f2d2e'[llR(e,e',t + T)uR(T,-e',~)]l. (31) 
s 
Both the kernel H and the initial data llV0 are entirely defined by the 
direct scattering solution for the reference potential and the scattering 
data, llR. Note that Eq. (29) depends on only three dimensions of data in 
contrast to Newton's five dimensions [7]. 
DISCUSSION 
The perturbation methods introduced in this paper have not yet been 
tested numerically. The primary difficulties are expected to arise in the 
computation of the kernel, f(t, t', e, e') +of Eq. (19) or in the solution 
of the integral equation, Eq. (29), for llV(x) • 
Efforts are currently underway to solve Eq. (29) for llV(~) 
numericaJly by it~ration. The crudest approximation would be to simply 
set llV(x) = llV0 (x). in the right hand side. This drastic approximation 
is less questionable when the success of the inverse Born approximation 
( i.e. VR = 0) is recalled. 
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APPENDIX 
The basic assumption of our work is that if the impulse response 
functions for two experiments are nearly the same, then the underlying 
velocity profiles (or potentials) are nearly the same. The class of three 
dimensional potentials (or velocity profiles) for which this is true is 
currently unknown. However, large restrictions on the class of allowable 
potentials are expected for the CWE. This expectation is based on the 
fact that, in general, certain regions of the velocity profile may be 
forbidden to the asymptotic high frequency "rays". Consequently it is to 
be expected that fine detail will be lost in these regions. The CWE 
inverse problem can in principle be stabilized by appropriate prior 
information. For example sometimes it is known a priori that the velocity 
profile is close to the reference. In this case our assumption is 
automatically satisfied. 
The square of on~ norm for d~scribing the closeness of two time 
domain functions, g(x, t) and f(x, t) is given, 
+ + 2 rOD 3+ + + 2 
n g(x, t) - f(x, t)n = '-""dt J d X I g(x, t) - f(x, t) I 
0D 0D 3+ + + + + 2 
+ C,dt C,d x IVg(x, t) - Vf(x, t) I • 
This norm is being examined for possible utility in characterizing the 
degree of "closeness" of various quantities in our perturbation methods. 
For a discussion of another norm used for the ordinary, VR:O, Born 
approximation to the 3-dimensional, time domain CWE, see Weston [9]. 
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DISCUSSION 
Chairman Rose: Thank you very much. Questions? Tony. 
Mr. A. J. Devaney: Brian, Have you gone and related this--like when we 
did it, we did it for the monochromatic, a simgle energy case. Can 
you relate this to our treatment, that integral equation we finally 
obtained? 
Mr. DeFacio: No, this has the short time behavior only--
Mr. Devaney: Right, right. 
Mr. DeFacio:--yes, in fact, I think there's some really neat stuff involved. 
This suggests what you can do for inhomogeneous terms. I think this 
work explains why our treatment handles the short time. 
Mr. Devaney: We would have to integrate all the frequencies and it's 
not clear this comes out. But they should be related somehow, but 
you don't know yet? 
Mr. DeFacio: They have to be related. We are looking at it but have not 
yet done this. 
Mr. Rose: Well, thank you very much, Brian. 
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