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“Some of the means Iuse are trivial-and some are quadrivial.”
J. Joyce
ABSTRACT. We discuss here avariational viewpoint common to three problems in nonlinear
PDE: the construction of optimal Lipschitz extensions, the Monge-Kantorovich problem, and
weak KAM theory for Hamiltonian dynamics. We establish also some interesting analytic
estimates.
1. Overview.
This expository paper discusses some viewpoints and estimates common to three related
singular variational problems, which turn out in asymptotic limits to have quite different
interpretations. These are: (I) the construction of optimal Lipschitz extensions of given
boundary data, (II) the Monge-Kantorovich optimal mass transfer problem, and (III) a
form of weak KAM theory for Hamiltonian dynamics.
The above quotation from Joyce (cited in the book [J]) depends upon the Latin deriva-
tion of the word “trivial”, from “$\mathrm{t}\mathrm{r}\mathrm{i}$” $(=\mathrm{t}\mathrm{h}\mathrm{r}\mathrm{e}\mathrm{e})$ and “via” ( $=\mathrm{r}\mathrm{o}\mathrm{a}\mathrm{d}$ or way). It is interesting
that there is a“trivial” (three-way) variational principle behind these apparently rather
different problems. Perhaps afourth application remains to be found, so that our method
would then be “quadrivial”.
Iwould like to reemphasize here that this is an expository paper. Ihave not yet written
up fully detafled proofs of some of the assertions in \S L3, which should therefore be regarded
as an informal research announcement.
Ipresented some of these results at an meeting at RIMS in Kyoto, during September,
2003. Ithank the organizers, and especially Professor Hitoshi Ishii, for their hospitality.




1.1 Three variational problems.
First of all, fix aparameter $k>1$ , which we will later send to infinity.
Problem $\mathrm{I}$:Optimal Lipschitz Extensions. Assume for our first problem that
we are given abounded, smooth domain $U\subset \mathbb{R}^{n}$ and aLipschitz continuous function
$g:\mathbb{R}^{n}arrow \mathbb{R}$ . Then define
(1.1) $I_{1}[w]:= \int_{U}e^{\mathrm{f}|Dw[^{2}}dx$
for functions $w$ in the admissible class
(1.2) $A_{1}:=$ { $w:\overline{U}arrow \mathbb{R}|w$ is Lipschitz continuous, $w=g$ on $\partial U$}.
We minimize $I_{1}[\cdot]$ over $A_{1}$ .
Problem $\mathrm{I}\mathrm{I}$ :Optimal Mass Transfer. Let $U=B(0, R)$ denote the ball in $\mathbb{R}^{n}$ with
center 0and (large) radius $R$ .
Assume $f$ : $\mathbb{R}^{n}arrow \mathbb{R}$ is summable and has compact support, lying within $B(0, R)$ . We




for $w$ belonging to
(1.4) $A_{2}:=$ { $w:Uarrow \mathbb{R}|w$ is Lipschitz continuous, $w=\mathrm{O}$ on $\partial U$ }.
We minimize I2 $[\cdot]$ over $A_{2}$ .
Problem III: Weak KAM Theory. For our last example, let $\mathrm{T}^{n}$ denote the flat unit
torus in $\mathbb{R}^{n}$ , that is, the unit cube with opposite faces identified. Suppose $P\in \mathbb{R}^{n}$ is fixed
and $V:\mathbb{R}^{n}arrow \mathbb{R}$ is asmooth, $\mathrm{T}^{n}$-periodic potential.
Define
(1.5) I3 $[w]:= \int_{\mathrm{n}}\cdot ne^{k(\frac{|P+Dw|^{2}}{2}+V)}dx$
on the admissible set
(1.6) A3 $:=$ { $w:\mathbb{R}^{n}arrow \mathbb{R}|w$ is Lipschitz continuous and $\mathrm{T}^{n}$-periodic}.
Once again, we minimize I3 $[\cdot]$ over A3.
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1.2 Euler-Lagrange equations.
For Problems Iand $\mathrm{I}\mathrm{I}$ , let $u_{k}$ denote aminimizer and for Problem III, write $u_{k}:=$
$P\cdot x+v_{k}$ ; where $v_{k}$ is aminimizer. The Euler-Lagrange equations then take these forms:
Problem I:






(1.10) $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma_{k}Du_{k})=f$ in $U$
(1.11) $\sigma_{k}:=e^{\frac{k}{2}(|Du\iota|^{2}-1)}$.
Problem III:





Remark. We call (1.7), (1.10), (1.12) continuity (or transport) equations. Notice that
for Problems Iand III we have normalized so that $\sigma_{k}\geq 0$ satisfies
(1.15) $\int_{U}\sigma_{k}dx=1$ , $\int_{\mathrm{T}^{n}}\sigma_{k}dx=1$
respectively, but have not done so for Problem $\mathrm{I}\mathrm{I}$ .
Our goal is to understand for each of our problems what happens in the limit as the
pararneter $k$ goes to infinity.
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1.3 Limits as $\mathrm{k}arrow\infty$ .
We describe next the limiting behaviors of $uk$ and $\sigma_{k}$ :
Problem I:Optimal Lipschitz Extensions.
For our first problem, we assert this asymptotic behavior:
(i) As $karrow\infty,$ $u_{k}arrow u$ uniformly on $\overline{U}$ and $u$ is the unique viscosity solution of
(1.16) $\{$
$-u_{x}‘ u_{x_{j}}u_{x_{*}x_{j}}.=0$ in $U$
$u=g$ in au.
(ii) Furthermore, $L_{k}arrow L$ for
$L:= \sup\{\frac{|g(x)-g(y)|}{|x-y|}|x,y\in\partial U,$ $x\neq y\}$ .
(iii) Also, $\sigma_{k}arrow\sigma$ weakly as rneasures, where $\sigma$ is a probability measure on $\overline{U}$ such that
$|Du|=L$ 0-a. $e$ . in $U$.
(iv) We have
(1.17) $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma Du)=0$ in $U$.
The idea here is to construct an optimal Lipschitz extension into the domain $U$ of the
given boundary values $g$ , following Aronsson’s $va7\dot{\tau}ational$ principle that for each $\mathrm{s}\mathrm{u}\mathrm{b}\mathrm{d}\mathrm{e}\succ$
main $V\subseteq U$ we should have
$||Du||_{L(V)}\infty\leq||Dv||_{L(V)}\infty$
for each Lipschitz function $v$ satisfying $u\equiv v$ on $\partial V$ . The PDE in (1.16) is in effect the
Euler-Lagrange equation for this $\sup$-norm minimization problem. We sometimes write
$u_{x\iota}u_{x_{f}}u_{xx_{j}}:=:\Delta_{\infty}u$ ,
the s0-called “infinity Laplacian”. See for instance Aronsson [A], Barron [B], Barron-
Jensen-Wang [B-J-W] for more detailed explanations.
Problem II:Optimal Mass Transfer.
We examine next Problem $\mathrm{I}\mathrm{I}$ as $karrow\infty$ :
(i) As $karrow\infty,$ $u_{k}arrow u$ locally uniformly on $U_{\lambda}$ uthere
(1.18) $|Du|\leq 1$ a.e.
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(ii) Furthermore $\sigma_{k}arrow\sigma$ weakly as measures and
(1.19) $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma Du)=f$ in $U$.
(iii) $\sigma(U)$ is the Monge-Kantorovich cost of optimally rearranging the probability mea-
sure $d\mu^{+}=f^{+}dx$ to $d\mu^{-}=f^{-}dy$ .
(iv) We also have
$-u_{x_{*}}u_{x_{j}}u_{x_{i}x_{j}}=0$ in $U-\mathrm{s}\mathrm{p}\mathrm{t}(f)$ .
The basic Monge-Kantorovich problem asks us to find amapping $\mathrm{s}$ to minimize the
cost functional
$C[ \mathrm{r}]:=\int_{\mathrm{R}^{n}}|x-\mathrm{r}(x)|d\mu^{+}(x)$
among $\mathrm{o}\mathrm{n}\mathrm{e}-\mathrm{t}\mathrm{o}$-one mappings $\mathrm{r}$ : $\mathbb{R}^{n}arrow \mathbb{R}^{n}$ that push forward $\mu^{+}$ into $\mu^{-}$ . As explained
in Ambrosio [Am], $\mathrm{C}\mathrm{a}\mathrm{f}\mathrm{f}\mathrm{a}\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{l}\mathrm{i}-\mathrm{F}\mathrm{e}\mathrm{l}\mathrm{d}\mathrm{m}\mathrm{a}\mathrm{n}-\mathrm{M}\mathrm{c}\mathrm{C}\mathrm{a}\mathrm{n}\mathrm{n}[\mathrm{C}rightarrow \mathrm{F}- \mathrm{M}]$ , [E1], [$\mathrm{E}$-Gl], etc., the potential
function $u$ can be employed to design an optimal mass allocation plan $\mathrm{s}$ . The measure $\sigma$ is
called the transport measure (or the transport density, when it has adensity with respect
to Lebesgue measure).
Problem III: Weak KAM Theory.
Finally, we address the asymptotic limit of Problem III:
(i) As $karrow\infty_{l}u_{k}arrow u$ uniformly on $\mathrm{T}^{n}$ and $u$ is a viscosity solution of
(1.20) $-u_{x}.u_{x_{\mathrm{j}}}u_{x:x_{j}}=V_{x_{j}}u_{x_{j}}$ in $\mathrm{T}^{n}$ .
(ii) Furthemore $\overline{H}_{k}(P)arrow\overline{H}(P)$ , uthere $\overline{H}$ is the effective Hamiltonian in the sense of
Lions-Papanicolaou-Varadhan [L-P-V].
(iii) We have $\sigma_{k}arrow\sigma$ weakly as rneasures and
(1.21) $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma Du)=0$ in $\mathbb{T}^{n}$ .
(iv) In addition,
(1.22) $\frac{|Du|^{2}}{2}+V=\overline{H}(P)$ $\sigma- a.e$ .
Afull proof can be found in [E2]. As explained in Evans-Gomes [$\mathrm{E}$-G2], we can regard
(1.22) as the generalized eikonal equation and (1.21) as the continuity equation correspond-
$\mathrm{i}\mathrm{n}\mathrm{g}$ to the dynamics
$\ddot{\mathrm{x}}(t)=-DV(\mathrm{x}(t))$ .
The support of the measure $\sigma$ is the projection of the Mather set onto $\mathrm{T}^{n}$ . See also Fathi
[F], Mather [Mt], Mather-Forni [M-F] for other viewpoints.
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2. $\mathrm{L}^{2}$ and $\mathrm{L}^{\mathrm{p}}$ bounds.
An advantage of the common viewpoint set forth above is that we can at least hope to
find analytic methods applicable to several of the problems at once.
In this and the next two sections we illustrate some common PDE methods, which apply
variously to Problems I-III, for deriving useful estimates.
2.1 An $\mathrm{L}^{2}$-estimate(Problem III).
Consider from Problem III the Euler-Lagrange equation
(2.1) $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma_{k}Du_{k})=0$ in $\mathrm{T}^{n}$
for
(2.2) $\sigma_{k}=e^{k(\frac{|Du_{k}|^{2}}{2}+V-\overline{H})}$
and $u_{k}=P\cdot x+v_{k},$ $v_{k}$ periodic. Write
(2.3) $h_{k}:= \frac{|Du_{k}|^{2}}{2}+V-\overline{H}$ .
Lemma 2.1. We have the identity
(2.4) $\int_{\mathrm{T}^{n}}|D^{2}u_{k}|^{2}+k|Dh_{k}|^{2}d\sigma_{k}=-\int_{\mathrm{T}^{n}}.\Delta Vd\sigma_{k}$ ,
and consequently
(2.5) $\int_{\mathrm{I}^{n}}|D^{2}u_{k}|^{2}+k|Dh_{k}|^{2}d\sigma_{k}\leq C$,
for a constant $C$ independent of $k$ .
Here we write “$d\sigma k$”for “$\sigma_{k}dx$”.
Proof. To simplify notation, we henceforth drop the subscript $k$ . Owing to (2.1) we have
$0= \int_{\mathrm{T}^{n}}(\sigma u_{x}.)_{x}:u_{x_{j}x_{J}}dx=\int_{\mathrm{T}^{n}}|(\sigma u_{x})_{x_{j}}:u_{x_{i}x_{g}}dx$
$= \int_{\mathrm{T}^{n}}\sigma u_{xx_{j}}u_{xx_{j}}+::\sigma_{x_{j}}u_{x:}u_{x_{i}x_{j}}dx$ .
Now $\sigma_{x_{j}}=k(u_{x:}u_{xx_{f}}:+V_{x_{j}})\sigma=kh_{x_{\mathrm{J}}}\sigma$ . Therefore
$0= \int_{\mathrm{r}},n\sigma|D^{2}u|^{2}+k\sigma Dh\cdot(Dh-DV)dx$ ;
and this gives
$\int_{\mathrm{T}^{n}}|D^{2}u|^{2}+k|Dh|^{2}d\sigma=\int_{\mathrm{I}^{n}}D\sigma\cdot DVdx=-\int_{\mathrm{T}^{n}}\Delta Vd\sigma$ .
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2.2 An $\mathrm{L}^{\mathrm{p}}$ estimate for the transport density (Problem II).
We turn now to Problem $\mathrm{I}\mathrm{I}$ , for which
(2.6) $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma_{k}Du_{k})=f$ in $U$
and
(2.7) $\sigma_{k}=e^{k}\tau^{(|Du_{k}|^{2}-1)}$ .
We assume that $uk$ has compact support, and $|uk|\leq M$ for some constant $M$ . The
following estimate is from the forthcoming paper [D-E-P].
Lemma 2.2. For each $2\leq p<\infty$ , there exists a constant $C$ , depending on $p$ but not $k$ ,
such that
(2.8) $\int_{U}\sigma_{k}^{p}dx\leq C(\int_{U}|f|^{p}dx+1)$.
Proof. 1. We again omit the subscripts $k$ . Let $q=p-1\geq 1$ . Multiply (2.6) by $\sigma^{q}u$ to
discover
$\int_{U}\sigma u_{x}(:\sigma^{q}u)_{x}$. $dx= \int_{U}f\sigma^{q}udx$ .
Hence
$\int_{U}\sigma^{q+1}|Du|^{2}+q\sigma^{q}Du$ . Doet $dx= \int_{U}f\sigma^{q}udx$ .
Since $|Du|^{2}\geq 1$ if $\sigma\geq 1$ , owing to (2.7), we can deduce that
(2.9) $\int_{U}\sigma^{q+1}dx\leq C\int_{U}|f|^{q+1}dx+C\int_{U}\sigma^{q}|Du\cdot D\sigma|dx+C$.
2. We must control the second term on the right-hand side of (2.9). To do so, we next
multiply our PDE (2.6) by $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma^{q}Du)$ and integrate by parts:
(2.10) $\int_{U}(\sigma u_{x_{j}})_{x_{j}}(\sigma^{q}u_{x_{j}})_{x}:dx=-\int_{U}f(\sigma^{q}u_{x_{j}})_{x_{j}}dx$ .
(We are ignoring here aboundary term, which turns out to have agood sign: see [D-E-P]
for details.) The term on the left equals
$\int_{U}(\sigma u_{xx_{j}}+\sigma_{x_{j}}u_{x}::)(\sigma^{q}u_{x:x_{j}}+q\sigma^{q-1}\sigma_{x_{*}}.u_{x_{j}})dx$
(2.11) $= \int_{U}\sigma^{q+1}|D^{2}u|^{2}+q\sigma^{q-1}|Du\cdot D\sigma|^{2}+(q+1)\sigma^{q}\sigma_{x}.u_{x_{j}}u_{x_{l}x_{f}}dx$
$= \int_{U}\sigma^{q+1}|D^{2}u|^{2}+q\sigma^{q-1}|Du\cdot D\sigma|^{2}+\frac{(q+1)}{k}\sigma^{q-1}|D\sigma|^{2}dx$,
since (2.7) implies $\sigma_{x}$ . $=ku_{x_{j}x}.\cdot u_{x_{j}}\sigma$ . The term on the right-hand side of (2.10) is
$- \int_{U}f(\sigma^{q}u_{x_{j}x_{j}}+q\sigma^{q-1}\sigma_{x_{j}}u_{x_{\mathrm{j}}})dx$
(2.12) $\leq\frac{1}{2}\int_{U}\sigma^{q+1}|D^{2}u|^{2}+q\sigma^{q-1}|Du\cdot D\sigma|^{2}dx+C\int_{U}f^{2}\sigma^{q-1}dx$ .
We combine (2.10)-(2.12) and perform elementary estimates to arrive at (2.8).
$\square$
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3. Bounds and formulas involving Du.
3.1 Detailed mass balance (Problem II).
Interesting identities sometime result if we multiply the various transport equations by
$\Phi(Du)$ , where
4!) : $\mathbb{R}^{n}arrow \mathbb{R}$
is an arbitary smooth function. For example, turn again to Problem $\mathrm{I}\mathrm{I}$ :
(3.1) $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma kDu_{k})=f$ in $U$,
where
(3.2) $\sigma_{k}=e^{\mathrm{g}_{(|Du_{k}|^{2}-1)}}2$ .
Lemma 3.1. We have the identity
(3.3) $\frac{1}{k}\int_{U}D\sigma_{k}\cdot D\Phi(Du_{k})dx-\int_{\partial U}\sigma_{k}\frac{\partial u_{k}}{\partial\nu}\Phi(Du_{k})d?t^{n-1}=\int_{U}f\Phi(Du_{k})dx$ .
Proof. We calculate
$\int_{U}\sigma u_{x}\Phi(:Du)_{x}$ . $dx- \int_{\partial U}\sigma\frac{\partial u}{\partial\nu}\Phi$ (Du) $dH^{n-1}= \int_{U}f\Phi$ (Du) $dx$ ,
and the first term on the left is
$\int_{\mathrm{R}^{n}}\sigma u_{x}\Phi_{p_{j}}$ (
$:$
Du) $u_{x_{\mathrm{j}}x}:dx= \int_{\mathrm{R}^{n}}\frac{\sigma_{x_{\mathrm{j}}}}{k}\Phi_{\mathrm{P}j}$ (Du) $dx$ .
$\square$
Remark. This formula suggests that in the limit $karrow\infty$ , we should have
$\int_{\mathrm{R}^{n}}\Phi(Du)fdx=0$ ,
if $\sigma_{k}$ goes to zero on au. Consequently,
(3.4) $\int_{\mathrm{R}^{n}}\Phi(Du)f^{+}dx=\int_{\mathrm{R}^{n}}\Phi(Du)f^{-}dy$
for all smooth $\Phi$ : $\mathbb{R}^{n}arrow \mathbb{R}$ .
This is aform of detailed mass balance for the Monge-Kantorovich problem: see [$\mathrm{B}$ Gl].
The basic insight is that the mass of the measure $d\mu^{+}=f^{+}dx$ is optimally rearranged
into $d\mu^{-}=f^{-}dy$ by “moving each mass point in the direction-Du”. If we formally take
$\Phi=\chi_{B}$ , where $B$ is some set of directions in the unit sphere, the identity (3.4) reads
$\int_{A}f^{+}dx=\int_{A}f^{-}dy$
for $A:=$ { $x\in \mathbb{R}^{n}|$ Du(x) $\in B$ }, and this is consistent with the foregoing interpretation.
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3.2 Gradient bounds (Problem III).
For Problem III we can as in [E2] bound tlle term in the exponential:
Lemma 3.2. We have the estimate
(3.5) $\frac{|Du_{k}|^{2}}{2}+V\leq\overline{H}_{k}(P)+\frac{C1\mathrm{o}\mathrm{g}k^{\wedge}}{k}$ .
Prvof. Somewhat as in our proof of Lemma 2.2, we multiply the PDE by $\mathrm{d}\mathrm{i}\mathrm{v}(\sigma^{q}Du)$ and
integrate by parts:
$\int_{1\Gamma^{n}}(\sigma u_{x})_{x_{j}}:(\sigma^{q}u_{x_{\dot{f}}})_{x}:dx=0$ .
As before the term on the left is
$\int_{\Gamma^{n}}.\sigma^{q+1}|D^{2}u|^{2}+q\sigma^{q}|Du\cdot D\sigma|+(q+1)\sigma^{q}\sigma_{x}.u_{x_{j}}u_{x_{t}x_{j}}dx$ .
Now $\sigma=e^{k(\frac{|Du|^{2}}{2}+V-\overline{H})}$ and so $\sigma_{x}:=k(u_{x:}u_{x.x_{\mathrm{j}}}+V_{x_{\mathrm{i}}})\sigma$ . Hence
$\frac{1}{k}\int_{\mathrm{T}^{n}}\sigma^{q-1}|D\sigma|^{2}dx\leq\int_{1\mathrm{F}^{n}}\sigma^{q}|D\sigma\cdot DV|dx$
and therefore
(3.6) $\int_{1\mathbb{F}^{n}}\sigma^{q-1}|D\sigma|^{2}dx\leq Ck^{2}\int_{\mathrm{r}}.n\sigma^{q+1}dx$ .
Using Sobolev’s inequality, we deduce
$( \int_{\mathrm{F}^{n}}.\sigma^{(q+1)(1+\theta)}dx)^{\frac{1}{1+\theta}}\leq C\int_{\mathrm{T}^{n}}|D\sigma^{\mathrm{A}\pm}2\underline{1}|^{2}+\sigma^{q+1}dx\leq C(q+1)^{2}k^{2}\int_{\mathrm{F}^{n}}’\sigma^{q+1}dx$ .
Astandard Moser iteration implies that
$||\sigma||_{L^{\infty}}\leq Ck^{\alpha}$
for some power $\alpha>0$ . But then
$k( \frac{|Du|^{2}}{2}+V-\overline{H})=\log\sigma\leq C+\alpha\log k$
and estimate (3.5) follows. $\square$
This estimate, combined with aminimax formula explained in [E2], implies
$\overline{H}_{k}(P)\leq\overline{H}(P)\leq\overline{H}_{k}(P)+\frac{C1\mathrm{o}\mathrm{g}k}{k}$.
$\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}\mathrm{f}\mathrm{o}\underline{\mathrm{r}}\mathrm{e}-$the normalization factor (1.14) provides an approximation to the effective Hamil-
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4. Monotonicity formulas.
4.1 Monotonicity (Problem I).
We write Problem Iin the form
(4.1) $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma_{k}Du_{k})=0$ in $U$,
for
(4.2) $\sigma_{k}=e^{\frac{k}{2}|Du_{k}|^{2}}$
Lemma 4.1. For each ball $B(y, r)\subset U$ we have the identity
(4.3) $\int_{B(y,r)}(|Du_{k}|^{2}-\frac{n}{k})\sigma_{k}dx=r\int_{\partial B(y,r)}((\frac{\partial u_{k}}{\partial\nu})^{2}-\frac{1}{k})\sigma_{k}d7\{^{n-1}$ .
Proof. The Euler-Lagrange equation (1.7) $\mathrm{s}\mathrm{a}\mathrm{y}\mathrm{s}-(e^{\frac{k}{2}|Du|^{2}}u_{x})_{x_{\mathrm{t}}}:=0$, and therefore
(4.4) $(e^{k}\mathrm{w}^{|Du|^{2}}(\delta_{ij}-ku_{x}u_{x_{\mathrm{J}}}):)_{x}$. $=0$
for $j=1,$ $\ldots,$ $n$ . Assume $y=\mathrm{O}$ and the ball $B(0, r)$ lies within $U$ . Multiply (4.4) by
$x_{j}\phi(|x|)$ where $\phi\equiv 1$ on $[0, r-\epsilon]$ , $\phi\equiv 0$ on $[r, \infty)$ and $\phi$ is linear on $[r-\epsilon, r]$ . We find
$0= \int_{B(0,r)}e^{\frac{k}{2}|Du|^{2}}(\delta_{ij}-ku_{x_{i}}u_{x_{j}})(\delta_{lj}\phi+\frac{x_{j}x_{i}}{|x|}\phi’)dx$ .
Hence
(4.5) $\int_{B(0,r)}\sigma(n-k|Du|^{2})\phi dx=\frac{1}{\epsilon}\int_{B(0,r)\backslash B(0,r-\epsilon)}\sigma(|x|-k\frac{|Du\cdot x|^{2}}{|x|})dx$ .
Let $\mathit{6}arrow 0$ to derive (4.3). $\square$
We can formally interpret this by first renormalizing so that $\sigma_{k}(B(y, r))\equiv 1$ and letting
$\sigma_{k}arrow\sigma$ . Then (4.3) should imply
$\int_{B(y,\mathrm{r})}|Du|^{2}d\sigma=r\int_{\partial B(y,r)}(\frac{\partial u}{\partial\nu})^{2}d\tau$,
where $\tau$ denotes the restriction of $\sigma$ to the sphere $\partial B(y, r)$ . If for instance $\sigma(B^{0}(y, r))=0$ ,
then our passing to limits in (4.3) as $karrow\infty$ , before sending $\epsilonarrow 0$ , allows us to guess that
$\frac{\partial u}{\partial\nu}=0$ almost everywhere on $\partial B(y, r)$ with respect to the measure $\tau$ .
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4.2 Monotonicity (Problem II).
The Euler-Lagrange PDE for Problem $\mathrm{I}\mathrm{I}$ reads
(4.6) $-\mathrm{d}\mathrm{i}\mathrm{v}(\sigma_{k}Du_{k})=f$ in $U$,
for
(4.7) $\sigma_{k}=e^{\frac{k}{2}(|Du_{k}|^{2}-1)}$ .
Lemma 4.2. For each ball $B(y, r)\subset U_{J}$
(4.8) $\int_{B(y,r)}(|Du_{k}|^{2}-\frac{n}{k})\sigma kdx=r\int_{\partial B(y,r)}((\frac{\partial u_{k}}{\partial\nu})^{2}-\frac{1}{k})\sigma_{k}dH^{n-1}+\int_{B(x,r)}fx\cdot Du_{k}dx$ .
Proof. We $\mathrm{h}\mathrm{a}\mathrm{v}\mathrm{e}-(e^{k}\tau^{(|Du|^{2}-1)}u_{x:})_{x_{i}}=f$ and so
$(e^{\frac{k}{2}(|Du|^{2}-1)}(\delta_{ij}-ku_{x_{t}}u_{x_{j}}))_{x}:=kfu_{x_{j}}$
for $j=1,$ $\ldots,$ $n$ . Again suppose $y=\mathrm{O}$ and take $\phi$ as above. Then
$k \int_{B(0,r)}fx\cdot Du\phi dx=\int_{B(0,r)}\sigma(k|Du|^{2}-n)\phi dx+\frac{1}{\epsilon}\int_{B(0,r)-B(0,r-\epsilon)}\sigma(k\frac{|Du\cdot x|^{2}}{|x|}-|x|)dx$.
Let $\mathit{6}arrow 0$ and divide by $k$ . $\square$
At least formally, this identity in the limit $karrow\infty$ provides some analytic control over
the transport density, although we do not here attempt to provide any details.
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