Abstract: Graph technology emerges as an important topic in the field of data mining and machine learning community. The analysis of high-dimensional data is crucial to identify a smaller subset of features which are informative for classification and clustering. In this paper, an efficient graph feature selection method is proposed to render the analysis of high-dimensional data tractable. Here, the feature scores are calculated for obtaining the weights of the edges in the weighted graph to identify the optimal feature subset. One advantage of this method is that it can successfully identify the optimal features for machine learning. The experimental results on our dataset verify the effectiveness and efficiency of the proposed method.
Introduction
In many data analysis tasks, dimensionality reduction was confronted with many profound difficulties from very high dimensional data. There are mainly two kinds of dimension reduction techniques, i.e., feature extraction (Martinez and Kak, 2001; Yan, et al, 2007) and feature selection (Quah and Quek, 2007) to tackle with the curse of dimensionality. Feature selection (Li et al., 2006; Zhou et al., 2010) refers to select the most informative features from the original dataset. Feature extraction projects the features to the lower dimensional subspace under some constraints. There are several graph-based methods, which show good results in many areas, such as text classification (Zhou et al., 2004; Huang and Kecman, 2004) , digit recognition (Zhu, 2003) and face recognition (Du et al., 2004) . A small number of features (Jolliffe, 1986; Martinez and Kak, 2001 ) are obtained by principle component analysis (PCA) by projecting data to an eigen vector space to reduce the dimensionality. Linear discriminative analysis (LDA) (Yu and Yang, 2001) , local linear embedding (LLE) (Roweis and Saul, 2000) and Isomap (Tenenbaum et al., 2000) are the methods which belong to feature extraction. A good empirical result in classification (SchÄolkopf and Smola, 2002; Yan et al. 2005) has been achieved to embed a graph to a vector space using Kernel PCA. Traditional feature filtering methods have used mutual information, Pearson correlation (Yang and Pedersen, 1997) to select individual features whose distribution correlates the distribution of the class labels. The wrapper methods select highly informative features to score the subsets of features (Kohavi and John, 1997; Li et al. 2005) by searching through the feature subset space. Existing feature extraction and feature selection methods to graph data are not trivial. There are many more applications of Kernel methods which are now widely used in supervised learning and feature selections. In paper of Guyon et al. (2002) , support vector machine recursive feature elimination (SVM-RFE) selects features by greedy backward feature elimination. For graph feature selection, none of the existing feature selection methods considers the special characteristics of graph data to get optimal results. This paper describes a highly effective graph-based feature selection method. The aim of this work is to develop an algorithm to extract the most relevant features of datasets, where the datasets arrive in succession and the reduced feature set which represents the combined data is determined dynamically using graphs. Firstly, using the correlation coefficient between the features, a correlation matrix is created and based on an threshold value (i.e., here average value) the correlation matrix is modified by keeping the matrix value same which are greater than or equal to the average value and setting the rest to zero. Then, similarity factor between the features is obtained by calculating the fraction of the elements common to both, out of the total number of elements in both the sets. Then, values greater than the corresponding average values are chosen and their similarity values are kept, deleting the others. These will serve as the weights for the corresponding edges. Thus, a weighted and undirected graph is created, such that the vertices are the features of the dataset and each of the edges has the weight equal to the similarity value for the pair of the attributes which constitute the edge. Generally, in this method two techniques are used:
1 Using the correlation between attributes and the method of similarity, a priority-wise ordered list of the conditional attributes and their corresponding similarities was first obtained for each dataset.
2 Then, a weighted, undirected graph was created, such that the vertices are the conditional attributes of the dataset and each of the edges has the weight equal to the similarity value for the pair of the attributes which constitute the edge.
The remaining part of this paper is organised as follows: in Section 2, literature review is mentioned. Section 3 describes graph-based feature selection method. Experimental result analysis is mentioned in Section 4. Conclusions are demonstrated in Section 5. The experimental results show the effectiveness of the method.
Literature review
In today's rapid growth of technology, feature subset selection is an important task. Irrelevant features do not provide good accuracy. So, the main aim of feature selection algorithm is to select a subset of features by removing irrelevant information. Recently, many researchers have focused on several graph-based feature selection methods with their good performance. Recently, some graph-based methods, such as spectral embedding (Yan et al., 2007) , spectral clustering (Yu and Yang, 2001 ) and semi-supervised learning (Zhou et al., 2010) , have played an important role in machine learning with the ability to encode similarity relationships among data. In feature selection, by representing the feature space into a graph, the graph-based methods can provide a universal and flexible framework that reflects underlying manifold structure and relationships between feature vectors. Table 1 Several graph-based methods
Source

Study description Purpose
Belkin and Niyogi (2002) The algorithm provides a computationally efficient approach to non-linear dimension reduction. The method is studied on 1,000 images binary images, 300 most frequent words in the Brown corpus and speech data samples at 1 kHz.
To construct a representation for data sampled from a low dimensional manifold which is embedded in a higher dimensional space.
Shi and Malik (2000)
Here, image segmentation is done using normalized cut for graph partitioning problem The normalized cut criterion measures both the total dissimilarity between the different groups as well as the total similarity within the groups. The method is applied on static images, as well as motion sequences
To solve the perceptual grouping problem in vision with the aim to extract the global impression of an image.
Chung (1997) The book presents a very complete picture of how various properties of a graph from Cheeger constants and diameters to more recent developments such as log-Sobolev constants and Harnack inequalities are related to the spectrum.
To reveal the fundamental properties of a graph, how spectral graph theory links the discrete universe to the continuous one through geometric, analytic and algebraic techniques, and how, through eigen values, theory and applications in communications and computer science come together in symbiotic harmony.
Proposed method
The aim of this work is to develop an algorithm for identifying the most relevant features of datasets using graph-based theoretic approach where the conditional features of the datasets are considered as vertices and edge weights are assigned to each edge based on a node importance function. There are two novel ingredients. Firstly, a novel feature graph framework is proposed for characterising the in formativeness between the pair of features by incorporating correlation for pair wise feature similarity measure. Secondly, the feature subset from the weighted graph is introduced based on the node importance weight.
Feature selection method and concept
Feature selection is to choose the feature subset with maximum prediction of classification accuracy for application of a learning algorithm. Selecting the best feature subset is a NP complete problem (Garey and Johnson, 1979) . In this paper, a 'filter' method is proposed for feature selection which is independent of any learning algorithm. Filter techniques assess the relevance of features by looking at the intrinsic properties of the data. In filter criteria, all the features are scored and ranked based on certain statistical criteria. The features with the highest ranking values are selected and the low scoring features are removed. Filter methods are fast and independent of the classifier but ignore the feature dependencies and also ignores the interaction with the classifier. They also easily scale to very high-dimensional dataset. As a result feature selection need to be done only once and then different classifiers can be evaluated. The common disadvantage of filter methods is that they ignore the interaction with the classifier and each feature is considered independently thus ignoring feature dependencies.
Score calculation in the weighted graph
Let DS = (U, F, D) be a decision system where U is the finite and non-empty set of samples, known as universe of discourse, F = {A 1 , A 2 ……… A n } is a finite, non-empty set of features and D is the decision class of the samples. Now correlation and A j is measured available in M using equation (2) which calculates the fraction of the attributes common to both by the total number of elements in both the sets. Then, only the attributes A j for each attribute A i with similarity values greater than the corresponding average are chosen and their similarity values are kept, deleting the others. These will serve as the weights for the corresponding edge (A i , A j ). Then, a weighted, undirected graph is created, such that the vertices are the conditional attributes of the dataset and each of the edges has the weight equal to the similarity value for the pair of the attributes which constitute the edge.
Graph-based feature selection algorithm from weighted graph
In a weighted graph, the node importance weight is the weight of all the edges connected to a node. In this paper, the node importance weight for each of the vertices/features using a particular function is calculated from the similarity weighted graph. Here, two functions have been proposed and corresponding results are evaluated and compared to justify the method. Firstly, the sum of the similarity values S(A i , A j ) for each of the vertices/attributes is generated by the given formula:
, Weight of node
Secondly, the number of nodes connected to the particular node is considered as the total weight of a node, whose weighted sum is calculated as follows: , Weight of node ,
Where, j is the node whose total weight is being considered, i is the one of the nodes connected to j, w i,j being the weight of the edge, n i represents the number of edges node i is connected to. In each iteration, the node with the highest weighted sum is removed from the graph and considered as important feature. This process is continued until no more edges remain in the graph. Thus a set of important features are extracted from the weighted graph. A weighted graph for Glass dataset is shown in Figure 1 . 
Result analysis and discussions
A preliminary step for all the graph-based methods is to establish a graph over the training data. The proposed algorithm is run upon several datasets, obtained from the UCI machine learning repository (Lichmanand Bache, 2013) and Kent ridge bio-medical data set repository' publicly available at http://datam.i2r.a-star.edu.sg/datasets/ krbd. The experimental datasets are summarised in Table 2 . The proposed feature selection method gives the attractive feature-graph representations and kept the relationships between feature vectors with the aim to preserve the data similarity derived from the entire feature set. The proposed method generates the feature subset based on the weight of nodes. The method selects features for each dataset as the most important feature subset which is listed in Table 3 . In order to explore the discriminative capabilities of the information captured by the proposed method, selected features are considered for further classification. The classification methods are selected and tested upon reduced data set which is generated by the proposed method. The success of the classification was tested using the WEKA 3.6.10 (Hall et al., 2009) . At the end of the algorithm, the performance of the optimal features associated to each dataset is compared with some standard classifiers by some representative feature selection algorithms which are shown in Table 4 and Table 5 . In Table 4 , it is seen that the proposed algorithm gives promising results in compare with other feature selection methods and among the three Versions of the algorithm, both Version 2 and Version 3 gives comparatively better results than the Version 1.The result proves the efficacy of the proposed feature selection algorithm against the CFS Subset evaluation algorithm and the consistency subset evaluation algorithm. But Table 5 shows that the classification accuracy of the proposed method does not prove its efficiency for leukemia and lung cancer data.
Conclusions
In this paper, a new two step feature selection technique is developed based on the graph-based idea. There have been many research works on feature selection. But the advantage of the proposed method is that it can be easily applied to the unsupervised and semi-supervised feature selection problems. The experimental results on the datasets verify that the proposed method can achieve the state-of-art performance.
