Abstract: A new criterion is derived that relates the stability of two-dimensional recursive filters to the properties of its cepstrum. It provides a procedure for the decomposition of unstable recursive filters having nonzero, nonimaginary frequency response into stable recursive filters. The optimal solution of the decomposition problem is discussed, including numerical implementation and nonrecursive solutions. Several numerical examples show the potentialities and limitations of the rules for decomposition and for truncation of the operators.
Introduction
In the development of two-dimensional recursive filters the two problem areas of main interest are the stability criteria and the design of stable recursive filters. Except for filters with very few samples, existing stability criteria [ 1 -41 are difficult to apply and thus it has been virtually impossible to translate these criteria into a practical design procedure. Moreover, the criteria could not be used to justify a design procedure [2] that appears to provide stable recursive filters.
The present paper proposes a criterion that is based on the relationship of the stability of recursive filters to the absolute summability of certain operators called cepstra [ 5 ] . The z transform of these operators-is given by the logarithm of the z transform of the recursive filters. By means of this criterion we treat a special design problem [4] concerning the decomposition of unstable recursive filters having nonzero and nonimaginary frequency response into stable recursive filters. For the case of onedimensional filters this problem was solved by the decomposition into minimum-delay and maximum-delay operators [6, 71. Our stability criterion leads to a proof of the existence of a similar solution for the two-dimensional case.
This paper is organized into five main sections: a compilation, for reference purposes, of z transform relations; a demonstration of the need for a decomposition procedure for zero-phase filters; a proof of the stability criterion; a solution of the decomposition problem, including methods of numerical implementation and related nonrecursive solutions; and some numerical examples. 50
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Input array i sw SE J +m t Figure 1 Four directions of recursion from the four corners of an input array. The input array is to be understood as a first-, second-, third-, or fourth-quadrant function, depending on the direction of the recursion.
Space domain operations and their z transforms
The z transform is a convenient means for characterizing certain operations involving sampled functions. Some relations [1] [2] [3] [4] 8] needed for subsequent discussions are summarized in this section.
Z transform of two-dimensional functions
The z transform of a periodically sampled, two-dimensional function
is defined by m m B(z,, q) = x x bm,nZlmZ,n,
m=-m n=-m where z , and z, denote complex variables, and b,,n is understood to be zero for subscript pairs (m,n) that do not belong to the definition set of b.
If b is defined for nonnegative subscripts only, it is called afirst-quadrant function [2] and is denoted by a left superscript as ' b = {lbm,n}m=o (first-quadrant function).
(3 1
Similarly, second-, third-and fourth-quadrant functions can be defined successively as n=O 2b = {2b,,nl,z0, 
(6)
The z transform pairs in Eqs. ( 7 ) - (12) , denoted by e, relate some basic spatial operations to operations in the z transform domain [ 2, 81. These relations can readily be improved by comparing terms of the same degree in z, and z, . 
Reflection at axis m = 0 (column reversion):
Convolutional filters The input-output relation of a convolutional filter f ,
where is written in z transform notation as the product
A formal proof of this equation may be found by the same method as for Eqs. (7) - ( 12) .
Definition I
A filter is stable if and only if its response to any bounded input is bounded. For a convolutional filter the stability criterion [3, 4] , Theorem 1, can be proved.
Theorem I
A convolutional filter is stable if and only if Condition ( 16) means that the z transform off is absolutely convergent for all (zl, 2,) E R ,
Recursive filters
The convolution of two discrete functions corresponds to a multiplication of their z transforms, whereas the input- The output value to be determined first is = bo,o = 3 / 3 = 1.
. 1
To understand the operation of the last two formulas of Eqs. (2 1 Equations (2 1 ) describe the so-called causal recursion [4] , in which the recursive operator ' b starts from the NW corner of an input array, as indicated in Fig. 1 . Similar algorithms can be derived for functions i, 0, and 6 defined on the other quadrants..The equations describe noncausal recursions, i.e., recursions that start from the NE, SE, and SW corners of an input array. Any noncausa! recursion, however, can be transformed to the causal recursion. 
(24)
For illustration, the input 7 . 
.
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we obtain the final result by inverting the above rotations as . . .
o =
Similarly, the replacement of z , by 1 /z,, or z, by 1 /z,, respectively, corresponds to the transition of the other noncausal recursions to the causal recursion.
If we put Farmer and Bednar [3] have given a stability criterion for recursive filters. This criterion comprises that of Shanks [2] , which is confined to operators ' b with a finite number of sample points.
Theorem 3
The causal recursive filter for all (zl, z,) E Dl, where
The foregoing discussion shows how noncausal recursions can be transformed to the causal recursion. The following corollary is thus evident. 
Two-dimensional cepstrum
We consider once more a function b and its z transform: {imJ -(zl, z,) = In B (zl, z,). a z , , z,
E D l exists such that which in turn leads to the additive relation in the cep- 
The problem stated in the next section is solved by m=-a n=-fl means of cepstra.
Decomposition of unstable, recursive, zero-phase
filters into stable recursive filters
We consider a real-valued discrete function c with a e that Since it can be concluded from the central symmetry of limited number of sample points, in which Its z transform is of zero phase and non-negative for all (z,, z,) E R : Eqs. (43) and (44) The results of the next section indicate how to decompose P and how to use the resulting functions to compute the operators that are sought.
cl(Z1, Z Z ) = Z l a Z z c ( z~, Z Z ) ?
2 M r $ P = 2Nr (38)
Stability criterion for recursive filters based on two-
Let us assume that ' b is a first-quadrant function that
(41 Theorems 1 , 2 , and 3 and
is recursively stable.
This assumption implies, from
According to Theorem 3 and Corollary 1 , the recursive filters associated with these z transforms are unstable if a for (z,, z,) = (0, 0 ) :
To find the other coefficients we differentiate Eq. We prove now that the power series defined by Eqs. (for left-hand part only). 
for any fixed ( u , z,) with
From (64) 
Thus the convolutional stability of '6 is a necessary condition for 'b to be recursively stable. We prove now that this property is also a sufficient condition. 
relate the absolutely convergent power series. These identities yield relations similar to Eqs. (60) and (61 ) is true, at least in a good approximation. This is also discussed in the following section on the truncation problem. The author does not have such a decomposition procedure to offer for 6. Some recommendations, however, seem reasonable. First, because c* is centrally symmetric, the decomposition should be such that k,,,, to,-,, 0}, respectively.
Truncation problem
As pointed out in the previous section, the decomposition of c may result in operators 'k having an infinite number of sample points. If these operators are to be implemented numerically, some truncation of the operators becomes mandatory. This truncation means not only that the decomposition (90) becomes an approximate one but also that the recursive stability of the operators 'k may be affected. Theorem 5 guarantees that there exist truncations for recursively stable operators 'k such that the resulting operators 'k remain recursively stable.
Theorem 5
We assume that the power series The proof of this theorem is based on the uniform contheorem to functions other than those in the first quadrant is straightforward.
2^
respect to the axes m = 0 and n = 0 , the following relations should hold:
--4^
ko,n -ko,n* n 1 0, (93 To find constraints on the truncation parameters to be 
I " 2^
It might be of interest that the problem of optimal de-I ] sample points. It contains an array as large as c , if
and
For arrays c symmetric with respect to the axes m = 0 and n = 0, the relations (93) -(96) apply. In this case the constraints on the truncation parameters are
It is our experience [ 1 I ] that the truncation conditions Numerical implementation This section comments on the computation of 6, on the decomposition procedure, and on the application of the decomposed recursive filter.
To determine 6, Eqs. (36), (81), and (83) 
where K are approximations of operators k.
Since ttr exhibits the same symmetries as 6, the decomposition should be performed according to ( 9 1 The block diagram in Fig. 3 resumes the decomposition of c.
It should be recalled that the result only approximates the sought functions 'k. The approximation errors stem from the aliasing exhibited in 5 and also from the truncation applied to ' K , l = l , 2, 3, 4.
According to the discussions of Eqs. (22), (23), and (24), the input-output relation
can be evaluated only by implementing the causal recursive algorithm. Figure 4 demonstrates how this can be done. It is clear (see [2] ) that the computation of the intermediate results is to be stopped after the output values have decayed to reasonably small numbers. 
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STABILITY OF RECURSIVE FILTERS
Numerical examples
As pointed out in the previous section, the problem of the optimal decomposition of a recursive operator c consists in finding an appropriate decomposition of c^ and an appropriate truncation of the resulting operators. In this section it is demonstrated that the procedure characterized by the decomposition rules (93) and (96) and the truncation rules (105) -(107) may be the optimal decomposition procedure. We also discuss examples of unsatisfactory results obtained by these rules.
The operators c that we discuss are synthesized from one-quadrant operators with 2 X 2 samples. The reasons are that 1. The optimal decomposition is, a priori, known exactly in two cases. 2. Since the occurring one-quadrant operators have only a few samples (2 x 2, 3 X 3, 4 X 4 ) , their recursive 
(110)
The corresponding functions 'f can also be determined from the cepstra 'i, 1 = 1 , 2, 3, 4. It is sufficient to demonstrate this for ' k and 7. The operator ' k is assumed to be recursively stable. From
In ( l / K , ( z , , z,) ) =In F,(z,, z,) The decomposition ( 1 10) is preferred over (90) if it requires a lower number of filter weights for the same In both ( 1 18) and ( 1 19) the vertical and horizontal araccuracy.
rows indicate the axes m = 0 and n = 0 , respectively. Alternatively to Eqs. ( 1 1 3 ) , (114), and (lis) , the From the construction of c it is clear that 6 is to be de- 1, 2, 3, 4 , which, when convolved in a cascade, would result in a good approximation cappr of c.
Even with 4 X 4 operators, the approximation is not quite satisfactory, as a comparison of c and a subarray of e = cappr -c demonstrates [See Eq. (122) ].
Because the operators 'K are to be used for recursive filtering, the approximation error function e might be inappropriate to characterize the quality of the decornposition of c. Alternatively, c can be recursively filtered by these operators. If the decomposition is a good one, the result i, should resemble a delta function. As the submatrix (123) demonstrates, the solution given by Eq. ( 12 1 ) does this job fairly well.
Example 3
In this example a 5 X 5 function c is presented which can be decomposed into four 2 X 2 operators. However, the 
t (124)
The function c has been constructed by the cascaded convolution 'km,n = 3k-m,-n,
and ' k is given by Eq. ( 1 18) . From Eq. (125) it is evident that our procedure is not adequate to find the optimal decomposition of c. In the cepstrum domain this is reflected by the fact that 6 is identically zero for all
S127)
For illustration a subarray of the approximate cepstrum g is given here. 
The numerical results are in accordance with these facts.
Operator ' K has a distinct cutoff beyond IV = 1, n = -1, whereas ' K slowly decays in the lower ,right submatrix, thus making a larger matrix desirable:
km,n -k-m,-n'. 
Concluding remarks
An unstable recursive filter with a finite number of coefficients always has an infinite number of decompositions into four stable recursive filters, provided it has a nonzero frequency response with zero phase. The decomposibility is proved in this paper by means of a new criterion that relates the stability of a recursive filter to the properties of its cepstrum. One might say that this stability criterion, compared to that of Shanks, has the advantage of being constructive, i.e., it permits the specified filter to be decomposed as exactly as is desired.
Two questions remain unanswered:
1. Under what suppositions is it possible to decompose exactly an unstable recursive filter into stable recursive filters that have a minimum finite number of coefficients; and what is the number of these coefficients? 2. If such a decomposition exists, how can it be found?
In spite of these unanswered questions, the results given here are of practical value, as can be seen from the application of two-dimensional recursive filters to radioscintigraphic images [ 1 1 , 171. These filters have their theoretical foundation in the results of this paper.
