Abstract. Let P be a partition of a finite set X. We say that a full transformation f : X −→ X preserves (or stabilizes) the partition P if for all P ∈ P there exists Q ∈ P such that P f ⊆ Q. Let T (X, P) denote the semigroup of all full transformations of X that preserve the partition P.
Introduction
If S is a semigroup and U is a subset of S, then we say that U generates S if every element of S is expressible as a product of the elements of U . The rank of a semigroup S, denoted by rank S, is the least cardinality of a subset that generates S. It is well-known that a finite full transformation semigroup, on at least 3 points, has rank 3, while a finite full partial transformation semigroup, on at least 3 points, has rank 4 (see [17 , Exercises 1.9.7 and 1.9.13]). The problem of determining the minimum number of generators of a semigroup is classical, and has been studied extensively; see, for example, [9, 13, 18, 23, 25] . Related notions, such as the idempotent rank, the nilpotent rank and the relative rank of a subsemigroup, have also been widely investigated; see [5, 10, 11, 12, 14, 15, 16, 19, 22] .
In [20] , Huisheng posed the problem of finding the rank of the semigroup of transformations preserving a uniform partition (that is, a partition in which all the blocks have equal size). This problem was solved in [7] . In this paper, we solve the general problem of determining the rank of the semigroup of transformations preserving any partition. In the process, we calculate the ranks of some related transformation semigroups. The strategy of the proof is similar to the one used in [7] : we rely on representation theory to find the rank of the group of automorphisms of the partition and then use that result to derive the rank of the semigroup.
Let X be a non-empty finite set, and let P be a partition of X. A transformation is a function from X to itself. We write transformations to the right of their arguments and compose them from left to right. We denote by T (X, P) the semigroup consisting of those transformations f on X such that (x, y) ∈ P implies (xf, yf ) ∈ P. The semigroup T (X, P) can be seen as the endomorphism monoid of the relational structure (X, P).
We will determine the rank of T (X, P). In order to do this we will determine relative ranks with regard to two subsets of T (X, P). One is the group of units of T (X, P), which is the intersection of T (X, P) with the symmetric group S X on X; the other is Σ(X, P), consisting of f ∈ T (X, P) whose image intersects every block of P. We will denote the group of units of T (X, P) by S(X, P).
The main theorem of this paper is the following. Theorem 1.1. Let P be a partition on X, such that P has exactly m i ≥ 2 blocks of size n i ≥ 2, i = 1, . . . , p, blocks of unique sizes l 1 , . . . , l q , where l i ≥ 2, and t singleton blocks (where p, q, t Figure 1 . The partitions of 3 to 7 and the ranks of the corresponding monoids.
where
• g(0) = g(1) = 0 and g(t) = 1 for t ≥ 2,
• g ′ (0) = 0 and g ′ (t) = 1 for t ≥ 1.
• l is the number of values s for which P has a block of size s ≥ 2, but no block of size s − 1,
The rank of T (X, P) is given in Figure 1 for partitions of small values of |X|. For comparison, Figure 2 lists the corresponding sizes of the monoids T (X, P).
If U is a subset of a semigroup V , then, as usual we denote the subsemigroup generated by U by U . If U is a subsemigroup of a semigroup V , then the least cardinality of a subset W of V such that U, W = V is called the relative rank of U in V ; this is denoted rank (V : U ).
Since S(X, P) ⊆ Σ(X, P) and the complements of S(X, P) and Σ(X, P) are ideals, it follows that rank (T (X, P)) = rank (T (X, P) : Σ(X, P)) + rank (Σ(X, P)) = rank (T (X, P) : Σ(X, P)) + rank (Σ(X, P) : S(X, P)) + rank (S(X, P))
To prove our main theorem, we will determine that under the given conditions
• rank (S(X, P)) = max{2, 2p + q + g(t)} (Section 2),
• rank (T (X, P) : Σ(X, P)) = p+q 2 + p + h(p, q, t) (Section 3), and • rank (Σ(X, P) : S(X, P)) = p + q + g ′ (t) − 1 + l (Section 4).
For completeness, we remark that if S(X, P) has two elements, we are in one of the following straightforward cases:
• |X| = 2, P = {P 1 }, |P 1 | = 2, rank (T (X, P)) = 2.
• |X| = 2, P = {P 1 , P 2 }, |P 1 | = |P 2 | = 1, rank (T (X, P)) = 2.
• |X| = 3, P = {P 1 , P 2 }, |P 1 | = 2, |P 2 | = 1, rank (T (X, P)) = 3. Figure 2 . The partitions of 3 to 7 and the sizes of the corresponding monoids.
The rank of direct products of wreath products of symmetric groups
If G and H are permutation groups, then we denote by G ≀ H the wreath product of G and H. As usual, if |X| = n, then we denote the symmetric group S X on X by S n ; likewise, in this case, we denote the alternating group by A n .
Let n ≥ 2 and let P be a partition with at least 2 parts. Then we may write P = {P 1 , . . . , P n } such that |P i | ≤ |P j | when i < j, and i, j ∈ {1, . . . , n}.
If f ∈ T (X, P), then we denote by f ∈ T n the transformation whose action on {1, 2, . . . , n} is that induced by the action of f on X/P. In more details, (i)f = j whenever P i f ⊆ P j . If f ∈ S(X, P), then it is clear that (i)f = j if and only if |P i | = |P j |.
We start by stating without proof two simple results about S(X, P) and its induced action on T (X, P).
Lemma 2.1. Let P be a partition of a set X where the distinct sizes of the blocks are denoted n i , i = 1, . . . , k, and m i denotes the number of blocks of size n i . Then the group of units S(X, P) of
If f is a transformation of a set X, then the image of f is the set
and the kernel of f is the equivalence relation
the classes of this relation are referred to as kernel classes. If Y is a subset of X, then the restriction of f to Y is denoted by f | Y .
Lemma 2.2. For every block P of P and f ∈ T (X, P), let P f be the multiset of sizes of blocks in the kernel of f |P i . For every i, j such that P has blocks of sizes i and j (not necessarily distinct), let J i,j,f be the multiset of all P f such that |P | = i and (P )f is contained in a block of size j. Then g ∈ S(X, P)f S(X, P) if and only if J i,j,f = J i,j,g for all pairs (i, j).
For example, let X = {1, . . . , 8}, P = {P, Q}, P = {1, 2, 3, 4}, Q = {5, 6, 7, 8}, and define f ∈ T (X, P) by (1)f = 2, (3)f = 4, and (x)f = x for x = 1, 3. Then P f = {2, 2}, Q f = {1, 1, 1, 1}, and J 4,4,f = {{2, 2}, {1, 1, 1, 1}}.
If g ∈ T (X, P) is given by (1)g = 2, (5)g = 6, and (x)g = x for x = 1, 5, then P g = {2, 1, 1} = Q g , and J 4,4,g = {{2, 1, 1}, {2, 1, 1}}. Hence g ∈ S(X, P)f S(X, P). Note that f and g have the same multiset of sizes of kernel classes.
We recall also one of the main theorems in [7] .
Theorem 2.3. If X is a finite set such that |X| 3 and P is a uniform partition of X, then S(X, P) is generated by two elements.
The following lemma is well-known; see, for instance, [21, Lemma 5.3.4] .
Lemma 2.4. The permutation module V of the symmetric group S n on an n-element set over a field F of characteristic p has precisely two proper non-trivial submodules:
Theorem 2.5. Let n 1 , . . . , n k , m 1 , . . . , m k , l 1 , . . . , l u be integers such that they are all at least 2 and let
Proof. Let us assume that W ∼ = C 2 . If 2k + u < 2, then k = 0 and u = 1. In this case, W = S l1 is not isomorphic to S 2 , and the rank of W is 2.
Let us show that W cannot be generated by fewer than 2k + u elements. Let i ∈ {1, . . . , k}.
mi is a normal subgroup of S ni ≀ S mi and the quotient Q is isomorphic to
mi can be viewed as the natural permutation module for S mi over F 2 . If U 2 denotes the S mi -submodule of (C 2 ) mi defined in Lemma 2.4, then U 2 is a normal subgroup of Q and the quotient is isomorphic to C 2 × S mi . Now A mi is a normal subgroup of C 2 × S mi and the quotient is isomorphic to C 2 × C 2 . Therefore we have proved that the wreath product S ni ≀ S mi has a normal subgroup N i such that the quotient is isomorphic to C 2 × C 2 . Now, for i ∈ {1, . . . , u}, the subgroup A li normal in S li and the quotient is isomorphic to C 2 . Therefore the subgroup
2k+u . If W can be generated by fewer than 2k + u elements, then so can W/N ∼ = (C 2 ) 2k+u . However, the smallest generating set of (C 2 ) 2k+u has 2k + u elements, and so the assertion is verified. Next we show that W can indeed be generated by 2k + u elements. Set
Since W 1 is the direct product of k groups each of which is generated by two elements (Theorem 2.3), we obtain that W 1 can be generated by 2k elements. For u = 0 the theorem is thus proved.
Suppose that u = 1. If k = 0 then S l1 can be generated by 2 elements and there is nothing to prove. Suppose that k 1 and consider the group H = (S n k ≀ S m k ) × S l1 . By the argument in the previous paragraph, it suffices to show that H is generated by 3 elements. Let x and y be the generators of S n k ≀ S m k given in Theorem 2.3. Set u = (x, id), v = (y, (1, 2, . . . , l 1 )), and w = (id, (1, 2)). Then u, v, w ∈ H and we claim that H = u, v, w . Since the first components of u, v, w generate S n k ≀ S m k and the second components generate S l1 , we have that u, v, w is a subdirect subgroup of
) is an element of N = u, v, w ∩ S l1 , and this shows that N is a normal subgroup of S l1 . As (1, 2) ∈ N and no proper normal subgroup of S l1 contains the transposition (1, 2), we find that N = S l1 , and, in turn, that S l1 u, v, w . As u, v, w is subdirect, we also obtain S n k ≀ S m k u, v, w , and so H = u, v, w . Thus shows that H is generated by three elements, and so W is generated by 2k + 1 elements, as required.
Suppose now that u 2. In this case, as W 1 is generated by 2k elements, we only need to show that W 2 is generated by u elements. Let i ∈ {1, . . . , u}. If l i is even, then set z i = (2, . . . , l i ) otherwise set z i = (1, . . . , l i ). Therefore z i is always a cycle of odd length such that S li = (1, 2), z i . For i ∈ {1, . . . , u − 1} define
,
and also define
We claim that W 2 = w 1 , . . . , w u . Let o i denote the order of z i . As o i is odd, all but the i-th component of w . Therefore, for i ∈ {1, . . . , u}, we obtain that the elements (1, 2), z 2 i ∈ S li are contained in w 1 , . . . , w u . Since, the order of z i is odd, z 2 i is a cycle of the same length as z i permuting the same points. Therefore (1, 2), z 2 i = S li , which shows that S li w 1 , . . . , w u . Since this is true for all i, we obtain that W 2 w 1 , . . . , w u , and the proof is complete.
Corollary 2.6. Let P be a partition on X, such that P has exactly m i ≥ 2 blocks of size n i ≥ 2, i = 1, . . . , p, blocks of unique sizes l 1 , . . . , l q , where l i ≥ 2, and t singleton blocks (where p, q, t might be 0). If |S(X, P)| ≥ 3 then the rank of S(X, P) is
where g(0) = g(1) = 0 and g(t) = 1 for t ≥ 2.
and we may take k = p and u = q in Theorem 2.5. If t ≥ 2 then S(X, P) is isomorphic to
and the statement follows from Theorem 2.5 with k = p, u = q + 1.
The Relative rank of T (X, P) modulo Σ(X, P)
Let A denote the collection of those f ∈ T (X, P) such that
Lemma 3.1. Let f, g, a ∈ T (X, P) be arbitrary. Then the following hold:
(iii) if f, g ∈ A and f = ga, then there exist unique i, j ∈ {1, . . . , n} such that i = j and
Proof. (i). Since ker(a) ⊆ ker(f ) and f is injective on every P i ∈ P, it follows that a is injective on every P i ∈ P. But a ∈ Σ(X, P) and so a is a permutation. Thus a is a permutation, i.e. a ∈ S(X, P).
(ii). As in the previous case, ker(g) ⊆ ker(f ), and since f is injective on every part of P, it follows that g is too. Since g ∈ Σ(X, P),
(iii). Similar to the previous cases, f = ga implies that ker(g) ⊆ ker(f ). But f, g ∈ A, which implies that | im(f )| = | im(g)| = n − 1 and hence ker(f ) = ker(g). Lemma 3.2. Let U ⊆ T (X, P) \ Σ(X, P) be such that T (X, P) = Σ(X, P), U . Then for all distinct i, j ∈ {1, . . . , n} there exist f ∈ U ∩ A and distinct k, l ∈ {1, . . . , n} such that (k)f = (l)f and
Proof. Let i, j ∈ {1, . . . , n} be arbitrary. Then there exists f ∈ A such that (i)f = (j)f . By assumption, f ∈ Σ(X, P), U and so 1 s 2 a 2 . . . s r a n s r+1 for some s i ∈ Σ(X, P), a i ∈ U.
By Lemma 3.1(i), s 1 ∈ S(X, P) and so s
We have everything we need to prove the main result of this section. 
Let U P be a set of representatives f p,q for the elements of this partition. We claim that U P generates T (X, P) over Σ(X, P). We will first show that a particular set of functions can be generated from U P ∪ Σ(X, P). For each i < j, and φ an injection from P i to P j , let f i,j,φ ∈ T (X, P) be the function that agrees with φ on P i and is the identity everywhere else. By Lemma 2.2, f i,j,φ ∈ S(X, P)f |Pi|,|Pj | S(X, P), and hence in Σ(X, P) ∪ U P . Let f ∈ T (X, P). We will show that f can be generated from Σ(X, P) and the f i,j,φ using induction on the number of blocks in a partition Q of an arbitrary finite set X ′ . The base case when there is only one block is trivial, since in this case Σ(X ′ , Q) = T (X ′ , Q). Our induction assumption is that T (X ′ , Q) is generated by U Q and Σ(X ′ , Q) when Y is any finite set and Q is any partition of Y with fewer than n ∈ N, n > 1, blocks.
We construct several functions that are generated by Σ(X, P) and the f i,j,φ until we are able to use our inductive hypothesis.
Let l = (n)f , and i 1 , . . . , i k = n be the elements of thef -kernel class of n.
Choose an injective function h from P l to P n . This is possible as |P n | ≥ |P l |. Moreover for all j choose an injective function h j from im(f | Pi j ) to P ij . Such h l exist, as the image im(f | Pi j ) is not larger than the domain P ij .
Let e be the function for which e| D maps y ∈ P ij to ((y)f )h j and e| X\D is the identity. Then e is the identity, and hence e ∈ Σ(X, P).
For each j, let φ j be a function from P ij to P n defined in the following way. For x ∈ im(h j ), by construction there exists a y ∈ P ij such that x = ((y)f )h j . In this case set (x)φ j = ((y)f )h.
We have to show that this definition does not depend on the choice of y. So let ((y 1 )f )h j = ((y 2 )f )h j for some y 1 , y 2 ∈ P ij . As h j is an injection defined on the image of f | Pi j , we have that (y 1 )f = (y 2 )f , and hence ((y 1 )f )h = ((y 2 )f )h and so φ j is well-defined for every x ∈ im(h j ).
Now let x 1 = x 2 , x 1 , x 2 ∈ im(h j ), say ((y 1 )f )h j = x 1 and ((y 2 )f )h j = x 2 . Then (y 1 )f = (y 2 )f and as h is injective (x 1 )φ j = ((y 1 )f )h = ((y 2 )f )h = (x 2 )φ j . Hence φ j is injective on im(h j ). Now extend φ j arbitrary to all of P ij , subject to φ j being an injection. Such φ j exists as P n is the block of largest size. Let g = ef i1,n,φ1 . . . f i k ,n,φ k . It is straightforward to check to that g satisfies the following properties:
(1) g| X\D is the identity, (2) ({i 1 , . . . , i k })ḡ = {n}, andḡ is the identity otherwise, (3) g| D and f | D have the same kernel,
Next let v be a function constructed as follows: v maps P n to P l so that any x ∈ im(h) is mapped to xh −1 and is arbitrary otherwise (recall that h was injective). For j = l, . . . , n − 1, v maps P j injectively into P j+1 and is the identity everywhere else. Clearly such v exists and is an element of Σ(X, ρ). Let g ′ = gv. We claim that g ′ has the following properties:
(1) g ′ | X\D is injective, (2) ({i 1 , . . . , i k })ḡ ′ = {l}, andḡ ′ maps all other values injectively to values different from l,
′ and (y)g ′ are in the same part of P, then (x)f and (y)f are in the same part of P.
The first two properties follow from the corresponding results for g. For the third, let x ∈ D, then (x)g ′ = ((x)g)v = (((x)f )h)v = (x)f , and so g ′ agrees with f on D. The fourth assertion follows from the first and third, and the final one from the second and fourth one.
We will next construct a new function h ′ . If x ∈ im(g ′ ), say x = (y)g ′ , then set (x)h ′ = (y)f . As ker g ′ ⊆ ker f , this function is well-defined. By the last property of g ′ , this partial assignment preserves P. If x ∈ im(g ′ ), x ∈ P i and there is a y ∈ P i ∩ im(g ′ ), then let (x)h ′ = x if (y)h ′ ∈ P i , or otherwise be an arbitrary element of the part of (y)h ′ . Once again by the last property of g ′ , the condition is well defined and the assignment so far continues to preserve P. Finally if i is such that P i ∩ im(g ′ ) is empty, then pick a P j ∈ P, with j = l, and let h ′ map all of P i into P j in an arbitrary way.
The function h ′ has the following properties:
′ is the identity on P l .
The first two properties and the fact that (P l )h ′ ⊆ P l follow directly from the construction of h ′ . Conversely let x ∈ P i with i = l. If im(g ′ ) ∩ P i is empty, then the above construction maps x into a part different from P l . If there is an element in im(g ′ ) ∩ P i , which we may assume w.l.o.g. to be x, let x = (y)g ′ . Then y ∈ {P i1 , . . . , P i k } by the second property of g ′ . But then (x)h ′ = (y)f cannot be in P l as ({l})f −1 = {i 1 , . . . , i k }. So ({l})h ′−1 = ({l}). For the last property, let x ∈ P l ∩ im(g ′ ), say (y)g ′ = x. By property (2) of g ′ , x ∈ D, and hence, by property (3) of g ′ , (x)h ′ = (y)f = (y)g ′ = x. As h ′ maps the elements of P l ∩ im(g ′ ) into P l , it maps P l \ im(g ′ ) identical by its definition. Now let X ′ = X \ P l and Q be the partition of
, by letting g i | P l be the identity. It is clear that the g i are either in Σ(X, P) or are of the form f s,t,φ . Moreover, as h ′ is the identity on P l , h ′ = g 1 . . . g j . Hence h ′ ∈ Σ(X, P) ∪ U P , and so
Corollary 3.4. Let P be a partition on X, such that P has exactly m i ≥ 2 blocks of size n i ≥ 2, i = 1, . . . , p, blocks of unique sizes l 1 , . . . , l q , where l i ≥ 2, and t singleton blocks (where p, q, t might be 0). Then the rank of Σ(X, P) modulo S(X, P) is
where h(p, q, 0) = 0, h(p, q, 1) = p + q and h(p, q, t) = p + q + 1 if t ≥ 2.
Proof. If t = 0, we may take s = p + q and r = p in Theorem 3.3. If t = 1, with s = p + q + 1 and r = p, we get that the rank of Σ(X, P) modulo S(X, P) equals
Finally, if t = 2, the result follows analog with s = p + q + 1, r = p + 1.
The rank of Σ(X, P) over S(X, P)
As in the previous sections, suppose P = {P 1 , . . . , P n }, with |P i | ≤ |P i+1 | and let l 1 < l 2 < · · · < l r be the distinct sizes of blocks in P.
For i ≤ r − 1, let B i be the set of all mappings f ∈ Σ(X, P) such that there are P j ,
(1) f maps P j injectively to P k (2) f maps P k ′ surjectively onto P j ′ (3) f maps every other block bijectively to a block of the same size.
We do not exclude the possibility that j = j ′ or k = k ′ . Clearly, B i is non-empty for all i ≤ r−1, and any element of B i has image size |X| − l i+1 + l i .
Proof. Let i ∈ {1, . . . , r − 1} be arbitrary. Then there is an f ∈ B i such that f = (j k) with j < k and j and k are minimal and maximal among those indices of blocks with sizes equal to |P j | = l i and |P k | = l i+1 , respectively. By assumption, there exist g 1 , . . . , g m ∈ S(X, P) ∪ U such that f = g 1 . . . g m and hence f = g 1 . . . g m . Since jf = k, it follows that (j)g 1 . . . g m = k. It follows, since f | Pj is injective, and by the minimality of j,
Let u be the least value for which |P j | < |P (j)g1···gu |, and let t = (j)g 1 · · · g u−1 . Then at least |P (t)gu | − |P t | = |P (t)gu | − |P j | elements of P (t)gu are not in the image of g u . But f has image size |X| − |P k | + |P j | and so g u | Pt is injective, |P (t)gu | = |P k |, and X \ P (t)gu is contained in the image of g u . It follows that g u is a permutation that maps every block other than P t onto a block of equal or smaller size.
Since g u is a permutation, and there is exactly one block of P mapped to a larger block, there is also exactly one block P k ′ which is mapped to a smaller block P j ′ . Due to the restriction on the size of the image of f , it follows that |P (t)gu | = |P k | and |P j ′ | = |P j |. As g u maps every block other than P t surjectively onto its image block, it follows that g u ∈ B i ∩ U .
For each i ≤ r let C i be the set of all f ∈ Σ(X, P) such that (1) f maps each block to one of the same size (potentially itself); (2) there is one block of size l i whose image under f has size l i − 1; (3) f maps all other blocks injectively.
Clearly, any such f has images size |X| − 1, and C i is non-empty except when i = 1 and l 1 = 1. Lemma 4.2. If S(X, P), U = Σ(X, P) for some U ⊆ Σ(X, P), and i ∈ {1, . . . , r} is such that either i = 1 and
Proof. Let f ∈ C i be arbitrary. Then f = h 1 h 2 . . . h m for some h 1 , h 2 , . . . , h m ∈ S(X, P) ∪ U . As mentioned above, the image of f has size |X| − 1.
Let z be the smallest index for which there is a block P k of size l i that is not contained in the image of h 1 · · · h z . Clearly, the the image of h z must contain l i − 1 elements of P k . Since h z ∈ Σ(X, P), it follows that h z is a permutation. We set j = (k)h −1 z . We will show that |P j | = l i . By way of contradiction, assume that |P j | < l i . This is not possible for i = 1, and if i ≥ 2 then our condition on i implies that |P j | < l i − 2. However in the latter case, there would be at least two elements of P k that were not in the image of h z , contradicting the assumption that f has image size |X| − 1. So |P j | ≥ l j .
If |P j | > l i then (as h z is a permutation on a finite set) there must be one other index
However, in this case P k ′ and P k would not be contained in the image of h z , once again contradicting the assumption on the image size of f .
We have shown that |P j | = l i . Note that h z must map X \ P j bijectively to X \ P k , once again by considering the size of the image of f . It follows that h z ∈ C i ∩ U .
We define
Let f ∈ S n . Then g ∈ Σ(X, P) is said to be a companion of f if
Lemma 4.3. If f ∈ Σ(X, P) and there is a companion for f in S(X, P), B , then f ∈ S(X, P), B, C .
Proof. If k ∈ {1, . . . , n} is such that |P k | = l i > 1 for some i, then there exists t k ∈ C i which is the identity outside P k . It is well-known that for any finite set Y with at least two elements, every function on Y is a product of permutations and a fixed function with image size |Y | − 1. Therefore t k and S(X, P) generate every element of T (X, P) which maps P k to P k and fixes X \ P k . It follows that every f ∈ Σ(X, P) such that f is the identity belongs to S(X, P), C . Let f ∈ Σ(X, P). Then by assumption there exists g ∈ S(X, P), B such that g is a companion for f . From the preceding paragraph, there is an idempotent e ∈ S(X, P), C such that ker(e) = ker(f ). It follows that there exists h ∈ S(X, P) such that f = ehg ∈ S(X, P), B, C . Proof. Since every permutation is a product of disjoint cycles, there exists a companion for f ∈ Σ(X, P) in S(X, P), B if and only if there is a companion in S(X, P), B for every cycle in S n .
For any
, and f (k k+1) is the identity outside of P k ∪ P k+1 . Since |P k+1 f | = |P k |, it follows that f is injective on P k and so f (k k+1) is a companion for (k k + 1). Moreover, f (k k+1) belongs to B when |P k | < |P k+1 | and it belongs to S(X, P) when |P k | = |P k+1 |.
Suppose that i < j. Then it is straightforward to check that
is a companion for (i j).
We proceed by induction on the length k of a cycle. Suppose that for some k with 2 k < n, there exists a companion in S(X, P), B for every cycle of length at most k. Let h = (x 1 . . . x k+1 ) and let x j = min{x 1 , . . . , x k+1 }. Then
By induction, there is a companion h 1 ∈ S(X, P), B for (x j+1 x j+2 . . .
Let g ∈ S(X, P) be such that g maps a subset of im(h 1 | Px j−1 ) ⊆ P xj+1 onto a section of the kernel of f (xj xj+1) | Px j+1 , and is the identity outside of P xj+1 . Since f (xj xj+1) | Px j+1 has |P xj | kernel classes such g exists due to our estimate above. It follows that h 1 gf (xj xj+1) is a companion for h.
The two previous results imply the following corollary. 
Proof. By Corollary 4.6, it suffices to show that S(X, P) ∪ U generates B and C.
Considering C, we will first show that for each P x with |P x | > 1, there exists an f x such that P y f x ⊆ P y for all y ≤ n, f x has image size n − 1, and that P x is the unique block that is not mapped injectively by f x .
Let i be such that
If i ≥ 2 and l i − l i−1 = 1, let h i−1 be the element in B i−1 ∩ U . Let f xy be a mapping that maps P x onto some P y with |P y | = l i−1 = |P x | − 1, maps P y injectively to P x and is the identity everywhere else. By Lemma 2.2, we have that f xy ∈ S(X, P)h i−1 S(X, P). Now f x := f 2 xy can easily be checked to have the claimed properties.
Now for general h ∈ C i , l i = 1, as otherwise C i would be empty. Choose a P x with |P x | = l i , then g ∈ S(X, P)f x S(X, P) by Lemma 2.2. Hence C ⊆ S(X, P), U , as required. Now, for each z with |P z | = l i ≥ 2, there is a function f z ∈ C ⊆ S(X, P) ∪ U that maps P z to itself, is the identity everywhere else, and has an image that intersects P z with size l i − 1. Consider the subsemigroup Q z of T (X, P), consisting of all elements that map P z into itself and are the identity outside of P z . Q z is clearly isomorphic to T Pz , the full transformation semigroup on P z . This semigroup is generated by its units together with a transformation of rank |P z | − 1. It follows that Q z ⊆ (S(X, P) ∩ S z ) ∪ {f z } for every z (note that this also holds trivially if |P z | = 1). Now consider any element h ∈ B i , for i ≤ r − 1, and let P z be the unique part of P that is not mapped injectively by h. There exists an h ′ ∈ Q z that has the same kernel classes on P z as h. But both h ∈ B i and h ′ ∈ Q z only have singleton kernel classes outside of P z , and hence h ∈ S(X, P)h ′ S(X, P) by Lemma 2.2. So h ∈ S(X, P) ∪ U , as required.
Corollary 4.7. Let P be a partition on X, such that P has exactly m i ≥ 2 blocks of size n i ≥ 2, i = 1, . . . , p, blocks of unique sizes l 1 , . . . , l q , where l i ≥ 2, and t singleton blocks (where p, q, t might be 0). Then rank (Σ(X, P) : S(X, P)) = p + q + g ′ (t) − 1 + l where • g ′ (0) = 0 and g ′ (t) = 1 for t ≥ 1, • l is the number of values s for which P has a block of size s ≥ 2, but no block of size s − 1.
Proof. From Lemma 4.1, Lemma 4.2, and Theorem 4.6 it follows that rank (Σ(X, P) : S(X, P)) is one less than the number of distinct block sizes of P plus the number of block sizes that satisfy the conditions mentioned in Lemma 4.2. The first of these numbers is p + q + g ′ (t) − 1 and the second is l.
Problems
Let X be a finite set, let P be a partition and S be a section, that is, for every P ∈ P we have that S ∩ P is a singleton set. Given a set Y ⊆ X, we say that f ∈ T (X) stabilizes Y if Y f ⊆ Y . Now consider the semigroup T (X, P, S) = {f ∈ T (X) | f stabilizes P and S}.
This semigroup, in addition to the obvious similarities with T (X, P), has many interesting properties:
(1) both T (X) and P T (X), the semigroup of partial transformations on X, are examples of semigroups of this type; for instance, T (X) is T (X, {{x} | x ∈ X}, X) and P T (X) is isomorphic (for an element 0 ∈ X) to T (X ∪ {0}, {X ∪ {0}}, {0}) (see [3, 4] ). (2) Let e 2 = e ∈ T (X); the centralizer of e in T (X) is C(e) = {f ∈ T (X) | f e = ef }. Then C(e) = T (X, ker(e), Xe) (see [3, 4] ). In this setting, T (X) is the centralizer of the identity and P T (X) is the centralizer of a constant map. (3) T (X, P, S) is regular if and only if either (a) no part in P has more than 2 elements; or (b) at most one of the parts in P has size larger than 1.
(See [4] .) (4) The singular elements of a regular C(e) are generated by idempotents if and only if e is the identity or a constant (see [1] ).
