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We ushered into a new era of gravitational wave astronomy in 2015 when Advanced LIGO 
gravitational wave detectors in Livingston, Louisiana, and Hanford, Washington observed a 
gravitational wave signal from the merger of binary black holes. The first detected GW150914 
was a part of the first Observing run (O1), and since then, there have been a total of 3 
Observing runs. Advanced Virgo detector in Cascina, Italy, joined the efforts in the third 
Observing run (O3), which spanned from April 1, 2019, to March 27, 2020. Detector data 
quality is hurt by environmental or instrumental noise artifacts present in the data. These 
short-duration noise transients can mask or mimic a gravitational wave. Identification of 
transient noise coupling, which may lead to a reduced rate of noise is thus of primary concern. 
This dissertation focuses on my work during O3 on identifying and reducing noise tran- 
sients associated with scattered light in the detector. Light scattering adversely affects the 
LIGO data quality and is linked to multiple retractions of gravitational wave signals. The 
noise impacts the detector sensitivity in the 10 − 150 Hz frequency band, critical to the 
discovery of collision of compact objects, especially high mass black holes. During O3, two 
different populations of transients due to light scattering: Slow Scattering and Fast Scatter- 
ing were observed. In this dissertation, I document my research that led to the identification 
of Slow Scattering noise couplings in the detector. This was followed by instrument hardware 
changes resulting in noise mitigation. 
This dissertation also discusses transient noise data quality studies I performed during 
and after O3. These studies shed light on environmental or instrumental correlation with the 
transient noise in the detector. Improved noise characterization is a significant step that can 
lead to the recognition of noise couplings in the detector and consequent reduction, which is 
one of the main objectives of detector characterization. Finally, I examine the importance of 
Machine Learning (ML) in gravitational wave data analysis and discuss my work on training 
an ML algorithm to identify Fast Scattering noise, leading to its improved characterization.
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CHAPTER 1. GRAVITATIONAL WAVES 
1.1 Introduction 
In 1915, Albert Einstein published his general theory of relativity that changed our 
understanding of gravity [1]. According to this theory, gravitational force is a manifestation 
of curved spacetime and the spacetime curvature is intimately linked with mass and energy. 
Massive bodies such as stars, curve the spacetime around them and less massive bodies 
such as planets, follow their natural trajectory in this curved spacetime. This is how the 
force of gravitation is mediated between two bodies, through the warping of spacetime. The 
spacetime curvature represented by Einstein Tensor Gαβ is proportional to the distribution 
of matter represented by stress-energy Tensor Tαβ shown in equation (1.1). These equations 
are know as Einstein’s Field equations and connect the geometry of space and distribution 
of matter. 
The theory of general relativity made a number of predictions such as precession of per- 
ihelion of Mercury, gravitational time dilation, black holes and existence of gravitational 
waves. Most of these predictions were realized in the 20 th century including the indirect 
evidence of the gravitational waves by Hulse and Taylor [2]. The direct detection of the 
gravitational waves on the other hand, had to wait until a few years ago. On September 14, 
2015, the Advanced LIGO detectors in Livingston, Louisiana (LLO) and Hanford, Washing- 
ton (LHO), received the first gravitational wave signal. The source of this signal was the 
merger of two black holes at a distance of 410 Mpc [3]. Advanced Virgo detector in Cascina, 
Italy joined the network of LIGO detectors before the end of second Observing run (O2) [4]. 
A total of 11 gravitational wave signals were detected in the first two observing runs [5] and 
another 39 detections were made during the first half of the third Observing run (O3a) [6]. 
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1.2 Gravitational Waves in General Relativity 
To derive the existence of gravitational waves in the theory of general relativity, let’s 





Gαβ is Einstein tensor which can be expressed in terms of Ricci tensor Rαβ and Ricci scalar 
R as:




Tαβ on the right side of the field equations is known as stress-energy tensor. It provides the 
information regarding the density, energy and momentum in the spacetime 
The Rαβ can be obtained from the Riemann tensor R µ αν β as:







+ Γµ σ νΓ
σ 
αβ − Γµ σ βΓσ αν (1.3) 









+ Γµ σ µΓ
σ 
αβ − Γµ σ βΓσ αµ (1.4)
Γµ αβ is a Christoffel symbol , expressed in terms of space-time metric tensor gαβ:




∣∣∣∣ ∂ gγ α∂ xβ + ∂ gγ β∂ xα − ∂ gαβ∂ xγ 
∣∣∣∣ (1.5)
In the weak field limit, we can express the space-time metric gαβ in terms of the Minkowski 
metrix ηαβ = diag( − 1 , 1 , 1 , 1) and small perturbation hαβ:
gαβ = ηαβ + hαβ (1.6) 
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From (1.2), (1.2) and (1.4), we can get Rαβ and R which is given by:
R = g αβ Rαβ = ( ηαβ + hαβ) Rαβ (1.7)
We can now rewrite eq 1.2 as:
Gαβ = Rαβ − 
1
2 
ηαβ R + O ( h
2) (1.8)
Adding two more conditions to the above equation:
Rescaled metric h̄αβ = hαβ − 
1
2 












h̄αβ = 0 (1.11)
where h̄αβ represents a plane wave propagating with speed of light c and is given by:
h̄αβ = 
  
0 0 0 0 
0 − h+ h× 0 
0 h× h+ 0 
0 0 0 0 
  
cos ( ω t − k z )
In the above equation, h+ and h× are two orthogonal polarization of the gravitational 
wave travelling in the z direction, with frequency ω and wave vector k [7]. As I discuss 
in section 1.4, the proper distance between test mass particles is modulated by a passing 
gravitational wave. 
The magnitude of hαβ known as strain , represents the change in length due to a passing 
4
 
gravitational wave. This strain amplitude observed at a distance r due to a change in the 





This equation shows why it took so long to directly detect gravitational waves. Any measur- 
able impact due to the changing quadrupole moment is weakened by Newton’s Gravitational 
constant G , distance of source and the factor of c4 in the denominator. Now Ï ∼ M v2 ∼ 
GM2
R 
, where R is the orbital radius. We can then write (1.12) as:
h ∼ 2 G
2 M2
R r c4 
(1.13)
Substituting for gravitational wave strain amplitude from two neutron stars of mass 1 . 4 M⊙
orbiting around each other at a distance of 100 kms and in Virgo cluster 20 Mpc from us, 
we get h ∼ 10− 21. 
1.3 Sources of Gravitational Waves 
Currently known sources of gravitational wave include coalescing binaries, pulsars, core 
collapse supernovae and stochastic background. The gravitational waves from coalescing 
binaries and supernovae explosions are short duration ( tdur < minutes), whereas the signals 
from pulsar spin down and stochastic background are long duration. Here I provide a brief 
description of these sources of GW waves. A more detailed overview can be found at [7, 8]. 
Coalescing Binaries 
Compact objects such as black holes and neutron stars, orbiting each other around a 
common center of mass constitute a binary system. During the inspiral phase, the system 
loses energy which shrinks the distance between the binaries. This lost energy is radiated in 
the form of gravitational waves [9]. As the objects spiral into each other, rotating faster and 
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Figure 1.1. A binary system of compact objects in the x - y plane orbiting around the common 
center of mass at the origin. As the system loses energy, the two objects get closer and closer, 
eventually merging. The energy lost during the inspiral and the merger phase is released in 
the form of gravitational waves. 
faster, the frequency and the amplitude of the GW signal increases creating a characteristic 
“chirp” signal. Finally, the objects merge, creating a single compact object and releasing 
copius amount of radiation. The merger phase is followed by a ringdown during which the 
merged object settles into a more stable state. The waveform of the signals from coalescing 
binaries can be modeled using numerical relativity [10]. This means we can match the 
incoming signal with a number of waveforms, also known as template bank. This template 
bank covers a wide range of mass and spin of the compact objects. The type of GW search, 
where we know what we are looking for, is also called targeted search. All the GW signals 
detected by LIGO and Virgo are from coalescence of compact binaries. 
In Figure 1.1, we look at binary system of compact objects with masses m1 and m2 
orbiting around a common center of mass at the origin. The total separation is r = r1 + r2 
with r1 = r m2M , r2 = 
r m1
M 
, and µ = m1 m2
M 
as the reduced mass, where M = m1 + m2.
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r2 | 1 + cos 2 ϕ | (1.15) 
Ixx = m1 
∣∣∣r1 cos ( π
2 
+ ϕ ) 
∣∣∣ 2 + m2 ∣∣∣r2 cos ( π
2 
− ϕ ) 




r2 | 1 − cos 2 ϕ | (1.17) 
Iy x = Ixy = m1 | r1 cos ( ϕ + π ) | 
∣∣∣dr 1 cos ( π
2 
+ ϕ ) 
∣∣∣ + m2 | r2 cos ϕ | ∣∣∣r2 cos ( π
2 





r2 sin 2 ϕ (1.19)
Next, we take the double time derivative of the quadrupole moment to get the metric per- 
turbation [7].
ϕ = ω t (1.20) 
Ïy y = − 2 µr2 ω2 cos 2 ϕ (1.21) 
¨Ixx = 2 µr
2 ω2 cos 2 ϕ (1.22) 
¨Ixy = ¨Iy x = − 2 µr2 ω2 sin 2 ϕ (1.23)
Since the binary objects are in xy plane, the gravitational waves are emitted along the z 
direction. Substituting the quadrupole time derivatives, for on observer at a distance of d 
on z axis, we obtain:




cos 2 ϕ sin 2 ϕ 0 
sin 2 ϕ − cos 2 ϕ 0 
0 0 0 
  (1.24) 
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sin 2 ϕ (1.26)
Appendix C explores the dynamics of a binary inspiral in more depth. 
Pulsars 
Spherically asymmetric rotating neutron stars emit continuous gravitational waves due 
to their rotation [11]. Continuous GWs are characterized by time period longer than the 
observation time and are emitted at near constant frequency. A spherically symmetry around 
the axis of rotation will result into a quadrupole moment that does not change with respect 
to time, and such an object will not emit GWs. The energy loss due to the emission of 
gravitational waves has a spin-down effect on the rotating neutron star. This spin-down 
effect of pulsars can be measured allowing a targeted gravitational wave search. 
Cosmological and Astrophysical Stochastic Background 
Superposition of large number of unresolved gravitational wave signals will create a 
stochastic background. These signals could originate from mergers of binary systems, super- 
novae or from other independent sources. Another major source of the stochastic background 
is the early universe. A number of physical processes that occurred right after the big bang 
created a stochastic background. Analogous to the cosmic microwave background (CMB), 
the stochastic background has information about the evolution of the Universe. Unlike the 
CMB which originated about 300,000 years after the big bang, the stochastic background 
can tell us about the very early Universe. The gravitational waves from binary mergers or 
continuous gravitational waves come from particular locations in the sky, the stochastic back- 
ground on the other hand is assumed to be isotropic. A detailed analysis of the stochastic 
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background can be found at [12].
Figure 1.2. Michelson Interferometer. 
1.4 Detection Technique of Gravitational Waves 
A passing gravitational wave will cause fluctuations in the proper distance along the 
perpendicular directions of its travel. These fluctuations are rather small and a considerable 
effort is require to detect them. Figure 1.2 shows a basic Michelson interferometer that can 
be used to detect the distance fluctuations caused by a gravitational wave. Half of the light 
incident on the beam splitter is transmitted to the X mirror while the remaining half is 
reflected to the Y Mirror. In the absence of a gravitational wave, the length of the X and Y 
arms are equal. This means the light coming back to the beam splitter from the X mirror 
interferes destructively with the light coming back from the Y mirror. Thus in the absence 
of a gravitational wave, no light is detected by the photo-detector on the anti-symmetric end 
of the beam splitter. A gravitational wave passing through the interferometer on the other 
hand, will produce fluctuations in the X and Y arm lengths. Now the two beams coming back 
to the beam splitter from the X mirror and the Y mirror will not exactly cancel each other 
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out, and a fraction of light would be detected by the photo-detector at the anti-symmetric 
end. The signal received by the photo-detector has information of the gravitational wave 
interaction with the light travelling up and down the interferometer arms. 
To calculate the strain induced by this gravitational wave, let’s start with spacetime 
metric:
ds2 = gµν dx
µ dxν = ( ηµν + hµν) dx
µ dxν (1.27)
For the X arm, this becomes:
ds2 = − c2 dt2 + (1 + hxx) dx2 = 0 (1.28)
Thus the total round trip time for a plus polarized wave along the X arm is:

















Similarly for a wave travelling along the Y arm,
















The phase difference at the beam splitter can be calculated from the time difference:
∆ ϕ = 
2 π c
λ 





For the case when arm length L is much much smaller than the gravitational wavelength λ , 
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the change in length detected by the inteferometer is proportional to the strain amplitude 
of the wave:
∆ L = h+ L (1.35)
In principle, a simple Michelson interferometer can be used to detect gravitational waves. 
However, as the equation (1.12) suggests, the strain amplitude due to a passing gravitational 
wave is extremely small and a simple Michelson interferometer is not sensitive enough to 
detect it. A number of techniques, discussed in next chapter, are used to increase the 
sensitivity of the detector. 
1.5 Compact Binary Coalescence Search 
In the presence of a gravitational wave in the data, the output of the detector s ( t ) can 
be written as a sum of the signal h ( t ) and the noise in the detector n ( t ) :
s ( t ) = n ( t ) + h ( t ) (1.36)
The noise timeseries n ( t ) represents the sum of stationary and transient noise sources, dis- 
cussed in more detail in section 2.3 and 3.2. Gravitational waves are weak and the strain 
amplitude is usually of the order of noise present in the detector. Further adding to the woes 
of detection, short duration transient noise can mask the signal completely as in the case of 
GW170817 signal at LIGO Livingston (LLO) [13]. The search of gravitational waves in the 
detector output is an involved process that requires a number of operations to extract the 
signal buried in the noise. This task is performed by a search pipeline which uses optimized 
methods of signal extraction. Two of the primary CBC search pipelines used in Advanced 
LIGO are PyCBC and GSTlal [14, 15, 16]. These search pipelines use a number of tech- 




Template Bank and Match Filtering 
A template is an expected gravitational waveform generated using numerical and general 
relativity. Each template waveform can be characterized by the spin and mass of the binary. 
A template bank contains a large number of waveforms spanning the astrophysical space of 
these two parameters. The range of these parameters covered by the waveforms depends on 
the sources of GW we expect to discover. Since ground based gravitational wave detectors 
are sensitive in 20 − 2000 Hz frequency region, the template bank covers waveforms in the 
mass range of 2 − 150 M. 
Before we look at the idea of match filter, let’s consider a mathematical operation known 
as cross-correlation. For two time series s1( t ) and s2( t ) , the cross-correlation between them 
can be defined as:
s1( t ) ⋆ s2( t ) = 
∫ ∞ 
−∞ 
s1( t ) s2( t + τ ) dt (1.37)
In simple words, cross-correlation is a way of measuring similarity between two signals and is 
used to find where in time do the two signals match as one time-series slides across another. 
To identify the gravitational waves in the detector output data, we employ match filtering 
which is built on the idea of cross correlation. Match filtering can be defined as the process 
of searching for large values of cross-correlation between a template waveform h ( t ) and the 
noisy output s ( t ) of the detector. The match filter operation calculates the inner product 
between these two time-series in the frequency domain:
( s | h )( t ) = 4 R e 
∫ fhig h 
flow 
˜ s ( f )h̃ ( f )
Sn( f ) 
e2 π if t df (1.38)
Sn( f ) is the Power Spectral Density of the detector. ˜ s ( f ) and h̃ ( f ) are the fourier transforms 
of the detector data s ( t ) and the waveform template h ( t ) . The SNR time series ρ ( t ) , is calcu- 




ρ ( t )2 = 
( s | h+)2
( h+ | h+) 
+ 
( s | h×)2
( h× | h×) 
(1.39)
A threshold on the SNR can be set and all events, also known as triggers, above this 
set threshold are clustered together. If the output of the detector contained only white or 
Gaussian noise, then the simple filtering would have been enough to identify the potential 
gravitational wave candidates. The data generated by the detector however, also contains 
noise transients which are short duration bursts of energy. The excess power in these tran- 
sients, when cross correlated with the waveform templates, can generate triggers during 
match filtering process. However, the distribution of power as a function of frequency is 
different in the noise transients when compared to the waveform templates. And a test 
known as chi-squared signal consistency test characterizes the difference between the ex- 
pected power distribution and the measured one. Based on this difference, the SNR of the 
triggers is rescaled to separate the potential gravitational wave candidates and the triggers 
generated due to transient noise in the data [14, 17]. 
1.6 Observed Gravitational Wave Signals. 
Advanced LIGO and Virgo have completed three Observing runs. The first Observing 
run of the Advanced LIGO, which observed a total of 3 gravitational wave signals , began on 
September 12, 2015, and ended on January 19, 2016. The second Observing run lasted from 
November 30, 2016, to August 25, 2017. A total of 8 gravitational wave events were detected 
during the second Observing run, including the first binary neutron star (BNS) merger [5, 13]. 
After a number of upgrades, notably the addition of squeezed light to increase the shot noise 
limited sensitivity, the third Observing run (O3) began on April 1, 2019, and was suspended 
on March 27, 2020. During O3a, the first half of O3, a total of 39 gravitational wave 
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candidates were identified in the data with a false alarm rate (FAR) threshold of 2 / yr− 1 [6]. 
O3a catalog data contains events consistent with BBH mergers, BNS mergers and potential 
NSBH mergers. The source properties of these events are discussed in [18]. Figure 1.3 shows 
the O3a catalog events. Candidate events during the second half of O3 are undergoing event 
validation and would be made public soon. The fourth Observing run (O4) of LIGO and 
Virgo is scheduled for 2022 and a large number and variety of events are expected from 
it. In this section, after providing a brief description of source properties, I discuss three 
events from the first three Observing runs of Advanced LIGO and Virgo, the first detection 
GW150914, the first neutron star merger GW170817 and GW190521, the GW event with 
the heaviest post-merger remnant.
Figure 1.3. Gravitational-wave catalog of events detected in O3a. A total of 39 events were 
observed in the first half of third Observing run by the Advanced LIGO and Advanced Virgo 
detectors. These events include BBH mergers, a BNS merger and potential NSBH candidates. 
Two of these events, GW190412 and GW190814 were observed with highly asymmetric mass 
ratios and contained radiation at higher order multi-poles [19, 20, 6]. Heaviest post merger 





An isolated astrophysical black hole is described by it’s mass and spin. A binary system 
of two black holes can thus be described with 8 intrinsic parameters which includes the 
individual masses m1, m2 and the spin components S⃗1, S⃗2, and 7 extrinsic parameters that 
includes sky location parametrized by ascension and declination, luminosity distance, orbital 
inclination, polarization angle, time and phase at coalescence. During the inspiral, the phase 
evolution is dominated by the chirp mass of the system. Chirp mass depends on the individual 
masses as:
M = ( m1 m2) 
3
5
( m1 + m2)1 / 5 
(1.40)
And the dominant spin effects are described by effective aligned spin which is a mass-weighted 
linear combination of the individual spins:
χef f = 
( m1 χ⃗1 + m2 χ⃗2) · L̂N
m1 + m2 




Unit vector L̂N is the component of orbital angular momentum L⃗ perpendicular to the orbital 
plane. χef f thus contains information about spin components perpendicular to the orbital 
plane. Orbital precession is observed for systems where the spins S⃗i are misaligned with the 
orbital angular momentum L⃗ [6]. 
GW150914: The First One 
The first ever GW signal was observed by the twin instruments of LIGO on September 
14, 2015. The signal came from the merger of two binary black holes orbiting each other 
at a distance of 410+160 − 180 Mpc from the Earth. The collision of two black holes with masses 
35 . 6+4 . 8 − 3 . 0 M⊙ and 30 . 6
+3 . 0 
− 4 . 4 M⊙ left a merger of mass 63 . 1
+3 . 3 
− 3 . 0 with 3 . 1
+0 . 4 
− 0 . 4 M c
2 being radiated 
away in the form of gravitational waves. As shown in Figure 1.4, these waves created a 
15
 
Figure 1.4. Time-frequency spectrogram of the GW150914 signal at L1 and H1. The sharp 
rise in the frequency with time can be seen here clearly which creates a chirp like signal. 
This increase in frequency is due to the inspiraling bodies moving faster and faster as they 
get closer and lose energy, emitted in the form of gravitational waves. Time is shown relative 
to September 14, 2015 at 09 : 50 : 45 . 4 UTC 
characteristic chirp signal in the time-frequency spectrogram in the frequency band 35 − 350 
Hz band. 
The event was detected with a SNR of 23 . 6 and 24 . 4 by the search pipelines PyCBC and 
GstLAL respectively [14, 15, 16, 6]. GW150914 was the first event detected by the ground 
based interferometers and it proved the existence of stellar mass black holes with masses 
above 25 . Details concerning parameter estimation and astrophysical implications of this 
event are discussed here [22, 23]. 
GW170817: a Multi-Messenger Observation 
For the very first time, gravitational waves from a binary neutron star inspiral were 
detected by the Advanced LIGO and Virgo detectors on Aug 17, 2017. This discovery 
included a γ ray burst, picked up by the Fermi Gamma ray telescope, 1 . 7 seconds after the 
time of coalescence. Since all the three detectors were operational at the time of detection, 
it lead to a very precise sky localization area of ≈ 31 deg2. This event was the first example 
of what is known as ‘multimessenger astronomy’ wherein the information about an event 
reached to us through two different mediums, gravitational and electromagnetic waves [13]. 
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The signal came from the inspiral of a BNS system in the galaxy NGC 4993 at a luminosity 
distance of ∼ 40 Mpc. The primary and secondary masses were estimated to be 1 . 46+0 . 12 − 0 . 10 M⊙
and 1 . 27+0 . 09 − 0 . 09 M⊙ respectively. As mentioned earlier, the inspiral phase allows more precise 
measurement of chirp mass, which for GW170817 was estimated to be 1 . 186+0 . 001 − 0 . 001. Low mass 
binary systems merge at higher frequencies and their inspiral is more clearly visible in the 
sensitive frequency band of ground based detectors. 
GW190521: The Big One 
The event GW190521 was detected with a network SNR of 14 . 7 and a false alarm rate of 
1 in 4900 years by Advanced LIGO and Advanced Virgo on May 21, 2019. What’s special 
about this discovery is that the post merger remnant is the largest black hole ever discovered 
by the ground based GW detectors. Weighing close to 142+28 − 16 M⊙ , it’s the first definite 
intermediate mass black hole (IMBH) discovered by gravitational waves. The signal lasted 
only about 0.1 seconds in the sensitive band and was observed with a peak frequency of 
60 Hz. Both of these characteristics, the short duration and the low peak frequency hinted 
towards a very massive binary system [24]. 
The short duration signal as observed at LIGO and Virgo detectors is shown in the Figure 
1.5. The mass of the primary and secondary black holes for this event are 85+21 − 14 M⊙ and 
66+17 − 18 M⊙. For stars with helium core mass in the range of 65 and 135, a process called 
pair instability prevents the formation of black holes leaving a mass gap. The primary black 
hole’s mass falls well within this pair instability mass gap raising the speculation that it 
could have been formed by the merger of two smaller black holes itself. 
1.7 Thesis Outline 
Chapter 1 provided an introduction of gravitational waves, binary systems and some of 
the major gravitational wave detections by Advanced LIGO and Virgo. Chapter 2 gives an 
overview of the Advanced LIGO detector, its operation, and major sources of noise. Chapter 
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Figure 1.5. Time frequency spectrogram of the GW190521 signal at L1 and H1. This signal 
which came from the merger of two heavy black holes, was detected on May 21, 2019 at 
03 : 02 : 29 by the LIGO and Virgo detectors. How long a signal is visible in ground based GW 
detectors and at what frequency it peaks depends on the masses of the binaries involved. 
High mass binaries have shorter duration signals and also peak at lower frequencies compared 
to low mass binaries. GW190521 stayed in the LIGO and Virgo sensitive band for about 0 . 1 
seconds and peaked at 60 Hz . 
3 discusses Detector characterization in LIGO and the tools used to identify and analyze 
noise in the detector. In Chapter 4, I discuss in detail my efforts to identify and reduce 
scattered light noise in the instrument [25]. In Chapter 5, I provide details on three Detector 
Characterization projects I worked on myself. Chapter 6 discusses my work on a machine 
learning algorithm, GravitySpy, to identify new sources of noise in the detector during the 
third Observing run [26]. Finally, I conclude the thesis in Chapter 7.
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CHAPTER 2. ADVANCED LIGO DETECTOR 
The Advanced LIGO detectors in Hanford, Washington, and Livingston, Louisiana em- 
ploy the same technique outlined in section 1.4 to detect the gravitational waves. These 
detectors, however, use a number of technologies on top of a simple Michelson interfer- 
ometer. These include, among others, the use of Input Mode Cleaner (IMC) and Output 
Mode Cleaner (OMC), Fabry-Perot cavities, the addition of Power Recycled Cavity (PRC), 
and Signal-Recycling Cavity (SRC) at the symmetric and anti-symmetric end of the beam 
splitter, respectively [27]. The chief purpose of these additional hardware is to increase the 
instrument’s sensitivity to the Gravitational Waves. A schematic of the detector is shown in 
Figure 2.1. 
Several noise sources adversely impact our detection ability. Chief among them are seis- 
mic noise, quantum noise, and thermal noise. In this chapter, I discuss the LIGO detector’s 
operation, the major subsystems and cavities, and the hardware in place to limit the amount 
of noise impacting the detector.
Figure 2.1. A simplified LIGO schematic showing the major optics and cavities. 
Figure 2.1 shows the position of major cavities and mirrors in the aLIGO detector. 
A solid-state Nd:YAG laser provides the input laser beam at a wavelength of 1064 nm. 
This light then passes through electro-optic modulators (EOM), which are used to generate 
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modulation sidebands on top of the main laser (carrier) beam. These modulation sidebands 
at 9 MHz and 45 MHz are used for sensing the length of several degrees of freedom discussed 
next. The laser light and these sidebands then enter the Input Mode Cleaner (IMC). The 
IMC is a triangular cavity used to filter the higher-order modes of the laser beam and only 
allows the passage of Gaussian TEM − 00 mode of carrier and sidebands. During normal 
resonant operating conditions, most of the light returning from the two perpendicular arms 
interferes constructively at the beam-splitter. It ends up on the symmetric port traveling 
back towards the laser. To avoid wasting this light, a Power Recycling Mirror kept on the 
symmetric end forms a Power Recycling Cavity and reflects the light back to the beam- 
splitter, increasing the total power build-up. The Input Test Masses (ITM’s) on the X and 
Y arms forms Michelson (MICH) with the beam-splitter and a Fabry-Perot cavity in each 
arm with the End Test Masses (ETM’s), kept 4 kms away and parallel to the ITM’s. Fabry- 
Perot cavity is further discussed in section 2.2. Signal Recycling Cavity is formed by placing 
a Signal Recycling Mirror (SRM) on the anti-symmetric end of the Mich cavity. The SRC 
is used to vary the detector’s frequency bandwidth by adjusting the finesse of the cavity. 
The modulation sidebands generated by the EOM are not useful after the SRC and would 
contribute to noise. The Output Mode Cleaner, a bow-tie cavity, rejects these sidebands 
and only allows the main carrier beam to pass through. Finally, the output photo-detector 
detects any power variations due to a passing gravitational-wave [27]. 
2.1 Readout Techniques 
When a laser beam interacts with a mirror surface, the information pertaining to the 
mirror’s motion gets encoded onto the beam’s phase. This information can be recovered 
by measuring the phase of this beam. For the laser used in aLIGO, the phase varies at 
the rate of 3 × 1014 Hz. Such a rapid variation in the phase cannot be measured directly. 
However, there exist interferometry techniques in which such a beam interferes with another 
beam, also known as a local oscillator, to obtain the phase information. Two such readout 
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Figure 2.2. Left : Heterodyne readout In initial LIGO, a heterodyne scheme was used for 
demodulation of GW signal. The output port was kept on dark and RF sidebands fsb were 
allowed to pass through to the output port. These sidebands would beat against the signal 
sidebands fg w and this beat signal can be detected by the photodetector. Right : Homodyne 
detection. The aLIGO uses DC readout scheme, which is a special case of Homodyne detec- 
tion. Under this method, a small offset in the differential arm cavity allows a small amount 
of carrier light to leak onto the output port. This carrier beam f0 is then used to extract the 
GW signal and RF sidebands are filtered by the OMC and do not reach the output port. 
techniques, known as Heterodyne detection, and Homodyne detection, are discussed next. 
We can define the process of demodulation as extracting a signal from a carrier or refer- 
ence field. A GW signal introduces a phase modulation on the light or carrier wave traveling 
within the arms. This phase modulation can be pictured as the addition of frequency side- 
bands on top of the carrier frequency shown in Figure 2.2. If the asymmetric port is operated 
on a dark fringe, then no light is transmitted from the arm cavities to the output or asym- 
metric port. However, the differential arm motion in the presence of a GW allows some 
of the signal induced carrier light to transmit through to the output photodetector. An 
asymmetry known as ‘Schnupp’ asymmetry in the Michelson’s arms would allow the Radio- 
Frequency sidebands to be transmitted to the output port as well [28]. These RF sidebands 
serve as reference fields and are used to demodulate the GW signal from the carrier wave on 
the photodetector. This readout scheme was used in Initial LIGO and is called Heterodyne 
detection. The aLIGO uses homodyne detection in which the signal and the reference fields 
are derived from the same source [29, 30]. 
DC readout is a special case of homodyne detection wherein a microscopic asymmetry in 
21
 
the differential arms is used to create the reference field, also known as the local oscillator. 
Due to this slight offset, the asymmetric port is no longer completely dark, and a small 
amount of carrier light leaks to the photodetector. This offset induced carrier light is then 
used to demodulate the signal induced carrier light in the presence of a GW in the detector. 
The RF sidebands are rejected by the Output Mode Cleaner and thus do not reach the 
output port. 
2.2 Fabry-Perot Cavity 
The equation (1.34) shows that the measured phase difference is proportional to the length 
traversed by the passing GW. This phase difference can thus be increased by increasing the 
interaction time of the GW with the detector. One way of doing that is by making the light 
travel down the arms multiple times, accomplished by the 4 km long arms of the Fabry- 
Perot Cavity in the aLIGO detectors. Figure 2.3 shows a layout of two Fabry-Perot cavities 
orthogonal to each other. Each cavity contains two mirrors facing each other, an input mirror 
and an end mirror. Both of these mirrors have high reflectivity and only allow a small amount 
of light transmission. Due to this, any light incident on the cavity and transmitted through 
the input mirror is reflected back and forth multiple times by the parallel highly reflective 
surfaces before gradually leaking out. Moreover, if the new light entering the cavity is in 
phase with the light beam inside the cavity, the circulating power builds up due to resonance. 
Figure 2.3 shows an incident field E0 on the beamsplitter that splits it into Ex and Ey along 
the X and Y cavities. r1, t1 and r2, t2 represent the reflectivity and transmissivity of ITM and 
ETM respectively. For such a configuration, let’s calculate the field reflected and transmitted 
by this cavity as well as the total circulating power within the cavity.
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Figure 2.3. Placing highly reflective mirrors parallel to the ITM’s forms a Fabry-Perot Cavity 
on top of the Michelson cavity formed by the ITM’s and the beamsplitter. The figure shows 
two Fabry-Perot cavities along X and Y axis also known as X arm and Y arm cavity. The 
beamsplitter splits the incoming laser field E0 into Ex and Ey along the two arms. Resonant 
conditions in the arm cavities lead to a huge power build up and enhances the cavity’s 
reflectivity. Both of these conditions increase the detector’s sensitivity to gravitational waves. 
E1 x = it1 Ex + r1 E4 x (2.1) 
E2 x = E1 x e
− ik Lx (2.2) 
Etx = it2 E2 x , E3 x = r2 E2 x (2.3) 
E4 x = E3 x e
− 2 ik Lx (2.4) 
Er x = r1 Ex + it1 E4 x (2.5)
Solving for Er x, the reflected field from the X arm, we obtain:
Er x
Ex 
= r ef ( L ) = 
r1 − r2 e− 2 ik Lx




For r2 = − 1 , the reflectivity at resonance becomes:
r ef ( L ) = 
r1 − 1
1 + r1 
(2.7)
For small values of r1, at resonance, the cavity is perfectly reflecting. A more important 
criteria to consider is the change in reflectivity near the resonance for a small change in 
length of the cavity:
r ef ( L + ∆ L ) ≈ − 1 + e− 2 ik GL (2.8) 
G = 
r1 + 1
r1 − 1 
(2.9)
G is known as the arm cavity gain. From the above equation we can see that a small change 
in length of the Fabry-Perot cavity, will cause a big change in the reflectivity. This is the 
primary advantage of Fabry-Perot cavity over a simple Michelson. 
From E1 x, we can calculate the power circulating in the cavity:





1 + r2 1 r
2 
2 − 2 r1 r2 cos 2 k Lx 
(2.11)
We can see from this expression that the circulating power is maximum at resonance. At 
resonance, cos 2 k Lx = 1 ,
k L = N π (2.12) 
2 π Lfr es
c 
= N π (2.13) 




fr es = N ∗ F S R (2.15)
The ratio of speed of light to twice the length of cavity is known as Free Spectral Range 
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(FSR). For the Advanced LIGO detector, its value is 37 . 5 KHz. Resonance is maintained 
for frequencies that are integer multiple of the FSR [31, 7]. 
The Finesse of the cavity is a useful parameter that can be defined in terms of the FSR 
and full width at half maximum (FWHM).
F = F S R
F W H M 
(2.16)
Finesse is a measure of sharpness of the resonance peaks. It can also be defined in terms of 
the mirror reflectivity and total light storage time τs:
F = π 
√
r1 r2
1 − r1 , r2 






2.3 Fundamental Sources of Noise 
The strain sensitivity of the aLIGO detectors is adversely affected by multiple sources of 
noise across different frequency bands. Figure 2.5 shows a comparison of major noise sources 
at aLIGO. Noise at LIGO can be broadly classified into stationary and non-stationary noise. 
Stationary noise appears Gaussian in nature and does not exhibit too much variation with 
respect to time. Quantum noise, seismic noise, suspension thermal noise are some of the 
stationary noise sources. The detector sensitivity is also impacted by short-duration non- 
stationary noise transients, also known as glitches. A detailed overview of transient noise is 
provided in section 3.2. Here I discuss quantum noise, thermal noise, and seismic noise. A 
more exhaustive list of fundamental sources of noise is given in [32]. 
Quantum Noise 
A fundamental source of noise that currently limits the detector sensitivity is Quantum 
noise. This noise is due to the electromagnetic field’s vacuum fluctuations that pass through 
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the asymmetric port and enter the output photodetector. Quantum noise can be divided 
into shot noise due to the statistical fluctuations in the number of photons at the output 
and radiation pressure noise due to the fluctuations in the mirror position caused by the 
uncertainty in the momentum of photons. 
As discussed earlier, a gravitational-wave passing through the detector will fluctuate its 
arm lengths, causing variations in the light’s phase in the arm cavity. These phase variations 
appear as power fluctuations on the interferometer output. Thus, our ability to detect 
gravitational waves depends on our ability to precisely measure optical power changes at the 
output photodetector. Statistical fluctuations in the arrival time of photons introduce an 
uncertainty in the measured power. This inability to precisely measure the output power 
due to fluctuations in the number of photons arriving at the output photodetector is known 
as shot noise . The equivalent strain due to shot noise can be written as:





2 π Pin 
(2.18)
Pin is the input power and L is the length of the arms. The current LIGO sensitivity above 
200 Hz is limited by the shot noise. We can see from the expression for shot noise that 
increasing the laser input power will decrease the noise levels. However, increasing laser 
power has its limitations both from a practical point of view and its effect on the second 
variant of quantum noise. 
Due to the discrete nature of light, individual photons striking the test mass optics exert 
radiation pressure on the mirror’s surface. Increasing the laser power reduces the shot noise 
but increases this radiation pressure noise. The uncertainty in the momentum of incident 
photons translates to uncertainty in the position of mirrors, which limits our ability to 
precisely measure the change in the length of arms due to a passing gravitational wave. The 
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Figure 2.4. An EM wave can be defined by two variables: Amplitude and Phase. In the 
vacuum state of the wave shown on the left , the uncertainty in these two variables is equally 
distributed and the total uncertainty is bounded by Heisenberg’s principle. However, spe- 
cially prepared states, shown on the right , can have more uncertainty in one variable than 
in another, as long as the total uncertainty is still below the allowed value. The uncertainty 
is ‘squeezed’ from one varible into another. 
radiation pressure noise can be formulated as:
hr ad( f ) = 
1
mf 2 L 
√
ℏ Pin
2 π3 cλ 
(2.19)
From (2.18) and (2.19), we can see that increasing laser power reduces the shot noise but 
increases the radiation pressure noise. Shot noise and radiation pressure noise are also called 
phase noise and amplitude noise. This is because shot noise is due to the variance in the 
phase of the light while the radiation pressure noise is due to the variance in the amplitude 
of the light. 
Addition of “squeezed light” at LIGO during O3 led to an increase in the sensitivity 
in the high frequency region. This difference in detector sensitivity during O3 and previous 
observing runs for f > 100 H z can be seen in the Figure 2.5. A coherent state of light contains 
equal uncertainty in its phase and amplitude quadrature. Heisenberg’s uncertainty principle 
bounds the total uncertainty. On the other hand, a squeezed state of light is associated with 
more uncertainty in one quadrature at the expense of other quadrature while still obeying 
the uncertainty principle. This phenomenon is shown in Figure 2.4. Since the LIGO detector 
sensitivity is limited by the phase (shot) noise, LIGO in O3 added light squeezing at the 
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anti-symmetric port with phase squeezed vacuum states. This led to an increase in the shot 
noise limited sensitivity of the detector above 100 Hz [8, 33, 6]. 
Thermal Noise 
Thermal noise is another category of displacement noise that limits the sensitivity of the 
aLIGO detectors and depends on parameters such as beam size and properties of materials. 
At LIGO it can be subdivided into thermal noise in the test mass mirrors and suspension 
thermal noise. Due to the fluctuation dissipation theorem, energy dissipation increases the 
noise [34]. The formula for the general thermal noise at frequency f can be written as:
S ( f ) = 
2 kb T
π2 f 2 
Wdiss
F 2 0 
(2.20)
kb is Boltzmann’s constant, T is the temperature, F0 is the amplitude of the oscillating force 
and Wdiss is the power dissipated in the test mass averaged over time, upon the application 
of this oscillating force. Thermal fluctuations in the mirror coatings due to mechanical 
loss contribute to thermal noise. These fluctuations move the mirror surface giving rise to 
displacement noise [35]. Currently, thermal noise levels are acceptable but an increase in 
detector sensitivity will require a reduction in the noise levels. Development and testing of 
low loss mirror coating materials is an active area of research. 
Another source of thermal noise at LIGO is the mechanical loss in the mirror suspension’s 
silica fibers, known as the thermal suspension noise. These fibers are used to hold the mirrors. 
The suspension fibre oscillations caused by thermal noise result in mirror displacement. 
Apart from the seismic noise discussed next, the vibrations in these fibres contributes to 
noise in the low frequency region at aLIGO [36]. 
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Figure 2.5. Noise budget of LLO showing the major sources of noise. Solid lines represent 
calculated noise and dots represent measured noise terms. In the high frequency region, 
addition of squeezed light source enhanced the sensitivity in O3. The vertical lines are 
sinusoidal injections at known frequencies also known as calibration lines , performed to 
monitor changes in sensing and actuation parameters. Reproduced from [32]. 
Seismic Noise 
Ground motion activity in different frequency bands is one of the most consistent sources 
of noise at LIGO detectors. As seen in Figure 2.5, the detector’s sensitivity at frequencies 
below 20 Hz is largely limited by the seismic noise. Seismic activity such as earthquakes, 
ocean waves, human activity near the site, bad weather conditions in the area shakes the 
detector optics and hardware instruments. Microseismic activity, a particularly notorious 
source of seismic noise at the LIGO detectors, is caused by ocean waves hitting the tectonic 
plates [37]. As we shall see in Chapter 4, the instrument vibrations due to the ground motion 
can couple to multiple optical components and create noise in the primary GW channel. 
Due to seismic noise, the amplitude spectrum at a point on the ground is:







For aLIGO, with 4 kms long arms, this noise at 100 Hz is ∼ 10− 14 H z − 12 . This is still orders 
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of magnitude higher than required to detect the gravitational waves and is also higher than 
the shot noise at 100 Hz [8]. A quadruple suspension discussed next and an active seismic 
isolation system, is used to provide seismic isolation to the test masses. Each stage of this 
suspension, reduces the transfer of seismic motion by a factor of 1
f2 
at frequency f Hz. 
Earthquakes and microseismic activity shake the ground in the frequency band 0 . 03 − 1 
Hz. This ground motion is transferred to multiple aLIGO optics, and the upconverted noise 
reduces the sensitivity in the higher frequency band [38]. To isolate these optics from in- 
creased seismic activity, aLIGO uses a system of active and passive isolation. Internal Seismic 
Isolation tables are used for providing active isolation. The quadruple suspension, discussed 
next, provides passive isolation at frequencies above 1 Hz but vibrations below 1 Hz are 
more or less freely transmitted to the test mass optics. This makes the detector’s continuous 
operation especially vulnerable to earthquakes and high microseisms, and big earthquakes 
anywhere in the world usually throw the detector out of resonance. Each LIGO detector 
is equipped with several hundreds of auxiliary sensors, used in the feedback control system 
and in the environmental monitoring system. Many of these channels are not sensitive to 
differential arm length and are used to identify various environmental and physical couplings 
to the detector. Ground motion in various frequency bands, for example, is measured by 
seismometers located at end stations and corner station. These seismometers record ground 
motion in X, Y and Z direction in the frequency range from 0 . 03 Hz - 30 Hz. Figure 2.6 
shows the correlation between motion in earthquake and microseismic band as recorded by 
these seismometers, and transient noise rate in the primary GW channel. 
2.4 Vibration Isolation 
The aLIGO detectors at each site contain a total of 4 test masses. An Input Test Mass 
(ITM) and an End Test Mass (ETM) in each arm of the detector. A passing gravitational 
wave would change the separation between these test masses by about 10− 19 m at 100 Hz. In 
the absence of vibration isolation, the relative motion between these test masses due to the 
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(a) Ground motion in 0 . 03 − 0 . 1 Hz band. (b) Ground motion in 0 . 1 − 0 . 3 Hz band.
(c) Noise transients on Nov 24, 2019. (d) Noise transients on Dec 13, 2019. 
Figure 2.6. Earthquakes, ocean waves, human activity as well as bad weather conditions 
near the site lead to an increase in the ground motion near the detector This ground motion 
can shake various detector instruments resulting in an increase in the rate of transient noise. 
Top left : A 6 . 3 magnitude earthquake in Alaksa, USA close to 1 : 30 UTC on Nov 24, 2019 
increased the ground motion in 0 . 03 − 0 . 1 Hz band and also led to an interferometer lock 
loss at LLO [39]. Bottom left : The earthquake increased the rate of noise transients before 
the detector status transitioned into a lock loss. Top right : On Dec 13, 2019, very high 
levels of microseism were observed throughout the day. Ocean currents are responsible for 
an increase in microseism which shakes the ground in the band 0 . 1 − 1 Hz band. Bottom 
right : A high rate of noise transients in the band 20 − 60 Hz was observed throughout the 
day due to the high microseism. 
seismic noise would make it impossible to detect such a small change in length. This state 
of the art seismic isolation is provided by a quadruple suspension system shown in Figure 
2.7. 
The quadruple suspension contains a main chain and a reaction chain. Each of these 
chains is made up of 4 masses suspending from each other. For the ETM suspension, the 
bottom mass in the main chain is the ETM while in the reaction chain it is the Annular End 
Reaction Mass (AERM). The ETM is a 40 Kg, fused silica mirror suspended from another 
silica mass on the penultimate stage by silica fibers to minimize the thermal noise. The top 
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Figure 2.7. Quadruple suspension used for passive isolation of the test mass optics. Each 
stage of the suspension provides 1
f2 
of isolation above the resonant frequency of pendulum. 
Optical sensors and electronic modulators (OSEMs) are attached on the reaction chain for 
feedback control and actuation on the test mass chain. A support structure also called cage, 
surrounds the whole suspension unit. 
two masses on both the chains are stainless steel plates connected via blade springs. The 
penultimate mass is a cylinder made up of silica in the test chain and metal in the reaction 
chain [40, 41]. There is additional hardware around the suspension, most importantly the 
“cage”: a structure hard bolted to the seismic isolation table which serves both as a refer- 
ence and as a safety measure for protecting against large motions that could damage the 
suspension. 
To keep the optical cavities in the arms on resonance, LIGO uses the interferometric 
signal at the detector output to sense the difference in the arm length. It then feeds back 
that signal to one of the end test masses, at different stages of the quadruple suspension, 
with a bandwidth of about 60 Hz [42]. The top three stages of the reaction chain uses optical 
sensors and magnetic actuators (OSEMs) for the actuation drive, whereas the bottom-most 
stage uses Gold electrostatic drive (ESD) for this purpose. This actuation system is a part 
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of the quadruple suspension and the positioning of the sensors can be seen in the Figure 
2.7. The top stage of the suspension is used for local control wherein the OSEMs damp 
the rigid body modes of the suspension. The motion of the point from which the whole 
suspension is hung as well as the control applied at lower stages, can excite these rigid body 
modes. The OSEMs on the top stage measure the relative motion using the displacement 
sensors and can apply a force between the two chains and the cage to damp these modes. 
The OSEMs on the upper-intermediate (UIM), the penultimate (PUM) stage, and the ESD 
on the bottom stage are a part of global control system. The OSEMs in the UIM and PUM 
stage measure and actuate in-between the two chains. The main pendulum frequency of the 
quadruple suspension is around 0 . 45 Hz which means that for the force applied at frequencies 
below 0 . 45 Hz at upper stages, the entire chain will move together. The dominant ground 
motion to be fed back is indeed below this frequency. Furthermore, because most of the 
force is applied in between the chains, the test mass chain moves twice as much relative to 
the reaction chain. The test mass motion relative to other surfaces like the transmission 
monitor system behind the quadruple suspension, the cage or the vacuum chamber walls is 
half of the motion measured by the OSEM at the UIM or PUM level, below 0 . 45 Hz [43]. 
2.5 Conclusion 
Advanced LIGO detectors are complicated instruments, with a large number of auxiliary 
hardware systems interdependent on each other. These detectors are also very sensitive in- 
struments, and a change in environmental or instrumental conditions can adversely impact 
their performance, sometimes throwing them out of the resonant operating conditions. A 
successful run of the LIGO detectors thus requires an active feedback from the instrument as 
well as hundreds of scientists monitoring performance and diagnosing noise.. This chapter 
discussed some of the detector’s major components, the noise sources that affect the de- 
tector’s sensitivity, automated feedback response, and the hardware in place to isolate the 
instrument from environmental disturbances.
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CHAPTER 3. DETECTOR CHARACTERIZATION IN 
ADVANCED LIGO 
The sensitivity of LIGO detectors is limited by fundamental sources of noise that includes 
quantum noise, seismic noise, thermal noise. Apart from these stationary sources of noise, 
non-gaussian noise transients in the data contribute to the false positives in the gravitational 
wave searches [44]. Identification, characterization, and reduction of these noise transients 
are important steps towards ensuring good quality data used in the search for gravitational 
waves. An improved understanding of noise and noise sources and the possible mitigation 
can pave the way for enhanced detector sensitivity and a higher rate of gravitational wave 
detections. These and related efforts are undertaken by the Detector Characterization group, 
which is a large working group within the LIGO Scientific Collaboration, of which I am a 
contributing member [45]. 
3.1 Detector Characterization Overview 
Detector Characterization is a broad term that refers to several activities with the com- 
mon goal of monitoring the status of the detector and ensuring good quality LIGO data. 
These activities include but are not limited to closely observing the performance of detec- 
tor subsystems mentioned in the previous chapter, analyzing the data from these subsys- 
tems, searching for noise correlations between different parts of the instrument, ensuring 
the smooth running of various noise analysis software tools described later in this chapter, 
design, and development of these tools, validation of gravitational wave candidate events, 
communicating important findings with the instrumentation and data analysis groups of the 
collaboration. 
LIGO Summary pages are most often the primary access point to initiate a data quality 
study [46]. For each day, these web pages display the information concerning the status 
of various subsystems of each LIGO detector, environmental conditions near the site, and 
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the output of the noise and data analysis tools. These pages make it very convenient to 
compare the quality of data in the primary GW channel with other parts of the detector 
and its surroundings. Summary pages showing the Binary Neutron Star (BNS) range of 
the detector and the spectrogram of h ( t ) strain are often monitored to gauge the detector’s 
overall status. The BNS range can be defined as the radius of the orientation-averaged 
spacetime volume, assuming a matched-filter detection of the coalescence of two 1.4 M⊙
neutron stars with signal-to-noise (SNR) ratio threshold of 8. It serves as a figure of merit 
by which the detector’s improvement can be evaluated. A lower quality strain data causes 
dips in the BNS range, reducing the detector’s reach to the binary mergers. The binary 
black hole (BBH) range of the detector is much further than the BNS range. This is because 
black holes are heavier compared to the neutron stars, and consequently the amplitude of 
the gravitational waves generated by their merger is stronger. Figure 3.1 shows a set of 
summary pages that display the range, noise in the detector and ground motion near the 
site. 
3.2 Noise Transients 
Short duration transients often pollute LIGO data due to abrupt fluctuations in the 
electromagnetic field propagating in different cavities of the interferometer [47, 48]. These 
noise artifacts, as shown in Figure 3.2 can have instrumental or environmental origins. For 
example, strong winds near the site can shake the hardware in corner and end stations at 
very low frequencies, which then shows up as noise in the output photodetector. These 
noise transients, also known as glitches, can mask or even mimic a gravitational-wave signal, 
thereby not only reducing our confidence in the detection but also complicating the process 
of parameter estimation. Thus, it is of primary importance that we identify the noise in the 
detector and find means of reducing or eliminating it. Some of the questions we can ask that 
can help us understand the origin and properties of glitches are: 
1. Which frequency band is most affected by the noise transient? 
35
 
(a) h(t) strain spectrogram (b) BNS range of L1 detector
(c) Anthropogenic ground motion (d) Noise transients 
Figure 3.1. Top left : h ( t ) spectrogram shows noise in the gravitational wave strain data 
between noon and 19:00 UTC in the band 20 - 60 Hz. Noise in this frequency band is 
usually due to high ground motion in the vicinity of the detector. Top right : The BNS range 
plot shows a dip during the same interval with several individual drops in the range of the 
detector. Bottom left : There is an increase in anthropogenic ground motion between 11 am 
and 22:30 UTC. Human activity, trains, logging work near the site are the main culprits 
behind high anthropogenic noise. Bottom right : A glitchgram showing an increase in the 
rate of transients during the period of high anthropogenic noise. Every dot in this plot 
represents a noise transient also known as glitch and is color coded by signal-to-noise ratio. 
2. What is the morphology or shape of the glitch in the time-frequency spectrogram? 
3. What is the rate per hour of the noise transient? 
4. Are there other auxiliary channels or subsystems where the noise is coincident? 
5. Does the noise have any environmental coupling? 
Answering the first three questions helps us characterize the noise as well as understand 
its severity. Noise transients below 20 Hz occurring at a rate lower than 1/hr might not 
be a cause of concern. On the other hand, glitches affecting the sensitivity in 30-500 Hz 
are problematic as this is where we expect to find most of the gravitational wave signals 
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Figure 3.2. Multiple categories of transient noise, distinguished by their appearance in the 
time-frequency plane impacts the LIGO data quality. Top left : Short duration Koi Fish 
glitch affects the 20 − 1000 Hz bandwidth. The source of these glitches is thought to be 
instrumental and no environmental coupling has been detected as yet. Top right : Whistle 
glitches have a U or V shaped morpghology. Whistles have been associated with changes in 
reference cavity transmission due to changes in the surrounding humidity [49]. Bottom left : 
Slow Scattering noise appear as long duration arches and its rate increases with increase in 
ground motion near the detector. Bottom right : Extremely Loud refers to high SNR glitches. 
These loud transients cause huge drops in astrophysical range of the detector. 
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from merging binaries. The last two questions above focus on finding the potential noise 
coupling of the transients in the detector. Once we know the likely source of noise, we can 
make hardware or software changes to the state of the system to reduce the rate of noise. A 
large chunk of time in Detector Characterization is spent on monitoring the quality of data 
and the status of the detector. A number of software tools facilitate this step by answering 
the above mentioned and related questions. Next, I provide a brief description of the major 
noise analysis tools used by LIGO researchers. 
3.3 Discussion of Major Detector Characterization Tools 
Omicron 
Omicron algorithm is an event trigger generator used to detect short bursts of energy or 
glitches in the primary and auxiliary data streams [50]. The events detected by Omicron are 
known as omicron triggers or simply triggers. The algorithm assigns each of these triggers 
with certain parameters such as event time, signal-to-noise ratio, peak frequency, duration, 
and bandwidth among others. The information provided by these parameters helps in the 
characterization of noise transients. 
Omicron searches for transients by projecting the signal data onto a basis of sine-gaussians 
that cover the time-frequency parameter space. These sine-gaussians are dependent on a 
third parameter known as Q or quality factor which is a measure of dampness of an oscillator. 
Omicron thus uses a basis that depends on time, frequency and Q.
X ( τ , ϕ, Q ) = 
∫ ∞ 
∞ 
x ( t ) w ( t − τ , ϕ, Q ) e− 2 iπ ϕt dt (3.1) 
X measures the average signal amplitude for an analysis window w. Choosing sine- 
gaussians for the window function results in minimum uncertainty in the duration and band- 




Figure 3.3. The parameter space defined by time, frequency and Q over which the data is 
projected. The data is projected on set of basis functions that span these time-frequency 
planes. The area of these tiles in the plane is bounded and represents our inability to precisely 
measure the time and the frequency of the event. Using sine-gaussians as the basis functions 
minimizes this uncertainty and provides the maximum resolution. The multiple planes with 
a fixed Q value cover the time frequency space with different aspect ratio as can be seen 
here. Omicron optimizes over Q by picking the plane with highest signal energy. 
The 3-dimensional parameter space as shown in Figure 3.3 is made up of time-frequency 
planes over a range of Q values. Q can defined here as the ratio of central frequency of an 




= 4 π f ∆ t (3.2) 
Each plane has a fixed Q value and contains multiple tiles. The duration ∆ t and the band- 
width ∆ f for each tile are a measure of the uncertainty in the time and frequency of the 
burst event. For a fixed frequency, as Q increases, the duration of the tile increases while its 
bandwidth decreases. Omicron optimizes over the Q and picks the plane with the highest 
signal energy. Within this plane, the central time and the central frequency of the tile with 





After finding the noise transients in the data, the next step usually is to look for potential 
correlations between the noise in h ( t ) and other detector subsystems or auxiliary channels. 
One of the primary Detchar tool used for this task is Hierarchical-veto or Hveto [52]. Hveto 
is an algorithm designed to identify and remove noise transients from the gravitational wave 
data by finding statistical noise correlations between primary gravitational wave channel and 
several hundred auxiliary data streams. It first finds coincident omicron triggers between h ( t ) 
and those auxiliary channels with negligible sensitivity to gravitational waves, also known 
as “safe channels” and then ranks these safe auxiliary channels based on their significance. 
After O2, noise monitor channels in the ETMY suspension were found to be unsafe at high 
SNRs [53]. These channels were witnessing length control signals consistent with the DARM 
feedback. 
Significance can be defined as a quantifiable measure of how unlikely it is that the time 
coincidence of glitches between h ( t ) and auxiliary channels is due to expected Poisson statis- 
tics. For each auxiliary channel, Hveto calculates the Significance S as:
S = − log 
∞∑ 
i = n 
P ( µ, i ) (3.3) 
n is the number of coincidences between h ( t ) and auxiliary channel. The Poisson distri- 
bution function P and the expected number of coincidences µ are given by:
P ( µ, i ) = 
µi e− u
i ! 
, µ = 
Nh Naux tw in
Ttotal
(3.4) 
µ is what we expect to be the number of coincidences between h ( t ) and auxiliary channel 
purely due to chance in some time window tw in, Nh and Naux are the number of triggers in 
primary and auxiliary channel during Ttotal. 
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The Hveto algorithm proceeds in rounds. Each round begins with ranking the auxil- 
iary channels based on their significance and removing time segments containing triggers 
coincident between h ( t ) and the highest ranked auxiliary channel. Since the h ( t ) glitches 
coincident with the first round’s highest ranked auxiliary channel are removed, the second 
round’s coincident glitches will pertain to a different noise mechanism. In this hierarchical 
fashion, Hveto proceeds to remove glitchy times from the primary gravitational wave channel 
till the calculated significance falls below a certain threshold. At the end of each day’s run, 
the full Hveto results are published on Detchar summary pages as shown in Figure 3.4.
Figure 3.4. Hveto run on June 25, 2019 at LLO. Hveto run proceeds in rounds. For each 
round, an auxiliary channel is declared a winner based on its significance. The Use % refers 
to the fraction of auxiliary triggers used in vetoing primary h ( t ) triggers and efficiency can 
be defined as the percentage of h ( t ) triggers vetoed by the auxiliary channel. 
Noise Visualization Tool: gwdetchar-omega 
gwdetchar-omega is an algorithm used for visualizing the noise transients in time-frequency 
plane [54, 55]. Time-frequency glitch morphology is extremely useful as it allows us to differ- 
entiate different types of transient noise and inspect noise features not visible in raw time- 
series. Given a time-series, gwdetchar-omega creates a whitened spectrogram with a high 
resolution in time and frequency, also known as omega-scan or Q-scan, that shows the pres- 
ence of unwanted noise artifacts in the data. The omega-scan tool requires a configuration-file 
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that contains the information such as channel names, duration of the scan, frequency range 
and other parameters related to the plot. The other requirement for the script is the event 
time around which the omega-scan is created. Users can feed a single gpstime or a list of 
times written in a file to the script. 
gwdetchar-omega is also a part of the Hveto algorithm, where it randomly selects 5 
gpstimes of primary vetoed triggers for each round of Hveto and uploads the scans on the 
Summary pages. This is extremely useful because it allows visual inspection of noise co- 
incident between the primary GW channel and other auxiliary channels glitching at the 
time. Figure 3.5 shows the correlation of noise in the primary h ( t ) and auxiliary LSC REFL 
channel as part of an omega scan. Analyzing this noise correlation between h ( t ) and other 
auxiliary subsystems is at the heart of many Detchar studies.
(a) Loud noise transient in h ( t ) (b) Loud noise trasnient in LSC REFL 
Figure 3.5. Left : Time-frequency spectrogram of a loud noise transient in the primary GW 
channel. Right : Presnece of noise in an auxiliary channel coincidence with the loud noise 
transient in h ( t ) . gwdetchar-omega scans a predefined list of auxiliary channels and creates 
time-frequency spectrograms for event times with noise in h ( t ) channel. These scans help in 
analyzing noise correlations between the primary and auxiliary channels in the detector. 
Scattering Identification Tool: gwdetchar-scattering 
During normal operations, light interacts with multiple optical components throughout 
the interferometer. As mentioned in section 2.4 , OSEMs are used to track the movement of 
these optical components with respect to the reference in their suspension frame. And for 
some of these mirrors, this information is used to apply a force to counter this optic motion 
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known as “local damping”. The motion of these optical components can result into light 
scattering transients if some light gets scattered of their surface, hits another component in 
the vicinity and then rejoins the original path. A more exhaustive description and impact 
of light scattering is provided in Chapter 4. OSEMs capture the change in position of these 
mirrors and then this information is used by the tool gwdetchar-scattering to correlate 
with an increase in noise in the primary GW channel.
Figure 3.6. OSEMs track the movement of optical mirrors throughout the interferometer. 
This information is used by gwdetchar-scattering to look for evidence of scattering. On 
the Scattering Summary page, these sensors are color coded with red for strong evidence of 
scattering and yellow for weak. 
The position measurements taken by the OSEMs is first converted velocity using a 
Savitzky-Golay filter and then to fringe frequency [56]. The gwdetchar-scattering script 
creates segments of the form (startime, endtime) during which the fringe frequency motion in 
optic crosses a certain frequency threshold. The algorithm then looks for time coincidences 
between these segments and omicron triggers in h ( t ) in 10 Hz - 60 Hz frequency band. Effi- 
ciency is defined as the percentage of triggers in h ( t ) channel that falls within these segments 
while the deadtime is the duration of all the segments for an optic as a percentage of total 
observing time. An optic is considered to be “strong” witness if the ratio of efficiency over 
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deadtime is greater than 2 and “weak” if it is less than 2. The script then prepares a webpage, 
as shown in Figure 3.6, showing the movement of all the optics, the scattering segments of 
each optic, and the information of h ( t ) triggers captured by these segments [46].
(a) O3b H1 GravitySpy distribution (b) O3b L1 GravitySpy distribution 
Figure 3.7. Top ten most frequent sources of transient noise at Hanford on left and Livingston 
on right during O3b. Noise due to scattered light dominated at both the detectors during 
the third Observing run but especially during O3b because of high microsiesms experienced 
during the winter months. 
GravitySpy 
As mentioned earlier, the time-frequency spectrograms of transient noise are useful in 
classifying different types of glitches based on their morphology. GravitySpy is a machine 
learning tool that classifies the transient noise into several different categories based on 
its time-frequency morphology [57]. “Blips” for example are short duration glitches with 
broadband in frequency and can be differentiated from “Low-frequency lines” which appears 
as lines usually below 20 Hz with duration close to one second in the spectrogram. Each 
omicron trigger classified by GravitySpy is assigned a class and a numerical value known as 
confidence which represents the degree of strength that the image belongs to the particular 
class. Figure 3.7 shows GravitySpy class distribution of the major transient noise categories 
during O3b with confidence above 0.9 at L1. Currently, GravitySpy classifies the transient 
noise data into 23 different categories. During O3b, I retrained GravitySpy to recognize 
a new class of transient noise. In Chapter 6 , I provide more details on this retraining, 
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reclassification of O3 data and its impact on our understanding of a major source of transient 
noise during the third Observing run. 
3.4 Conclusion 
In this Chapter, I provided a description of the Detector Characterization group re- 
sponsible for several major tasks. These tasks include ensuring the astrophysical nature of 
the detected signal, finding noise correlations between different parts of the system, and 
maintaining sound data quality. The group often acts as a bridge between the Parameter 
Estimation group and the Instrumentation side of the LSC. Moreover, the group members 
provide continuous feedback on the data quality to the commissioning team at the LIGO 
and Virgo sites. This Chapter also looked at noise transients that adversely impact the 
gravitational wave data and discussed primary software tools used by the Detector Char- 
acterization group for noise and data analysis. These tools perform a number of tasks and 
monitor the detector status. In Chapter 5, I discuss three Detector Characterization projects 
that made extensive use of these tools discussed in this chapter. With the high number of 
events expected in the next Observing run, rapid identification of data quality issues and 
validation of the gravitational wave signals will become necessary. Thus, the emphasis is on 
increasing automation and machine learning in LIGO Detector Characterization before the 
start of next Observing run.
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CHAPTER 4. REDUCING THE RATE OF SLOW SCATTERING 
IN LIGO DETECTORS 
Transient noise in the LIGO data can be broadly classified into two categories: noise with 
an environmental coupling and noise that does not show an environmental dependence. Koi 
Fish, Extremely Loud, Blip are examples of transient noise categories without any potential 
correlation to external physical conditions. Their distribution is consistent with the Poisson 
process. On the other hand, noise due to scattered light has shown strong dependence on 
the degree of ground motion near the detector at both LHO and LLO throughout the three 
Observing runs. In this chapter, I provide a detailed description of transient noise due to 
light scattering, its origin in the detector, its impact on the LIGO data quality, our efforts 
to mitigate the noise during O3b and the resulting reduction in the amount as well as the 
severity of the noise. 
4.1 Noise due to Scattered Light 
Tiny imperfections on the surfaces of test mass mirrors in the interferometer cause a 
small amount of light to scatter out of the main beam. This scattered light can then reflect 
from surfaces that have large relative motion relative to the test mass such as the chamber 
walls and then back to the test mass. Upon recombining with the main beam, the scattered 
light introduces noise in the gravitational wave data. The amplitude of the noise depends 
on how much light recombines with the main beam, and the upper frequency depends on 
the relative motion. 
The motion of the scatterer introduces an additional phase in the field reflected from its 
surface. Consider a small fraction A of the total field that gets scattered back to the main 
beam, from a scattering surface as shown in Figure 4.1. This light will acquire an additional 
phase due to the path length modulation caused by the relative motion between the end test 
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Figure 4.1. A small fraction of the light beam incident on a test mass gets scattered off 
to a moving surface. The moving surface, in this case the beam tube can reflect back this 
scattered light back to the test mass from where it rejoins the main beam. This back- 
scattered light adds an additional time varying phase the to the static field in the detector 
which shows up as phase noise in the DARM output. 
mass and the scatterer. The resulting phase noise can be formulated as:
hph( f ) = A 
λ
8 π L 
F [sin δ ϕ ( t )] (4.1)
ϕ ( t ) = ϕ0 + δ ϕsc( t ) = 
4 π
λ 
| x0 + δ xsc( t ) | (4.2) 
λ is the laser wavelength, x0 is static path that corresponds to the static phase ϕ0 while 
δ xsc is the time-dependent displacement of the scattering surface which gives rise to addi- 
tional phase δ ϕsc( t ) , F is the Fourier transform [58, 59, 60]. Appendix ?? provides the 
derivation for equation (4.1) for the case of backscattering. 
The build up of this phase shifted field in the arms by the factor Γ pushes on the mirrors 
resulting in radiation pressure noise. This radiation component of the noise can be expressed 
as:




Ω2 − ω2 F [cos δ ϕ ( t )] (4.3) 
Γ = 13 . 58 here is cavity signal gain, M = 40 kg is the mass of mirrors, P is the power in the 
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arms, c is speed of light and Ω is the suspension eigenfrequency [61].
Figure 4.2. Scattering noise shows up as arches in the time-frequency spectrograms also 
known as Q-scan of the primary gravitational wave channel as processed by gwdetchar- 
omega [55, 54]. The stacked arches suggests a scatter path that involves multiple reflections 
of stray light between the test mass and the scatterer. 
Scattering noise can be recognized as arches in the Q-scan as shown in Figure 4.2. The 
peak frequency of these arches tells us the number of fringes per second and can be related 
to the velocity of the scatterer, vsc with the following relation:
ffringe( t ) = 
∣∣∣∣ 2 nvsc( t )λ 
∣∣∣∣ (4.4) 
where ffringe( t ) is the fringe frequency and n is the number of times stray light gets reflected 
back and forth between the test mass and the scatterer before it joins the main beam. This 
equation can be derived by calculating the rate of change of phase from Eq. 4.2. We can 
also look at the spacing of the peaks in the time domain to give us half the period of the 
scattering surface. 
4.2 Scattering in O3 
The BNS range defined as the radius of the orientation-averaged spacetime volume as- 
suming a matched-filter detection signal-to-noise ratio threshold of 8, increased to 110-140 
Mpc in O3, from 80-100 Mpc in O2 [62] Due to this improvement in sensitivity and the 
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(a) Slow scattering arches. (b) PUM stage motion. 
Figure 4.3. The left image shows Q-scan of slow scattering in the primary gravitational 
wave channel. This is an unusual number of arches due to extremely high ground motion in 
the 0 . 03 - 0 . 1 Hz (earthquake) and 0 . 1 - 0 . 3 Hz (microseism) bands on April 5, 2019. The 
right image shows the PUM stage motion between the chains for the same time period. As 
mentioned in section 2.4, the PUM stage OSEM records twice the displacement of the main 
chain. 
enhanced stability of the interferometer which allows the detector to stay operational during 
high microseismic activity, some of the transients of similar origin in O2 and O3 now surface 
with higher signal to noise ratio (SNR). Consequently, we see a lot more scattering arches in 
O3. An interesting feature of scattering in O3 is the presence of two different populations of 
scattering triggers, so-called the “slow” scattering and the “fast” scattering at both LLO and 
LHO. The glitch morphology of the slow scattering is the more familiar arch in Q-scan as 
shown in Figure 4.2. The fast scattering triggers are more localized in time and occur with 
lower SNR compared to slow scattering. Table 4.1 compares different characteristics of slow 
and fast scattering triggers as classified by a noise classification tool GravitySpy discussed 
in section 3.3. 
Slow Scattering 
Slow scattering noise transients appear as long duration arches in time-frequency spectro- 
grams. Figure 4.3a. shows slow scattering noise in h(t) for a day with large ground motion. 
As shown in this figure, the scatterer has a period of ∼ 7 seconds, and from this we can derive 
the scattering surface is moving with a frequency close to 0.13 Hz which corresponds to one 
of the peaks in microseism [63]. Slow scattering is dominant during high ground motion 
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in 0 . 03 - 0 . 1 Hz (earthquake) and 0 . 1 - 0 . 3 Hz (microseism) band. These arches reach high 
frequencies during larger ground motion and so it is more visible above the quiet background 
noise in the differential arm cavity (DARM). During O3, it was particularly strong on Dec 1, 
2019 and January 6, 2020 due to high levels of ground motion on both of these days at LLO. 
Depending on the ground motion, slow scattering creates “scatter shelves” in the frequency 
band 10 Hz to 120 Hz in h(t) spectra.
(a) Fast scattering triggers.
(b) Anthropogenic band ground motion.
(c) Omicron trigger rate. 
Figure 4.4. The left image shows Q-scan of fast scattering triggers in primary gravitational 
wave channel at LLO. Each “arch” contains multiple sub-arches. Fast scattering triggers 
correlate well with high ground motion in the 1 - 5 Hz (anthropogenic) band. The top right 
image shows the ground motion in the anthropogenic band at X and Y end of the detector 
at LLO on Feb, 9, 2020. The bottom right image shows the rate of omicron triggers in the 
frequency band 10 to 50 Hz for the same duration. 
Fast Scattering 
The fast scattering triggers shown in Figure 4.4a occur with a frequency ∼ 4 Hz [64]. 
This population of scattering correlates with increased ground motion in the 1 - 5 Hz (an- 
thropogenic) and 0 . 1 - 0 . 3 Hz (microseism) band. It is normally higher in the daytime during 
the weekdays. Human activity near the site and trains passing on the track near the Y end 
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station at LLO shakes the ground in these frequency bands. These triggers affect the h(t) 
sensitivity in the band between 10 and 50 Hz. 
The striking differences in the glitch morphology, SNR, and the duration for slow and fast 
scattering triggers suggest that they are due to different noise coupling mechanisms. Figure 
4.5 shows the SNR and duration of total scattering triggers in O3a. Both distributions reveal 
the presence of more than one population of scattering triggers. Fast Scattering is discussed 
in more detail in section 5.3. In the next section, we provide a detailed description of slow 
scattering noise.
Properties Slow scattering triggers Fast scattering triggers
Frequency of arches below 0.2 Hz between 2 and 5 Hz
Median SNR 37.6 11.0
Median duration 3.2 sec 1.3 sec
% of total scattering 40.27 % 59.73 %
Table 4.1. Comparison of slow and fast scattering triggers in O3a at LLO as identified by 
GravitySpy above a confidence of 90% and SNR above 10. Frequency of arches relates to the 
frequency of the ground motion band active during the noise. Slow scattering is dominant 
during ground motion in the earthquake ( 0 . 03 − 0 . 1 ) Hz and microseism band ( 0 . 1 − 0 . 3 ) Hz, 
whereas Fast scattering is more common during high ground motion in the anthropogenic 
band ( 1 − 5 ) Hz. This comparison is shown for LLO since at LHO, fast scattering amounts 
to only 1.6% of the total scattering observed. This is primarily due to difference in ground 
motion in anthropogenic band between the two sites. 
4.3 Slow Scattering Noise Coupling Mechanism 
For most of the first three aLIGO observing runs, slow scattering noise occasionally 
polluted the h ( t ) spectra during periods of high ground motion in 0.1-0.3 Hz band. The 
characteristic scattering arches indicated that there were wavelength-scale or larger modu- 
lations of the scattering path. As described in section 2.4 an external drive is applied to 
the test mass chain to keep the optical cavities on resonance. Because the ground moves 
differently at the ends of the 4 km long cavities, this drive can lead to micron-scale relative 
motion between the end test mass (ETM) and other objects in its vicinity, making this region 
a good candidate for the source of scattering arches. 
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(a) SNR distribution for scattering in O3a. (b) Duration distribution of scattering in O3a. 
Figure 4.5. The SNR and duration histograms for total scattering in O3a at LLO reveal 
the presence of two populations the fast and slow scattering. Slow scattering tends to be 
louder and long duration. It should be emphasized that the third bump in the duration plot 
between 6 sec and 8 sec does not correspond to any third population, but rather to extended 
slow scattering. This is common when high ground motion persists long enough without the 
interferometer breaking lock. 
Several clues pointed specifically towards a scattering path involving the annular end 
reaction mass (AERM): first, the presence of several harmonics of the arches or scattering 
shelves, indicated that significant fractions of the light traversed the scattered light path 
more than once. This eliminated several potential paths, such as to light baffles or enclosure 
walls, because imperfect reflections on these other paths would likely cause the loss of much 
more than 90% of the power in each successive round trip. Second, the observation of similar 
harmonic series of arches at both LHO and LLO suggested that the noise was not due to an 
improbable alignment. And, third, micron-scale relative motions were recognized between 
upper stages of the test mass and reaction mass chains, suggesting that the scattering surfaces 
were likely between the chains. 
The relative movement between the ETM and AERM, δ xsc in Eq. 4.2, is not directly 
sensed, but at low frequencies (relative to the . 45 Hz pendulum resonance ) the motion 
between the ETM and AERM is similar to the motion that is sensed at the penultimate 
(PUM) stage of the compound pendulum. This allows us to approximate the motion between 
the end test mass and the reaction mass with that of PUM stage. As shown in Figure 4.8a 
the fringe frequency of the PUM stage motion and its higher harmonics, calculated using 
Eq. 4.4, match scattering arches in h ( t ) spectrograms. 
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Figure 4.6. The reaction chain pushes on the main chain to keep the detector on resonance. 
Control is applied via coil actuators as shown in Figure 2.7 and electrostatic drive as shown 
here. This fluctuates the distance between the AERM shown on the left and ETM shown on 
the right. A part of the light reflected back from the gold electrostatic drive joins the main 
beam in the arm with an additional phase. The changing difference in the phase between the 
two beams introduces noise by causing light modulation at the gravitational wave detection 
port. Multiple bounces between the ESD trace and the end test mass show up as multiple 
arches in the h(t) spectrograms. 
On the AERM an electro-static drive (ESD) is formed by the installation of 5 gold traces 
[65]. Applying a voltage on the gold traces, an electrostatic force can drive the test mass. The 
reaction mass is a hollow cylinder to allow the transmitted beam to pass without encountering 
additional optical surfaces [66]. During operations, most of the light transmitted through 
the ETM goes through the reaction mass hole and onto the other side of the reaction chain 
as shown in Figure 4.6. A small fraction of this Gaussian beam hits the gold trace ESD, on 
the AERM. Due to its high reflectivity, almost all of the light is back scattered towards the 
test mass and a fraction of that is transmitted back to the arm through the ETM. This back 
scattered field with an additional phase shift, given by Eq. 4.2, interferes with the main 
beam in the arms and introduces phase noise in h(t). 
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Figure 4.7. The top image shows the Y axis ground motion in the microseismic ( 0 . 03 − 0 . 1 Hz) 
band at different stations in the detector. Through an external drive attached on the reaction 
mass chain, a force is applied on the test mass chain to keep the detector on resonance. A 
high microseism increases the initial test mass - end test mass distance fluctuations. This 
leads to a higher drive being applied to the test mass chain resulting into an increased relative 
motion between the test mass chain and the reaction mass chain. This can be seen in the 
middle image, which plots the fringe frequency motion of the PUM stage of the suspension. 
The bottom image shows the correlation between this increased relative motion between 
the two chains and the increase in glitch rate. The glitches in the second half of the day 
correspond to Fast scattering caused by an increase in anthropogenic ground motion not 
shown here. 
Let E0 be the field in the arms and Eesd is the part of this field backscattered from the 
end reaction mass at the point E0 is computed. We can calculate the total field in the arms:
Etot = E0 + Eesd (4.5) 
Eesd = E0 Ae
iδ ϕ ( t ) , A = Tend 
√
fr (4.6) 
Etot = E0[1 + Ae
iδ ϕ ( t )] (4.7) 
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Tend is the ETM transmission ( 4 e− 6), fr is the fraction of the power incident on the gold 
trace ESD. The calculation for Eesd involves two transmissions through the ETM and one 
reflection from the ESD. 
The phase noise hph( f ) and the radiation noise hr ad( f ) due to this back scattered field 
is given by the Eq. 4.1 and Eq. 4.3 respectively. The total effective displacement power 
spectrum S ( f ) can be obtained by adding the individual contributions:
S ( f ) = 
√
hph( f )2 + hr ad( f )2 (4.8)
(a) PUM stage fringe frequency overlaid on h(t) scattering arches.
(b) PUM stage amplitude spectral density overlaid on h(t) spec- 
trum. 
Figure 4.8. In the left figure, we have overlaid the multiple harmonics of the fringe frequency 
due to the penultimate (PUM) stage motion onto scattering arches. In the right figure, we 
have plotted the DARM spectrum during the scattering noise shown in the left figure and 
the spectrum calculated from the PUM stage motion using Eq. 4.8. DARM spectrum during 
a quieter time is shown as the black curve for comparison. The arches in the spectrogram 
on the left show up as shelves in the spectra on the right. Also, notice that the height for 
each successive shelf falls by a factor of 10. As we discuss in section 4.5, the scattering noise 
in the region below 20 Hz that does not match the red curve in the right image, is due to 
another slow scattering coupling. 
Figure 4.8b shows the total power spectrum for a scattering event on Jan 6, 2020 at LLO. 
The first shelf in the h(t) spectrum matches for 
√
fr = 2 e − 4 , roughly consistent, within an 
order of magnitude with a previous estimation [67]. The coefficient for second and third 
shelf are 5 e − 5 and 5 e − 6 respectively, about an order of magnitude reduction for each higher 
harmonic. The amplitude of the scatter shelf for ( n + 1 )th harmonic is approximately 10% 
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Figure 4.9. The schematic of end station housing shows the seismic isolation system, quadru- 
ple suspension, transmission monitor system (TMS), and the seismometer used to measure 
ground vibrations. The optical shadow sensor and magnetic actuators (OSEMs) in the 
quadruple suspension cage measure relative motion and produce a force on the main and 
reaction chain. About 4 ppm of the light power in the arms is transmitted through the end 
test mass. 95% of this 4 ppm is dumped and the remaining 5% is split onto the two-quadrant 
photo-diodes (QPDs) in the TMS. These QPD’s are used to check for any misalignment of 
the beam on the end test mass. 
of n th harmonic, as suggested by these reflection coefficients. This can also be observed in 
Figure 4.8b. We performed similar analysis for several scattering triggers and we found the 
second and third shelf coefficient magnitudes in the range of ( 5 e − 5 , 6 e − 5 ) and ( 5 e − 6 , 6 e − 6 ) 
respectively, while the first shelf coefficient did not vary. 
4.4 Noise Mitigation Using Suspensions Control System 
Scattered light due to the large relative motion between the test mass chain and reaction 
chain during high ground motion has adversely affected the sensitivity of the detector. One 
way to reduce this noise coupling is by reducing the relative motion between the ETM and 
AERM while keeping the intended relative motion between the ETM and the input test mass 
(ITM) in the arm cavity. This can be achieved by sending a part of the drive from the PUM 
stage and feeding it to the top stage as shown in Figure 4.9. This will cause the two chains to 
move together and hence will reduce the relative motion between them. The reaction chain 
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“tracks” the main chain and we call this RC tracking [68]. The reduced relative motion 
effectively decreases the frequency at which scattering creates shelves in h ( t ) spectrum. 
RC tracking was implemented on Jan 7, 2020, at LLO [69]. To understand the impact 
of the tracking on slow scattering caused by ETM-AERM relative motion, we measured 
the SNR of scattering triggers and ground motion in the earthquake and microseism band 
between Nov 1, 2019, the start of O3b and Feb 8, 2020. We analyze triggers that are classified 
as scattering by GravitySpy with a confidence above 0.9 [57]. We divided this data into Pre 
and Post RC, where for LLO Pre RC is from Nov 1, 2019, to Jan 6, 2020, and Post RC is 
from Jan 10, 2020, to Feb 8, 2020, and for LHO Pre RC is from Nov 1, 2019, to Jan 14, 2020, 
and Post RC is from Jan 15, 2020, to Feb 28, 2020. The analyzed data is normalized by the 
observing duration of Post RC considered in this study, which is ∼ 21 days for LLO and 
∼ 34 days for LHO. Next, we considered time segments during which the ground motion in 
the microseismic band is similar Pre and Post RC tracking and plotted the SNR distribution 
of scattering triggers during these time segments. We found a clear reduction in the SNR 
of the scattering triggers at LLO and LHO for the Post RC scattering [70]. At LLO for 
example, the number of triggers in the SNR bin 20-25 after RC tracking is 89, while for the 
same bin, before RC tracking, LLO registered 1127 scattering triggers. The SNR comparison 
is shown in Figure 4.10a and Figure 4.10b. 
We also compared the rate of scattering triggers against the microseismic ground motion 
for Pre and Post RC tracking. Here again, we found that for similar levels of microseism 
above 1 µ m / s , the Post RC glitch rates are considerably lower at both the sites as shown in 
Figure 4.10c. and Figure 4.10d [71]. As can be seen from these figures, the ground motion 
in the microseismic band is usually higher at LLO than at LHO. 
4.5 Relative Motion between Test Mass and Transmitted Light Monitors 
As mentioned in section 2.4, the control drive sent to the end test mass chain creates 
relative motion between the test mass and all other objects in its vicinity, such as the AERM, 
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(a) SNR comparison at LLO. (b) SNR comparison at LHO.
(c) Glitch rate comparison at LLO. (d) Glitch rate comparison at LHO. 
Figure 4.10. The top images compares the SNR of scattering triggers before and after RC 
tracking for LLO and LHO. The SNR distribution is plotted during similar levels of before 
and after ground motion in the microseism band. The bottom plots compare the scattering 
glitch rates for different levels of microseismic ground motion before and after RC tracking. 
For the Pre RC tracking microseism ground motion data considered for LHO in this study, 
no data was found above 1500 µ m / s . The scattering triggers for these plots were fetched 
from GravitySpy with confidence above 0.9 and SNR above 10. 
the TMS, vacuum chamber walls, or mechanical structures. When motion is high enough, the 
phase modulation from this path length difference can show up as scattering arches in both 
h(t) and the transmitted light monitors, labelled QPD in Figure 4.9. The motion between 
the main and reaction chain is twice compared to the motion between test mass and all other 
objects. Thus, the scattering shelf/arch due to ETM-TMS relative motion is observed at 
one-half the frequency of the scattering shelf/arch due to ETM-AERM relative motion. This 
can be seen in Figure 4.11a where the first harmonic due to ETM-AERM scattering is at 40 
Hz and the scattering arch due to ETM-TMS scattering is at 20 Hz. Before RC tracking, a 
scattering shelf in transmitted light monitor at f Hz will predict scattering shelves in h(t) at 
f Hz due to ETM-TMS coupling and at 2 f , 4 f , 6 f and so on due to ETM-AERM coupling. 
Following RC tracking, a shelf in transmitted light monitor at f Hz only corresponds to a 
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shelf in h(t) at the same frequency.
(a) Scattering in h(t) before RC tracking. (b) Scattering in X end QPD before RC tracking.
(c) Scattering in h(t) after RC tracking. (d) Scattering in X end QPD after RC tracking. 
Figure 4.11. The top left plot shows scattering arches in h(t) Q-scan during a day with very 
high microseism. Multiple reflections between the test mass and reaction mass generates the 
multiple harmonics. The first harmonic of the light scattering due to ETM-AERM relative 
motion is close to 40 Hz with higher harmonics present at ∼ 80 Hz, ∼ 120 Hz. Since the 
relative motion between the test mass and TMS is one-half of the ETM-AERM motion, the 
scattering arch due to ETM-TMS scattering is at ∼ 20 Hz. The top right plot shows this 
scattering arch in the transmitted light monitor. After RC tracking was implemented the 
noise due to ETM-AERM relative motion has reduced considerably. And thus during high 
ground motion post RC tracking, only the ETM-TMS noise coupling shows up as scattering 
arches in h(t) and the transmitted light monitor as shown in the bottom plots. 
Figure 4.11c shows a slow scattering arch in the time-frequency representation, after the 
RC tracking was implemented. The lack of multiple arches suggests that the scattering path 
does not involve multiple traversals between the test mass and the scatterer. The TMS-ETM 
scatter mechanism was confirmed experimentally. Low frequency motion was injected at the 
Y end seismic isolation table, forcing the DARM loop to respond by inducing large motion 
at the X end test mass and creating a scatter shelf in h(t). The TMS was then fed the same 
motion, reducing the relative motion in between it and the optic and the h(t) scatter shelf 
disappeared [72, 73, 74]. 
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Figure 4.12. The left image shows Relative Intensity Noise (RIN) of X end transmitted light 
monitor and h(t) before RC tracking was implemented. The scattering shelf at 10 Hz in 
h(t) correlates with ETM-TMS noise coupling, while the higher frequency shelves at ∼ 20 
Hz and ∼ 40 Hz are due to ETM-AERM scattering. The image on the right is for a Post 
RC tracking scattering event and higher frequency shelves are absent in h(t) due to reduced 
relative motion between the main chain and the reaction chain. 
With RC tracking the higher frequency scattering shelves due to ETM-AERM coupling 
have gone away. Figure 4.12 compares the scattering shelves in h(t) and X end transmitted 
light monitor for scattering events before and after RC tracking. The DARM control signal 
is sent to one test mass and this results in large relative motion between the test mass and 
its surroundings. One remedy to reduce the ETM-TMS relative motion is to split and apply 
this control drive at all four test masses forming the LIGO arm cavities. This will reduce 
the relative motion by a factor of 4. Further reduction can be employed by making the TMS 
follow the test mass chain like in the test described above and we intend to implement this 




Scattering noise affects the data quality of the Advanced LIGO detectors. Upconversion 
of the low-frequency noise due to large optic motion reduces the detector’s sensitivity in 10 - 
120 Hz band. In this chapter, I analyzed light scattering in LLO during O3 and showed the 
presence of two different populations of scattering noise, slow scattering and fast scattering. 
I investigated slow scattering that appears with a typical arch shape in the time-frequency 
representation and found two different paths through which this noise couples to the detector 
simultaneously. We were able to implement a solution for the louder noise coupling that 
resulted in a substantial reduction of the noise, and we discussed possible remedies for the 
second one. One of these solutions, the TMS feed forward, we plan to implement in O4.
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CHAPTER 5. DETECTOR CHARACTERIZATION PROJECTS 
Scattered Light and Loud triggers are two major transient noise categories that appear 
very frequently in the strain data at LIGO. Both of these glitch classes are detrimental to our 
efforts of obtaining clean gravitational wave signals. In this chapter, I discuss three projects 
I worked on that contributed to an improved characterization of these two major sources of 
transient noise. 
5.1 Scattering arches in alignment sensing and control photo-diodes 
During high ground motion in the earthquake 0 . 03 − 0 . 1 Hz and microseismic 0 . 1 − 0 . 3 Hz, 
slow scattering noise shows up in h(t) very regularly at LLO and LHO. During O3 for days 
with high ground motion in these bands, I noticed strong Hveto correlations between h(t) 
and some auxiliary channels in the alignment sensing and control (ASC) at the X end of the 
LIGO interferometer at LLO. For these days, Hveto would pick up X end ASC photo-diodes 
(PD) as the top round winner channels very regularly. To further establish the correlation, I 
examined the h(t) as well as the auxiliary omega-scans of the triggers vetoed by these ASC 
PD’s on these high ground motion days. These scans confirmed the presence of scattering 
arches in the primary and these auxiliary witness channels. This represents a very strong 
correlation because not only the auxiliary witness channels exhibit noise during the presence 
of scattering in h(t), the glitch morphology of the auxiliary noise is also similar as shown 
in figure 4.11c and 4.11d. Scattering arches in X-end ASC PD’s correspond to presence of 
scattering noise in primary GW channel [43]. Fig 5.1 shows a time correlation between the 
slow scattering triggers in h(t) as identified by GravitySpy and the noise in the transmitted 
light monitor below 20 Hz. When such a connection is established, there are two major steps 
that can be taken next: 
• We can use the auxiliary witness channel to either veto GW candidates or identify the 
times when this particular noise appears in the primary GW channel. 
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• We can investigate the possibility of a noise source either at or in the vicinity of the 
auxiliary witness channel.
Figure 5.1. Time coincidence between X end transmitted light monitor and “slow scattering” 
in h(t) channel during the first three months of O3a at LLO. The top plot shows slow 
scattering triggers identified by GravitySpy above a confidence of 0.95 in h(t) and the bottom 
plot shows the omicron triggers in X end transmitted light monitor during the same time 
period. The vertical lines show the correlation between the scattering in h(t) channel and 
noise in the transmitted light monitor channel. 
The first step will help us identify the times when the noise is present in h(t) and we can 
use this information to collect more data on the status of detector and environment at those 
times. The statistical analysis of this data will be helpful in improved characterization of 
the noise and can help us find the actual source of the noise. Once we have a good idea of 
where exactly the noise is coming from, we can make hardware or software changes to either 
eliminate the noise or reduce its rate. Next I discuss my work on developing an extension of 
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gwdetchar-scattering tool to identify scattering in h(t) using the X end transmitted photo- 
diodes witness sensors. In Chapter 4, I discussed in details our efforts on locating the source 
of slow scattering and the implementation of a technique that reduced the rate of scattering 
by a considerable amount.
Figure 5.2. Flowchart of the process to capture scattering in h(t) by using segments generated 
from whitened transmon BLRMS. Transmon or transmitted light monitor’s time series is first 
whitened to normalize the power in the frequency bins. This is followed by band-passing 
the data between 4 and 10 Hz. Since the scattering arches show up in this frequency range 
in the transmon, band-passing will remove any noise outside this range. After taking the 
root-mean-square, any values of this whitened and band-passed time-series above a given 
threshold are converted to segments. We then look for coincidence between these BLRMS 
segments and h(t) omicron triggers filtered by SNR and frequency. 
To capture the scattering triggers in h(t), we use whitened band-limited root mean square 
(RMS) segments constructed from the raw time-series of the transmitted light monitors, in 
the frequency band of interest. A scattering trigger in h(t) shows up as a spike in these band- 
limited RMS (BLRMS). By choosing a suitable threshold, we can create BLRMS segments 
and then use time coincidence with the Omicron triggers in h(t) to identify the scattering 
triggers. Any h(t) triggers that coincide with these band-limited segments are then written 
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to a file as potential scattering. This process is shown in Figure 5.2. Before finding time 
coincidence between the h(t) triggers and BLRMS segments, we filter the triggers by SNR 
(between 15 and 200) and frequency (between 10 Hz and 60 Hz), thus excluding the loud 
triggers that can pollute the algorithm. The transmitted light monitors witness loud slow 
scattering as 95 % of the light transmitted through the ETM is dumped before it reaches 
the TMS, hence we use a lower SNR limit of 15.
(a) (b) 
Figure 5.3. For O3a, the first pie chart shows that most of the triggers vetoed by BLRMS 
segments are identified as scattering by GravitySpy above a confidence of 0.8. The spectro- 
grams of a subset of false positives show most of them are slow scattering but were labeled 
with a confidence lower than 0.8 by GravitySpy. The second pie chart shows that BLRMS 
segments caught close to 75 % of the slow scattering that GravitySpy identified above a 
confidence of 0.8. 
We performed the analysis for O3a, from April 1, 2019, to Sep 30, 2019. The BLRMS 
segments identified 3864 h(t) triggers as scattering at LLO while GravitySpy found 3663 
scattering triggers above confidence of 0.8. Three-fourth of the GravitySpy scattering match 
with scattering triggers caught by BLRMS segments. 71 % of the 3864 triggers caught by 
BLRMS segments match with GravitySpy output. This suggests that 29 % of 3864 or ap- 
proximately 1120 triggers are false positive with respect to GravitySpy. The time-frequency 
spectrograms of 57 randomly chosen trigger times from these 1120 triggers showed that as 
many as 40 of these were scattering triggers, but they were not labelled as scattering by 
GravitySpy above confidence of 0.8. This suggests that either GravitySpy is misclassifying 
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these transients or classifying them as Scattering but with confidence lower than 0 . 8 . In 
either case, this calls for a GravitySpy overhaul and possible retraining of the algorithm. 
GravitySpy retraining and reclassification of O3 data is discussed in Chapter 6.
Figure 5.4. Comparing efficiency over deadtime between OSEMs and BLRMS segments. 
This shows that for slow scattering that occurred on Apr 13, May 13 and June 25, 2019, 
transmmited light monitor’s band limited RMS segments perform better than OSEMs in 
identifying it. 
We also examined the performance of BLRMS segments against OSEM time series on 3 
days in O3a dominated by slow scattering noise. Figure 5.4 shows the efficiency over dead 
time for Apr 13, 2019, May 13, 2019, and June 25, 2019. Efficiency is the fraction of filtered 
h(t) triggers that coincide with BLRMS segments. Deadtime refers to the total duration 
of the segments as a fraction of the total observing duration for that day. A large value 
of efficiency over deadtime is preferred as the goal is accurate identification of noise. For 
all the three days as shown in figure 5.4, BLRMS segments register higher efficiency over 
deadtime than OSEMs scattering segments. The gwdetchar-scattering algorithm with 
just OSEMs as scattering witnesses, is designed to capture the motion of optics throughout 
the interferometer. As we have identified the likely location of scattering, we can use a more 
specific approach by employing the transmitted photodiode’s BLRMS segments to capture 
the noise. 
After showing a strong correlation between scattering noise in h ( t ) and transmitted 
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photod-diode channels, I worked with Alex Urban to add the auxiliary sensors on the Scatter- 
ing Summary page. These sensors, along with OSEMs are now used as witness of scattering 
noise. 
5.2 Characterization of Loud Triggers 
Noise transients at LIGO can be divided into two major classes: transients with environ- 
mental coupling and transients with non-environmental coupling. Light scattering discussed 
earlier, shows strong dependence on environmental conditions such as wind, earthquakes, 
ocean waves. Blips, Tomte, Loud triggers however, are some of the major glitch categories 
that have not shown an environmental coupling with the instrument. We believe these 
artifacts have their origin in the complex detector instrumentation, which complicates the 
process of identifying their exact source. Loud triggers in particular, are harmful to LIGO 
sensitivity as they saturate the most sensitive search region in 10 − 500 Hz band that causes 
huge drops in the astrophysical range of the detector. 
GravitySpy assigns these high SNR triggers the glitch categories Extremely Loud followed 
by Koi Fish. Figure 5.5 shows an omega-scan of a loud trigger and the associated drop in 
the range caused by it. There is no consensus, but any glitch with SNR above 100 is 
generally called a loud trigger. With this limit defined, loud triggers occurred at a rate 
of approximately 3 per hour at LLO and LHO during the third Observing run. A proper 
understanding of their exact origin has eluded us but detector characterization efforts have 
led to an improved understanding of loud triggers and their properties. 
Higher rate of loud transients in the third Observing run. 
The frequent large range drops during O3 led to the question of whether the rate of 
loud transients is higher in O3 as compared to O2. Answering such questions is important 
because it can lead us to establish some connection between changes in the detector and 
rate of transients. One way to answer this question is to simply calculate the rate of triggers 
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(a) Omega-scan of a loud transient in h(t) (b) BNS Range 
Figure 5.5. Left : Omega-scan of a loud noise transient. Loud transients are short duration 
glitches that occur with a Poisson distribution at LHO and LLO. We have not found an 
environment or instrument coupling for the loud transients. Right : BNS range drop at the 
time of loud transient. Loud transients are responsible for the largest range drops observed 
in LIGO detectors. 
with SNR above 100 or any other value in O2 and compare it with the corresponding rate in 
O3. This naive comparison of the transient rate with the same SNR threshold is inaccurate 
because of the change in detector sensitivity between the observing runs. In comparison 
to the SNR, the trigger’s amplitude, is another noise characteristic that provides a better 
intuition of the absolute energy of the transient. SNR and the amplitude of the noise transient 
are directly proportional to each other, a higher amplitude in principle will correspond to a 
higher SNR. The two quantities are related by the following equation:








S(f) is the PSD or power spectral density, ρ is the SNR and h̃ ( f ) is the amplitude of 
the transient [51]. As can be seen from this equation, same amplitude will yield a different 
SNR depending on the search sensitivity. Specifically, triggers in O3 will get assigned higher 
SNR as compared to O2 for similar values of amplitude due to higher sensitivity. Since 
the sensitivity during O3 was about a factor of 2 better than during O2, we should expect 
that for similar values of SNR, trigger amplitudes in O3 would be about one-half of the 
corresponding O2 values. This is evident in the Figure which shows a comparison of median 
amplitude of omicron triggers for SNR between 100 and 1800 for O2 and O3. For these 
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reasons, SNR will not yield an accurate comparison of the rate of loud transients between 
the two observing runs. Instead of SNR, I used the signal’s absolute energy or its amplitude 
to compare the rates in O2 and O3.
Figure 5.6. Loud transients rate comparison between O2 and O3a. This plot shows that the 
rate of transients above a specific threshold amplitude was higher in O3a compared to O2. 
Since I used noise amplitude instead of SNR for this comparison, this increase in rate cannot 
be explained solely on the basis of increase in sensitivity from O2 to O3a. 
The first consideration to make before this comparison is to establish a threshold ampli- 
tude hthr es for the loud transients. Any trigger in O2 or O3 with amplitude above hthr es will 
be considered a loud trigger. We can find the threshold amplitude by asking the question 
What is the approximate SNR range of triggers above which we observe large range drops? 
and then calculating the median amplitude of triggers in this range of SNR. I found that 
during O3, omicron triggers with SNR between 180 and 200 have an unambiguous adverse 
impact on the range of the detector. I calculated the median amplitude of all the O3 omicron 
triggers with SNR between these two values and assigned the it as the threshold amplitude 
for loud noise transients. Any omicron trigger now in O2 and O3 above this threshold am- 
plitude of 8 . 2 × 10− 22 can be considered loud resulting in a large range drop. I used a peak 
frequency threshold of 30 Hz for this calculation since detector’s sensitivity below 30 Hz goes 
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down and we do not expect to detect gravitational wave signals in that region. I compared 
the rate of transients with amplitude above hthr es in O2 and O3a at LLO. The result is 
shown in Figure 5.6 which shows a higher rate of loud triggers during O3a compared to O2 
as evidenced by the frequent range drops. Choosing the amplitude over the SNR of the trig- 
gers to make this comparison warrants that the increase in rate is not an artifact of higher 
sensitivity but due to some unknown underlying issue in the detector [75]. Understanding 
the correlations between loud transients and different subsystems of the detector may shed 
light on the source of noise. This is discussed next. 
Loud transients and auxiliary channels 
During O3a, Hveto found strong statistical correlations between loud transients in h(t) 
and channels in the Length Sensing and Control (LSC) subsystem of the detector. On 
most days, the Hveto picked up an LSC channel as the round 1 winner vetoing high SNR 
transients in the primary GW channel. To further establish and explore this relationship I 
wrote a Hveto utility function. For each day of the Hveto run, the script concatenates event 
time, frequency, SNR, vetoing auxiliary channel and significance of all the primary vetoed 
triggers. I analyzed the distribution of auxiliary veto channel of vetoed primary triggers with 
SNR above 200. This distribution is shown in Figure 5.7 for LHO and LLO during O3a and 
O3b. 
Except during O3b at LLO, at least 60% of the omicron triggers with SNR above 200 
were vetoed by a specific subset of auxiliary channels in LSC at both the detectors. At 
Hanford, the second spot is also taken by another auxiliary channel in LSC. These statistics 
show a strong enough correlation to call for a more in-depth look into the LSC feedback 
loop. A comparison of O3a and O3b spectrum of LSC POP channel at LLO revealed the 
change in its sensitivity. In O3b, the channel had a higher noise floor compared to O3a 
[add ref]. This means that for the similar transient noise amplitude in h ( t ) , the SNR of 
the transient in LSC POP channel would be smaller due to its elevated reference noise. 
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(d) H1 O3b 
Figure 5.7. Distribution of Hveto auxiliary winner channels that vetoed omicron triggers 
with SNR > 200 during O3a and O3b at LLO and LHO. Channels in the LSC subsystem 
regularly vetoed majority of the loud omicron triggers at both the detectors. During O3b, the 
LSC-POP channel at LLO had a relatively higher noise floor which can explain its absence 
in the top right image. This strong correlation suggests a possible connection of loud triggers 
with the LSC feedback loop. 
The instrumentation changes at LLO during the October commissioning break could have 
contributed to this statistical correlation change. This explains LSC POP’s absence in the 
list of auxiliary sensors that vetoed loud triggers at LLO during O3b shown in Figure 5.7b 
[76]. 
5.3 Fast scattering noise in LIGO detectors 
Fast scattering transient noise, which I briefly discussed in section 4.2 and section 6.2, is 
the most frequent source of transient noise at LLO during O3. GravitySpy, classified 27 . 1 % 
of all the glitches during O3 at Livingston as Fast Scattering with confidence above 0 . 9 . It 
was previously thought that only anthropogenic ground motion ( 1 − 6 Hz) showed a strong 
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Figure 5.8. Spectrograms showing examples the Fast Scattering sub-classes. Left: The 2 Hz 
Fast Scattering is associated with an increase in microseismic ground motion ( 0 . 1 – 0 . 3 Hz ) 
at the observatory site. Middle: The rate of 4 Hz Fast Scattering goes up with an increase 
in the anthropogenic band ( 1 – 6 Hz ) caused due to trains, thunderstorms or human activity 
near the instrument. Right : A very high peak frequency Fast Scattering observed in the post 
O3 LLO data. Noise in the band 30 − 200 Hz is especially detrimental to the data quality 
as this is the frequency region with the highest sensitivity. 
correlation with Fast Scattering triggers. After the inclusion as a GravitySpy glitch category 
discussed in Chapter 6, I found that microseismic ground motion ( 0 . 1 − 0 . 3 Hz) near the 
site also increases the rate of fast scatter in the detector, albeit at a different frequency. 
Anthropogenic ground motion is associated with 4 Hz fast scatter whereas microseism raises 
the rate of 2 Hz fast scatter in the detector. Figure 5.8 shows the time-frequency spectrogram 
of 2 Hz and 4 Hz Fast scattering glitches at LLO. It is important to mention that prior 
RC tracking implementation, a high microseism would normally increase the rate of Slow 
Scattering glitches. This correlation between microseism and 2 Hz fast scatter analyzed in 
this Chapter is for Post RC tracking in O3b. 
2 Hz fast scattering 
As shown in the Figure 5.8, the arches in 2 Hz fast scatter are separated by ∼ 0 . 5 s. An 
increase in microseismic ground motion near LLO, which is caused by ocean waves in the 
Gulf of Mexico has been strongly correlated with an increase in the rate of 2 Hz Fast scatter 
during O3b. Currently, GravitySpy does not classify the two population as separate glitch 
categories. So we have to use alternate methods such as visually examining the Omega- 
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Figure 5.9. The first half of Feb 7, 2020 at LLO was dominated by a high microseism while 
in the second half, trains and human activity raised the anthropogenic band ground motion. 
The bottom plot shows the SNR distribution of omicron triggers for the day. Omega scans 
show that majority of these triggers in the first half belong to 2 Hz Fast scattering, while 
the two clusters in the second half, coincident with high anthropogenic ground motion, are 
dominated by 4 Hz Fast scattering population. 
scans and checking which ground motion band (anthropogenic or microseism) was high on a 
particular day to assess whether 2 Hz or 4 Hz was more dominant on a particular day. Such 
an assessment for Feb 2020, showed 2 Hz was more prevalent on Feb 21 due to very high 
microseism. On most days though in Feb 2020, both fast scattering population would show 
up. The top and the bottom plots in Figure show that on Feb 7, microseism was high in 
the first half of the day while trains increased the ground motion in anthropogenic band in 
the second half of the day. The middle plot shows the corresponding increase in the rate of 
glitches. 
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Figure 5.10. The purple dots are h ( t ) omicron glitches and the red stars indicate the h ( t ) 
triggers vetoed by the ITMX Optical Lever channel in the first round of the Hveto run. Feb 21 
was a day with very high microseismic ground motion near LLO and on this day GravitySpy 
classified 2074 triggers as Fast Scattering with confidence above 0 . 9 . Majority of these belong 
to the 2 Hz Fast scattering population which the ITMX Optical lever consistently witnesses. 
I noticed that for days in O3b (Post RC tracking) with high microseism and correspond- 
ingly high number of 2 Hz Fast scatter, Hveto consistently picked Optical Lever channels in 
the ITMX suspension as top round winners. Figure 5.10 shows the h ( t ) triggers vetoed by 
the ITMX channel on Feb 21, a day with very high microseism and a high number of 2 Hz 
fast scattering glitches. Similar correlations were observed for other days in O3b. Between 
Feb 1, 2020 and March 1, 2020, the ITMX OPLEV auxiliary channels vetoed a total of 1469 
h ( t ) triggers with SNR above 8, and 872 ( 60 %) of these were classified as Fast Scattering 
by GravitySpy above a confidence of 0 . 9 . Omega-scans of a sample of these glitches showed 
majority of them were 2 Hz Fast Scatter. 
The next step usually in such an investigation, is to look at the noise morphology of 
the auxiliary channels. Omega scans of a number of auxiliary channel showed long duration 
arches, at times of 2 Hz Fast scatter in h ( t ) ! This is only mildly surprising, since we know 
that 2 Hz Fast scatter is during high microseism, and high microseism is assoicated with long 
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(a) Pre Stabilized Laser Photo-diode (b) Michelson Cavity
(c) Signal Recycling Cavity (d) ITMX Optical Lever 
Figure 5.11. Long duration arches are present in the Omega-scans of a number of auxiliary 
channels during 2 Hz Fast scattering arches in the primary GW channel. This hints towards a 
potential scatterer in the vicinity of these channels, moving at microseismic frequencies. The 
2 Hz Fast scattering seen in h ( t ) may not have any physical correlation with this auxiliary 
noise. 
duration Slow scattering arches. Figure 5.11 shows Omega-scans of auxiliary channels at a 
gpstime of 2 Hz Fast scattering glitch in h ( t ) . The presence of these arches in the auxiliary 
channel strongly suggests some moving parts in the vicinity of these channels. This motion 
however, unlike the ETM-AERM and ETM-TMS motion discussed in section 4.3 and section 
4.5 respectively, is not strong enough for these arches to show up in DARM. We are not sure 
if there is a physical association between these long duration arches in the auxiliary channels 
and the short duration 2 Hz Fast scattering arches seen in h ( t ) . 
A series of injection tests, performed near the cryobaffle at corner station, revealed the 
presence of low Q 2 Hz resonances [77]. The current hypothesis is that by itself, this 2 Hz 
motion in the corner station is not big enough to cause noise in DARM. A combination of 
high microseism and this 2 Hz motion is thus required, to create the fast scattering noise 
seen in h ( t ) [78]. 
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Figure 5.12. The passing of trains on a track near the Y end of LLO as well as thunderstorms 
in the area are known to increase the rate of noise transients. The top plot shows the increase 
in ground motion in the anthropogenic band first due to two loud thunders between 5 and 
6 am UTC, and then later due to a train [79]. Both of these incidents increased the rate of 
glitches shown in the bottom plot. 
4 Hz fast scattering 
The arches in the 4 Hz Fast scattering, shown in the right image of Figure 5.8, are 
separated by ∼ 0 . 25 s. As mentioned previously, the rate of 4 Hz fast scatter in DARM 
increases with an increase in ground motion in 1 − 6 Hz anthropogenic band. Trains on the 
track near the Y end of LLO is the most frequent cause of the 4 Hz noise, along with human 
activity such as logging, and road work near the site. Bad weather, thunderstorms near the 
detector have also been responsible for an increase in 4 Hz fast scatter in h ( t ) . Figure 5.12 
shows an increase in noise between 5 : 00 and 6 : 00 UTC on Feb 6, 2020 due to a particularly 
bad thunderstorm passing through Livingston, Louisiana. Later in the day, between 22 : 30 
and 23 : 00 UTC, a train passing through shakes the ground and causes noise in the primary 
gravitational wave channel. The omicron triggers at both of these occasion, belong to the 4 
Hz population of Fast scattering noise. 
76
 
Figure 5.13. Sweep injections from 1 to 5 Hz at a location near the End Y cryobaffle shown 
on the bottom plot. This test is repeated twice to make sure any response from DARM is 
not a coincidence. The top plot shows the DARM response. Two resonances are observed at 
frequencies close to 3 . 5 Hz and 4 . 62 Hz. As can be seen in this plot, the 4 . 62 Hz resonance 
rings up more vibrations and thus has a higher associated Q value with it. 
We did not find any auxiliary witness channels for the 4 Hz noise in h ( t ) . But Physical and 
Environment Monitoring tests, revealed the presence of 3 − 5 Hz resonances at a number of 
locations in the detector at LLO and LHO. In these PEM tests, the idea is to inject noise that 
is similar to environmental disturbances and measure the response of the interferometer. The 
location where these injections are performed depends on where we think the noise coupling 
potentially exists [80]. A shaker near the cryobaffle at Y End station of LLO was used to 
sweep through 1 to 5 Hz. This sweeper injection showed resonances at frequencies close to 
3 . 5 Hz and 4 . 62 Hz with Q values of ∼ 140 and 440 respectively. Figure 5.13 shows the 
injection and the DARM response. Similar tests at the End X and Corner station at LLO 
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showed cryobaflle resonances between 3 and 5 Hz but with a much higher Q value of ∼ 2000 
[78, 81, 82, 83, 84]. Before the start of O4, the commissioners at both the observatories plan 
to dampen these cryobaffle vibrations and re-evaluate the impact of ground motion. 
5.4 Conclusion 
During O3, transient noise due to scattered light was the most frequent source of distur- 
bance at both the Advanced LIGO detectors. It consistently pollutes the LIGO data quality 
in the 10 − 120 Hz band and undermines the gravitational-wave detection confidence. Apart 
from scattered light, short duration transients with very high SNR were another problematic 
source of noise during O3. These loud transients are responsible for large and frequent drops 
in the astrophysical range of the detector. In this chapter, I discussed methods by which 
light scattering and loud transients were characterized. In case of "slow scattering", I showed 
how we can use witness auxiliary channels to identify and potentially veto the noise. These 
auxiliary sensors are now used on Scattering Summary page to identify slow scattering noise 
in the primary GW channel at LIGO. As discussed in Sec 4.5, the relative motion between 
the ETM and TMS, on which these auxiliary sensors are mounted, was recognized as one of 
the physical mechanism through which slow scattering noise couples into the detector. We 
plan to reduce this motion before the next Observing run. For Fast Scattering, I showed the 
existence of two sub-populations that correlate with ground motion in different bands. For 
one of these, the 2 Hz Fast scattering, there exists auxiliary witness channels. However, we 
are not aware of any direct physical association between these auxiliary channels and the 2 
Hz noise in h ( t ) . For the other 4 Hz population, I discussed the cryobaffle resonances found 
in the End and Corner stations at the detector at frequencies close to 4 Hz. Damping these 
resonances may reduce the amount and severity of the noise. 
For the loud transients, I showed the frequent statistical correlations observed by Hveto 
between the auxiliary channels in Length Sensing and Control and loud triggers in h ( t ) . We 
are not aware of any environmental coupling for these loud glitches and more investigation 
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into the LSC feedback loops is required to understand their potential origin. I also showed 
that the rate of loud transients increased in O3 from O2. This was an absolute increase and 
not just due to a change in sensitivity between the Observing runs.
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CHAPTER 6. IDENTIFYING FAST SCATTERING NOISE 
WITH MACHINE LEARNING IN LIGO 
Since the first gravitational-wave observation in 2015 by aLIGO, the rate of detection 
has accelerated, reaching about one per weak in the most recent observing run (O3) [6]. 
The wealth of data provided from ever-more sophisticated detectors enables scientific break- 
throughs, but only if we can effectively use all this data. How to intelligently use big data 
sets is a difficult challenge: it is not always feasible for scientist to carefully examine entire 
data sets. One approach is crowd-sourcing analysis through citizen-science projects; here 
volunteers perform activities such as image classification at a scale impossible to a small 
science team. Alternatively, analysis may be automated through use of machine-learning 
algorithms; these can be trained to reproduce complicated operations enabling computers 
to quickly analyse data. Both citizen-science and machine-learning approaches have been 
successfully applied to a wide range of problems. In this chapter I examine the problem of 
identifying new noise features ( glitches ) within data from the two LIGO gravitational-wave 
observatories in Livingston, Louisiana and Hanford, Washington. 
LIGO data quality is adversely affected by glitches [47, 85]. As the detectors undergo 
commissioning, glitch classes can be eliminated as their sources are identified, but new classes 
may also arise (either because a change to a detector subsystem inadvertently introduces a 
glitch, or because improvements in detector sensitivity reveal a noise source). Before the start 
of O3, a number of upgrades were applied to the detectors, chief among them increase in laser 
power and addition of squeezed light; these increased the detector’s sensitivity by a factor of 2 
in the most sensitive frequency band compared to the second observing run [32, 6]. However, 
this was accompanied by an increase in the glitch rate, at the LIGO Livingston Observatory 
the rate of glitches with signal-to-noise ratio (SNR) above 6 . 5 increased by a factor of 4 [6]. 
Identifying the origins of glitches is key to making the best use of gravitational-wave detector 
80





−0.4 −0.2 0.0 0.2 0.4
Tomte
































Figure 6.1. Transient noise categories in GW strain data. Top left : Koi Fish is a small 
duration broadband noise, usually with high SNR. Top right : Tomte is another short 
duration noise category which showed up with a high rate at LLO during O3. Bottom 
left : Slow Scattering shows up as long duration arches between 10 and 120 Hz in the GW 
strain data. Bottom right : Extremely loud are very high SNR triggers that saturate the 
time-frequency plane and cause large drops in the astrophysical reach of the detector. While 
the rate of Slow scattering goes up with ground motion close to the detector, the other 
transient noise categories have not shown any environmental coupling. [cite O3 Detchar 
paper] 
data. 
6.1 GravitySpy, Machine Learning and O3 Classification 
Potential glitches in the LIGO data are identified by event trigger generators which 
identify excess power in the data stream. All the transient noise data analyzed in this paper 
was detected by the Omicron algorithm [86, 50]. As discussed earlier in section 3.3, the 
Omicron algorithm annotates each of these detected triggers with specific characteristics such 
as event time, peak frequency, central frequency and SNR. Other than these characteristics, 
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the time–frequency structure of a glitch is the most important feature that separates it from 
other transient noise sources. The glitch morphology of the trigger can be visualized in a 
time–frequency spectrogram commonly known as omega-scans [55, 54]. These omega-scans 
are used frequently in data-quality studies to establish potential noise correlations between 
different parts of the detector [transmon alog]. Examples of the range of morphologies 
are shown in figure 6.1. Different sources of transient noise saturate different areas of the 
time–frequency plane. These distinguishing patterns can be used to categorise glitches. 
Gravity Spy is a detector characterization tool that uses machine learning to classify the 
transient noise data at LIGO and Virgo into several different noise categories [57]. Its 
neural network based architecture is first trained on the labelled transient noise image data. 
During this training the algorithm learns to recognize the visual patterns in the training 
set images. Later, the algorithm uses this knowledge gained during the training to classify 
unseen transient noise data across different labels. 
A Primer on Machine Learning 
Machine learning (ML) is a sub-field of Artificial Intelligence (AI). The main objective 
of ML algorithms is to learn patterns in the data and then use this learning for prediction, 
automation of specific tasks, improved data processing, etc. These algorithms are first trained 
over input data with specified output labels associated with each training example, and then 
their prediction is tested over new data. For example, an image-recognition algorithm to 
classify Dogs vs. Cats images will first be trained over a number of labeled images. During 
this training, the algorithm will learn to recognize and associate specific details such as the 
shape and size of the nose, ears, eyes, and any other distinguishing features, with the output 
label (Cat or Dog). Once the algorithm yields a satisfactory performance over the training 
data, it can be used to predict unseen data. Thus from this discussion, it is clear that we 
have two essential requirements for a ML algorithm: 




2. Ability to check the performance of the algorithm and make necessary adjustments 
Along with the labeled training data points, we also need to quantify how good or bad 
a job the algorithm is doing. This can be done by comparing the output with the true 
label/output for each data point. The algorithm can then use this information to make 
necessary changes in the next training epoch. This feedback based self-adjustment in the 
algorithm so that with each training epoch, its output gets closer and closer to the true 
output is called learning and is shown in Figure 6.2. 
For a better understanding of the training process, I will divide it into two stages: 
1. Input data processing 
2. Optimization of algorithm’s performance 
Each training epoch contains these two steps with an objective of maximizing the number 
of correctly classified training examples by the end of the training process [87]. 
Input Data Processing 
At its core, an ML algorithm transforms the input data to a more useful representation 
so that its easy to classify it into separate classes. For example, this transformation may 
consist of converting a grayscale 28 x 28 pixel image to a column vector of length 784. Each 
cell of this vector will store a number representing the degree of the corresponding pixel’s 
grayness. Thus an image has been transformed to a vector, which is a better representation 
of the input data. There are many ways to transform the data, and this conversion from 
a grayscale image to a vector is just one of them. Finding representations of input data 




Once this conversion is done, the next step is to assign weights, a degree of importance , 
to each row or pixel value of the column vector. The training output is then calculated by 
multiplying the weight vector W with the input column vector X as:
y = W T · X (6.1) 
y = w1 x1 + w2 x2 + ......wn xn (6.2)
The column vector X stores features associated with each training example. In a grayscale 
image, these are pixel values; for a wine classifier, these features can be color, age of the wine, 
the region of origin, etc. Some of these features will carry a higher degree of importance 
and have larger weights associated with them. At the beginning of the training, the weights 
are assigned to small random numbers. At the end of each training epoch, the output y is 
compared to the true output ˆ y for each training example. Next, we look at the process of 
optimization based on this comparison. 
Optimization 
Since the initial weights are chosen randomly, the output is far from the true output. A 
function commonly known as loss function , calculates the distance between y and ˆ y . Based 
on this loss score , a process of optimization is performed that updates the weights ever so 
slightly for the next epoch, taking the y in the direction of ˆ y . Thus, during the training, 
the algorithm learns the relation between the features and the output label. This learning 
is reflected in the optimization of weights. 
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Figure 6.2. Machine Learning flow chart. The ML algorithm takes in the input data and 
gives a prediction based on the initial weight parameters. At the beginning of the training, 
these weights are set to random values and thus the predicted output is far from the true 
output. The Loss function, calculates the difference between the predicted output and the 
desired output for each training data point. This difference, also known as Loss score, is fed 
to the Optimizer which then updates the weights in a direction that reduces the loss score. 
In the next cycle, the algorithm uses these updated weights to update its prediction. The 
number of times the training cycle is repeated is a user defined argument and depends on 
how strict the requirement on training efficiency or final loss score is. 
Deep Learning 
Deep learning is a sub-field of ML which utilizes successive layers of neural networks 
to learn patterns in the data. The word “deep” refers to this successive layering of the 
neural networks, which provide an increasingly useful representation of the data. The first 
layer of the neural network architecture takes the input data and processes it using the first 
layer’s weights. The first layer’s output becomes the input for the second layer, which is 
then processed and passed on to the next layer in a similar way. The final layer’s output is 
the probability distribution over the n classes for the input data point. The data point is 
assigned to the class with the highest probability. For a detailed mathematical analysis for 
the neural network calculation refer to Appendix A. 
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GravitySpy: Algorithm and Training Data 
Gravity Spy uses Convolutional Neural Networks (CNN) to classify glitches into cate- 
gories [88]. CNNs are widely used for the analysis of visual imagery and are recognized as 
the primary choice of algorithm for tasks related to computer vision. Given an image, a 
trained CNN architecture will recognize different aspects in the image and assign varying 
degrees of weights and biases to these predictive features. Shape of an ear for example, is 
an important feature that can be used to classify a cat vs a dog. The model architecture of 
Gravity Spy contains four convolutional and two fully connected layers. The input shape of 
first CNN layer match the dimension of the image input and the dimension of the last Dense 
layer match the number of distinct classes for this classification. Softmax is the choice of 
activation function for the fully connected output layer whereas ReLu is used by the first five 
layers in the model [89, 90]. For each image fed to the model, the algorithm will calculate 
a probability score (confidence) for each class, and the image is assigned the class with the 
highest associated confidence. This probability score is given by the output of softmax layer 
as:
oi c = 
ew 
T
c · x∑C 
c =1 e
w Tc · x 
, (6.3) 
where oi c is the probability of i -th image for class c , C is the total number of classes, wc 
is the weight vector connected to the c -th node in the softmax layer and x is the input given 
to the softmax layer. Key to the performance of the CNN is the training set. 
The Gravity Spy training set is composed of time–frequency spectrogram images. Each 
image is a combination of four spectrograms of 0 . 5 s , 1 . 0 s , 2 . 0 s and 4 . 0 s duration centered 
on the same transient [57, 88]. Some of the noise categories such as the Blip are sub-second 
in duration whereas others like Slow Scattering extend 3 – 4 s . This concatenation of multiple 
duration images ensures that relevant features for each class are captured by the training 
set. The information in the pixel feature space of the training images is written to a file, 
which is then fed to the algorithm as input. The total number of training images for each 
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transient noise category is approximately a function of how frequently it shows up in the 
strain data. Blip and Slow Scattering for example, have more training data as they occur 
with a relatively higher rate. The previous training set contains a total of 7932 training 
images distributed among 22 classes; the GravitySpy model trained on this data set was 
used during the first two LIGO observing runs as well as during O3. The new training set 
includes two new glitch classes: Fast Scattering/Crown and Low-frequency Blips. Following 
O3, I retrained the CNN using the updated training sets, and reclassified the data set with 
this new model. 
Overview of O3 Data Quality 
During O3, Gravity Spy classified 195445 ( 32 . 0 /hr ) and 125256 ( 21 . 2 /hr ) omicron triggers 
from LIGO Livingston and LIGO Hanford, respectively, into one of the 22 pre-O3 classes 
with confidence above 90% and in the frequency range ( 10 – 2048 Hz ). Noise due to light 
scattering dominated at both Livingston and Hanford with 40 . 3% and 46 . 5% of the triggers 
being classified as Scattered Light at the two sites respectively. This is not surprising as 
ground motion is a persistent source of noise at both the observatories. During high ground 
motion, the vibrating hardware in the detector can reflect any stray light incident on it back 
into the main beam; the relative motion between the vibrating surface and the main optic’s 
mirrors introduces a time-varying phase to this stray light which shows up as noise [58]. At 
Livingston, the glitch categories Tomte and None of the Above are the most dominant after 
Scattered Light while at Hanford, Low Frequency Burst and Extremely Loud are the second 
and third most frequent source of transient noise respectively. The frequency of different 
glitch classes varies both between the two observatories and between observing runs. 
Two major clues pointed towards the need to recognize at least one new glitch category 
during O3: 




2. There were triggers classified as Scattered Light with a short duration arch compared 
to the prototypical scattering arch. 
The SNR and duration distribution of the Livingston glitches classified as Scattered Light 
hinted towards the presence of another population, one with a shorter duration and lower 
SNR than the conventional scattering triggers [25]. The time–frequency spectrograms of 
a number of None of the Above glitches appeared similar to new population of Scattered 
Light. A time comparison showed that days with a high number of None of the Above at 
Livingston were also the days with high ground motion, which is the main contributor of 
noise due to light scattering. These investigations pointed towards the presence of a new 
class of glitch with a coupling to ground motion similar to, but distinct from, the previously 
observed Scattered Light. This new glitch category came to be known within LIGO as Fast 
Scattering due to its short-duration arches, while the longer duration Scatter Light become 
known as Slow Scattering. 
Fast Scattering is subsecond-duration noise transients that affect LIGO data quality in 
the 20 – 60 Hz . A comparison of Slow Scattering and Fast Scattering is shown in Fig. 6.3. 
The rate of fast scattering has found to be strongly correlated with ground motion in 1 – 6 Hz 
frequency band. Human activity, thunderstorms, logging and trains near the site are major 
causes of ground motion in this band. Fast Scattering is a more common at Livingston than 
at Hanford due to differences in ground motion as well as the detector sensitivity [91]. 
Apart from Fast Scattering, Low frequency Blip is another addition to the GravitySpy 
training set. Blips are sub-second duration broadband glitches that show up very regularly 
at both the LIGO detectors [92]. Blips have not shown any environmental coupling as 
of yet. Due to their glitch morphology, blip glitches are considered especially harmful for 
background search in the high mass region. Efforts to understand their origin have largely 
been unsuccessful though a lot of sources have been ruled out [93, 94, 95]. During O3, I 
noticed a lot of glitches with duration similar to Blips but with much lower Peak frequency 























Figure 6.3. Top : Slow Scattering shows up as long duration arches and is correlated with 
an increase in ground motion in the earthquake ( 0 . 03 – 0 . 1 Hz ) and microseism ( 0 . 1 – 0 . 3 Hz ) 
band. Bottom : Fast Scattering arches arches occurs with a higher frequency and is more 
common during an increase in anthropogenic band ground motion ( 1 – 6 Hz ) 
for these glitches called Low-frequency Blips. Both of these glitch categories are shown in 
Figure 6.4. 
6.2 Retraining GravitySpy 
Gravity Spy project combines the power of citizen science and machine learning.1 Citizen- 
scientist volunteers are asked to sort glitches into a number of classes. These classifications 
are used to build a Volunteer training set used to train a Volunteer convolutional neutral 
network (CNN) model [88]. The citizen scientists are trained through a series of levels, 
starting with classifying glitches the machine-learning algorithm calculates as confidently 
belonging to a subset of easily distinguishable classes, and progressing to classifying glitches
1Gravity Spy Zooniverse project gravityspy.org/ 
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(a) Blip (b) Low frequency Blip 
Figure 6.4. Blip glitches are short duration noise transients that appear regularly in the 
detector data and have not yet shown any environmental coupling. One way to categorize 
these blips is on the basis of how broadband they are in the time-frequency spectrogram. 
Left shows an example of a broadband Blip. Right shows a Low frequency Blip, a new glitch 
category added to the GravitySpy classes in O3. 
which received a low probability of being a given class by the algorithm. These volunteers as 
opposed to researchers within the LIGO Scientific Collaboration (LSC) do not have access 
to the environmental and instrumental conditions such as ground motion near the site, at 
the time of glitches. Due to this lack of information, volunteers cannot use time-frames with 
predefined detector conditions to correlate the rate of glitches with specific glitch morphology 
or to collect glitch data with similar morphology. 
In this chapter, I distinguish the work done by citizen scientists and myself using the terms 
Volunteer and LIGO Scientist. The term LIGO Scientist is used to refer to any GravitySpy 
researcher within the LSC. 
Scientist-selected Training Set 
To update the Gravity Spy model to include O3 glitches, training examples were needed. 
Our search for Fast Scattering began with finding days in O3 with high ground motion in 
1 – 6 Hz frequency band at Livingston. We concentrated on Livingston as this noise is more 
prevalent there. Next, for these days we randomly selected 400 times classified as Scattered 
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Light by the previous model and with Q -value between 8 and 14 . The Q -value intervals for 
Fast Scattering and Slow Scattering are disjoint due to the difference in glitch morphology. 
These 400 triggers formed the Fast Scattering training data. For Low-frequency Blips, we 
selected 630 glitches classified as Blips during O3 with peak frequency between 10 Hz and 
50 Hz . To ensure that the classifier does not get confused between Low-frequency Blips 
and Tomte, we also increased the number of Tomte training data by 300 . We also added 
150 examples of Slow Scattering from Hanford, as some examples of Slow Scattering from 
Hanford were being misclassified as Extremely Loud by the earlier model. As a final change, 
we removed the training data associated with None of the Above category. None of the Above 
was primarily intended to enable our citizen-scientist volunteers to flag new glitch classes; 
having now established the major classes for the O3 set it was not needed (although it 
would be reintroduced for future observing runs). As mentioned earlier, changes in detector 
sensitivity between Observing runs can give rise to new glitch morphologies. These new 
glitches are assigned to None of the Above by the GravitySpy model if they do not bear 
resemblance to other existing glitch classes. And so it makes sense to add None of the Above 
at the beginning of the run as a glitch category, and examine its contents during the run 
to find out about potential new classes of transient noise. The new O3 training data set 
contains 9631 training examples distributed over 23 classes [96]. 
The Gravity Spy algorithm was trained on this data set for a total of 100 epochs, with a 
87 . 5 : 12 . 5 split between training and validation set. At the end of the training, the training 
and validation set accuracy was 99 . 9 % and 98 . 8 % respectively. 
Volunteer Methods 
In their search for new glitch classes volunteers must convince the LIGO scientists that 
their proposed classes are distinct from other glitch classes and abundant enough in the 
LIGO data to warrant attention. They do so by developing a new glitch proposal following 
a template outlined by the science team (see Figure . 6.5). Glitch proposals describe the 
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Figure 6.5. An example of a glitch proposal for a Sparrow class, which would eventually 
become the Crown class. Moderators submit proposals and include: a link to an exemplary 
image, a short description of the glitch, a link to the hashtag and link to collections containing 
∼ 75 examples of the glitch. 
morphological characteristics of a glitch and link to collections of exemplary subjects. Sig- 
nificant work goes into developing these proposals including searching for unusual glitches 
while classifying, the curation of subjects using hashtags (#) in the Talk discussions, building 
collections, using the similarity search tool, describing glitch description in discussion posts 
and exploring the LIGO aLog. Interviews and trace-data analysis suggest that volunteers 
relay a range of search strategies. For instance, one volunteer reported that he relied on 
his photographic memory and hashtags to find potential new glitches, while another volun- 
teer combined hashtag searches, the similarity search tool and collections. This work often 
continues after the submissions of a proposal as volunteers wait for science team feedback. 
After compiling evidence in a glitch proposal, volunteer suggestions for new glitch classes 
are reviewed by the LIGO detector characterization scientists. The LIGO scientists check 
for possible origins of the glitch, and provide feedback who evaluate if there is an identifiable 
cause. In some cases, the proposed class may be a subset of an existing class or may 
be extremely localised in time (for example, the proposed Falcon class only occurred in a 
two-hour period on 20 June 2017 when there was an unreplicated issue with the Hanford 
detector), and so a new class may not be justified. If a new prevalent glitch class is identified, 
the volunteer-curated collection becomes the seed of a training set for the CNN. 
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Performance of the LIGO Scientist Model 
Before reclassifying the O3 data with the new model, we need to check that the newly 
trained model successfully identifies the new classes (Fast Scattering and Low-frequency 
Blips for the scientist model) with high confidence levels. To ensure this for our model, 
I reclassified 100 triggers labeled as Scattered Light by the previous model on days with 
high ground motion in the anthropogenic band and with Q -value between 8 and 14 . The 
selected range of Q -values secured that they were Fast Scattering triggers, and the new model 
classified all of them as such. Similarly, I reclassified 80 Blips with peak frequency between 
10 Hz and 50 Hz , and the new model classified 79 of them as Low-frequency Blips and one 
as Tomte. I visually inspected all the reclassified triggers as a further measure of confidence. 
Correctly recognizing the newly added glitch categories is not enough; the new model should 
also not misclassify other glitch categories. 
To probe more in-depth and to check the overall performance of this model, I reclassified 
20% of O3 data at Hanford and Livingston with the new model to determine: 
1. Is there a large change in the confidence assigned to data by the new model compared 
to the old model? 
2. What percentage of data is labelled with a new glitch category? 
3. What is the overall movement of labels from the old classification to the new classifi- 
cation? 
A comparison of the confidence distribution of the reclassified sample with the old classi- 
fication did not show any significant difference at both the detectors as shown in Figure 6.6. 
At Livingston, the new model classified 42% of the triggers in the sample with a new label, 
while at Hanford, only 11% of the data was given a new glitch category. This is expected 
since Fast Scattering is more frequent at Livingston, and we have also observed a higher rate 
of Low-frequency Blips there. 
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(a) Hanford data confidence comparison

















(d) Livingston data labels comparison 
Figure 6.6. I reclassified a sample of O3 omicron triggers at LLO and LHO and compared 
the confidence and labels assigned with the original classification. Top left: A comparison of 
confidence assigned to the glitches by the old and new model does not show any significant 
difference between the old and new model at H1. Top right: Similarly at L1, the confidence 
distribution is comparatively similar across the two models. Bottom left : The new model 
assigned a different label to 11% of the triggers in the reclassified sample at LHO compared 
to the original model. Bottom right : The same figure at LLO is 42%; this is not very 
surprising as one of the two new glitch category in the new model, Fast scattering, is a lot 














































































































































(b) Livingston reclassification 
Figure 6.7. Hanford and Livingston heatmap on left and right, respectively, showing the 
movement of labels on reclassification. The change of labels was restricted to a handful 
of classes for the two observatories. As expected, almost all the triggers classified as Fast 
Scattering by the new model were earlier classified as either Slow Scattering or None of the 
Above. Similarly, the majority of the glitches classified as Low-frequency Blips by the new 
model was earlier classified as either Blip or None of the Above. For Hanford, the earlier 
model was misclassifying Slow Scattering as Extremely Loud. This issue was rectified by the 
new model, aided by the addition of Slow Scattering data from Hanford in the new training 
set. 
Figure 6.7 illustrates the main changes in glitch classification between the old and new 
models. As expected majority of newly classified Fast Scattering at both detectors was 
labelled earlier as either Slow Scattering (previously named Scattered Light) or None of the 
Above. Similarly most of the Low-frequency Blips were previously classified as either Blips 
or None of the Above. At Hanford, some of the triggers previously classified as Extremely 
Loud are now labelled as Slow Scattering by the new model. Extremely Loud does not 
have a typical morphology similar to Slow Scattering, being more defined by its high SNR, 
but visual inspection of the reclassified examples confirm them as Slow Scattering. As 
shown in Figure 6.1, glitches with a lot of saturation in the time–frequency plane between 
10 – 1000 Hz are classified as Extremely Loud. A number of Koi Fish glitches occurring 
within a short duration from each other can saturate the time–frequency plane as well, and 
hence impersonate Extremely Loud glitches. Due to this thin barrier between the two glitch 
categories from a morphological point of view, the movement from Extremely Loud to Koi 
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Table 6.1. Top glitch classes in LIGO Livingston and LIGO Hanford O3 data as labelled 
by the old and new Gravity Spy models with confidence above 90% . Percentages indicate 
the fraction of all glitches analysed from the given observatory. The Scattered Light class 
was renamed Slow Scattering in the new models. The Scientist model introduces the new 
classes Fast Scattering and Low-frequency Blip, while the Volunteer model introduces Crown. 
Neither of the new models includes a None of the Above class.
Livingston Hanford
Old New Old New
Scattered Light Fast Scattering Scattered Light Slow Scattering 
40 . 32% 27 . 13% 46 . 60% 46 . 95% 
Tomte Slow Scattering Low-freq Burst Low-freq Burst 
13 . 91% 23 . 22% 13 . 29% 15 . 95% 
None of the Above Tomte Extremely Loud Extremely Loud 
12 . 17% 19 . 31% 10 . 96% 8 . 99% 
Blip Low-freq Blip Koi Fish Koi Fish 
5 . 88% 7 . 67% 7 . 24% 6 . 94% 
No Glitch Extremely Loud Blip Blip 
5 . 18% 3 . 58% 6 . 86% 4 . 94%
Fish at Hanford is not surprising. The results indicate that the updated model is classifying 
glitches as expected. 
A summary of the most prevalent glitches, as classified by the old and new models is 
presented in Table 6.1. 
Fast scattering at LIGO livingston 
After the reclassification of the O3 data based on the new model, we found 55279 glitches 
labelled as Fast Scattering with confidence above 90% at Livingston. This reclassification 
showed that fast scattering is the most frequent source of transient noise at Livingston in O3. 
The primary motivation behind the retraining and reclassification was to generate a large 
data set for improved noise and statistical analysis, and this abundance of data provided 
us the resource to achieve this. To study the origins of Fast Scattering, we focused on the 
month of February 2020 when 14536 triggers were classified as Fast Scattering with ≥ 90% 
confidence. Before this reclassification, we were aware of the 4 Hz Fast Scattering that 
correlates strongly with ground motion in anthropogenic 1 – 6 Hz band. In this data set, 
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Figure 6.8. Distribution of Fast Scattering transients at Livingston during O3. Just in 
February, the new model found close to 12000 triggers labelled as Fast scattering. The high 
microsiesm in winter months is partly responsible for this increased rate. The availability of 
this abundance of data after reclassification led to improved noise characterization of Fast 
Scattering discussed in section 5.3. The data shown here is classified by GravitySpy with 
confidence above 90% . 
we also found a strong presence of 2 Hz Fast Scattering population with a dependence on 
ground motion in 0 . 1 – 0 . 3 Hz microseismic band [78]. Ocean waves in the Gulf of Mexico is 
the primary source of microseismic noise at Livingston. Fast Scattering associated with these 
two distinct types of ground motion are shown in Figure 6.9. The miscroseismic coupling 
increased the rate of fast scattering in February as microseismic ground motion is on the 
higher side during winters in Livingston, Louisiana. Microseism is usually associated with 
Slow Scattering [25]. Implementation of a technique known as Reaction Chain (RC) tracking 
in the first half of January 2020 reduced Slow Scattering rate at LLO and LHO in O3b [25]. 
Reduced slow scattering noise post RC tracking implementation could have contributed to 
increased visibility of non- 4 Hz Fast Scattering. The microseism is associated with Slow 
scattering and pre-RC tracking; the long duration slow scattering arches could have hidden 
the short duration fast scattering noise in the omega scans. Reducing one noise may result 
in another, comparatively weaker noise showing up. 
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Figure 6.9. Spectrograms showing examples of the two subclasses of Fast Scattering. Left: 
The 2 Hz Fast Scattering is associated with an increase in microseismic ground motion ( 0 . 1 – 
0 . 3 Hz ) at the observatory site. Right: The rate of 4 Hz Fast Scattering goes up with an 
increase in the anthropogenic band ( 1 – 6 Hz ) caused due to trains, thunderstorms or human 
activity near the instrument. Each subclass of Fast Scattering is made up of (a variable 
number) of individual bursts of noise which appear as blobs or arches in the spectrogram. 
6.3 Fast Scattering vs Crown 
In order to analyze the similarities and differences between Scientist’s Fast scattering and 
Volunteer’s Crown, we ask the following questions: 
1. What is the glitch class distribution of Fast scattering and Crown glitches when clas- 
sified by the Volunteer and Scientist model respectively? 
2. Is the rate of Fast scattering and Crown impacted by similar physical conditions near 
the detector? 
Due to an increase in microseism as well as anthropogenic ground motion near LLO, 
February 2020 registered a large number of triggers classified as Fast Scattering and Crown 
by GravitySpy and Volunteer’s model respectively. I used this ample amount of data to 




To answer the first question, I reclassified the data labelled as Fast scattering with the 
Volunteer’s model and data labelled as Crown with the Scientist’s model. This comparison is 
shown in Figure 6.10. As is pretty evident from this figure, the Scientist’s model is classifying 
almost all the Crown glitches as Fast scattering. The volunteer’s model though is classifying 
close to 14% of the Fast scattering noise during Feb 2020 as Slow Scattering. I looked at 
omega-scans of a sample of these misclassified glitches and confirmed they belong to the Fast 
scattering/Crown category. This misclassification by the Volunteer’s model shows that it is 
confusing the features common to Fast scattering/Crown noise with Slow scattering. These 
differences between the Scientist and Volunteer’s model can be due to the different training 
sets on which these models were trained originally. I explore these differences in the training 
set later in this chapter.
(a) Scientist model classification of Crown 
glitches.
(b) Volunteer model classification of Fast 
scattering glitches. 
Figure 6.10. Left : The Scientist model classified almost all the Crown glitches as Fast 
scattering showing its robustness. Right : The Volunteer’s model however, misclassified close 
to 14% of the Fast scattering glitches as Slow scattering. Given that Crown is just another 
name assigned by the volunteers to the same underlying physical noise, this misclassification 
is unexpected. The glitches have a minimum SNR threshold of 7 . 5 and a minimum confidence 
of 0 . 9 . 
Several times during the day, trains on a railway track near the Y end of LLO shake 
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Figure 6.11. Top : Ground motion recorded at Y End station of LLO, bandpassed between 
3 and 5 Hz. Trains on a track near the Y end of the detector regularly increase the ground 
motion in the anthropogenic band ( 1 − 6 Hz). Bottom : SNR vs time plot of Fast scattering 
and Crown. This plot shows an increase in the rate of both Fast Scattering and Crown 
glitches with an increase in the ground motion. However, above SNR ∼ 25, there are very 
few Crown glitches compared to Fast scattering. This may be due to the bias of Volunteer’s 
model towards the low SNR noise. 
Fast scattering glitches at LLO [78]. To study the impact of trains on the rate of Crown, 
we compare the increase in anthropogenic ground motion caused by a train with the rate 
of Crown. As figure 6.11 shows, a period of increased ground motion in ( 3 – 5 Hz ) band 
on Feb 17, 2020 coincided with an increase in the rate of both Fast scattering and Crown 
glitches. This analysis shows that the noise recognized as Crown by the Volunteers and Fast 
scattering by the Scientist model are affected by similar environmental factors. Correlating 
specific behaviors of transient noise such as it’s rate to environmental conditions is one of 
the most crucial step in noise characterization. What we also see in Figure 6.11 is that for 
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(a) Volunteer model classification of 
Fast scattering glitches with SNR > 20
(b) Volunteer model classification of 
Fast scattering glitches with 7 . 5 < SNR < 10 
Figure 6.12. A fraction of Fast scattering/Crown glitches are misclassified as Slow scattering 
by the Volunteer’s model. The rate of this misclassification increases with the SNR of the 
glitches. In Figure 6.10b, the Volunteer model is misclassifying 14 . 34 % of the Fast scatter- 
ing/Crown glitches with an SNR threshold of 10. This rate of misclassification increases to 
46 . 11 % as shown here in the left figure, when the SNR threshold is increased to 20. For Fast 
scattering/Crown glitches with SNR less than 10, the rate of misclassification falls to 7 . 16 % 
in the right figure. The Volunteer model is sensitive to the SNR and its performance for Fast 
scattering/Crown degrades as the SNR increases. 
SNR above ∼ 25 there are few Crown glitches at the time of increased ground motion. This 
disparity between Fast scattering and Crown is further explored and explained next. 
As shown in the Figure 6.10b, the Volunteer’s model is misclassifying close to 15% of the 
Fast scattering noise as Slow scattering. Furthermore, as discussed earlier in Figure 6.11, this 
misclassification is more pronounced for Fast scattering triggers at higher SNR. Thus we can 
conclude that the Volunteer’s model tends to misclassify high SNR fast scattering glitches 
as Slow scattering. To put this statement on a firm footing, I replotted the data in Figure 
6.10b with varying SNR threshold on the Fast scattering glitches. The results are shown in 
Figure 6.12. I first increased the SNR threshold to 20 and now as shown in Figure 6.12a, the 
Volunteer’s model is misclassifying 46% of the Fast scattering noise as Slow scattering. On 
the other hand, when I reduce this threshold to 10, the misclassification reduces to ∼ 7% 
as shown in Figure 6.12b. The inability of the Volunteer’s model to correctly classify high 
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SNR fast scatter as Crown must have its root in the training set on which the the model 
was originally trained.























Fast scattering training data
Figure 6.13. The Crown training set has a narrower SNR distribution and peaks at a smaller 
value in comparison to the Fast scattering training set. This explains the tendency of Volun- 
teer’s model to misclassify high SNR Fast scattering/Crown glitches shown in Figure 6.10b 
and Figure 6.12. 
Training Set: Scientist vs Volunteer 
The Scientist model training set contains 400 Fast scattering examples randomly selected 
from O3b. The majority of the Crown training set for the Volunteer’s model comes from the 
noise during the 14th Engineering run ( E R 14 ) of LIGO during March 2019, just before the 
beginning of O3 in April 2019. We do not expect the behavior or the morphology of noise 
to change too much within the same Observing run. Also, the misclassification rate would 
have been similar across all SNR values if the glitch morphology was very different for the 
two training sets. Figure 6.13 shows the SNR probability density of the Fast scattering and 
Crown training data. Fast scattering distribution covers a broader range of SNR values. In 
comparison, the Crown training data has a narrower SNR distribution and peaks around 
SNR ∼ 9. This difference in the range of SNR of the individual training sets explains the 
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disparity between the Scientist’s and Volunteer’s model evident in Figure 6.10b and Figure 
6.11 and explored in Figure 6.12. 
6.4 Conclusion 
In the GW physics community, machine learning is being increasingly employed to do 
better and faster science [97]. GravitySpy is a machine learning algorithm that is used to 
classify transient noise at LIGO and Virgo, into separate categories. This chapter showed 
how Gravity Spy can be used by both detector-characterisation experts and citizen-science 
volunteers to efficiently identify new classes of glitch in the wealth of data provided by the 
LIGO gravitational-wave detectors. Examining the O3 data set, I found two new families of 
glitch: Fast Scattering and Low-frequency Blip. 
Isolating these glitches enables progress in improving LIGO data quality. The Fast Scat- 
tering/Crown glitches are related to ground motion at the detector sites. Through examining 
glitches classified as Fast Scattering, we have discovered 4 Hz and non- 4 Hz sub-populations 
which have different dependencies on ground motion, which is a significant step towards im- 
proved noise characterization. Physical environment monitoring tests at the end and corner 
stations at both detector sites revealed high Q resonances at frequencies close to 4 Hz . Sci- 
entists at both Livingston and Hanford have planned to damp this motion and re-evaluate 
the impact of ground motion on the detectors to see if data quality can be improved.
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CHAPTER 7. FUTURE PROSPECTS 
Since the first detection GW150914 in the first Observing run, the ground based grav- 
itational wave detectors in USA and Italy have recorded 82 additional gravitational wave 
events. These include signals from BNSs, BBHs and Neutron Star-Black Hole (NSBH) bi- 
naries. The publicly released catalog of events from the first three observing runs has a 
rich structure and contains signals with a wide range of parameters. It includes GW190521 
with heaviest post merger remnant BBH at ∼ 150 M⊙; the inferred primary and secondary 
masses of GW190425 are consistent with a BNS making it the second BNS detected after 
GW170817; GW190814 comes from merger of two binaries with the most asymmetrical mass 
ratio of 0 . 112+0 . 008 − 0 . 009 and contained radiation at higher order modes. These detections have 
updated the rate of the BBH merger density to 23 . 9+14 . 9 − 8 . 6 Gpc
− 3yr− 1 and BNS merger density 
to 320+490 − 240 Gpc
− 3yr− 1. Multiple GR tests performed on the data have shown no evidence 
of violation of Einstein’s theory of general relativity [6]. With limited sensitivity, KAGRA 
detector in Japan joined the gravitational wave detection efforts of LIGO and Virgo just 
before O3 was suspended on March 27, 2020. 
O4 and O5 with increased detector sensitivity are scheduled for 2022 and 2025 respec- 
tively. O4 will start with a four detector network of LIGO, Virgo and KAGRA detectors and 
LIGO India will join the network in O5. The A+ upgrades for the aLIGO detectors include 
higher laser power, new test mass mirrors with lower thermal noise, balanced homodyne 
readout and frequency dependent squeezing. Some of these upgrades will be completed be- 
fore O4 increasing the BNS range to 160 − 190 Mpc. Similarly the AdV+ upgrades to Virgo 
will increase its BNS range to 90 − 120 Mpc in the fourth Observing run. This enhanced 
sensitivity will further increase the rate of detections and the four detector network will lead 
to improved sky localization [62]. The third Observing run already gave a glimpse of what 
may be in the Universal store for us. And in O4, we expect more compact binary events with 
small mass ratios, high spins and black holes above ∼ 65 M⊙. More data in each of these 
‘non-vanilla’ categories will help with improved parameter estimation and will also lead to 
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stronger constraints on population density of these events. 
The high number of expected events will bring challenges related to data analysis and 
event validation. Before we begin observing next, there is a need for increased automation 
and machine learning in detector characterization efforts. The increased detector sensitivity 
may result in a higher rate of transient noise. The detector may also become sensitive to new 
transient noise sources not yet seen in the h ( t ) data. Understanding the origin of current 
sources of transient noise and their reduction is thus of primary importance. Development 
of novel data analysis techniques, increased person power for detector characterization and 
a stronger feedback system between different working groups will pave the way for a smooth 
and successful O4. 
The prospects of gravitational wave astronomy will significantly benefit from third- 
generation gravitational wave detectors. Cosmic Explorer (CE) in the USA and Einstein 
Telescope (ET) in Europe are two such projects currently being planned and funded to be 
operational in the mid-2030s [98, 99]. Laser Interferometer Space Antenna (LISA) is another 
project led by European Space Agency (ESA) to operate an interferometer in space [100]. 
The high sensitivity of LISA in the millihertz band and of CE and ET in the kilohertz band 
will allow them to detect a large number of events from a multitude of sources. Through 
these high precision instruments, we will be able to probe a much bigger part of our Universe 
and advance our understanding of its constituents.
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APPENDIX A. NEURAL NETWORK FEED FORWARD
Here, I have provided a mathematical analysis of feedforward process and for the sake of 
simplicity, I have restricted it to a single training example. Extending it to multiple training 
examples is very straightforward.
Figure A.1. Architecture of a simple neural network for a single training example. The 
network contains one input layer, two hidden layers and one output layer. am n represents the 
output of nth node in the mth hidden layer. 
Figure shows a simple neural network architecture. The input layer x has three nodes, 
and this means the input has three features ( x1, x2, x3). There are two hidden layers with 
4 and 6 nodes and the output layer y has 2 nodes meaning the output is binary. Each node 
in the input layer is connected to each node in the first hidden layer, similarly, each node in 
the first hidden layer is connected to each node in the second hidden layer. The meaning of 
the word connected will become clearer as we evaluate how one layer impacts other layers. 
We can denote these four layers with column vectors x , a1, a2, and y . 
























  y1 
y2 
  (A.1)
These connections, mentioned in the last paragraph, are represented by weights. Thus, 
there is one set of weights that connect the input layer and the first hidden layer, and then 
another set of weights connecting the first hidden layer with the second hidden layer. The 
notation generally used to represent these weights is w l nm → is the weight connecting the 
mth node of the l − 1 layer to nth node of lth layer. There are two steps in going from one 
layer to the next shown in Figure A.2: 
1. Multiplying by weights ( w ) and adding bias ( b ) terms 
z = w . x + b 
2. Applying the activation function g 
a = g ( z ) 
The column vector a1 is then fed as an input to the first equation to calculate z2 and 
a2. This feedforward continues till we obtain the output vector y . As the name suggests, 
activation function decide whether a neuron will be activated or not depending on the value 
of g ( z ) . The first feedforward equation is linear. Linear transformations can only go so far 
in terms of model complexity and their ability to learn complicated patterns from the data 
is limited. This is where non linear activation functions come in and help the neural network 
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Figure A.2. Left : weights connecting the input layer and the first hidden layer. For each 
training example the Feed forward process occurs in two steps. We first calculate Z = 
W.X + B and then apply activation function g on the output Z to include non linearity. 
learn complex data. For a better understanding, Neural networks and Deep Learning by 
Michael Nielsen and Make your own Neural Network by Tariq Rashid are excellent texts 
on Deep Learning [101, 102].
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APPENDIX B. SCATTERED LIGHT PHASE NOISE
Figure B.1. Back scattering from mirror M2 due to relative motion between the mirrors M1 
and M2 
We want to calculate the total field at some point A in the arm cavity. This total field 
Etot is the summation of field circulating in the arms E0 and field due to scattered light Esc. 
Et is the transmitted field through mirror M1, Er is the fraction of this transmitted field 
that is reflected by Mirror M2 and finally Esc is the fraction of this reflected field that is 
transmitted through Mirror M1. If we take T1 and fr to be the power transmission through 
M1 and M2, then
Et = 
√




iϕsc( t ) , ϕsc( t ) = 
4 π
λ 




iϕsc( t ) (B.3)
The reflected filed would acquire a phase ϕsc( t ) due to the relative motion between the 
mirrors δsc( t ) . If this displacement is larger than the wavelength λ , which was observed 
during O3 and is considered here, then the scattered light noise would be upconverted in 
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frequency and appear as arches in the time-frequency spectrograms of the GW channel. The 
total field at point A can then be written as:
Etot = E0 + Esc (B.4) 
= E0 + T1 
√
fr E0 e
iϕsc( t ) (B.5) 
= E0 
∣∣1 + Aeiϕsc( t ) ∣∣ , A = T1 √fr (B.6) 
= E0 | 1 + A (cos ϕsc( t ) + sin ϕsc( t )) | (B.7) 
= E0 e
A (cos ϕsc( t )+sin ϕsc( t )) (B.8)
To get (B.8), we used the fact that A is much smaller than 1 and that 1 + x ≈ ex. From 
this, the phase and amplitude component can be written as:
Nϕ = A sin ϕsc( t ) (B.9) 
Namp = A cos ϕsc( t ) (B.10)
The radiation pressure noise due to the amplitude component is negligible in comparison 
to phase noise and is not considered here. The phase noise on the other hand will show up 
in DARM as:





fr F | sin ϕsc( t ) | (B.11)
L is the length of the arms, F represents the Fourrier transform and xef f
Φ 
is the transfer 
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The factor of 1
2 
is due to the split of the scattered field between the common and dif- 
ferential arm motion. Thus we can write the phase noise due to back scattered light as:
hph( f ) = 
λ
8 π L 
T1 
√
fr F | sin ϕsc( t ) | (B.13)
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APPENDIX C. BINARY SYSTEM DYNAMICS
The luminosity of a gravitational wave radiation depends on the quadruple tensor as:

















∣∣∣...I 2 xx + ...I 2 y y + 2...I 2 xy ∣∣∣ (C.2)
Since 
...
I xy = 
...




















This is the observed luminosity from a binary system of total mass M, orbiting around each 
other at a distance of r. Next we can calculate the rate of change of total energy E and 
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equate that with the luminosity LGW .






































˙ r (C.11) 




From equations (C.1), (C.4), (C.10) and (C.12):
− GµM
2 r2 











Integrating the above equation from some initial distance rin to final separation rf :





| tf − tin | (C.15) 
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G3 M2 µ 
(C.16)
Substituting (C.16) in (C.15) for tin = 0 :







From Kepler’s second law, GM = r3 ω2:






















3 / 2 
in 
(C.19)
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