A real polynomial system with support W ⊂ Z n is called maximally positive if all its complex solutions are positive solutions. A support W having n + 2 elements is called a circuit. We previously showed that the number of non-degenerate positive solutions of a system supported on a circuit W ⊂ Z n is at most m(W) + 1, where m(W) ≤ n is the degeneracy index of W. We prove that if a circuit W ⊂ Z n supports a maximally positive system with the maximal number m(W) + 1 of non-degenerate positive solutions, then it is unique up to the obvious action of the group of invertible integer affine transformations of Z n . In the general case, we prove that any maximally positive system supported on a circuit can be obtained from another one having the maximal number of positive solutions by means of some elementary transformations. As a consequence, we get for each n and up to the above action a finite list of circuits W ⊂ Z n which can support maximally positive polynomial systems. We observe that the coefficients of the primitive affine relation of such circuit have absolute value 1 or 2 and make a conjecture in the general case for supports of maximally positive systems.
Introduction and statement of the main results
We consider systems of n polynomial equations in n variables with real coefficients and monomials having integer exponents. The support of such a system is the set of points a ∈ Z n corresponding to monomials x a = x a1 1 · · · x an n appearing with a non-zero coefficient. We are only interested in the solutions in the complex torus (C * ) n and call them simply complex solutions. By Kouchnirenko theorem, the number of isolated complex solutions is bounded from above by the normalized volume of the convex-hull P of W, which is the usual euclidian volume of P scaled by n!. We will always assume that W is not contained in some hyperplane of R n , for otherwise this volume would vanish. Kouchnirenko's bound is reached by nondegenerate systems which are systems whose all solutions are non-degenerate, that is, at which the differentials of the defining polynomials are linearly independent. Non-degenerate systems are generic within systems with given support. A solution of a system is called positive if all its coordinates are positive real numbers. A polynomial system is called maximally positive if all its complex solutions are positive solutions. For simplicity, we consider here only non-degenerate systems whose number of complex solutions is the normalized volume of P (in other words, systems reaching Kouchnirenko's bound). Any slight perturbation of the coefficient matrix of such a system produces another non-degenerate system with the same support and the same number of non-degenerate complex solutions. Consider for instance the case n = 1 of a polynomial in one variable f (
where a i < a i+1 for i = 1, . . . , s − 1 and all coefficients c i are non-zero. This polynomial is maximally positive if all its complex roots are real positive. It follows from Descartes' rule of signs that if f is maximally positive then a i+1 = a i + 1 and c i · c i+1 < 0 for i = 1, . . . , s − 1. Another example is provided by systems with support the set W = {w 0 , w 1 , . . . , w n } of vertices of an n-dimensional simplex in R n . Multipliying each equation by x −w0 if necessary, we may assume that w 0 is the origin. Then Gaussian elimination transforms this system into an equivalent system of the form x wi = c i , i = 1, . . . , n, where c 1 , . . . , c n real non-zero numbers. The number of complex solutions of this last system is the absolute value of the determinant of the matrix with columns w i for i = 1, . . . , n, which is precisely the normalized volume of the convex-hull of W. On the other hand, it is easy to see that such a system has at most one positive solution. It follows that if W = {w 0 , w 1 , . . . , w n } is the support of a maximally positive system, then the vectors w i − w 0 for i = 1, . . . , n generate the lattice Z n . In the general case, it is not difficult to show that if W ⊂ Z n is the support of a maximally positive polynomial system, then the sub-group ZW of Z n generated by W should be equal to Z n (see Proposition 2.2) . Such supports are called primitive.
In the present paper, we initiate the study of maximally positive systems in the first non trivial case : when the support of the system is a (possibly degenerate) circuit. We define a circuit in Z n as a subset W of n + 2 points. Up to renumbering the elements of a circuit W = {w 1 , . . . , w n+2 } ⊂ Z n , there is only one affine relation
where the λ i 's are nonnegative coprime integer numbers and
This affine relation is called primitive affine relation of W. The degeneracy index m(W) is the dimension of the affine span of a minimal affinely dependent subset. Thus 1 ≤ m(W) ≤ n and W is called non-degenerate when m(W) = n. Equivalently, m(W) + 2 is the number of non-zero coefficients in (0.1). The following result has been proved in [1] .
). The number of positive solutions of a polynomial system supported on a circuit W ⊂ Z n does not exceed m(W) + 1. Moreover, for any positive integers m, n with m ≤ n, there exists a circuit W ⊂ Z n such that m(W) = m, and a polynomial system with support W and having m(W) + 1 positive solutions.
The proof for the sharpness in Theorem 0.1 which is given in [1] uses the notion of real dessins d'enfant. It is constructive though explicit values for the coefficients of the system are not given by this technique. Explicit systems reaching this bound have been given by Kaitlyn Phillipson and J. Maurice Rojas in [8] . It turns out that the polynomial systems constructed in [1] are maximally positive: they have m(W) + 1 positive solutions and no other complex solutions. The corresponding dessins d'enfant have a lot of symmetries, and it was then natural to ask to what extent these dessins d'enfant are special. The present note answers this question. We prove that the dessins d'enfant constructed in [1] are the unique ones (up to the obvious action of the real projective linear group of the Riemann sphere) which correspond to maximally positive systems supported on a circuit W ⊂ Z n and having the maximal number m(W) + 1 of positive solutions. As a consequence, we obtain the following result, where (e 1 , . . . , e n ) stands for the canonical basis of Z n .
Theorem 0.2. For any pair of positive integers (m, n) such that m ≤ n, there is up to action of the group of invertible integer affine transformations of Z n only one circuit W ⊂ Z n with m(W) = m and which is the support of a maximally positive polynomial system with the maximal number m + 1 of positive solutions. Namely,
(1) if m is even, m = 2k > 1, then, W = {0, e 1 , . . . , e m , e m+1 , . . . , e n , w} with w = 2(e 1 + · · · + e k ) − 2(e k+1 + · · · + e m ).
Equivalently, W = {w 1 , . . . , w n+2 } is, up to action of the group of invertible integer affine transformations of Z n , the unique primitive circuit in Z n with affine relation
(2) if m is odd, m = 2k + 1 > 1, then W = {0, e 1 , . . . , e m , e m+1 , . . . , e n , w} with w = 2(e k+1 + · · · + e m ) − 2(e 1 + · · · + e k ). Equivalently, W = {w 1 , . . . , w n+2 } is, up to action of the group of invertible integer affine transformations of Z n , the unique primitive circuit in Z n with affine relation
Gale duality for polynomial systems supported on circuits (see [1, 3] ) gives a correspondence between the solutions of a system supported on W = {w 1 , . . . , w n+2 } ⊂ Z n and the solutions of Φ = 1, where Φ is some real rational function determined by the system. Precisely, the function Φ has the special form (
, where g 1 , . . . , g n+2 are homogeneous real polynomials of degree 1 in two variables, and λ 1 , . . . , λ n+2 are the coefficients of the primitive affine relation of (0.1). Any real rational function whose denominator and numerator have only real roots has this form and is associated to a polynomial system supported on a circuit. The real dessin d'enfant associated to any real rational map Φ is the inverse image of the real projective line under Φ.
and if λ i is some exponent bigger than 1, we may perturb slightly the factor g λi i into g λi−k i · (g i + ) k where k ≤ λ i is a positive integer and 0 < << 1. The resulting rational map corresponds to a polynomial system supported on a circuit W with m( W) = m(W) +1 and with the same numbers of complex and positive roots than the starting system. In particular, if one system is maximally positive, so is the other. We call this operation a splitting. Its effect on a dessin d'enfant associated to g is clear. The inverse operation on dessins d'enfant is easy to describe, though it may not come from a small perturbation as above. This inverse operation called collapsing preserves maximally positive polynomial systems supported on circuits, and in fact the number of complex and positive solutions, but decreases the number m(W) by 1. We prove the following result.
Theorem 0.3. Any dessin d'enfant associated to a maximally positive system supported on a circuit can be transformed by a finite sequence of collapsings into a dessin d'enfant associated to a maximally positive system with support a circuit W and having the maximal number m(W) + 1 of positive solutions.
Together with Theorem 0.2, this leads to the complete classification of circuits supporting maximally positive polynomial systems.
Theorem 0.4. If m > 2 , there is no circuit with degeneracy index m and which is the support of a maximally positive polynomial systems with + 1 positive (or complex) solutions. Let , m, n be positive integers such that ≤ m ≤ n and m ≤ 2 . There is a up to the action of the group of invertible integer affine transformations of Z n a finite number of circuits in Z n with degeneracy index m and which are the supports of maximally positive polynomial systems with + 1 positive (or complex) solutions. These circuits are the following.
(1) if is even, = 2k > 1, then we have the circuits W c1 defined over all integers c 1 such that m− 2 ≤ c 1 ≤ min( 2 , m − ) as follows. The circuit W c1 is the unique primitive circuit in Z n with affine relation
(Here x stands for the integer part of x). Examples of possible circuits in various cases are given at the end Section 3. The signature of a circuit W with affine relation (0.1) is the couple (a, b) where a (resp., b) is the number of non-zero coefficients λ i with 1 ≤ i ≤ s (resp., s + 1 ≤ i ≤ n + 2). Thus a + b = m(W) + 2 and W has also signature (b, a). Interestingly enough, we note the following immediate consequences of Theorem 0.4.
Theorem 0.5. For any positive integers n and , there are at most 1 + +1 4 circuits W in Z n up to the action on Z n which support a maximally positive polynomial system with + 1 positive solutions. If W is such a circuit, then all (non-zero) coefficients in its primitive affine relation have absolute values 1 or 2 and its signature (a, b) satisfies a, b ≥ +1 2 . In the case n = 1, we already saw that if a polynomial in one variable with support a 1 < a 2 < · · · < a s is maximally positive, then a i+1 = a i + 1 for i = 1, . . . , s − 1. In particular, a basis of affine relations for the support is given by a i−1 + a i+1 = 2a i for i = 2, . . . , s − 1. Again the coefficients in these affine relations have absolute values 1 or 2. Together with Theorem 0.5, this motivates the following conjecture.
Conjecture 0.6. If W ⊂ Z n is the support of a maximally positive polynomial system, then it has a basis of affine relations whose non-zero coefficients have absolute values 1 or 2.
Basics on polynomial systems supported on circuits
We recall basic facts on polynomials systems supported on circuits (see [1, 3] ).
where the λ i are the coefficients in the primitive affine relation (0.1), vol(·) is the normalized volume on R n obtained by multiplying the euclidian volume for by n! and [Z n : ZW] is the index of the subgroup of Z n generated by W. Recall that W is called primitive when [Z n : ZW] = 1. The (possibly degenerate) simplices S i for i = 1, . . . , s form (together with their faces) a polyhedral subdivision of the convexhull P of W, and the same holds true for the simplices S i with i = s + 1, . . . , n + 2. This shows that the normalized volume of P is equal to (
Perturbing slightly the coefficients c ij if necessary, we may assume that the matrix (c ij ) 1≤i,j≤n is invertible, so that left multiplication with the inverse of this matrix produces an equivalent system of the form
where g 1 , . . . , g n are homogeneous polynomials of degree 1. Set y = (y 1 , y 2 ) with y 1 = x wn+1 , y 2 = x wn+2 and set g n+1 (y) = y 1 , g n+2 (y) = y 2 . If x is a complex (with non-zero coordinates) solution of the system, then y is a root of the polynomial
((g i (y)) λi and g i (y) = 0 for i = 1, . . . , n + 2. The polynomial g is called eliminant of the system. It is homogeneous of degree
Thus, the degree of g is the normalized volume of P divided by the lattice index [Z n : ZW]. Denote by P the complement of the roots of g 1 , . . . , g n+2 in the complex projective line CP 1 . We may assume from the beginning that w n+1 = 0 so that y 1 = 1 and see each g i as a polynomial g i (1, y 2 ) of degree 1 in the variable y 2 . Let P + be the subset of the real projective line RP 1 where all these polynomials g i are positive. This is either empty, or a connected component (an interval) of P ∩ RP 1 .
The map x → y is :
(1) a [Z : ZW]-to-1 map from the set of complex solutions of S to the set of roots of g in P, (2) a bijection between the set of positive solutions of S and the set of roots of g contained in P + . [1, 4, 7] ). The graph Γ is invariant under complex conjugation and contains the real projective line RP 1 . The roots of P are the inverse images of (1, 0), the roots of Q are the inverse images of (0, 1) and those of g the inverse images of (1, 1). Denote all the roots of P (resp., Q, g) by the same letter p (resp., q, r). Let us equipp Γ with an orientation by pulling back one orientation of RP 1 . Choose the one which makes p going to q, q to r and r to p. Any connected component of CP 1 \ Γ is homeomorphic to a disk and the restriction of Φ to such a component is a possibly branched covering of one component of CP 1 \ RP 1 with degree given by the number of letters p (resp., q, r) in its boundary (see Figure 1 ). Adjacent components of CP 1 \Γ are sent to different components of CP 1 \RP 1 . Since the graph is invariant under complex conjugation, it is determined by its intersection with one connected component H (for half) of CP 1 \ RP 1 . Denote by HΓ the intersection of Γ of with H. Since Φ is real, its degree is the sum of the degrees of its restrictions to connected components of CP 1 \ Γ contained in H. Moreover, a crititical point of Φ with real critical value is a vertex of Γ and its multiplicity as a critical point of Φ is half its valency as a vertex of Γ. As in [1] , to represent a real dessin d'enfant, we draw a horizontal line corresponding to the real projective line and draw below one half HΓ of Γ, see Figure 2 for instance. Conversely, a graph on CP 1 which satisfies all these properties is the real dessin d'enfant of a real rational map CP 1 → CP 1 . Indeed, for any connected component D of CP 1 \ Γ with d D letters p (resp., q, r) on its boundary, we may construct a continuous map from D to one component of CP 1 \RP 1 which is a branched covering of degree d D (use the map z → z d D ) with the above condition that two adjacent connected components of CP 1 \ Γ are sent to differents connected components of CP 1 \ RP 1 . These maps can be glued continuously into a topological branched covering ϕ : CP 1 → CP 1 which becomes a real rational map for the standard complex structure on the target space and its pull-back by ϕ on the source space. (see [1, 4, 7] for more details). Here we do not assume that all letters p and q lye on the real axis. Clearly, this is the case precisely when Φ comes from a polynomial system supported on a circuit as above. We formalize this fact in the following lemma. 
Proof. We may choose coordinates on the source space CP 1 so that I = (0, +∞) ⊂ R (I is the set of positive real numbers) under the usual identification of RP 1 \ {(0, 1)} with R via (y 1 , y 2 ) → y 2 /y 1 . Let p 1 , . . . , p s ∈ R be the roots of P and q s+1 , . . . , q m+2 ∈ R the roots of Q under the previous identification. Let λ i be half the valency of p i (or q i if i ≥ s + 1) as a vertex of Γ. Since all roots of P and Q are real, there are real numbers α and β such that P = α s i=1 g λi i and Q = β n+2 i=s+1 g λi i , where g i (y 1 , y 2 ) = y 2 − p i y 1 if i ≤ s and g i (y 1 , y 2 ) = y 2 − q i y 1 otherwise. Note that the endpoints of I belong to G, hence y 1 and y 2 appear among these polynomials g i . Since I is the set of positive real numbers and I ∩ G = ∅, all elements of G are non positive, hence each g i (1, y 2 ) is positive on I. It follows then that I is the common domain of positivity of these polynomials again because I ∩ G = ∅. The fact that I contains a root of P − Q implies that α/β > 0. Thus we may replace for instance g 1 with (α/β) 1/λ1 g 1 to have the desired form for Φ and keep the property that I is the common domain of positivity of g 1 (1, y 2 ) , . . . , g m+2 (1, y 2 ). Remark 1.3. A real dessin d'enfant as in Lemma 1.2 is the real dessin d'enfant associated to a polynomial system
Maximally positive Systems
As an easy consequence of Proposition 1.1, we get the following result. Proposition 2.1. If a polynomial system supported on a circuit W is maximally positive, then W is primitive. If a circuit W is primitive, then a polynomial system supported on W is maximally positive if and only if all roots of the eliminant g in P are in P + .
In fact Proposition 1.1 has a more general version called Gale duality ( [6] ), which shows that Proposition 2.1 may be generalized for any polynomial system. Nethertheless, it is easy to prove directly the following result.
Proposition 2.2. The support of a maximally positive polynomial system is primitive.
Proof. Take a basis (v 1 , . . . , v n ) for the subgroup ZW ⊂ Z n . A polynomial system supported on W can be solved by first solving a system supported on W seen as a primitive subset of ZW identified with Z n via the choice of the previous basis, and then for each solution (c 1 , . . . , c n ), by solving a system x vi = c i , i = 1, . . . , n. But the last system has at most one positive solution and [Z n : ZW] complex solutions (this is a system supported on a simplex). Thus in order to have the same number of positive and complex solutions for the starting system, we should have [Z n : ZW] = 1.
We recall now a proof of the bound in Theorem 0.1. This will be useful later in the proof of Theorem 0.2. Set m = m(W) and assume that the minimal affinely dependent subset of W is {w 1 , . . . , w m+2 }. let k be the number of roots r of g in the intervall P + (we assume that P + is not empty). Since this interval does not contain letters p and q (roots of P and Q), the restriction of Φ to an interval formed by two consecutive roots r may be seen as a real valued map taking the same value at the endpoints of this interval. Thus Φ has at least one critical point between two consecutive roots r, and therefore at least k − 1 critical points in P + . An easy computation shows that the derivative of Φ is Φ = P Q−P Q
where H is a polynomial of degree not larger than m + 1. Looking more closely at this polynomial H, we compute that the coefficient of the monomial of degree m + 1 is (
where the c i are the higher coefficients of the g i . Thus the degree of H is in fact not larger than m. The k + 1 critical points of Φ contained in P + are roots of H, and thus k − 1 ≤ m which gives the desired bound k ≤ m + 1.
2.1.
Passing from non-degenerate to degenerate circuits. Consider a system supported on a non-degenerate circuit V ⊂ Z m . Let n be any integer such that m < n. We may identify Z m with Ze 1 + · · · + Ze m where (e 1 , . . . , e n ) is the standard basis of Z n . Assuming that 0 ∈ V, the system obtained from the previous one by adding the n−m equations x i = 1 for i = m+1, . . . , n is a system supported on W = V ∪ {e m+1 , . . . , e n } ⊂ Z n . This support W is a degenerate circuit with m(W) = m(V) = m. These systems have the same number of positive (resp., complex) solutions, thus if one is maximally positive, so is the other.
Conversely, let W = {w 1 , . . . , w n+2 } ⊂ Z n be a circuit with m(W) = m < n and which is the support of a maximally positive system. Renumbering the elements of W if necessary, we may assume that w 1 = 0 and that the minimal affinely dependent subset of W is V = {0, w 2 , . . . , w m+2 }. Since W is the support of a maximally positive system, we have ZW = Z n by Proposition 2.1. This implies that V generates the rank m sub-lattice Z n ∩ RV, and that we may complete the family (e m+1 , . . . , e n ) := (w m+3 , . . . , w n+2 ) into a basis (e 1 , . . . , e m , e m+1 , . . . , e n ) of Z n so that ZV = Ze 1 + · · · + Ze m . Doing the monomial change of coordinates given by this new basis of Z n transforms the system supported on W into a system which becomes equivalent (after a small perturbation) to the conjunction of a system x wi = g i (1, x wm+2 ), i = 1, . . . , m, supported on the non-degenerate circuit V ⊂ Z m ⊂ Z n and the system x i = g i (1, x wm+2 ), i = m + 1, . . . , n,, where all g i are degree 1 homogeneous polynomials. Clearly, if the system supported on W is maximally positive, then so is the previous non-degenerate system supported on V, and both systems have the same number of positive (and complex) solutions.
Proof of the main results
3.1. Proof of Theorem 0.2. Consider a maximally positive system supported on a circuit W ⊂ Z n with m(W) = m and having the maximal number m + 1 of positive solutions. Then the corresponding eliminant has m + 1 roots r in P + , and the proof of the bound in Theorem 0.1 which is recalled above shows that Φ has exactly one critical point of multiplicity 2 between two consecutive roots r in P + . Moreover, the critical points of Φ are precisely these m critical points contained in P + and the roots of the polynomials g i such that λ i ≥ 2. In particular Φ does not have non real critical points. Each critical point c of Φ contained in some interval formed by two consecutive roots r is a vertex of Γ of valency 4 (since it has multiplicity 2) : among the four branches of Γ which start from c, two lye on the real line, while the two others are symmetric with respect to the complex conjugation. In particular, there is only one branch of HΓ which starts from c (we will say that this branch goes down from c). Since Γ has no vertex in H, it follows that this branch gives rise to an arc of HΓ joigning c and another critical point of Φ contained in the real line. This last critical point cannot be a critical point contained between two consecutive roots r, hence it is a root of some g i with λ i ≥ 2. Therefore, for each of the m critical points c contained in P + , we get one arc of HΓ joigning this c to a vertex p or q of Γ of valency larger than 4 (that is, having at least one going down branch). We note that two different such arcs cannot goes to the same vertex p (resp., q) for otherwise this would give a connected component of H \ HΓ without letters q (resp., p) in its boundary. Thus, we get an injective map from the set of m critical points of Φ contained in P + to the set of roots of the g i with λ i ≥ 2. Therefore at least m coefficients among λ 1 , . . . , λ m+2 satisfy λ i ≥ 2. We also note that each root r of g is in the boundary of exactly one connected component of H \ HΓ. Thus H \ HΓ has at least m + 1 connected components. But the degree of Φ is m + 1 (since the system is maximally positive) and is the sum of local degrees at each connected component of H \ HΓ. This means that H \ HΓ has exactly m + 1 connected components, and each local degree is equal to 1. Since the degree of Φ is m + 1, we have
At least m coefficients among the m + 2 positive integers λ 1 , . . . , λ m+2 are greater than or equal to 2, thus at most two of them are equal to 1. Using (3.1), it is easy to prove that exactly two of them should be equal to 1. Therefore, up to renumbering the λ i , and up to permuting s with m + 2 − s, we have two cases :
(1) λ 1 = λ 2 = 1 and λ i ≥ 2 for i = 1, 2, (2) λ 1 = λ s+1 = 1 and λ i ≥ 2 for i = 1, s + 1.
In the first case, we get m + 1 = λ 1 + · · · + λ s ≥ 2 + 2(s − 2) ⇒ s ≤ m+3 2 and m + 1 = λ s+1 + · · · + λ m+2 ≥ 2(m + 2 − s) ⇒ s ≥ m+3 2 . Thus s = m+3 2 , m is odd, and λ 1 = λ 2 = 1, λ i = 2 for i = 1, 2. Similarly, the second case leads to s = m+2 2 , m is even, and λ 1 = λ s+1 = 1, λ i = 2 for i = 1, s + 1.
Therefore for m odd, m = 2k + 1, we get the affine relation
Since the coefficient of w 2 is 1 and W is primitive, we get from (1.1) that (w 3 − w 1 , . . . , w n+2 − w 1 ) is a basis of of Z n . Setting w 1 = 0, w = w 2 and (e 1 , . . . , e n ) = (w 3 , . . . , w n+2 ) leads to W = {0, e 1 , . . . , e n , w} with w = 2(e k+1 + · · · + e m ) − 2(e 1 + · · · + e k ) as desired. Similarly, if m is even, m = 2k, then we obtain the affine relation w 1 + 2(w 2 + · · · + w k+1 ) = w k+2 + 2(w k+3 + · · · + w m+2 ).
Setting w 1 = 0, w = w k+2 and (e 1 , . . . , e n ) = (w 2 , . . . , w k+1 , w k+3 , . . . , w n+2 ) leads to W = {0, e 1 , . . . , e n , w} with w = 2(e 1 + · · · + e k ) − 2(e k+1 + · · · + e m ). In any case, the fact that the resulting W is indeed the support of a maximally positive polynomial system follows from Lemma 1.2 and Remark 1.3 (and Subsection 2.1 when m < n).
3.2.
Splitting maximally positive systems. Write the eliminant g as an affine polynomial in y 2 by setting y 1 = 1 (equivalently, translate W so that w n+1 = 0). Write any g i as g i = c i (y 2 − α i ) so that α i is the real root of g i . Hence α i is encoded by a letter p or q in Γ according as i ≤ s or not. For any i such that λ i ≥ 2, and any positive integer k < λ i , we may deform slightly g i (y 2 ) λi to g i (y 2 ) λi−k · c k (y 2 − (α i + )) k , where is any real number with sufficiently small absolute value. This induces a small deformation of the eliminant g to g that we will call a splitting. Obviously, g is the eliminant of a new system supported on a circuit and having one more equation (and variable). Moreover, the number of roots of g in P is equal to the number of roots of g in the corresponding P = P \ {α i + }, and the same is true for the number of roots in P + and (P ) + . It means that a splitting transforms one maximally positive system into another maximally positive system with one equation (and one variable) more. The effect of a splitting on the corresponding dessin d'enfant is clear (see Figure 3 ) : a root p (resp., q) with valency 2λ i gives rise to two close points p (resp., q), one with valency 2k, the other with valency 2λ i − 2k, and a vertex of Γ, not equal to some p or q, of valency 4 (a critical point of multiplicity 2 of Φ) between these two points. Indeed, the number of going down branches should be locally constant. Thus λ i −1 = λ i −k −1+k −1+b, where b is the total number of going down branches from critical points of Φ between the two points p (resp., q). Thus b = 1 which means that there is exactly one critical point of multiplicity 2 between the two close points p (resp., q).
The "inverse" operation can easily be made on a dessin d'enfant (though it is not really the inverse of the previous deformation). If two letters p (resp., q) are endpoints of some interval of the real projective line which does not contain other letters p, q, r, then we may collapse these two letters into a single same letter with a number of going down branches equal to the total number of going down branches starting from the two letters and the vertices of Γ situated between them (see Figure 4 ). We call this inverse operation a collapsing. Clearly, a collapsing 
where {1, 2}, I 1 , I 2 form a partition of {1, . . . , +2}, |I 1 | = k, |I 2 | = k+1. Therefore, the primitive affine relation for W is
where {1, 2},Ĩ 1 ,Ĩ 2 ,J 1 ,J 2 form a partition of {1, . . . , + 2 + c}, |Ĩ 1 | = k − c 1 , |J 1 | = 2c 1 , |Ĩ 2 | = k + 1 − c 2 and |J 2 | = 2c 2 . We note that if c 2 ≥ 1, then (c 1 , c 2 ) and (c 2 − 1, c 1 + 1) give the same affine relation up to renumbering. Moreover, we have (c 1 , c 2 ) = (c 2 − 1, c 1 + 1) when c 2 = c 1 + 1. Therefore, we get the pairs (c 1 , distinct possible affine relations for W. Now since in each affine relation the coefficient ofw 2 is 1 and W is primitive, we have that (w 3 −w 1 , . . . ,w n+2 −w 1 ) is a basis of Z n . Thus each affine relation corrresponds to an unique circuit in Z n up to action of the group of invertible integer affine transformations of Z n . The case even is similar. Set = 2k. By Theorem 0.2, the affine relation for W is
where {1, k + 2}, I 1 , I 2 form a partition of {1, . . . , + 2} and |I 1 | = |I 2 | = k. The affine relation for W is We have readed the dessins d'enfant from the top to the bottom and the coefficients of the left member of each affine relation correspond to half the valencies of the letters p. We see that up to renumbering, the first, third, fourth and sixth relations give the same relation, while the two remaining are also identical. Thus we have in fact two distinct affine relations, which give for any n ≥ m = 6 two distinct possible circuits in Z n (up to the action on Z n ) with degeneracy index m = 6 and supporting a maximally positive system with + 1 = 5 positive solutions. Example 3.2. Once at least one of its coefficients is equal to 1, a primitive affine relation s i=1 λ i w i = m+2 i=s+1 λ i w i determines uniquely a primitive circuit W = {w 1 , . . . , w n+2 } ⊂ Z n (where n ≥ m) up to the action of group of invertible integer affine transformations Z n . In fact (up to the previous action on Z n ) this circuit is uniquely determined by the set {{λ 1 , . . . , λ s }, {λ s+1 , . . . , λ m+2 }}, that we use below in order to represent any possible primitive circuit supporting a maximally positive system for different values of m and according to Theorem 0.4. 
