Abstract. A power analysis of seven normality tests against the Ex-Gaussian distribution (EGd) is presented. The EGd is selected on the basis that it is a particularly well-suited distribution to accommodate positively skewed distributions such as those observed in reaction times data. A pre-assessment of the power of the selected tests across various types of distributions was done via a meta-analysis and a comparison with other power analyses reported in the literature was also performed. General recommendations are given as to which tests should be used to test normality in data suspected to resemble an EG distribution. Additionally, some topics for future research regarding the use of confidence intervals and the computation of accurate critical values are outlined.
Normality is an assumption in parametric tests requiring that observations follow a bell-shaped distribution and that they peak around the mean. When this assumption is broken, the results of the tests can be biased (Calkins, 1974; Wilcox, 1998; Zimmerman, 1998 . Although see Miranda-Fontaíña & Fernández-López, 2009; Schmider, Ziegler, Danay, Beyer, & Bühner, 2010 , for a different point of view). The normality of distributions can be beneficial not only to parametric tests but also to nonparametric or distribution-free tests (e.g., randomization tests). For instance, Mewhort (2005) found that when distributions are normal, both F and randomization tests detected true differences between means about 80% of the time even with a small sample size of 4. However, the detection of true differences between means was about 60% when distributions were skewed and even when bigger sample sizes were used (n = 10) (see also Zimmerman, 1998) . Consequently, the verification of normality is essential in determining whether or not to use parametric tests and methods to normalize distributions.
Since different areas of research rely on the normality assumption to perform parametric tests, normality tests are usually performed on the data sets to verify whether they are analyzable using parametric tests. For example, the Kolmogorov-Smirnov (KS) and the Shapiro-Wilk (SW) tests are performed routinely as part of statistical analyses used in meteorology (e.g., Harmel, Richardson, Hanson, & Johnson, 2002 ; see also Steinskog, Tjøstheim, & Kvamstø, 2007 , for a warning on the use of the KS test), brain research (e.g., Fazeli, Davarian, Behnampour, & Golalipour, 2006) , biology (Miranda-Fontaíña & Fernández-López, 2009 ), agriculture (e.g., Sokouti & Mahdian, 2011) , and physiology (e.g., Norager, Jensen, Madsen, & Laurberg, 2005; Venckunas et al., 2008) to determine how normal data distributions are and thus determine how to deal with them. Note that the KS and SW are tests commonly used and are in fact the only tests available in statistical packages like SPSS. For a recent review on normality tests available in statistical software packages, see Yap and Sim (2011) .
When normality assumptions are not met, researchers use data transformation or outlier detection procedures to normalize distributions. When such procedures are ineffective, it is recommended that nonparametric tests be employed. There are options including randomization tests (e.g., Mewhort, 2005) , nonparametric versions of the analysis of variance (e.g., Shah & Madden, 2004) , or mixedeffects modeling (e.g., Baayen & Milin, 2010) that should be considered when parametric assumptions are not met.
If parametric tests are meant to be used for the analysis of data, it is desirable that the data meet the assumptions of normality and homogeneity of variance. In actual research it is rather unusual to find normally distributed data. For example, in fields like experimental psychology (e.g., Baayen & Milin, 2010) , immunology (e.g., Olivier, Johnson, & Marshall, 2008) , geology (e.g., Murthy & Abbaiah, 2007) , meteorology (e.g., Harmel et al., 2002) , and biology (e.g., Jones, Dieni, & Gouse, 2010) , data are characterized by having positively skewed distributions. Although the Log-Normal, Weibull, Wald (or inverse Gaussian), Gumbel, and Gamma distributions can resemble positively skewed shapes, a distribution that has been used more commonly to represent such type of skewed data is the Ex-Gaussian distribution (EGd) (e.g., Burbeck & Luce, 1982; Cousineau, Brown, & Heathcote, 2004; Hohle, 1965; Luce, 1986 , among many others). The main feature of the EGd is that it is a convolution of an exponential and a normal (Gaussian) distribution, thus it can fit distributions ranging from normal-like to very skewed ones.
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The literature review suggests that EGds have been studied and used only in areas related to human behavior, particularly in experimental psychology and neuroscience. Most of the data obtained in behavior-related research relies on a measure called reaction times (RTs). RTs can be broadly understood as the time taken (measured in milliseconds [ms], 1 s = 1,000 ms) for an organism to respond to stimulus events (see Baayen & Milin, 2010) . Note that RTs are also used to measure the time neurons take to respond to external sensory stimuli. Thus, the coupling of behavioral and neuronal RTs has been essential in determining the location of particular neurons in the brain in relation to specific behaviors (see DiCarlo & Maunsell, 2005) . Since RTs are characterized by presenting observations that seem to follow a normal distribution, whereas others are very slow and increase exponentially, RTs have been modeled using the EGd because of its characteristics already described above (see Whelan, 2008) .
Given the applied and theoretical value of RTs, a thorough understanding of how RT distributions behave and how they should be analyzed is essential. The studies reviewed later in this paper indicate that the EGd has not been included in previous research comparing the power of normality tests. Thus, it is unknown how powerful different normality tests can be when dealing with EGds of different parameters (e.g., when the EGd has parameters that render it normal-like). This study aims at filling this gap and can therefore be considered as one of the first studies of this kind.
The article is organized as follows: the section ''Power Analysis of Normality Tests'' reviews previous studies on the power of various normality tests and a meta-analysis of these is presented. In the ''Power Analysis on the EGd'' section, the EGd is briefly introduced and a simulation study of the power of various normality tests against this distribution is outlined. The main results are given under ''Results'' section. The article ends with the section ''Conclusion'' reporting some conclusions and considerations for future work.
Power Analysis of Normality Tests
Results from various simulation studies on the power of normality tests indicate that most tests seem to retain some power when dealing with normal distributions regardless of their sample sizes. Specifically, most tests should show low power when dealing with normal distributions (power % .05) since the probability of a Type I error should fall around the nominal level selected regardless of the sample size. That is, the probability of erroneously rejecting the hypothesis that the distribution is normal decreases to a value close to the nominal level chosen. On the other hand, normality tests should show high power when dealing with non-normal distributions since the probability of correctly rejecting the hypothesis that the distribution is normal increases, particularly in conjunction with an increase in sample size.
However, the power of some normality tests is attenuated when dealing with non-normal distributions, particularly when distributions are near-normal and symmetric such as the t and beta distributions, respectively (e.g., Alizadeh Noughabi, & Arghami, 2011; Chaichatschwal & Budsaba, 2007; Farrell & Rogers-Stewart, 2006; Romão, Delgado, & Costa, 2010; Yacizi & Yolacan, 2007; Yap & Sim, 2011; Zghoul & Awad, 2010) . That is, some normality tests show low power and this is more likely to occur when the distributions approach normality.
These claims are yet to be confirmed since the results of recent simulation studies show little consensus as to the power of specific tests when dealing with various non-normal distributions. Figure 1 illustrates this by showing the power of three normality tests commonly reported in simulation studies for four types of distributions when n = 50 and a = .05.
In light of the discrepancies, the present study also aims at determining the validity of the results of the studies shown in Figure 1 . In order to do so, tests that show discrepant results were selected (like those in Figure 1 ) along with other normality tests not commonly included in these types of studies. A list of the normality tests used in this paper is presented in Table 1 .
The simulations focus mainly on the EGd since it represents a non-normal distribution that has practical implications in several research fields and has not been examined in previous simulation studies on the power of normality tests (see above). However, other types of non-normal distributions considered in previous studies are included in order to complement the results and examine whether the present study agrees or disagrees with previous ones.
A Meta-Analysis of Some of the Tests
A meta-analysis of the studies reviewed here shows the average (mean and median) empirical power that the selected tests have against some asymmetric and symmetric non-normal alternative distributions.
Since the distributions included in the meta-analysis range from symmetric non-normal to asymmetric ones, the results can be interpreted in terms of the power of the selected normality tests on non-normal distributions in general. The distributions considered across the studies selected 1 A new distribution called Weibull-Gaussian (WGd) that represents a convolution between a Weibull and a normal distribution has also been proposed. In the WGd, the exponential parameter of the EGd is replaced by the Weibull distribution (Matsushita, 2007, October) . Although there is some evidence suggesting that the WGd fits RT data of visual search tasks better than the EGd or the Weibull, further investigation is still needed to demonstrate the generalizability of this new distribution to other RT data.
are presented in Table 2 , 2 and a summary of the mean and median empirical power of the selected tests is shown in Figure 2 .
Additionally, a 4 (normality test [test] : SW, KS, AD, and C tests) · 2 (sample size [n]: 20 and 50) · 2 (significance level [a]: .10 and .05) repeated-measures general linear model (GLM) was performed on the collated data of those normality tests for which sufficient information was available for the factors n and a. The factors test and n were treated as within-subject independent variables Figure 1 . Empirical power of three normality tests commonly reported in simulation studies for four types of distributions when n = 50 and a = .05. The beta and t distributions represent symmetric distributions and the Weibull and Log-Normal distributions represent asymmetric distributions. The beta distribution has two parameters, a and b, which determine its shape. The t distribution has one parameter determined by the degrees of freedom. The Weibull distribution has parameters k and k that determine its scale and shape respectively. The Log-Normal distribution has parameters l and r that determine its location and scale respectively. Methodologically speaking, it would be ideal to be able to collate results of each test across the same type of distribution from various studies. However, in reality not all researchers study the same distributions, sample sizes, or normality tests. Thus, future meta-analytical studies should strive to gather results from studies which can provide information on either a particular distribution (e.g., Gumbel distributions of different parameters) or particular types of distributions (e.g., asymmetric long-tailed distributions) across a selected group of sample sizes and significance levels for a particular test (e.g., SW test) or a particular set of tests (e.g., empirical distribution function [EDF]-based tests). Although the comprehensive study by Romão et al. (2010) can be considered in itself a study of this kind, a metaanalytical study requires in principle the collation of results across several studies. and the factor a was treated as a between-subjects independent variable. The dependent variable was the test's reported empirical power.
The results of the GLM showed a main effect of test type, F(1.06, 7.44) = 18.91, p = .003, and sample size, F(1, 7) = 15.55, p = .006. No other main effect or interactions were significant, p = ns.
3 The SW, AD, and C tests had significantly higher power (M = .84, SE = .07, M = .80, SE = .08, and M = .83, SE = .07, respectively) across sample sizes and significance levels than the KS test (M = .71, SE = .09), but there were no statistically significant differences among the tests with the highest power (see Figure 2 ). The average power across normality tests was significantly higher when n = 50 (M = .90, SE = .06) than when n = 20 (M =. 70, SE = .09). These results are hence in line with what is commonly reported in power studies concerning the effects of sample size and significance level. That is, the GLM analysis suggests that the bigger the sample size, the bigger the power of the test. Also, the results did not show any main effect of significance level which is in agreement with the idea that power results obtained using different alpha levels are virtually similar even in the case of studies of multivariate normality (see Villaseñor-Alva & González Estrada, 2009 ). Finally, the main effect of test type indicates which normality tests have the highest power when dealing with nonnormal distributions. Noughabi & Arghami, 2011; Romão et al., 2010) and symmetric short-tailed distributions (see Yap & Sim, 2011) .
The KS and AD tests are selected based on studies suggesting that these tests are also powerful in determining normality (see Keskin, 2006; Razali & Wah, 2010 
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A power study suggests that the C test is effective against skewed distributions and contaminated normal distributions and it is particularly useful when the alternative distribution is unknown (Sürücü, 2008) .
Notes. Details on the statistics for tests SW, KS, AD, DH, CS, and RJB can be found in Romão et al. (2010) . Details on the statistics for the C test can be found in its respective reference.
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The Mauchly's test of sphericity showed that the sphericity assumption was not met, v 2 (5) = 44.78, p = .000. That is, the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variable is proportional to an identity matrix was not met, thus the degrees of freedom had to be adjusted using Greenhouse-Geisser estimates of sphericity (e = .355). The cause for such inequality in the variances of the differences between conditions can be attributed to missing values in the data set. For example, while a particular study reported results for the AD test when n = 20, the same study did not report results for the AD test when n = 50. A repeated-measures GLM, in which missing values were replaced by the series mean, yielded virtually the same results reported here. That is, only main effects of test and n were found, F(3, 46) = 18.11, p = .000 and F(1, 48) = 45.54, p = .000, respectively (Greenhouse-Geisser uncorrected. When the Greenhouse-Geisser adjustment was applied, the results remained unchanged).
A Power Analysis on the EGd The EGd
Let X $ N l; r 2 ð Þ and Y $ ExpðsÞ with X independent of Y . Then, the random variable Z ¼ X þ Y follows an EGd with parameters l, r, and s and probability density function given by:
where U(AE) is the cumulative distribution function of the standard normal distribution. The distribution of simple RTs is thus described by a convolution of a normal and an exponential distribution. The original idea, firstly proposed by Hohle (1965) , was that both peripheral and cognitive processing times are modeled by a Gaussian and exponential component, respectively (see Craigmile, Peruggia, & Van Zandt, 2010) . The predicted descriptive statistics of an EGd can easily be derived if the parameters are known. For example, the theoretical mean and standard deviation are given byl ¼ l þ s andr ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi r 2 þ s 2 p , respectively. In the EGd, the mean and the standard deviation represent the parameters of observations that group around an average performance (e.g., motor processes), whereas the exponential factor represents the parameters of observations that fall far away from the mean (e.g., decision processes) (see Figure 3) . For more details about the EGd, the reader is referred to Luce (1986) . 
Total number of distributions included 50
Notes. The approximate c 1 and c 2 parameters are based on those proposed by Chaichatschwal and Budsaba (2007) . *These skewness and kurtosis parameters should be viewed with caution since they disregard the effect that sample size can have. The numbers between brackets indicate the number of studies in which the distribution was employed. The symbols correspond to the study reporting the distribution. This classification is based on that proposed by Romão et al. (2010) . 
Simulation Study
The power of each of the seven normality tests (see Table 1 ) was evaluated against three types of EG distributions. Table 3 presents a characterization of the EGds used in this study. In addition, the empirical power of the considered tests against other non-normal distributions was computed. The non-normal distributions were the Weibull(2,1) and the Log-Normal(0,1). Type I error probabilities corresponding to the actual size of the tests on a N(0,1) were all close to the nominal value a = .05 used (see Table 4 ). The simulation study followed these steps:
(i) Critical values (CVs) for each normality test on a N(0,1) of different sample sizes (n = 10, 30, 50, 100, 300, and 500) were obtained. 4 Based on 20,000 replications of each N(0,1), the empirical distributions of the tests statistic were obtained, and the CVs were found by calculating either the 5% (lower tail) or 95% (upper tail) quantiles of the tests statistic distribution in each sample size. Figure 4 shows the empirical distributions of the tests statistic for the case n = 100. Table 5 reports the obtained CVs.
(ii) The CVs found for each normality test on the N(0,1) of different sample sizes were used as the cut-off points to reject normality. The proportion of times the test statistic fell outside the cut-off values across the simulated distributions represented the empirical power of the test.
5
(iii) Bias-corrected-and-accelerated bootstrap confidence intervals (CIs) (Efron, 1987) were obtained for each of the encountered powers (see Appendix A for details regarding the simulations).
A Note on the Estimation of CVs
As mentioned previously, CVs were calculated based on key quantiles of the tests statistic distributions. Choosing the 5% (lower tail), the 2.5%-97.5%, and the 95% (upper tail) quantiles when these distributions look negatively asymmetric, symmetric, and positively asymmetric, respectively, seems Since the constants used in the calculation of the test statistic and CVs for the SW test were originally given only for n 50, the Royston version of the SW was used (Royston, 1982a (Royston, , 1982b (Royston, , 1995 . This version is already implemented in the ''Shapiro test'' R function. 5 Note that in simulation studies p values are not necessarily estimated as they are estimated in statistical packages. That is, whereas in simulation studies CVs are obtained by generating thousands of empirical distributions in order to determine the actual distribution of the test statistic, in statistical packages CVs are quantiles from a theoretical distribution that is used to approximate the distribution of the tests statistic.
to be a common practice when calculating CVs (see, e.g., Section 3 in Yap & Sim, 2011) . This pattern is confirmed for the tests statistic studied in this paper, as illustrated in Figure 4 . However, rather than based on the shape of the test statistic distribution, the critical region of a test is strictly related to both the test statistic and to what the test is intended to measure (null hypothesis). Take as an example the well-known chi-square statistic,
Ei
; here, large values of v 2 are obtained when (at least) one observed value is significantly different from its expected value, a circumstance that leads to the rejection of the null hypothesis. On the other hand, small values of v 2 are obtained when each term of the sum is small, that is, when each observed value is close to its expected value, a situation that would not lead to rejecting the null hypothesis. Note also that the distribution of the tests statistic, a chi square with n À 1 degrees of freedom, is indeed positively skewed, and it is in agreement with the pattern presented above. However, it might be necessary to establish theoretical reasons as to why this pattern is observed.
A Note on CIs Around the Empirical Power Values
Nonparametric 95% bias-corrected-and-accelerated confidence limits (95% CI BCa ) (see Efron, 1987) were computed for the empirical power obtained for all the distributions tested Miller (1989) . This classification is based on that presented by Chaichatschwal and Budsaba (2007) . *For each type of EGd and sample size combination, the skewness and kurtosis parameters were estimated using 20,000 simulations. Twenty percent trimmed mean values are presented between brackets.
by using 2,000 resamples. The reasoning behind this approach is that these CIs can signal whether there are significant differences between mean power values. These CIs were selected since they adapt to the skewness of the distribution while introducing computations that stabilize existing variance (see Marmolejo-Ramos & Tian, 2010) . Details of the implementation of 95% CI BCa can be found in Appendix B.
Results
The power of the tests was represented by the proportion of times the tests statistic fell outside the cut-off points when applied on the EGds of different sample sizes. The same approach was used for the Weibull(2,1) and the LogNormal(0,1) distributions. Figure 5 shows the results . Kernel density estimates of the empirical distribution of each of the seven tests statistics when sample size is n = 100. Since all tests presented these same shapes across the sample sizes, the example presented here represents the actual distribution of the test statistics.
obtained for the case of EG distributions. Given that the power of the tests when n = 100, 300, and 500 showed a ceiling effect (power % 1), these data were not plotted. The results obtained for the Weibull (W) and the Log-Normal (LN) distributions are presented in Figure 6 .
The results found for the W and the LN distributions are in line with most of the studies in which these distributions have been included. Specifically, in the case of the W(2,1) when n = 50, the power of the KS, AD, and SW tests is around .2, .3, and .4, respectively, and in the case of the LN(0,1) when n = 50, the power of these tests is close to 1 (see Figures 1 and 6) . These results clearly disagree with those reported by Yacizi and Yolacan (2007) .
The results also indicate that the KS test has low power when dealing with W and LN distributions (see Figure 6 ) and with EGds (see Figure 5) , particularly when the EGd resembles a normal-like distribution (in this study EGd3 resembled such type of distribution). Although some results indicate that the KS retains some power (see Table 1 ), the present results are in line with the well-known fact that the KS test is not a very powerful test (e.g., D 'Agostino & Stephens, 1986; Thode, 2002) . Consequently, despite its popularity, this test should be used with caution. Furthermore, the KS and the RJB exhibited the lowest powers across distributions and sample sizes and the results further show that the RJB test had a lower power than the DH test, thus supporting the results of Romão et al. (2010) .
The C test showed good power across distributions and sample sizes and its behavior was quite similar to those of the most powerful SW and CS tests. The C test deserves further exploration given its intrinsic power as a combined statistic test. It would be ideal to see the inclusion of this test in future studies on normality.
Interestingly, the pattern of power results found in the simulation study was in line with the results of the metaanalysis. For instance, the meta-analysis showed that the KS test had the lowest power when dealing with non-normal distributions while the SW, AD, and C tests showed the highest power. Other findings of the meta-analysis were also corroborated in this simulation study, i.e., that the larger the sample size, the larger the power of the test (Figure 6 shows an increase in the power of all the tests as the sample size increases in the case of the W(2,1)). Such results highlight the relevance of performing meta-analytical studies on the power of normality tests. This is therefore a statistical tool that deserves further examination and use in relation to studies on normality tests (see also footnote 2).
Across the three EGds, all seven tests had a median power of .36, .88, and .99 when sample sizes were 10, 30, and 50, correspondingly. This pattern of results suggests Figure 5 . Empirical power and 95% CI BCa of the normality tests on the EGds when n = 10, 30, and 50. The empirical power of the tests when n > 50 was close to 1, thus they are not plotted.
that normality tests have very low power when dealing with positively skewed distributions of small sample size (i.e., when n < 30). Indeed, the results are in line with those found for the LN, in which the median power was rather low (.59) when n = 10. For the specific case of n = 10, the tests with the lowest power (KS, DH, and RJB) had a median power of .30, whereas the tests with the highest power (SW, AD, CS, and C) had a median power of .41. When n = 30, the differences in power among subgroups of tests were highly marked. Thus, while the median power of the KS and RJB tests was .72, the median power of the remaining tests was .91. In the case of n = 50, although all tests had a power above .90, there were some differences in power between clusters of tests. While the KS and the RJB had a median power of .92, the remaining tests had a median power of .99. Focused analyses further suggest that the tests had relatively low power within each sample size when applied to positively asymmetric short-tailed EGds (EGd3 in Figure 5 ). For instance, when n = 10, while the median power of all tests was .33 when dealing with the EGd3, the median power was .40 when tested on the EGd1 and EGd2. In the case of n = 30, while the median power of all tests was .84 when dealing with the EGd3, the median power was .91 when tested on the EGd1 and EGd2. Finally, when n = 50, the differences in power were not as pronounced as in the abovementioned cases. However, for the sake of completeness, while the median power of all tests was .98 when dealing with the EGd3, the median power was .99 when tested on the EGd1 and EGd2.
Conclusions
The purpose of this study was to determine the power of seven tests when they are used to measure the normality of EGds of different parameters. The normality tests with the highest power, in particular the SW, CS, and C, can thus be used as an educated choice to test normality in data suspected to resemble an EG distribution.
Although the EGds studied here are based on RT data, it can be argued that, given the properties of the EGd, data from other fields in which similar data sets are found are very likely to be fitted with the EGd. A study of that type is still to be done and will directly assist in testing this claim. If the present claim is correct, then the results obtained here are not limited to the case of RT data, but can be extrapolated to positively skewed distributions found in other areas of research.
Scope for Future Research
Future work should aim at devising a goodness-of-fit (GoF) test that assists researchers who are handling data suspected to follow an EG distribution in verifying whether their hypothesis is correct or not. This is, most normality tests assist us in determining whether a distribution is normal or not but they do not provide information as to what class of distribution the data are likely to belong to. Thus, a future EGd GoF test could be devised to answer these questions. A simple approach could be to use the KS or the chi-square test to compare two cumulative distribution functions. However, this procedure requires that the user not only knows what type of distribution the data might come from but also its parameters. In practice, it is rather unusual that the researcher knows this in advance. Thus, an alternative solution would be to:
(i) fit the data with a set of potential parent distributions, (ii) estimate which distribution gives the best fit, and, Figure 6 . Empirical power of the normality tests on the Weibull(2,1) and LN(0,1) for the six sample sizes studied.
(iii) once the distribution with the best fit is signaled (e.g., via the Akaike information criterion [AIC]), the exact parameters of the data set in terms of the fitted distribution have to be extracted. A final step would consist of using the KS or the chi-square test to substantiate that the data at hand do come from the best-fit distribution of specific parameters (a routine that exemplifies this approach is provided in Appendix C).
Future simulation studies could present more accurate results by providing CIs around the values obtained, as was done in the present study. The advantage of this approach is that CIs cover a range of values potentially obtained in simulation studies of similar characteristics. However, a more precise step could be taken not only by increasing the number of simulations (see Cuddington & Navidi, 2011) , but also by iterating each simulation run a certain number of times. For instance, in the present study the simulation run consisted of 20,000 replications that were iterated only once. This is a practice that is common in most simulation studies in which a good power can be secured when even 10,000 simulations are run (see Robey & Barcikowski, 1992) . However, if each run of 10,000 simulations were iterated, for instance, 30 times, it would be possible to estimate a robust average value across iterations of runs while having enough information to compute CIs around the value obtained.
''bootstrap'' R package calculates nonparametric biascorrected-and-accelerated CIs. ''bcanon'' performs bootstrap on a function of data defining the estimator used in constructing the confidence points. In the present study, the F distributions are the empirical distributions of the test statistics and the function (estimator) used was the power of the test statistic. Two thousand resamples were used for the bootstrap. 
