We study the motion of passive tracers in a two-dimensional turbulent velocity field generated by the Kuramoto-Sivashinsky equation. By varying the direction of the velocity-vector with respect to the field-gradient we can continuously vary the two Lyapunov exponents for the particle motion and thereby find a regime in which the particle distribution is a strange attractor. We compare the Lyapunov dimension to the information dimension of actual particle distributions and show that there is good agreement with the Kaplan-Yorke conjecture. Similar phenomena have been observed experimentally.
Introduction
The velocity field of particles confined to the surface of a fluid does not have to be incompressible even though the fluid itself is incompressible. It has correspondingly been observed experimentally [1, 2] , that tracer particles moving only on the two-dimensional surface of a three-dimensional fluid can lie on a strange attractor as shown in FIG. 1. In these experiments some 50 million floating particles were advected on the surface of the fluid, which was heavily stirred from time to time, with the stirrings done so seldom, that the fluid had time to come to rest. Pictures of the particle distributions were then examined and were found to have a well-defined fractal dimension between 1 and 2 and hence to be a strange attractor, which changed shape for each stirring.
This has been explained theoretically in terms of "random maps" [3, 4] , which seems appropriate for this pulsed flow. On the other hand, this phenomenon is rather general and should also occur in systems with no separation between a stirring and relaxing phase. To investigate this possibility we have looked at the advection of passive scalars in a simple turbulent field theory, the Kuramoto-Sivashinsky (KS) equation, which has been derived e.g. in the context of chemical turbulence [5] and the flow of a falling fluid film [6] .
Advection by the 1D Kuramoto-Sivashinsky Equation
The Kuramoto-Sivashinsky equation in 1+1 dimensions is given as
where h is a scalar field and f x ≡ 
This equation has the same nonlinear term as the Navier-Stokes equations.
It is thus natural to look at the field u = h x as a velocity field and study the motion of a passive particle with the equations of motion
where a is a real constant that gives the ratio of the time scales of the particle motion and the h-field. Note that the h-field itself is not a good choice for a velocity field, since the equation (1) is invariant under the transformation
Such a study was carried out by Bohr and Pikovsky [7] . They examined the case a = 1 and found the particles to diffuse anomalously, i.e., the average displacement in time goes approximately as < x(t) 2 > 1 2 ∝ t 2/3 , which is faster than usual diffusion. They also found, for systems seeded with several particles, that particles coalesce in time. Therefore the Lyapunov exponent for the particles is negative even though they move in a chaotic velocity field. Thus, the system exhibits Eulerian but not Lagrangian chaos.
Advection by the 2D Kuramoto-Sivashinsky Equation
It is trivial to generalize the Kuramoto-Sivashinsky equation (1) to two dimensions. The equation is given as
The h-field is now a function h = h(x, y, t), and ∇ = i The reason for the simplicity in the generalization is that all terms are scalar products and hence scalars. Again we assume periodic boundary conditions
With random initial conditions and periodic boundary conditions, the solu- 
Choice of velocity field
The most obvious choice of velocity field is, as in the 1D-case, a field proportional to the gradients of the h-field, i.e.,
where the real constant a, as in the 1D-case, is the ratio of the time scales of the particle motion and the h-field. The gradient always points in the direction of the local maxima. This causes particles with different initial positions to coalesce at these maxima, similar to what is seen in the 1D-case [7] . Thus, particles moving in the gradient velocity field have both Lyapunov exponents λ 1 , λ 2 less than zero. The original field h can be regarded as a velocity potential.
This motion of particles is area contracting and hence dissipative. In terms of fluid dynamics, the velocity field ∇h is compressible.
We can generalize the equations of motion (4) by a linear function of the gradient vectors. Since we want to preserve the isotropy of the KS-equation, the only possibility for the generalization is scaling and rotation. The generalized velocity field is thus constructed as a multiplication of a constant a, the rotation matrix B θ and the gradient vectors:
Of special interest is the vector rotated 90
• from the gradient:
This vector field viewed as a velocity field is incompressible, i.e. ∇ · v h = 0, and the scalar field h can be regarded as a stream function. Equivalently, particle motion in this velocity field can be said to be a non-autonomous (timedependent) Hamiltonian system with one degree of freedom, where x and y are conjugate variables and h is the Hamiltonian. A Hamiltonian system is area preserving and hence the two Lyapunov exponents have the same numerical value with opposite signs, (λ 1 = −λ 2 ). Thus, if a volume element is expanding in one direction it should contract in the other to preserve the volume [8] .
Advected in this velocity field, the particles move around the maxima of the field at a nearly constant height. The maxima can be regarded as vortices of the velocity field.
Throughout this paper, we restrict ourselves to examining the behavior of particles with the most natural ratio of the time scales, thus a = 1. We then describe the vector field v by just one parameter, the angle θ.
Particle Trajectories
In FIG. 3 we show the trajectories of single particles for different values of θ advected in the same h-field.
It is seen how the trajectory corresponding to pure Hamiltonian motion (θ = 90
• ) is made up of segments of smoothly rounded curves joined in sharp corners. This is because in the changing field, the particle for some time spirals around one maximum. When this maximum disappears, the particle changes direction drastically and spirals around another maximum.
The particle moving in a pure a gradient velocity field (θ = 0 • ) moves at a (local) maximum and thus follows the cell's motion. When the cell is destroyed, it jumps to a new cell.
It is seen how the particles travel significantly longer in the Hamiltonian (θ = 90
• ) case than in the gradient (θ = 0 • ) case.
Strange attractor
For certain values of θ the particles actually move on a strange attractor. The range of the values of θ that gives a strange attractor can be estimated by calculating the Lyapunov exponents for the particles. Given the two Lyapunov exponents of a dynamical system, of which at least one should be positive, the
The Lyapunov exponents are calculated in the following way [9] : We linearize the equations of motion of a small disturbance δx(t) around the trajectory x(t). The equations of motion for the system are given as:
We expand the equations of motion of a small disturbance δx(t) in a series around x(t) to first order and geṫ
where
is the Jacobian of the equations of motion in the point x(t). We use equations for two disturbances, δx 1 (t) and δx 2 (t), since we want to find two Lyapunov exponents. The initial conditions for the first distur- The Lyapunov exponents are then given by
The Kaplan-Yorke conjecture states that D L actually gives the information dimension D 1 of the attractor of the system.
We see that for the chaotic Hamiltonian case which has one positive and one negative Lyapunov exponent with the same numerical value, D L = 2, and thus the attractor of the particles is a two dimensional subset of the whole plane, as expected for a Hamiltonian system. It is thus necessary to introduce some dissipation (i.e. θ < 90 • ) to find a strange attractor.
The information dimension is defined as
where p i is the natural measure of particles in box i. The natural measure in a box is the fraction of the total number of particles, or normalized density, in each box. The sum is taken over all boxes i, which has nonzero natural measure. In FIG. 4 numerically calculated values of the two Lyapunov exponents are shown as a function of the angle θ (the two lower curves). It is seen that θ has to be quite large, θ ≈ 72 • , to obtain one positive Lyapunov exponent.
Also shown is the Lyapunov dimension of the corresponding attractor.
It should be noted, that the Lyapunov exponents and their signs are also strongly dependent on the ratio of the time scales, i.e., the values of the constant a. The Lyapunov exponents decrease with increasing a and the θ at which the transition λ 1 > 0 occur increases. In the limit of a → ∞, the transition newer occurs although both Lyapunov exponents in the pure Hamiltonian system (θ = 90 • ) are zero corresponding to a h-field that is constant in time i.e. h = h(x, y).
Results for the KS Equation
In FIG. 1 we show pictures of the strange attractor on the surface of a real fluid, taken from [1] . It is seen that there are not that many large scale structures, the large bends of the strange attractor are big compared to the image size. We thus expect the system size of the Kuramoto-Sivashinsky equation needed to produce a strange attractor to be only a few cells big. It of course has to big enough to be chaotic. A system of size 32 × 32 spatial units were chosen. This corresponds to approximately 4 cells in each direction. In the experiments ≈ 50 million particles were used [1] . We thus have to advect many particles to see the strange attractor. As a compromise between computing time and the large number needed, 190000 particles were used. The particles were originally placed in a square grid covering the whole system. The 2D-Kuramoto-Sivashinsky equation was integrated using an explicit finite difference scheme with grid spacings of half a spatial unit, thus 64 × 64 mesh point were used. The gradient field between the mesh points was found using a bicubic spline interpolation [10] . The computing time for the integration of the system with particles was one hour per time unit on the used computers We have estimated the information dimensions of the patterns numerically, using the information dimension D 1 (11) , where the 32 × 32 field is divided into N square boxes with side-length ǫ. The dimensions are found as the slope of a straight line fit to a plot of N i p i log p i versus log ǫ.
The measured information dimensions with error bars from the fit, the Lyapunov exponents and the Lyapunov dimensions calculated from (7) 
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