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The goal of this dissertation is to explore issues related to Bayesian adaptation and
combination of deep models in the field of automatic speech recognition (ASR). At the
time of writing this dissertation, research on ASR has been ongoing for almost 70 years.
Today’s ASR systems have come a long way since the first single-speaker, isolated digit
recognizer made at Bell Laboratories [1] in the 1950s, leveraging many advanced machine
learning technologies. In particular, recent advances in deep neural networks (DNNs) [2]
have spurred new research efforts in DNN based acoustic and language modeling, which
are the two key components of modern ASR systems.
However, the common assumption that training and testing data belong to the same
feature space and have the same distribution overlooks the underlying discrepancies
between ideal and realistic conditions. Therefore, performance of a modern ASR system
in the field may not reflect the performance measured during system design. For example,
we have learned from the outcome of the 2014 REVERB CHALLENGE [3] that a
traditional Gaussian Mixture Model (GMM) / Hidden Markov Model (HMM) ASR
system trained and tested under clean condition attains a Word Error Rate (WER) of
3.50%. However, a severe drop in performance is observed by testing the same ASR
system on reverberant speech. With reverberant speech an average WER of 42.80% was
measured. Replacing the GMM with a DNN did not produce any significant improvement,
but rather, a further small drop in the ASR performance was observed. This same
phenomenon is observable when recognizing speech uttered by a non-native speaker using
an ASR system trained only on native speakers’ data. In the Resource Management
task [4], WER drops to 34.90% on non-native speech from the initial 3.60% for native
speakers which matched the training conditions.
The fact that ASR systems exhibit suboptimal performance when there is a mismatch
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between training and test conditions indicates a lack of robustness. The mismatch can be a
combination of several different conditions, including: (i) ambient noise, such as
background speech, and background noise; (ii) channel variations due to different
microphones and room reverberation; (iii) dialects and accents. Many approaches have
been proposed over the years to solve these issues. Model adaptation techniques are
among the most important ones to tackle the mismatch problem. In the model adaptation,
the original set of acoustic models is mapped to a transformed set of models that better
match the observed utterances using a small but representative amount of data (a.k.a.,
adaptation data) [5, 6]. Speaker adaptation, a particular variant of model adaptation has
become a popular research topic since the 90s. Speaker adaptation seeks to adapt a
general ASR system to a specific speaker with a limited amount of data from that speaker.
With the prevalence of ASR facilitated personal assistants such as Siri and Google Now,
the function of speaker adaptation to provide personalized user experience attracts more
and more attention. Another important method for enhancing the performance of ASR
systems is system combination, where the goal is to improve accuracy by leveraging
complementary information from different systems to produce a “super-system” which is
better than each contributing individual system. [7, 8]. There are a lot of approaches to
building ASR systems, and those approaches can differ in the feature extraction method,
classification approach, and training algorithm. They often use complementary
information about speech, but the attempt to preserve one part of the information often
leads to the loss of another. As a consequence, each individual ASR approach could only
attain a different degree of success. System combination has thus been used to improve
the ASR performance. More discussion about model adaptation and system combination
can be found in Chapter 2.
This dissertation leverages Bayesian learning to address the model adaptation and
system combination problem when only a small amount of target speaker data is available.
The focus will be on the issues arising when model adaptation and system combination
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are applied to deep learning based, state-of-the-art ASR systems. Detailed discussions
about deep learning, model adaptation, and system combination can be found in Chapter
2. In this chapter, the key technology components that make an ASR system work will be
briefly described.
1.1 Automatic Speech Recognition System
The task of speech recognition is to recognize the word sequence W from the signal X.
This is actually a decision problem: Based on the information in X we attempt to make the
best inference about W that is embedded in X. A speech signal is usually featured by
uncertainty, variability, lack of determinism, and stochasticity which makes the statistical
pattern-matching paradigm a natural choice for formulating and solving the ASR problem.
If the joint distribution p(W,X) is specified, the Bayes’ decision rule [9] can be
implemented as:
Ŵ = arg max
W
p(W,X), (1.1.1)
where Ŵ is the recognized words. However, it is unlikely that we have complete knowledge
to specify the joint distribution p(W,X). For real-world speech recognition, p(W,X) is
decomposed into two components:
p(W,X) = p(X|W)p(W) (1.1.2)
where p(X|W) is known as the acoustic model (AM) and p(W) the language model (LM).
The AM p(X|W) is used for evaluating the likelihood of the observation X given a word
sequence, and the LM p(W) computes the probability of the word sequence W [10].
Given a training set, we can estimate parameters of both the AM and the LM, Λ̂ and Γ̂,
respectively. Then the estimated parameters are plugged into the maximum a posteriori
decision rule (Eq. 1.1.1) as:














Figure 1.1.1. A typical block diagram of a ASR system
The block diagram of ASR system is shown in Figure 1.1.1. The three main components
are the feature extractor, the acoustic model and the language model. Next we will briefly
discuss feature extraction as well as acoustic and language modeling for the ASR system.
1.1.1 Feature extraction
A speech signal can be considered as the output of a slowly time-varying linear system
driven by an excitation signal with the practical assumption of short-term stationarity.
There are several ways of representing the time-varying speech signals, for example, via
the state of the speech production source – the vocal cords, via a spectral representation
and via a parametrization of the spectral activity based on the model of speech
production. [11]. Among them, the spectral shape is deemed as the most important feature
representation for ASR. The cepstrum is a common choice of spectral shape
representation, which is the inverse Fourier transform (IFT) of the log-power-spectrum.
Mel-Frequency Cepstral Coefficients (MFCCs) [12] is the most widely used cepstral
feature. Triangular filters evenly distributed on the Mel-frequency scale reflect the intent
to mimic the human auditory system in response to acoustic/auditory stimulation.
Log-energy is computed at the output of each filter and the final MFCCs are the discrete
cosine transform (DCT) of these filter outputs. Besides spectral shape based features,
researchers are also exploring the possibility of directly using raw time-domain
signals [13] as input features for DNN.
1.1.2 Acoustic Models
The central component of the acoustic model in a modern ASR system is the Hidden
Markov Model (HMM) [11, 14]. The adoption of HMM [14, 15] is one of the greatest
breakthroughs in the field of ASR. An HMM is a statistical model for generating
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sequences of symbols (in speech recognition, speech frames). A context-dependent
phoneme, e.g a triphone or a quinphone, is represented by an HMM. States of HMMs are
aligned with speech frames using the forward-backward or the Viterbi algorithm [14].
In a traditional GMM based HMM system, the state emission probability is modeled
by a mixture of Gaussians,




where ot is the feature frame of speech signal at time t; s j denotes the jth HMM state.
A decision tree is then used to tie together model parameters of those triphone/quinphone
HMM states (senones) in order to control the model complexity.
The state-of-the-art ASR systems replace the GMM part of a GMM-HMM system
with a deep neural network to leverage the strong modeling power of deep models. The
replacement is straight-forward, but it comes with a huge change in the model assumption
that brings both pros and cons. We will elaborate on this in Chapter 2.
1.1.3 Language Model
The language model (LM) provides a way to estimate the probability of a possible word
sequence. The n-gram LM is still the most commonly adopted LM. The probability of the
next word given its history in an utterance is estimated by the maximum likelihood principle
in the n-gram LM. However, one critical issue for the n-gram LM is how to deal with data
sparseness which causes unseen words to be assigned zero probabilities. The solution is to
use smoothing techniques including Jelinek-Mercer interpolation [16], Katz backoff [17],
Witten-Bell smoothing [18], absolute discounting and Kneser-Ney smoothing [19]. The
state-of-the-art language modeling performance [20] is achieved by using the recurrent
neural network (RNN) based LM introduced in [21] where the probability of the next word
is provided by the output of a RNN.
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1.2 Scientific Goals
As mentioned in the beginning of this chapter, even with the powerful DNN model, the
context dependent deep neural network hidden Markov models (CD-DNN-HMMs) system
still suffers losses due to the mismatch between training and testing conditions. In this
dissertation, we try to tackle the mismatch problem for deep model based ASR systems by
applying Bayesian adaptation and combination.
Bayesian approaches obtained great success in the adaptation of the traditional context
dependent Gaussian mixture model hidden Markov models (CD-GMM-HMMs).
Bayesian point estimation techniques such as maximum a posteriori (MAP) [5], structured
MAP [22] and variational Bayesian methods [23] are all successful examples of Bayesian
being applied to CD-GMM-HMM acoustic model adaptation. Furthermore, MAP and
SMAP have been shown to be promising to address data scarcity issues while providing a
highly desirable asymptotic performance as the number of adaptation sentences increases
toward infinity. However, CD-DNN-HMM’s discriminative nature makes it difficult to
apply Bayesian based adaptation techniques on it. What’s more, the huge number of
CD-DNN-HMM parameters makes adaptation of deep models a challenging task,
particularly when the adaptation data is limited.
The objective of this dissertation is to deploy a Bayesian adaptation/combination
framework for deep model based ASR systems to combat degradation of recognition
accuracy, which is typically observed under potentially mismatched conditions between
training and testing. This dissertation addresses the problem in three directions.
The first direction is to perform Bayesian adaptation directly on the discriminative
DNN models. To directly adapt the DNN models, maximum a posteriori estimation is
employed in the manner of regularization in the DNN updating formula. For supervised
batch adaptation, we built the adaptation technology based on MAP estimation of the
parameters of an augmented linear hidden network (LHN) at the adaptation time. The
proposed MAP adaptation scheme can provide a substantial relative WER reduction from
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an already-strong speaker independent CD-DNN-HMM baseline and can consistently
outperform conventional transformation based adaptation schemes. We then apply the
proposed MAP adaptation scheme on the unsupervised online adaptation to make the
technique applicable to practical situations. To deal with the data scarcity problem which
becomes more severe in online adaptation, we reduce the parameter number by applying
the MAP adaptation framework on the activation function parameters only, instead of
adapting the augmented LHN parameters. The proposed Bayesian framework is adaptive
in nature and suitable for performing iterative learning. Promising online adaptation
results are obtained. Following the thinking of adding regularization in adaptation, a
hierarchical adaptation technique was proposed through multi-task learning (MTL) [24]
devising regularization provided by the auxiliary tasks. By adding the auxiliary
architecture to the original DNN and performing MTL with the secondary tasks, we
improve the learning ability of the original DNN structure, thus enhancing the
discrimination power of the DNN models with limited adaptation data.
In the second direction, we try to cast the DNN into a generative framework to better
leverage Bayesian techniques. Although we were able to define and estimate prior
distribution to perform MAP adaptation for the CD-DNN-HMMs with the
above-mentioned Bayesian adaptation methods, the discriminative nature of DNN models
hampered our goal to replicate the nice features of the MAP/SMAP solutions developed
for the generative CD-GMM-HMMs. We then cast the DNN into a generative framework
to facilitate the employment of classical ML and MAP techniques. We focused on the
adaptation of weights and biases in the last DNN affine transformation layer and devise a
maximum likelihood (ML) estimator to perform model adaptation. Next, a MAP
adaptation scheme was formulated by incorporating prior information obtained by
applying the proposed ML approach to the training data. Experimental results show that
the proposed approach gives better results than conventional transformation based
approaches applied to the same parameters. Unfortunately, MAP is not always able to
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further improve the adaptation results. To regain the theoretical advantages of the
MAP/SMAP solutions, we go an indirect way by converting the discriminative
CD-DNN-HMMs to the generative CD-GMM-HMMs. Using the bottleneck (BN)
features [25–27] (BN concept was first introduced by [25]. [26] and [27] are successful
applications to ASR) derived from the CD-DNN-HMMs, we were able to build deep
BN-CD-GMM-HMMs (BN feature based CD-GMM-HMMs) with performance
comparable to CD-DNN-HMMs. Then, the Bayesian adaptation was done by applying the
original MAP/SMAP techniques to the BN-CD-GMM-HMMs. Experimental results show
the effectiveness of the proposed indirect Bayesian method and also demonstrate the
ability of DNN to serve as a bridge function between data distribution and the GMM
based decision model [28].
In the third direction, we employed a hierarchical Bayesian system combination
technique to further enhance the adaptation performance by leveraging the
complementarity of the discriminative and generative adaptive models. The
CD-DNN-HMMs adapted with MAP-LHN in the direct manner and the
BN-CD-GMM-HMMs adapted with SMAP in the indirect manner utilize different model
assumptions and are adapted with different techniques. As a result, their potential to be
complementary is promising. A novel system combination scheme is proposed to leverage
this complementarity to improve the adaptation performance. In the proposed system
combination scheme, per-speaker and per-senone (tied triphone HMM state) [29]
combination weights are learned from the adaptation data through the hierarchical
Bayesian approach. The system combination is performed in a dynamic way, exploiting
the temporal nature of HMMs. Thus we are able to support real-time multi-stream speech
recognition instead of combining systems using traditional methods in a static manner.
Experimental results show that the proposed method provides significantly improved
WER reductions on the already-adapted baseline deep models.
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1.3 Contributions
• A Bayesian adaptation framework is proposed for direct adaptation of DNN based
acoustic model using MAP estimation on the neural network’s transformation
parameters. The proposed MAP adaptation scheme provides a substantial relative
word error rate reduction from a strong speaker independent CD-DNN-HMM
baseline on the WSJ task.
• A Hierarchical adaptation framework is proposed for a direct adaptation of
transformation parameters of deep neural networks which utilizes the multitask
learning technique. Leveraging auxiliary information provided by the secondary
tasks, the proposed multitask adaptation scheme covers a larger acoustic space than
what can be covered using only the primary task, and thus providing consistent
improvements over the conventional adaptation scheme that does not use multitask
learning on the WSJ task.
• The direct MAP adaptation framework is extended from the adaptation of the neural
network’s transformation parameters to the adaptation of its activation function
parameters in order to further reduce the number of parameters. The framework is
applied to more practical and popular tasks of unsupervised online adaptation.
Experimental results on the large-scale spontaneous conversational speech task
Switchboard show the feasibility and effectiveness of the proposed approach.
• Indirect adaptation methods of deep neural network based acoustic models are
proposed. By converting the discriminative CD-DNN-HMMs to the generative
CD-GMM-HMMs through bottleneck (BN) features, we are able to leverage the
nice features of the classical MAP/SMAP adaptation techniques originally designed
for the generative CD-GMM-HMMs model in the adaptation of deep models. More
than 10% WER reduction is observed on the WSJ task by using the proposed
indirect Bayesian adaptation technique.
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• By leveraging the complementarity of the discriminative and generative adaptive
models, a hierarchical Bayesian system combination technique is employed to
further enhance the adaptation performance. In the proposed system combination
scheme, per-speaker and per-senone combination weights are learned from the
adaptation data through the hierarchical Bayesian approach. We perform system
combination in a dynamic way, exploiting the temporal nature of HMMs, thus we
are able to support real-time multi-stream speech recognition instead of combining
systems using traditional methods in a static manner. Experimental results on the
Switchboard task show the effectiveness of the proposed method with significantly
improved WER reductions on the already adapted baseline deep models.
This dissertation is organized as follows: In Chapter 2 we talk about the backgrounds
and challenges of deep learning, model adaptation, and system combination in the field of
ASR. In Chapter 3 and 4 we present our efforts on direct Bayesian adaptation on
discriminative DNN models by performing adaptation on transformation parameters and
activation function parameters, respectively. In Chapter 5, we perform Bayesian
adaptation by casting the DNN to a generative model. Chapter 6 presents a Bayesian
system combination approach to leverage the complementary nature of the discriminative
and generative adaptive models introduced in Chapter 4 and 5, respectively. Chapter 7




In this chapter, Section 2.1 first gives an overview of the developments and problems
introduced by deep learning in the field of ASR. Model adaptation techniques for both
GMM and DNN base ASR systems are introduced in Section 2.2. Finally, we will review
system combination in the last section.
2.1 Deep Learning in Automatic Speech Recognition
Recent success in adopting the CD-DNN-HMMs [30] has demonstrated significant
performance improvements in the field of automatic speech recognition (ASR). Compared
with the conventional context dependent Gaussian mixture model hidden Markov models
(CD-GMM-HMMs) [14], the adoption of deep neural networks has shown huge gains in
recognition accuracy in various tasks and datasets [2].
Deep structured learning, more commonly called deep learning has recently emerged
as a new area of machine learning research [31, 32]. Historically, the concept of deep
learning originates from artificial neural networks (ANNs) [33]. The earliest and most
famous deep neural network (DNN) is a traditional feed-forward artificial neural network,
a.k.a. multilayer perceptron (MLP), with many hidden layers. By 1965, Ivakhnenko et
al. [34] had built an 8-layer neural network and proposed an algorithm for deep models’
optimization [35]. The term deep learning was introduced in 1986 by Rina Decther [36]
for the machine learning community. In the artificial neural network community,
Aizenberg introduced it in 1999 [37]. However, back-propagation (BP) [38–41], the
well-known algorithm for learning the parameters of neural networks, did not work well
for learning deep networks with a large number of hidden layers due to its susceptibility of
getting trapped in poor local optima or saddle points when started from random
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Figure 2.1.1. Context dependent Gaussian mixture model hidden Markov models (CD-GMM-HMMs)
number of parameters introduced by the deep architecture. In 2006, a pre-training method
was proposed for a better initialization of parameters by growing the neural network layer
by layer without using the label information. Treating each pair of layers in the network as
a restricted Boltzmann machine (RBM), each layer of the neural network can then be
trained using an objective criterion called contrastive divergence [42, 43]. With the
pre-training method and the progress of computing techniques, especially the use of
general purpose graphic processing units (GPGPU) to accelerate the BP algorithm, deep
learning began to emerge as a powerful learning paradigm in various fields such as
computer vision [44, 45], automatic speech recognition (ASR) [2, 30], and natural
language processing [46].
In the field of ASR, the deep architecture of CD-DNN-HMMs [30] is built by
replacing the shallow ANN in the ANN-HMM hybrid models (known as connectionist
systems) [47] with a DNN that is much deeper. It can also be seen as replacing the GMM
part from the traditional CD-GMM-HMMs with a DNN. CD-DNN-HMMs have
demonstrated significant performance improvements over the conventional
CD-GMM-HMMs in various tasks and datasets [2]. The reason why DNNs surpass
GMMs in acoustic modeling is still an open question. In [48] researchers find that the gain
of DNN almost entirely comes from DNN’s feature vectors that are concatenated from
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Figure 2.1.2. Context dependent deep neural network hidden Markov models (CD-DNN-HMMs)
several consecutive speech frames within a relatively long context window. In general, it
is believed that the deep architecture, which employs a large amount of parameters, gives
DNNs the ability to take advantage of a huge amount of training data and the non-linear
hidden layers enable DNNs to model non-linearity better than GMMs. In [28] it is pointed
out that the strength of DNN comes from its stronger ability to serve as a “bridge
function” to alleviate the mismatch between the data distribution and the decision model
In spite of the exciting improvements, from the generative GMM to the discriminative
DNN, the acoustic modeling field also suffers some losses. The CD-GMM-HMMs based
acoustic model as in Figure 2.1.1 tells us the likelihood that an acoustic frame is generated
by a GMM associated with an HMM state. Most of the parameters in CD-GMM-HMMs
are interpretable so we can easily understand and diagnose the model. This also makes it
easier for us to utilize well-established statistical theories/techniques to improve the
model. However, CD-DNN-HMMs as in Figure 2.1.2 is a model discriminatively
providing mapping between the acoustic frames and the HMM states. It is hard to
interpret the DNN parameters and this makes the DNN more like a black box [28].
Nevertheless, the strong modeling power makes DNN a useful and practical tool and a lot
13
of research has been done for the DNN acoustic modeling.
In [49, 50] the second-order optimization method for DNN training called
“Hessian-free” is investigated; in [51–53] divergent non-linear activation functions in
hidden layers are employed. More robust frame-level objective functions for DNN
training are investigated in [54]. Sequence-level discriminative training [55] also shows a
nice ability in improving the DNN’s discriminative power. Besides DNNs, various
architectures of neural networks are explored. Convolutional neural networks (CNN) are
used in [56, 57] for better robustness. In [58], it is reported that recurrent neural networks
(RNN) with long short-term memory (LSTM) are achieving the state-of-the-art ASR
results. Yet another way to implement a deep architecture is to extract bottleneck (BN)
features with CD-DNN-HMMs and train CD-GMM-HMMs with those BN
features [27, 59].
2.2 Adaptation for Automatic Speech Recognition
CD-DNN-HMMs suffer from the same performance degradations as CD-GMM-HMMs
due to potential acoustic mismatches between training and testing conditions. A possible,
and simple, solution to enhance ASR robustness is to collect a huge amount of training
data in an attempt to create acoustic models covering all possible acoustic conditions in
order to achieve the required degree of robustness. However, it is clear that robust speech
recognition cannot be solved by simply collecting more data. In fact, it is difficult to
collect sufficient data in various real-life conditions. Re-building a new ASR system from
scratch would eventually lead to over-fitting due to limited data. For example, when we
want to personalize speech recognition for a particular person, directly using the models
trained with a large collection of people will obviously break the “same distribution”
assumption. However, data collected from this particular person is usually far from
enough to train a workable CD-GMM-HMMs system, let alone a CD-DNN-HMMs which
usually employ many more parameters. Fortunately, in such circumstances, model
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adaptation techniques, which have been demonstrated to be a valid and effective way to
modify the existing acoustic model parameters to better resemble the testing data, can be
utilized.
The adaptation approaches for CD-GMM-HMMs mainly fall into two families:
maximum a posteriori (MAP) [5] based and maximum likelihood linear regression
(MLLR) [6, 60] based. MAP adaptation in [5] assumes a conjugate prior distribution for
the GMM-HMM model parameters, and the classical maximum likelihood estimation
algorithms, such as the forward-backward algorithm [61] and the segmental k-means
algorithm [62], are extended in the MAP formulation. MAP has shown to be promising to
address data scarcity issues while providing a highly desirable asymptotic behavior as the
number of adaptation sentences increases toward infinity. Yet one drawback of MAP is
that the unseen phones can not be updated when the adaptation data is limited. Structural
MAP [22] is then brought up to address this problem. SMAP takes advantage of the nice
asymptotic property of MAP estimation for large size adaptation and the flexible
parameter tying strategy in a tree for small sample adaptation. By assuming that the prior
knowledge in a tree node can be used to construct prior density needed for MAP
estimation of all the parameters in the successive child nodes, the SMAP algorithm nicely
addresses the unseen phones problem. Following the idea of MAP, some online adaptation
techniques are developed in [63, 64].
The basic idea behind MLLR based adaptation techniques is to estimate a transform for
the model parameters. There are three main ways to perform MLLR: mean based MLLR
[6, 60], variance based MLLR [65] and constrained MLLR (CMLLR) [6]. Constrained
MLLR is also referred to as feature MLLR (fMLLR) because it uses constrained linear
transforms to adapt both mean vectors and covariance matrices which is equivalent to a
feature transform. Extensions of MLLR adaptation were also investigated in the literature,
such as confidence based MLLR [66] and lattice based MLLR [67, 68]. As a combination
of MAP and MLLR, in [69], the maximum likelihood estimation in MLLR was extended
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to the maximum a posteriori estimation and superior results were obtained.
Besides the two families of adaptation methods, some adaptation techniques are
specially designed to combat noisy environment, for example, vector Taylor series (VTS)
based [70, 71] and probabilistic space maps (PS-MAPS) based [72] techniques.
Adaptation for CD-DNN-HMMs is more challenging than for the earlier connectionist
systems because of the CD-DNN-HMMs’ huge parameter set. Furthermore, the DNN
parameters are adapted by every sample frame regardless of its senone class. Therefore,
the posterior probabilities for the unobserved and scarcely seen senones are often pushed
towards zero during adaptation. Such a phenomenon is commonly referred to as
catastrophic forgetting [73]. In [74], a Kullback-Leibler divergence (KLD) based
objective criterion was devised in order to alleviate the catastrophic forgetting problem.
Regularization based methods are also adopted effectively to prevent catastrophic
forgetting. In [75], L2 regularization is used to improve the generalization of the DNN
model.
Besides the approaches mentioned above, various methods have been suggested to to
improve CD-DNN-HMMs’ adaptation. Transformation based methods are among the
most popular adaptation techniques for CD-DNN-HMMs. They were originally devised
for connectionist systems, which are the antecedent of CD-DNN-HMMs. The key idea is
to augment the structure of ANN components by adding an affine transformation network
to the input [76], hidden [77], or output layer [78]. They are typically trained while
keeping the rest of the network parameters fixed. Motivations for these approaches stem
from the concept that only relatively few parameters could be learned during adaptation.
Therefore, it is preferable to train the entire network when the adaptation set is limited.
More advanced transformation based methods are investigated in [79, 80]. In [81]
factorized adaptation is performed both in joint factor analysis (JFA) style [82] and in
VTS style [83, 84]. In [85–87], aiming at reducing the number of parameters to adjust
during adaptation, the activation functions of the DNN are specially designed to be
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adjustable and during adaptation only the parameters of activation functions are updated.
Singular value decomposition is used in [88, 89] also with the purpose of controlling the
number of parameters. I-vectors are used in [90] to encapsulate speaker identity
information during speaker adaptation. In [91], a fast speaker adaptation method is
proposed by learning a vector embedding called speaker code during adaptation.
2.3 System Combination for Automatic Speech Recognition
ASR can be regarded as a sequential pattern classification problem due to the dynamic
nature of the speech signal [92]. There are a lot of approaches to building ASR systems,
and those approaches can differ in the feature extraction method, classification approach,
and training algorithm. They often use complementary information about speech, but the
attempt to preserve one part of the information often leads to the loss of another. As a
consequence, each individual ASR approach could only attain a different degree of success.
System combination has thus been used to improve the ASR performance, and a large
number of techniques are available in the literature. For example, recognizer output voting
error reduction (ROVER) combines the outputs of multiple systems into a single network.
Voting and/or confidence scores are then used to select the final output [7,93]. Some refined
techniques based on word lattices try to minimize the approximated Bayes risk [8, 94].
The combination can also be accomplished by interpolating scores generated by several
systems, e.g., [95–100].
The concept of combining several complementary classifiers to enhance the predictive
performance of individual learners has been successfully applied in many scientific
disciplines [101]. The idea of the multiple classifier system is to build a prediction model
by designing a committee that effectively combines the strengths of a collection of simpler
classifiers while avoiding the weaknesses of each individual base classifier [101,102]. The
success of system combination can be better appreciated by considering real problems
involving a large number of target classes and noisy inputs (such as character recognition,
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speech recognition, remote sensing, medical applications, etc.). Although there exist a
number of classification algorithms based on different theories and methodologies,
designing a single perfect classifier for a specific problem is often difficult to accomplish.
In fact, the individual classifier ignores the uncertainty left by the finite amount data used
to build it. Each classifier could thus attain a different degree of success, yet none of these
classifiers is as good as needed for practical applications.
In many real-world scenarios, we face the need to lump together information from a
set of imperfect classifiers. To fulfill this need, several methods of fusing multiple
classifiers have been proposed over the years. In bagging [103] and random forests [104],
for example, a committee of strong and complex models, usually trees, is built using
different bootstrapped training data sets. Then the average of their predictions is taken
with the goal of reducing the variance of each individual base model. In boosting
methods, e.g. [105], the key idea is instead to combine several weak models to produce a
powerful committee. The base estimators are sequentially learned on repeatedly modified
versions of the data. Majority voting (or weighted combination) is then used to output the
final prediction. In stacking [106], several base modes are built using the available data. A
combined model is then built to make a final prediction employing all the base models as
its input. In Bayesian model averaging (BMA) [107], the Bayes optimal classifier is
approximated by sampling the hypothesis space and combining these hypotheses through
Bayes’ rule. Bayesian classifier combination (BCC) [108] aims to overcome the tendency
of BMA to converge toward a single model. As opposed to sampling each ensemble
individually, BCC samples from the space of possible ensembles, with model weighting
randomly drawn from a Dirichlet distribution.
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CHAPTER 3
DIRECT BAYESIAN SUPERVISED ADAPTATION ON AFFINE
TRANSFORM PARAMETERS FOR DEEP NEURAL NETWORKS
3.1 Introduction
Recent success in adopting the CD-DNN-HMMs [30] has demonstrated significant
performance improvements in the field of automatic speech recognition (ASR). Compared
with the conventional context dependent Gaussian mixture model hidden Markov models
(CD-GMM-HMMs) [14], the adoption of deep neural networks has shown huge gains in
recognition accuracy in various tasks and datasets [2]. Unfortunately, the
CD-DNN-HMMs, similarly to the conventional CD-GMM-HMMs [14], also suffer from a
performance drop under potential mismatched conditions between training and testing. A
degradation of the recognition accuracy is typically observed when channel conditions
change, or when moving from a speaker-dependent (SD) to a speaker-independent (SI)
environment due to inter-speaker variability [109]. A possible, and simple, solution to
enhance ASR robustness is to collect a huge amount of training data in an attempt to
create acoustic models to cover all possible acoustic conditions in speech. However,
robust speech recognition cannot be solved simply by collecting more data, since the
data-labeling process can be expensive to carry out. Moreover, it can also be quite
complicated to collect the training data in many real-world applications, e.g.,
under-resourced languages [110]. Since the amount of data available for a specific
condition is usually quite limited, re-building a new ASR from scratch would lead to
over-fitting on these data.
Acoustic model adaptation has demonstrated to be a valid and effective approach to
modifying the acoustic model parameters to better resemble the evaluation data, as
testified by a large number of DNN adaptation techniques available in the recent literature,
e.g., [74, 79, 81, 85, 90, 91, 111–116]. The key idea of any adaptation algorithm is like this:
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starting from a pre-trained (e.g., speaker and/or task independent) speech recognition
system, for a new user (or a group of users) to use the system for a specific task, a small
amount of adaptation data is collected from that user. The collected data is employed to
construct a speaker adaptive system for the speaker in the particular environment for that
specific application. By doing so, the mismatch between training and testing can be
generally reduced. However, adapting parameters in a CD-DNN-HMM is much more
challenging than in earlier connectionist ASR systems due to the large number of network
nodes and weights brought by the deep structure. Furthermore, the posterior probabilities
for the unobserved and scarcely seen senones are pushed towards zero during adaptation,
because all DNN parameters are adapted by every sample frame regardless of its senone
class. The latter phenomenon is commonly referred to as catastrophic forgetting [73].
Conservative ad-hoc solutions for CD-DNN-HMMs have been proposed to address the
catastrophic forgetting problem. For example, a Kullback-Leibler divergence (KLD)
based objective criterion was devised in [74]. A variation of the standard method of
assigning the target values, referred to as conservative training, was discussed in [77].
Besides the over-fitting and catastrophic forgetting problems, personalisation of a
neural model creates a storage problem as well, since a different set of neural parameters
has to be stored for each specific target speaker. A good adaptation technique should (i)
minimize the storage requirements, since a different set of adaptation parameters needs to
be stored for each different condition, (ii) combat catastrophic forgetting issues, and (iii)
allow a meaningful system performance improvement even when a small amount of
adaptation data is available. To meet these challenging requirements, we present a
Bayesian adaptation framework to obtain maximum a posteriori (MAP) estimation of a
small subset of parameters in CD-DNN-HMM based ASR systems. When applied to
speaker adaptation, we aim at transfer learning from a well-trained deep model for a
“general” usage to a “personalized” model geared towards a particular talker using a
collection of speech data provided by that speaker.
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In this chapter, we try to perform Bayesian adaptation directly on the discriminative
DNN models. For this research direction, maximum a posteriori estimation is employed in
the manner of regularization in the DNN updating formula. For supervised batch
adaptation, we build the adaptation technology based on MAP estimation of the
augmented linear hidden network (LHN) parameters. Under supervised speaker
adaptation, the proposed MAP adaptation scheme can provide a substantial relative word
error rate (WER) reduction from an already-strong speaker independent CD-DNN-HMM
baseline and can consistently outperform the conventional transformation based
adaptation schemes.
Following the thinking of adding regularization in adaptation, a hierarchical adaptation
technique is proposed through multi-task learning (MTL) [24] devising regularization
provided by some auxiliary tasks. By adding auxiliary architecture to the original DNN
and performing MTL with the auxiliary tasks, we improve the learning ability of the
original DNN structure and thus enhancing the discrimination power of the DNN models.
3.2 Maximum A Posteriori Adaptation of Affine Transformation
Parameters for Deep Neural Networks
In this part, we attempt to perform DNN adaptation within a Bayesian framework in the
spirit of maximum a posteriori (MAP) adaptation [5]. The key goal is to re-estimate
parameters in an augmented linear hidden network (LHN), i.e., affine transformation,
added after the last non-linear hidden layer.
3.2.1 Training of DNN
The basic structure of a deep model is shown in Figure 3.2.1. In DNNs, hidden layers are
usually constructed by sigmoid units, and the output layer is a softmax layer. The values of
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Figure 3.2.1. Structure of a deep neural network: Wi is weight matrix at the ith layer, note that the bias
terms are omitted for simplicity.
the nodes can therefore be expressed as:
xi =

W1ot + b1, i = 1




sigmoid(xi), i < L
softmax(xi), i = L
, (3.2.2)
where W1, and Wi are the weight matrices, b1, and bi are the bias vectors, ot is the input
frame at time t, L is the total number of the hidden layers, and both sigmoid and softmax
functions are element-wise operations. The vector xi corresponds to pre-nonlinearity
activations, and yi and yL are the vectors of neuron outputs at the ith hidden layer and the
output layer, respectively. The softmax outputs were considered as an estimate of the
senone posterior probability:





where C j represents the jth senone and yL( j) is the jth element of yL.
The DNN is trained by maximizing the log posterior probability over the training
frames. This is equivalent to minimizing the cross-entropy objective function. Let X be
the whole training set, which contains T frames, i.e. o1:T ∈ X, then the loss with respect to
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p̃t( j) log p(C j|ot), (3.2.4)
where p(C j|ot) is defined in Eq. (3.2.3); p̃t is the target probability of frame t. In real
practices of DNN systems, the target probability p̃t is often obtained by a forced alignment
with an existing system resulting in only the target entry that is equal to 1, so the loss





where Ctg is the target senone at time t.
The objective function is minimized by using error backpropagation [41] which is a
gradient-descent based optimization method developed for neural networks. Specifically,
taking partial derivatives of the objective function with respect to the pre-nonlinearity
activations of output layer xL , the error vector to be backpropagated to the previous




= ytL − p̃
t, (3.2.6)
the backpropagated error vector at previous hidden layer is,




i+1 × yi × (1 − yi) , i < L (3.2.7)
where W∗i+1 is the transpose of Wi+1, and × denotes element-wise multiplication. With the
error vectors at certain hidden layers, the gradient over the whole training set with respect







3.2.2 Transformation Based Adaptation for Deep Models
For DNN adaptation, some researchers choose to add an affine transformation network
between the last hidden layer and the output layer weights matrix, i.e., an LHN, and adapt
23
only the LHN parameters while keeping all the other DNN parameters fixed [77]. In order
to reduce the number of parameters to adapt, usually the last hidden layer is designed to be
a bottleneck (fewer neurons).
The LIN approach performs adaptation by adding an augmented linear input layer and
only adapts this set of LIN parameters. It is thought that the hidden layers of a DNN are
learning a more suitable data representation for the output layer that serves as a log-linear
model. By transforming the raw input using the LIN layer, we might harm the ability of
data representation of the hidden layers. On the other hand for the LON approach, the issue
is that usually we can’t reduce the number of neurons of the output layer because we want
to directly model the senones (the number of senones can be more than 10000 in practice),
and that means we have to add a huge augmented layer which employ a large number of
parameters.
If we deem the hidden layers as a feature extractor and the output layer as the
discriminative model. The model parameters are the weights of the output layer’s affine
transform matrix, WL. The output yL can now be expressed as:
yL = softmax(WLyL−1), (3.2.9)
where the activation at the last hidden layer, yL−1, can be used as the new feature
representation extracted by the hidden layers. When adding an augmented LHN after the
last hidden layer, it is equivalent to applying a transformation matrix Wlhn to the model
parameters to obtain an adapted model parameter set:
yL = softmax(WlhnWLyL−1), (3.2.10)
An LHN adaptation structure is shown in Figure 3.2.2. This formulation is quite similar
to maximum likelihood linear regression (MLLR) [60]. The difference is that in MLLR the
model parameters are Gaussian mean and variance while here the model parameters are the



























Figure 3.2.2. Basic neural architecture for adapting the HMM/ANN parameters: weights associated
with the links in the dashed rectangles are estimated while all other weights remain unchanged. The
activation function of each LHN units is a linear function.
3.2.3 MAP Adaptation for DNN
Although conventional DNN adaptation approaches try to alleviate over-fitting issues by
reducing the number of parameters to be adapted, such number could still be very big
in some cases. Inspired by the MAP adaptation that addresses the problem effectively in
GMM-HMM systems, we apply the MAP approach to the LHN adaptation. Note that
though we choose LHN for demonstration, the proposed MAP approach can be easily
applied to other DNN adaptation frameworks like [74, 76, 78, 86, 90, 117] as well.
In order to establish a MAP adaptation framework like [5], a prior distribution over
the weights of the affine transformation network needs to be imposed. To analyze and
estimate the prior density, we utilized the training data of the baseline system. An empirical
Bayes approach [118] is adopted. We treated each speaker in the training set as a sample
speaker and performed supervised LHN adaptation those speakers. After that, we could
get a particular LHN for each speaker. We observed that the histograms for weights of the
adapted LHN over the training speakers are quite like Gaussian as shown in Figure 3.2.3,
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Figure 3.2.3. Histograms of 4 sample weights. The same result applies to all the weights that we do not
report for the sake of saving space.
so we assume that the distribution of the weights in Wlhn to be joint Gaussian.
By expressing the weights in the LHN transformation matrix Wlhn as a vector w with







(w − µ)T Σ−1(w − µ)) (3.2.11)
where only the diagonal entries of the covariance matrix Σ are non-zero (from the
independence assumption of the weights to simplify Σ thus to reduce computational
burden).
With N adapted speaker weight vectors, the maximum likelihood estimation of the












(wi − µML)(wi − µML)T (3.2.13)
26
where wi is the vector consisting of the adapted transformation weights of speaker i.
Eq. (3.2.14) formulates the MAP learning idea by adding the term of prior density









= −λ log p(Wlhn) +L1:Txent
(3.2.14)
Similar to conventional MAP learning, λ is added here to control the influence degree of
the prior [119].
Applying the prior form of Eq. (4.4.4), the objective function for MAP LHN adaptation




(w − µ)T Σ−1(w − µ) +L1:Txent (3.2.15)
where only the diagonal entries of the covariance matrix Σ are non-zero (from the
independence assumption of the weights). A close look at Eq. (3.2.15), when the prior
density is a standard Gaussian N(0, I), MAP learning will degenerate to conventional
L2-regularized training.
The gradient of L1:TMAP with respect to w can now be expressed as:
∂L1:TMAP
∂w






This study is concerned with the problem of supervised batch speaker adaptation, and
experiments are reported on the 20k-word open vocabulary Wall Street Journal task [120]
using the Kaldi toolkit [121]. The baseline CD-DNN-HMM system was trained using the
WSJ0 material (SI-84). The standard adaptation set of WSJ0 (si et ad, 8 speakers, 40
sentences per speaker) was used to perform adaptation of the affine transformation added
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to the speaker-independent DNN. The standard open vocabulary 20,000-word (20K) read
NVP Sennheiser microphone (si et 20, 8 speakers x 40 sentences) data were used for
evaluation. A standard trigram language model was adopted during decoding. The ASR
performance was given in terms of the word error rate (WER). The reader should use
caution when comparing these results with others available in the literature because we
use the “20k open” test condition (a.k.a., “60k vocabulary” test condition), in which test
utterances are not excluded even if they contain words not in the language model. The
majority of published results are obtained with an easier evaluation condition, namely 5k
and 20k-closed conditions.
The DNN has six hidden layers. The first five hidden layers have 2048 units, whereas
the last hidden layer has 216 units. The output layer has 2022 softmax units. This DNN
architecture follows conventional configurations used in the speech community except for
the last hidden layer, which acts as a bottleneck layer. This configuration was chosen
because a too large dimension of the last non-linear hidden layer might have been harmful
for LHN adaptation. The bottleneck based low rank methods have been widely used to
achieve more compact DNN models with equivalent performance [88, 89, 122, 123]. The
number of units equals to 216. This number is chosen to simulate a sort of three-state
phone layer thereby obtaining a kind of hierarchical structure between mono-phones in the
hidden layer and senones at the output layer. The input feature vector is a 23-dimension
mean-normalized log-filter bank feature with up to second-order derivatives and a context
window of 11 frames, forming a vector of 759-dimension (69 × 11) input. The DNN was
trained with an initial learning rate of 0.008 using the cross-entropy objective function.
It was initialized with the stacked restricted Boltzmann machines by using layer by layer
generative pre-training. An initial learning rate of 0.01 was then used to train the Gaussian-
Bernoulli RBM and a learning rate of 0.4 was applied to the Bernoulli-Bernoulli RBMs.
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3.2.4.2 Experimental Results
The word error rate (WER) attained with different adaptation techniques are reported in
Table 3.2.1. All available adaptation material was used for performing adaptation, namely
40 sentences per speaker. The term BASELINE refers to the speaker independent CD-
DNN-HMM system. LIN, LIN-KLD, and MAP LIN refer to the adaptation technique based
on the standard linear input network approach, the KLD [74] technique in combination
with LIN, and the maximum a posteriori transformation based adaptation when a prior is
defined over the LIN parameters [124], respectively. The terms LON and LON-KLD are
used to denote, the direct adaptation of the output layer weights matrix with or without
KLD, respectively. LHN adaptation results are also reported along with the corresponding
MAP version, MAP-LHN, which is the adaptation approach proposed. LHN is initialized
to an identity matrix with zero bias, which gives a starting point equivalent to the unadapted
model. Supervised adaptation is then performed updating only the LHN parameters. For
the sake of comparison, LHN-KLD, which denotes standard LHN combined with KLD,
was also evaluated.
Indeed LIN and LHN outperforms LON, which attains the worst performance
improvement. KLD always improves over affine transformation based adaptation
techniques, as expected. Furthermore, the proposed MAP LHN outperforms all other
techniques in the given task, and it attains the best recognition results with a relative
improvement of 10.4% over the BASELINE. Finally, we would like to remark that MAP
LHN compares favourably against MAP LIN, and that confirms that the introduction of
the bottleneck layer is the key for a proper deployment of MAP LHN.
Table 3.2.2 shows experimental results for LHN, and MAP-LHN with different
amounts of adaptation sentences, namely {5, 10, 20, 40}, in the second and third columns,
respectively. These results confirm that MAP-LHN adaptation almost always improves
over standard LHN.
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Table 3.2.1. Comparing WERs on the 20K word open vocabulary WSJ0 task for several adaptation
approaches using all 40 available adaptation utterances.






















3.2.4.3 Hierarchical Priors: Preliminary Experiments
Hierarchical structures, such as trees, have long been used in the speech community to
address the over-fitting issues during model parameters estimation. For instance, efficient
adaptation with a limited amount of adaptation data was obtained through the use of a tree
data structure to cluster model parameters of a CD-GMM-HMM system in [22]. Similar
ideas have been recently explored in DNN learning for enhancing classification
performance for classes with few examples in [125], where hierarchical priors are devised
for the output layer weights matrix using a tree data structure either fixed or learnable
during training.
Top-level DNN weights in a hybrid acoustic model can be regarded as senone
embeddings [126], and hierarchical priors can be defined by organizing those embedding
in a tree data structure. Let W(D+1)×L denotes the output layer weights matrix (including
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Figure 3.2.4. Fixed two-layer tree for hierarchical priors generation. Each leaf node represents a senone
embedding, and it is thereby a row of W(D+1)×L.










the sth senone embedding can be denoted as ws, which is the sth row in W(D+1)×L. The
tree structure used to generate hierarchical priors can be either learnt during training or
given. Here, we used a fixed two-layer tree shown in Figure 3.2.4: there are L leaf nodes,
with each leaf corresponding to a senone embedding; S parent nodes cluster together
similar leaf nodes. Hierarchical priors can now be established by associating a vector ws
to a leaf node, and a vector θs to each parent node, and imposing a Gaussian probability
density distribution over these two vectors as follows: θs ∼ N(0, 1σ21 I(D+1)), and
ws ∼ N(θs, 1σ22 I(D+1)).












It is can be verified that θs is a scaled average of all ws associated to the sth leaf node by
minimizing Eq. 3.2.17 over θs with fixed DNN weights (see [125]). We focus our attention
on experimental results with very small adaptation data amounts, as shown in Table 3.2.3.
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With limited adaptation data, namely 5, 10 utterances, small performance improvements are
observed against using flat priors when adaptation is carried out with hierarchical priors.
Although the current improvement is still quite small, we believe more sophisticated trees
can be adopted for better performance in future studies
3.2.5 Summary Remark
We have investigated a MAP adaptation approach for DNN adaptation. The key idea is to
treat the parameters of the augmented affine transformation as random Gaussian variables
and incorporate prior information obtained from the training data. Speaker adaptation
results show that the proposed MAP approaches can lead to a consistent performance
improvement over conventional LHN adaptation. Furthermore, MAP LHN outperforms
other regularization schemes.
A first attempt to use hierarchical-based priors with a fixed two-layer tree structure
was also studied, and small improvements were observed in a set of preliminary ASR
experiments using a limited amount of adaptation sentences. Better results might still be
hindered by the current fixed tree hierarchy structure employed in this preliminary work.
Indeed, it was demonstrated that learning the tree hierarchy during training improves the
classification performance [125]. Finally, from the objective function perspective, we are
still relying on cross-entropy. Other forms of frame-level and sequence-level discriminative
objectives [54, 55] can also be applied.
3.3 Hierarchical Adaptation of Affine Transformation Parameters for
Deep Neural Networks via Multi-Task Learning
In this part, following the thinking of adding regularization in adaptation and continuing
the effort of utilizing hierarchical structures in Section 3.2.4.3, a hierarchical adaptation
technique is proposed through multi-task learning (MTL) [24] devising regularization
provided by auxiliary tasks.
The key issue for CD-DNN-HMM adaptation is the large number of DNN parameters
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employed in order to properly model the tied context-dependent triphone HMM states,
sometimes referred to as senones [29]. This often implies that a huge number of output
branch parameters connected to the output senone nodes need to be adjusted but only a
small amount of adaptation data is available. Hence the posterior probabilities of both
unseen and scarcely observed senones are be pushed towards zero during adaptation. In
addition, DNN parameters are updated altogether by each training example, which makes
it difficult to modify parameters only for a set of particular senones. As a result, the ability
to model scarcely observed or unseen senones is not as well balanced with that for those
well-observed senones, reducing the adaptation effectiveness. The authors in [111]
proposed to directly modify the neural structure at the output layer. Specifically, an
additional output layer mapping the original set of DNN output classes to a smaller set of
phonetic classes was appended to the original senone output layer, and adaptation was
carried out by backpropagation of errors from the new output layer. By appending the new
output layer with broader sense output neuron unit, this approach successfully reduces the
occurrences of unseen senones in the adaptation data. During recognition, the small
output layer is removed, and the senone output layer is actually used.
Inspired by [111], we propose a novel approach to addressing the data sparsity issue
by adding to the original DNN structure one or more auxiliary output layers modeling
broad acoustic units, such as mono-phones, or senone clusters. With learning the original
senone classification as the primary task and the phone/senone-cluster recognition as the
secondary tasks, DNN is then adapted through multi-task learning (MTL), a machine
learning scheme letting a classifier learn related tasks at the same time [24]. When the
tasks are properly chosen, what is learned from one task can be usefully for the other
tasks. MTL has been proposed for improving the generalization capability of classifiers,
and it has been adopted in various speech related tasks, such as isolated digit
recognition [127, 128], phoneme recognition [129], speech synthesis [130] and speech
enhancement [131]. By adding the auxiliary architecture to the original DNN, and
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performing MTL with the secondary tasks for recognizing broader sense acoustic units,
we improve the learning ability of the original DNN structure, enlarging the coverage of
acoustic space to better deal with the unseen senone problem. Thus the discrimination
power of the adapted DNN models is enhanced. In this framework, the secondary
mono-phone/senone-cluster classification tasks serve as auxiliary information sources for
the primary senone classification task. We can control the influence of the auxiliary







































Figure 3.3.1. Basic neural architecture for adaptation of HMM/ANN models based on LHN through
MTL. The output layers are associated with different tasks. In adaptation, the parameters (weights) of
the LHN associated to the links in the dashed rectangle are estimated while all other weights remain
unchanged. The activation function of each LHN unit is a linear function.
3.3.1 Multi-task Learning
By adding the auxiliary architecture, the new DNN will have more than one output layers.
This kind of multi-output-layer DNN can be trained using the MTL scheme. MTL is a
machine learning scheme letting a classifier learn more than one related tasks at a time [24].
As in Figure 3.3.1, there are multiple output layers corresponding to different tasks, and the
error vector from each output layer will be backpropagated to the same hidden layer, then






where εk is the error vector from the kth output layer and wk is the weight for the
corresponding task. The combined error vector εMT L is then backpropagated to previous
hidden layers.
When the tasks are properly chosen, what is learned from one task will help the other
tasks and usually there will be a primary task and several secondary tasks to aid the primary
one. In this work, the primary task is classification of senones and the secondary tasks
are classification of broader sense acoustic units such as mono-phones or senone-clusters.
By doing so, the broader sense acoustic units in the added output layers help improve
the learning ability of the original DNN structure by enlarging the coverage of acoustic
space. The unseen senone problem is better dealt with and thus the discrimination power
of adapted DNN models is enhanced.
The secondary tasks for limited resource adaptation need broader sense acoustic units
than senones as classification targets. Mono-phones suit such purpose because a mono-
phone usually corresponds to tens or hundreds of senones. To some extent, a mono-phone
can be deemed as a rule-driven cluster of senones.
It is shown in [132], that a log-linear model is equivalent to a Gaussian model. The







λ ji fi(x)), (3.3.2)
where fi(x) is the ith feature function for input x, λ ji is the weight for the jth class and ith
feature, and Z(x) is for normalization. The mapping from a log-linear model to a Gaussian





2)−1, µ j = Σ jλ1j (3.3.3)
where λ2j and λ
1
j are the second- and first-order weights, ∆λ
2 is a constant to make Σ j
positive definite.
The softmax function used in the DNNs’ output layer can be considered as a log linear
35
model. From [133], we know that every senone can be represented by a multivariate
Gaussian distribution with
Σ j = Σ, µ j = Σ[W j,b j] (3.3.4)
where W j,b j are the weights and biases for senone j and Σ can be an arbitrary positive
definite matrix (in this work we just use an identity matrix), so for any pair of senones,
the symmetric KL divergence could be used as their distance measure. With such distance
measure, the large set of senones can be clustered into a small set by various clustering
technologies. We use the method in [133] to generate senone clusters, which are data-
driven acoustic units.
3.3.2 Linear Hidden Network Adaptation
In this work, we choose the commonly used method, linear hidden network (LHN), as the
basic adaptation approach to demonstrating the effectiveness of the proposed MTL
adaptation framework. The LHN adaptation is performed by adding an affine
transformation network between the last hidden layer and the output layer, and adapting
only the augmented LHN’s parameters while keeping fixed all of the other DNN
parameters [77]. In order to reduce the number of parameters to adapt, usually the last
hidden layer is designed to be a bottleneck (fewer neurons). The LHN adaptation structure
can be found in Figure 3.3.1. If we deem the hidden layers as a feature extractor and the
output layer as the discriminative model, the LHN formulation is quite similar to
maximum likelihood linear regression (MLLR) [60]. The difference is that in MLLR the
model parameters are Gaussian mean and variance while here the model parameters are
the log-linear model’s transformation matrix weights.
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3.3.3 Experiments
3.3.3.1 Baseline DNN Setup
This study is concerned with supervised speaker adaptation. Experiments are reported on
the 20K-word open vocabulary Wall Street Journal task [120] using the Kaldi toolkit [121].
The baseline CD-DNN-HMM system was trained using the WSJ0 material (SI-84).
The standard adaptation set of WSJ0 (si et ad, 8 speakers, 40 sentences per speaker) was
used to perform adaptation of the affine transformation added to the speaker-independent
DNN. The standard open vocabulary 20,000-word (20K) read NVP Senneheiser
microphone (si et 20, 8 speakers x 40 sentences) data were used for evaluation. Training
was stopped using an held-out set comprising the si dt 20 WSJ0 data. A standard trigram
language model was adopted during decoding. The ASR system performance was given in
terms of the word error rate (WER).
The DNN has six hidden layers. The first five hidden layers have 2048 units, whereas
the last hidden layer has 216 units. The output layer has 2022 softmax units corresponding
to the senones generated using a CD-GMM-HMM baseline. This DNN architecture
follows conventional configurations used in the speech community except for the last
hidden layer, which acts as a bottleneck layer. This configuration was chosen, because a
too large dimension of the last non-linear hidden layer might have been harmful to LHN
adaptation. The bottleneck based low rank methods have been widely used to achieve
more compact DNN models with equivalent performance [88, 89, 122, 123]. The number
216 was chosen to simulate a sort of three-state phone layer thereby obtaining a kind of
hierarchical structure between mono-phones in the hidden layer and senones at the output
layer. The input feature vector is a 23-dimension mean-normalized log-filter bank feature
with up to second-order derivatives and a context window of 11 frames, forming a vector
of 759-dimension (69 × 11) input. The DNN was trained with an initial learning rate of
0.008 using the cross-entropy objective function. It was initialized with the stacked
restricted Boltzmann machines (RBMs) by using layer by layer generative pre-training.
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3.3.3.2 Adaptation Setup
In order to perform MTL adaptation, the auxiliary output layers should first be prepared.
For each auxiliary task, we first randomly initialized the additional output layer’s affine
transformation parameters and then use the training data to fine-tune them while keeping
all other parameters in the DNN fixed. The fine-tuning used an initial learning rate of
0.0005 with the cross-entropy based objective function. In this 20K-word open vocabulary
WSJ task, the mono-phone output layer has 42 units and so is the senone-cluster output
layer.
After we obtained the auxiliary output layers, an LHN was inserted between the last
hidden (bottleneck) layer and the output layers’ affine transform matrix. The 216×216 LHN
is initialized to an identity matrix with zero bias, which gave a starting point equivalent to
the unadapted model. Supervised adaptation is then performed updating only the LHN
parameters. In decoding, only the original senone based output layers were used while the
auxiliary architecture was discarded.
3.3.3.3 Adaptation Results
Table 3.3.1 shows the adaptation results of MTL adaptation in the 20K-word open
vocabulary WSJ experiments. All the results were obtained by adding only one single
auxiliary task, either mono-phone or senone-cluster classification, to the original senone
classification task. We tried to include both of the two auxiliary tasks, but the results are
similar to those by just adding a single task. The w in the tables means the weight of the
objective function for the auxiliary task when combined with the original one. As there
were only two tasks during each adaptation process, the original senone classification
task’s weight is therefore 1 − w. w = 0 means plain LHN adaptation without the auxiliary
task and w = 1 means there is only the auxiliary task being performed. The word “phone”
means the mono-phone task and word “cluster” means the senone-cluster task.
From Table 3.3.1, it is demonstrated that the proposed MTL adaptation consistently
outperforms plain LHN adaptation without MTL, especially in the case of limited
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Figure 3.3.2. Percentage of the target units (senones/mono-phones/senone-clusters) visited and adapted,
with respect to the number of adaptation utterances
adaptation data. 5.4% WERR is gained from speaker independent DNN with only 1 single
adaptation utterance and 10.7% WERR with up to 40 utterances in the WSJ experiments.
3.3.4 Results Analysis and Discussions
Figure 3.3.2 shows the percentage of visited targets
(senones/mono-phones/senone-clusters) with respect to the number of adaptation
utterances. It can be observed that the coverage of the acoustic space reaches about 100%
with only 5 utterances by using senone-cluster target units. The mono-phones units also
shows a good characteristic by covering more than 90% the acoustic space with only 10
utterances. However, even with the complete adaptation set, i.e., 40 utterances, the
adaptation data covers far below 90% of the targets when the senone units are used.
From Table 3.3.1, the best results for the extreme resource-limited cases, i.e., 1 or 2
utterances, is obtained by using senone-clusters as the auxiliary task’s classification
targets. This phenomenon is consistent with what is shown in Figure 3.3.2, i.e., a high
coverage (80%) of the acoustic space can be reached with only 2 utterances by using
senone-clusters. When the adaptation utterances increase, the coverage gap between
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Table 3.3.1. WER obtained by MTL adaptation through mono-phone/senone-cluster auxiliary tasks






w = 0.75 w = 1
phone cluster phone cluster
BASELINE 8.84%
1 8.79% 8.56% 8.36% 8.65% 8.58%
2 8.58% 8.42% 8.42% 8.54% 8.52%
5 8.59% 8.38% 8.68% 8.44% 8.67%
10 8.52% 8.33% 8.47% 8.45% 8.42%
20 8.31% 8.01% 8.22% 8.45% 8.47%
40 8.22% 7.89% 8.17% 8.28% 8.58%
mono-phone and senone-cluster decreases, and mono-phone MTL becomes slightly better
possibly due to good linguistic knowledge in contrast with the data-driven senone-cluster.
One important point needed to be mentioned is that in decoding only the original senone
based output layer is used. The auxiliary architecture was discarded at this stage. But
there is an interesting phenomenon that even we adapted the DNN only using the auxiliary
task associated with mono-phone/senone-cluster (w = 1 case in the tables), there is still
an improvement from the baseline DNN, and sometimes even better than only using the
original primary task in some data-limited cases. This phenomenon further demonstrates
that the information introduced by the auxiliary tasks can be quite effective in the limited
resource scenarios.
3.3.5 Summary Remark
We propose a novel approach to addressing the data sparsity problem in CD-DNN-HMM
adaptation by adding one or more small auxiliary output layers modeling broad acoustic
units, such as mono-phones or senone-clusters. The DNN parameters are then updated
through MTL. By doing so, we improve the learning ability of the original DNN structure,
enlarge the coverage of the acoustic space to better deal with the unseen senone problem,
and thus enhance the discrimination power of the adapted DNN models with limited
adaptation data. We show the effectiveness of the proposed framework in the 20K-word
40
open vocabulary WSJ task. Experimental results show the proposed method consistently
outperforms the conventional linear hidden layer adaptation scheme without MTL. With
only 1 single adaptation utterance, a relative WER reduction of 5.4% is obtained from the
speaker independent DNN models and a 10.7% relative WER reduction can be achieved
by using 40 utterances.
A combination of the Bayesian adaptation framework in Section 3.2 and the proposed
MTL scheme can be further exploited. Other kinds of auxiliary tasks such as speech
enhancement and speaker verification could be also investigated. Another interesting
direction is to automatically choose the sizes of the secondary output layers and the
weights to combine primary and secondary tasks according to the data amount, task
characteristics and other side information.
3.4 Summary
In this chapter, we try to perform Bayesian adaptation directly on the discriminative DNN
models. For this direction, maximum a posteriori estimation is employed in the manner of
regularization in the DNN updating formula. For supervised batch adaptation, we build
the adaptation technology based on MAP estimation of the augmented linear hidden
network (LHN) parameters. The proposed MAP adaptation scheme can provide a
substantial relative word error rate (WER) reduction against an already-strong speaker
independent CD-DNN-HMM baseline and can consistently outperform conventional
transformation based adaptation schemes.
Following the idea of adding regularization in adaptation, we proposed a hierarchical
adaptation technique through multi-task learning (MTL) devising regularization provided
by auxiliary tasks. By adding auxiliary architecture to the original DNN and performing
MTL with the secondary tasks, we improve the learning ability of the original DNN




DIRECTLY BAYESIAN UNSUPERVISED BATCH AND ONLINE
ADAPTATION OF ACTIVATION FUNCTION PARAMETERS FOR
DEEP NEURAL NETWORKS
4.1 Introduction
Unsupervised learning is usually more realistic, and desirable, we therefore consider
unsupervised adaptation in this chapter. Nonetheless, a sequential algorithm is even more
attractive in real production, since it allows to adaptively track the varying
parameters [10]. This learning scheme is often referred to as the online adaptation and
makes the ASR system capable of continuously adjusting itself to a new operational
environment without the requirement of storing a large set of previously used training
data. The Bayesian inference theory again provides a good vehicle to formulate and solve
this problem. Therefore, we also present a sequential version of the proposed MAP
adaptation technique in Chapter 3, which allows us to perform unsupervised, online
speaker adaptation. The implied algorithm is adaptive in nature, and it can be used to
perform a full-scale online adaptive learning of the CD-DNN-HMM parameters only
using the current available data to continuously track the varying acoustic conditions
through the prior evolution mechanism.
In the speech recognition community, the term unsupervised adaptation has often been
used loosely, and it actually refers to semi-supervised learning in machine learning, as
clearly pointed out in [92]. To avoid possible confusion while assessing our experimental
results, we briefly discuss here the terminology used in this chapter. Unsupervised
adaptation accounts for using a seed ASR engine to decode un-transcribed data for a
specific test condition, e.g. target speaker. New acoustic models, which should better
resemble the test condition, are then built using these automatic transcripts as the label
during acoustic model adaptation. Furthermore, the adaptation algorithm can be carried
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out in a batch, or online incremental fashion. In the first case, all adaptation data are
available at the same time; whereas, spoken utterances are processed one-by-one (or in
mini-batches) in the latter case. It is also a common practice in the speech community to
adapt and test on the same data, e.g., [112]. In this chapter, we therefore use the same
NIST 2000 Hub5 evaluation material for adaptation and evaluation in order to make our
experimental environment comparable to other investigations. Moreover, we analyze the
self-adaptation performance of the proposed online MAP adaptation approach.
Self-adaptation is similar to the self-training concept in machine learning [134], namely:
the adaptation algorithm iteratively adapts a seed classifier by making predictions on the
unlabeled test data, which are processed one-by-one, to expand the adaptation set [92].
We will assess the feasibility of the proposed solution on a speaker adaptation task
and demonstrate consistent recognition error reductions on the Switchboard spontaneous
speech recognition benchmark [135]. We will show through a series of comparative
experiments that (i) the proposed solution is effective even when applied to already
high-accuracy CD-DNN-HMMs trained in a sequence discriminative manner [55, 136],
(ii) the proposed solution compares favourably against conventional linear network based
adaptation schemes, and with other techniques evaluated on the same speech tasks. We
also demonstrate its complementarity to other approaches by applying MAP adaptation to
CD-DNN-HMM trained with speaker adaptive features, which is generated through
constrained maximum likelihood linear regression (fMLLR).
To make the technology applicable to practical situations, we apply the MAP adaptation
framework in Section 3.2 [137] on unsupervised online adaptation task. To deal with the
data scarcity problem which becomes more severe in online adaptation, we improve upon
what is proposed in Section 3.2 in several aspects. First, speaker adaptation is confined to a
special linear hidden layer injected right before the softmax layer in Section 3.2; whereas,
we propose to parametrize the activation function in this work. These learnable activation
functions are adjusted during the adaptation phase, and this solution offers two advantages:
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(i) The number of learnable parameters is limited to only twice the number of hidden nodes,
and that minimises the storage requirements without introducing any special constraints
that keep the number of parameters within reasonable limits. In fact, a bottleneck non-
linear top layer had to be employed to constrain the amount of adaptation parameters in
Section 3.2, and (ii) Adaptation equally affects all layers in the deep acoustic model rather
than some specific, heuristically chosen layers, as in Section 3.2. Second, the hierarchical
adaptation scheme presented in Section 3.2 is limited to the spatial dimension, and no
temporal evolution of the prior distribution is investigated. In this work, we fully leverage
the Bayesian framework and exploit the hierarchical relationships among prior parameters
in time. That involves the time dimension through the evolution of the prior information.
Third, a spontaneous speech recognition task and unsupervised adaptation is addressed
in this work; whereas, a much simpler read speech task and supervised adaptation were
studied in Section 3.2. Finally, self-learning is investigated in this section.
We would like to remark that feed-forward deep neural networks equipped with
memory blocks [138] have been proven competitive to long short-term memory (LSTM)
networks [139, 140], which represent the state-of-the-art acoustic modeling technique on
the Switchboard task [141, 142]. Hence the use of the feedforward deep models is not an
oversimplification with respect to the final goal of this work. Nevertheless, to further
emphasise the effectiveness of the proposed technique and prove that an improvement can
be demonstrated even using ASR engines attaining state-of-the-art word accuracies, we
evaluate our approach against a challenging experimental scenario by employing
CD-DNN-HMMs trained on speaker compensated features, which have been obtained by
applying feature space transformations - referred to as fMLLR [6, 143], to the input
features.
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4.2 Feature/Model Space Adaptation for ASR
Broadly speaking, we can categorize speaker adaptation techniques for connectionist
ASRs into two main groups, namely: feature and model spaces. In recent years, there has
also been the tendency to augment the conventional speech vector with speaker-specific
features that hopefully confer robustness against speaker variability. We refer to these
techniques simply as other approaches, e.g., i-vectors [144] are employed in [145], and
speaker discriminative vectors are implemented in [146]. A brief overview of the most
representative adaptation techniques in each group is given in the following.
4.2.1 Feature Space Adaptation
The most representative example of feature space adaptation of deep models is the
constrained maximum likelihood linear regression (MLLR) technique, referred to as
CMLLR or fMLLR [6, 143]. fMLLR estimates a set of affine transforms to be applied to
input acoustic features and generate speech vectors more robust to training/testing
mismatches. The affine transform is found maximising the log-likelihood that the model
generates the adaptation data based on first pass alignments. fMLLR has proven to be
effective for adaptation of hybrid ASR engines in different tasks, e.g., [142, 147]. A major
limit of fMLLR is that a CD-GMM-HMM system has to be built to generate a single input
transform per each speaker. The transformed feature vectors can then be used to train the
CD-DNN-HMM in a speaker adaptive manner, and another set of transforms is estimated
(using the available GMMs) during evaluation for unseen speakers. The latter technique is
commonly referred to as speaker adaptive training (SAT).
To simulate fMLLR without the burden of building CD-GMM-HMM systems, a linear
transformation network can be added to the input of the DNN, which can be directly
estimated by minimising the error at the output of the neural architecture while keeping all
other DNN parameters frozen. Such a transformation rotates the input space to reduce the
discrepancy between testing and training conditions. This approach is commonly referred
to as linear input network (LIN) and its goal is to map the speaker dependent (SD) input
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vectors to the speaker independent (SI) ASR system [76]. LIN, and its feature-space
discriminative linear regression (fDLR) variant have been tested with success,
e.g., [78–80].
4.2.2 Model Space Adaptation
The simplest approach to adapting a hybrid ASR system is to modify all parameters of the
connectionist block using some adaptation data. Unfortunately, this solution easily leads
to over-fitting on the adaptation material when the amount of data is limited [76]. A
successful regularization based method to address over-fitting issues has been proposed
in [74], where the Kullback-Liebler divergence (KLD) between the speaker-independent
output distribution and the speaker-adapted output distributions was used during
adaptation. In [88, 89, 123], a factorisation technique based on singular value
decomposition was instead devised to reduce the number of parameters to be adapted.
In [77], the authors proposed to add a linear transformation network before the output
layer, referred to as linear hidden network (LHN). The rationale behind LHN is that the
added linear layer generates discriminative features of the input pattern suitable for the
classification performed at the output of the DNN. Over-fitting issues, can be further
reduced by adapting the DNN top layer in a maximum a posteriori (MAP) fashion as in
Section 3.2.
In [88], it was argued that the large number of DNN parameters for ASR makes
adaptation challenging, and it also limits the use of environmental personalization due to
the huge storage cost in large-scale deployments, and it may require a computationally
intensive adaptation process. In [85], the authors proposed an ingenious solution to
perform speaker adaptation for hybrid ASR systems that can simultaneously allow us to
(i) reduce the computational requirements, (ii) address overfitting issues, and (iii) store the
adapted parameters in a small-sized storage space. The key idea was to adapt the shape of
the hidden activation functions rather than some network parameters. To this end, Hermite
polynomial activation functions were used in the hidden neurons. Later, it was
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demonstrated that slope and bias parameters introduced in the sigmoid activation function
can be also learned in a speaker adaptive fashion [148]. Following the same line of
research, an adaptive linear factor associated with each hidden unit is used to scale the unit
output value and create a speaker dependent model was proposed in [149]. In practice,
DNN adaptation becomes a re-weighting of the importance of different hidden units for
every speaker. In the learning hidden unit contributions (LHUC) technique [112], an
additional amplitude parameter is added for each hidden unit. These amplitude parameters
are tied for each speaker, and are learned using unsupervised adaptation. In [80], only
output layer biases have been adapted.
In the proposed approach, we assume that the activation function parameters are
distributed according to a prior distribution that summarise all knowledge learned to
address the source task. This prior allows us to find the most probable model with respect
to the target data under MAP, which strengths robustness to data scarcity, as demonstrated
in [10].
4.2.3 Other Approaches
It has been shown that robustness to speaker variability can be gained by appending
speaker-specific features, computed for each speaker at both training and test stages, to the
conventional speech vectors. In particular, i-vectors [144], which can be regarded as basis
vectors of a speaker variability subspace, have been tested, e.g., [90, 150, 151]. Miao et
al. [145] use an auxiliary DNN to build speaker-specific transforms of the original feature
vectors.
Speaker discriminative codes, that capture speaker variabilities in trainable vectors to
be used in addition to the conventional feature vectors for DNN, have been proposed in
[146]. In practice, the speaker code vector is connected to a large speaker-independent
neural network through a separate set of connection weights. These new weights and codes
for all speakers in the training set can be jointly learned based on the available training
data. Speaker codes often require speaker adaptive (re-)training, owing to the additional
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connection weights between codes and the hidden units.
4.3 Connectionist ASR with Deep Models
In CD-DNN-HMM systems, the deep model estimates the a posteriori probability, P(qt|ot),
of the qt state given the speech observation ot. Next, the Bayes’ rule is used to obtain the
observation probability, p(ot|qt) = P(qt|ot)p(ot)/P(qt), where P(qt) is the prior probability
of each state estimated from the training set, and p(ot) is independent of the word sequence
and thus can be ignored.
The input to the deep architecture is typically a splice of a central frame (whose label
is that for the splice) and its n context frames on both left and right sides. The hidden non-
linear layers are constructed by sigmoid units, and the output layer is a softmax layer. The
softmax output predicts the posterior probabilities of thousands of senones. In this work,
an (L + 1)-layer DNN, consisting of L hidden nonlinear layers (l = 1, ..., L) and one output
layer (l = L + 1), is used to model the posterior probability of an HMM state given an
observation vector. Thus the output at the l-th hidden layer, hl, can be recursively defined
as the nonlinear transformation of the (l − 1)-th layer, namely:
xl = σ(xl) = σ(Wlh(l−1) + bl) (4.3.1)
where Wl and bl are the weight matrix, and the bias vector for layer l, respectively. σ(xl) =
1/(1 + e−x
l
) is an element-wise operation. Moreover, hl, and xl correspond to the activation
and excitation of the l-th layer, respectively. Finally, h0 corresponds to the input observation
vector.
DNN can be trained by maximizing the log posterior probability over the training
frames. This is equivalent to minimizing the cross-entropy (CE) objective function. Let X
be the whole training set, which contains T frames, i.e., {o1, . . . , oT } ∈ X, then the loss
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P̃t( j) log P(q
j
t |ot), (4.3.2)
where P(q jt |ot) is an estimate of the jth HMM state (i.e., senone state) at time t, q
j
t , and P̃t is
the target probability of frame t. In practice, the target probability P̃t is often obtained by a
forced alignment with an existing system resulting in only the target entry that is equal to 1.
The objective function is minimized by using error backpropagation, which is a gradient-
descent based optimization method developed for artificial neural networks (see [152] for
detail). In this work, we adopt mini-batch stochastic gradient descent with a chosen batch
size of 256.
In [55, 136], it has been shown that sequence training can significantly boost ASR
performance by incorporating acoustic models, lexicon and language models constraints
in the objective function. In this work, we therefore adopt sequence training to estimate
the DNN parameters of the speaker independent CD-DNN-HMM systems. Specifically,
we follow [55], and the minimum Bayes risk, e.g., [153, 154], objective function at a






W′ p(Ou|S u)kP(W ′)
, (4.3.3)
where Ou = {ou1, . . . , ouTu} is the sequence of observation for the u-th utterance, Wu is the
word-sequence in the reference for utterance u, S u = {su1, . . . , suTu} is the sequence of state
corresponding to Wu, and k is the acoustic scaling factor. Finally, A(W,Wu) is the raw
number of correct state labels corresponding to the word sequence W with respect to the
reference word sequence Wu.
Training deep neural networks from a set of randomly initialized parameters may result
in a poor local optimum when performing error backpropagation. To cope with this, pre-
training methods have been proposed for a better initialisation of the parameters, e.g., [43].
In restricted Boltzmann machine (RBM) based pre-training, the chief idea is to grow the
DNN layer by layer without using the label information [43]. Each pair of layers in the
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DNN is treated as an RBM and is trained using an objective criterion called contrastive
divergence [43]. In this work, RBM pre-training is always performed.
4.4 Bayesian Learning of Hidden Activation Functions
The underpinning of the proposed MAP adaptation of trainable hidden activation functions
is now presented. The first step to accomplish CD-DNN-HMM adaptation through the
activation function is to parametrise the sigmoid with a slope, d, and a bias, c, that can be
simultaneously learned using the adaptation data. The slope and bias terms are initialized
to 1, and 0, respectively, and trained in a speaker adaptive fashion. It has been shown that
adding a slope and bias term to each sigmoid accounts for pre-appending an affine linear
layer, Φ = {D, c}, to each hidden nonlinear layer [148], where D is a diagonal matrix with
the activation slopes, d, on the diagonal, and c is the vector of bias terms, c. Eq. 4.3.1,
which represent the output of the l-th hidden layer, would therefore become:
hl = σ(xl,Φl) = σ(Dlx(l) + cl) (4.4.1)
4.4.1 Activation Function Learning
The error backpropagation algorithm can be employed to learn the aforementioned
Φ = {D, c} matrix while keeping all of the other CD-DNN-HMM parameters unchanged.
The activation function parameters could be estimated by minimizing Eq. 3.2.4: For
notational simplicity, we could expand the output vector, hl, in each layer by adding an
additional dimension of constant 1 to incorporate the bias vector, c, into the diagonal
matrix, D. To avoid introducing new symbols, we refer to this new weight matrix as Φl.
Thus backpropagated error, ε l, vector for the generating slope-bias layer is:
ε l = (Φl+1)Tε l+1 ◦ (hl)′ (l = L, ..., 1), (4.4.2)
where ◦ denotes element-wise multiplication, (Φl+1)T is the transpose of Φl+1, and (hl)′ =
hl ◦ (1 − hl) for sigmoid. With the error vectors at certain hidden layers, the gradient over
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the whole training set with respect to the weight matrix Φl is given by
∂LCE
∂Φl
= El(Hl−1)T . (4.4.3)
Note that in the above equation, both Hl−1 and Ei are matrices, which are formed by
concatenating vectors corresponding to all the training frames from frame 1 to T , e.g.,
ε l = [ε l1 . . . , ε
l
t , . . . , ε
l
T ].
4.4.2 MAP Adaptation of Activation Functions
The maximum a posteriori (MAP) adaptation framework can be established by defining
a prior distribution over the set of affine transformations, Φls, holding the slope and bias
terms for each hidden neuron.
4.4.2.1 Empirical Bayes Estimation
To analyse and estimate the prior density, we have used the training data. Moreover, we
have adopted an Empirical Bayes Approach, e.g., [118] and treated each speaker in the
training set as a sample speaker. Supervised speaker adaptive training has been performed
using the data for each training speaker, separately. After that, we have obtained a set of
L matrices, Φl, for each speaker. We have assumed the distribution of the Φl matrix to be
joint Gaussian.
By expressing the generic Φl as a a vector wl with each entry representing a particular








(wl − µl)T Σl−1(wl − µl)) (4.4.4)
where only the diagonal entries of the covariance matrix Σ are non-zero (from the
independence assumption). With S adapted speaker vectors, the maximum likelihood





















where wi is the vector consisting of the adapted transformation weights of speaker i.
4.4.2.2 MAP Formulation
Eq. (4.4.7) formulates the MAP learning idea by adding the terms concerning prior




λl log p(Φl) +LCE (4.4.7)
where λl controls the importance of the prior term.
Applying the prior form of Eq. (4.4.4), the objective function for MAP adaptation is in






(wl − µl)T Σl−1(wl − µl) +LCE (4.4.8)
where only the diagonal entries of the covariance matrix Σ are non-zero (from the
independence assumption of the weights).
A close look at Eq. (3.2.15), when the prior density is a standard Gaussian N(0|I),
MAP learning will degenerate to conventional L2-regularized training. The gradient of
LMAP with respect to wl can now be expressed as:
∂LMAP
∂wl




4.4.3 Prior Evolution & Online Adaptation
The MAP adaptation method previously discussed implies batch algorithms that require
processing the available adaptation data as a whole. It is often more desirable and more
realistic to process the data sequentially. As discussed in [10], the advantage of a
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sequential algorithm over a batch method is not necessarily in the final performance, but
in computational efficiency, reduced storage requirements, and the fact that an outcome
may be provided without having to wait for all the data to be processed. In addition,
different data segments often correspond to different parameter values, so it is no longer
desirable to process all the available adaptation samples, even if we can afford the
computational load of the batch algorithm. A sequential algorithm can instead be designed
to adaptively track the varying parameters, and that leads to an attractive adaptation
scenario, which is known as the online (or incremental, sequential) adaptation.
Sequential methods make use of observations one at a time, or in small batches, and
then discard them before the next observations are used. These methods can be used, for
example, in real-time learning scenarios, where a steady stream of data is arriving, and
predictions must be made before all of the data is seen. Sequential approach to learning
arises naturally within the MAP adaptation framework proposed in this work, and we here
present an online adaptation version based on a key concept called prior evolution [10].
In addition to evolution in time, priors can also be evolved in space as done in tree-based
structural MAP (SMAP) [22].
In a Bayesian framework, the uncertainty of the DNN parameters is taken into account
by treating these parameters, namely wl, as random variables. Thus our prior knowledge
about wl, is assumed to be summarized in a known joint a priori pdf p(wl|φ(0)) with
hyper-parameters φ(0), where wl ∈ Ω, and Ω denotes an admissible region of the hidden
activation function parameters. The prior information can be derived from previous
experience, e.g., the training data, as discussed in the previous sections. It can also be
derived from previous experiences, e.g., training data, X, as we discussed in Section 4.4.2.
Now, let Xn = {X1, . . . ,Xn}, be n independent sets of observation samples, which are
incrementally obtained and used to update our knowledge about p(wl). There exist many
ways to evolve the prior. The central idea is that the intended evolving prior pdf
pintended(wl) summarises the information inherited from the prior knowledge and learned
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from the observation data.
Online MAP adaptation can be accomplished as follows: Given a new block of feature
vector sequences, the current set of CD-DNN-HMMs is used to recognize this feature
vector sequence. After the recognition of the current block of utterances, the prior pdfs for
the DNN parameters, which are the results of the previous prior evolution step, are
evolved to derive a set of intended posterior distributions, which will be served as the prior
for the next round of prior evolution. By taking a MAP estimate from the evolved prior
distributions, the hidden activation function parameters are adapted, and the updated
models are used to recognize the future input utterance(s). The prior evolution algorithm
requires the senone-level transcription of the speech utterances. In this work, such a
transcription is derived directly from the recognition results, i.e., unsupervised adaptation.
4.4.3.1 Prior Evolution
The implementation of this learning procedure for incremental CD-GMM-HMM training
raises some serious computational difficulties because of the nature of the missing data
problem, and a quasi-Bayes learning formulation was proposed in [10]. In this work, we
focus on prior evolution of the hidden activation parameters only, which have a multivariate
Gaussian distribution, N(·). Assuming that mean and the precision in the l-th hidden non-
linear layer are unknown, then the conjugate prior for the n-th independent set is given by












where Λ = Σ−1 is the precision matrix, νl < k − 1, and W l are called the number of
degrees of freedom, and the scale matrix of the Wishart distribution (k is the dimension of
the precision matrix).
The prior evolution scheme for mean and precision can now be established with ease
leveraging the conjugacy properties. The mean prior evolution can be accomplished as







τ = τ + |Xn| (4.4.12)
where |Xn| is the number of observations used to perform cross-entropy based adaptation of
the activation function parameters, and τ indicates the pseudo observations used to estimate
µln−1. Eq. (3.2.12) can be used to computed µ
l
0.












ν = ν + |Xn| (4.4.14)
where Cl0 is initialized by multiplying Eq. 3.2.13 by S .
4.4.3.2 Online MAP Adaptation
The online MAP (OMAP) formula is similar to the batch one discussed in Section 4.4.2.2
except that the prior evolution effect has to be taken into account. The corresponding








−1(wl − µln−1) +L
CE (4.4.15)
The gradient of LOMAPn with respect to wl can be easily computed.
4.5 Experiments
4.5.1 Experimental Setup and SI Benchmarks
Two CD-DNN-HMM baseline systems were built using the 309-hour Switchboard
corpus [135] - a conversational telephone speech corpus, and the Kaldi toolkit [121]. The
key difference between the two baseline ASR systems relied on input speech feature
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vectors used to train the connectionist component. In the first system, non-adaptive
features, namely filter banks, were employed. In particular, the feature vector is a
23-dimension mean-normalized log-filter bank feature with up to second-order derivatives
and a context window of 11 frames, forming a vector of 759-dimension (69 × 11) input. In
the second system, the DNN was trained over 40-dimension adaptive feature vector,
namely fMLLR, plus a context window of 11 frames, forming a vector of 440-dimension
(40 × 11) input. As previously mentioned, fMLLR features can be generated by training a
complete GMM-based system, which is then used to estimate a single input transform per
speaker. The transformed feature vectors are then used to train a DNN in a speaker
adaptive manner and another set of transforms is estimated (using GMM) during the
testing stage for unseen speakers.
Aside from feature parametrization, the connectionist component was initialized with
stacked RBMs by using layer-by-layer generative pre-training. An initial learning rate of
0.01 was used to train the Gaussian-Bernoulli RBM, and a learning rate of 0.4 was applied
to the Bernoulli-Bernoulli RBMs. The DNN has six hidden layers, each having 2048
sigmoid units, with bias and slope set to zero and one, respectively, during training. The
output layer has 8806 softmax units corresponding to tied-parameter context-dependent
acoustic states, known as senones. Following common practices, these senone-based
target units were inherited from an already-trained CD-GMM-HMM system, which had to
be built to address the same task. Senone-state classes were generated using decision tree
based state tying and a clustering algorithm based on the maximum likelihood criterion
using the statistics collected with Gaussian models. The transition probabilities, ai j, were
also borrowed from the CD-GMM-HMM system [2]. The cross-entropy (CE) objective
function in Eq. (3.2.4) with an initial learning rate of 0.008 was employed to start
fine-tuning of the DNN parameters, which is then finalized by three iterations of sMBR
sequence training. A 3-gram language model estimated from the Switchboard corpus was
used in decoding.
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Table 4.5.1. WERs (in %) on the SWBD data for several speaker independent (SI) CD-DNN-HMM
systems using non-adaptive features. The top part of the table shows results obtained in our laboratory;
whereas, WERs available in the literature on the same task and in similar experimental conditions are
reported in the lower part of the table. In parentheses, the publication year is reported.
SYSTEM WER (in %)
IN-LAB CE CD-DNN-HMM 16.2%sMBR CD-DNN-HMM 15.1%
LITTERATURE
CE CD-DNN-HMM (2011) [157] 16.1%
CE CD-DNN-HMM (2014) [146] 16.2%
CE CD-DNN-HMM (2016) [112] 15.2%
Experimental results are reported on the NIST 2000 Hub5 evaluation set [156], which
covers 80 different speakers. The Hub5 set contains two types of data, Switchboard
(SWBD) and CallHome English (CHE). SWBD data match better with the training data,
since the SWBD set covers 40 speakers and 1831 utterances. Therefore, the speaker
independent models generalize sufficiently well on the SWBD dataset, and the system
performance improvement due to speaker adaptation is expected to be lower than that
attainable in mismatched conditions. The number of spoken segments differs among test
speakers, and varies between a minimum of 25 utterances to a maximum of 67 utterances
per speaker (46 utterances per speaker in average). The CallHome data tend to be harder
to recognize, mainly because of a greater prevalence of foreign-accented speech.
A single iteration of optimizing the MAP objective function in Eq. (4.4.9) with a fixed
learning rate of 0.02 was employed during unsupervised adaptation in a batch fashion. On
the other hand, unsupervised online adaptation was performed with a fixed learning rate of
0.01, and the prior was evolved as indicated in Eq. (4.4.11). The starting value of τ in Eqs.
(4.4.11) and (4.4.12) was set to 1 in all experiments.
A fundamental step in our investigation on speaker adaptation of CD-DNN-HMM
systems is to ensure that our baseline ASR systems are reliable. In recent years, many
independent researchers worked on the NIST 2000 Hub 5 date set, yet most results are
reported on the SWBD part only. To ease the comparison with what’s available in the
literature, we start our study by reporting the percentage of word error rate (WER) on the
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Table 4.5.2. Unsupervised speaker adaptation results on the SWBD task for several techniques are
reported, in terms of percentage of the WER. For easy of comparison, the first and the second
column show the performance for speaker independent (SI) and speaker adapted (SA) CD-DNN-HMM
systems, respectively. Non-adaptive features have been used, namely filter-bank based speech features.
Consequently, WERs across these data sets are expected to be different.






LHUC [112] (Table XII) 15.2% 14.7%
SAT-LHUC [112] (Table XII) 15.2% 14.6%
SWBD portion of the test data for different speaker independent (SI) CD-DNN-HMM
systems built in our laboratory with non-adaptive features (i.e., filter-bank features) in the
upper part of Table 4.5.1. By visually inspecting the results, it is easy to verify that sMBR
sequence-level training indeed boosts the SI ASR performance, and error rate is
meaningfully reduced from an initial 16.2% to 15.1% moving from (frame-level) CE to
sMBR training. Therefore, we will use the sMBR-trained CD-DNN-HMM systems to
carry out speaker adaptation.
The bottom part of Table 4.5.1 shows the best ASR performance, retrieved from the
literature, attained on the SWBD dataset using non-recurrent deep models [112, 146, 157]
in experimental conditions similar to ours. The comparison between the WERs obtained
in our laboratory, and those available in the literature allows us to duly confirm the
reliability of the results to be reported in this study. Assessing the capability of our
proposed MAP adaptation techniques is our primary goal, we therefore analyze ASR
performances in different adaptation scenarios in the next few sections.
4.5.2 Unsupervised Batch Adaptation: Regular Speech Features
First, we evaluate the proposed technique focusing on unsupervised batch adaptation using
non-adaptive speech features (e.g., filter bank features). The SWBD dataset was used for
both adaptation and testing purposes. MAP adaptation of the activation function parameters
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(i.e., slope and bias terms), MAP-AF, which is accomplished as indicated in Eq. (4.4.9),
is reported in the fifth row of Table 4.5.2. We can observe that an already high-accuracy
SI sMBR CD-DNN-HMM ASR engine has been further improved from an initial WER
of 15.1% down to 14.0%, indicating a relative WER reduction (WERR) of 7.3% after
adaptation.
The strength of our proposed MAP scheme can be better appreciated by comparing it
with other recently-published adaptation solutions. Specifically, the WER attained by
applying unsupervised linear input network (LIN) speaker adaptation, LIN, to the SI ASR
systems is reported in the first row, and second column in Table 4.5.2. In LIN, an affine
transformation network is added to the input of the connectionist component. This
transformation is estimated during adaptation while keeping all other DNN parameters
frozen. LIN delivers a final WER of 14.9%, which corresponded to a relative WERR as
small as 1.3%.
It may be argued that the KLD adaptation technique [74] could be combined with
unsupervised LIN, KLD-LIN, to alleviate the catastrophic forgetting problem and boost
the adaptation performance. KLD-LIN reduces the WER from the 15.1% down to 14.8%
(see second row, and second column in Table 4.5.2), and a small improvement over plain
LIN was attained, as expected1. This result demonstrates that the proposed approach
always attains a superior performance to the conventional LIN technique yet uses a more
compact representation. The number of parameters to be stored with LIN is 576,840, i.e.,
23 times more parameters than those needed with the proposed solution - that uses only
24,576 parameters. The latter outcome makes the proposed approach appealing in
deploying large-scale speech recognition service to the general public.
Next, the regularization capability of the proposed MAP solution can be better
understood by performing unsupervised adaptation of the activation function parameters,
1The relative error reduction attained with KLD-based adaptation is 2%, which is in the same range of
improvement reported in [74]. The latter apparently confirms the correct implementation of our KLD-based
adaptation scheme.
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AF, i.e. cross-entropy based training of bias and slope terms holding all remaining DNN
parameters unchanged. AF can deliver a WER of 14.4%, as shown in the third row, and
second column of Table 4.5.2. In the fourth row, a WER equal to 14.3% is attained in the
degenerate MAP approach, that is, we introduce a L2 regularization doing unsupervised
AF adaptation (please refer to Section 4.4.2.2). We can see that L2 regularization slightly
enhances AF performance, but it delivers a worse recognition accuracy than the proposed
MAP approach. We can therefore conclude that the ASR performance boost gained using
the proposed approach is not negligible, and it is not simply due to a regularization effect.
We have already mentioned that other authors have proposed different solutions to
adapt the activation function shape after Siniscalchi et al. [85]. Among these methods,
LHUC [112] is the most promising. We therefore find it instructive to report the LHUC
performance attained in the similar experimental conditions, and on the same ASR task in
the lower part of Table 4.5.2. The WER attained with LHUC, and its improved speaker
adaptive training (SAT) version, SAT+LHUC, are given in the fifth and sixth row,
respectively. By comparing results shown in the fourth, fifth, and sixth rows, and first and
second columns, we can confirm that the proposed MAP-AF approach outperforms both
LHUC and SAT+LHUC.
4.5.3 Unsupervised Batch Adaptation: Speaker Adaptive Features
The results shown in Table 4.5.2 demonstrate the feasibility of the proposed MAP solution
to the unsupervised, batch speaker adaptation problem of connectionist ASR system
employing deep architectures. Nonetheless, it could be argued that baseline SI ASR
engine with better seed models can be designed with either recurrent deep models,
e.g., [141, 142], or feed-forward deep models equipped with memory, FFMN, [138]. In
the lower part of Table 4.5.3, the experimental results reported in [138] (Table 2) of four
systems utilising long-term dependency of the speech signal, namely LSTM [142],
bidirectional LSTM (BLSTM) [141], and scalar feed-forward memory networks
(sFFMN) [138], and vectorised feed forward memory networks (vFFMN) [138] are
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Table 4.5.3. WERs (in %) w/o adaptive features on the SWBD task. The top part of the table
shows results obtained in our laboratory; whereas, LHUC results in similar experimental conditions
are reported in the middle part of the table. In the lower part of the table, the results with LSTM,
BLST, sFFMN, and vFFMN are shown. The plus +fMLLR indicates that speaker adapted features
have been used to accomplish sequential sMBR training of the connectionist component. fMLLR
can be regarded as a feature-space adaptive training. The (++) symbol indicates that the following









+fMLLR (Table XII) 14.2%
++LHUC (Table XII) 14.2%






Table 4.5.4. Unsupervised batch speaker adaptation results on Hub5.
WER (in %)
SYSTEM SWBD CallHome TOTAL
sMBR CD-DNN-HMM 15.1% 28.7% 21.9%
+MAP-AF 14.0% 26.1% 20.1%
+fMLLR 13.8% 25.1% 19.5%
++MAP-AF 13.2% 24.0% 18.6%
CE CD-DNN-HMM [112] 15.2% 28.2% 21.7%
+fMLLR [112] 14.2% 26.2% 20.2%
++SAT-LHUC [112] 14.1% 25.6% 19.9%
shown. All systems were trained using filter-bank based features. WERs between 13.2%
and 14.2% were attained using those systems.
An obvious questions that may arise is whether the proposed MAP-AF can further
improve the state-of-the-art system performances. In this section, we provide a sound
attempt to address such a challenging question. Unfortunately, we do not have access to the
ASR architectures utilizing either recurrent or memory blocks, thereby we cannot directly
address such a question. Nevertheless, we are mainly interested in verifying whether a
performance improvement can be observed using better seed models. To this end, we
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have built a speaker independent CD-DNN-HMM system using speaker adaptive features,
namely fMLLR, and sequential sMBR training. The speaker compensated features allows
us to reduce the WER from the initial 15.1% down to 13.8%, as indicated in the second row
of Table 4.5.3. By applying MAP-AF to this new system, the WER is further brought down
to 13.2%, as shown in the third row of Table 4.5.3. We can therefore conclude that MAP
adaptation of the hidden activation function parameters could indeed effectively enhance
state-of-the-art ASR systems. That is, our solution has the potential to boost recurrent and
memory equipped deep models, since it works with an fMLLR-based ASR system that
reported a recognition error between the BLSTM-based and vFFMN-based systems.
As a final remark, it may be instructive to remind that fMLLR adaptive features make
the experimental setup more challenging because the proposed technique has to be applied
to an already speaker adapted CD-DNN-HMM system - fMLLR can be thought of a
feature-space speaker adaptation technique as seen in Section 4.2.1. On top of that, the
experimental setup is further exacerbated by the intrinsic characteristics of the data: (i) the
SWBD data are narrow-band, containing less information for discrimination between
speakers, as discussed in [112], especially when estimating relevant statistics from small
amounts of unsupervised adaptation data, and (ii) the SWBD data set exhibits a large
overlap between training and test speakers - 36 out of 40 test speakers are observed in
training, which allows learning more accurate speaker characteristics during supervised as
opposed to unsupervised speaker adaptive training, as argued in [112]. Therefore, there is
a very small room for improvement, and the fact that MAP-AF already brings the WER
down to 13.2% from the initial 13.8%, which corresponds to a relative WERR equal to
4.4%, indeed confirms the viability of the proposed technique. For the sake of
comparison, LHUC results are reported in the lower part of Table 4.5.3.
The set of results reported in Table 4.5.4 completes our investigation into unsupervised,
batch MAP speaker adaptation. In particular, the results on the CallHome subset, and on the
full 2000 Hub5 benchmark are shown. The proposed MAP speaker adaptation technique
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Figure 4.5.1. Self-adaptation results, in terms of the %WER, as the number of adaptation utterances increases
from 1 to 15. WERs are always given to the whole 15 utterances to make clear the effect of self-adaptation on
the system performance. The SI ASR performance corresponds to that obtained with 0 adaptation utterances.
performs relatively better under more mismatched conditions, namely the CallHome subset
of the Hub5 2000 benchmark. MAP-AF also gives a consistent reduction from fMLLR,
and the overall WER was reduced from 19.5% to 18.6%, as shown in the 3rd and 4th
rows, respectively - a 4.6% relative WERR. In summary, we can attain up to a 15% relative
WERR from the SI systems by combining fMLLR and MAP-AF.
4.5.4 Unsupervised Self-Adaptation
Next we investigate the self-adaptation properties of our proposed unsupervised MAP
adaptation approach. To this end, we select for each speaker 15 spoken utterances for a
total of 1200 utterances. The SI CD-DNN-HMM system, trained on filter bank features,
attains an overall WER of 21.9% on the entire test set, as shown in Figure 4.5.1 at 0
spoken utterances. For each speaker, we perform self-adaptation using a single utterance
per time, as follows: after seeing one spoken utterance, we adapt the acoustic models with
MAP and test on all utterances in order to properly compare results and isolate the effect
of self-adaptation. This procedure repeats until we have seen all of the 15 utterances from
each speaker. In Figure 4.5.1, we display self-adaptation performance in terms of the
number of adaptation utterances. As expected, adaptation consistently improves the
acoustic models as the number of available adaptation utterances increases, which is a
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Case I (1 utterance)
Case II (3 utterances)
Case III (5 utterances)
Case IV (15 utterances)  
 





(b) Online MAP Adaptation. 
 
 
 Figure 4.5.2. Online adaptation with a varying mini-batch size. Results are averaged over all NIST 2000
Hub 5 speakers and spoken utterances.
desirable property of any speaker adaptation scheme. Next, we can see that negative
transfer learning is avoided, since a drop in the performance was avoided even with only a
few adaptation sentences, e.g., 1, or 2.
4.5.5 Unsupervised Online Iterative Adaptation
Any learning framework becomes more useful for practical situations if it is performed
in a sequential manner. The set of experiments reported below are meant to demonstrate
that, leveraging upon the intrinsic recursive nature of Bayesian learning, online speaker
adaptation can be successfully accomplished.
In real application scenarios, we can often acquire only one or a few utterances per
speaker, and then the corresponding transcriptions have to be delivered to the end-user.
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A sequential iterative algorithm suits such a scenario better than adaptation with a large-
sized batch. A key advantage of the proposed Bayesian framework is that it is adaptive in
nature and suitable for performing iterative learning. This unique adaptive characteristic
is achieved by incrementally evolving the hyper-parameters, as shown in Eqs. (4.4.11)
and (4.4.12), while adapting the activation function parameters. Before delving into the
experimental results, we should point out that experiments with fMLLR features would
require generating an affine transformation for each single iteration, and for each single
speaker. That would make the experimental setup cumbersome; therefore, we report results
using only non-adaptive speech feature, i.e., filter bank features.
Figure 4.5.2(b) shows that online incremental MAP adaptation brings a meaningful
improvement even considering a single utterance at a time, and the WER is reduced from
the initial 21.9% down to 21.2%. Next, it can be meaningful to characterize the online
MAP adaptation scheme in terms of the mini-batch size, i.e., number of spoken utterances
processed sequentially. Figure 4.5.2(a) shows that four different mini-batch sizes have been
considered, namely {1, 3, 5, 15}; furthermore, these mini-batch have been designed so that
the data are used evenly across all min-batch sizes, i.e., there is an overlap among mini-
batches, and that guarantees that changes in the ASR performance are imputable solely to
the mini-batch size. In Figure 4.5.2(b), we report WERs averaged over all NIST 2000 Hub
5 speakers and spoken segments for online incremental adaptation with a varying mini-
batch size. Mini-batch size 0 implies no adaptation, and the SI ASR performance is given.
We can observe that online MAP adaptation attains a better recognition accuracy as the
mini-batch size increases, and a final WER of 20.7% is delivered with a mini-batch size of
only 15 spoken utterances. The latter result confirms the viability of the proposed approach.
4.6 Summary
In this section, we have presented a theoretical framework of maximum a posteriori
adaptation of the hidden activation function parameters in CD-DNN-HMMs. In the
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experimental part of this study, adaptation is performed in an unsupervised manner, i.e.,
the true transcriptions of the adaptation data are assumed unknown, since that scenario is
more realistic in real applications. To examine the viability of the proposed Bayesian
framework, MAP adaptation is applied to a batch speaker adaptation application using the
NIST 2000 Hub5 benchmark. In a series of comparative experiments, we study the the
effects of different speech features, namely non-adaptive, and speaker adaptive, reporting
improvements in all tested scenarios. Moreover, the effectiveness of the proposed
approach was demonstrated using high-accuracy speaker independent deep models built
with discriminative sequential training. The experimental results also confirmed the
feasibility of the proposed techniques. Leveraging on the intrinsic recursive Bayesian
nature of the proposed technique, we have also proposed an online incremental approach
to unsupervised, sequential speaker adaptation by simultaneously updating the
hyperparameters of the approximate posterior densities and DNN parameters on a per
utterance basis. Finally, self-adaptation properties of our proposed solution have also been
successfully tested. In conclusion, our experimental results indeed confirm the viability of
the proposed MAP adaptation framework of hidden activation function parameters in deep




BAYESIAN ADAPTATION ON GENERATIVE MODELS DERIVED
FROM DEEP NEURAL NETWORKS
5.1 Introduction
In Chapter 3 and 4, we have presented several solutions to apply Bayesian adaptation
directly on discriminative DNN. These proposed solutions apply prior information on
DNN model in the form of regularization terms. The discriminative nature of the DNN
models hampered our goal to replicate the nice features of the MAP/SMAP [5, 22]
solutions developed for the generative CD-GMM-HMMs. The CD-GMM-HMMs based
acoustic model basically gives us the likelihood that an acoustic frame is generated by a
GMM associated with a HMM state. Most of the parameters in CD-GMM-HMMs are
interpretable so we can easily understand and diagnose the model. This strength also
makes it easier for us to utilize well-established statistical theories/techniques to improve
the model. Successful examples include [5,22]. However, CD-DNN-HMMs just provide a
discriminative mapping between the acoustic frames and the HMM states, making it is
hard to interpret the DNN parameters.
In our second direction towards Bayesian adaptation presented in this chapter, we go
through the way that DNN is cast into a generative framework to better leverage Bayesian
based technologies. We present a first step toward a Bayesian adaptation solution to utilize
the prior information. Focusing on the adaptation of weights and biases in the last DNN
affine transformation layer, a maximum likelihood (ML) estimation solution is devised to
perform model adaptation. Next, a MAP adaptation scheme is formulated by incorporating
prior information obtained by applying the proposed ML approach with the training data.
Unfortunately, experimental results show that the proposed approaches are not always able
to outperform conventional transformation based adaptation methods.
To regain the theoretical advantages of the MAP/SMAP adaptation solutions, we go
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through an indirect way by converting the discriminative CD-DNN-HMMs to the
generative CD-GMM-HMMs. Using the bottleneck (BN) features [26, 27] derived from
the CD-DNN-HMMs, we were able to build deep BN-CD-GMM-HMMs (BN feature
based CD-GMM-HMMs) with performance comparable to CD-DNN-HMMs. Then the
Bayesian adaptation is done by applying the original MAP/SMAP technologies to the
BN-CD-GMM-HMMs. Experimental results show the effectiveness of the proposed
indirect Bayesian method and also demonstrate the ability of DNN in representation
learning to serve as a bridge function between data distribution and the GMM based
decision model [28].
5.2 Maximum Likelihood and Maximum a Posteriori Adaptation for
Deep Neural Networks via Generative Casting
The discriminative nature of DNN models hampered our goal to replicate the nice features
of the MAP/SMAP solutions developed for the generative CD-GMM-HMMs. We
therefore present a first step toward a Bayesian adaptation solution by converting DNN to
a generative model. We focus on the adaptation of weights and biases in the last DNN
affine transformation layer and devise an ML estimation solution of these parameters to
perform model adaptation, as in the generative GMM case. For each speaker, the
adaptation material is divided into groups with same number of frames. Using each data
group, one sample of adapted output layer can be obtained. These samples of output layer
are used as“observations”, and ML estimates are computed. Next, a MAP adaptation
scheme is formulated by incorporating prior information obtained by applying the
proposed ML approach with the training data. Experimental results show that the
proposed approach gives better results than a more conventional transformation based
approach applied to the same parameters. Unfortunately, MAP is not always able to
further improve the adaptation results, yet these preliminary results are promising and
support the feasibility of the proposed idea.
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5.2.1 Methodology
In ML estimation, if we assume N independent and identically distributed observations,
x1, x2, ..., xN , coming from a distribution with probability density function of f (x|w), where
w is a vector of parameters, the joint density function for all observations is,
f (x1, x2, ..., xN |w) =
N∏
i=1
f (xi | w). (5.2.1)
If we consider xi are fixed and w are free variable, this function will be called the likelihood,
L(w ; X) = f (x1, . . . , xN | w) =
N∏
i=1
f (xi | w) (5.2.2)








f (xi | w). (5.2.3)
In the above formulation, observations are supposed to be generated from certain
distributions, so the probability models of the distributions are naturally generative. In the
speech recognition task, DNN is used as a discriminative model, it is therefore
complicated to fit the DNN model into the same exact formulation.
To cast DNN into a generative framework, we divide the adaptation data into groups
with same number of frames and use each data group to perform the linear output network
(LON) adaptation. The updating is performed on the output layer directly. We chose to
adapt the output layer, since it will ease the development of structural MAP solutions in the
future. Weights associated with the last DNN affine transformation are updated while all
other weights remain unchanged while performing adaptation. With each data group, LON
adaptation gives us an updated LON network, which can be regarded as an observation
xi generated from a Gaussian distribution with mean vector w (which is the parameter of
interest), and covariance matrix Σ (which is assumed to be fixed), we can formulate the log
likelihood function as,
lnL(w ; X) = α
N∑
i=1
(xi − w)∗Σ−1(xi − w) (5.2.4)
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Table 5.2.1. WER obtained by the ML and MAP adaptation technologies with all available data
System WSJ0 WSJ1
SI CD-DNN-HMM 8.84% 6.96%
LON [78] 8.80% 6.66%
LHN [77] 8.22% 6.68%
LIN [76] 8.22% 6.73%
CD-DNN-HMM+ML 8.65% 6.56%
CD-DNN-HMM+MAP 8.65% 6.53%
where α is a constant, w is free variable and Σ is fixed.





The average of the adapted networks from the divided data groups formulates our ML
estimation of the DNN adaptation.
In maximum a posteriori estimation, given a prior distribution P(w) on the parameters,
the most probable Bayesian estimator is,
P(w | x1, x2, . . . , xN) =
f (x1, x2, . . . , xN | w)P(w)
P(x1, x2, . . . , xN)
. (5.2.6)
Here we assume Gaussian conjugate prior distributions [155]
P(w) = α exp(−
1
2
(w − µ0)∗Σ0−1(w − µ0)), (5.2.7)
and we can find the MAP estimator of w as follows
ŵ = (Σ−10 + nΣ





We can find the µ0 and Σ0 by applying the ML adaptation technology by using the training
data.
5.2.2 Experiments
This study is concerned with the problem of supervised speaker adaptation, and
experiments are reported on the 20k-word open vocabulary Wall Street Journal task [120]
using the Kaldi toolkit [121]. The reader should use caution when comparing these results
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with others available in the literature, because we use the “20k open” test condition (a.k.a.,
“60k vocabulary” test condition), in which test utterances are not excluded even if they
contain words not in the language model. The majority of published results are obtained
with an easier evaluation condition, namely 5k and 20k-closed conditions. Two baseline
CD-DNN-HMM systems were trained using the WSJ0 material (SI-84) and WSJ1
material (SI-284), respectively. The standard adaptation set (si et ad, 8 speakers, 40
sentences per speaker) was used to perform adaptation of the last hidden DNN layer affine
transformation of speaker-independent DNN. The standard open vocabulary 20,000-word
(20K) read NVP Senneheiser microphone (si et 20, 8 speakers x 40 sentences) data were
used for evaluation. A standard trigram language model was adopted during decoding.
The ASR performance was given in terms of the word error rate (WER).
The DNN architecture has six hidden non-linear layers in all configurations. The input
feature vector is a mean-normalized log-filter bank feature with up to second-order
derivatives and a context window of 11 frames (FBANK). The DNN output layer has 2022
and 3462 Softmax units for the WSJ0, and WSJ1 configuration, respectively. The DNN
configuration follows that conventionally adopted in the speech community except for the
last hidden non-linear layer, which acts as a bottleneck layer. This configuration was
chosen to generate BN features. The number of units in the bottleneck layer is 216, and it
was chosen to simulate a sort of three-state phone layer thereby simulating a kind of
hierarchical structure between mono-phones in the hidden layer, and senones in the output
layer. All DNNs were trained with an initial learning rate of 0.008 using the cross-entropy
objective function. DNN parameters were initialized with the stacked restricted
Boltzmann machines by using layer by layer generative pre-training. Training is stopped
using early stopping on a validation set spilt off the training material, namely 10% of the
training data [121].
Experimental results on the 20k-word open vocabulary Wall Street Journal task are
given in Table 5.2.1. Speaker-independent performance is shown in the first row for the
71
CD-DNN-HMM baseline system for easy of comparison. In the last two rows, the
recognition performance for the proposed ML and MAP approaches is given, respectively.
First, we can notice that the improvement over the speaker independent CD-DNN-HMM
system is obtained with both approaches, which demonstrated that casting DNN
adaptation within a generative framework is indeed useful. Next, we report adaptation
results for three common affine transformation based adaptation schemes devised under
the connectionist ASR framework to better appreciate the effectiveness of our solutions.
In particular, LON, LHN, and LIN adaptation schemes are evaluated in the same
experimental conditions, and the corresponding adaptation results attained by tuning the
learning rates on the available adaptation material and using the decoding performance on
the adaptation data as early stopping criterion are displayed in the third, fourth and fifth
row in Table 5.2.1, respectively. From the table, we can see that while LHN and LIN can
outperform the proposed approach on the simpler WSJ0 working condition, LON cannot.
Moreover, none of three affine transformation based solutions can deliver a good
improvement with the WSJ1 configuration, and both proposed solutions outperform LON,
LHN, and LIN as the acoustic models cover a wider acoustic space.
5.2.3 Summary Remark
In this work, we present a first step toward DNN adaptation by casting DNN into a
generative framework. We focus on the adaptation of weights and biases in the last DNN
affine transformation layer and devise an ML estimation solution of these parameters to
perform model adaptation. MAP adaptation scheme is then formulated by incorporating
prior information obtained by applying the proposed ML approach with the training data.
Experimental results show that the proposed approach gives better results than more
conventional transformation based approach applied to the same parameters.
Unfortunately, MAP is not always able to further improve the adaptation results, yet these
preliminary results are promising and support the feasibility of the proposed idea.
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5.3 MAP/SMAP Adaptation for GMM with BottleneckFeature
Derived from DNN
To regain the theoretical advantages of the MAP/SMAP solutions, we go through an
indirect way by converting the discriminative CD-DNN-HMMs to the generative
CD-GMM-HMMs by using DNN derived bottleneck feature.
The impressive performance gain achieved by the CD-DNN-HMMs can be partially
attributed to the use of high-dimension input features, namely a splice of a current frame
along with its n context frames before and after. Unfortunately, high-dimensional vectors
cannot be properly modeled by diagonal-covariance GMMs because consecutive frames are
highly correlated, but bottleneck (BN) features, generated with DNNs, have been proven
to be a viable solution to boost the performance of the CD-GMM-HMM systems [26, 27,
43]. It has recently been reported that a CD-GMM-HMM system built around BN features
can compete with the state-of-the-art CD-DNN-HMM system [158]. A key advantage of
the CD-GMM-HMM system built on top of discriminative BN features is that the well-
established model adaptation techniques developed within the Bayesian framework in the
past, such as MAP/SMAP [5, 22], could be utilized easily without any change.
5.3.1 Tandem System with Bottleneck Feature
Figure 5.3.1 is the diagram of a tandem system with bottleneck (BN) features [26]. To
extract BN features, a DNN with a bottleneck layer is first trained. The output of the
bottleneck layer goes through a dimension reduction stage, usually principle component
analysis (PCA), and then is concatenated with the input feature to formulate the BN
features. The BN features are used to train a CD-GMM-HMM system.
The conventional method to extract BN features is to use a small hidden layer,
bottleneck layer, in the middle of the neural architecture. Then PCA is performed to
de-correlate and reduce the dimension of the bottleneck layer’s output. In [158], it was
argued that there is no longer need for a bottleneck layer, and the output of the last hidden







Figure 5.3.1. Tandem system with bottleneck feature
dimensionality reduction approach has to be applied to compress the dimension of these
features. In this work, we decided to combine those two above solutions in order to fully
utilize DNN’s power of discriminative feature extraction, while avoiding performing two
dimension reduction steps as in [158]. In practice, we had the last DNN hidden non-linear
layer play the role of the bottleneck layer. Moreover, short-term spectral features, namely
39-dimensional MFCC+velocity+acceleration features with speaker-based cepstral mean
normalization, are appended to the BN features in order to compose a new input feature
vector to be used in the CD-GMM-HMM training phase. Finally, linear discriminant
analysis (LDA) is applied to project the features onto a 40-dimensional space.
The CD-GMM-HMM training phase using LDA features was carried out as follows:
First, a discriminative maximum likelihood linear transform (MLLT) [159] step was
performed to obtain an LDA+MLLT model, and the alignments generated with a
conventional CD-GMM-HMM were used to perform the MLLT transformation. Next, a
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single-pass re-estimation was performed to initialize a single-Gaussian GMM for each
HMM tied-state with the decision-tree state-tying structure adopted from a conventional
CD-GMM-HMM system. Finally, standard maximum likelihood (ML) based
CD-GMM-HMM training procedure was applied to increase the number of mixture
components.
5.3.2 MAP and Structural MAP Adaptation
MAP adaptation of CD-GMM-HMMs has proven to be effective in the ASR literature.
Let x = (x1, x2, ..., xT ) be a sample of T i.i.d. observations drawn from a mixture of K








Λ = (w1, ...,wK ,m1, ...,mK , r1, ..., rK) (5.3.2)
is the parameter vector. wk denotes the mixture gain for the kth mixture component subject
to the constraint
∑K
k=1 wk = 1. N(xt|mk, rk) is is the kth normal density function denoted by
N(xt|mk, rk) ∝ |rk|1/2 exp[−
1
2
(xk −mk)∗rk(xk −mk)] (5.3.3)
where mk is the p-dimensional mean vector, and r is the p × p precision matrix. As stated
in [5], no sufficient statistic of a fixed dimension exists for the parameter vector Λ, so no
joint conjugate prior density can be specified. In [5], by assuming independence assumed
between the parameters of the individual mixture components and the set of the mixture
weights, the approximate joint prior density G(Λ) can be represented by the product of
Dirichlet (gd) and normal-Wishart (gn) density as in 5.3.4:










gn(mk, rk|τk,µk, αk,uk) = |rk|(αk−p)/2 exp[−
τk
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The classical maximum likelihood estimation algorithms, namely, the
forward-backward algorithm and the segmental k-means algorithm, are expanded, and
MAP estimation formulas are developed in [5]. Use Gaussian mean vector adaptation as









where ckt is the responsibility of frame xt to kth mixture component.
SMAP is designed to improve the MAP estimates obtained when the amount of
adaptation data is small. Taking advantage of the nice asymptotic property of MAP
estimation for large size adaptation and the flexible parameter tying strategy in a tree for
small sample adaptation and by assuming that the prior knowledge in a tree node can be
used to construct prior density needed for MAP estimation of all the parameters in the
successive child nodes, SMAP algorithm is developed in [22]. A clustering algorithm
based on the Kullback-Leibler divergence between two Gaussian components, and the
k-means procedure is used. We cannot delve into the specific details of the tree-based
clustering procedure due to space constrains, and the interested reader is referred to [22]
for more details. We assess the MAP and SMAP approaches for speaker adaptation of
CD-GMM-HMMs with BN-based features demonstrating these Bayesian motivated
techniques could still play a key role in speaker adaptation of deep models.
5.3.3 Experiments
This study is concerned with the problem of supervised speaker adaptation. using the
Kaldi toolkit [121]. Two baseline CD-DNN-HMM systems were trained using the WSJ0
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CD-GMM-HMM-BN + MAP 8.38% 6.89%
CD-GMM-HMM-BN + SMAP 7.85% 6.45%
material (SI-84) and WSJ1 material (SI-284), respectively. The standard adaptation set
(si et ad, 8 speakers, 40 sentences per speaker) was used to perform adaptation of the last
hidden DNN layer affine transformation of speaker-independent DNN. The standard open
vocabulary 20,000-word (20K) read NVP Senneheiser microphone (si et 20, 8 speakers
x 40 sentences) data were used for evaluation. A standard trigram language model was
adopted during decoding. The ASR performance was given in terms of the word error rate
(WER).
The DNN architecture has six hidden non-linear layers in all configurations. The DNN
output layer has 2022 and 3462 Softmax units for the WSJ0, and WSJ1 configuration,
respectively. The DNN configuration follows that conventionally adopted in speech
community except for the last hidden non-linear layer, which acts as a bottleneck layer.
This configuration was chosen to generate BN features. The number of units in the
bottleneck layer is 216, and it was chosen to simulate a sort of three-state phone layer
thereby simulating a sort of hierarchical structure between mono-phones in the hidden
layer, and senones at the output layer. All DNNs were trained with an initial learning rate
of 0.008 using the cross-entropy objective function. DNN parameters were initialized with
the stacked restricted Boltzmann machines by using layer by layer generative pre-training.
An initial learning rate of 0.01 was then used to train the Gaussian-Bernoulli RBM and a
learning rate of 0.4 was applied to the Bernoulli-Bernoulli RBMs.
Table 5.3.1 shows the adaptation results with all available adaptation material, namely
40 sentences per speaker, against different speaker independent baseline systems. From
the table, we can see that consistent with [158], CD-GMM-HMMs with DNN derived BN
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Figure 5.3.2. Comparing the adaptation results by standard LHN, MAP LHN in Section 3.2 and SMAP
with BN feature, respectively




+SMAP(5 utt) 8.35% 6.70%
+SMAP(10 utt) 8.22% 6.62%
+SMAP(20 utt) 8.15% 6.54%
+SMAP(40 utt) 7.85% 6.45%
feature, can achieve comparable results with CD-DNN-HMMs. For WSJ0 baseline, both
MAP and SMAP can provide notable WERR. For WSJ1 baseline, MAP can not obtain
significant improvement against SI system, but SMAP gives prominent WERR. WSJ1
dataset has about 80 hours of training data, while WSJ0 has only 14 hours, to some extent,
the abundance of training data helps WSJ1 system enlarge the coverage of acoustic space
across different speaker characteristics, so MAP can’t do a good job against the WSJ1
baseline system, but SMAP, by extracting structural information from the available
adaptation data, can still reduce WERR in a notable scale. This is also demonstrated in
Table 5.3.2, where WERs obtained by SMAP with different amount of adaptation
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sentences, namely 5, 10, 20 and 40, are reported. It can be seen that with limited
adaptation dataset, SMAP can do a great job; when the adaptation dataset becomes larger,
SMAP can still maintain its performance. Moreover, we compared adaptation results
attained by standard linear hidden layer adaptation (LHN), MAP LHN in Section 3.2 and
BN feature based SMAP proposed in this work in Figure5.3.2. From the figure, SMAP
shows good performance with limited data (5, 10 utterances), and is almost steadily better
than standard LHN and MAP LHN as the number of adaptation data increases.
5.3.4 Summary Remark
In this section, we go through an indirect way to perform Bayesian adaptation for deep
models by converting the discriminative CD-DNN-HMMs to generative
CD-GMM-HMMs. Using the bottleneck (BN) features [27] derived from the
CD-DNN-HMMs, we are able to build deep BN-CD-GMM-HMMs (BN feature based
CD-GMM-HMMs) with performance comparable to CD-DNN-HMMs. Then the
Bayesian adaptation is done by applying the original MAP/SMAP technologies to the
BN-CD-GMM-HMMs to regain the theoretical advantages of the MAP/SMAP solutions.
Experimental results show the effectiveness of the proposed indirect Bayesian method and
also demonstrate the ability of DNN in representation learning to serve as a bridge
function between data distribution and the GMM based decision model [28].
5.4 Summary
In this chapter, we present our efforts towards Bayesian adaptation of deep models by
applying adaptation on generative models derived from DNN. In our first attempt, we try
to cast DNN into a generative framework to facilitate the deploy of classical ML and MAP
techniques. With the proposed ML-based adaptation scheme for CD-DNN-HMMs, better
results than the conventional transformation based approaches are attained. Unfortunately,
MAP is not always able to further improve the adaptation results, yet these preliminary
results are promising and support the feasibility of the proposed idea. In our second
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attempt, we have demonstrated that MAP and SMAP adaptation are still effective in
speaker adaptation with deep models. Experimental evidence demonstrates that SMAP in
combination with BN-based features can deliver a meaningful recognition accuracy
improvement. It supports our initial intuition that Bayesian motivated adaptation
techniques might work better with generative models because of the mathematical
attraction and the large sample properties.
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CHAPTER 6
BAYESIAN SYSTEM COMBINATION FOR ADAPTATION OF
DEEP MODELS
6.1 Introduction
The discriminative CD-DNN-HMMs adapted with MAP-LHN in the direct manner and
the generative BN-CD-GMM-HMMs adapted with SMAP in the indirect manner utilize
different model assumptions and are adapted with highly different techniques. As a result,
the potential of them to have complementarity is promising. A novel system combination
scheme is proposed to leverage the complementarity for improving the adaptation
performance. The proposed scheme performs the system combination in a dynamic way
exploiting the temporal nature of HMMs thus supports real-time multi-stream speech
recognition.
The concept of combining several complementary classifiers to enhance the predictive
performance of individual learners has been successfully applied in many scientific
disciplines [101]. The idea of a multiple classifier system is to build a prediction model by
designing a committee that effectively combines the strengths of a collection of simpler
classifiers while avoiding the weaknesses of each individual base classifier [101,102]. The
necessity of system combination can be better understood by considering real problems
involving a large number of target classes, and noisy inputs, such as character recognition,
speech recognition, remote sensing, medical applications, etc. Although there exist a
number of classification algorithms based on different theories and methodologies that
could be used to address those tasks, designing a single perfect classifier for a specific
problem is often difficult to achieve. In fact, the individual classifier ignores the
uncertainty left by the finite amount data used to build it. Each classifier could thus attain
a different degree of success, yet none of these classifiers is as good as needed for
practical applications.
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In many real-world scenarios, we therefore need to lump together information from a
set of imperfect classifiers, and several methods of fusing multiple classifiers have been
proposed over the years. In bagging [103] and random forests [104], for example, a
committee of strong and complex models, usually trees, is built using different
bootstrapped training data sets. Then the average of their predictions is taken with the goal
to reduce the variance of each individual base model. In boosting methods, e.g., [105], the
key idea is instead to combine several weak models to produce a powerful committee. The
base estimators are sequentially learned on repeatedly modified versions of the data.
Majority voting (or weighted combination) is then used to output the final prediction. In
stacking [106], several base modes are built using the available data. A combined model is
then built to make a final prediction employing all the base models as its input. In
Bayesian model averaging (BMA) [107], the Bayes optimal classifier is approximated by
sampling the hypothesis space and combining these hypotheses through Bayes’ rule.
Bayesian classifier combination (BCC) [108] aims to overcome the tendency of BMA to
converge toward a single model. As opposed to sampling each ensemble individually,
BCC samples from the space of possible ensembles, with model weighting randomly
drawn from a Dirichlet distribution.
Automatic speech recognition (ASR) can be regarded as a sequential pattern
classification problem due to the dynamic nature of the speech signal [92]. The most
widely adopted approach to ASR that takes into account both the spectral and temporal
information is based on the use of hidden Markov models (HMMs) [14]. Finding the most
likely HMM state sequence, referred to as decoding, accounts for taking as input the
sequence of observed data and yielding as output a corresponding sequence of symbols,
such as phonemes or words. As will be discussed in Section 6.2, the well-known plug-in
maximum a posteriori (MAP) decision rule, e.g., [10, 160], is used to make sequential
decisions. In the past, several large vocabulary, continuous speech recognition
(LVCSR) [120, 135, 161] systems differing in the feature extraction method, classification
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approach, and training algorithm have been developed. They often use complementary
information about the speech, but the attempt to preserve one part of the information often
leads to the loss of another. As a consequence, each individual ASR approach could only
attain a different degree of success. System combination has thus been used to improve
the ASR performance, and a lot of techniques is available in the literature. For example,
recognizer output voting error reduction (ROVER) combines the outputs of multiple
systems into a single network, and voting and/or confidence scores are then used to select
the final output [7, 93]. Specifically, ROVER employs the 1-best word sequence from the
different systems. These word sequences are aligned, and a decision is made among the
words aligned together. This decision can either be based on a simple voting scheme or
take confidence scores into account. A limitation inherent in ROVER is the restriction to
1-best word sequences; in fact, only words hypotheses that have been selected by one of
the individual systems can be picked in the final results. To augment the space of
selectable words hypotheses, word strings can be replaced by confusion networks, and a
confusion network combination (CNC) scheme has been proposed in [8]. A confusion
network has a fixed number of word positions, and at each position there are a number of
alternative words (or the special symbol ? meaning no word is present) [162]. It is
possible to show that under reasonable assumptions, the minimum Bayes risk estimate
given the confusion network is obtained by taking the most probable symbol (or ε,
meaning no symbol) at each position [162]. More recently, a refined techniques based on
word lattices try to minimize the approximated Bayes risk for system combination was
proved to outperform CNC [94], we will refer to this technique as MBR-based
combination and use it as term of comparison. The combination can also be accomplished
by interpolating scores generated by several systems, e.g., [95–100]. Although those
schemes may enhance the ASR accuracy, the fusion technique often does not fully exploit
the temporal nature of HMMs. In fact, each individual ASR system generates the
sequence of symbols independently, then these sequences are combined in a static fashion.
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In [163], a hybrid decoder based on log-likelihood and log-likelihood ratio scores was
studied, yet these two scores were obtained from a single base model. To deal with
possible mismatches between training and testing speakers [10], a small set of
speaker-specific utterances is often collected to update the speaker independent (SI)
acoustic model. This process is often referred to as speaker adaptation (SA) [5, 22, 164].
In this chapter, we propose a novel decoding framework by combining K multiple
plug-in maximum a posteriori (MAP) decoders, where the score combination is carried
out at a state level and, over the time. The set of K combination weights is either
intuitively chosen or learned from a small amount of adaptation data through a
hierarchical Bayesian approach. Deep neural networks (DNNs) [2] and Gaussian mixture
models (GMMs) [119] are often used to generate the acoustic phone model scores.
Furthermore, SI and SA systems are eventually combined in the proposed plug-in MAP
decoder. The experimental evidence on the Switchboard ASR task supports our claims,
and up to a statistically significant 12.1% word error rate reduction (WERR) from the top
SI baseline systems has been delivered. We would like to remark that the proposed
hierarchical Bayesian combination is inspired directly by BCC, yet it exploits the dynamic
nature of HMMs more closely to the spirit of structural MAP (SMAP) [22].
6.2 Combining Multiple Plug-in MAP Decoders
A typical decoding problem is to find an unknown sequence of Q symbols,
W = {w1, ...,wQ}, from a sequence of T observed feature vectors of a signal,
X = {o1, ..., oT }. If the joint distribution, P(W, X), is specified, then it can be considered as
solving an optimal decision problem that minimizes the Bayes risk as follows [10, 165]:
Ŵ = arg max
W
P(W, X) = arg max
W
P(X|W)P(W). (6.2.1)
In real-world applications, the two needed distributions, P(X|W) and P(W) are usually
unknown and assumed to follow parametric distributions, PΛ(X|W) and PΓ(W). By
plugging the estimated parameters, Λ̂ and Γ̂ from training, we end up with the well-known
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plug-in MAP decision rule [10],
Ŵ = arg max
W
PΛ̂(X|W)PΓ̂(W). (6.2.2)
In some practical situations, the sequence W is usually represented by a set of finer
units, called states. So the problem becomes solving a sequence of T states, S {s1, ..., sT },
with the decoded state st at stage t associated to observation vector ot. Now the plug-in
MAP decision rule can be expressed as:
Ŝ = arg max
S




in which PΓ̂(S ) is computed by a state sequence model, often following a Markov chain
assumption [166], and PΛ̂(ot|st) is evaluated by a state observation model which can
usually be characterised with multiple probabilistic assumptions. In this study, we use the
same state sequence model for all the K plug-in MAP decoders and focus on combining K
multiple state observation models, with the kth model computed by PΛ̂k(ot|st). With wk as
the combination weight for the kth plug-in MAP decoder, we have:
Ŝ = arg max
S





wk log PΛ̂k(ot|st)]. (6.2.4)
Note here each decoder has only one single weight wk. When the states exhibit quite
different behaviors from each other, we can use state-specific weight for the state at time t,
st for the kth decoder, wkst , and end up with:
Ŝ = arg max
S





wkst log PΛ̂k(ot|st)]. (6.2.5)
The combination weights, wkst , can be intuitively specified in an ad hoc manner, or
estimated from a collection of data. We will return to this key issue later.
In ASR, W is usually a sequence of words embedded in an observed spoken utterance,
X, ot is a frame feature vector extracted at time t, st is often an HMM state of a phone model,
and S is a sequence of phone states, known as senones [29] to characterize the sequence
of words, each pronounced as a sequence of phones according to a lexical specification of
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the word in a dictionary [167]. In our current setting, we attempt to find the most likely
S among all possible word sequences in a search space based on optimizing a combined
state log-probabilities in the summation of the LHS of Eqs. (6.2.4) and (6.2.5) above. The
decoding process is usually accomplished in a dynamic programming manner [168] with
a Viterbi-like decoding algorithm [169]. For each frame ot, its senone log-likelihoods is
often computed by either DNNs or GMMs.
6.3 Hierarchical Bayesian System Combination
In the proposed decoding framework, the combination weights, wk and wkst , mentioned
in Section 6.2 can be intuitively specified, or estimated from a collection of data. In this
Section, we will elaborate how to learn the combination weights with maximum likelihood
(ML) and hierarchical Bayesian estimation.
6.3.1 Combination Weight Estimation
6.3.1.1 Maximum Likelihood (ML) Estimation
The soft weight wkst mentioned in Eq. (6.2.5) is what we intend to get next. Here we start
from devising a combination scheme through ML estimation of wk in Eq. (6.2.4).
Let Z ∈ {1, ...,K}, be a categorical random variable with K states. Z can only stay in
one state indicating which system to choose. With p(Z = k) = wk, we have




which is called a multinomial distribution, where 0 ≤ wk ≤ 1,
∑K
k=1 wk = 1 and δ(x) is a
delta function which equals 0 only when x = 0.
By observing a sequence of N trials from some training data D, D = (z1, ..., zN), of
the categorical multinomial random variable Z, corresponding to the state sequence S =
(s1, ..., st, ..., sN) (zt indicating the choice of candidate systems for state st), the likelihood
for the sequence is












n=1 I(xn = k). Moreover, The likelihood of a given number of N1, ...,NK
counts out of N trials is






The maximum likelihood estimation of w is
ŵML = arg max
w
p(z1, ..., zN |w). (6.3.4)





To find Nk, for each trial zt at time t, we look at the target state sl which satisfies
PΛk(ot|sl) = 1. PΛk(ot|sl) is obtained from the ground-truth indicating what the correct state
should be at time t. Noting that, besides the target state, all other states s with s , sl will
have PΛk(ot|s) = 0. We can obtain the ground-truth choice of candidate systems at time t
by
zt = arg max
k
PΛ̂k(ot|sl). (6.3.6)
6.3.1.2 Hierarchical MAP Estimation
Next, state-specific weights are employed as in Eq. (6.2.5), i.e., for each state s, there is a
combination weight, wks in the kth decoder.
In order to do so, we have to accumulate Nks for each individual state s, by assuming
there is a corresponding observed sequence of trials for each state s, Ds(z1s, ..., zNs). If we
still follows Eq. (6.3.6) accumulating counts only for the target state, for each observation
ot at time t, there will be only one valid trial for one single state, so most of the trials,
zts, will be invalid. As a result, for some state, we might end up with Nks = 0 or even∑K
k=1 Nks = 0.
To deal with such a circumstance, for each observation ot, besides the target state, we




PΛ̂k(ot|s) ≥ θs, (6.3.7)
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PΛ̂k(ot|s) ≥ θs) = 0.5. (6.3.8)
For such states, we treat the zts as a valid trial, and set
zts = arg min
k
PΛ̂k(ot|s). (6.3.9)
In doing so, we can find valid trials for more states. But Nks = 0 or
∑K
k=1 Nks = 0 can still
exist. To deal with such circumstance, Bayesian approach can be utilized. For state s, we
impose a conjugate Dirichlet prior Dir(ws|αs) for ws:













If we start with such a Dirichlet prior Dir(ws|αs) and N1s, ...,NKs are observed, we end




p(D|w)p(w|α) = Dir(w|α1 + N1, ..., αK + NK). (6.3.12)







In contrast, prior parameters αks, often known as hyperparameters [170], can be thought of
as a pseudo-count and estimated from the estimated posterior density of the parent node of
the current state though hierarchical prior evolution [22].
We apply Bayesian learning in a hierarchical way by clustering the states into a tree
structure. In the root layer of the tree, all states belong to a single cluster. In the first layer,
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the single cluster of the root layer is divided into several smaller clusters. As we go deeper
through the tree, finer clusters are obtained by dividing from its parent cluster until the leaf
layer is reached in which each leaf represents an individual state.
At the root layer (layer 0), all states are considered belonging to one single group so we
accumulate all the valid state trials from all the states for N0k . We can obtain ŵ
0








where ŵ0k stands for combination weight for decoder k in the layer 0. Note that the
superscripts of the variables indicate the layer in the tree.
In the first layer (layer 1), states are divided into clusters. When we accumulate N1km
for a cluster m for decoder k, all the valid state trials in cluster m count for that cluster. We
then impose the accumulated counts in the root layer, N0k , as the prior pseudo counts, i.e.,
α1km = N
0
k , then we have ŵ
1













In the same way, we can accumulate counts and evolve the prior layer by layer until the
leaf layer to compute wlea fks for each individual state.
6.3.2 Combination of Multiple ASR Systems
Applying the proposed decoding framework of combining multiple MAP decoders to
ASR, the candidate plug-in MAP decoders for combination are a context-dependent,
DNN-HMM (CD-DNN-HMM) system [171], adapted through MAP linear hidden
network (LHN) approach [137], and a CD-GMM-HMMs trained over bottleneck features
(BN-CD-GMM-HMM) [27, 172] and adapted with SMAP [22]. The two SI plug-in MAP
decoders are built with distinct model assumptions and adapted with quite different
approaches, so they could be strongly complementary with each other. Nevertheless, the
unadapted CD-DNN-HMMs and BN-CD-GMM-HMMs can also serve as candidate
systems. Combination weights are learnt speaker specifically using the SA data.
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6.3.2.1 CD-DNN-HMMs
DNNs are used to estimate senone emission probabilities [30]. For adaptation of the DNN
based ASR system in this work, an augmented affine transform network is inserted into the
original neural architecture [77] and MAP adaptation follows [137].
6.3.2.2 BN-CD-GMM-HMMs
Bottleneck features (BN) can be extracted using a small hidden layer, bottleneck layer,
in the middle of a neural architecture. ASR systems trained over bottleneck features can
deliver top recognition performance [158]). Here, SMAP [22] is used to perform speaker
adaptation.
6.3.2.3 Decision Tree for Senone Clustering
To perform hierarchical Bayesian estimation of the combination weight as indicated in
Section 6.3.1.2, we have to cluster HMM states (i.e., senones) into a tree structure. Senones
are obtained through the tree-based state tying approach developed in [173], and that same
tree is used here to find the relationship among senones and build our clusters. In this work,
the tree is restricted to have three layers: a root, a middle cluster layer, and a leaf layer with
all senones.
6.4 Experiments and Result Analysis
6.4.1 Experimental Setups
The baseline SI D0 system in Table 6.4.1 was trained using the 309-hour Switchboard data
(SWBD) [135], and the Kaldi toolkit [121], an n-gram language model, trained on SWBD
data only 1 was used during decoding. The DNN was initialized with stacked restricted
Boltzmann machines (RBMs) [43], by using layer-by-layer generative pre-training. The
DNN has six hidden layers, with 2048 units in the first five and 216 units in the last hidden
layer (see [137] for details). The output layer has 8806 softmax units corresponding to
1Fisher data can also be used to reduce the language model perplexity [112]; however, it is more common
to report results without boosting the language model [79, 146].
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the senones generated using a CD-GMM-HMM baseline2. This DNN configuration is
commonly used in the ASR community except for the last hidden BN layer. The input
feature vector is a 23-dimension mean-normalized log filter bank feature vector with up
to second-order derivatives and a context window of 11 frames, forming a vector of 759-
dimension (69×11) input. The DNN was trained with an initial learning rate of 0.008 using
the cross-entropy [31, 50, 174, 175] objective function.
The baseline SI G0 system in Table 6.4.1 was trained as described in Section 6.3.2.2
with the BN features generated by the abovementioned baseline. The same set of senones
is shared between the D0 and G0 systems. The adaptation and testing data were taken
from the NIST 2000 Hub5 evaluation set [156]. We have selected the 40 Switchboard
speakers, as in [156], for our experiments, which is roughly 3 minutes of speech material
per each speaker. Moreover, we have randomly chosen 20 utterances per speaker to form
the adaptation set. The remaining utterances were used in testing. Adaptation experiments
were carried out in a supervised manner.
6.4.2 Results and Analysis
6.4.2.1 Fixed-weight Combination of SI Systems
Table 6.4.1 shows the performance of the speaker independent (SI) baseline D0 and G0
systems in the second and third rows, respectively. It is important to emphasise that these
two systems attained a recognition accuracy equal to 17.4%, which is comparable to what
reported in the recent literature [79,112,146] when (i) the same training material is used, (ii)
the same testing conditions are adopted, and (iii) a feed-forward DNN based acoustic model
is employed3. For the sake of completeness, it should also be pointed out that convolutional
neural networks are likely to enhance the recognition accuracy of the baseline systems.
However, finding the best configuration for the sizes of filters, pooling, and input feature
maps in a convolutional neural network based acoustic model may require an intense and
accurate tuning phase, as discussed in [176]. Unfortunately, precise find tuning is out of the
2See KALDI documentation for information on senones generation.
3The bottleneck layer introduced to generate BN features causes performance differences.
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Table 6.4.1. WERs (in %) for speaker independent baseline ASR systems, and fixed-weight system
combination. In the parentheses are WERRs.
System WER
baseline CD-DNN-HMM (D0) 17.4%
baseline BN-CD-GMM-HMM (G0) 17.4%
MBR-based D0 - G0 combination [94] 17.3% (0.6%)
D0 ⊕ G0 with fixed wk = 0.5 (C0) 16.9% (2.9%)
D0 ⊕ G0 with learn wk s with SI training data 16.8% (3.4%)
Table 6.4.2. WERs (in %) for speaker adaptive systems with 20 adaptation utterances, and fixed-weight
system combination. WERR in parentheses.
System WER
D0 + MAP-LHN (D1) 16.8% (3.4%)
G0 + SMAP (G1) 16.7% (4.0%)
MBR-based D1 - G1 combination [94] 16.7% (4.0%)
D1 ⊕ G1 with fixed wk = 0.5 (C1) 16.2% (6.9%)
scope of the current investigation would deviate us too much from our chief goal, namely
proposing an effective system combination approach to handling dynamic patterns, such
us senone sequences. Since feed-forward DNN based acoustic models can still be used to
attain a competitive recognition performance [112, 177], the assessment of the proposed
combining scheme cannot be considered as detrimental to the current investigation and
subsequent claims. The next step in our investigation is to assess the performance of
Table 6.4.3. WERs (in %) for hierarchical Bayesian system combination of the systems D0, G0, D1 and
G1 from Table 6.4.1 and 6.4.2. In rounded parentheses are WERRs from the D0 and G0 systems in
Table 6.4.1.
System WER
D1 ⊕ G1, fixed wk = 0.5 (C1) 16.2% (6.9%)
D0 ⊕ G0 ⊕ D1 ⊕ G1, fixed wk (C11) 16.1% (7.5%)
D1 ⊕ G1, ML learned wk at root (C2) 16.0% (8.0%)
D1 ⊕ G1, MAP learned wks at middle (C3) 15.7% (9.8%)
D1 ⊕ G1, MAP learned wks at leaf (C4) 15.5% (10.9%)
D0 ⊕ G0 ⊕ D1 ⊕ G1, MAP learned wks at leaf (C44) 15.3% (12.1%)
several combination schemes. The WER attained with a fixed-weight combination is given
in the fifth row in Table 6.4.1. All word error rate reduction (WERR ) results reported in
rounded parentheses next to the WERs are relative to the SI WER of 17.4% for both the D0
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and G0 systems. We can see that the C0 system, a fixed-weight combination of D0 and G0,
can provide about a 2.9% WERR from the two baseline systems. A small yet promising
further improvement is observed when the combination weights are learnt from training
data, and a WER of 16.8% is attained (see sixth row in Table 6.4.1). The latter results may
be better appreciated by observing that a more conventional static minimum Bayes risk
(MBR)-based system combination approach [94] reported in the fourth row in Table 6.4.1,
which takes inspiration from the confusion network combination (CNC) scheme [8] while
avoiding its computational complexity, provides a negligible relative improvement of 0.6%
over the individual baseline systems.
6.4.2.2 Fixed-weight Combination of SA Systems
Acoustic model adaptation has demonstrated to be a valid and effective approach to
modifying the acoustic model parameters to better resemble the evaluation data, as
testified by the great deal of DNN adaptation techniques available in the recent literature,
e.g., [74,79,81,85,90,91,112–116,177–179]. The key idea of any adaptation algorithm is
like this: starting from a pre-trained (e.g., speaker and/or task independent) speech
recognition system, for a new user (or a group of users) to use the system for a specific
task, a small amount of adaptation data is collected from the user. These data are
employed to construct a speaker adaptive system for the speaker in the particular
environment for that specific application. By doing so, the mismatch between training and
testing can be generally reduced.
In Table 6.4.2, we report results for several speaker-adapted (SA) systems. We can
observe a WER reduction by applying MAP LHN adaptation [177] to D0 (D1 in the
second row). The third row shows that the SMAP-adapted G1 systems also attains a better
performance of the speaker independent G0 seed system. The combined speaker adapted
system, denoted as C1, is shown in the bottom row. We can see that the D1 and G1
systems both achieved about ∼3.5-4% WERR. Again, the fixed-weight combination
approach is shown to be effective by providing a WERR of ∼7%. On the other hand, a
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static MBR-based system combination attains a final performance that equals that of the
SMAP-adapted G1 system, as shown in the fourth row in Table 6.4.2.
6.4.2.3 Hierarchical Bayesian Combination with Speaker-dependent, Senone-specific
Weights
The WERs attained with the proposed hierarchical Bayesian weights are given in Table
6.4.3. The second row in Table 6.4.3 shows again the WER attained with the C1
combination scheme for ease of comparison. The third row shows the result by the
combination of 4 systems, namely D0, G0, D1, G1 with fixed weight
w = 0.05, 0.05, 0.45, 0.45, respectively. From the fourth to the sixth row, the performances
of combining two systems, D1 and G1, attained in root, middle and leaf layer are shown,
respectively. The last row shows the WER attained by combining 4 systems in leaf layer.
The best results given by hierarchical Bayesian combination achieve a WERR of 10.9%
and 12.1% from the top SI performance of 17.4% obtained by D0 and G0 by combining 2
and 4 systems in C4 and C44 shown in Table 6.4.3, respectively. Moreover a WERR of
7.2% and 8.4% from the top SA WER of 16.7% obtained by G1 as shown in Table 6.4.2
are achieved by combining 2 and 4 systems, respectively. The experimental evidence
reported in this section clearly demonstrate not only the the effectiveness of the proposed
hierarchical Bayesian combination approach, but that dynamic system combination is
indeed the best way to deploy combination of plug-in maximum a posteriori decoders.
6.5 Summary
In this chapter, we have proposed a hierarchical Bayesian system combination framework
by combining the frame-level acoustic probability scores evaluated at the HMM state level
of DNN and GMM models. We demonstrate the effectiveness of the proposed approach
through experimental results obtained from the Switchboard LVCSR task. We choose the
CD-DNN-HMM and BN-CD-GMM-HMM systems as combination candidates because
they are complementary to each other in evaluating the frame likelihoods.The proposed
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scheme perform system combination in a dynamic way exploiting the temporal nature of
HMMs thus supports real-time multi-stream speech recognition. In the future, we would
like to further extend the flexibility of the combination framework by introducing other
conjugate priors, such as mixture of Dirichlets or even non-conjugate ones, and try the





In this dissertation, we try to deploy a Bayesian adaptation/combination framework for
deep model based ASR systems to combat the degradation of the recognition accuracy,
which is typically observed under potential mismatched conditions between training and
testing. We followed the three directions laid out in the Introduction chapter and made the
following contributions in this dissertation work.
For the first direction about performing Bayesian adaptation directly on the
discriminative DNN models, maximum a posteriori estimation is employed in the manner
of regularization in the DNN updating formula. For the supervised batch adaptation, we
build the adaptation technology based on MAP estimation of the augmented linear hidden
network (LHN) parameters. The proposed MAP adaptation scheme can provide a
substantial relative word error rate (WER) reduction from an already-strong speaker
independent CD-DNN-HMM baseline and consistently outperform conventional
transformation based adaptation schemes. Then a hierarchical adaptation technique is
proposed through multi-task learning (MTL) [24] devising regularization provided by
auxiliary tasks. By adding auxiliary architecture to the original DNN and performing
MTL with the secondary tasks, we improve the learning ability of the original DNN
structure and thus enhance the discrimination power of the DNN models with limited
adaptation data. To make the technique applicable to practical situations, we apply it on
unsupervised online adaptation. To deal with the data scarcity problem, which becomes
more severe in online adaptation, we further reduce the parameter number by applying the
MAP adaptation framework on the activation function parameters only, instead of
adapting the augmented LHN parameters. The proposed Bayesian framework’s adaptive
nature for performing iterative learning provides promising online adaptation results.
Direct adaptation on DNN has the advantage of easy deployment, so there are a lot of
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on-going efforts in this direction directly following what is proposed in Section 3.2
(i.e., [180]) and Section 3.3 (i.e., [181]) and beyond [182–184]. Yet this dissertation
represents the first Bayesian effort on direct deep model adaptation. Proposed framework
can be applied to different kinds of deep models and different applications.
For the second direction on casting DNN into a generative framework to better
leverage Bayesian based technologies for adaptation, we explore different ways for
DNNs’ generative casting and try to utilize classic Bayesian techniques to perform
adaptation on the generative models derived from the DNNs. In our first attempt, we focus
on the adaptation of weights and biases in the last DNN affine transformation layer and
devise a maximum likelihood (ML) estimation solution to perform model adaptation.
Next, a MAP adaptation scheme is formulated by incorporating prior information
obtained by applying the proposed ML approach with the training data. Experimental
results show that the proposed approach gives better results than the conventional
transformation based approaches applied to the same parameters. Unfortunately, MAP is
not always able to further improve the adaptation results. In the second attempt, we go
through an indirect way by converting the discriminative CD-DNN-HMMs to the
generative CD-GMM-HMMs. We are able to build deep BN-CD-GMM-HMMs (BN
features based CD-GMM-HMMs) with comparable performance with CD-DNN-HMMs
by using the BN features [27] derived from the CD-DNN-HMMs. Then the Bayesian
adaptation is done by applying the original MAP/SMAP technologies to the
BN-CD-GMM-HMMs. Experimental results show the effectiveness of the proposed
indirect Bayesian method and also demonstrate the ability of DNN to serve as a bridge
function between the data distribution and the GMM based decision model [28]. The
BN-CD-GMM-HMMs have a lot of advantage over the CD-DNN-HMMs. One of the
most important strengths is that with the GMM based BN-CD-GMM-HMMs we can take
advantage of the classic statistical machine learning techniques including the Bayesian
family more easily. Now the importance of BN-CD-GMM-HMMs is being gradually
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recognized by the community. Recent efforts on improving the learning paradigm of
BN-CD-GMM-HMMs are represented in [185].
In the third direction, by leveraging the complementarity of the discriminative and
generative adaptive models, a hierarchical Bayesian system combination technique is
employed to further enhance the adaptation performance. The CD-DNN-HMMs adapted
with MAP-LHN in the direct manner and the BN-CD-GMM-HMMs adapted with SMAP
in the indirect manner utilize different model assumptions and are adapted with highly
different techniques, and as a result, their potential to have complementarity is promising.
A novel system combination scheme is proposed to leverage the complementarity for the
improvement of the adaptation performance. In the proposed system combination scheme,
per-speaker, per-senone combination weights are learned from the adaptation data through
the proposed hierarchical Bayesian approach. Experimental results show the effectiveness
of the proposed method by providing nice WERRs on the already adapted baseline deep
models. The proposed scheme performs the system combination in a dynamic way so that
it can exploit the temporal nature of HMMs thus supports real-time multi-stream speech
recognition.
The Bayesian adaptation proposed in this dissertation could be the first step in the
integration of the Bayesian techniques and deep neural networks. For future perspective,
since the proposed Bayesian adaptation framework mainly relies on Bayesian point
estimation, extending it to variational Bayesian inference can be an interesting direction.
For practical use, applying the proposed Bayesian adaptation framework to different kinds
of deep models, such as long-short-term-memory based recurrent neural networks and
convolutional neural networks can also be of great potential.
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