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ABSTRACT
Our understanding of the Universe has progressed through deliberate, targeted stud-
ies of known phenomena, like the supernova campaigns that enabled the discovery of
the accelerated expansion of the Universe, as much as through serendipitous, unex-
pected discoveries. The discovery of the Jovian moons, and of interstellar objects like
1I/’Oumuamua forced us to rethink the framework through which we explain the Uni-
verse and develop new theories. Recent surveys, like the Catalina Realtime-Transient
Survey and the Zwicky Transient Facility, and upcoming ones, like the Rubin Legacy
Survey of Space and Time, explore the parameter space of astrophysical transients at
all time scales, from hours to years, and offer the opportunity to discover new, unex-
pected phenomena. In this paper, we investigate strategies to identify novel objects
and to contextualize them within large time-series data sets to facilitate the discovery
of new objects, new classes of objects, and the physical interpretation of their anoma-
lous nature. We compare tree-based and manifold-learning algorithms for anomaly
detection as they are applied to a data set of light curves from the Kepler observatory
that include the bona fide anomalous Boyajian’s star. We assess the impact of pre-
processing and feature engineering schemes and investigate the astrophysical nature
of the objects that our models identify as anomalous by augmenting the Kepler data
with Gaia color and luminosity information. We find that multiple models, used in
combination, are a promising strategy to not only identify novel time series but also to
find objects that share phenomenological and astrophysical characteristics with them,
facilitating the interpretation of their anomalous characteristics.
Key words: methods: data analysis, methods: statistical, stars: flare, stars: peculiar
(except chemically peculiar)
1 INTRODUCTION
“An outlier is an observation that differs so much from other
observations as to arouse suspicion that it was generated by a
different mechanism” – Hawkins (1980)
Scientific discovery in astronomy can be thought of
as happening via two complementary approaches. The
question-driven approach attempts to provide answers to
questions that have already been conceived based on our
present knowledge of existing theories, models, or phenom-
ena. Cosmological supernovae (type Ia) are a good exam-
ple. They are relatively well-known objects to us in terms
of their energetic output, redshift distribution, and spec-
tral properties, and we design surveys with observational
parameters fine-tuned to find them, based on those known
properties. The exploration approach, on the other hand, at-
tempts to enable us with the capability to find objects that
are unknown, unexpected, or extremely rare, by either ex-
panding the space of observational parameters (for example
by increasing the spatial resolution available to us with a
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larger telescope) or by employing novel ways to dissect the
increasingly complex data sets that are becoming available
to us. These unexpected discoveries often require additions
or modifications to our theoretical apparatus, and, on occa-
sion, force us to formulate new hypotheses, to pose questions
we did not have before.
This approach has led to serendipitous discoveries,
which are prevalent in astronomy and which have pro-
duced significant breakthroughs. Recent examples include
the discovery of peculiar light curves in Kepler data, such
as KIC 8462852, commonly know as Boyajian’s star (Boy-
ajian et al. 2016), the discovery of the interstellar object
1I/’Oumuamua (Meech et al. 2017), and the detection of
quasi-periodic oscillations in the X-ray light curve of galaxy
G 159 (Miniutti et al. 2019), among many others. The ques-
tion then becomes, how do we make serendipity“systematic”
(Giles & Walkowicz 2019) in order to increase the chance of
discovery in the era of large astronomical data sets? A re-
lated question that is at the core of this paper is whether it
is possible, once a serendipitous discovery of a remarkable
object has been made, to find all analogs to that object in
a given data set.
To find analogs of rare objects of interest we want to
find groups of objects in multi-dimensional parameter spaces
that separate out from the rest: “outliers” or “anomalies”.
Outliers are traditionally identified as data points that lie
beyond some threshold distance from the bulk of the popu-
lation of other data points in some representative space. The
most common limit is three or five times the population scat-
ter, usually measured by the standard deviation. Assuming
a Gaussian distribution, this equates to respectively flagging
one in 370 (3σ) or one in 1.74 million (5σ) data points as
“outliers”. However, there is no reason to think that an arbi-
trary data set in an arbitrary data space should be described
by a Gaussian distribution. In fact, Aggarwal & Yu (2001)
have shown that as the number of dimensions increases, the
proximity-related measures of similarity between objects be-
come less meaningful, since in a high-dimensional space ob-
jects are more isolated from each other, and are more likely
to show up as proximity-based outliers.
This is our motivation to compare methods that rely
on proximity measures with those that take a different ap-
proach to describe the nature of anomalies. It also highlights
the importance of comparing different approaches to feature
selection, since the outlying condition of certain objects will
depend on where they live in the specific multi-dimensional
feature space constructed and explored.
By construction, many algorithms designed to detect
unknown objects, or anomalies, are unsupervised. Super-
vised learning takes place by the association of specific fea-
ture values with known labels of the objects in a training
set. Unsupervised learning, on the other hand, does not rely
on labeled objects, but on clustering of objects in the fea-
ture space. Several unsupervised algorithms for anomaly de-
tection have been used in astronomy, including approaches
that use Euclidean proximity/clustering information to iso-
late anomalies (Giles & Walkowicz 2019; Dutta et al. 2007;
Henrion et al. 2013), and approaches that use more complex
representations of the data that do not involve their pro-
jection into an Eculidean spaces, such as neural networks
and ensemble methods (Baron & Poznanski 2017; Margalef-
Bentabol et al. 2020; Druetto et al. 2019). There are also
significant differences in the feature engineering aspects of
those algorithms. While some of them require a feature ex-
traction step that produces a set of synthetic features to
represent the data, others work directly on the data points,
either light curves, spectra, or images. While each of these
methods can perform well for specific data sets, one could
ask whether different methods applied to the same data set
find the same anomalies.
A comprehensive understanding of the subject of
anomaly detection in astronomy can only be achieved once
we compare different methods, understand what type of
anomalies these methods find as a function of their archi-
tecture and of features engineering choices, and test our re-
sults against the selection of specific, bona fide anomalies.
In principle, astrophysical anomalies are objects that are
rare or previously unobserved and are therefore of utter-
most interest, or at least instances of known phenomena in
extremely rare stages of evolution. Previous work has made
significant contributions towards the goal of finding analogs
to Boyajian’s star and other anomalies. For example (Giles
& Walkowicz 2019) apply a clustering method to a set of syn-
thetic features derived for Kepler light curves and demon-
strate that their method is capable of identifying anoma-
lies such as Boyajian’s star, as well as cataclysmic variables.
Schmidt (2019) use a photometric selection method to iso-
late analogs of KIC 8462852 by looking for light curve dips
in All Sky Automated Survey for Supernovae (ASAS-SN,
Kochanek et al. 2017) data, and they find about 20 similar
objects that deserve follow-up studies.
With a systematic comparison of methods, we aim to
provide the most effective recipes to find the most com-
pelling objects and to find all its candidate analogs. In this
paper we compare and combine three different anomaly de-
tection methods: the Unsupervised Random Forest, and two
dimensionality reduction methods combined with proximity
clustering, the t-SNE and the UMAP methods. We apply
these methods to a test data set comprising light curves from
the Kepler Space Observatory, with a general goal that is
two-fold.
• First, we want to test whether these methods are suc-
cessful at finding a bona fide anomaly, Boyajian’s star, and
to determine which specific features make objects like Boy-
ajian’s star anomalous.
• Second, we attempt to answer the question: given a sci-
entifically compelling light curve, such as Boyajian’s star’s,
an object with the truly unusual time behavior whose phys-
ical properties and origin are yet to be explained, can we
find all of its analogs in a given data set?
We evaluate the performance of each method by study-
ing the location of the bona fide object in a ranked anomaly
list. We also associate the anomaly scores derived using
each of the three methods with specific features of the light
curves. Along the way, we propose an empirical definition of
what an anomaly is for a Kepler-like data set, and link the
features that make a particular object anomalous to its gen-
eral astrophysical properties. In order to find the analogs of a
particular object, we explore how the features and anomaly
scores from different methods can be combined to identify
objects that share similar properties with a given object of
interest, identified as anomalous. The goal is to establish a
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mechanism to find analogs not only to Boyajian’s star, but
to any light curve of interest.
The Kepler telescope generated evenly sampled time se-
ries. This is possible with a space mission, but impossible
with ground-based surveys, due to weather, moon phase,
visibility, and, generally, optimization of survey strategies
(LSST Science Collaboration et al. 2017). Surveys like the
Catalina Realtime-Transient Survey (Drake et al. 2012) and
the Zwicky Transient Facility (Bellm et al. 2019) are an in-
valuable reservoir of transients, all measured with unevenly
sampled light curves. The Rubin Legacy Survey of Space
and Time (Rubin LSST, Ivezic´ et al. 2019) will generate an
unprecedentedly large data set including tens of billions of
stars measured with 800 unevenly sampled data points. To
test if our results generalize to unevenly sampled data sets,
such as the Rubin LSST data, we generate a second data
set from the Kepler data by sub-sampling the original time
series.
Most of the Kepler targets are stars, a significant frac-
tion of which have Gaia counterparts that allow us to place
them in a Hertzprung-Russell diagram. In this paper, we
also explore the correlation between being an anomaly and
having specific stellar properties. This allows us to discuss
anomalies in terms of their astrophysical properties and to
explore the use of anomaly detection to identify rare objects
of specific types in large data sets.
This paper is organized as follows. In section 2 we start
by describing the different outlier detection methods to be
used in the paper. In section 3 we describe the data set used
to test the performance of those methods, and discuss the
impact of different pre-processing in the process of finding
outliers. In section 4 we show the results of applying the dif-
ferent outlier detection algorithms to the Kepler light curves.
We focus the discussion on how the important features dis-
tribute for “normal” objects and for outliers, and on the po-
tential of combining several anomaly detection methods. Fi-
nally, in section 5, we discuss our findings in the context of
the astrophysical properties of the anomalous objects. Code
and data that support this work are available in a GitHub
repository.1
2 OUTLIER DETECTION METHODS
In this section we briefly introduce the three anomaly detec-
tion methods we employed in our analysis.
2.1 Tree-based methods
We describe two tree-based ensemble methods for anomaly
detection: Isolation Forest (IF) and Unsupervised Random
Forest (URF). The first method is used here to measure
the impact of pre-processing, while the latter leads to the
successful identification of our bona fide anomaly and its
results are further investigated.
In order to understand how this similarity is defined
in the IF and URF methods, we ought to briefly describe
the basics of Random Forest (RF, Ho 1995) classification.
A RF is an ensemble of decision trees. Each of these trees
1 https://github.com/fedhere/DtUhackOutliers
is a model in which the final prediction is based on a se-
ries of comparisons of the values of the predictors (features)
against threshold values. Every tree, therefore, corresponds
to a partition of the feature space by axis-aligned lines where
the class of each final partition is given by the class of the
majority of objects in that partition. These methods are
inherently “greedy” and cannot exhaustively explore the pa-
rameter space (consider, for example, that a single continu-
ous variable offers an infinite number of binary splits) and
are therefore subject to overfitting. As a result, decision trees
have high variance (different trees give a different results).
Ensemble approaches reduce the variance of these methods:
each tree in a RF uses a random subset of objects from the
training set and a subset of features. The forest then pre-
dicts the class of an object as the majority-vote prediction
of all the trees in the ensemble.
2.1.1 Isolation Forest
Isolation Forests (IF) are ensemble methods based on Isola-
tion Trees (Liu et al. 2012). In IF a forest of isolation trees,
each tree is partitioning a data set based on randomly se-
lected features and randomly selected splitting points for
each feature. The anomaly score is proportional to the num-
ber of splits required to isolate an object (smaller score
indicates more anomalous objects, negative scores indicate
“outliers”), averaged over all trees in the forest. Anomalies
require fewer partitions, i.e., they are easy to isolate. The
average number of partitions over a large number of random
trees can therefore be considered as a measure of similarity
to the bulk of the data. We use the (Pedregosa et al. 2011)
implementation (Buitinck et al. 2013) of this method and
we embrace the default parameters: the number of samples
used by each tree is set to max_samples= 28 and the num-
ber of trees to 100. The “contamination” parameter sets the
expectation for the fraction of objects in the set that are
outliers, and it is set to contamination=0.1. These param-
eters were demonstrated in Liu et al. 2012 to be effective
under a large range of circumstances. The IF anomaly score
is intuitively interpretable. For this, we choose this method
applied to features as close as possible to the data (the flux
values themselves) to examine the impact of pre-processing
choices on anomaly detection schemes.
2.1.2 Unsupervised Random forest
The unsupervised random forest (URF) method for anomaly
detection was first introduced by Shi & Horvath (2006) in
the context of tumor discovery using data sets comprising
tumor marker expressions and has been adapted for the first
time in astrophysics to look for anomalous objects in a large
(∼2 million sources) data set of SDSS spectra (Baron & Poz-
nanski 2017). URF is an adaptation of RF to unsupervised
learning. The method works in two stages: first, a metric that
measures similarity between objects based on their features
is generated by creating a synthetic set of observations and
training a RF to distinguish observed from synthetic objects.
The synthetic data set is created by sampling data points
from the marginal distributions of the features in the real
data set. The two sets have therefore the same marginal dis-
tributions, but any correlation among features in the joint
MNRAS 000, 1–21 (2020)
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distribution has been washed out by the random sampling.
The similarity score is then used in a second stage to find
those objects that are most dissimilar with respect to the
bulk of the data. In the context of a multi-dimensional fea-
ture space, the weirdness of an object can be thought of as
the average of the pair-wise dissimilarity between that par-
ticular object and all the other objects in the data set. Note
that this dissimilarity measure is not necessarily associated
to distance in an Euclidean space, because objects can be
isolated in only a few of the many possible dimensions of
the features space, and also because of the random nature
of the forest. Once the RF is trained, the original data set
alone is propagated through the forest model, and the simi-
larity between two given objects in the data set is measured
as a normalized count of the trees in which two given objects
ended up in the same leaf node and with the same class.
Formally, the similarity between the i-th and j-th ob-
jects in the data set can be calculated as:
Di j = 1 − Nleaf/Ntree (1)
Where Nleaf is the number of trees for which the i j pair
were both classified as real in the same leaf node, and Ntree is
the total number of trees. The weirdness of object i is then
the average value of Di j for all possible pairings of i with all
other j objects in the data set.
In this work, we implement the URF using the scikit-
learn (Pedregosa et al. 2011) architecture, following the gen-
eral recipe described in Baron & Poznanski (2017). The URF
has several important hyper-parameters that require fine-
tune in order to avoid over-fitting (and which of course de-
pend on the features fed to the model, see subsection 3.2).
Among the most important hyperparameters are the num-
ber of trees in the forest (Ntree), and the maximum depth of
the tree, max_depth, which is the length of the longest path
from the root of the tree to a leaf. We performed the tuning
of these and other parameters such as the number of pre-
dictors to randomly select at each split, and the minimum
leaf node size through a validation process that involved a
gridsearch and a 80-20 training-test split. We corroborated
that shortly after reaching Ntree = 50 and max_depth = 100,
the accuracy stops improving. We did not go beyond these
values in order to avoid significant overfitting.
2.2 Manifold learning methods
Next, we describe two related manifold learning methods:
t-SNE and UMAP. The methods are designed to visualize
high-dimensional data in a lower-, typically 2-, dimensional
space where reciprocal distances of in the high dimensional
space are (optimally) preserved.
As we detail in subsection 4.2, an anomaly score can
be defined by looking at the distribution of distances to the
nearest neighbor in the converged distribution for both t-
SNE and UMAP methods. This is the anomaly score that
we will use in our subsequent analysis.
2.2.1 t-distributed Stochastic Neighbor Embedding
The t-distributed Stochastic Neighbor Embedding (SNE)
method, or t-SNE, was introduced in Maaten & Hinton
(2008), improving upon the well known nonlinear dimension-
ality reduction algorithm SNE (Hinton & Roweis 2003). SNE
works by embedding multidimensional Euclidean distances
with conditional probabilities, which is what represents the
similarities between datapoints. In other words, suppose we
have a data point xi in the high dimensional space. Then
consider a normal distribution of distances from xi , wherein
points near xi have a higher probability density under the
distribution and further points have a lower probability den-
sity under the distribution. Then the similarity between xi
and another data point xi′ is the conditional probability
Pxi′ |xi that xi will choose xi′ as a neighbor under the normal
distribution just described. Then we replicate the process
for the lower dimensional space, for which we get another
set of conditional probabilities. SNE then attempts to mini-
mize the Kullback-Leibler (KL) divergence (or relative en-
tropy Kullback & Leibler 1951) between the two probability
distributions using gradient descent. However, SNE is com-
putationally very expensive, largely because of the asymme-
try imparted by the use of KL divergence as the distance
metric; t-SNE attempts to resolve this issue by looking at
a “symmetric” SNE, specifically a symmetric version of the
cost function with similarly simple gradients. t-SNE also re-
defines the lower dimensional distribution using a Student
t-distribution in place of the Gaussian distribution to solves
the crowding problem, which stems from the fact that there
is not enough area in a two-dimensional plot to accurately
embed distances between points that are close, which leads
to loss of information.
2.2.2 Uniform Manifold Approximation and Projection
Uniform Manifold Approximation and Projection (UMAP)
is a nonlinear dimensionality technique introduced very re-
cently in McInnes et al. (2018). Most dimensionality reduc-
tion techniques have a very similar structure: they aim to
find some low dimensional representation of data that mini-
mizes information loss between the same representation ap-
plied to the high dimensional data set. UMAP works as fol-
lows: say we have data points x1, . . . , xn. We then create a k -
neighbor weighted graph by considering k -neighbors of each
xi , and adding an edge in the graph with a defined weight
w that depends on the diameter of the k -neighborhood of
xi , and the distance between xi and the closest neighbor.
Note that the weight, as defined in McInnes et al. (2018), is
not symmetric. We handle this by, given a = w(xi, xj ), b =
w(xj, xi), defining a new weight w′(xi, xj ) = a + b − ab. Then
the same process is repeated in the lower dimensional space,
resulting in a new weight function for the lower dimensional
space. Then UMAP minimizes the cross-entropy between
the two weight functions as specified by the cost function so
that the lower dimensional weights encapsulate (as closely
as possible) the information from the higher dimensional
weights. Like in t-SNE, this optimization is done via stochas-
tic gradient descent. For more specifics, we refer the reader
to McInnes et al. (2018).
3 DATA SET AND FEATURE EXTRACTION
In this section, we describe the data set used for the com-
parison of the anomaly detection methods, as well as the
MNRAS 000, 1–21 (2020)
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Figure 1. Examples of normalized Kepler light curves used in
this paper. The left panels show the full 85 day long Q16 dense
light curves for three different Kepler targets. The middle panels
show a detail of the same light curves plotted over a period of
10 Julian days. The right panels show the same detail but this
time for the corresponding sparse version of the light curves. The
corresponding Kepler source IDs are shown. Note the data gap
early on in the data for each light curve due to missing data in
the Kepler archive.
feature extraction approaches used prior to the application
of those methods to the resulting features.
3.1 Kepler light curves
The data set considered here is comprised of 2500 light
curves from the Kepler telescope archive. These light curves
were obtained from the Mikulski Archive for Space Tele-
scopes (MAST) by performing a random search of light
curves in Quarter 16. They are already detrended from
spacecraft effects and have a uniform cadence, with one pho-
tometry point obtained every 30 minutes, and cover a total
period of approximately 85 days, starting at Barycentric Ke-
pler Julian Date (BKJD) 1472 and ending at BKJD 1558, for
a total of 3534 measurements per light curve. We used the
most up-to-date pipeline processed data (PDCsap flux) ac-
cording to the Kepler Data Release Notes and the Kepler
Data Processing Handobook (Jenkins 2017), and applied
minimal processing of the light curves ourselves (but see the
discussion on pre-processing in subsection 3.3). Fluxes are
given in relative flux units as provided in the standard Ke-
pler detrended light curves delivered by the MAST archive.
We normalized the fluxes to have a mean value of 1, i.e.,
we divided them by their unnormalized mean value. These
normalized fluxes are not standardized, i.e., their standard
deviations are those resulting from this normalization pro-
cess, without any further adjustments. We do not expect
the latter to have a large impact on our results, as the dif-
ferences in standard deviations due to varying distance to
the targets are typically less than any measurable signal, as
our results in subsection 5.2 show. In Figure 1 we show a
small sample of the light curves studied here, in order to il-
lustrate the wide range of variability properties that Kepler
targets have.
We have limited this study to only 2500 light curves
since this is essentially a proof of concept. Rather than find-
ing all anomalies in the entire Kepler data set, or in similar
data sets such as TESS (which will be the topic of a sub-
sequent paper), here we want to demonstrate the strengths
and weaknesses of each method, and to assess what specific
light curve properties affect the anomaly score in each case,
and learn how to identify groups of light curves with similar
properties. Our sample size (about 2% of the entire Kepler
data set) contains enough information about light curve di-
versity, while at the same time it provides a manageable
number of objects, thus allowing us to quickly identify pat-
terns and associations.
In order to assess the effect of uneven sampling and
sparsity of the light curves in our ability to find anoma-
lies, we have also produced a separate data set of the
2500 degraded light curves by subsampling the full light
curves at random positions in time, keeping only 10% of
the data points. The selected time-stamps are the same for
all lightcurves. We refer to this second set of light curves as
the sparse set, as opposed to the dense set of the original
light curves2 Three sparse light curves are shown in Figure 1,
right panel.
3.2 Feature extraction
Extracting features from astronomical light curves (and
more generally from time series and other one-dimensional
data) is a crucial aspect in setting up a successful classifi-
cation or outlier detection algorithm, and, in general, any
machine learning model, either supervised or unsupervised.
The decision regarding which features to use should be based
upon the predictive power of these features and on how ef-
ficiently they can be used to split the data set into multiple
classes, or in other words, on how well this set of features
represent the different types of variability of the original
data set. The choice of the best features to use is far from
obvious.
In the particular case of supervised tree methods, since
at each step the model deals with only a single feature and
features are never combined in a mathematical sense, the
predictions are generally robust to covariance. Consider the
case when two features are completely collinear: the trees in
the forest will use one or the other based on an initial random
selection. When encountering the second feature the trees
will disregard it since the information carried by the feature
has already been used in splits based on the other, collinear
feature. However, this affects the feature importance evalu-
ation. Trees assess the importance of features based on how
much each feature contributes to splitting. In the covariant
example, the second collinear feature does not ultimately
contribute and therefore its covariance with other features
has suppressed its importance. We must therefore be care-
ful about selecting the features, not only to maximize the
efficiency of our methods, but especially if we intend to use
feature extraction to physically characterize the objects.
Feature extraction is particularly challenging when the
sampling of a time series is sparse and uneven, specially if
2 In https://github.com/juramaga/kepler_anomalies_urf a
file (HR-Observables.npy) is available that lists the Kepler IDs
of all light curves used in this study.
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the sampled epochs are different for different light curves.
In that case, any phase information is lost, and the individ-
ual photometric measurements are rendered much less useful
for the analysis. Yet this is the case for many existing as-
tronomical time domain surveys (SDSS, (York et al. 2000),
ASASSN, (Kochanek et al. 2017), etc.), and will be the case
of upcoming surveys such as the Rubin Legacy Survey of
Space and Time (Rubin LSST, Ivezic´ et al. 2019). Addition-
ally, depending on the number of light curves to analyze and
the specific features to be extracted, the process of feature
extraction can be computationally expensive. It is therefore
desirable to use feature extraction methods that do not re-
quire heavy processing.
A number of feature extraction packages are available
for time series. One such codes is the Feature Analysis for
Time Series (FATS) code (Nun et al. 2015), that is able
to evaluate over 40 features in time series with the epochs,
magnitudes, magnitude errors, and filters as an input, and
extracts statistical features such as means, standard devia-
tions, linear trends, variability indexes, skewness, kurtosis,
etc. One issue with this approach to feature extraction is
that not all of the features included are properly defined for
all light curves, since there might be missing data, different
number of elements, etc. As a result, these features will have
undefined or unreliable for at least a significant fraction of
the light curves. Therefore, using them as the input for an
anomaly detection algorithm will result in a significant bias
of the result towards unreliable artifacts.
Rather than relying on second-order features, it seems
more appropriate to remain as close as possible to the data
themselves, therefore avoiding any biases introduced by the
extraction process. In this paper, we have chosen to use
the light curve points themselves, the power spectrum of
the time series (based on the Fourier Transform of the light
curve), or a combination of both as the input features. Us-
ing the power spectrum (periodogram) is desirable especially
for light curves that do not share a common phase reference.
Periodogram analysis can also be used to find the best pe-
riod for periodic variables. However, period-finding itself is a
significant challenge (Graham et al. 2013), and therefore we
do not use periods, but the periodogram values themselves,
as the features. The periodogram of a light curve consists
of its Fourier transform and it measures the signal power as
a function of angular frequency. Lomb (1976) and Scargle
(1982) generalized the concept of periodogram for the case
of unevenly sampled data. Their normalized periodogram
can be written as:
PN (ω) = 12σy
[
[∑k (yk − yˆ) cosω(tk − τ)]2∑
k cos2 ω(tk − τ)
+
[∑k (yk − yˆ) sinω(tk − τ)]2∑
k sin2 ω(tk − τ)
]
,
(2)
where σy is the variance of the photometry yk and τ is a time
offset that orthogonalizes the model and makes the expres-
sion independent on a time translation. As demonstrated in
Lomb (1976), this expression is fundamentally equivalent to
estimating the harmonic content given a least-squares fit to
a sinusoidal model consisting of a single component. It can
therefore easily be computed using a fast Fourier transform.
Given a light curve, we can evaluate the periodogram
in Equation 2 for a discrete number of frequencies, and use
the values of the periodogram evaluated at each of these
frequencies as the features for our classifier. This is concep-
tually similar to using the individual pixels in a spectrum
as the features, except that using the same array of fre-
quencies for all light curves, we can compare them using
the same absolute reference. This approach can also be used
for multi-band, non simultaneous light curves, since a dif-
ferent periodogram can be calculated for each filter, and a
final array of features can be obtained by concatenating the
single-band periodograms.
We have extracted periodograms for all light curves to
cover a logarithmic range of frequencies corresponding to pe-
riods between one hour (twice the Kepler cadence) and 90
days (the approximate duration of the observations). This
range does not only cover the periods sampled by the ob-
servations, but also the typical timescales of different stellar
variability phenomena. For example, an HST survey of the
variability properties of luminous (MI < −5) stars in M51
(Conroy et al. 2018) finds that the variability fraction for
these is ∼ 50%, with many stars showing typical timescales
between 1 and 100 days. More in general, the most com-
mon pulsating variable stars have characteristic timescales
that range from a few minutes to a couple of years (Eyer
& Mowlavi 2008). In Figure 2 we show examples of the pe-
riodograms computed for a sub-sample of relatively normal
light curves in the Kepler data set, together with the pe-
riodogram of Boyajian’s star, our bona-fide anomaly. Note
that, with respect to the periodogram of Boyajian’s star,
“normal” light curves have flatter and featureless power spec-
tra.
We have constructed a feature vector for each light
curve composed of the light curve points themselves, aug-
mented with these periodograms for a total of 6534 features
per light curve.
One further feature extraction method, the DMDT pro-
posed in Mahabal et al. 2017, is adopted for the manifold
learning-based anomaly detection (see: subsection 2.2) and
it is described in subsection 4.2.
3.3 The influence of pre-processing choices
Anomaly detection methodologies identify sources whose
properties stand out with respect to the population of all
other objects in a data set. These sources might represent
examples of unknown types of objects, in which case they re-
quire the formulation of new physical hypotheses to explain
their properties, or instances of rare evolutionary stages of
know types. In both cases, they represent an expansion of
our discovery space.
But anomaly detection can also reveal instrumental or
processing artifacts. In the specific case of light curves, such
artifacts can include spurious trends in the light curve base-
lines or bad pixels that result in artificial spikes or deeps in
the time series. Therefore, in order to characterize the effect
of data artifacts in our analysis, we explore how different
pre-processing approaches affect our ability to find anoma-
lies.
Consider the results of applying anomaly detection al-
gorithms to our set of normalized light curves both before
and after further pre-processing. In this case, we use the
Isolation Forest (IF) method (section 2). By comparing the
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Figure 2. Example periodograms for ten Kepler Q16 light curves, with Boyajian’s star indicated in thick blue. Note the particular
structure of Boyajian’s periodogram, indicating the pronounced deeps in the light curve. The logarithmic frequency range covers periods
from 1 hour to about 90 days. All periodograms are obtained over the same array of frequencies.
anomaly scores of the pre-processed light curves with those
of the original light curves, we expect to learn to what ex-
tent instrumental artifacts are picked up as anomalies, and
what is the best way to remove those artifacts in order to
identify astrophysical anomalies.
In Figure 3 we show the 25 most anomalous light curves,
and the 25 least anomalous light curves, according to a
similarity score derived from the IF method. The fact that
prominent spikes consisting of a single bright datapoint are
present in all of the 25 least anomalous light curves raises
an alarm. These spikes can be due to artifacts (e.g. cosmic
rays) and thus they would not have an astrophysical cause,
or they may be very high energy events, such as star flares
(e.g. Paudel et al. 2019). Yet they dominate the information-
content in the standardized light curves, and therefore the
similarity score of objects, potentially hiding less prominent
features that contain real astrophysical information. We note
that we obtain similar qualitative results in terms of the
anomaly scores with the IF and URF (subsubsection 2.1.2)
when the methods are applied to the standardized light
curves. Namely, the least anomalous light curves all show
prominent spikes.
We investigate the sensitivity of the anomaly score to
pre-processing by removing these spikes using two different
approaches and then comparing the anomaly scores obtained
for the original (normalized) and both sets of pre-processed
light curves. The first spike-removal approach involves low-
pass filtering: we take the light curve’s rolling average over
a window of 10 points (10% of the light curve), henceforth
suppressing any high-frequency variations. We call these the
low-pass filtered light curves set LPlcv’s. The second ap-
proach involves directly removing the outlying datapoints by
replacing every point outside of a 3σ deviation range from
the light curve with the corresponding value of a LPlcv’s
generated with a window of size 15 points. We refer to this
last set of pre-processed time series as Cleanlcv’s. A sub-
set of 30 light curves for each pre-processing choice, original
normalized light curves, LPlcv’s, and Cleanlcv’s, is shown in
Figure 4.
The anomaly scores of the normalized light curves do
not strongly correlate with the scores for either of the two
pre-processing methods (left and center panels, Figure 5).
The Pearson’s r correlation coefficients between each of the
two sets of pre-processed light curves and the unprocessed
version are r ∼-0.10 and r ∼-0.16: a weak inverse propor-
tionality, weak but statistically significant for Cleanlcv and
LPlcv respectively, at a 3σ level (p-value < 0.01) the method
does measure related anomaly scored for all sets. On the
other hand, the two pre-processed light curve sets result
in very similar anomaly scores (right panel Figure 5). In
this case, the Pearson’s r value is 0.96. Although the IF
reported “outlier” threshold, where the anomaly score be-
comes negative, is somewhat arbitrary (for example the
decision\_function does not take into account the con-
tamination parameter 3) it is worth noting that all scores
are positives for the unprocessed light curve set, while the
pre-processed light curves find anomalies, consistently with
the implicit request set up in the choice of parameters
(contamination=0.1).
Altogether, this demonstrates that the single spikes
dominate the model’s decision when assigning an anomaly
score, and may thus hide important anomalous behavior of
lesser flux amplitude: truly anomalous light curves (or at
least not those with the most obvious data artifacts) are
only found by these methods when such artifacts have been
effectively removed and, unless flares and such short-lived
high significance events are the specific scientific goal, such
features should be removed to reveal more subtle anomalies.
We further investigate the scores in order to understand
why the presence of spikes is associated with a low anomaly
score in the original light curve set. We look at the corre-
lation of the anomaly scores for each pre-processing scheme
with three simple light curve statistics: standard deviation
(σt) of the original lightcurve, standard deviation of the low
pass filter version σtLP , and normalized flux range over the
standard deviation RSNR =
max(®t)−min(®t)
σt
. This last statis-
tics is significantly impacted by the presence of spikes. We
find a strong correlation between the score obtained on the
3 https://github.com/scikit-learn/scikit-learn/issues/
8693
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Figure 3. Standardized, dense, partial (5-days) Kepler Q16 light curves with corresponding normality scores derived from the Isolation
Forest method. Upper panel: The 25 most normal light curves. Bottom panel: the 25 least normal light curves. The normality score is
reported for each light curve: a larger value indicates a more normal light curve. The highest and lowest datapoint in the light curve are
marked by blue dots. The anomaly score is dominated by single-point events which may be due to artifacts or extremely high energy
and short duration events, such as flares, which are rare, and therefore arguable should be contributing to the anomaly estimate.
MNRAS 000, 1–21 (2020)
Anomaly detection 9
Figure 4. Example light curves after pre-processing using three
different approaches. Top panel: standardized light curve, as pro-
vided by the Kepler pipeline, mean subtracted and divided by
the light curve standard deviation. Middle panel: LPlcv’s: low-
pass filtered version of the light curves in the top panel, filtered
with a rolling window of five hours. Bottom panel : Cleanlcv’s:
clean light curves, in which the spikes have been replaced by the
local mean calculated with a rolling window of five hours.
normalized time series and RSNR (Pearsons r ∼ 0.5, p-value
<0.001) Figure 6. Meanwhile, individually, neither the data
range nor the standard deviation of the original time series
is a good predictor of the normality score (r ∼ 1−3 and 0.04
respectively). Conversely, we find a strong anti-correlation of
the score of the pre-processed time series, both LPlcv and
Cleanlcv, with the standard deviation of the original light
curve, and of the pre-processed versions (all p-values <
0.001), as well as with the RSNR metric; but for the lat-
ter, the distribution is far more evenly distributed, still with
a significant lack of inliers at high RSNR.
In the presence of many light curves with significant
spikes, therefore, less anomalous objects are largely domi-
nated by these artifacts, as they are not easily isolated in the
multi-dimensional space of all light curve points. Once re-
moved, however, the least anomalous objects are those with
smaller flux variance and a white noise spectrum. More se-
vere perturbations of the light curves are then associated
with anomalies. Pre-processing of light curves to remove ar-
tifacts is, therefore, a necessary step in anomaly detection
analysis of light curves. Alternatively, anomaly detection can
be leveraged as an effective way of identifying data artifacts
and high significance spikes.
The results in this section are reproducible.4
4 RESULTS
In this section we present the results of applying the outlier
detection methods detailed in section 2 to the set of features
described in the previous section. For each of the methods,
4 The data and code supporting this section can be
found on the project GitHub repository at https:
//github.com/fedhere/DtUhackOutliers/blob/master/
scripts/IsolationsForestPreprocessing.ipynb
we present results for both dense and sparse version of the
Kepler Q16 light curves. .
4.1 Unsupervised random forest
The URF method has been described in subsubsection 2.1.2.
We have used the individual light curve points as the in-
put features, augmented with the power values of the peri-
odogram, as described in subsection 3.2 (Equation 2). We
processed the light curves by dividing them by the light
curve mean (but not modifying the standard deviation) and
by removing data artifacts such as bad pixels and sharp
peaks, by using the low-pass filtering technique described
in subsection 3.3. The hyper-parameters of the URF were
tuned to maximize classification accuracy in training: the
accuracy in discerning real from synthetic light curves (see
subsubsection 2.1.2) is maximized with Ntree = 50. Propagat-
ing the original data set through the forest, then, we esti-
mate final weirdness scores for each of the 2500 light curves,
in both the dense and sparse scenarios. The total number
of features used for the dense ligth curves was 6534, where
as for the sparse light curves it was 637. Here we present
the resulting weirdness scores, the feature distribution as
a function of weirdness score, and an association between
weirdness scores and properties of the light curves, i.e., we
try to answer the question: what makes a Kepler light curve
anomalous?
Having optimized the parameters as described, we run
the lightcurves through our model 20 times to measure its
stability. The weirdness scores are not identical, but very
similar among runs, confirming that the model is indeed
stable. We then construct a single weirdness ranking by av-
eraging the weirdness score of each object across runs. The
resulting list gives the final output of our analysis.
4.1.1 A bi-modal distribution of URF weirdness scores
In Figure 7 we show the histogram of weirdness scores for
all 2500 dense light curves, averaged over 20 realizations.
A large bump of relatively normal light curves peaks at a
weirdness of about 0.62, whereas a smaller, sharper peak of
weird objects is seen at weirdness 0.97 or so. About 15% of
the objects populate the “weird” peak, with weirdness scores
higher than 0.95. Boyajian’s star itself has a weirdness score
coinciding with the 0.97 peak, which puts it in the list of the
top 5% most anomalous objects. Our goal here is to under-
stand what drives the weirdness, i.e., to find what features
and what feature thresholds can be used to differentiate nor-
mal from anomalous objects, and to evaluate if objects of a
certain kind, e.g., Boyajian’s star-like behavior, can be sin-
gled out in large data sets based in this type of analysis.
More specifically, we want to answer the following question:
given a light curve of certain properties (e.g., the prominent
irregular deeps in Boyajian’s star ligth curve), can we find
all light curves in a data set that are like that light curve of
interests?
The total range of derived URF weirdness score values
for a given data set (in Figure 7 this range corresponds to
about (0.6, 1.0)) is related to how clustered together the data
set objects appear in the multi-dimensional space of the cho-
sen features. If an object has a weirdness score close to 0,
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Figure 5. Comparison of anomaly scores produced by the Isolation Forest method for light curves pre-processed differently: standardized,
low pass filteres, and cleaned by replacing 3σ outliers with a local mean value. The correlation in the scores generated for standardized
lightcurves and lightcurves where sharp features are removed is low and inverse (Pearson’s r is reported in each panel) regardless how
whether sharp features are low pass filtered or cleaned by replacing the values with a local mean . Conversely, the specific choice of
pre-processing (by low-pass filtering or by replacement) has little influence on the anomaly score. (Regions of high point density are
visualized as contours, instead of scatter points)
Figure 6. The SNR of the light curves, measured as RSNR =
max(®t )−min(®t )
σt
, plotted against the anomaly score measured by the Isolation
Forest model for standardized light curves, light curves that have been low-pass filtered, and light curves were spikes are replaced by
the value of the local mean. The dependency of the score on the RSNR is weak for the standardized light curve, and significant for the
low-pass filtered and cleaned versions.
that means that the majority of objects in the data set have
very similar features. On the other hand, if an object has
a weirdness score close to 1, that means that only a small
fraction of the data set objects have all their features resem-
bling those of the object in question. This object is typically
well isolated in the multi-dimensional space of features, and
therefore it represents an anomaly. In the particular case of
the Kepler data set presented here, the fact that no light
curve has weirdness scores lower than ∼ 0.6 indicates that
there is not a single cluster of “normal” objects. Rather, ob-
jects are more sparsely distributed in the feature space, with
different “types” of normality. However, the clearly bi-modal
distribution of the weirdness scores indicates that there is a
minority group of objects that are significantly distinct and
isolated with respect to all the other objects. These are the
anomalous objects that we are after.
An animation showing the evolution of light curve and
periodogram shapes as a function of increasing weirdness
score5 helps us understanding what drives the URF measure
of weirdness. In Figure 8 we show four snapshots of this
animation. Each of the panels shows ten light curves (left)
and ten periodograms (right) of objects with similar scores
centered at some representative values: ∼ 0.62, ∼ 0.85, ∼ 0.97
(thos corresponds to the location of Boyajian’s star), and
∼ 0.99. Boyajian’s star is shown in thick blue for reference.
The population of objects with relatively low weirdness
scores corresponding to the first peak in the distribution
(see Figure 7) is dominated by flat light curves with small
(< 0.1%) flux fluctuations. They show no frequency struc-
ture, and can be thought of as constant fluxes with a white
noise component. As we move into the plateau seen in the
distribution at weirdness scores of about 0.85 (second row
from top in Figure 8), the normalized flux fluctuations are
5 available at http://bit.ly/kepleranomalies_evolution
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Figure 7. A histogram of weirdness scores measured by the Unsu-
pervised Random Forest for dense Kepler Q16 dense light curves.
The vertical line indicates the location of Boyajian’s star.
similar in magnitude to the ones observed in the first peak,
but periodic modulations start to appear with characteristic
periods of about 1 day, represented by visible harmonics in
Fourier space. The distribution of power is no longer uniform
across frequencies, with more power now contained at low
frequencies. As we approach the peak of anomalous objects,
deviations from the mean flux become significantly larger
∼ 1%, and harmonic light curves with periods of several
days to a few weeks start to appear. At the peak of anoma-
lous objects, where Boyajian’s star is located (third row in
Figure 8), modulating variability timescales are comparable
with the entire duration of the light curves (∼ 90 days), and
fluctuations in the relative flux reach 5% or more. Often
these modulations are accompanied by additional periodic
signals at shorter timescales, represented by several harmon-
ics in Fourier space. Low frequencies dominate the power
even more clearly in this regime. Finally, the weirdest light
curves have fluctuations in flux of 15% or more and several
harmonic frequencies indicating rapid oscillations, with not
presence of long period modulations.
From this perspective, Boyajian’s star is remarkable in
more than one way. Besides the clear deeps seen in the
light curve that deviate more than 20% from the mean flux,
there are also shallower (0.5%) modulations with charac-
teristic timescales comparable to the duration of the entire
90 day Kepler coverage. Additionally, there are higher fre-
quency oscillations with characteristic periods of about 1
day. These modulations result in a complex power spectrum
dominated by the large timescales, some power bumps in
short timescales, and a couple of deeps associated with the
typical duration of the main deeps (thick blue line in all
panels of Figure 8).
4.1.2 What drives the anomalous nature of light curves?
Which features are more informative when selecting anoma-
lous objects? In Figure 9 we show the distribution of feature
importances derived during training of the URF. Feature
importance is a measure of how often a particular feature
is used when partitioning the feature space during training,
and therefore a measure of how important that feature is
in isolating anomalous objects. We note that only a small
number of features drive the weirdness score, i.e., those with
higher importances. Those features can be associated to in-
dividual light curve points that deviate significantly from
the normalized mean value (e.g. deeps and flares, and high
amplitude modulations), but because of the lack of a com-
mon phase reference for all light curves, no single light curve
point is generally more important than others. Rather, if
many of the light curve points deviate from the mean, then
the weirdness score increases as a result of the combined
effect of all points. Something different happens for the fea-
tures representing power spectrum values. The characteristic
timescales driving the URF weirdness score are associated
to either high frequencies (corresponding to a few hours), or
low frequencies (corresponding to a few weeks to months).
These are respectively the typical timescales of instability
strip pulsating stars such as RR-Lyrae and δ-Scuti stars,
and of long-period variable stars. As pointed out previously,
however, stellar pulsations are not the only type of anoma-
lous behavior picked up by the URF. The combination of
long (weeks/months) modulations with prominent deeps and
flares, as is the case of Boyajian’s star (or certain types of
eclipsing binaries), can also result in anomalous behavior
recognizable by this particular algorithm.
The anomalous nature of certain light curves is more
evident when we consider how their important features dis-
tribute with respect to the bulk of the object population.
Figure 10 shows scatter plots for several of the most impor-
tant features of Figure 9. We note that, when represented by
these features, anomalous light curves appear as drawn from
a different distribution than the rest of the objects. More
specifically, anomalous light curves have a smaller fraction
of their spectral power contained in short period oscillations
with respect to normal objects, and slightly more power con-
tained in long period observations. They also typically de-
viate significantly from the bulk of normalized flux values.
Boyajian’s star stands out as an object with extreme devi-
ations from the mean flux and, and a moderately complex
low-pass filtered spectrum.
4.1.3 Sparse light curves
A relevant question is: what is the minimum amount of infor-
mation needed in order to determine the anomalous nature
of a light curve? We investigate this issue here by assess-
ing to what extent we are still able to identify anomalous
light curves when only a fraction of the light curve points
are considered. We randomly sampled the light curves keep-
ing only 10% of the measurements and performed the same
URF analysis that was used for the dense light curves. We
then ranked these sparse light curves according to their URF
weirdness score, just as before. In Figure 11 we show the
comparison of URF weirdness scores between the dense and
the sparse light curves. We note that the distribution of
scores is very similar in both cases.
Anomalous light curves as determined by their mag-
nitudes and periodograms have high scores in both the
dense and sparse data sets, and there is a strong correla-
tion across the full range of scores. However, in the case
of the sparse light curves, the scores are distributed over a
slightly larger range, suggesting that a larger relative frac-
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Figure 8. Light curve profiles (left panels) and periodograms (right panels) for selected objects as a function of weirdness scores. The
weirdness score increases from the top, with each row showing ten randomly selected objects with URF scores near certain representative
values, i.e. 0.62, 0.85, 0.97, and 0.99. The thick blue line corresponds to Boyajian’s star. An animated version of this figure, showing the
evolution of light curves and periodograms with increasing weirdness score, is available at http://bit.ly/kepleranomalies_evolution.
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Figure 9. Feature importance distribution for the URF. The vertical line marks the boundary between normalized fluxes (left) and
frequencies (right). Each dot represents a feature, and they are color-coded by normalized importance.
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Figure 10. Two-dimensional distributions of several important features within the URF model for normal (orange) and anomalous
(black) light curves. Boyajian’s star is indicated by the large red star
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Figure 11. Comparison of the URF weirdness scores between dense and light curves. Left: Scatter plot between the weirdness scores
for dense and sparse light curves, color-coded by the average of the dense and sparse scores. The diagonal line is the identity line. Right:
Comparison of the score histograms, with dense light curves in blue and sparse ligth curves in red.
.
tion of light curves are identified as “normal” when sparsely
sampled light curve are considered. Also, there is more struc-
ture in the peak of very anomalous objects in the case of
dense light curves, which implies that some anomalous fea-
tures are missed if only sparse light curves are used. Overall,
these results indicate that anomalous behavior can be iden-
tified even when light curves are sparsely sampled, down to
10% of Kepler’s sampling frequency of 30 minutes.6
6 The URF results are reproducible and presented at the GitHub
repository at https://github.com/juramaga/kepler_anomalies_
urf
MNRAS 000, 1–21 (2020)
14 Mart´ınez-Galarza et al.
LC: 17 , score: -1.38 LC: 2 , score: -0.17
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LC: 20 , score: 3.51 LC: 355 , score: 4.11
Figure 12. A plot of raw DMDT representations of dense light
curves, along with their TSNE scores
LC: 24 , score: -1.05 LC: 1 , score: -0.06
LC: 6 , score: 0.84 LC: 15 , score: 1.54
LC: 5 , score: 2.70 LC: 1980 , score: 6.09
Figure 13. A plot of raw DMDT representations of dense light
curves, along with their UMAP scores
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Figure 14. A plot of raw DMDT representations of sparse light
curves, along with their TSNE scores
LC: 17 , score: -1.38 LC: 2 , score: -0.17
LC: 3 , score: 0.34 LC: 42 , score: 1.06
LC: 20 , score: 3.51 LC: 355 , score: 4.11
Figure 15. A plot of raw DMDT representations of sparse light
curves, along with their UMAP scores
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Figure 16. A plot of the raw DMDT representation of Boy-
ajian’s star from the dense light curve data set (left) and the
sparse data set (right). The axes show the bins used when cre-
ating the DMDT, and those bins are the same across Figure 12,
Figure 13,Figure 14, and Figure 15
4.2 UMAP and TSNE
t-SNE and UMAP (as described in subsubsection 2.2.1 and
subsubsection 2.2.2 respectively) are separately applied to
a representative feature data set, namely the DMDT image
representation of light curves introduced in Mahabal et al.
2017. Light curves are sequences of stellar brightness as a
function of time, and the DMDT is a lightcurve image rep-
resentation that simply considers differences in magnitude
— DM — against differences in time — DT. The values of
magnitude differences and time differences are then binned,
resulting in a 2D image representation of the light curve
(we refer the reader to Mahabal et al. (2017) for more in-
formation on the specifics on the DMDT representation of
light curves). The output feature space is a R21×19 matrix,
representing the pixel matrix of the DMDT images (the di-
mensions comes from the bins we chose for the DMDT rep-
resentation, which are shown explicitly in figure Figure 16).
We show examples of DMDT representations for dense light
curves in Figure 12 and Figure 13, and sparse light curves
in Figure 14 and Figure 15. For reference, Boyajian’s star
DMDT representation is shown in Figure 16 for dense and
sparse light curves.
We then flatten the matrices into 399-long arrays, each
array representing a light curve. We consider this our start-
ing high dimensional space. We then run t-SNE/UMAP
(separately) on this representative feature set to reduce the
dimensionality of the data to two dimensions.
For t-SNE, we use the Python sklearn implementation
with hyperparameters (n_components=2, perplexity=200,
learning_rate=50.0, early_exaggeration=5.0) for
dense light curves, and similar hyperparameters for
sparse light curves (with the only difference being
early_exaggeration=20.0). n_components simply rep-
resent the dimension of the space we want to map into.
Perplexity is related to the number of neighbors to be
considered when considering a certain data point (described
in McInnes et al. 2018), defining a notion of similarity.
learning_rate affects the gradient descent portion of the
tSNE algorithm, with too fast a learning rates resulting
in ball like clusters where neighbors are equidistant, and
too slow a learning rate creating dense cloud clusters.
early_exaggeration relates to how tightly points are
clumped in the embedding space, so that we can control
the visualization of the high dimensional data (this affects
all points similarly, so it mostly impacts visualization,
and not the overall similarity results from the algorithm).
We ranged the values of the three hyperparameters over
different experiments, recording the KL divergence of each
model after training on the full data set. We then set the
hyperparameters based on the model with the lowest KL
divergence. We show the resulting embeddings for both
dense and sparse light curves in the left panels of Figure 17.
For UMAP, we use the implementation pro-
vided in McInnes et al. (2018), with hyperparameters
(n_neighbors=200, min_dist=0.4, learning_rate=0.25)
for dense light curves. We used hyperparameters
(n_neighbors=200, min_dist=0.1, learning_rate=0.8) for
sparse light curves. n_neighbors is similar to perplexity in
the t-SNE algorithm, controlling the number of neighbors
to be considered when defining the weights between data
points in the weighted graph. min_dist is similar to the
early_exaggeration parameter in the t-SNE algorithm,
giving control to how tightly points are clumped in the em-
bedding space (to create more interpretable visualizations).
Similar to the t-SNE method, we vary the hyperparameters
for the model, and pick the model that gives the most
stable embeddings. The resulting UMAP embeddings, for
both dense and sparse light curves, are shown in the left
panels of Figure 18.
4.2.1 Distinguishing ouliers in t-SNE and UMAP
We note that in the 2D embeddings plot for t-SNE (top
left panel of Figure 17), there is a cluster with the majority
of the objects arranged along a main curved line, and also
objects that are further away from that main cluster. Since
t-SNE works by closely simulating the probability distri-
bution qi | j of point i picking point j as a neighbor in the
high dimensional space, we can build a distribution based
on the pairwise Euclidean distances between points in the
2-dimensional space of the embeddings. Specifically, for each
point we consider its distance to the nearest neighbor. We
then consider the distribution formed by normalizing these
distances (right top panel of Figure 17) and take all points
that are at least 3.4σ’s from the mean. These points are
those that are furthest from the cluster and, by the Eu-
clidean metric, they are anomalies in the t-SNE method.
Objects appear much less clustered together when the same
method is applied to the sparse light curves, as can be seen
in the left bottom panel of Figure 17. In this case, a “main”
cluster of objects is not so easily identified. Yet, the same
Euclidean approach can be used to determine which objects
are anomalies. The distribution of distances is shown in the
right top panel of Figure 17, bottom. Unlike the URF scores
for dense and sparse light curves, the distance scores for
dense and sparse light curves in t-SNE (and UMAP) are
only weakly correlated.
For the UMAP embeddings, we perform the same pro-
cedure described above and build a distribution of nearest
neighbor distances. Then we build a distribution of distances
which is shown in the right panel of Figure 18. We select out-
liers by taking all light curves at least 3.4σ from the mean
minimum nearest neighbor distance. We show examples of
these outliers in Figure 19. Similarly to the t-SNE results,
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Figure 17. Left : all dense (top) and sparse (bottom) light curves in the 2D space obtained by running t-SNE. Large green dots indicate
outliers found via the method described in subsubsection 2.2.1. A yellow dot indicates the position of Boyajian’s star. Right : distribution
of nearest neighbor distances for t-SNE embedding of dense (top) and sparse (bottom) light curves, for dimension d = 2.
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Figure 18. Left: A plot of all light curves in 2D space obtained by running UMAP: the dense (top) and sparse (bottom) sets. Large
green dots indicate outliers found via the method described in subsubsection 2.2.2. A yellow dot indicates the position of Boyajian’s star.
Right : distribution of nearest neighbor distances for t-SNE embedding of dense (top) and sparse (bottom) light curves, for dimension
d = 2.
the embeddings map for UMAP looks more sparsely dis-
tributed over the reduced two-dimensional features space.
4.3 Comparing and combining methods
The results that we have obtained so far indicate that not all
anomaly detection methods are equally successful at identi-
fying relevant astrophysical anomalies in Kepler light curves.
Unlike the URF method, where taking away the majority of
points does not affect our capability to find the same anoma-
lies, the correlation between anomaly scores between dense
and sparse light curves is very week for both t-SNE and
UMAP. Also, each of these two methods produce different
anomaly scores than the URF method (as discussed below).
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Figure 19. A sample of the dense light curve outliers found with t-SNE (left three columns) and UMAP (right three columns).
Figure 20. The Kepler light-curve set: plotted in orange are the
light curves that appear as an isolated set of objects in Figure 17,
an island centered on coordinates (-4,10)): they all show an up-
ward trend. No other embedding or method showed this cluster
as clearly.
We also note that the anomaly scores are much less strongly
correlated between the t-SNE and UMAP for either dense
or sparse light curves. This implies that each of the three
methods finds different types of anomalies.
The t-SNE method is successful at selecting light curves
with rapid (∼ 1 day) oscillations modulated by a pronounced
envelope of lower frequency. UMAP, on the other hand, pref-
erentially selects non-periodic, low amplitude variations with
characteristic time scales of several weeks. However, both
of them seem to perform poorly when confronted with the
sparsely sampled light curves, as no clear pattern emerges
regarding the anomalies found for the sparse data set. A
connected island of points is visibly separated from the rest
of the light curves in the sparse embedding (centered on co-
ordinates (4, -10) in bottom left panel of Figure 17). When
inspected, these light curves showed an upward trend, as
shown in Figure 20. This demonstrates again that methods
designed or commonly used for anomaly detection and clus-
tering are also powerful techniques to reveal pre-processing
mistakes or omissions (see subsection 3.3 and also Kim et al.
2009) Interestingly, the optimal way to isolate these points
is the t-SNEsparse embedding, as the island is not obvi-
ously visible in any of the other embeddings generated with
manifold-learning methods (Figure 17 and Figure 18)
The proximity-based scores for the t-SNE and UMAP
methods do not appear to be optimal in identifying bona
fide anomalies such as Boyajian’s star, since the associated
anomaly score is not high for Boyajian’s stars using these
methods. Boyajian’s star also does not stick out in the t-
SNE and UMAP embeddings (Figure 17, Figure 18, Fig-
ure 21, and Figure 22). This is likely due to the fact that, as
pointed out in the introduction, in a sufficiently large feature
space, any proximity based measure of similarity becomes
meaningless. While dimensionality reduction is expected to
partially reduce this problem by ignoring features that are
less relevant, this appears to be insufficient to identify the
properties that make of Boyajian’s star an anomalous object,
at least if only the distance-based scores are considered.
But this is not the end of the story for t-SNE and
UMAP. The features resulting from the projection of the
light curves into a 2D feature space using t-SNE and UMAP
provide significant insight regarding the frequency and am-
plitude properties of the light curves, as can be demonstrated
by confronting them with the URF weirdness scores. In Fig-
ure 22 we show again the 2D space of t-SNE and UMAP
features for the sparse light curves, but this time color-coded
by the independently determined URF weirdness scores. We
observe a very clear correlation between where a light curve
lives in the 2D embeddings and how anomalous it is accord-
ing to the URF method.
Of relevance is the fact that, although there is a clear
gradient in weirdness score as we move between different
sectors of the t-SNE and UMAP embeddings, there are also
isolated light curves with high weirdness scores (black points
in Figure 21 and Figure 22) that live in regions of the fea-
tures space with a lower density of anomalous objects. This
is the case for Boyajian’s star. This last point is of particular
importance, because we have established in the analysis of
URF results (subsubsection 4.1.1) that, whereas Boyajian’s
star belongs to the population of anomalies, it has very par-
ticular features that are unlike any other light curve in the
data set.
The fact that Boyajian’s star’s t-SNE and UMAP fea-
ture values do not correlate with the URF weirdness as in
the case of the large majority of the other URF anomalies
indicates that the additional information that we need to
identify it as a unique anomaly comes from combining its
high URF weirdness score with the features derived from
the t-SNE and UMAP embeddings. The strongest candi-
dates to being Boyajian’s star analogs are therefore those
objects that not only have similarly high URF scores, but
that also have similar t-SNE and UMAP features. This is of
course not unique for Boyajian’s star. Given any anomalous
light curve of interest, we can find any of its analogs (if they
exist), by performing a similar search.
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Figure 21. The combined features of t-SNE (left) and UMAP (right) methods, color-coded by the URF weirdness score for dense light
curves. The location of Boyajian’s star in indicated by the cross mark.
Figure 22. The combined features of t-SNE (left) and UMAP (right) methods, color-coded by the URF weirdness score for sparse light
curves. The location of Boyajian’s star in indicated by the cross mark.
In Figure 23 we show the closest analogs to Boyajian’s
star according to this combined approach, when the sparse
light curves are used. We observe that light curves in this
group have average amplitude (∼0.5% deviations from the
mean), and irregular amplitude variations that have charac-
teristic timescales similar to Boyajian’s dips. In this small
size sample, no other light curve behaves exactly like Boya-
jian’s star, with the dips reaching down to 80% of the mean
flux, but if such even closer analog would exist, we would be
able to detect it using this method.
The isolated nature of Boyajian’s star when considering
a combination of URF scores and embedded features is less
evident when the dense light curves are considered. This is
mostly a visualization limitation, as objects distribute un a
much more tight, or compact cluster in the 2D embeddings
of the dense light curves (Figure 21). Yet, it is possible to
obtain rich information about the properties of light curves
using the dense data set and it is also possible to isolate
anomalous light curves that share similar properties.
In Figure 24 we show a 3D visualization of the anoma-
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Figure 23. The light curves of four anomalous objects (orange
lines) that a) have sparse URF weirdness larger than 0.95 and b)
are close to Boyajian’s star (black line) in the 2D UMAP embed-
ding for sparse light curves. For reference, we also show the light
curve of a normal, flat, noise dominated light curve (grey line).
We adjust the range of relative fluxes to make the variations more
visible.
lous dense light curves (URF weirdness score larger than
0.93), using two embedded features from t-SNE and one
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Figure 24. Left: A 3-dimensional visualization of the anomalous dense light curves in the feature space of t-SNE and UMAP. The gray
points correspond to the main cluster of outliers, all with weirdness scores higher than 0.93. The colored symbols represent three groups
of outliers from this cluster. Right: Example light curves from the three colored subsets in the left-hand visualization. The upper panel
corresponds to red squares, the middle panel corresponds to diamonds, and the bottom panel corresponds to triangles. A 3D visualization
is available at http://bit.ly/kepleranomalies_3Dspace.
from UMAP, and a viewing angle that shows most of them
aligning along a single curved line. We have color-coded
three different groups of anomalies with respect to this main
cluster, and plotted example light curves from each group.
We note that depending on where these anomalies are lo-
cated with respect to the bulk of the objects, they can be
either extremely slow, high amplitude variables (red group),
moderate amplitude, semi-periodic oscillators (blue group),
or extremely fast and extremely high amplitude periodic os-
cillators (green group). Such clustering of the light curves
into different groups is enabled by adopting our combined
approach.
5 DISCUSSION AND CONCLUSIONS
5.1 The nature of anomalous light curves
Anomaly detection in time domain astronomy enables the
discovery of unique light curves that force us to ask new
questions and to formulate new hypotheses. One example of
such an anomalous object is that of Boyajian’s star, which
has become a gold standard in the search for anomalous
light curves. Yet, the very concept of what an anomalous
light curve is lacks a coherent empirical definition, since the
anomalous nature of a light curve depends on the features
used to characterize it and the method employed to isolate
it. We propose a definition of anomaly not in terms of the
projected Euclidean distance between data set objects in a
given feature space, but in terms of statistical sampling: an
anomaly is an object that is more likely to have been drawn
from a different distribution with respect to the bulk of the
objects in the multi-dimensional space of the features. We
further show that combining methods to detect anomalies
Figure 25. A Hertzprung-Russell diagram for the Kepler objects
considered in this work, constructed from Gaia photometry and
estimated luminosities. The points are color-coded by the URF
weirdness score for the dense light curves.
may lead to the identification of new classes of objects, in
addition to the identification of true statistical anomalies.
We have performed a comparison of several feature en-
gineering and anomaly detection approaches in order to
provide insight into what constitutes an anomaly in time-
domain surveys, and to assess the effectiveness of different
approaches in identifying different types of anomalies. We
have used Boyajian’s star as a bona fide reference for our
study, and demonstrated that the success of different meth-
ods to identify it as anomalous depends on the particular
combination of features anomaly scores used: we employ
tree-based methods on a high-dimensional space of flux and
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power values (subsection 2.1), and manifold learning meth-
ods that decrease the dimensionality of the feature spaces
(subsection 2.2). We find that proximity-based scores such as
nearest neighbors in an Euclidean space are not well suited
for finding true anomalies in multi-dimensional time-domain
features spaces, but that a combination of low-dimensional
representations of light curves with an anomaly score based
on an ensemble forest method is promising in finding astro-
physical rarities and new classes of objects.
We have shown the effect of poor pre-processing in our
ability to find anomalous light curves. High anomaly scores
will be dominated by objects with large flux spikes, such as
spikes or bad pixels, as we have discussed in subsection 3.3.
The physical quantities that enabled the identification
of our bona fide anomaly are the time scale and the rela-
tive intensity of light curve variations. Anomalies distribute
differently in the space of spectral power and magnitude dif-
ferences (Figure 10). In terms of the frequency of the varia-
tions, Kepler anomalies have a larger fractional representa-
tion of short (a few hours) or long (months) characteristic
timescales (Figure 9).
The remarkable correlation between the location of a
light curve in the space of t-SNE and UMAP embedded 2-
dimensional features, and its URF weirdness score, derived
independently from features that represent the light curves
in terms of their characteristic frequencies and amplitudes
(Figure 22 and Figure 21) indicates that it is possible to
identify meaningful anomalies in a low dimensionality rep-
resentation of light curves. The apparent complexity of the
Kepler light curves, with a broad range of frequencies, am-
plitudes, transient behavior, and periodicity, can therefore
be represented by a handful of numbers, with anomalies
occupying specific regions in these representations. These
embedded representations correlate well with independently
determined anomaly scores derived using the URF method.
While the trends in the anomaly scores are broadly consis-
tent for the three methods, some individual anomalies as
classified by the URF are instead classified as ”normal” if
a proximity-based score of the embedded features is used.
The embedded features alone are a better diagnostic for the
anomalous nature of these objects.
As Figure 24 illustrates, anomalous light curves that
share some characteristics cluster together in specific regions
of this space. The URF weirdness score alone (or any other
anomaly score) does not allow for this type of clustering,
since light curves with similar behavior do not necessarily
neighbor each other in weirdness score, although they be-
long to the same structure in the space of embedded fea-
tures. This means that given an anomalous light curve of
interest (e.g. Boyajian’s star) it is possible to find its closest
analogs in a given data set by combining the URF weirdness
score with the embedded features. This is of paramount im-
portance for the exploration of large time survey data sets,
such as the TESS data set, or the upcoming Vera Rubin
Telescope survey.
We also note that it is possible to find a very similar set
of anomalous objects even if the light curves are sampled at a
considerably lower and sparse cadence of 10% with respect to
the original cadence, as demonstrated by Figure 11. This im-
plies that despite the sparse sampling, the low-dimensional
representations of the relevant features contain the neces-
sary information to identify these anomalies, including rela-
tively rapid oscillations. Given that ground-based time do-
main surveys cannot perform with a cadence as regular as
that of Kepler (30 minutes between data points), this re-
sult is promising for the identification of anomalies at much
sparser cadences.
5.2 Astrophysical implications
To what extent is the anomalous nature of a light curve
related to the astrophysical properties of the associated ob-
ject? Our results show that anomalous light curves can be
associated to known astrophysical processes, such as intrin-
sic stellar pulsations (Arras et al. 2006, e.g.), flaring events
(Paudel et al. 2018), or extrinsic binary eclipsing phenomena
(Prsa & Eclipsing Binary Working Group 2013; Prsˇa et al.
2016), but also to unexplained phenomena, such as the case
of Boyajian’s star. Given an identified anomaly, can we tell
to which of these two scenarios it belongs?
In order to investigate this, we have obtained Gaia
DR2 colors and derived luminosities (Gaia Collaboration
et al. 2016, 2018) for all the objects in our sample with
available Gaia measurements, and produced a Hertzprung-
Russell diagram that we have color-coded according to the
URF anomaly score. We show this diagram in Figure 25.
Our results indicate that anomalies can be either uncommon
objects of known astrophysical nature, such as members of
the instability strip (RR Lyrae stars, Cepheids, etc.), flaring
M-dwarfs, or members of the asymptotic giant branch that
show periodic oscillations of either short or long periods. In
fact, there appears to be a gradient of anomaly scores along
the giant branch, with the most anomalous objects being on
average the cooler giants.
But anomalies can also be stars that are unremark-
able based on their luminosities and temperatures alone,
and whose anomalous behavior is more likely due to extrin-
sic factors. Such is the case of eclipsing binaries, which are
fairly well understood, but also of Boyajian’s star, an object
that has required us to come up with new models in order
to explain its behavior (Boyajian et al. 2016, see for exam-
ple). These objects lie along the Main Sequence and are not
expected to show atypical intrinsic behavior.
The correlation between anomaly score, embedded low-
dimensionality features, and astrophysical properties indi-
cates a possible path toward new discoveries. In particular,
the application of a similar analysis to TESS light curves
will allow us to identify scientifically compelling light curves
for further analysis. We are currently performing this anal-
ysis on TESS data (Crake et al. in prep.). Note that this
type of analysis is not limited to light curves with regular
cadences. Our experimental setup allows us to adjust for dif-
ferences in light curve lengths, cadences, and gaps between
light curve points. Both the spectral decomposition and the
DMDT images can be produced for light curves of any length
and cadence.
In summary, we have show that, while different anomaly
detection methods do not necessarily identify the same
anomalies, a reasonable empirical and standard approach to
anomaly detection in time-domain surveys is possible. Such
approach combines dimensionality reduction with a random
forest-based anomaly detection algorithm, and greatly sim-
plifies the analysis, allowing the identification of the most
remarkable anomalies and the phenomenological reasons for
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their anomaly score. It also allows to group light curves ac-
cording to their similarity, and paves the way for an analog-
finding method that will find siblings to any light curve of
astrophysical interest. Our work is complementary to previ-
ous methods that have attempted to identify time-domain
anomalies (e.g. Giles & Walkowicz 2019) and further gener-
alizes the issue of anomaly detection in time-domain astron-
omy by putting these methods in context.
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