Abstract. Factor analysis is a statistical technique for reducing the number of factors responsible for a matrix of correlations to a smaller number of factors that may reflect underlying variables. Experiments with constraint satisfaction problems (CSPs) using factor analysis suggest that for some (perhaps many) classes of problems, there are only a few distinct principles of heuristic action. In this paper, this approach is extended to the analysis of branching rules for SAT problems, using the Davis-Putnam algorithm. Tests were carried out with fixed-clause random SAT problems as well as various kinds of structured problems. These experiments show that, just as with CSPs, there appear to be two general kinds of action that distinguish heuristics. These may be characterised as building up of contention and propagation of effects to the remaining, uninstantiated portion of the problem. This work extends and clarifies previous attempts to characterise heuristic performance in terms of fundamental principles of action.
Introduction
In spite of the many additional features that are now incorporated into modern SAT solvers, most are still essentially based on the Davis-Putnam procedure. The general operation of this procedure is that at each node in the search tree, search will choose a variable to branch on and instantiate it with one of its two possible boolean values. Should search ever return to this node, it is required to explore the corresponding subtree that results from instantiating the other value. Such a procedure requires the specification of a branching heuristic that will be used to select the variable at each node.
There are many branching rule heuristics that are applicable to the satisfiability problem. Whilst some of these are analogous to heuristics used for constraint satisfaction problems (CSPs), others are specific to satisfiability problems posed in conjunctive normal form. There are believed to be just two underlying actions or behaviours that affect CSP heuristic performance [2] (cf. [1] ), which might be generally described as building up contention to produce failure and propagating effects to parts of the problem that have not yet been incorporated into the solution ("look-back" and "look-ahead" effects). As SAT problems are a subclass of CSPs, it might reasonably be supposed that SAT heuristics might be broadly divisioned according to these two behaviours as well.
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Existing analyses of SAT variable ordering heuristics have suggested a number of hypotheses to explain their performance. One of these is the "satisfaction" hypothesis [3] , which attributes the performance of a heuristic to its ability to branch into a satisfiable subproblem. Although the satisfaction hypothesis assisted in the development of some good branching rules, the underlying assumption that it is "satisfaction" alone that leads to good performance was later discredited [4] .
An alternative hypothesis proposed by Hooker and Vinay [4] was that heuristic performance could be better explained by the amount of "simplification" engendered by a variable selection. This is in part because branching into an easily refutable subproblem quickly allows search to return to exploring a hopefully satisfiable, and simplified, subproblem.
The present work is based on a new approach to heuristic classification that considers the pattern of variation in search efficiency across problems, since similar patterns of variation must reflect similar decisions, given the same basic algorithm. In this work, these patterns are analysed using the well-known statistical technique of factor analysis. This approach allows one to cluster similar measures into "factors", while also insuring that a maximum amount of the variance is accounted for by the smallest number of factors. By using the latter criterion, factor analysis can often extract orderly relations that are not always obvious in the original correlations, and seems to give results that are superior to simpler techniques for clustering.
In the present domain (and in the related domain of CSPs) this approach seems to offer a means of classifying heuristics (branching rules) that is not obvious and which sometimes contradicts expectations based on the similarity of features used by different rules. Perhaps the most significant result is that branching rules can be categorised in terms of their relations to a relatively small number of factors. This, in turn, suggests that there are only a small number of underlying factors that differentiate heuristic action, at least for some classes of SAT problems.
Section 2 gives a brief overview of factor analysis. Section 3 describes the methods used in these studies including problem types and branching rules. Section 4 gives results for basic performance under different heuristics as well as the basic factor analysis for random SAT problems with fixed clause lengths. Section 5 describes further experiments designed to elucidate the nature of the factors uncovered by this type of analysis. Section 6 summarises the basic conclusions.
Background: Factor Analysis
The basic intuition behind factor analysis is that, given a set of measures each of which varies across individuals, there may be a much smaller set of factors common to these measures that can account for much of the variation observed. For this intuition to be useful, we must have a means of deriving these factors from the original set of measurements.
"Factor analysis" refers to a collection of methods for reducing a set of variables to a smaller set that is equivalent in the sense that the set of measurements associated with the original variables can be derived from linear combinations of the new variables. This allows the investigator to reinterpret the original measurements in terms of a smaller set of possibly more basic variables. Since the formal basis for this procedure and the mechanics itself are fairly complex, only a brief outline can be given here. For details on these procedures see [5] [6] [7] .
The basic factor analysis model can be written as a set of linear relations of the form (taken from [6] ):
for the th measure, or for the th individual on the th measure, where the are common factors, i.e. factors that are common to some of the original measures, and is a unique factor associated with measure . Usually . The coefficients are often referred to as "loadings". The square of the coefficient of is referred to as the uniqueness, because this is the portion of the variance unique to measure , and the coefficient itself is called the unique factor loading.
Factor analysis is based on correlation coefficients and, thus, on measures of variance and covariance. The formula for the correlation coefficient can be written:
In this case, the product of the standard deviations of variates and has been factored out of the summation, leaving the formula for covariance. Since the former is the product of the average deviation from the mean for each variate, the latter can only equal it when the deviations of and are of equal magnitude and all are either in the same direction (all positive or all negative products). The coefficient is, therefore, a kind of normalized covariance. It can be interpreted as indicating the accuracy of prediction of variable , given (or vice versa), or the reduction in variance of variable when the value of variable is known [8] . In the present context, the correlation between two measurements determines the extent to which they are loaded on the same factor [5] .
The process begins with a matrix of correlations, derived from a sample of values for each variable. In the current study, correlations between heuristics are based on runs on different instances of each problem class. Then, a factor extraction process is applied, which extracts a set of uncorrelated factors which together account for a maximal amount of the variance in the original matrix. In this case, the above are equal to the correlation coefficient between and [6] . There are many methods of factor extraction. Here, the maximum likelihood method was used, which starts from a hypothesis of common factors and determines maximumlikelihood estimates using the original correlation matrix [7] [6] . In addition, once obtained, the set of factors, which forms a basis for an -space, can be rotated according to various criteria. Here varimax rotation was used; this method tries to eliminate negative loadings while producing maximal loadings on the smallest set of measures possible.
Some readers may recognise that this technique is related to principal components analysis, which is now a well-known procedure in machine learning. Principle components analysis (PCA) as such is not identical to factor analysis, since it is essentially a method for transforming an original set of measurements into a set of factors of the same cardinality, as some authorities are at pains to point out [9] . Moreover, while the purpose of PCA is to extract factors that maximise the amount of variance accounted for, the goal of factor analysis is to approximate the original correlation matrix as closely as possible with a smaller number of factors. As a result of this difference, the linear model for PCA has factors and no term denoting variance specific to the original measure, in contrast to the model described above. (It may be noted parenthetically, however, that PCA can be used as a technique for carrying out a factor analysis, in which case only the first components are considered. In this form, it is sometimes referred to by the term "principal factors" to distinguish it from PCA [6] .)
In interpreting patterns of differences, one cannot assume that causal factors behave additively, only that patterns of variation can be derived from additive combinations. Factor analysis, therefore, can only identify common sources of variation whose interpretation requires further investigation.
In the analysis of algorithms there is no error in measurement as typically occurs in empirical science. But there may be problem-specific features and details of search that act to obscure whatever basic variables are present. Hence, the robustness of factor analysis in the face of irrelevant variation may be important in this domain as well.
Methods for Experiments with Random -SAT problems

Factor analysis
System R was used for these analyses, downloaded from http://www.r-project.org. The factanal() function was used for the factor analysis. This program uses the maximum likelihood method for finding factors [7] .
As noted in Section 2, maximum likelihood methods require the number of factors as input. Since the number of significant factors was not known beforehand, various numbers of factors were tested, first, to determine at what point factor extraction ceased to account for any significant part of the variance, second, to determine which of these factors gave strong, reliable results. The first kind of test, therefore, can be taken as setting an upper bound on the number of useful factors.
To ensure stability of results samples of at least 100 problems were used. In comparisons of samples of 100 and 500 or 1000 problems with the same characteristics, the proportion of variance accounted for by successive factors and the factor loadings were similar. To minimise effects due to the skewed character of performance distributions in this domain, logarithms of the original performance scores were used in the analyses.
Solvers
One method of evaluating the generality of experimental results in this domain is to run tests with different solvers. To this end, analyses have been made using two separate solvers, written by each of the authors independently (designated by their respective initials). Although the overall pattern of results is the same across heuristics, there were small differences in performance measures. A key difference between the solvers is that in one case (RJW), unit-clause variables are instantiated one by one, with propagation after each instantiation, while for the other (SB) all unit-clause variables are instantiated together, followed by propagation. (In both solvers, each such instantiation is counted as a search node.) The major implication of this is that, since these solvers check for contradictions before instantiating variables, the SB solver will often find these earlier, thereby generating fewer nodes. Also as a result of this difference, in the RJW solver a distinction could be made between 'simple' unit propagation (which was done in lexical order within the set of unit-clause variables) and instantiation of unit-clause variables associated with the most unit clauses. These two orderings are distinguished in the descriptions and discussions that follow. Remaining differences in performance are likely due to differences in tie-breaking. Solutions found were always checked to ensure correctness.
Problems
The first group of tests were based on fixed-length random SAT problems. 3-SAT problems were used, having 50 logical variables and 218 clauses. These were the uf50-218 and uuf50-218 problems from SATLIB. These results were confirmed by experiments on random -SAT problems generated on site using a generator written by B. Selman (mwff). For brevity, however, we will discuss only the SATLIB problems. Later tests include SAT encodings of quasi-group problems based on the encoding of [10] and SAT encodings of -coloring problems.
Heuristics and basic algorithm
For purposes of comparison, branching rules, or variable ordering heuristics, are defined more broadly than usual, to include any rule for choosing one variable rather than another. In order to maintain a degree of experimental control, the order of selecting values was constant across heuristics. This means that in some cases, the resulting heuristic differs somewhat from the original, since that latter sometimes selects literals, and secondarily variables, i.e. if a given literal-selection fails, the negation of that literal is tested (e.g. [4] ).
Ten branching rules were used in these experiments, plus an elementary version of the Davis-Putnam algorithm in which variables are simply chosen according to their lexical order. (This is the 'simple' version of DP mentioned above.) The first seven heuristics in the list below are dynamic; the last four (beginning with "lexical") are static (except for the variable selection during unit propagation). Abbreviations in parentheses are those used in the following tables:
In-most-unit-clause rule (mostun). Choose unit-clause variables in (descending) order of the number of associated unit clauses. Lexical order otherwise. In-most-shortest-clause rule (moms). Choose a variable in the largest number of shortest clauses.
Jeroslow-Wang rule with fixed value ordering (JWf). Choose a variable using the Jeroslow-Wang formula, JW(L), i.e. choose a variable associated with the literal giving the largest sum of values , where is the length of clause , summed over the clauses that contain this variable. This is a variant of the original Jeroslow-Wang rule, which was altered for the reason indicated above. Two-sided Jeroslow-Wang rule (JW2). Maximise in the same way as with the basic Jeroslow-Wang rule but over variables instead of literals. "First-order probability rule" of Hooker and Vinay (JWf1st). Maximise the sum JW(L) JW( L), an estimate of satisfaction probability [4] . Maximum forward degree (fwddg). Choose a variable according to the number of uninstantiated variables that appear in the same clauses. Maximum backward degree (bkwddg). Choose a variable according to the number of instantiated variables that appear in the same clauses. Lexical (lex). Choose a variable according to the lexical order after unit propagation. Maximum clause rule (clause). A static ordering heuristic that preorders variables by the number of clauses they appear in. Maximum variable degree rule (vardg). A static ordering heuristic that preorders variables by the number of other variables that appear in the same clauses (number of 'adjacent' variables). Maximum width rule (width). A static ordering heuristic that chooses the first variable lexically and then chooses variables according to the number of those variables that share at least one clause with a candidate variable.
In all cases, ties were broken lexically. For the RJW solver, unit-clause variables were also instantiated in lexical order. In the initial experiments value ordering was always F,T.
The RJW solver was written in Common Lisp and run using Xlisp on a Dell Work Station PWS 330 running at 1.8 GHz. The SB solver was written in C++ and executed under Cygwin on a Dell Latitude D510 running at 1.73 GHz.
The main tests were based on nodes visited during search and runtime. For a given set of problems, summary values of these measures varied in a similar manner across the different rules. In addition, both measures produced similar patterns of factor loadings. Hence, for brevity, only analyses based on search nodes are reported. Table 1 shows the average performance of each heuristic across two sets of fixed length 3-SAT problems. These are the 50-variable problems available from SATLIB, called uf50-218 and uuf50-218 (satisfiable and unsatisfiable, respectively). In comparison with results for the other forms of SAT tested here, these results are fairly homogeneous in character, although there are some clear-cut differences, such as the improvement of MOMS over the in-most-unit clause rule. Table 2 shows a correlation matrix based on nodes searched, for this set of heuristics tested with the soluble problems. The size of the coefficients varies greatly; more importantly, there are indications of clusters of heuristics with high inter-correlations, although such clustering is not clearcut. These correlations are lower in general than those found for heuristics applied to random CSPs (cf. Two factor analyses for the soluble problem set, using the data produced by each solver, are shown in Table 3 . These were derived using a two-factor model in order to compare with earlier results for CSPs [2] . (The analysis on the left is based on the correlation matrix in Table 2 .) These results serve to show that: (i) The factor structure (i.e. the pattern of loadings on the two factors) is similar for the two analyses. The major differences are related to the inclusion of the in-mostunit-clause heuristic. When this was removed and the analysis rerun with the remaining data from the RJW solver, the loading for lex on Factor 2 was 0.602 and that for width was 0.929, and bkwddg 0.974. These were the only marked changes in the factor loadings (cf. Table 3 ). Therefore, when the heuristic sets were identical, differences in the loadings were never greater than about 0.1.
Results for Fixed-Length Random SAT Problems
Basic results
The effect of removing the mostun heuristic suggests that Factor 2 is reflecting different effects in each of the two analyses shown in this table. One hypothesis, which is supported by later experiments, is that in the analysis on the left (RJW solver) this factor is more closely related to a lexical ordering of the variables than in the analysis on the right (SB solver).
(ii) There is indeed considerable similarity between these results and to the corresponding factor analysis for CSPs, especially for the analysis based on the SB solver. Heuristics that could be considered to "look ahead" tend to load on Factor 1, while those that seem to rely more on building up contention load more highly on Factor 2. (Note in particular, the results for forward degree, backward degree and width.) In this connection, it is of interest that heuristics that load heavily on the look-ahead factor tend to perform better on these problems. This is consistent with the simplification hypothesis.
(iii) At the same time, there are important differences from the CSP case. This is especially true for the JW heuristics; although tend to be associated with the "look ahead" factor, there are marked discrepancies, especially for JW1st.
In addition, for a straightforward experiment like this with CSPs, a lexical ordering does not load highly on either factor. This, however, may be explained by the observation that by interleaving unit propagation we create an ordering that is not strictly lexical. In fact, this procedure would be expected to increase the degree of contention with successive instantiations.
(iv) As with homogeneous random CSPs, there are no simple relations between average performance and loading on a particular factor. For example, forward and backward degree gave similar overall performance (Table 1) , while loading on different factors (Table 3 ). This aspect of the results will become even more apparent when we consider results for search with simplified heuristics.
Similar factor structures were found for insoluble problems. Hence, the analysis in the next section will be restricted to the soluble set. In addition, a similar pattern of loadings was found for samples of 100 drawn from this set, so it was possible to carry out further analyses, which sometimes included simplified heuristics that were relatively inefficient, using the first 100 problems from the uf50-218 set. Results like these can only occur if there are different patterns of relative efficiency for different heuristics across the same set of problems. And only if the resulting patterns of variation in performance are similar for a subset of heuristics will a pattern of high loadings on a "common factor" be present in the factor analysis.
Such differences in differences are evident when one compares performance across even small sets of problems. Table 4 shows results for four heuristics, two that load heavily on Factor 1 in Table 3 (fwddg and moms) and two that load heavily on Factor 2 (bkwddg and width), using the first four problems in the uf50-218 series. The differences are sufficiently large that one finds reversals in comparative performance between heuristics from problem to problem even when one heuristic is markedly superior overall (e.g. moms vs. width on problem #2). Table 5 shows more extensive analyes based on more complex (3-and 4-factor) models. (A 5-factor model was also tested; this gave another factor that was almost entirely due to a high loading by JWf1st. Hence, it did not give any further useful information.) This and subsequent analyses are based on data from the RJW solver and include the mostun heuristic, which, as shown below, is one reason for he apparently greater complexity than for CSP heuristics.
Determining the nature of the factors
The important findings here are that with more complex models, the backward degree heuristics separate from the simple unit-propagation algorithms (3-factor model), and the variable-degree heuristics also separate from the other "look-ahead" heuristics (4-factor model). At the same time, it is significant that the factors observed with the 2-factor model can still be recognized, and that for both sets of separated heuristics there are still moderate loadings on the factors that they were originally associated with. Table 3 .
To better understand the nature of these factors, heuristics were added that were simplified by removing unit propagation. In these cases, therefore, the basic heuristic was the sole basis for the variable ordering. The simplified heuristics were the static orderings: max clause, max var-degree, max width and a straight lexical ordering. For these heuristics, the mean number of search nodes was 814,443, 1,332,537, 456,376, and 35,521,435, respectively.
Results based on the four-factor model are shown in Table 6 . (In this case, the fivefactor model did not produce a meaningful fifth factor (all loadings were 0.3).) In the first place, the factor structure is essentially the same as for the original heuristics alone. The main difference is that the separation of the variable-degree heuristics (reflected in their loadings on Factor 4) is not as clear as in Table 5 . Secondly, the patterns of loadings for "pure" heuristic strategies are similar to the patterns for these heuristics used in combination with unit propagation. This occurs in spite of the enormous increase in search effort when unit propagation is omitted.
Of particular significance is the observation that the factor that the simple unit propagation procedures load highly on is also strongly related to a simple lexical ordering of the variables. The confirms the suggestion of the last section. This factor is, therefore, of limited interest for the study of basic heuristic actions since it reflects a specific arbitrary ordering that coincides with default selections. This type of factor can also be observed for ordinary CSPs with constant domain size when a simple lexical ordering is included in the analysis. This is because variable ordering heuristics such as minimum domain size or maximum backward degree cannot discriminate at the top of the search tree, and, therefore, make lexical choices in accordance with the tie-breaking conventions used in these studies [2] . Table 3 A final experimental strategy was employed that consisted of making lexical choices at the top of the search tree before switching to a given heuristic strategy. In this way, differences related to whether or not initial choices are made lexically are controlled. In these experiments, unit propagation was not carried out until level , although the procedure detects unit clauses that occur above this point, so the unit involved could be propagated below level . This was done to ensure that the first choices were indeed lexical regardless of the pattern of clause reduction. Table 7 gives results for =3. The first important result is the factor reduction: two factors accounted for almost 90% of the variance. In addition, all heuristics show at least moderate loadings on both factors. However, in most cases there is still a difference that is consistent with the factor structure observed in the earlier experiments. This allows us to conclude that the present factors are analogous to Factors 1 and 2 in the previous analyses.
A second observation of interest is that the heuristics that were idiosyncratic in their behaviour in the original tests are now 'well-behaved'. This indicates that vagaries in their behaviour are related to choices made at the top of the search tree. Note, in particular, that JWf1st now loads heavily on the same factor as the "look-ahead" heuristics. Table 3 Finally, it is of interest that the simple lexical ordering no longer favours one factor over the other to any marked degree. At the same time, the simple unit propagation heuristics continue to load more heavily on one factor, and as before this is the same factor favoured by the static width heuristic. (Surprisingly, the loadings for backward degree do not favour this factor; this remains to be elucidated.) This suggests that there are effects due to unit propagation that can be distinguished from those due to lexical ordering when the latter is controlled.
The results in this section allow us to conclude with some confidence that, in spite of complications and some unresolved sources of variation, there are two kinds of variation across problems that are related to strategies that "look back" and those that "look ahead". Max width and backward degree are clear examples of the first kind of strategy, while forward degree is an example of the second. There is, therefore, a fundamental similarity to the situation that obtains with variable ordering heuristics for CSPs.
Thus, the pattern of high loadings that involves the the max-width ordering (and, possibly, the unit-clause rule once the effects of lexical ordering are reduced) resembles the pattern for a factor found with random CSPs that was tentatively interpreted as a "contention" factor. The loadings associated with the other common factor are for branching rules that involve greater or fewer numbers of clauses and, therefore, resembles the other factor found with random CSPs, that has been interpreted as a degreebased, extent-of-propagation factor [2] . In particular, the max-clause and var-degree heuristics are very similar to the static degree heuristic used with CSPs.
One nonobvious result in this analysis can now be noted. This is that MOMS is highly correlated with the degree/propagation factor, although superficially it appears to be a kind of contention (look-back) strategy in that it is an extended form of the in-mostunit-clause heuristic. Apparently, the extension to clauses that are not automatically eliminated at the stage of search where a given variable selection changes the nature of the heuristic's action and leads to a pattern of variation that is distinct from heuristics that are more strictly contention-based. Given the present state of knowledge about heuristics, it would, therefore, be impossible to characterise the action of this heuristic correctly without the information given by the factor analysis. This shows that this approach can provide information that is critical for the development of a systematic analysis of heuristic action.
Conclusions
Taken together, these results confirm the conclusions from earlier analyses of CSP heuristics: that there are two basic forms of heuristic action, which can be termed contention and propagation-of-effects, and that heuristics can be divided into two basic classes depending on whether they are more strongly associated with one type of action of the other. These results also indicate that problems differ in their susceptability to one or the other kind of heuristic action.
How do the two kinds of action identified by factor analysis relate to earlier hypotheses concerning the effects of branching rules? Firstly, it appears that the propagationof-effects action is essentially the same as the simplification effect proposed by Hooker and Vinay. On the other hand, although the satisfaction hypothesis can be partly subsumed by the simplification hypothesis, it is not clear that the latter entirely supersedes it. In fact, the evidence from CSP heuristics suggests that this is an orthogonal concept that is associated with either form of heuristic action. (It appears to be related to the recently proposed idea of "promise" [?] .
The present results show that neither of the earlier hypotheses is sufficient to account for all the variability in performance due to branching rules. In the first place, the evidence clearly indicates that there is a second major factor that can be distinguished from propagation-of-effects and, therefore, from simplification. In the second place, there appear to be other significant sources of variation associated with choices near the top of the search tree, which are as yet unspecified. Thirdly, there are distinctions among the heuristics belonging to a particular class, which give rise to subcategories of heuristics (e.g. the variable-degree heuristics versus others of the look-ahead type).
The results also show that rules which might be expected to behave similarly in this regard (e.g. in-most-unit-clause and in-most-shortest clause rules) do not always do so. This suggests that there is no straightforward mapping between the problem features used by these rules and the underlying causes of variation that distinguish branching rule behaviour.
As noted earlier, similar analyses have been carried out with other kinds of SAT problem. In this work, it was found that for SAT encodings of quasigroup problems, the results were quite similar to those presented here, despite the marked differences in problem structure. On the other hand, for SAT encodings of colouring problems (direct, support, and log encodings), the factor structure was different from that found for random 3-SAT problems; in addition, certain heuristics sometimes showed pathological behaviour that was related to the pattern of loadings. At the same time, the patterns of loadings observed for random SAT were still discernible. This suggests that complications of this sort may override but do not annul the fundamental types of heuristic action demonstrated by the present analysis. In fact, it can be conjectured that the forms of action that we have demonstrated in problems with relatively homogeneous structure are also responsible for performance differences in structured problems, but that the patterns of variation become more idiosyncratic due to interactions between features of heuristics and distinctive aspects of problem structure.
