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Recovery of object shape is important for 3D object recognition and automatic 
model bui lding of 3D objects. In this thesis, we focused on shape recovery using 
physics based methods: shape from reflection. We made extensive investigations 
on several techniques of shape recovery from reflection and obtained significant 
results. We started by discussing a camera model in color vision, which is 
essential experiments using real images. Then we describe one of our main 
theoretical contributions: extended light source models. The tradit ional models 
of assuming a point source at a great distance from objects are not practical and 
were replaced by practical l ight source models developed in the thesis. 
Taking advantage of the concept of active vision, we proposed two new meth-
ods to determine the surface shape of an object by specular reflection from a 
sequence of images acquired by a black and white camera at different locations 
wi th a fixed light source. The shape of the whole observable part can thus be 
estimated. 
Color image sequences can provide more robust estimation of the object 
shape. We modified the method of Sato and Ikeuchi[121] for recovering the 
surface normals for 3D surface patches in a 2D plane from a sequence of color 
images by using our spherical light source model. This new method is more 
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flexible and practical than the original method. We made a significant contr i-
but ion by further extension to this method such that true 3D normals can be 
recovered f rom two sequences of images in different l ight source moving planes. 
The surface patches are not restricted to the l ight source moving plane as in 
the method of Sato and Ikeuchi. A genetic algor i thm was used to compute the 
3D surface normals and a simple cal ibrat ion is introduced to make our methods 
applicable to large objects. 
Next, we proposed a new method of recovering the surface shape f rom a 
single color image for an object w i t h the hybr id surface. In our approach, a new 
reflectance map for a non-Lambert ian surface was developed under a spherical 
l ight source. Shape was then estimated by a shape f rom shading technique. The 
color of the l ight source was assumed different f rom that of the object: a m i ld 
restr ict ion which can be satisfied most of the t ime. Our method was verified by 
both real and simulated experiments. 
We derived an explicit equation for shape from shading using a planar rect-
angular l ight source for objects w i th Lambert ian surface. This was verified by 
simulated experiments w i th objects modeled using raytracing techniques. Fur-
thermore, we developed a new method to recover surface shape f rom one image 
under mult ip le planar rectangular l ight sources. The corresponding reflectance 
map for a Lambert ian surface was derived and the object shape was then esti-
mated using a shape-from-shading technique. The positions and the sizes of the 
l ight sources were assumed known in this approach. 
Finally, we developed a method for recovering the shape of an object f rom 
a practical environment where the sizes and locations of the l ight sources were 
unknown a priori. We proposed a neural network based method to recover the 
XV 
Lambert ian surface shape from one image grabbed in an unknown environment. 
The environment and the l ighting conditions were learned by the neural network 
using a calibration sphere w i th known diameter. This method is not only suitable 
for different shape objects, but also suitable for different color objects w i th 
different reflectance. The efficiency of the method was verified by examples 
of synthetic images generated by a raytracing technique. Comments on the 
results of our project were given. Some discussions on future research were also 
presented. 
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Shape recovery is a classic topic for object recognition. There are many tech-
niques of shape f rom images(shape f rom X ) which have been developed in the 
past twenty years, for example, shape recovery from specular reEection[l, 27, 54, 
119, 122, 131，132，140, 154], shape from shading[29, 59, 62, 66, 73, 74, 75, 76, 
112, 113, 127, 146, 154], shape from photometric stereo[6b, 141, 159, 162], shape 
from stereo[bS, 59, 149], shape from motion[24, 70, 128], shape from focus[32, 47, 
101, 126], shape from texture[8, 22, 23, 93, 152], shape from contour[17, 48, 79, 
144, 150, 164], shape recovery from coior[25, 77, 102, 121, 123], shape recovery 
from shadows[72, 124] and shape recovery from interreHection[37, 80, 104, 102. 
These techniques can be classified into the t radi t ional shape recovery techniques 
and the physics-based shape recovery techniques. The t radi t ional shape recovery 
techniques include shape from stereo, shape from motion, shape from texture 
and contour. Shape from stereo uses the image disparity information to infer 
depth of the object f rom two or more images taken by two or more cameras. 
Absolute depth can be obtained from this method. However, the insensitivity 
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to small disparities and the "correspondence problem" w i t h large ones make the 
method less attractive. Kanade proposed a mul t ip le base-line method t r y ing 
to overcome these problems w i th some successes [97]. Mo t ion flow has been 
studied in shape recovery as a cue for depth. Like the method of shape f rom 
stereo, the process is quite insensitive wi thout large disparities. However, w i t h 
large displacements, there is a "correspondence problem" again. In shape f rom 
focus, several images w i th different focus conditions are obtained by changing 
the parameters(or the lens setting) of a given optical system at first. Then, 
by comparison of the blur conditions around a point on the different images, 
the posit ion of the point on the object surface can be inferred under certain 
constraints or prior knowledge of the blur condition. However, the point spread 
funct ion(PSF) cannot uniquely be determined by focal gradient or off-focus con-
ditions. The physics-based shape recovery techniques, such as shape from shad-
ing, shape from photometric stereo, shape recovery from color, shape recovery 
from interreBection, and shape recovery from specular reHection, make use of a 
reflection model to aid the shape recovery. In fact, the image intensity is de-
termined by the laws of optics through the processes of i l luminat ion, reflection, 
and image formation. Compared w i th the t radi t ional shape recovery techniques, 
the physics-based shape recovery techniques are more powerful. This is because 
a reflection model can provide more information than the t radi t ional geometric 
analysis for extracting 3D shape from 2D images. The physics-based shape re-
covery techniques w i l l become more important in machine vision research. By 
the way, one of the best papers at ICCV'95(F i f th International Conference on 
Computer Vision) uses the technique of shape-from-shading w i th interreflection 
under proximal l ight source to reconstruct the 3D shape of unfolded book surface 
2 
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f rom a scanner image[147 . 
Recently, neural network as a universal method has been applied in many 
fields[2, 3, 6, 10，33, 34]. There are many researchers who use neural networks 
on computer vision and pattern recognition[63, 64, 84, 85, 100, 1.07, 163]. Lehky 
and Sejnowski[92] are the first to use the neural network in shape-from-shading. 
Wei et ai.[148] also used the neural network as a general parameterization tool 
to solve the part ial differential equation in shape from shading. These method 
assumed orthographic projection, Lambertian surfaces and a point l ight source 
in a great distance from object. Iwahori et ai.[67, 68] recovered specular surface 
shapes and analyzed the principal components by photometric stereo based on 
neural networks. Their work indicates that the neural network is a useful tool 
for shape recovery. 
In this thesis, we wi l l particularly address the physics-based shape recovery 
techniques. 
1.1 Physics-Based Shape Recovery Techniques 
Generally, a surface reflection can be classified as one of the follows: diffuse, 
specular, and hybrid reflections. Fig. 1.1 shows three reflection components of 
a surface in relation to the source angle for a fixed viewing direction. Diffuse 
surfaces have a matte appearance such that the brightness of a point on the 
surface depends strongly on the position of the light source and weakly on the 
position of the observer. The highlights of the specular surface depend strongly 
on the position of the light source as well as on the position of the observer. For 
the "ideal" specular surface, such as a perfect mirror, all of the incident light 
3 
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source 
\ ' / n specular direction 
- z ' \ I 7 
\ ^ ^ / y ^ ^ specular spike 
diffuse lobe ——y^C^T^Cl>^""— specular lobe 
reflecting surface 
Figure 1.1: Three reflection components of surface 
is reflected in the specular direction. Light reflected f rom the hybr id surfaces is 
concentrated in a narrow angular range around the specular direction. Generally, 
the hybr id reflection component can be considered as a combination of the diffuse 
and specular reflection components. The different techniques of shape recovery 
deal w i t h the different reflection components. For example, shape recovery from 
specular reBection uses the specular component to recover the surface shape, 
shape from shading and shape from photometric stereo generally recover the 
surface shape f rom the diffuse component. 
I n computer vision, specular reflection represents both a problem and an op-
portuni ty. I t is a problem because i t disrupts processes such as edge-detection 
and stereo-scopic matching. I t is an opportuni ty because highlights or specu-
larities are cues for surface geometry. The shape from specular reflection gener-
ally use the geometric information of the reflection directly. Several techniques 
have been developed for finding highlight regions of strong specular reflection 
in images[43, 54, 65, 5, 111, 130，166]. These techniques are often based on the 
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brightness of highlights [43] or on the color shifts [78]. Once highlight regions 
have been located, they provide significant information about the scene. Since 
there is a precise geometric relationship between local surface normal, source 
position, and viewer position at a specular highlight, these regions constrain the 
local surface orientation and shape as well as the source direction. For smooth 
metal surfaces that are common in many inspection applications, specular high-
light is often the only prominent feature. For other materials, such as plastics, 
specular reflection effects are often measurable in images, and can be used to 
infer properties of the scene. A l l these methods recover the local shape of an 
object from the highlights. 
Shape from shading(SFS) is to recover the surface shape of an object based 
on a single intensity image, which was originally formulated by Horn[59]. Shape 
from photometric stereo(SFPS) was proposed by Woodham as a method to 
determine surface orientation locally using multiple images of an object surface 
acquired from a single viewpoint under different point light source positions. 
Generally, SFS and SFPS techniques are based on a point light source at infinite 
distance. 
For the shape from shading technique, the assumption of a smooth surface 
is necessary to provide a constraint to compute the surface normals iteratively 
using the boundary conditions of the occluding boundaries. Also, the light 
source must be a point source at a distance from the object surface. These 
assumptions are only approximately true most of the time. As a result, the errors 
of estimating the needle diagrams are larger than expected in many applications. 
5 
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The photometric stereo technique [162] uses two or more images w i th corre-
sponding point l ight source in different positions to overcome the above prob-
lems. A unique solution can usually be obtained without iterative computation. 
Al though this method is more accurate and robust than the shape from shading 
techniques, its accuracy is also seriously affected by the assumptions of parallel 
rays from the light sources and Lambertian surfaces. 
Compared wi th shape from shading, shape from photometric stereo is a more 
accurate method wi th less assumptions. In this approach, different reflectance 
maps are derived for corresponding light sources at different locations. The 
light sources are il luminated, one at a time, and a corresponding image is taken. 
A t each light source location, one constraint equation of intensity can be ob-
tained from each image and the corresponding reflectance map. Very often, two 
constraint equations wi l l yield a unique solution. Sometimes, three constraint 
equations are required for the purpose. Addit ional constraints may be used to 
give more robust estimations on the surface. 
Shape from shading and photometric stereo methods are very sensitive to 
the experimental environment and are known to be inaccurate in many cases 
where the assumptions of a Lambertian surface and a distant point light source 
are not strictly true. 
To sum up, shape from shading needs a single image only. However, i t is 
not as robust as photometric stereo and only suitable for fairly diffuse reflec-
tion. Shape recovery from specular reflection is more direct analysis for specular 
surfaces. 
Recently, the color information has been used to recover surface shape[25, 
77, 102, 121, 123]. In [25], color images are used to recover surface shape by 
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shape from photometric stereo method and the results show that the photomet-
ric stereo method are more robust for color images. The dichromatic reflection 
model introduced by Shafer[123] is the first realistic color reflection model in ma-
chine vision. This model can be applied to reflection of inhomogeheous dielectric 
materials. I t states that the radiance L of the light reflected by an object is the 
sum of the radiance L i reflected at the interface and the radiance L& of the light 
scattered from the body of the material. Based on this model, a large amount of 
important related work have been developed. Klinker et aL demonstrated that 
the cluster of image pixels actually forms a 'T ' shape instead of a parallelogram 
in the color space. The body-reflection component and the specular-reflection 
component can be separated by clustering a scatterplot of the image in the RGB 
color space. In [121], Sato et aL used the temporal-color space whose axes are 
the three color axes R(red), G(green), B(blue) and one temporal axis(the light 
source positions) to recover surface shape from one color image sequence. Con-
ceptually, the two reflection components of the dichromatic reflection model, 
the specular and the body reflection components, form two subspaces in the 
temporal-color space. Specular and diffuse reflections are separated and used 
individually to recover the surface shape. A large diffuse spherical lampshade 
wi th a diameter of 20 inches is used to provide the required extended lighting. 
A point light source is moved in steps around and outside the diffuser in its 
equatorial plane to provide lighting for the image at each step. However the 
target object must be small and located at the center of this lampshade. An-
other problem of this method is that only the surface normals in the light source 
moving plane can be obtained. Though i t is obviously inconvenient and not 
practical, yet i t pioneers a method of shape recovery using color information. 
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In real world, each surface also receives light that is reflected off other objects. 
This phenomenon is called interreEection. In order to carry out accurate analysis 
of images, some researchers t ry to recognize and account for interreflection. 
Because the interreflection is often too complex, only some analyses of simple 
cases had been presented[37, 80, 104 • 
In the context ofphysics-based vision, there is in fact a compelling motivation 
to study polarization for vision — polarization affords a more general physical de-
scription of light than does intensity, and can therefore provide a richer set of de-
scriptive physical constraints for the interpretation of the image. For the polar-
ization state of specularly reflected light, the magnitude of the polarization com-
ponent perpendicular to the specular plane is larger than the magnitude for the 
polarization component parallel to the specular plane[82, 99, 160, 158, 155, 157 . 
The advantage of using a polarization-based shape recovery method from spec-
ular reflection is that the knowledge of the incident orientation of specularly re-
flecting rays are never required to be known. Furthermore, for object points wi th 
diffuse and specular reflection, the polarization-based shape recovery method 
can determine surface orientation constraints independent of the nature of the 
diffuse reflection intensity function(i.e., i t is irrelevant whether the diffuse com-
ponent is Lambertian or not). A disadvantage of using a polarization-based 
shape recovery method is the requirement of a significant specular component 
of reflection at each object point at which a surface normal is to be derived. 
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1.2 Proposed Approaches to Shape Recovery 
in this Thesis 
Fig. 1.2 show the shape recovery methods which were proposed in this thesis. 
Each method of shape recovery has its strong points and drawbacks. The choice 
of a method should depend on the job requirements, the classes of objects and 
environments. Shape from specular reflection only provide the local shape of the 
surface. Shape from shading and photometric stereo are suitable for Lambertian 
surface under a point light source at a great distance from objects. The method 
of shape recovery from a sequence of color images by Sato k Ikeuchi[121] only 
recovers a ‘2D，surface shape by a very inconvenient l ighting system. In this the-
sis, we aim at developing several shape recovery techniques which can be applied 
under general laboratory or factory conditions. We t ry to lay the foundation for 
the development of shape recovery in unknown environments too. In most of the 
physics-based methods of shape recovery, the assumption of a point light source 
at a great distance from objects is not practical in many cases and is one of the 
main sources of errors. To tackle this problem, we has developed several more 
practical extended light source models and derived the new intensity equations 
and the reflectance maps corresponding to the new light source models. We also 
take the hints from the concept of active vision to recover surface shape from 
specular reflection using a sequence of images grabbed by a camera in different 
positions. In shape from color images, we make use of the dichromatic reflection 
model to separate the diffuse and specular reflection components. We develop 
not only a genetics-based method to recover surface shape from sequences of 
images, but also a shape recovery technique for non-Lambertian surface from 
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one color image. Finally, an approach based on neural networks is proposed to 
tackle the problem of shape recover in unknown environments. A more detailed 
description of our approaches wi l l be introduced as follows. 
Generally, the shape from specular reflection means the use ofspecular reflec-
t ion to recover surface shape. Because the specular reflection can only provides 
the local surface geometry, we attempt to use the concept of active vision to 
eliminate this l imitat ion. I t is known that the specular highlights across a sur-
face wi l l move as the camera moves. I f the relationship between the highlights 
and the camera position is known, the shape of the whole observable object can 
be recovered from a sequence of images taken by a moving camera. Two new 
methods are proposed to determine the surface shape of an object by specular 
reflection. In both cases, image sequences covering the observable part of a 3D 
object are acquired by a camera at different locations wi th a fixed light source, 
and perspective projection is used instead of the orthographic projection so that 
there is l i t t le restriction on the distance of the camera from the object. 
In shape recovery from color images, we improve the method of Sato and 
Ikeuchi [121] by using a spherical extended light source instead of their incon-
venient setup. In our method, a sphere diffuser encloses the point light source 
which is moved to different specified locations by a robot arm. We also propose a 
calibration method so that the surface shapes of larger objects can be recovered 
well. Up t i l l now, only the surface normals corresponding to the pixels in the 
light source plane can be estimated unless the object is very small. Off-the-plane 
component of a normal is ignored and the directions of all normals are assumed 
to be in the moving plane of the light source. In order to recover the surface 
normals not in the light source plane, we develop a novel method for recovering 
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3D surface shape from two sequences of images. Like [121], we separate the 
specular reflection and the body reflection from the hybrid reflection. Then, we 
derive the relationship between the spherical l ight source and the surface normal 
of a point on a Lambertian surface. Based on this model, we canget the unique 
solution of the 3D surface normals by a genetic algorithm. 
Although we can obtain accurate shapes from the color image sequences, 
we have to grab many images for recovering the shape of one object. One of 
the advantages of shape from shading technique is that the surface shape can 
be recovered from a single image. In this thesis, for eliminating the l imitations 
of the conventional shape from shading methods, we develop a spherical l ight 
source model. This light source is more practical than the distant point l ight 
source generally used in SFS. A new reflectance map for a non-Lambertian 
surface is proposed so that surface shape can be inferred using the shape-from-
shading technique. We propose to use the color information to segment the 
hybrid areas from the Lambertian areas in an image. This approach allow us 
to recover surface shape from Lambertian as well as non-Lambertian surfaces. 
Furthermore, we derive the photometric function of a planar rectangular light 
source. The corresponding reflectance map under multiple extended light sources 
are also described. I t is a more practical light source model for Lambertian 
surface because in many lighting environments, for example in our laboratory, 
the light sources are a set of rectangular planes. I f the light sources positions 
and sizes are known a priori, the surface shape can be recovered by the shape 
from shading technique using our multiple extended light sources model. 
Sometimes, i t is difficult to know the light source parameters a priori. For re-
covering the surface shape of an object from unknown environments, we propose 
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a neural network based method to recover the Lambertian surface shape from 
one image by learning the mapping between the image intensity and the cor-
responding surface normals in unknown lighting conditions and environments. 
Unlike other methods[92, 148] for estimating the surface of an bbject, we use 
a multilayer forward neural network to estimate the parameters of the light 
sources. Any information about the environment need not to be known a pr i -
ori. A sphere object is used as a calibration object for learning input /output 
relationship in a three or four layered neural network by the backpropagation 
algorithm. The intensity constraint is used explicitly. The smoothness con-
straint and the boundary constraint are used implici t ly so the obtained surface 
is smooth automatically. A cost function is minimized wi th respect to the net-
work weights. This method is also suitable for objects wi th different color and 
different reflectance materials. 
1.3 Thesis Outline 
In this thesis, Chapter 1 is the introduction. Chapter 2 introduces the camera 
model in color vision. Chapter 3 gives several extended light source models. 
Chapter 4 presents two methods for shape recovery from specular reflection. 
The techniques for separating the diffuse and the specular components and for 
recovering the surface shape from one sequence of color images are described in 
Chapter 5. The genetics-based method for 3D shape recovery from two color 
image sequences are introduced in Chapter 6. Chapter 7 describes our novel 
shape from shading method for Non-Lambertian surface from one color image. 
The method of shape recovery for Lambertian surface under multiple rectangular 
13 
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l ight sources are presented in Chapter 8. The descriptions of shape recovery in an 
unknown light environment by neural networks are given in Chapter 9. Chapter 
10 is the summary and conclusions. 
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Camera Model in Color Vision 
2.1 Introduction 
Physics-based vision is concerned w i th the physical relationship between an 
imaging sensor and the external world. The physical phenomenon that me-
diates this relationship is l ight. Therefore, we must be aware of two types of 
physical models: ReEection models and Sensor models. 
Reflection models are the models about the interaction of l ight w i t h mater ial 
objects through the physical processes of reflection and transmit ion. Sensor 
models are the models about the formation of sensor pixel intensities f rom the 
interaction of reflected l ight w i th lens optics and photo-optical electronics. In 
this chapter, we discuss the color camera model. The reflection models w i l l be 
discussed in the next chapter. 
In most work of computer vision, the camera must be calibrated at first. We 
separate the camera calibration into geometry calibration and color calibration. 
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Geometry calibration means to calculate the intrinsic and extrinsic of the cam-
era. I t is based on an intrinsic model of an ideal monochrome camera. The ideal 
camera has a pinhole aperture instead of a lens, and thus obeys perspective pro-
jection laws without distortion. There are many papers[12, 56, 143] discussing 
this part. Here, we deal w i th the color calibration mainly. Generally, we as-
sume that the model of a color image formed from light entering a camera is 
ideal. How can we get the color image? The first method is to use color camera 
directly. The second method is to use black and white camera to take three pic-
tures w i th a red filter, then a green filter, and then a blue filter. Unfortunately, 
the camera is not ideal in fact. Relying on these idealizations can cause seri-
ous errors in the performance of an algorithm, especial for shape from shading 
and photometric stereo methods because they depend on the intensity of image 
directly. These problems are of two types: l imitations of monochrome imaging 
that have a more devastating impact on color image quality, and problems that 
are unique to color imaging. The limitations of monochrome imaging that are 
exacerbated in color include non-linearity, clipping, and blooming of the pixel 
values. Since color imaging is based on several such measurements wi th different 
color filters, i f the pixel values are nonlinearly related to these measurements, 
then the ratios of the color pixel values to each other may not be the same as 
the ratios of the raw measurements. Clipping and blooming of the pixel val-
ues wi l l happen when the sensor becomes saturated. This is also a problem in 
monochrome imaging, but is more serious in color imaging because each of the 
three measurements may saturate independently. The problems unique to color 
imaging include color imbalance and chromatic aberration. Spectral sensitivity 
l imitations of the monochrome camera cause color imbalance and the influence 
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of infrared energy on the color image data. The chromatic aberration of lenses 
can cause the color bands to be slightly mis-focused and/or mis-registered. 
2.2 Spectral Linearization 
In color vision, many algorithms are based upon the physics of reflection and 
assume a linear response. For example, shape from shading attempts to recover 
the orientation of a surface based on the perceived brightness of that surface. 
This comes from a physics-based model that relates the amount of light entering 
the camera to the i l lumination, object reflectance, and object orientation. The 
value measured by a camera is directly proportional to the amount of l ight enter-
ing the camera. The shape from shading algorithm wi l l have serious problems i f 
this assumption is used wi th a non-linear camera. In fact, many cameras do not 
have such a linear response. They are designed to be used in conjunction wi th 
video display devices which typically have a non-linear response. The perceived 
brightness B of the output of such a display is usually given as [77]: 
B 二 a V " (2.1) 
where V is the input voltage to the device, a and 7 are typically related to the 
brightness and contrast knobs on the display. We call this 7-c0rrecti0n. 
In our experiments, we use a Macbeth Colorchecker(Fig. 2.1) which has six 
gray squares wi th varying intensities to measure the responsivity of a camera 
relative to the incident light. The reflectance of grey square is nearly constant 
for visible wavelengths of light. When the values measured by the camera for 
these gray squares are plotted against percentage reflectance, they should form a 
straight line, assuming that the chart is evenly illuminated. I f they do not form 
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a straight line, then the camera has a nonlinear response, and the 7-c0rrecti0n 
factor may be estimated by using a semi-log plot. We calculate i t by using an 
interpolated cubic spline. Of course, we have to turn off 7-c0ntr0l and white 
balance of the camera all time. We must not use auto-focal and auto-iris also. 
The Macbeth Colorchecker has six gray squares wi th different color and 
reflectance. These are listed in Table 2.1. For each gray square, x=0.31, y-0.316, 
z=0.374. We calculate the r , g, and b from x, y, and z[31], obtaining r=0.2822, 
^=0.3331, and &=0.3847. Since b is the largest among r , g, and b, we let the 
intensity of B channel ! 3 equal 255 if reflectance is 100%. The intensity values 
of other two channels (R, and G) should be: 
lR = 、 l B , I c = ^ I s (2.2) 
where r, g, and b are obtained by[69]: 
R G B 
“ 丑 + G + B， g=R + G + B, ^=R^G + B- (2.3) 
We plot the standard data in Fig. 2.2. They form a straight line. From Fig. 2.2, 
we know that i f the camera has a linear response, the intensity measured by 
camera should be a straight line also. I t is important to note that the R, G, B 
values are not the same for the Macbeth Colorchecker. So we must pay attention 
to i t when we do image balance. 
We plot the curves of the six grey squares of the Macbeth Colorchecker wi th 
different camera apertures. Fig. 2.3 shows the curves wi th F=2.8; Fig. 2.4 shows 
the curves wi th F=4; Fig. 2.5 shows the curves wi th F=5.6; Fig. 2.6 shows the 
curves wi th F=8. From Figs. 2.3-2.6, we see that the curves are different for 
different camera apertures. 
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Figure 2.1: Mecbeth Colorchecker 
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Table 2.1: Standard data of Colorchecker gray squares 
Color Reflectance(%) 
white 90.0 
neutral 8 59.1 
neutral 6.5 36.2 
neutral 5 19.8 
neutral 3.5 9 ^ 
black 3.5 ^ 
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We also test the 7 values when the lens is wi th different focal lengths. Fig. 2.7 
shows the real intensities of the color camera when lens is w i th 6mm (F=2.0). 
The curves are almost nonlinear. Fig. 2.8 shows the intensities after camera 
7-c0rrecti0n. The curves are almost linear. The parameters of 7 are: 7丑=2.30， 
7G=2.25, and 7^=2.32. 
Fig. 2.9 shows the real intensities of the color camera when lens is w i th 
16mm (F=2.0). The curves are almost unlinear. Fig. 2.10 shows the intensities 
after color 7-c0rrecti0n. The curves are almost linear. The parameters of 7 are: 
7i^=2.29, 7G=2.24, and 7s=2.31. The different local lengths have no effect on 
7-c0rrecti0n. 
2.3 Image Balancing 
When a CCD camera takes a picture, the measured color pixel values depend 
on the responsivity of the CCD camera to varying wavelength and incident 
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flux. I n fact such a camera does not remain a constant sensit ivity over the 
visible spectrum and over a wide range of incident flux. Generally, in the visible 
spectrum, the blue band resists much less contrast than the red band. This 
lowers the signal to noise rat io in the blue band. In order to provide an equal 
scaling on the three color axes in the color space, the pixel data needs to be 
rescaled separately in color bands. This procedure is called image balance. 
I n our experiments, we take a color picture of white square of the standard 
Colorchecker under i l luminat ion which we use for experiments firstly. Then, we 
calculate gain difference between three color channels: red, green and blue. By 
doing that , we can make sure i l luminat ion color appears to be (1.0, 1.0, 1.0). 
Our camera, for instance, has a slightly larger output in its red channel and a 
sl ightly smaller output in its blue channel. So, we mul t ip ly the red output by 
a constant and the blue output by another constant to make them equal green 
channel for white object. 
We use the white square of the standard Macbeth Colorchecker to do image 
balance. From Equation (2.2), we calculate the intensity values of the white 
square in R, G, and B channels, obtaining r=0.2822, p=0.3331, and 6=0.3847. 
We compare them w i th the camera measured values and obtain the image bal-
ance. Fig. 2.11 shows the curves of the camera w i th 6mm lens(F=2.0) after im-
age balance. Fig. 2.11 shows the curves of the camera w i th 16mm lens(F=2.0) 
after image balance. We use the intensity of G channel as the standard data to 
calculate the constants of R and B channels. We get the results for 6mm lens: 
Tbaiance = 0.63, gbaiance = 1, and haiance 二 0.83. We get the results for 16mm 
lens： Tbalance 二 0.61, Qbalance = 1, and halance = 0.83. We k n O W the 7 - C 0 r r e c t i 0 n 
and image balance are independent on the lens focal length and aperture. 
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Figure 2.11: Intensity of Col- Figure 2.12: Intensity of Col-
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lens wi th 6mm(F=2.0) lens wi th 16mm(F=2.0) 
2.4 Spectral Sensitivity 
Generally, the CCD cameras are very sensitive to infrared light. The camera 
responsivity to the infrared range may influence the measured intensity of the 
color values. To test the influence of the infrared light, we add an IR Suppressor 
(Corion FR-400) in front of the camera. The images of the Colorchecker without 
and after adding the IR Suppressor are shown in Fig. 2.13 and Fig. 2.14 respec-
tively. The corresponding intensities of the six gray squares of the Colorchecker 
are plotted in Fig. 2.15 and Fig. 2.16. From Fig. 2.15 and Fig. 2.16, we know 
that only the B channel is influenced in our experiment environments. 
2.5 Color Clipping and Blooming 
I f the incoming light is too bright at some pixel positions and exceeds the dy-
namic range of the camera, the camera cannot sense and represent i t adequately. 
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This is called color clipping. Such color clipping may occur in one, two, or all 
three color bands, depending on the color and intensity of the light. I t is a 
problem for measuring the color of highlight or bright object. In a very bright 
area, the dynamic range of camera may be exceeded in all three color bands, 
resulting in white pixel even though the color of the light incident at the camera 
may not be white. 
A further influence of the l imited dynamic range of the measured pixel values 
is the blooming in a CCD camera. W i t h the CCD cameras, too much incident 
light at a pixel may completely saturate the sensor element at this position. 
As a result, more changes are generated at a pixel than the sensor element can 
hold and the excess carriers spread out to the adjacent pixels and change their 
values in proportion to the magnitude of the overload. In case of very bright 
spots in the scene, blooming may travel quite far from the sensor element that 
is originally overloaded and can cause extended white areas in an image. 
In our experiments, we adjust the camera aperture to control them. The color 
values in the upper 10% of the intensity scale are suspected to be influenced by 
color clipping or blooming. 
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Extended Light Source Models 
3.1 Introduction 
Reflectance models have been used in computer graphics[14, 15, 28, 114, 151 
and image analysis[l, 43, 55]. The reflected intensity is dependent upon lo-
cal surface orientation and a camera sensor. The reflectance is also dependent 
upon a number of intrinsic surface parameters, such as roughness and electri-
cal conductivity. In the 1960s, two accurate reflectance models by Beckmann 
and Spizzichino[4] and by Torrance and Sparrow [140], emerged in the applied 
optics community that in the past decade have become very popular w i th the 
physics-based vision community. The Torrance-Sparrow model(1967)[140] is the 
first theoretical reflectance model in the literature that takes specular reflection 
as well as diffusion into consideration[50]. Blinn(1977)[14] rewrote the Torrance-
Sparrow model using vector notation, and Cook[28] extended the model by in-
cluding ambient l ight, multiple light sources, and spectral dependencies. Na-
yar, Ikeuchi, and Kanade[105] compared the Torrance-Sparrow model wi th a 
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physical reflectance model by Beckmann and Spizzichino for perfectly conduct-
ing metal surfaces. Then Kanade[71] extended the extended light source to 
hybrid reflectance model. Shafer[123] developed the dichromatic reflectance 
model for color computer vision. In computer vision research the properties 
of the polarization of light have been used in shape understanding and material 
classification[82, 99, 160, 155, 158]. Recently, Oren and Nayar [110] proposed 
a general Lambertian Model. But all the models are based on an ideal l ight 
source. I t is necessary to build a more practical model for the multiple extended 
light sources. 
We use an extended light source rather than a point light source for the 
following reasons [103]: 
1. In the case of a point light source, specular reflection is detected only 
when 6s = 26n. In order to determine shape and reflectance parameters 
of specular and hybrid surfaces, specular reflections must be captured in 
the measured intensities. Therefore, we use the extended light source to 
ensure the detection of specular reflections. 
2. In the case of a point light source, image intensity due to specular reflec-
t ion is often observed to be much greater than the intensity resulting from 
Lambertian reflection. Therefore, i t is difficult to measure both compo-
nents in the same image. I f we use an extended light source, a specular 
surface element of a given orientation wi l l reflect light from a small area 
on extended source into the camera. On the other hand, a Lambertian 
surface element of the same orientation reflects light from all points on the 
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extended source. This feature makes i t possible to measure bo th Lamber-
t ian and specular reflections in the same image. 
For deriv ing the extended l ight source models, i t is necessary to clear the 
terminology in the radiometry. Radiometry is the measurement of the flow and 
transfer of radiant energy in terms of both the power emit ted f rom or incident 
upon an area and the power radiated w i t h a small solid angle about a given 
direction. Here we define the basic terms of radiometry and i l lustrate their use 
in calculation of the brightness of an i l luminated surface. 
The amount of l ight fal l ing on a surface is called irradiance, and the amount 
of l ight emit ted f rom a surface is called radiance. More formally, irradiance is 
the power per uni t area of radiant energy fal l ing on a surface. I t is measured 
in uni t of watts per square meter. Radiance is the power per uni t foreshortened 
area emit ted into a uni t solid angle. I t is measured in units of watts per square 
meter per steradian. The radiant intensity of a point i l luminat ion source is the 
power per steradian the source radiates and may be a funct ion of polar and 
azimuth angles. 
The rest of this chapter is organized as follows: In Section 2, the spherical 
l ight source model in the 2D coordinate system for hybr id surface is derived. 
Section 3 indicates the spherical l ight source model in the 3D coordinate sys-
tem for Lambert ian surface. The mult iple planar rectangular extended l ight 
sources model in the 3D coordinate system for Lambert ian surface is developed 
in Section 4. 
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Figure 3.1: Geometry of the spherical light source in 2D coordinate 
system 
3.2 A Spherical Light Model in 2D Coordinate 
System 
The geometry of the spherical light source in the 2D coordinate system is shown 
in Fig. 3.1. A movable extended light source is used to recover the surface shape 
and reflectance from image sequences grabbed by a fixed camera. In this model, 
the extended light source is formed by a point source enclosed by a diffuser. I t is 
moved to different specified locations by a robot arm. The point light source is 
placed at a distance H from the object and is located at the center of a spherical 
diffuser wi th radius r. Let us assume that the diffuser is "ideal", i.e. incident 
energy is scattered equally in all directions. Then the radiance L{6, Og) of the 
outer surface of the diffuser is proportional to the irradiance E{6, Og) of the inner 
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surface of the diffuser [59]: 
L{e,Os) = C E { e , e s ) ^ ^ ^ ^ ^ (3. i ) 
r^ 
where C is a constant of proportionality, and I is the radiant intensity of the 
point l ight source. The radiance of the extended source can be determined by 
expressing the cos(p in the terms of the parameters r, H, and Qs. From Fig. 3.1, 
we know: 
_ _ _ 1 _ _ _ = _ _ I _ _ _ (3 2) 
sin(180° - i f) — s m { 0 - 0 s Y ^ ) 
So 
cos if = ^ J l - s m ^ { 0 - 6 s ) = ^ 1 — ^ s m ^ { e - O s ) . (3.3) 
Therefore 
ClJr^-H^sin'(e-9s) 
L(6>, 6s) = ~^ ^ ~ ~ - — — - , 0 s - a < 0 < Os + a. (3.4) 
The radiance function L{0, Os) is symmetric w i th respect to the source direc-
t ion {0 二 Gs), and its magnitude decreases as 6 deviates from Og. The center of 
mass of the radiance function is in the direction 6g. Points on the diffuser that 
lie in the interval Og — OL < 6 < Og + o； contribute to the irradiance on the object. 
The source termination angle a is determined from Fig. 3.1 as: 
7* 
OL — sin_i —. (3.5) 
H 
Comparing wi th Sato & Ikeuchi's[121] extended light source(Fig. 3.2), our 
extended light source is more practical and convenient. 
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Figure 3.2: Light system of Sato h Ikeuchi 
3.2.1 Basic Photometric Function for Hybrid Surfaces 
under a Point Light Source 
The basic photometric function is similar to the image irradiance equation, since 
image intensity is assumed to be proportional to image irradiance. 
We assume that the surfaces of interest are smooth. From the previous 
discussion, we combine the specular spike and specular lobe into a single com-
ponent, namely the specular component. I f the surfaces are non-homogeneous, 
a diffuse component of reflection may result from the internal scattering mech-
anism. We use the Lambertian model to represent the diffuse component. The 
combination of the above two components is referred to as the hybrid reflectance 
model. Consider the i l lumination of an object by a point light source, as shown 
in Fig. 3.3. The point source emits light in all directions. Light energy reflected 
by the surface in the direction of the camera causes an image of the surface to be 
32 
Chapter 3 Extended Light Source Models 
camera 
0 light 




Figure 3.3: Surface reflection geometry, n is the surface 
normal, 6s and On are the angles between v and s, and 
V and n, respectively. 
formed. The intensity at any point in the image of the surface may be expressed 
as [103]: 
I = lB + Is (3.6) 
where I s is the Lambertian intensity component and Is is the specular intensity 
component. 
As the 2D imaging and i l lumination geometry are shown in Fig. 3.3, the 
source direction vector s, surface normal vector n, and viewing vector v lie in 
the same plane. So we can express the two components of image intensity by 
the zenith angle Og and 6n-
For Lambertian component, the brightness of a Lambertian surface is pro-
portional to the energy of incident light. The Lambertian intensity component 
I s may be wri t ten as [103]: 
lB = Acos{Os - On), - 7r/2 < {Os - On) < 7r/2 (3.7) 
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where the constant A determines the fraction of incident energy that is diffuse 
reflected. 
For specular component, since the specular intensity component I s is a very 
sharp function of source direction, i t may be approximated by the 'delta function 
;i03]: 
Is = BS{6s — 20n) (3.8) 
where the constant B determines the fraction of incident energy that is specular 
reflected. 
The basic photometric function relates image intensity to surface orientation, 
surface reflectance, and point source direction. I t may be wri t ten by as [103]: 
I 二 !B + Is = Acos(0, — 6 g + BS(0, — 26^ . (3.9) 
The constants A and B represent the relative strengths of the Lambertian and 
specular components of reflection, respectively. We call A and B the reflectance 
parameters. We see that A > 0 and B = 0 for a purely Lambertian surface, 
A = 0 and B > 0 for a purely specular surface, and A > 0 and B > 0 for a 
hybrid surface. 
3.2.2 Photometric Function for Hybrid Surfaces under 
the Spherical Light Source 
An extended source may be thought of as a collection of point sources in which 
each point source has a radiant intensity that is dependent on its position on 
the extended source. The intensity of light reflected by a surface can be deter-
mined by computing the integral of the light energy reflected from all points on 
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the extended source. Therefore, the modif ied photometric funct ion 1'{6) is de-
termined by convolving the basic photometric funct ion I{6) w i t h the extended 
source radiance funct ion L{9,6s). For a surface point of orientat ion On, the 
diffuse component 1^(0) is determined as: 
rOs+a 
I'B{e) - A / L(6>, 0,) cos{0 - On)dO 
J9s-a 
r9s+a 
= A / L{6, Os) [cos(6> - e,) cos(6>, — 6 ^ 
JOs-a 
+ sin(6> — 9s) sm{9s — 9n)]de 
rOs+a 
= A / L(6>, Os) cos(6> - Os) cos{6s — On)dO 
JOs-ot 
+ A 广+a L(0,0,) sin(6> — 6 ^ sin(6>, - On)dO 
JOs-a 
= A cos{Os - On) [ '^" L{6, Os) cos(6> - 6s)de (3.10) 
J9s-a 
ACT rOs+ct / 
二 ^ cos(6>, - 6 g / J r ^ — m sm^{6 — 6 ^ cos(6> — 6s)de 
— JOs-a V 
二 ^^J cos{Os — On) [ \lr2 - H^ sin^ t cos tdt 
r^ J-a 
J^(JJ fsina j 
=~— cos(^s — 6n) / V 厂2 — H^ sin^ td sin t 
r*3 J-sina 
= 4 ^ C0S(6>, — On) = A' COs{9s — On). 
2H— 
The l imi ts of the integral are determined by the w id th of the extended source. 
Similarly, the specular intensity component l's{0) resulting f rom the extended 
source L{0, Og) is determined as: 
I's{6) 二 Br+"L(Ms)_-26gc/6> 
JOs-ot 
二 B L ( 2 ‘ O s ) = B'^r^-H^sm^es-26n). (3.11) 
Therefore, the modified photometric function of the hybrid surfaces for the ex-
tended l ight source is expressed as a linear sum of the body component / ^ ( ^ ) 
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and the specular component l's{0): 
m = I'B{Os)+I's{Os) 
f0s+a 
= A L{e,es)cos{e-en)d6 . 
J9s-ct 
+ B r^^L{0,6s)6{0-26n)de 
J9s-a 
=A'cos{Os - On) + B'yJr^-H^sm^{9s-26n) (3.12) 
where the constants A' and B' represent the reflectance of the Lambert ian com-
ponent and the specular component respectively. 
3.3 A Spherical Light Model in 3D Coordinate 
System 
We already discussed the spherical l ight source in a 2D coordinate system. Now 
we develop the spherical l ight source model in 3D coordinate system. In this 
part , we bui ld the spherical l ight source model and derive the relationship be-
tween the l ight source and the surface normal of a point on an object directly. 
We define that the source-object coordinate system is the object in the orig-
inal point and the center of the extended light in the Z axis. The camera-object 
coordinate system is the object in the original point and the optical axis of the 
camera in the Z axis. 
3.3.1 Radiance of the Spherical Light Source 
The geometry of the spherical l ight source in a 3D source-object coordinate 
system is shown in Fig. 3.4. The center of the spherical l ight source is in the Z 
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Figure 3.4: Geometry of the spherical light source in 3D 
coordinate system 
axis. The surface normal of one point on the object is in the direction n(^^, (p^). 
The camera is in the direction {0^, ^pl). 9 is the polar angle and ip is the azimuth 
angle where the superscript s mean in the source-object coordinate system. The 
spherical light source is formed by a lampshade enclosing a point light source. 
Let r be the radius of the spherical light source, H be the distance between the 
object and the center of the spherical light source, and a be the interval angle 
for the area of the extended light source which illuminates the object (Fig. 3.4). 
We have: 
j* 
a = sin—i —. (3.13) 
We assume the radiance intensity of the point light source is /〇，and the 
irradiance of the outer of the extended light source is E. We have[35]: 
E = P * (3.14) 
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where p is the translucent parameter, and r is the radius of the spherical l ight 
source. The radiance of one point p[6, (p) on the outer of the extended light 
source in the object direction is: 
L{6) =Ecosp. (3.15) 
From the Fig. 3.4 we know: 
. � H s i n e , � 
smp = ~~-~~ (3.16) 
and the distance(L)) between the object and the point p{6, (p) is: 
D = Hcos9- yJr^ - H^ sin^ 9. (3.17) 
Therefore 
cosP = V^rr^ = ^r^-HWe^ (3 18) 
So we have: 
糊 = p W ^ ^ ^ ^ ^ e (3 19) 
3.3.2 Surface Brightness Illuminated by One Point of the 
Spherical Light Source 
The light source point p{0, ^) illuminates a point of the object wi th the surface 
normal n{0^, cp )^ in the source-object coordinate system. The brightness of the 
surface is[35]: 
‘ _ 二 , ^ < 9 0 。 
B = D (3.20) 
0, otherwise 
‘ 
where D is the distance between the object and the source point p{0, cp), A6 is 
the angle between the vector op and the surface normal n, and 
cos A9 = sin 0 cos (p sin 0^ cos (p^^ + sin 0 sin ^p sin 0^ sin (/?^  + cos 0 cos 9^. (3.21) 
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3.3.3 Surface Brightness Illuminated by the Spherical Light 
Source 
An extended source can be thought of as a collection of many point light sources. 
The brightness of the object surface can be determined by integrating the light 
energy reflected from all points on the extended source. So we have: 
B ' = 厂 广 _ — = 厂 广 _ 二 視 《 
Jo Jo Jo Jo D^ 
r p/oVr2 _ 丑2 sin2 0 ,^  广冗 , , 、 
= / — ~ ~ — , ^ d O / cos AOdip 3.22 
Jo r^{HcosO- sJr^ - H^ sin" Of Jo ^ 、 乂 
r27T r2TT 
/ COS A6dip = / sin 0 cos (p sin 6^ cos ^l^dip 
r27T 
+ / sin 0 sin p^ sin Q^  sin l^^ dip 
J 0 
r27T 
+ h COS e cos 0'^d(f = 27T COS 6 cos 6>^ . (3.23) 
Therefore 
, 广 27TpIoVr^ - H^ sin^6> cos 6 cos 0^ 
JD = / , ^ —do 
Jo r^{Hcos6- Vr^ - H^ sin^ Oy 
27rp/o cos 0' fa cos OVr^ - H^ sin^ 0 ,^ 
= o / , ^ d6 
r^ Jo {H cos 0 - vV2_ij2 sin^ 0^ 
—2Trp7o cos K (sina Vr2 - IP sin^ 6{H cos 0 + Vr^ - m sin^ 6f . 
= H Jo {H^cos^O-r^ + H^ sin^ <9)2 如⑴<^ 
二 = r 1 i r y r ^ - H ^ s i n ^ ( H ^ + — — 2H^ sin^ G 
r^[H^ — r^y Jo 
—2H cos e\Jr^ - H^sm^ 0)]d sin 6 
= 2 = I 2 「 , \ H 2 + r 2 - 2 H 〒 y M ^ 
r^[H^ — —Y 0^ 
- 2 H V r ^ { r ^ - Hh^)]dt 
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27rplocos0' ]T|H 、 
= r % J - r 4 4 {H'^r')VP^^mr^dt 
pr/H f r / H 
- / 2HhWr^ — HH^dt - / 2Hr^VU^dt 
Jo Jo 
rr/H ^ 
+ j 。 2 H H ^ V T ^ d t } . (3.24) 
where 
rr/H pr/H , 
义{H^ + r^Wr^-HHHt = {H' + r')H J ^ { r / H f - t H t 
厂 2 ( 丑 2 + — ) 兀 
= 4H (3.25) 
rr/H ^ ^ ^ f-r/H , ^4 
/ 2HhWr^ - HH^dt = 2H' / eJ{r/Hy-tHt = ^ (3.26) 
^0 JQ 8x2 
rr/H j- I rp 
/ 2 ^ r V l - t^dt = — y ^ l - { r / H Y + 1/2 arcsin ^ 
J 0 ZitrL H 
r^H^ - r-2 ,^ ‘ 、 
= 2m + 仅/2 (3.27) 
['%HH^VY^Ht = 2 i / ^ [ ^ ( 5 - l ) f ^ 4 a r c s i n ^ 
• • 
= 3 W{2r^-H^)VW^ a 
— 8 i /4 十 8 
• • 
_ r{2r^-H^)y/H^-r^ H^a 
= 4 ^ + 丁 . （3.28) 
Therefore 
—2Trp7o cos6>^ r^{H^ + r^)7r r 、 
= r - 3 ( i / 2 _ ^ 2 ) 2 i 西 丽 
rVH^ — r2 r{2r^-H^)y/m-r^ 丑3 
2 H ^ ~ ^ ' ^ ^ 4^ + 丁 ] 
= C c o s 6 > ^ (3.29) 
where 
_ 7 r p / o { 2 i J V ^ + H—7T + (4ij>3 — 2Hh - Ar)^/H^ - r^ + {2H^ - 4H^)a} 
二 4H¥(H2 — r2)2 . 
(3.30) 
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3.3.4 Rotating the Source-Object Coordinate to the Camera-
Object Coordinate 
In our approaches of recovering surface shape, We grab the images when the 
light source in different positions by a fixed camera. In this case, we must trans-
fer Equation (3.29) from the source-object coordinate system to the cajjiera-
object coordinate system. We rotate the source-object coordinate an angle to 
the camera-object coordinate system. In the camera-object coordinate system, 
the surface normal of the same point n{9^,cp^^) in the source-object coordinate 
system wi l l be presented as n(Gn,Pn). The relationship between the two coor-
dinate systems is[40]: 
xs 1 r X 。 
Y' = Q V^ (3.31) 
zs Z^ 
where Q is the rotation matrix, [X^, Y^, Z^] and [X^, Y^, Z^\ are the coordinates 
in the source-object coordinate system and the camera-object coordinate sys-
tem respectively. Since matr ix multiplications are not commutable, the order or 
sequence of performing rotations is important. In this case, the resultant or com-
posite rotation matr ix may be obtained from the following simple rules(Fig. 3.5): 
1. Rotate the source-object coordinate system to camera-object coordinate 
system. The angle is positive if the rotation is clockwise. Otherwise the 
angle is negative. 
2. Rotate the source-object coordinate system an u angle about the OXg axis 
at the first, and then rotate the source-object coordinate system a v angle 
about the OYs axis, where the angle u is the angle between the component 
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Figure 3.5: Geometry of the angles u and v 
of the camera direction vector in YgZs plane and the OZg axis, and the 
angle v is the angle between the camera direction vector and its component 
in the plane YgZg. 
Therefore 
1 0 0 cos V 0 sin v 
Q = 0 cosu — sinu 0 1 0 
0 sin u cos u — sin v 0 cos v 
— 」 L • 
COS V 0 s i n V 
二 sinusint) cosu — sin u cos v • (3.32) 
—cos u sin V sin u cos u cos v 
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Assume the length of the camera direction vector is 1. So in the source-object 
coordinate system, the camera position [X^, F / , Z^] are: 
XI = Zsin6>>s(^: . 
y / = Zsin6>:si”： 
Z l = 1 cos 01 (3.33) 
and 
. sin 6i sin 09^  
sin u = . 
ycos2 6>^  + sin2 ei sin2 ^pl 
cos Oi 
cos u = • 
y^cos2 6>2 + sin2 6¾ sin^ (p^ 
sin V = sin 0^ cos ^^ 
cos2J = yJl — sin2 Qs。cos2 (pl. (3.34) 
Therefore, the relationship between the surface normal n {X^ , Y^, Z^) in the 
source-object coordinate system and the surface normal n (X^ , Y^, Z^) in the 
camera-object coordinate system is: 
• n 「 n V n 「 ^ r ^ 
X ^ X ^ 1 0 0 cosi； 0 s in^ X ^ 
Y^ = Q Y^ = 0 cosu -sinu 0 1 0 Y^ 
Z^ Z^ 0 sinu cosu — sinv 0 cos^; Z^ 
• 」 L J L 」 L- 」 L» u _ 
COS V 0 sin V X^ 
= sin u sin v cosu — sin u cos v Y^ . (3.35) 
—cos u sin V sin u cos u cos v Z^ 
So 
Z^ 二 - X : COS u sin v + Y^ sin u + Z^ cos u cos v (3.36) 
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cos 0^ = sin u sin 6几 sin p^n — cos u sin v sin On cos % + cos u cos v cos 6n 
_ sin 6^ sin 祝 sin 9n sin (pn 
\Jl 一 sin2 Ql cos2 ifl 
sin ei cos ei cos ipl sin 0^ cos ip^ , „, . 
— 1 h cos 61 cos 6n • 
y l - sin2 6l cos2 i f l 
— s i n 91 sin p^^  sin On sin p^^  — sin 6^ cos 0^ cos ^1 sin 6^ cos (pn 
yJ 1 — sin^ 6^ cos2 {pl 
+ cos 01 cos 9n. (3.37) 
The brightness of the object point wi th surface normal when the light source 
in position i is: 
^ = C c o s ^ (3.38) 
where 9n and (pn are the surface normal in the camera-object coordinate system. 
3.3.5 Surface Reflection Model 
For the Lambertian surface, the brightness is equal in every direction. So the 
brightness of P' in the camera direction is: 
B[ = Ccos6^^,. (3.39) 
Considering the orthography projection camera model, the intensity of P' on 
the image which corresponding to the object can be determined by: 
I l = SCcosOr (3.40) 
where S is an constant for the orthography projection camera model. 
For the multiple light sources I [ and / ; , the intensity of a pixel i l luminated 
by all the light sources is: 
I'i = I'1 + I'2 (3.41) 
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= 5 ( C i + C2)cos0^. 
3.4 Rectangular Light Model in 3D Coordinate 
System 
We already discussed the spherical l ight source in the 2D and 3D coordinate 
system. In many l ight ing environments, for example in our laboratory, the l ight 
sources are set in the planar rectangular shape, and most practical plane l ight 
sources can be approximated by a number of rectangular sources. So in this 
chapter, we bu i ld the planar rectangular extended l ight sources model in a 3D 
coordinate system and derive the relationship between the l ight source and the 
surface normal of a point on an object in a 3D camera-object coordinate system 
directly. 
3.4.1 Radiance of a Rectangular Light Source 
Assume the radiance(^) of the rectangular extended l ight source is uniform, 
and the size and posit ion of the rectangular extended l ight source are known also. 
I ts geometry is shown in Fig. 3.6. The surface normal of one point on the object 
is in the direction n(^m%,) , the camera is in the direction of Z axis, 9n is the 
polar angle between the surface normal and Z axis, and ip^ is the azimuth angle. 
In the camera-object coordinate system, the rectangular extended l ight source is 
parallel to the XOY plane. The coordinates o f the four corners are Ci{xi,yi, z), 
C2{x2,y1,z), C3{x2,y2,z), C4{x1,y2,z) respectively and D i , A , A , A are the 
distances between the object and the corners. For an arbitrary point of the 
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Figure 3.6: Geometry of rectangular light source in 3D coordinate system. 
rectangular extended light source P(oc,y,z), its radiance in the direction of the 
object is[16]: 
L{0) = EcosP (3.42) 
where E is the radiance of the rectangular extended light source. From the 
Fig. 3.6, we know: 
c o s ^ = ^ (3.43) 
where D = >Jx^ + y^ + z^ is the distance between P and the object. Therefore, 
the radiance in the direction of the object is: 
Ez 
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3.4.2 Surface Brightness Illuminated by One Point ofthe 
Rectangular Light Source 
The source point P{x, y, z) i l luminates the point of the object w i t h the surface 
normal n(^^ , ^n)- The brightness of the surface is: 
‘ m ^ A ^ < 90° 
B = D (3.45) 
0, otherwise 
^ 
where A6 is the angle between the vector op and n, and 
cos A9 = sin 6 cos (p sin On cos cpn + sin 6 sin (p sin 0^ sin cpn + cos 0 cos On (3.46) 
*V / X 2 1 *ty2 
where s in^ = ^ ^ ^ ^ , c o s ^ = ^ , sincp = . ^ and coscp = , ^  
y/x^+y^ V^2+2/2 
3.4.3 Surface Brightness Illuminated by a Rectangular 
Light Source 
A n extended source can be thought of as a collection of many point l ight sources. 
The brightness of the object surface can be determined by integrating the l ight 
energy reflected f rom all points on the extended source. Therefore we have: 
rX2 rV2 fX2 rV2 L(6) COS A9 , ， 
B' = / / Bdxdy = / / - ^ ^ ~ ~ d x d y 
Jxi Jyi Jxi Jyi L) 
「2 fV2 Ez COS A ^ , 7 
= L L ~ ~ ^ ^ — y 
fX2 rV2 1 
= E z / / — sin 0 cos cp sin On cos (pn 
Jxi Jyi D^ 
+ sinO sin (p sin On sin (pn + cos 9 cos 6n]dxdy 
fX2 rV2 sin 0 cos if sin 6n cos iPn , , 
=Ez / / ^ dxdy 
Jxi Jyi U 
fX2 rv2 sin6 s i n (p s i n 9 n s i n (pn , , ^ 『仍 f v ^ c o s 6 c o s On , , 
+ E《1 ^ — … 丄 L ^ ~ ^ — y 
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= E z r r 工 - ， � _ 
Jxi Jyi D^ 
+ E z j : : j : : y - e ， 、 d y 
+ E / 广 卜 等 一 -
Jxi Jyi JJ^ 
f^2 rV2 X 
=EzSmOn COS^n / / ( 2 . o , 2、2血办 
Jxx Jyi {X^ + y^ + Z^Y 
fX2 rV2 y 
+ E z - 0 ^ _ { X^ ( 〜 + , 2 严 
fX2 rV2 1 
+ EZ^ COS 6n / / ( 2丄 2丄 2Yzd_ (3.47) 
Jxi Jyi {x^ + y^ + z^y 、 》 
严2 广2 X t=X^ /*2/2 fX2 1 
partl = / / 2丄 2丄 2Yzd_ = / dy / Q" , ^ I )、。dt Jxi Jyi [x^ + y^ + Z^y Jy, Jxi 2{t + y^ + z^y 
— _ 1 「 [ 1 1 1 
= ~ 2 J y , [4 + y' + ^2 “ xl + y^ + z^l ^ 
— 1 [奶 1 J 1 尸2 1 
= 2 J y , ^ i T 7 + ^ ^ ^ “ 2 Jy, ^ i T 7 + ^ ^ 
1 V2 Vi 
= ^ “ . arctan , — arctan . 
2y/xl + ^2 [ ^x1 + 一 V ^ f ^ _ 
1 y i V2 
+ ~ " . arctan . — arctan . 
2^x1 + 之2 [ ^x1 + :2 如\ + z2_ 
= ^ H ^ + _ O p ^ (3.48) 
2^x\ + ^2 2^x1 + ^2 
where for simplicity we let tan71 = ,，^, tan72 二 ,义。,tan�= ,^l 
V^I+^^ V^2+^ ‘ \Jx\—z2 
and tan74 二 I ， � . In the same way, 
V^i+^ 
广工2 rV2 y t=y2 厂工2 rV2 \ 
part2 = / / . 2丄 2丄 <2、2叔如-/ doo / dt 
Jxi Jyi {x^ + y^ + Z^y Jxi Jyi 2{t + X^ + Z^)^ 
— 1 广 r 1 1 1 办 
_ ~2Jxi [x2 + y| + 2：2 x^ + yl^z^l ^ 
_ 1 r^ 1 — 1 广 1 
= 2 J . , ^ ^ T ^ f T ^ “ 2 L ^ ^ T ^ f T ^ 
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- _ 
1 . X2 本 Xi 
= ~ ~ I arctan . — arctan , 
^^Jvl + 一 L ^yl + 公 A^FT^_ 
- _ 
1 Xi X2 
+ ^ ! arctan , — arctan , 
2 V ^ i ^ [ ^yl + 之2 ^ / ^ T ^ _ 
^2 ~ ^1 ^4 — Ss , 、 
= h r ^ + r ~ — • 3.49 
2^2/? + 之2 2如1 + 一 
I n the same way, we let tan8i = 广 ) . t a n ^ = / ,^ . t a n ^ 二 •？ and 
V^r+^^ ^Jvl+z^ yJvl+z^ 
tanJ4 = /？丄,• 
V^2+^^ 
r^2 ry2 1 rX2 ry2 1 
part3 = / / >^y^docdy = / dx / ( . ^ . _ dy 
Jxi Jyi [x^ + y2 + z^Y Jxi Jyi {x^ + y^ + z^y 
= 1 广 [ m m 
— 2 人 1 1 ( ： ^ 2 + 约 ( 工 2 + 的 2 + 约 - ( 工 2 + 约 ( 一 + " 1 2 + 之 2 ) 
+ a r c t a n ^ ^ a r c t a n ^ ^ 
(o;2 + z 2 ) V x 2 + ^ 2 (x2 + z2)x/52iPi2J r . 
(3.50) 
Since we cannot obtain the above integration value easily, we transfer the part3 
into the polar coordinate system. The polar coordinate system is shown in 
Fig. 3.7. In polar coordinate system, part3 is: 
s = / L 0^ 2 + y' + z2)2 一 = / jLi+^3 W^#e 
= / 人 1 ^ ^ 一 / 1 ^ ^ ^ 如 " 0 
+ l L l ^ f ^ 2 d P ‘ (3.51) 
For area 51, we have: tan6>i = y1/x2, tan62 = y2|x2, pi = yi/sinO and 
p2 = x2| cosO. So: 
[ f TT&^dpdO =广 dO r ( 2 P dp 
J JSi (p2 + z〒 Je, Jpi {p^ + ^2)2 “ 
49 
广 




0 ^ ^ “ ^入 入1 又2 
Figure 3.7: Geometry of the polar coordinate system. 
= ] L A ^ ~ P H ^ . ^^ 
— _ 1 广 r cos2 0 sin2 6 1 ^ 
= ' 2 J e , [xi + ^2 cos2 0 ~ yl + z^smH\ (3.52) 
Let t a n ^ = t, so that sin^^ = Y^" , cos^^ = j ^ , and dO = j ^ d t . Equation 
(3.52) become: 
U s i T ^ 2 -
1 rtan02 r ,2 1 1 1 
= 2 Lne, [{l + t^)yl + zH^ — {l + t^)xl + z^] 1 ^ 淑 
= " - 2 i _ _ i y! ]及 
—2 Lne, 1(1+力2)之2 [y2 ^ ^y2 ^ ^2)^2]^2 | ^^ 
- i p ^ ^ | _ _ J ^ i _ _ i d t 
2 Aan0i \ (1 + t2)^2 ( j ; | + ^2 + 工梦)？ J 肌 
^2 , V2 • yi = 1 arctan - arctan , 
^Z^^xl + ^2 [ ^x1 + ^2 ^Jxl + z\ 
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yi [ , V2^jyl + z^ ^ ] f y f ^ ' ,。… 
— 1 arctan arctan • (3.53) 
2z^yJyl + z2 [ x2y1 X2 J 
For area S2, we have: tanOi = y2|x2, tanO2 = y i / x i , pi = y"sin0 and 
p2 = V2| s in^. Therefore: 
/ ^ i ^ " _ = r ^ r i 7 ^ ^ " " 
_ 1 广 r 1 1 1 
=~2Je, [ ' J T ^ ~ W ^ \ ^^ 
_ _ i 广 r sin2e s in 'e 1 
=~2Je, [yl^z^^mH ~ yl + z^smH] 
_ 1 ,tan02 r e e 1 1 
= 2 7tan0i [{l + t^)yl + zH^ — {l + t^)yl + zH^\ YT^^ 
一 1 , tan02 r 1 y l 1 
二 2 Lne, \ ( 1 + t^)z^ - [yl + {yl + z^)t^]z^ ]肚 
— 1 广為( ^ y2 I 
2 Aan0i 1 (1 + 作2 [y| + (y| + z^)t^Z^ J 
V2 r ^ yi^yl + z^ , Jyl + z^ 
= 1 arctan arctan 
2^ V2/2 + ^^  L 樣 2^ _ 
— 严 arctan 如、+ — arctan "2V^"1 + 义― f3.54) 
2#v^ i2 + ? L ^1 工他 j 
In the same way, for area Ss, we have: tanOi = y i / x i , tan62 = y2/x1, 
pi = Xi/cosO a n d p2 二 y2/ sinO. So: 
l k w i w _ = l : : ^ l : : i ^ 2 d p 
= — i r � _ j M do 
—2Je, [pl + ^2 pl + z^\ ^^ 
1 , ~ r sin^ e cos2 6 1 ，n — / ^f) 
_ 2 Je, [yi + ^2 s i n 2 6 xj + z ^ c o s ^ 6>J 
1 |-tan02 r t^ 1 1 1 
二 ~ 2 L n e , [ o T t ^ i T ^ — ( l + t2)^f + z2j r ^ d t 
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1 ^tan 62 1 
= 2 L n e , [ ( l + q a ; f + z 2 ] ( l + Z 2 ) & 
1 Man 02 ^2 
_ 2Lne, [0/22 + 作 2 + 础 1 + 力 2 严 
1 ,tan02「 1 Z〒 ] . 
= - / 1 fjf 
2 Aan0i L(1 + t^)z^ { x l + Z2 + x l t ^ )z^ \ 
— " t a n j _ i V\ \ 忠 
2 Aan0i \ (1 + 作2 [y^ + {y| + z^)t^]z^ j 
Vo /*tan 02 1 X? /-tan 62 1 
二 - ^ / df / Hf 
2z^ Lne, vl + [vl + ^2)^2 2^2 Aan<?! x\^Z^^x\t^ 
V2 r , yJyl + z^ 丄 yiJv2 + z^ 
= 1 arctan arctan 
^z^yJyl + ^^ L ^1 ^1y2 
- _ xi y2 yi 
— 1 arctan , - arctan , . (3.55) 
2z^^xl + z^ [ ^x\ + ^2 V ^ T ^ J 
Therefore 
Part3 = I / f 2、2如浙 
J Js=s1+s2+s3 [p^ + z^y 
=UsiW^2dpMLw^2_]Lwiw"pde 
V2 \ , V^"! + :2 Jyl + z^' 
= , arctan arctan 
2 ? V ^ ! + z2 [ Xx X2 _ 
, yi [ , yJvi+z^ , Jyl + z^' 
+ ! arctan arctan 
2z^^yl + ^2 [ ^2 xi _ 
- 1 
, ^2 ‘ V2 ‘ yi + , arctan . — arctan , 
2z^^xl + ^2 [ ^x1 + ^2 ^Jxl + z\ 
• _ 
, ^1 , yi • V2 + . arctan . : — arctan . = 
2z2 yJxl + :2 [ 如\ + ^2 yJxl + Z^ 
— ^ 2 ( ¾ - S4) + yi{Si - S2) 
— 2 z ^ y / y i + z2 2z^^yl + z^ 
+ ^ 2 ( 7 3 - 7 2 ) + ^ 1 ( 7 1 - 7 4 ) 
2z^y/xl + ^2 2z^^xl + z^' ‘ ) 
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Therefore, the surface brightness i l luminated by the extended l ight source is: 
B' = Ez sin Qn cos ipn \partl] + Ez sin 6^ sin 队[part2] + Ez^ cos 9n [parti 
= A sin Qn cos ^pn + B sin 9^ sin (pn + C cos Q^ (3.57) 
where 
A = Ez{々11 +、丨1 } 
2 y ^ + ^2 2^x1 + :2 
B = E z { 4 ^ + 4 ^ } 
2^/y? + 分 2^yl + 之2 
C = ^iV2{h-h) ^ yi{^i-^2) 
— 2^yl + z2 2^yl + 一 
+ ^2(73 - 72) + a^1(71-74). 
2^x1 + ^2 2^x1 + ^2 • 
(3.58) 
For the Lambert ian surface, the brightness is equal in every direction. So 
the brightness of P' in the camera direction is: 
B[ = A sin On cos (pn + B sin On sin ^pn + C cos On- (3.59) 
Considering the orthography projection camera model, the intensity of P' on 
the image which corresponding to the object can be determined by: 
I' = S{A sin On cos ipn + B sin 6>^  sin (pn + C cos On) (3.60) 
where S is a constant for the orthography projection camera model. 
For the mult iple l ight sources I [ and / ; , the intensity of a pixel i l luminated 
by all the l ight sources is: 
I'i = I[ + I'2 (3.61) 
=5[(^1 + A2) sin 6n cos ipn + [ B i + B2) sin 6^ sin p^n + {Ci + C2) cos Gn. • 
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Shape Recovery from Specular 
Reflection 
4.1 Introduction 
In computer vision, specular reflection represents both a problem and an oppor-
tunity. I t is a problem because i t disrupts processes such as edge-detection and 
stereoscopic matching. I t is an opportunity because highlights or specularities 
are cues for surface geometry [1]. Generally, specular reflection occurs when 
light strikes the smooth interface between two materials. For an ideal specular 
surface, all of the light incident from a given direction is reflected into the single 
direction in the plane of incidence such that the angle of incidence equals the 
angle of reflection as shown in Fig 1.1. Perfect mirrors, for example, are ideal 
specular surfaces. Real surfaces usually deviate from ideal specular reflectors in 
two respects. First, real surfaces usually exhibit some degree of roughness caus-
ing incident light to be reflected over a range of angles. Also, at most interfaces, 
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some of the incident light penetrates into the object material where i t is either 
absorbed, transmitted, or scattered back through the interface. 
Several techniques have been developed for finding highlight regions of strong 
specular reflection in images[5, 43，54, 65, 111, 130, 166]. These techniques are 
often based on the brightness of highlights [43] or on color shifts [78]. Once 
highlight regions have been located, they provide significant information about 
the scene. Since there is a precise geometric relationship between local surface 
normal, source position, and viewer position at a specular highlight, these regions 
constrain the local surface orientation and shape as well as the source direction. 
For smooth metal surfaces that are common in many inspection applications, 
specular highlight is often the only prominent feature. For other materials, such 
as plastics, specular reflection effects are often measurable in images, and can 
be used to infer properties of the scene. 
Healey and Binford [54] presented a method for estimating local surface shape 
from specular highlights. The analysis is based on the rough surface model de-
veloped by Torrance-Sparrow [140]. Using this model, an algorithm is derived 
to estimate a local second order surface description in terms of principal direc-
tions and the magnitude of principal curvatures. Healey and Binford described 
an experimental system for estimating shape from highlights and discuss meth-
ods to overcome practical problems such as blurring, intensity truncation, and 
quantization. Generally, the specular-reflection region is a small part of object, 
so this method only recovers the small part shape of object. Some researchers 
combined several methods mentioned above to deal wi th shape recovery prob-
lem. For example, Phong [114] proposed a parameterized continuous function 
to represent specular reflection and to render images of objects. Ikeuchi [65 
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applied the photometric stereo method to estimate surface orientations for spec-
ular surfaces. The analysis assumes smooth surfaces i l luminated by distributed 
sources. A double-delta specular model is used to determine the shape of specu-
lar surfaces by photometric stereo. The same model also appeared in Sanderson 
et al. [119] which determines the shape of specular surfaces by means of the 
structured highlight technique. Nayar et aL [103] developed the photometric 
sampling method which uses a hybrid reflection model, a combination of both 
Lambertian and specular model, to extract the information of the shape and 
reflectance of surfaces. Blake et aL [1] and Schultz [122] proposed the specu-
lar surface stereo algorithm, which is based on the multiple-image shape-from-
shading approach. To sum up, shape recovery from specular reflection is more 
direct analysis for mirror-like surfaces. 
In shape extraction techniques such as photometric stereo, shape of an ob-
served object is obtained by varying the light source direction while keeping the 
viewing direction constant. In order to capture the shape of a 3D object over 
a wide range of viewing angles, either the object has to be rotated or images 
corresponding to multiple views have to be used. In practical application, the 
former approach may not be convenient and the latter approach wi l l have a seri-
ous correspondence problem except for simple polyhedral objects. Our approach 
of a moving camera taking a 'continuous' sequence of images wi l l in principle, 
solve the above problems. 
In this chapter, we attempt to use the concept of active vision to tackle 
the problem of shape from reflection. Two methods are proposed. In the first 
method, Torrance-Sparrow specular reflection model is used in the same spirit 
as [54] which uses a fixed camera. Unlike [54], we use perspective projection 
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so that there is l i t t le restriction on the distance from the camera to the object. 
Since the camera can be moved, the shape of the whole observable object can be 
recovered from a sequence of images. On the other hand, Healey and Bindford 
54] required the direction of l ighting and the direction of camera to be fixed 
relative to the object. Thus, only the shape of a local surface patch can be 
recovered. In our experiments, an extended light source is used instead of a 
point l ight source wi th improved efficiency and l i t t le loss in accuracy. 
In the second method, the depth and shape of specular surface under the 
i l luminat ion of a point light source wi th known position are determined. A 
simple geometric model of specular reflection(the angle of light source is equal 
to the angle of reflection) is used. In this approach, the camera is moved in 
a controlled way. The depth of a reference point is first computed from two 
perspective images at different camera positions. Unlike the first method, the 
depth and local shape of surface points near a reference point are obtained by 
using a simple specular reflection geometry model instead of using the Torrance-
Sparrow reflectance model and the microfacet surface model. 
In Section 2, the theory of the first method is introduced. The theory of the 
second method is described in Section 3. Experimental results and discussions 
are presented in Section 4. 
4.2 Theory of the First Method 
4.2.1 Torrance-Sparrow Reflectance Model 
Torrance-Sparrow model describes a single reflection of incident light rays by 
rough surfaces. Based on geometrical optics, this model is valid only when the 
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Figure 4.1: Surface modeled as a collection of planar microfacets 
wavelength of light is much smaller than the roughness of the surface. A surface 
is assumed to be composed of small, randomly oriented, mirror-like microfacets, 
and the orientation distribution of the microfacets is assumed to be Gaussian 
140]. A surface as a collection of planar micro-facets is illustrated in Fig. 4.1. 
The orientation angle a of a facet is measured with reference to the mean ori-
entation of the local surface patch. Assumed radial symmetry, the distribution 
function can be represented by a one-dimensional normal distribution function: 
— Z 
Pa{a) = ce 24 (4.1) 
where c is a constant, the facet slope a has mean value 0 and standard deviation 
¢7^ , and the magnitude of a can only vary between 0 and 7r/2. 
Fig. 1.1 shows the difference between diffuse lobe, specular lobe and specular 
spike of a surface reflection. The Torrance-Sparrow model describes only the lobe 
component of specular reflection. Therefore, this model is valid only when a^/X 
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n — 〇 一 
l ^ ’ \ o 
Object 
Figure 4.2: Surface reflection geometry, n is a surface normal, B 
is un i t angular bisector of viewing direction and the l ight source 
direct ion 
》 1 . 0 . The intensity of the component is given by [140]: 
7 2 2 
Is = EFG^-6"¾ = K{Or)e'^ (4.2) 
COS Uy* 
where E is the energy of incident l ight; F is the Fresnel coefficient; G is the 
geometrical attenuation factor; Or is the angle of reflection. We assume that 
F and G are constants w i th respect to 6r and ^ (the angle of l ight source). 
Equat ion (4.2) implies that a measured specular intensity in an experiment w i l l 
depend on the mean value of facet orientation of the local surface patch a and the 
angle of reflection 9r for fixed source direction and varying camera direction. The 
surface reflection geometry is introduced in Fig. 4.2. The local shape estimation 
method introduced in the paper is a modification of the method proposed by 
Healey and Binford [54]. In our approach, the camera is relatively near to the 
object for more accurate measurement. Thus, perspective projection has to 
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be used instead of orthographic projection. K{Or) is a function of Or which is 
constant in an image, but is different for different images in the sequence. As the 
camera is moved to acquire a sequence of images, the specular reflection strip 
w i l l scan across the object to provide shape information over a wide region of 
the object. A longitudinal fluorescent lamp is used as an extended light source 
and is placed far away from the object. An extended source emits light from 
an area of points. Specular reflection can thus be observed in a large region. 
Because the fluorescent lamp is far away from the object and is of short length, 
the variance of the angle of source 氏 due to the physical length of the lamp can 
be ignored. We consider that the extended source is composed of many point 
sources. Hence, the irradiant energy on a surface point of the object is a linear 
sum of the radiant energy of all point sources. 
4.2.2 Relationship Between Surface Shapes from Differ-
ent Images 
In the camera coordinate system, the origin is at the center of the lens of camera 
and the Z-axis is collinear wi th the optical axis. Camera motion can be resolved 
into two components, a translation and a rotation about an axis through the 
origin. We denote the translational and rotational components of the camera 
motion by the matrices T and R , respectively. Suppose a point P of an object 
is (x, y, z), and the coordinates of P after motion is {x', y', z'). We then have: 
{ x \ y ' , z ' f = B . - { x , y , z f + T . (4.3) 
Perspective projection is assumed between an object point P and the corre-
sponding image point p. Let (u, v) and (u', v') be the image coordinates of the 
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point (x, y, z) and {x', y', z') respectively. Thus: 
u = -/, v = y-f 
z z 
u' = ‘/， “ g / (4.4) 
where / is the focal length of the camera; z is obtained f rom camera cal ibration. 
Consider the case when the camera is taking images as i t moves in a horizon-
ta l direction. From the first image, we can obtain the local shape of the specular 
reflection region. As the camera moves to the second location, the specular re-
flection region seen by the camera wi l l correspond to a different region of the 
object surface. Along the direction of camera motion, we denote the brightest 
point in the first image as Pio , the brightest point in the second image as P20. 
The coordinates of P n in the second image ( corresponding to Pio ) can be cal-
culated f rom Equation (4.3) and (4.4). The change of 0^ can be computed f rom 
the geometrical relationship between the object and the two camera locations. 
The geometrical relationship between the object and the two camera lo-
cations is shown in Fig. 4.3. I f the camera movement is a pure translat ion 
perpendicular to the optical axis, the geometrical relationship is same as the 
object move a pure translation perpendicular to the optical axis when camera is 
fixed. In F ig 4.3, 0i, 62 are the angles between the view direction and the l ight 
source before and after object movement respectively, d is the camera move-
ment distance, Pio is the Maximum irradiance point in the object when camera 
in posit ion 1, P n is the same point in the object after camera moving, f is the 
focal length of camera, and z is the distance between camera lens center and 
the object which can be obtained from camera calibration. The position (u, v) 
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camera 
f image plane • 
/ [» t f / / 1 W^e 
z 5 ^ ,?\-
lfe^ ^ 
/ W \ 
Figure 4.3: Geometrical relationship between the 
object and the camera locations 
of Pio can be calculate as follow: 
u = dx . Xpio V = dy . Kpi。 （4.5) 
where dx, dy is the distance between two pixels in x and y direction of image 
plane respectively. They are obtained by camera calibration also. X _ and Yp^ ^ 
are the pixels numbers of Pio along x and y axis in image plane. From Fig. 4.3, 
we know: 
O2 = Oi + A0 (4.6) 
and: 
tan 61 = u / f , 
, / 1 u + fd|z 
tan6>2 = ~ j ^ (4.7) 
therefore: 
‘ A /3 X (Q Q 、 tan O2 — tan 6i 
tan A0 = tan (¾ - ^ i ) = — 
‘ 1 + tan 6>2 tan l9i 
62 
Chapter 4 Shape Recovery from Specular Reflection 
广 ^ ~ ~ ^ ^ 
te:^4^ 
/ JZ^ ::===f^ l tangent plane 
/ |Pio i Pi20 
# ^ 
/ Z \ %^^  camera 
_ � \ j ^ \ 0 
source /1 \ \ V^ 
y^^  position 2 
position 1 
Figure 4.4: Surface shape recovery from image sequence. Pio is the 
brightest point in the first image, and P20 is the brightest point in 
the second image 
二 产化 f d .,,. 
P + u{u + f d / z ) — Pz + u^z + u fd (⑶） 
So, we have: 
• • - 、 + ： 二 ) (4.9) 
where AOr is the change of 6r due to camera movement; d is the distance moved 
by the camera . In the first image , we have the following equation from Equa-
t ion (4.2): 
^ : 丑 抓 丄 「 是 （4.10) 
The brightest point Pio corresponds to a = 0. Equation (4.10) becomes: 
" 1 。 = 腳 去 ’ （4.11) 
Similarly, for the second image: 
^ - = ^ J ^ 2 . (4.12) 
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we have 
9r2 = Ori + A6r. (4.13) 
From Equations (4.11) and (4.12)，we obtain: 
^Pio 二 COs(6>rl + Mr) 
/p20 COS Ori . ) 
So, the direction of the camera in position 1 can be derived from Equation (4.14). 
I t is: 
yan-i("〜cosM-Ip，. (4.15) 
/P20 sm A0r 
In the second image, the line L (joining the point Pn and point P20) wi l l project 
to a line L' in the tangent space to the object surface at the point corresponding 
to P20 under perspective projection (Fig. 4.4). This gives the direction of the 
camera motion in the tangent space. The local curvature of the surface in any 
direction on the tangent space can be computed from the a angle image (Both 
the tangent space and the a angle image are defined precisely in the paper [54]). 
In the second image, we have: 
j^  2 2 
Ipu = E F G ^ ^ e ' ^ = I p , y ^ . (4.16) 
COb Uf2 
Therefore, the change of normal between the surface points corresponding to 
Pio and P20 can be given by: 
A a - a « y ^ ^ F ^ 7 ^ . (4.17) 
The normaL curvature C in the direction of camera motion can be computed by: 
^ A a 
。 I ( ‘ 1 8 ) 
where As is the arc length on the object surface which is projected onto the line 
(Pio, P20) in the second image. 
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Figure 4.5: Image geometry for two perspective views 
We can compute the curvature of the whole observable object from a se-
quence of images. This information may be used to infer the shape of the whole 
observable part of a 3D object. 
4.3 Theory of the Second Method 
4.3.1 Getting the Depth of a Reference Point 
An imaging geometry for two perspective views is shown in Fig. 4.5, where 
point C is a reference point on an object surface. In the camera coordinate 
system, the origin is at the lens center of the camera and the Z-axis is collinear 
wi th the optical axis (Oi, and O2 are the locations ofthe lens center of the camera 
at position 1 and position 2 respectively). We assume that the camera's intrinsic 
parameters are known a priori and the camera motion can be controlled. Camera 
motion can be resolved into two components, a translation and a rotation about 
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an arb i t rary axis through the origin. We denote the translat ional and rotat ional 
components of the camera mot ion by mat r ix Rc and T。respectively. T。can 
be wr i t ten as (t^, ty, t zY- Because the camera is attached on a robot arm, R 。 
and Tc can be read f rom the robot controller. Perspective project ion is assumed 
between an object point {x, y, z) and the corresponding image point (u,v). The 
relationship between {x,y,z) and {u,v) is shown in Equation (4.4). 
O2 is the lens center of the camera in posit ion 2. Its coordinate in the camera 
coordinate system at posit ion 1 is (x1^02, y1,02, A,o2). We have: 
( \ 1 \ / \ ^l,o2 • tx 
2/1,02 = R c 0 + T c = ty • (4.19) 
\ 〜 2 y V 0 / \ tz / 
Similarly, C2{u2, v2, —/) is the image point of point C when the camera is in 
posit ion 2. Therefore, the coordinate of the image point in the camera coordinate 
system at posit ion 1 (a;1,c2, yi,c2, ^1,c2) can be obtained by: 
/ \ / \ 
Xl,c2 U2 
yi,c2 = R c i;2 + T c . (4.20) 
V ^ 2 y V -f / 
In the camera coordinate system at position 1，the equation of a line O2C2 is as 
follows: 
工—^x y — ty Z — tz 
T = 7- 二 r - (4.21) 
^l,c2 — tx yi,c2 — ty Zi^c2 — tz 
Substitute Equation (4.4) in (4.21), we get: 
工= U l [ t x { Z l , c 2 - tz) - tz{Xl,c2 — tx)] 
f{xi,c2 - U) + U1{Z1^^2 — tz) • 
y 二 M^x(^l,c2 - tz) - tz(Xl,c2 - tg：)] (4 
f{xi,c2-tx) +Ui{zi^c2 - tz) ‘ J 
66 




position 2 OiLT light source 
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Figure 4.6: Geometric model of specular surface reflection 
^ = f[^z[^l,c2 — ix) - tx(^l,c2 - tz)] ( 
f{Xl,c2-tx)+Ui{Zi^c2-tz) • • 
The posit ion and depth of the reference point C can be obtained from Equa-
tions (4.22), (4.23), and (4.24). 
4.3.2 Recovering the Depth and Normal of a Specular 
Point Near the Reference Point 
A . Geometric Model of Specular Surface Reflection 
A geometric model of specular surface reflection is shown in Fig. 4.6. For 
specular reflection, the angle of l ight source p is equal to the angle of reflection 
a. Assume the position of the point l ight source is known. Point A is the 
brightest point of specular reflection close to the reference point C when camera 
is in posit ion 1, and point B is the brightest point of specular reflection close 
to point A when camera is in position 2. From Fig. 4.6, we get the geometric 
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relationships as follows: 
VA + r + d — V e = 0 (4.25) 
V ^ + Si 一 LA = 0 (4.26) 
^A + r — Le = 0 (4.27) 
V f i + S2 - Le = 0 (4.28) 
n . = 1 ^ (4.29) 
VA + ^A 
^B = ^ / ^ \ ^ • (4.30) 
|Vf i + Ls | 
Assuming the point C is on the tangent plane of the point A, we have: 
( V c - VA) . iiA - 0. (4.31) 
B. Recovering the Depth and Normal at Surface Points by Specular 
Reflection 
(1) Computation of the depth and normal of the brightest point A 
near the reference point: We have already computed the depth |Vc| of the 
point C. Because the direction of V ^ is known from the position of the point 
A in the image plane when the camera is in position 1, so we can recover the 
depth IV^I and the normal n^ of the point A from Equations (4.26), (4.29) and 
(4.31) by an iterative algorithm. 
The iterative algorithm for computing the depth V ^ and the normal n^ of 
the brightest specular reflection point A is obtained from [1] as follows: 
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i 二 i + 1, 
v S ) = | v # ) V , , 
L f = v f + Si , 
f i T = ( V H t % / i V A + ^ a 
| V d W = ( f i ” c ) / ( A ” ^ . 
} 
while ||VA|(《）—|VA|(fi)| > 0.01|Vc|. 
V p V R f U = f i 5 )， L p L S ) . 
:A = |V^ | is calculated using above algorithm. XA and yA can be then derived 
from perspective projection Equation (4.4). I t is known that this algorithm 
always converges. 
(2) Computation of the depth and normal of the brightest point B: 
The point B is the brightest point when camera is at position 2 (If there are 
more than one brightest point, choose the point closest to point ^4). We can 
estimate its depth as follows by assuming r • n^ = 0: 
| V . | « i X ^ ^ . (4.32) 
V f i - n ^ 
The normal n ^ at point B can be computed from Equation (4.30). 
4.3.3 Recovering Local Shape of the Object by Specular 
Reflection 
A. Recovering Local Shape of a Region by the Specular Reflection 
For recovering the local shape of each specular reflection region, we can use the 
algorithm proposed by Healey et aL [54], in which the normal curvature kn of 
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the surface in a given direct ion in the tangent space is calculated by: 
、二 ^ ^ (4-33.) 
where s stands for the arc length in the given direction, and a(po) is the facet 
slope at po. 
B. Recover the Shape of the Object Surface 
From the derivation above, the depth and the normal of the point A and the 
point B are known. We see that , to a very good approximation, the arc length 
\ 
‘ on the surface is equal to the length in tangent space i f the camera mot ion is 
small. Therefore, the arc length can be obtained from Equation (4.25). The 
surface curvature KAB can be calculated by: 
cos {80) = n ^ . n ^ 
知=|r| = |V5 - V^ - d| (4.34) 
KAB = se/Ss 
where 66 is the angular difference between the two normal vectors; Ss is the arc 
length between the points A and B on the surface. 
I f the curvature is estimated at all orientations using above method, then the 
m in imum and maximum of these estimates are the principal curvatures. This 
furnishes us w i th the information to infer the shape of the whole observed part 
of a 3D object. 
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4.4 Experimental Results and Discussions 
4.4.1 Experimental System and Results ofthe First Method 
The experimental system consists of three parts: 
1. A high precision translation table which is used to adjust camera position. 
2. Monochromatic image data obtained by using a PULNIX TM-6 CCD cam-
era w i th a 50mm lens. The resulting images are in the form of 512 x 512 
arrays of pixels wi th eight bits of grey level resolution. 
3. A fluorescent lamp is used as an extended light source and is located far 
away from the object. Metal circular cylinders wi th various known radii 
are used as the test objects. 
We have to calibrate the camera to get the relationship between the object and 
the image plane at first. The camera axis is in the horizontal direction. Each 
cylinder object is oriented such that its axis is perpendicular to the axis of the 
imaging system. Camera-object distance is about 7bcm. The fluorescent lamp 
wi th 2.5cm width and 40cm length is placed 4m from the object surface to 
approximate an extended parallel light source. 
In our experiments, the camera is translated horizontally in steps of 5mm for 
each image in a direction perpendicular to its optical axis. For every cylinder 
object, three images corresponding to different camera positions are obtained to 
form a basic image sequence. The distance of camera motion is measured by 
a scale. This distance is adjusted such that the specular reflection regions in 
consecutive images must overlap each other. Generally, the width of a specular 
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(a) Camera at posit ion 1 
• 
(b) Camera at position 2 
• 
(c) Camera at position 3 
Figure 4.7: Images of a cylinder w i th the camera at different positions 
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Figure 4.8: Specular irradiance of image sequence 
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Table 4.1: Actual surface curvature(rad/cm) 
"Object Cyl inderl Cylinder2 Cylinder3 Sphere_ 
~C. min 0.0 0.0 0.0 0.40 
~C. max 0.260 0.350 1.460 0.40 
reflection region should be about 35 pixels in image plane. Using this system, 
the surface curvature of the observable part of an object can be obtained. 
In real images, the surface area wi th maximum specular irradiance is a line 
along the axis of the cylinder but not a point. We get the zero mini-curvature 
along the axis. The images obtained by the camera at different positions are 
shown in Fig. 4.7(a), Fig. 4.7(b) and Fig. 4.7(c). The object specular irradiance 
in the direction of maximum curvature (perpendicular to the line joining the 
brightest points) of the image sequences is plotted in Fig. 4.8. Excessive spec-
ular intensity can often saturate the camera. This can be avoided by adjusting 
the lens aperture. The actual statistics of the surfaces are given in Table 4.1 
which C. min and C. max indicate the minimum and maximum curvatures of the 
cylinders respectively. The computed normal curvatures are given in Table 4.2 
which C1. min is the minimum curvature and C1. max is the maximum curva-
ture from the first image, C12. max is the maximum computed curvature from 
the relationship between the first image and the second image and C23. max 
is the maximum computed curvature from the relationship between the second 
image and the th i rd image. 
We also verify our method using the synthetic images generated by raytrac-
ing. Fig. 4.9(a), (b) and (c) are the sphere images when camera in different 
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D 
(a) Camera at position 1 
^ H ^ ^ ^ , � ^ ^ 1 
H ^ ^ ^ ^ B 
(b) Camera at position 2 
• 
^ H ^ B ' 、 ； ' / ' • 
M 
(c) Camera at position 3 
Figure 4.9: Images of a sphere with the camera at different positions 
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Table 4.2: Computed surface curvatures of different objects using the first 
method( rad/cm) 
" "Qb jec t Cy l inder l Cylinder2 Cylinder3 S p h e r f 
~Cl.mm ~~0.001 ~~0.002 ~~0.003 0.399 
" C l . m a x ~~0.256 —0.353 ~~1.448 0.402 
" 5 l 2 . m a x 一0.254 一0.348 ~~1.4 6 8 0.403 
~C23. max ~ 5 . 2 6 2 0.355 ~ " L 4 7 5 0.398 
— Error 一0 . 0 0 4 一0.005 ~~Q.Q15 0.003 
~ E r r o r % 1.54 1.43 1.03 0.75 
positions. The radius of the sphere is 2.5cm. The computed curvatures are 
shown in the column of "Sphere" in Table 4.2. The images of the f rustum of a 
cone when camera in different positions are show in Fig. 4.10(a)，(b) and (c). 
The camera is moving in the direction which perpendicular to the axis of the 
f rustum of cone. Fig. 4.11 shows the positions of the frustum which we calcu-
late the curvature. The results are given in Table 4.3. The meaning of C. min, 
C. max, C l . m i n , C l . m a x , Cl2. min, C23. max are the same as the Table 4.1 
and Table 4.2. A, B, and C are the different positions of the specular areas of 
the images of the frustum of a cone. 
4.4.2 Experimental System and Results of the Second 
Method 
« 
The experimental system of the second method also consists of three parts: 
1. A SCORBOT-ER IX robot which is used to adjust the camera position. 
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^ H r ^ ^ ^ ^smuimap^j 
H B ^ ^ g ^ ^ ^ ^ ^ O l ^ l 
(a) Camera at posit ion 1 
^ 3 
(b) Camera at position 2 
^3 
(c) Camera at position 3 
Figure 4.10: Images the frustum of a cone w i th the camera at different positions 
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^ ^ ™ r Z ~ « 
Figure 4.11: Different positions of the frustum of a cone for calculating surface 
curvatures 
• 
Table 4.3: Computed surface curvatures of the frustum of a cone using the first 
method(simulation results)(rad/cm) 
: Positions A B ~~~ C 
~~Actual~~~ C. min 0.00 0.00 0.00 
values C. m a x ~ 0.476 0.435 0 ^ ~ ~ 
C l . m i n "0.QQ1 Q . 0 0 ^ 0.0009 
Computed C l . m a x “ 0.474 0.436 0.402 
values C12.max “ 0.475~~0.434 0.401 
C23.max "0.473 0.435 0.398 
Error 0.003 0 . 0 0 ^ 0.002 “ 
Error% 0.63 0.46 0.5 
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Table 4.4: Computed surface curvatures using the second method(rad/cm) 
Real results Simulation resu l t ^ 
Object— Cyl inder l Cylinder2 Cylinder3 Sphere | Cone 
C l .m in— 0.002 0.002 一 0.003 0.397 ~ o M ~ 
C l . m a x “ 0.258 — 0.358 — 1.442 ~ O o ^ ~ ~ 0 ^ ~ ~ 
C12.max “ 0.265 ~ 0.354 — 1.472 " O o ^ ~ ~ 0 ^ ~ 
C23.max “ 0.264 ~ 0.362 ~ 1.470 " o i o ^ ~ ~ 0 7 3 ~ ~ 
Error — 0.005 — 0.012 — 0.018 ~ O m ^ ~ K o ^ ~ ~ 
Error% 1.92 3.43 1.23 0.75 " " " 0 2 ~ ~ 
2. Monochromatic image data obtained by using a PULNIX TM-6 CCD cam-
era wi th a 6mm lens. The resulting images are in the form of 512 x 512 
arrays of pixels wi th eight bits of grey level resolution. 
3. A halogen bulb which is used as a point light source. Metal circular cylin-
ders wi th various known radii are used as test objects. 
In this system, camera-object distance is about 50cm. The camera can be moved 
in an arbitrary manner. We use a pointing laser to mark the reference point on 
the object. In our experiments, the camera is fixed on the end effector of a 
SCORBOT-ER IX robot arm mounted on a linear slide base. The motion pa-
rameters can be read from the robot controller. For each cylindrical object, three 
images are obtained for a basic image sequence at different camera positions. 
Using this system, the surface curvature of the observable part of an object can 
be obtained. The actual statistics of the surfaces are given in Table 4.1. The 
computed normal curvatures are given in Table 4.4 which C1. min, C1. max, 
C12. max, and C23. max carry the same meaning as defined in Table 4.2. The 
columns of "Sphere" and "Cone" are the simulation results. The maximum 
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actual curvatures of the sphere and cone are 0.4 and 0.475 respectively. 
From Table 4.2 and Table 4.4, we know that the curvature error is larger 
when the curvature is larger. This is because the specular-reflection region of 
surface wi th larger curvature is more sensitive to camera movement than smaller 
curvature surface. 
From the experiments, we also observe that the highlights of the object can 
be used to judge the object is convex or concave. For the convex objects, the 
highlights wi l l move in the same direction wi th the camera moving direction. 
Otherwise, the object is concave. 
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Shape Recovery from One 
Sequence of Color Images 
5.1 Introduction 
Color informat ion has been used in image understanding for many years. In 
comparison w i th a monochrome image, a color picture seems to be alive w i t h 
detai l because of al l the addit ional information in the image. In computer vi-
sion, researchers have attempted to harness this addit ional information. The 
use of color reflection models has significantly improved the capabil i ty of im-
age segmentation algorithms[7, 20, 45, 52, 53]. Color is also a valuable cue 
for recognizing objects[102]. Unfortunately, the color measurements made by 
a vision system depend on the ambient i l luminat ion as well as on the intrinsic 
color of an object. In order to recognize an object in different l ight ing environ-
ments, a system must have the abi l i ty to discount the effects of the i l luminat ion. 
This abi l i ty is called color constancy. In machine vision, color constancy is 
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Figure 5.1: Reflection f rom an inhomogeneous surface 
often formulated as the problem of recovering an estimate of the spectral re-
flectance of each surface in the scene. The first algori thm for color constancy 
was the retinex theory originally proposed by Land and McCann to model hu-
man color vision[86]. Af ter then, many useful color constancy algorithms have 
been developed[19, 30, 38, 57, 96, 98，106, 138, 139]. The performance of these 
algorithms demonstrates the effectiveness of using color reflection models in ma-
chine vision. 
The dichromatic reflection model introduced by Shafer[123] is the first real-
istic color reflection model in machine vision. Fig. 5.1 shows the reflection f rom 
an inhomogeneous surface w i th two components, specular component L^ and dif-
fuse component L^. The dichromatic reflection model applies to inhomogeneous 
dielectric materials and states that the radiance L of the l ight reflected by an 
object is the sum of the radiance L i reflected at the interface and the radiance L^ 
of the l ight scattered from the body of the material. Tominaga and Wandell[138 
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experimentally test the dichromatic reflection model under additional assump-
t ion that highlights have the same spectral composition as the i l luminant. The 
same assumption is further investigated by Lee et aL [89]. In [95], Maloney 
examines the complexity of spectral reflectance functions using large empirical 
data sets. The analysis shows that the reflectance function in the data sets can 
be accurately modeled using a linear model wi th 5 or 7 parameters. 
Recently, the color information has been used to recover surface shapes [25, 
102, 121]. There are also some papers dealing wi th the interreflection[7, 42 . 
Notably, Sato and Ikeuchi[121] use the temporal-color space whose axes are the 
three color axes R(red), G(green), B(blue) and one temporal axis. Conceptually, 
the two reflection components of the dichromatic reflection model, the specular 
and the body reflection components, form two subspaces in temporal-color space. 
They separate the specular and diffuse reflections and use them individually to 
recover the surface shapes. In their scheme, a large diffuse spherical lampshade 
wi th a diameter of 20 inches is used to enclose the target object(Fig. 3.2). Further 
the object must be small and located at the center of this lampshade. A point 
light source is moved in steps around and outside the diffuser in its equatorial 
plane to provide lighting for the image at each step. Though this is a very 
inconvenient setup, i t pioneers a new approach to shape recovery using color 
information. 
In this chapter, we improve the method of Sato and Ikeuchi[121] and elimi-
nate the above shortcomings. A new movable extended light source(ELS) system 
is used to give diffuse il lumination directly. The light source is moved in angular 
steps in a plane to provide light for the image at each step. The ELS system is 
formed by enclosing a point light source with a diffuser. This is an improvement 
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on the inconvenient setup of [121] which requires the target object to be enclosed 
by a very large fixed diffuser. The validity of our method is verified by both 
synthetic and real experiments. A simulation package is developed to test the ef-
ficiency of our approach. The package can also be used to check the practicality 
of our approach to shape estimation of large objects and to the effect of various 
form of l ight geometry. From our experiments, we find that interreflection has 
a detrimental effect on shape recovery and must be reduced to the minimum. 
5.2 Temporal-color Space Analysis of Reflec-
tion 
There are some techniques for separating the specular and body reflection com-
ponents from color images. Shafer presented the dichromatic reflection model 
which can be used to separate reflection components from one color image [123 . 
When the specular reflection and the diffuse reflection have different colors, the 
intensity of the pixels is a linear combination of specular and diffuse reflection 
components. The pixel values on a surface lie on a parallelogram in the color 
space. The slides of this parallelogram are the specular color vector and the 
diffuse color vector. This algorithm is simple but the noise in measuring pixel 
values must be small enoght so that plane fitting and parallelogram f i t t ing can 
proceed. Klinker et ai.[77] developed the dichromatic reflection model for color 
image understanding. They demonstrated that the cluster actually forms a "T" 
shape instead of a parallelogram in the color space, and they separated the 
body-reflection component and the specular-reflection component by geometri-
cally clustering a scatterplot of the image in the RGB color space. Techniques 
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to separate the two reflection components by using a polarizat ion f i l ter have 
also been studied. Wolff[157] has shown that the specular-reflection component 
can be successfully separated f rom the body-reflection component in a black-
and-white image by use of a polarization filter. Recently, Funt and Drew[41 
introduced an a lgor i thm to separate two different body-reflection components, 
no-bounce body reflection and one-bounce body reflection, f rom reflection on 
convex surfaces of uni form color and diffuse reflectance. For increasing the ro-
bustness, the technique of Sato and Ikeuchi is used for separating the specular 
and body reflection components f rom one sequence of color images [121. 
For a color camera, pixel intensities /丑，/。，and / ^ f rom red, green, and blue 
channels are given by the following integrations [116]: 
lR = I TR{X)s{X)h{X)dX 
Ic = I TG{X)s{X)h{X)dX 
h 二 ITB{X)s{X)h{X)dX (5.1) 
where TR(X), TG(A)，and rs (A) are the transmittance functions of the red, green, 
and blue filters, respectively. h{X) is the spectral distr ibut ion of incident l ight to 
the camera. <s(A) is the camera response to the various wavelengths. The three 
intensities lR, 1 ^ and / ^ form a 3 x 1 color vector that represents the color of 
a pixel in the RGB color space. 
Considering the hybr id reflectance model when there is no inter-reflection 
and there is only on the spherical l ight source in the 2D coordinate system, the 
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pixel intensities in R, G, and B channels obey the fol lowing formula[121]: 
lR{Os)‘ 
^i^s) = lG{9s) = K L cos(^ — � ） + KsL{9s — 29n) 
lB{Os) • _ 
- 1 _ 
kLR lTR{X)s{X)c{X)cL{X)dX “ 
KL = kLG = lTG{X)s{X)c{X)cL{X)dX 
_ kLB J [ IrB{X)s{X)c{X)cL{X)dX 
一 ~\ r n 
ksR CsjTR{X)s{X)h{X)dX 
Ks = ksG = csjTG{X)s{X)h{X)dX (5.2) 
ksB csSTB{X)s{X)h{X)dX 
^ 」 ^ • 
where c(A) is the spectral d istr ibut ion of incident l ight, L{9s — 26n) is the geo-
metr ical term of the incident l ight, and cz,(A) and cs are the spectral reflectance 
distr ibut ions of the body-reflection component and the specular-reflection com-
ponent, respectively. X ^ and K s represent the color of the body and specular-
reflection components in the dichromatic reflectance model [123]. The dichro-
matic reflectance model is a mathematical model of reflectance, based on the 
Fresnel's laws. 
The pixel intensities in the R, G, and B channels w i th m different light-source 
directions when the camera is fixed are measured at one pixel. I t is important to 
note that al l the intensities are measured at the same pixel. For hybr id reflection 
surface, the intensity values in the R, G, and B channels can be represented as: 
I = [^R Ic lB 
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cos(^ i — e^) L{Osi - 20n) 
= cos(6>,2 - 6 g L{0s2 - 26n) r kLR kLG kLB 
…… ^SR ksG ksB 
L • 
_ cos(6>_ - 6 g L[6sm - 29n) _ 
j^T 
= p L D^] L 三 皿 (5.3) 
[K? J 
where the two vectors D^, and D ^ represent the intensity values of the body-
and specular-reflection components wi th respect to the light source direction 6s. 
In the case of pure specular reflection, Equation (5.3) becomes: 
I = Is = [lR Ic !B. 
• _ 
L{Osl — 29n) 
L{0s2 — 20n) 
= [«：5/2 ksG ksB. 
L{Osm — 2^n) 
= D s K l (5.4) 
Similarly, in the case of pure body reflection, Equation (5.3) becomes: 
I = h 二 [lR Ic lB, 
cos(6>5i — 6n) 
COs(6>52 — On) 
= [khR kLG kLB. 
COs{0sm — ^n) - • 
= D z K l (5.5) 
I f we know the color matrix K , then we can obtain the two reflection components 
represented by the geometry matrix D by projecting the observed reflection 
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stored in I onto the two color vectors K ^ and K ^ : 
D 二 JK+ (5.6) 
where K ^ is a 3 x 2 pseudoinverse matr ix of the color matr ix K . 
Once matr ix D has been obtained, the loci of the body-reflection compo-
nent and the specular-reflection component in the temporal-color space can be 
extracted as shown in Equation (5.7): 
hody = Dj[^Kf 
Ispecular — D^-K^. (5.7) 
5.3 Estimation of Illuminant Color Ks 
According to the dichromatic reflection model [123], the color of reflection from a 
dielectric object is a linear combination of the body-reflection component and the 
specular-reflection component. The color of the specular-reflection component is 
equal to the i l lumination color. In the x - y chromaticity diagram, the observed 
color o f the objects lies on a segment whose end points represent the colors of the 
body-reflection and specular-reflection components. By representing the color 
of each object as a segment in the chromaticity diagram, the il luminant color 
can be determined from the intersection of the two segments attr ibuted to the 
two objects of interest [88，121, 123 . 
In our experiment, we use a multi-colored object (Fig. 5.2) to calculate the 
i l luminant color K ^ [121]. First, several pixels of different color in the image 
are manually selected. Then, by plotting the observed reflection color of each 
pixel in the x - y chromaticity diagram [88] over the image sequence, we obtain 
88 
Chapter 5 Shape Recovery from One Sequence of Color Images 
several line segments in the a; 一 y chromaticity diagram. The i l luminant color 
can be determined by the intersection of those line segments in the diagram. 
In our calculation, for getting x - y diagram from the R, G, and B values of 
the pixel, we change the RGB color space to the XYZ color space and obtain 
the normalized x, y from X, F , and Z by the following Equation[31]: 
- ^ r 
X 0.490 0.310 0.200 1 \ R 
y = 0.177 0.812 0.011 G . (5.8) 
Z _ 0.000 0.010 0.990 B 
J L* — 
Then, we normalize X，Y, and Z to x, y, and z from Equation (5.9). Because 
^ + y + z = 1, we can only use x and y to represent the color values of the pixel. 
X QT — — x + v + z 
— V 
“ 二 X + V + Z (5-9) 
— z 
^ = YTVTz' 
5.4 Estimation of the Color Vector ofthe Body-
reflection Component Ki 
I f two vectors, 1^  = [Im I a l B i f { i = 1,2), are sampled on the 9s axis at an 
interval greater than 2a, at least one of these vectors is equal to the color vector 
of the body reflection component K ^ . This vector has no specular reflection 
component. The desired color vector of the body-reflection component K [ is 
the vector 1^  that subtends the largest angle wi th respect to the vector K ^ . The 
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Figure 5.2: Multi-color object for calculating K s 
y Cateulate Ks 
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Figure 5.3: Intersection of K s for our light source model(real data) 
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angle between the two color vectors can be calculated using the dot product: 
1 K f l i , 、 
' = ' ' ' m w \ - (5.1仍 
In the case of pure specular reflection object, K ^ = 0. In the case of pure 
body reflection object, one of the vectors 1^  equals K ^ because there is not 
specular reflection component. 
5.5 Separating Specular and Body Reflection 
Components and Recovering Surface Shape 
and Reflectance 
After obtaining K ^ and K ^ , the geometry matrix D can be calculated from 
Equation (5.6), and the body and the specular reflection components can be sep-
arated from Equation (5.7). We recover the surface shape from one color image 
sequence as Sato & Ikeuchi. A cosine curve can be used to fit the body reflection 
component [Equation (5.11)] and a Gaussian curve is used to fit the specular 
reflection component as the approximation of L{9s — 26n) [Equation (5.12)]: 
/body = C'l COs{0s - C2) + C3 (5.11) 
「 _ ( 6 i 「 i ^ ) 2 -
/specular = i ^ e x p 司 (5.12) 
where Ci and D i are the reflectance of the body reflection and specular reflection 
components respectively. C2 and B2/2 are the directions of the surface normal. 
In ideal case, C2 should be equal to B2/2. In real image, they are not the same 
for the presence of noise. Generally, we prefer to C2 as the results because the 
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Figure 5.4: Experiment setup using a spherical light source 
specular reflection component is more sensitive to noise than body reflection 
component. 
5.6 Experiment Results and Discussions 
The experiment setup is shown in Fig. 5.4. The distance between the camera and 
the object is about 32cm. A lampshade wi th a diameter of 15.3cm enclosing 
a point light source is used as an extended light source. I t is attached to a 
SCORBOT-ER IX robot arm which moves around the object along a circular 
path in the plane containing the optical axis of the camera. The distance H 
between the object and the light source center is 29.4cm. The number of samples 
is 14 wi th a — 15°. We use a CCD color camera to grab images. The experiment 
setup of Sato & Ikeuchi is shown in Fig. 3.2. The diameter of the big diffuser is 
20 inches. 
One image is grabbed when the slant of light source is in steps of 10° from 
-90。 to +90。(excluding —20。，—10。，0。’ 10。and 20。where the camera is 
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located). Generally, more accurate results can be obtained when the number 
of sample is larger. This is especially true for using the specular reflection 
component to recover surface shape. 
5.6.1 Results with Interreflection 
In this experiment, there is interreflection from the robot arm and the rack. 
Fig. 5.3 shows the calculation of K5 . The straight line of different colors are 
not pass through exactly the same point because of the noise and interreflection. 
For our spherical light source model in the 2D coordinate system, K^=[0.2921, 
0.2827, 0.4253]. The orange ball is used in our experiments. Its color vector 
KL=[0.4720, 0.3106, 0.2174]. The surface normals obtained by the cosine curve 
fitting from body reflection component are shown in the column (9^1 in Table 5.1. 
The results are not good because of the effects of interreflection. 
5.6.2 Results Without Interreflection 
In this experiment, we use black cloth to cover the robot arm and the camera. 
So there is l i t t le interreflection from the environment. The number of samples 
is the same as before. The surface normals obtained by cosine curve f i t t ing 
from body reflection component are shown in the column 0n2 in Table 5.1. The 
results are better. The interreflection has a serious effect on shape recovery. The 
RGB intensity curves of the orange ball at the point wi th surface normal —30。 
are shown in Fig. 5.5(a). The curves of body reflection component and specular 
reflection component separated from the RGB intensity are shown in Fig. 5.5(b) 
and Fig. 5.5(c), respectively. 
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Table 5.1: Surface normal recovered f rom body reflec-
t ion component(real data) 
Ac tua l values Our system Sato's system 
一 On Onl 0n2 “ 6 U | 9^2 
-90° ~^53.6。"^^^79：^ —62.41。- -78.64° 
—60° _—79.56° " ^ 0 . 0 2 ° ~ ^ ^ 6 ° -59.36° 
—45° —-84.87° ^ 5 . 4 4 ° —82.74° -44.25°" 
— — 3 0 ° —45.98° : 2 8 . 2 3 ° " ^ 6 . 3 7 ° -28.75° 
0° _ - 6 . 6 r - : 5 . 9 1 。 - 7 . 3 r -6 .23° — 
— 3 0 ° 27.96° —28.63° ~ ^ . 4 6 ° 28.94° 
— 4 5 ° 42.67° _41.43° —i^ . l 7 ° 42.32° 
60° _81.30° ~ ^ ^ ^ ^ 82.69° 58.82° 
90° 83.59。 84.83。 81.54° 85.62。一 
Table 5.2: Basic simulation results(sampling angle=5°) 
On ^nbody ^nSpe 
0° Q.28°~~ 0.39。 
10。 9 . 8 Q ~ 9.80。 
2 0 。 1 9 . 5 1 ~ 20.0° 
3 0 。 3 Q . 0 1 ~ 30.2。 
40° ""i5".Or 38.83°— 
~5¥~ 50.06° — 
~ W ~ 59.95。 一 
~ W ~ 7 0 . 3 3 ° " — 
"80° 80.11。 一 
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Figure 5.5: RGB intensity curves for a surface point of a ball wi th surface normal 
Gn = -30。(real data). 
5.6.3 Simulation Results 
In the simulation, we use a reddish sphere as our object wi th color vector 
KL=[0.52, 0.27, 0.21]. We use white light source wi th color vector K f [ 0 . 3 3 3 3 , 
0.3333, 0.3333]. The number of samples is 18 wi th a = 15°. One image is 
grabbed when the light source slant is in steps of 5° from 5° to 90°. The RGB 
intensity curves are shown in Fig. 5.6(a). Fig. 5.6(b) and Fig. 5.6(c) show the 
intensity curves of the body and specular reflection components separated from 
the hybrid reflection of the surface. The surface normals obtained by cosine 
curve f i t t ing of the body reflection component and by Gaussian curve f i t t ing 
of the specular reflection component are shown in the columns of ^y^body and 
9nSpe in Table 5.2 respectively. The results are very good. 
We also use the raytracing to generate the images for verifying our method. 
In this situation, the object is large. The diameter of the ball is 50mm. The 
distance between the object and the camera is 80mm. So the perspective pro-
jection must be used. The color vector of white source K f [ 0 . 3 3 3 3 , 0.3333, 
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Figure 5.6: RGB intensity curves for a surface point of a synthetic ball w i th 
surface normal On = 10°. 
0.3333]. The slants of the light source are [ -60° , - 50°, —40。，-30。，-20。， 
—10。，0。，10。，20°, 30。，40。，50。，60。]. Fig. 5.7(a), 5.7(b) and 5.7(c) show the 
hybrid orange ball image and the specular image and diffuse image which are 
separated by our method from the hybrid image. Fig. 5.8(a), 5.8(b) and 5.8(c) 
show the hybrid red cylinder image and the specular image and diffuse image 
which are separated by our method from the hybrid image. 
5.7 Analysis of Various Factors on the Accu-
racy 
5.7.1 Effects of Number of Samples 
Each surface point is sampled at regular interval of 6s. In order to extract 
the shape and the reflectance parameters of hybrid surfaces, both Lambertian 
and specular components of image intensity must be detected. Since we use 
a delta function for the specular reflection model, the period of the modified 
96 
umm 
(a) hybrid image (b) body image (c) specular image 
Figure 5.7: A synthetic ball w i th hybrid reflection is shown in (a). The separated 
body and specular reflection components are shown in (b) and (c). 
• • 
(a) hybrid image (b) body image (c) specular image 
Figure 5.8: A synthetic cylinder wi th hybrid reflection is shown in (a). The 
separated body and specular reflection components are shown in (b) and (c). 
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Table 5.3: Surface normals when sampling angle is 15° and 25° 
" ^ t u a l values Sampling angle 15。Sampling angle 25° 
^_n ^nbody 6>nSpe "^nbody | 6>y,spe — 
0° ~ 1 . 3 5 ° - 2 . 7 l ^ -1.05° - -1.18° 
10° ~l0.20° lQ .58^~ 10.14° “ 12.94。 
20° 一 19.81° 16.21° 19.63° “ “ 2 3 ? [ ¥ “ ^ 
30° ^ . 0 3 ° 30.19^~" 30.01° • 27.06° 
40° —_ 40.04° “ 40.39° 39.92° “ “ 4 0 ^ ~ ~ 
50° ~~ 49.97° 50.58° 49.75° = 
60° — 59.97° “ — 60.26。 — 
70° 70.19° — 70.65° = 
W 79.80° == 7 9 ^ — 
photometric function that contains specular intensities is equal to the width, 2a, 
of the extended source radiance function. In general, at least two photometric 
samples must have non-zero specular intensities for the extraction technique 
to work. Therefore, the photometric function must be sampled at a frequency 
greater than or equal to the minimum sampling frequency /min. From [103]: 
/min 二 ~ ' (5.13) 
In our analysis, we only change the sampling number in the simulation. The 
results when sampling angles are 15° and 25° are shown in Table 5.3. 
Comparing wi th the results when the sampling angle is 5°(Table 5.2), we 
know the shape and reflectance estimation based on the specular reflection com-
ponent is sensitive to the sample number. Generally, we obtain the final results 
from the body reflection component. 
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Table 5.4: Surface normals after adding some noise 
Actual values 5% noise 10% noise ~~ 
0n 6>nbody 6>nSpe l9^body 6>^ spe 
“ 0° 1.91。 2.74° " " ^ ^ 4 。 3 . 5 2 ° 
“ 10° — 10.30° _9.80° ~ y ^ 5 ^ 9.80° 
20° — 19.40° “ 20.00° n ^ . 9 5 ° 20.00° 
_ 30° 30.18° 30.19° ~ ^ 9 ° 30.18° 
— 40° 一 39.90° —39.61° " I ^ ^ i ^ 41.17° 
50° 一 50.05° 49.02° —丽.06° 49.02° 
60° ~ 59.58° “ — 61.04° “ “ — “ “ 
— 70。 — 69.51° _ 一 " ^ 5 ? ^ — 
— 80° 84.18。 一 76.96。 一 
5.7.2 Effects of Noise 
For analyzing the effects of the noise, we add some noise on the RGB intensity 
directly. We generate the random noise which obeys Gaussian distribution wi th 
mean=0, deviat ion=l . We give out the results after adding 5% and 10% noises 
respectively(Table 5.4). The definition of 5% or 10% noise means that the power 
of noise is 5% or 10% of the power of intensity. 
From above results, we know the noise has more effects on shape from body 
reflection component than the specular component. The results are acceptable 
even when we add 10% noise. The noises have more effects on the results of the 
two-end-point values of the curve. 
5.7.3 Effects of Object Size 
When the object size is large, the results wi l l be worse. In Table 5.5, we give 
out the results for the different balls with r = 7cm and r = 12cm respectively. 
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Table 5.5: Effects of object size 
Actual values r = 7cm r — 12cm 
^_n ^nbody ^nSpe ~ ^ b o d y ^^spe 
— 0。 一 -52.9° ~ 0 . 3 9 ° ~ ^ ^ 8 L ^ 1.18。 
— 10° -8.61° 8.23° ~ ^ 7 8 ° 7.40。 
一 20° 13.13° T ^ ： ^ 1.95° — 16.08° 
_ 30° ~ 29.29° 26.27° ~28.26° 23.92° 
— 40° 40.28° 35.64° ~40^7° 31.26° 
— 50° _ 49.83° 13.52° " 1 ^： ^ ^ 49.02° 
— 6 0 ° 59.89° ~ ~ 二 ~ 59.64°~ 一 
70° — 73.06° “ — 79.69° ~ " = “ ^ 
_ 80° 88.89。 一 61.05° — 
Calibration Method for Coping with Larger Objects 
In the ideal case, the object is a point. When the object size is large, how can 
we sti l l get good results from our method? For dealing wi th this problem, we 
develop a calibration method for the larger objects. Generally, the light source 
model and the camera model wi l l affect the results from the larger objects. For 
smaller object, the distance H and the angle Os can be considered as constant. 
When H is large enough, we can ignore the effects on light source model for 
larger objects. 
Considering the effects of the camera model, we use orthographic projection 
for the small objects. But the perspective projection has to be used for the larger 
objects. The geometric relationship between the object size and the camera 
model is shown in Fig. 5.9. The intensity of p' in the image which corresponds 
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p' X 
\ , image plane 
(^P 
X ^ o ^ e ^ 
Figure 5.9: Projection of an object point on the image plane of a 
pin hole camera 
to the point p of the object can be expressed as [59]: 
7T d 2 
I'img = ^ i j ) C0S4 7/^bject = � C O S ^ 7 ^ e c t (5.14) 
where d is the diameter of the lens, f is the focal length, /:bject = I'B + I 's, and 
7 is the angle between the line op and the optical axis. From Fig. 5.9: 
7 = t a n _ i ; (5.15) 
where x is the distance between the image point and the image center which can 
be calculated from the image. For each pixel, we obtain the 7 from Equation(5.15) 
at first. Then we use Equation (5.14) to do the correction. We verify the validity 
of our calibration method by the simulations and real images. 
Results after Correction for Larger Objects 
We use the same parameters as the basic experimental set up. The distance 
between the camera and the object is 320mm. The diameters of the objects 
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are 40mm，140mm and 240mm respectively in the simulations. In the real 
experiment, the object wi th diameter 80mm is used. Now H is set equal to 
800mm so that the effects of the light source model can be ignored. After the 
above perspective projection correction, the results for various object sizes are 
better than those using orthographic projection alone. This is especially true 
for the results from body reflection. The surface normals of the ball w i th di-
ameter 240mm recovered without correction and after correction are shown in 
Table 5.6. The first column gives the actual values of the surface normals. The 
second and the th i rd columns give the surface normals recovered from diffuse re-
flection component(^yjbody) and specular reflection component(^^spe) without 
correction. The fourth and the f i f th columns give the results after the correc-
tion. The real experimental results for a ball wi th diameter 80mm are shown in 
Table 5.7. We only recover the surface normals from the body reflection compo-
nent. After the correction, the surface shapes recovered from images are much 
better than without the correction for larger objects. 
5.7.4 Camera Optical Axis Not in Light Source Plane 
The optical axis of the camera is assumed to pass through the object center 
and make an angle 9 wi th the light source plane. The angle between the camera 
optical axis and the light source is Q、. Fig. 5.10 shows the geometric relationship 
of the angles Q、, Os, and 0. From Fig. 5.10, because: 
乂 5 丄 0 5 , B L > i O v 4 . (5.16) 
Therefore 
BD 丄 DE (5.17) 
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Table 5.6: Surface normals of a synthetic bal l w i th diameter 240mm recovered 
w i thout correction and after correction 
/ 
Actua l values No correction After correction 
^n ^nbody 6>nSpe ~ ^ b o d y 6>y,spe 
— 0° -87.64° 1.18° ~ ^ . 1 2 ° 1.74° 
— 10° - —55.78° —7.45° ~ T I f ^ 9.02° 
一 20。 - 1.95° " l6^Q8^ 17.Q4°~ 18.43° 
30° 28.27°— 23.92° 29.61°~~~28.63° 
— 40° — 40.87。 31.75° " l O . l Q " 36.47。 
— 50° 一 49.65° 41.17° ~ l9 .96° 49.02° 
60° — 59.64° 49.02° 59^^¾^ ~ ~ — ~ ~ 
70° ~ ~ 76.69° “ 一 71.33° “ “ — “ “ 
— 80° 61.05° — 85.04° — 
Table 5.7: Surface normals of the ball w i th diameter 80mm recov-
ered wi thout correction and after correction(real results) 
Actual values No correction After correction 
On 6>nbody Onhody 
_ 9 0 。 — —109.53。 —96.75。 
_60。 —68.17° — —62.43。 
—45° —49.43° — —46.54° 、 
—30° —34.68° — -29.62° 
0° -8 .67° — -3.25° 
30° 26.64° ~ " 27.86° 
45° 42.55° 43.96° 
60。 57.83° - 58.73。 
90° 68.74。 84.51。 — 
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Figure 5.10: Geometry of the angles 0、, 9s, 6 
and 
OA = OE = H, OB = HcosO. (5.18) 
Therefore 
OD = OB cos e = H cos2 6>, BD = OB sin 6 二 H cos 9 sin 0. (5.19) 
and we have: 
DE^ = OD^ + OE^ - 20D0E cos 0^ = H^ cos^ 6 + H^ - 2H^ cos' 0 cos 6^ 
BE^ = BD^ + DE^ = H^ cos" 0 + H^ - 2H^ cos" 9 cos 6>,. (5.20) 
From the triangular AOBE, we obtain: 
BE^ = 0B2 + OE^ — 20B OEcosO'^. (5.21) 
From Equations (5.20) and (5.21): 
cos 0'g = cos 6 cos ^ 5 (5.22) 
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Table 5.8: Effects when camera optical axis not in the light source 
plane 
Actual values 紀 0 。 ~^~ (9=20。 
^ ^nbody ^nSpe " ^ b o d y (9y,spe 
0° 一 0.64° “ -0.39° 0.08。 " “ ^ ^ ~ ~ 
— 10° 一 8 . 5 7 。 — 7 . 4 5 。 " T 9 Q ^ -2.35° 
一 20° 17.62° 1^^:¾!^~~ni^° 17.65° 
— 30° - 27.78° "^9.41° ~ ^ 2 M ^ 28.63。 
— 40° — 37.38° -40.39° ~ ^ . 8 4 ° 39.61° 
— 50° “ 48.17° 19.02° 1 3 ^ 8 0 ^ 50.55° 
60° — 58.88° “ — 55.94° “ “ — “ “ 
70° 7Q.89°~ 一 70.03° — ~ ~ 
80° 82.15。 — 1 6 . 3 5 。 ~ ~ — ^ 
where 9 is the angle between the light source moving plane and the camera 
optical axis. 
We give out the results when 0 is 10。and 20。(Table 5.8). The results are 
acceptable when 6 is 10°, but get worse when 6 increases to 20°. The angle 
between the camera optical axis and the light source moving plane has serious 
effects on shape and reflectance recovery. 
5.7.5 Camera Optical Axis Not Passing Through Object 
Center 
Assume the camera optical axis is parallel with but not contained by the 
light source moving plane. Then all the points on the object surface wi l l have 
an angle 7 wi th camera optical axis if the object is small. The effects of the 
angle 7 can be expressed the same as Equation (5.14). From the distance 1, we 
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Table 5.9: Effects when camera optical axis not passing through 
the object center 
Actual values 7—5° — 7=10° 
^ ^nbody l9y,spe ~^^body <9y^ spe 
— 0° “ -0.12° ~Q.39° ~ ^ ^ 0 W ~ -0.39° 
— 10° 8.87° 9.80° ~ J M ° 9.8° 
— 20° “ 18.95° ~^L00° " 2 0 5 4 ^ 20.00° 
— 30° — 30.07° -30.20° ~M.07° 30.20° 
— 40° — 40.02° -40.39° ~ ^ . 9 8 ° 40.39° 
“ 50° — 50.28° _49.02° "1^.97。 49.02° 
~ " 60° “ 59.96° " ~ — ~ 60.07° _ — 
70° — 70.67° - — 70.10° ~ ~ = = ~ ~ 
一 80。 80.75。 — 79.54。 一 
get the angle 7 from the following equation: 
— = 7 ^ _ 
where 1 is the distance between the camera optical axis and the light source 
moving plane, and D is the distance between the camera lens center and the 
object. We do simulation for the cases when 1 — 28mm{j = 5°) and 1 二 
56.4mm(7 = 10。). The results in Table 5.9 show that the angle 7 only affects 
the reflectance estimation of the surface. I f the camera optical axis is parallel 
wi th the light source plane, its translation from the object center has l i t t le effect 
on the shape recovery. The shape recovery method works well for the objects 
wi th different color or reflectance under different light source color. 
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Shape Recovery from Two 
Sequences of Images 
6.1 Introduction 
I t is known that Shape from shading and photometric stereo methods are very 
sensitive to experimental environments. In last chapter, we analyze the more 
robust method for recovering surface shapes from one sequence of color images. 
In that method, the surface normals corresponding to the pixels in the l ight 
source plane can be estimated accurately. However, the off-the-plane component 
of a normal is ignored and the directions of all normals are assumed to be in the 
l ight source moving plane. This assumption is of course not true in general and 
w i l l cause large errors in many practical cases. Further, for surface patches not in 
the l ight source moving plane, the normal estimation deteriorates rapidly as the 
distance between the surface patch and the light source moving plane increases. 
Str ict ly speaking the normals recovered from last chapter are 2D ones. I t is 
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necessary to develop a new method for recovering 3D surface normals to tackle 
the shortcomings of the method described before. In order to achieve what we 
want, we use a pair of sequences of images and solve a set of non-linear equations 
for the normal estimation. The optimal estimation o f a 3 D normal is obtained by 
using a genetic algorithm (GA). The movable spherical light source(ELS) system 
is st i l l used to give diffuse i l lumination directly. The light source is moved in 
angular steps in a plane to provide light for the image at each step. The validity 
of our method is verified by both synthetic and real images. The simple camera 
calibration technique for large objects can also be applied for our new method. 
Compared wi th Chapter 5，our new method has the following advantages: 
1. We use the 3D extended light source model instead of the 2D extended 
light source model for Lambertian surface. 
2. We introduce a new method to estimate the 3D surface normals via two 
sequences of images by a GA. 
3. The normal at a point on a 3D surface corresponding to an image pixel 
can uniquely determined if the pixel is presented in at least three images 
not coming from the same image sequences. For robustness, usually more 
than 4 images are used for each sequence. This is true even when the point 、 
is located 'far' away from the light source moving planes corresponding to 
the two sequences of images. 
4. Our method can work well for black-and-white images as well as color 
images. For comparing the results wi th that in the last chapter, we use 
color images also in this chapter. 
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In the rest of this chapter, Section 2 describes the nonlinear equations for 
recovering 3D surface shapes from two sequences of images. Section 3 introduces 
the genetics-based method to obtain the optimal solutions of 3D surface shapes. 
Experimental results and discussions are given in Section 4. 
6.2 Method for 3D Shape Recovery from Two 
Sequences of Images 
In this part, we derive the nonlinear equations for recovering 3D surface shapes 
for Lambertian surfaces from two sequences of images under the sphere extended 
light source in the camera-object coordinate system. For diffuse reflection com-
ponent, the surface orientation of the maximum intensity is typically one for 
which the surface normal points at the light source. For specular reflection 
component, the surface orientation of the maximum intensity is usually one for 
which the surface normal points about halfway between the light source and the 
viewer. We use the diffuse component to recover the 3D surface shapes. Let 
Idmax be the maximum intensity of the diffuse component. So the intensity of 
one pixel (x, y) can be represent as: 
h = Idmax c o s ^ , ^ < 7 r / 2 ( 6 . 1 ) 
where Idmax is the maximum intensity of the diffuse component, ^ is the angle 
between the surface normal of the object point which corresponds to the pixel 
(x, y) and the light source, and i is the number of images grabbed when the 
light source is in different positions. In our experiment, we use the maximum 
intensity of the diffuse components of all images as Idmax-
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Figure 6.1: Slant 0 and t i l t ip in XYZ coordinate system 
For the R, G, B channels of color images, we have: 
Im = lRdmax COS 6i 
Ioi = lodmax COS ^ ( 6 . 2 ) 
I s i = lBdmax COS $i . 
Assume the image plane is parallel to the x — y plane in the xyz coordinate. 
Slant is the angle which the surface normal or the i l luminant vector makes w i th 
the 2:-axis and t i l t is the angle which the image plane component of the surface 
normal or the i l luminant vector makes w i th the x-axis. Fig. 6.1 shows the slant 6 
and the t i l t ip of the vector w in xyz coordinate system. The normalized surface 
normal can be represent as n ( r ^ , ny, r ^ )= (s in 9^ cos (fn, sin On sin cpn, cos On). 
The angle between the surface normal and the light source can be obtained 
f rom Equation (3.37). For each pixel, we have: 
h{x,y) « Idmax COS 6i 
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h{x,y) ^ Idmax cos 62 
(6.3) 
l m ( T , y) ~ Idmax COS 6^ 
where i = l,2,...,m is the number of the different l ight source positions, cpn 
and Qn are unknown and I i are the measured intensity values. We wr i te “ ^ ” 
rather than “ = “ because Equation (6.3) is only an approximation. By using 
two image sequences, (pn and On can be determined uniquely. 
Now the problem is, given 1“ (fLi, ^Li, i = l , 2 , . . . , m , to determine the 
parameters ipn and Qn so that Equation (6.3) close as well as possible, in the 
sense of matching these measured data. This problem may be reduced to a 
least-squares problem: 
m 
minimize S'((^n, "n) = Y , [ h — Idmax cos O i f . (6.4) 
i=l 
We hope find the global min imum solution to Equation (6.4). However, S{ipn, 0^) 
is obviously nonlinear and generally has more than one valleys. These proper-
ties make the conventional opt imizat ion methods, such as the Newton-Raphson 
method, easy to be gotten trapped in local minima, because they are in essence 
local search techniques. Therefore, we use a genetic a lgor i thm(GA) to solve the 
problem of Equation (6.4). 
6.3 Genetics-Based Method 
GAs are a class of probabilistic search algorithms that emulate natural genetic 
operators, and are capable of locating opt imal and near opt imal solutions to 
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A = 1 1 1 0 0 0 0 1 1 1 0 10 1 0 1 
B = 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 
(a) Two parent strings 
A ' = o o o o o o o o o o i o 1 0 1 0 1 
B = 1 1 1 0 0 0 0 1 1 l i l 1 1 1 1 1 
(b) Two offspring strings 
Figure 6.2: An example of crossover 
difficult problems. They have been successfully applied to various optimization 
problems in the recent years [11, 36, 44, 115, 118, 125, 137 . 
GAs work wi th a population of solutions considering many points in the 
search space simultaneously. In a GA, a solution, i.e., a point in the search 
space, is properly coded into a string, and a function, called the fitness function, 
is defined to relate solutions to performance. The values of the function is 
a measure for the quality of the solutions. A GA starts wi th the population 
of strings and evolves from generation to generation toward better solutions 
by applying genetic operations. A general GA which can give good results in 
many practical problems uses these three operators: reproduction, crossover and 
mutation. 
The purpose of reproduction is to pass the strings wi th large fitness values 
for later genetic operators such as crossover and mutation. The higher-fitness 
string wi l l have more offsprings. The offsprings do not replace all the parent 
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strings, instead they only replace low-fitness strings which are discarded at each 
generation so that the total population remains the same size. Crossover is 
the main operator to work on the parents wi th a certain probability, called 
crossover rate. To apply this operator, the higher-fitness strings mate. Two 
strings from the reproduced population line up, a point along the strings is 
selected at random and the portions to the left of that point are exchanged to 
generate two offsprings. Fig. 6.2 shows a crossover example where two binary 
coded strings, A and B, w i th length 16 are lined up for crossover, and a point 
at site 10 has been selected. After the crossover, two offsprings are generated as 
shown in Fig. 6.2(b). The mutation operator creates a child that is the same as 
his parent in all component of the string except one or more randomly selected 
ones. In the case of common binary string coding, this operation simply flips 
the state of the selected component(s) from 0 to 1 or vice versa. The mutation 
occurs wi th a small probability in GAs. 
In our application, a GA similar to that in [46] is implemented in C for our 
purpose. The fitness function of the GA is defined as: 
彻 身 1 + ‘ 』 。 . (6.5) 
The two parameters p^n and 9n are represented by using a bit string. For simplic-
ity, we code each parameter as an eight bit substring and then concatenate the 
two substrings. Each parameter value in a substring is an integer in the range 
0, 255] which is linearly mapped to the range of the parameter. For example, 
i f the minimum and the maximum values of the parameter p^^  are ^nrmn and 
9^nmax iespectively, an integer i between 0 and 255 is mapped to the real-valued 
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parameter (f^ as follows: 
— i 
^n = Wnmin + ^ ( ^ n m a x — ^nmin)- (6.6) 
I n our experiments, a crossover rate of 0.8，a mutat ion rate of 0.08 and a popu-
lat ion of 50 are chosen in the GA. The in i t ia l populat ion is generated randomly. 
The G A stops after 30 generations. Our experimental results show that the 
G A works well and can obtain the correct solution each t ime. The algor i thm 
for obtain ing the surface normals f rom the image sequences by GA is shown as 
follows: 
begin 
Separate the sequences of the hybrid image into the sequences of 
diffuse image and the sequences of specular image, where each image 
has the size of N x N pixels and each sequence has m images. Note 
that only the sequences of diffuse images are used to recover the 
surface shape. 
for X = 0 to N — 1, do 
begin 
for y 二 0 to N - 1, do 
begin 
Read m intensity values ( / “ i = 1，2, ..., m) f rom 
the m diffuse images in pixel {x, y). 
Call the GA as follows. 
1. Init ial ize a population of strings ran-
domly. 
2. Evaluate the fitness value of each string 
in the population, using Equation (6.5). 
3. Create new strings using current strings 
by applying genetic operators: repro-
duction, crossover and mutation. 
4. Delete members of the population to 
make room for the new strings. 
5. Evaluate the fitness values of new strings 
and insert them into the population. 
6. I f the GA reaches the 30th generation, 
stop and return the highest-fitness string; 
otherwise, return to step 3. 
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Decode the returned string to obtain the surface 




6.4 Experimental Results and Discussions 
The method of recovering 3D shapes for Lambertian surfaces by the GA from 
two sequences of images works well for black-and-white images as well as the 
color images. For comparing the results wi th last Chapter, we sti l l use the color 
images in our experiments. 
6.4.1 Simulation Results 
In the simulation, we use a reddish ball as our object wi th the color vector 
KL=[0.52, 0.27, 0.21]. The color vector of white source K ^ =[0.3333, 0.3333, 
0.3333]. The slants of the light source are in steps of 5° from 5° to 70°. The 
t i l ts for two sequences of images are 30° and 60° respectively. The surface 
normals recovered by simulation are shown in Table 6.1. The first and the second 
columns show the actual slants and ti l ts of the surface normals. The third and 
the fourth columns show the calculated slants and ti l ts of the surface normals 
from two sequences of images by our method. The fifth and sixth columns give 
the calculated slants of the surface normals by cosine curve fitting with the t i l ts 
30° and 60° respectively. From Table 6.1, we know that the results from one 
image sequence are acceptable if the angle between the t i l t of the surface normal 
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Table 6.1: Surface normals recovered by one sequence of images and two se-
quences of images from synthetic images 
Actual values Two sequences One sequence 
^n W n ~ On | ^n X I ^ n = ^0°)\0ni^n = 60°) 
10° 320° 9.88° 320.09° 3.3° ^ 
20° 240°— 20.12° 240.07° -16.9° 1 ^ 
30° 110。~ 30.00° 109.51° 5.6。 ^ 
40° 90° — 40.24° 89.85° 2 ^ 3 ^ 
50° 50° 50.12。 50.54° 一 48.4° 48.8。 
60° 30° 一 60.00° 29.48° 60.0。 5 ^ 
30° 20。 ^ . 0 0 ° 19.66° 29.6° 549^ 
60° 0° — 60.00° 0° 56.1° 5 ^ 
30° 0° 一 30.00° 0° 26.5。 2 ^ 
80。 30° 80.12。 30.89。 8 0 ° 7 ^ 
and the light source plane is not larger than 20°. The 3D surface shape can be 
obtained well for every point by our method. 
We also use the raytracing to generate the images which are used in our sim-
ulation. In this situation, the object is large. The diameter of the ball is 50mm. 
The distance between the object and the camera is 80mm. So the perspective 
projection must be used. The color vector of white source K^=[0.3333, 0.3333, 
0.3333]. The slants of the light source are in steps of 10° from —60° to 60°. The 
t i l ts for two sequences of images are 30° and 60° respectively. Fig. 6.3(a) and 
Fig. 6.3(b) show the hybrid ball and cylinder images. We use the method men-
tioned in last chapter to separate them into diffuse images and specular images 
respectively. 
The simple camera calibration for large objects is applied before recovering 
3D surface shapes. Fig. 6.4 and Fig. 6.5 show the 3D shapes of the ball and the 
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(a) a ball (b) a cylinder 
Figure 6.3: A synthetic ball and a synthetic cylinder wi th hybrid reflection 
^ U ^ : ^ ^ ^ -
0 0 0 0 
Figure 6.4: Depth map of the ball Figure 6.5: Depth map of the 
recovered from two sequences of cylinder recovered from two se-
images quences of images 
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Table 6.2: Surface normals recovered from one sequence of real images and two 
sequences of real images 
Actual values Two sequences One sequences 
^n f n ~ On | ^n X ( ^ n ^ 0°) \ On{^n = 60°) 
10° 32 0° 8.68° 323.10° ~ ^ . 8 7 。 2 ： ^ 
20° 240°~~ 22.12° 237.97° 5.67° 2 L ^ 
30° 150°~~ 28.87° 147.51° 24.76° 8 ^ 
45° 90° — 42.94° 92.85° 16.47° 3 9 J ^ 
60° 一60° 58.27^ 62.54° _ 42.57° 58.31° _ 
80° 3 0 ° — 82.54° 27.48° 72.94° 7 3 ^ 
30° 0° 一 28.41。 2.82° ~ 2 8 ^ 6 ^ u 7 w 
30° 6 0 ° — 28.52° 61.23° 16.94° 2 8 ^ 
60° 30°~~ 57.69° 28.47° 51.96° W u ° 
60° — 0° " " M 1 ^ 1.94° 58.49° 43.38° — 
80° 0。 82.81。2.47。 81.72。 6 4 ^ 
cylinder which are obtained from two sequences of images by our method. As 
shown in these Figures, our method can also work well for large objects. 
6.4.2 Real Experimental Results 
The experiment setup is the same as that shown in Fig. 5.4. There is l i t t le 
interreflection from environment. The distance between the camera and the 
object is about 320mm. A lampshade with a diameter of 153mm enclosing 
a point light source is used as an extended light source. I t is attached to a 
SCORBOT-ER IX robot arm which moves around the object along a circular 
path in the plane containing the optical axis of the camera. The distance H 
between the object and the light source center is 294mm. The number of samples 
is 14 wi th a = 15°. We use a CCD color camera to grab images. One image 
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is grabbed when the slant of light source is in steps of 10。from - 9 0 ° to +90° 
(excluding -20。，-10。，0。，10。and 20° where the camera is located). The 
t i l ts of the light source are 0。and 60。for the first and second image sequences 
respectively. The i l luminant color vector is K5(O.378, 0.311, 0.311). The color 
vector of the orange ball is K^^(0.4565, 0.3185，0.2251). The surface normals 
recovered by simulation are shown in Table 6.2. The means of each column in 
Table 6.2 are the same as that of Table 6.1. The results show our method work 





Shape from Shading for 
Non-Lambertian Surfaces 
7.1 Introduction 
Physics-based methods for inferring surface shape had a good start w i th the fa-
mous Shape from Shading{SFS) [29, 59, 127, 154] method. Many developments 
and extensions of the SFS have been proposed in the l i terature since then. Most 
^ of them, except for the local methods[90, 112, 113, 142], are based on a vari-
at ional re-formulation of the problem, which usually involves a regularization 
terms of smoothness and/or a penalty term of nonintegrability[21, 39, 60, 66, 
87, 91, 94, 127, 145]. Other notable examples of physics-based computer vision 
include Photometric Stereo [25’ 103, 154], Shape from Specularity [54, 131，132], 
and Shape from color [25, 121]. A l l these methods have their strong points and 
l imitat ions and many of them can only be applied in laboratory environments. 
The foundation of the SFS methods is the assumption of a Lambert ian surface 
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where the reflected light depends only on the angle between the light source 
and the surface normal. Further, the light source is assumed to be a point 
source at a great distance. The assumption of a smooth surface is necessary 
to provide a constraint to compute the surface normals iteratively using the 
boundary conditions of the occluding boundaries. In practice, these assump-
tions are only approximately true most of the time. As a result, the errors of 
estimating the needle diagrams are larger than expected in many applications. 
In this technique, only intensity information is used and the results are very 
sensitive to noise. Zhang et ai.[117] analyzed and compared several methods of 
shape-from-shading. 
Shading is the variation of brightness in a region of an image. Shape from 
shading method was developed by Horn[1970]. In this technique, a model of 
the geometric dependence of reflection is used to determine surface shape. The 
reflected intensity can be cast into a representation such as the reflectance map, 
parameterized by surface orientation coordinates for a given relative position 
of the light source and camera. This yields reflected intensity as a function of 
the two degrees of freedom of the surface orientation (vertical and horizontal 
t i l t w i th the viewer). When the intensity at a pixel is measured, the surface 
orientation at the corresponding surface point must then lie along the level 
contour of the reflectance map for that reflected intensity value. This constrains 
the surface orientation to a l D family of possible orientations at that point in 
the scene. Thus, i t is not possible to obtain a unique surface orientation at every 
point by reflection modeling. Additional constraint is needed to solve the unique 
interpretations of surface shape. Assuming similarity of the surface orientation 
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at nearby points or assuming smoothness of the inferred surface gives the extra 
constraint. The key weaknesses of this method lie in its assumption of surface 
smoothness and its requirement for a complete characterization of the reflectance 
properties of the material being studied. These assumptions make the method 
necessarily imprecise. 
I t is known that most real surfaces are neither perfectly Lambertian nor ide-
ally specular. I t is necessary to develop some new algorithms for shape recovery 
from non-Lambertian surfaces. Non-Lambertian means that the surfaces need 
not be Lambertian, but could be. Recently, several researchers t ry to use a SFS 
technique for non-Lambertian surfaces[9, 26]. Clark and Yuille[26] discussed the 
shape from shading via the fusion of specular and Lambertian image compo-
nents. The input image has to be separated into the specular image and the 
Lambertian image first. The surface normals can be determined uniquely only 
for those areas wi th both reflection components. Tagare and deFigueiredo[129 
proposed a theory of photometric stereo for a class of diffuse Non-Lambertian 
surfaces. Our method can obtain the surface shape from the hybrid image di-
rectly. Separation of the hybrid images into the specular and Lambertian images 
is unnecessary. 
For a color image, the specular reflection area and the diffuse reflection area 
have different colors i f the light source color is different from that of the object. 
They can be segmented easily. In our algorithm, we assume objects are wi th uni-
form color hybrid surfaces(They can be specular surface or Lambertian surface). 
A dichromatic reflection model [123] is assumed to describe the color hybrid 
surfaces. For a point light source, the specular reflection is usually too strong 
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and wi l l saturate the camera. An extended light source model is therefore used 
so that both specular and diffuse reflections can be detected simultaneously in 
one image. A new reflectance map for hybrid surfaces under the extended light 
source is developed so that surface shape can be inferred using a shape from 
shading technique. We use Zheng and Chellappa's algorithm [165] to recover 
the surface shape from one color image. For regions wi th diffuse reflection, the 
conventional reflectance map for Lambertian surface can be used. Some results 
based on real experiments and simulations are presented to show the validity of 
our method. 
Section 1 of this chapter is the introduction. We develop the new reflectance 
map for color hybrid surface under the extended light source in Section 2. The 
shape recovery algorithm is introduced in Section 3. Section 4 illustrates the 
results of real and simulated experiments based on our method. 
I 
7.2 Reflectance Map for Non-Lambertian Color 
Surfaces 
In this chapter, we sti l l use the spherical light source shown in Fig. 3.1. From 
Chapter 3, the radiance of the spherical source can be determined by: 
ClJr^-D^ sm^iO-Os) 
L(0, Os) 二 ^ � - ^ -, Os - a < e < 6s + a (7.1) 
where D is the distance between the object and the center of the extended light 
source, and a=sin—i(r /D). We assume Os is the source direction because the 
radiance function L[6,6s) is symmetric, wi th respect to the source direction 
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(0 = 9s). Its magnitude decreases as 6 deviates from 6g. Points on the diffuser 
that lie in the interval 6s - a < 6 < Og + a contribute to the irradiance on the 
object point P. 
The image intensity I{x, y) 二 (½, /。, IsY for color hybrid surfaces under the 
spherical l ight source is expressed as the linear sum of the components /召(工,y) 
and I s ( x , y ) [Chapter 3]: 
I = K L cos(6>, — On) + KsL{Os, 2 � ） (7.2) 
where 9s is the angle between the direction of the light source and the camera 
optical axis, 6n is the angle between the direction of surface normal and the 
camera optical axis, K i = [i^LK, ^LG, J^LsY is the object color vector, and 
K ^ = [KgR, KsG, K s s Y is the light source color vector. 
Assume K ^ and K ^ are known a priori and the albedo of the hybrid area 
is constant. The light source is assumed far from the object and comes from 
the direction s. Therefore, the reflectance map of the hybrid surface can be 
represented by: 
n, � 'KLRL(oo,y) + KsRs[oo,y), s^ • n > 0 , � 
R{x ,y ) = (7.3) 
0, otherwise. 
V 
Comparing Equations (7.2) and (7.3), we obtain: 
f 
Rh{x, y) = n(a;, y) . s^ = cos{Os - 0^) 
(7.4) 
‘ Rs{x,y) = L{es-2er,). 
From Chapter 3, we know: 
L{9s - 2Gn) = A v ^ r 2 - Z ) W ( t - 2 l ) . (7.5) 
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The normal of the surface is n = [-p, -q, 1]. The surface gradients, p = dz/dx, 
q = dz/dy, are the rates of change of depth in x and y directions respectively. 
The light source direction is s = [5i,s^-,5fc](after normalization). The viewing 
direction is v = [0,0，1]. We obtain: 
//^  /^、 n • s —pSi — qSj + Sk , 、 
cos ^, — 6 n ) = — — = , ； . V , 0 7.6 
|n||s| x / l + p^ + g2 
^ n • V 1 , 、 
cos On = = h , 9 , ^ (7.7) 
n V > / l + p^ + q^ ’ 
. , . . , | n X s| \l{qsk + SjY + {psk + SiY + {psj 一 qSiY 
sm(& - M - 胃 = 7TTFT? (7-8) 
s i n & = ^ = " 7 ^ ^ . (7.9) n v| V l + p ^ + g2 ‘ 
So we get: 
f 
Rh{x, y) = n(x, y) . s^ = (-psi — qSj + 5fc)/Vl+P^ + g^  
< Rs{x,y) = L ( ^ - 2 0 , ) (7.10) 
、 = A ^ r ^ - L)2[sin(6>, - 6 ^ cos6>^  - cos(6>, — 0^) sin6>J2 
where A, r , and D are constants. From Equations (7.5), (7.6), (7.7), and (7.8), 
we know Rs{x, y) is the function of p, g, and s. The reflectance maps for a 
hybrid sphere wi th s = (0,0,1) and s = (2,10, 20) are shown in Fig. 7.1 and 
Fig. 7.2 respectively. 
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W^^^ 
ml 
_o.5 L_^~~L_^ 1 1 I I I j ^ _ I Z 
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5 
Figure 7.1: Hybrid reflectance map wi th s=(0,0, l) . 
0.5 ^ ^ ^ 
0.4 ^ ^ ^ ^ ‘ ^ ~ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
^ • ^ - ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
0.2 - ^ " \ ^ ^ ^ 
" : ^ ; ; : : Z Z : ; ; ; ; ^ ^ 
i ; x ^ ^ ^ 
_ 0 . 5 1 1 1 1 1 ！ L _ \ _ I u 
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5 
Figure 7.2: Hybrid reflectance map with s=(2,10,20). 
126 
Chapter 1 Shape from Shading for Non-Lambertian Surfaces 
7.3 Recovering Non-Lambertian Surface Shape 
from One Color Image 
7.3.1 Segmenting Hybrid Areas from Diffuse Areas Us-
ing Hue Information 
We assume the color of the light source is different from the color of the object 
so that the K ^ is different from Kg. This is a very mi ld restriction which can 
almost be satisfied. In this case, the hue of the hybrid reflection area is different 
from the hue of the Lambertian reflection area. We transform the R, G, B values 
to IHS(Intensity-Hue-Saturation) color space for every pixel. The value of H for 
each pixel determines whether i t belongs to the Lambertian areas or the hybrid 
areas. I f the pixel is associated wi th the Lambertian reflection, the specular 
reflectance map Rs{x, y) is equal to 0. The shape recovery algorithm is the same 
as that of the Lambertian reflection. For the hybrid pixels, we use Equation 
(7.4) as the reflectance map to recover the shape of the surface. The IHS color 
coordinate system has been used within the image processing community as a 
quantitative means of specifying the intensity, hue and saturation of a color. I t 
is defined by the relations[116]: 
I 1 [ 1/3 1/3 1/3 1 [ R 
Vi = - l / V ^ - l / \ / 6 2/x/6 G (7.11) 
V2 J [ l/v^ -2/x/6 0 J [ B 
H ^ t a n - \ V 2 l V i ) (7.12) 
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S= [ (V^ )2 + (V^2]l/2. (7.13) 
By this definition, the color blue is the zero reference for hue. From Equation 
(7.9)，we have: 
H = — � ^ i ^ Y _ 
Therefore the hue of a pixel of the image corresponding to no specular reflection 
should be: 
TJ . -1/ KLR — 2KLG 、 / r r i r、 
Hobj = tan H — — — )• 7.15 
-J^LR — J^LG + ^J^LB 
The hue of the pixels in the hybrid areas is different from Hohj i f the color of the 
light source is not the same as the object color. We calculate the hue of each 
pixel by Equation (7.14) and compare i t wi th Hobf 
H - Hobj\ < threshold. (7.16) 
I f the difference between the H and Hohj is larger than the threshold, the pixel 
belongs to the hybrid area. Otherwise, the pixel belong to the Lambertian area. 
We determine the threshold by experiments. In our experiments, the threshold 
equals 15. 
7.3.2 Calculating Intensities of Specular and Diffuse Com-
ponents on Hybrid Areas 
For a pixel (u, v) on the hybrid area, we have: 
r 
R(u, v) = RL[u, v) + Rs{u, v) 
< G{u,v) = GL{u,v) + Gs{u,v) (7.17) 
、B{u ,v ) = BL{u,v) + Bs{u,v) 
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where R{u,v), G{u,v), and B{u,v) are the measured intensity values of the 
pixel, R L ( u , v ) , GL(u ,v ) , and BL (u , v ) are the diffuse reflection component in-
tensity values of the pixel, Rs(u,v), Gs{u,v), and Bs(u,v) are the specular 
reflection component intensity values of the pixel. We can approximately deter-
mine RL(u,v), GL(u,v), BL(u,v), Rs(u,v), Gs{u,v) and Bs(u,v) for the pixel 
(u, v) on the hybr id area. From Eq. (4) in the paper, we know that the intensity 
of the Lambert ian area is described by a cosine function. Compared w i th the 
specular component, i t changes slow. So we use the Ri(u',v'), GL{u',v') and 
Bi{u', v') as the approximate values of Ri{u, v), Giiu, v) and Bi{u, v) respec-
tively, where {u', v') is a pixel on the Lambert ian area and is nearest to the pixel 
(u, i ; ) . Then, Rs(u,v), Gs(u,v), and Bs{u, v) can be obtained by: 
f 
Rs{u, v) ^ R{u, v) — Ri{u', v') 
< G s { u , v ) ^ G { u , v ) - G L { u ' , v ' ) (7.18) 
Bs(u, v) ^ B(u, v) - BL、u', v'). 
7.3.3 Recovering Shape from Shading 
There are many techniques for shape from shading. We use the method of Zheng 
and Chellappa[165]. Instead of the smoothness constraint, they introduced an 
intensity gradient constraint and minimized the following energy function: 
/ / F{p,q,Z)dxdy (7.19) 
where 
F = [R{p, q) - I{x, ")]2 + [Rp{p, q)p^ + Rg{p, q)q^ — 4(x, y)f 
+ [Rp{P^ q)Py + Rq{p, Q)Qy - Iy{x^ v)? 
+ M ( p - ^ x ) ' + ( ^ - ^ y ) ' ] . (7.20) 
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The last term in (7.20) comes from the integrability constraint, where fj. is a 
weighting factor. In our method, we assume the surface normals of the occluding 
boundary parallel to the image plane and perpendicular to the boundary line. 
I f the pixel is near the boundary between the Lambertian and hybrid regions, 
the smoothness constraint is added as a heuristic in our iterative method. The 
smoothness constraint is given by 
/ j { p l + v l + ql + ql)dxdy. (7.21) 
Physically, this constraint means that the surface can be approximated by a 
small facet in a close neighborhood. 
Because the shadow areas do not provide enough intensity information, we 
cannot recover the surface shape of the shadow area. In real images, we deal 
w i th the shadow areas as the background. 
Like Zheng and Chellappa [165], we also use the hierarchical implementation 
to reduce the computations. To implement a hierarchical SFS algorithm, we 
first need to specify the structure to be used. Now the image resolution is re-
duced by a factor of 2 between adjacent resolution layers. The image size for the 
lowest resolution layer is between 32 and 64. How to get the lowest resolution 
layer from the given highest resolution image and the corresponding rules are 
described in [165]. Combining the issues of reflectance map parameter estima-
tion, hierarchical implementation, and the SFS formula, the iterative scheme is 
as follows: 
Step 1: Reduce the input image size to that of the lowest resolution layer and 
set the ini t ial values of p。, gO, ^^d z^ to zero. The reflectance map parameters 
K i , Ks, r and D are known. 
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Step 2: Calculate the hue for each pixel to determine which reflectance map 
can be used. For Lambertian point, the Lambertian reflectance map is used. 
Otherwise, the hybrid reflectance map is used. 
Step 3: Update the current shape reconstruction. The detailed formulas are 
described in paper [165]. For the boundary between the hybrid area and the 
Lambertian area, the smoothness constraint is added. 
I f { ( | / + i — / 1 < £ kk |g&+i — q^\ < e kh |之奸1 — z^\ < e) OR (Iteration 
has reached Nmax of current layer)} continue to Step 4, otherwise repeat Step 3. 
Step 4: I f {Current image is in the highest resolution} stop; 
Otherwise{ 
a. Increase the image size and expand the shape reconstruction to the 
adjacent higher resolution layer; 
b. Reduce the input image to the current resolution layer; 
c. Go to Step 3.}. 
7.4 Experimental Results and Discussions 
7.4.1 Simulation Results 
Simulation 1: We use raytracing to generate an image of a Lambertian sphere 
under the spherical light source (Fig. 7.3). Then, we recover its shape by shape-
from-shading techniques(Fig. 7.4). The results show that the SFS technique can 
be used in our extended light source model. 
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Figure 7.3: A synthetic Figure 7.4: Surface shape 
bal l w i t h Lambert ian sur- recovered by shape f rom 
face under the spherical shading 
l ight 
Simulation 2: We use raytracing to generate the image in the simulation. 
The color vector of white source K5>=[0.3333, 0.3333, 0.3333]. The color vector 
of cylinder KL=[0.667, 0.25, 0.083]. The l ight source direction is s= (2 .405 , -
1.388, 15.757). We use a diffuse sphere enclosing a point l ight source as the 
extended l ight source. Fig. 7.6 shows the hybrid color cylinder image generated 
by raytracing. Fig. 7.7(a) shows the segmetation result of the hybr id area by 
hue. Fig. 7.7(b) shows the depth map reconstructed from the hybr id cylinder 
surface w i t h a Lambert ian reflectance map. Fig. 7.7(c) shows the depth map 
reconstructed f rom the hybrid cylinder surface w i th our new non-Lambert ian 
reflectance map. The calculated depth is first normalized according to the actual 
date, and then compare w i th the actual date for mean of depth error. The 
average depth error for the cylinder image w i th l ight source in (2.405, -1.388, 
15.757) is 10.4%. This error is caused by the shape-from-shading method. In 
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Zhang's analysis [117], the average depth error of the method of Zheng and 
Chellappa[165] is more than 10% for the synthetic sphere image under a point 
l ight source. 
Simulation 3: We also use a synthetic vase image to verify our method. The 
synthetic vase is generated using the following formula[117]: 
Z{x,y) = ^P{y)-x\ (7.22) 
where 
f{y) = 0.15 - 0.1i/(6y + lf{y - l)'(3y - 2), 
- 0 . 5 < X < 0.5, 0.0 < y < 1.0. 
The maximum value of Z{x, y) is about 0.29. We scale the x and y ranges to 
0,127], and scale Z(x, y) by a factor of 128 so that the depth map can be in the 
proper size and scale. 
We use white light source(jFCs=[0.333, 0.333, 0.333]), the light source direc-
t ion is s=(0,0, l ) . The object color vector is i^j^=[0.62, 0.30, 0.08]. There are 
diffuse reflection and specular reflection on the vase surface. We use the Equa-
t ion (7.2) to generate the intensity image. In the implementation of Zheng and 
Chellappa's method, there are zero out most of the terms in the approximation 
equation of the iterative method when the light source is (0, 0, 1). In order to 
get reasonable results, we use (0.01, 0.01, 1) instead as the light source direc-
tion. The results are shown in Fig. 7.8 and Fig. 7.9. Fig. 7.8 is the depth map 
reconstructed from the hybrid vase surface with a Lambertian reflectance map. 
The depth is not correct in the hybrid reflection area. Fig. 7.9 shows the depth 
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Figure 7.5: An orange ball wi th hybrid reflection(real image) 
• 
Figure 7.6: Cylinder image with hybrid reflection generated by ray-
tracing 
• 
(a) Segmentation of the hybrid area by hue 
i ^ . . 
0 0 
(b) Shape recovered by a Lambertian map 
• ^ ^ ^ • " 
0 0 
(c) Shape recovered by a non-Lambertian map 
Figure 7.7: Shape recovery of a synthetic cylinder with hybrid reflection using 
our new non-Lambertian map, s=(2.405, -1.388, 15.757). 
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map reconstructed from the hybrid vase surface wi th our new non-Lambertian 
reflectance map. The depth map is correct. The number of iterations is 500. 
For one 128x128 synthetic image, the computing time for recovering surface 
shape is about 6 minutes on a DEC station. The average depth error for the 
vase image wi th l ight source in (0, 0, 1) is 9.2%. 
7.4.2 Real Experimental Results 
Our basic experimental setup is the same as that in Fig. 5.4. In our experiments, 
the distance between the camera and the object is about 320mm. A lampshade 
w i th a diameter of 153mm enclosing a point light source is used as the extended 
light. I t is attached to a SCORBOT-ER IX robot arm. The distance D between 
the object and the light source center is 500mm. We use a CCD color camera to 
grab images. The focal length of the camera is 25mm. The gain control and the 
7"Correction are turn off. The viewer direction is (•, 0, 1). The illuminant color 
vector is K_s(0.378,0.311,0.311). We use the same methods which are shown 
in Chapter 4 to calculate the i l lumination color vector K ^ and the object color 
vector K ^ . On the boundary which is typically obtained from the occluding 
contour and the self-shadow line, we assume the surface normals parallel to the 
image plane and are perpendicular to the boundary line. The threshold of the 
hue is 15. 
Real experiment 1: We use an orange ball wi th color vector Kz^(0.4565, 
0.3185, 0.2251)(Fig. 7.5). The diameter of the ball is about 40mm. The light 
source direction is (2, 10, 20)(before normalization). The hybrid area separated 
by hue information is shown in Fig. 7.10(a). The depth maps reconstructed from 
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等-
0 0 
Figure 7.8: Shape recovery of a synthetic vase wi th hybrid reflection 
using the Lambertian map, s=(0, 0, 1). 
鲁 
0 0 
Figure 7.9: Shape recovery of a synthetic vase with hybrid reflection 
using our new non-Lambertian map, s=(0, 0，1). 
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the non-Lambertian surfaces by the Lambertian and our new non-Lambertian 
reflectance maps are shown in Fig. 7.10(b) and Fig. 7.10(c) respectively. The 
depth map in Fig. 7.10(b) is not correct in the hybrid reflection area, while the 
depth map in Fig. 7.10(c) shows that the hybrid surface is recovered correctly. 
Real experiment 2: We use an orange bowl wi th color vector & ( 0 . 4 7 3 1， 
0.3031, 0.2238) in this experiment. The light source direction is (2, 14, 22)(before 
normalization). Fig. 7.11(a), (b) and (c) show the hybrid image, the segmen-
tat ion result and the recovered shape by our non-Lambertian reflectance map 
respectively. 
Real experiment 3: We also use a mouse covered by a bright green paper 
as our object in this experiment. The color vector of the mouse is K/^(0.3497, 
0.4091, 0.2413). The light source direction is (2, 14, 22)(before normalization). 
Fig. 7.12(a), (b) and (c) show the hybrid image, the segmentation result and 
the recovered shape by our non-Lambertian reflectance map respectively. There 




(a) Segmentation of the hybrid area by hue 
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(b) Shape recovered by a Lambertian map 
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(c) Shape recovered by a non-Lambertian map 
Figure 7.10: Shape recovery of a sphere wi th non-Lambertian reflection(real 
data), s=(2, 10, 20). 
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(a) An orange bowl wi th hybrid reflection 
• 
(b) Segmentation of the hybrid area by hue 
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(c) Shape recovered by a non-Lambertian map 
Figure 7.11: Shape recovery of a bowl wi th non-Lambertian reflection(real data), 
s=(2, 14, 22). 
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(a) A green mouse w i th hybrid reflection 
(b) Segmentation of the hybrid area by hue 
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0 0 
(c) Shape recovered by a non-Lambertian map 
Figure 7.12: Shape recovery of a green mouse wi th non-Lambertian reflec-
tion(real data), s=(2, 14，22). 
Chapter 8 
Shape from Shading under 
Multiple Extended Light Sources 
8-1 Introduction 
Shape-from-shading(SFS) is to recover the surface shape of an object based 
on a single intensity image. Since shape-from-shading was originally formu-
lated by Horn, there have been a lot of developments for getting the numerical 
solutions of this problem. These techniques include local methods and globe 
methods. Local approaches derive shape only from the intensity information of 
the surface points in a small neighborhood. Global methods can be further di-
vided into global minimization approaches and global propagation approaches. 
Global minimization approaches obtain the solution by minimizing an energy 
function. Global propagation approaches propagate the shape information from 
known surface points(e.g., singular points) to the whole image. Photometric 
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stereo was proposed by Woodham as a method to determine surface orienta-
t ion locally using mult iple images of an object surface acquired from a single 
viewpoint under different point light source positions. Generally, SFS and shape 
from photometric stereo techniques are based on an infinite point light source. 
The recovered shape can be expressed in several ways: depth Z , surface 
normal (^½,?¾,/½), surface gradient (p, q), and surface slant 6, and t i l t ^ . The 
depth is the relative height of the surface. The surface normal is the orientation 
of a vector perpendicular to the tangent plane on the object surface, which is 
usually a unit vector. The surface gradient, (p, q)= ( | | , |^), is the rate of change 
of depth in the x and y direction. The surface slant 6 and t i l t ^p are related to 
the surface normal as {rix, riy, Uz)={l sin 0 cos (^, 1 sin 0 sin (p, /cos 0), where 1 is 
the magnitude of the surface normal. 
Sato and Ikeuchi[121] presented a method for shape from color by using a 
sequence of images under a spherical light source. We developed a more practical 
spherical l ight source model and recovered the surface shapes[133, 134]. We also 
developed a new method for recovering 3D surface shapes from two sequences of 
images under the spherical light source[135]. Then we finished the work about 
shape-from-shading for the non-Lambertian surfaces from one color image[136 . 
A l l of these techniques are based on one extended light source. Up to date, there 
is not any method which can recover object surface shape from one image under 
multiple extended light sources. So we build a practical multiple extended light 
sources model, and develop a new shape-from-shading method to recover surface 
shape from one image under multiple extended light sources. 
Then, we derive the reflectance map from the multiple rectangular planar 
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extended l ight sources model and using shape-from-shading technique to obtain 
surface shape. 
I n this chapter, Section 2 gives the reflectance map for the Lambert ian sur-
faces under the mul t ip le rectangular plane extended l ight sources. A shape-
from-shading for recovering surface shape under mult ip le rectangular extended 
l ight sources is introduced in Section 3. Experiment results and discussions are 
given in Section 4. 
8.2 Reflectance Map for Lambertian Surface Un-
der Multiple Rectangular Light Sources 
From Equat ion (3.60), the geometric parameters of the rectangular l ight source 
A , B, and C are constants for al l image pixels i f the object is small. The normal-
ized surface normal can be expressed as n(n^, riy, nz ) - { s i n 6^ cos ipn^ sin 6^ sin (^几， 
cos 6n)- So the Equat ion (3.60) can be rewri t ten as: 
I' = S[Arix{x, y) + Buy{x, y) + Cn^(x, y)]. ( 8 . 1 ) 
The reflectance map for the Lambert ian surface under one rectangular l ight 
source is: 
f 
S[Aria:{x, y) + Buy{x, y) + Cn^{x, y)], 
R{x,y) = i f An^{x, y) + Briy{x, y) + Cn,{x, y) > 0 . (8.2) 
0, otherwise 
k 
In the same way, the reflectance map for the Lambert ian surface under two 
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rectangular l ight sources is: 
f 
5^(Ai + A2)r1^{x, y) + {Bi + B2)riy{x, y) + (Ci + C2)n,(x,")], 
i f {Ai + A2)r1^{x, y) + {Bi + B2)ny{x, y) 
R[x,y)= . 
+ (C1 + C2)n , (x ,y ) > 0 
0, otherwise 
(8.3) 
Using the surface gradients p = dz/dx and q = dz/dy to express the surface 
normal, we have n = ( - p , —q, 1). So the reflectance maps for the rectangular 
l ight sources are: 
.,")=st^^ _ 
" , ( " 、 _ q [ - ( A i + A 2 ) p - ( B i + ^ ) g + ( C i + Q ) ] 
卵 ， " ） — ^ y / l ^ p ' + q' ( ) 
where p and q are the rates of change of depth in x and y directions respectively, 
A i , B i , C i and A2, B2, C2 are the geometric parameters for the rectangular 
l ight source 1 and the rectangular l ight source 2 respectively. The reflectance 
maps for a sphere w i t h the rectangular l ight source 1 ( ^ ^ = 2 . 0 , Xmax=^0.0, 
Vmin=^-^, 2 /max=6.0) , the rectangular l ight source 2{xmin = -10.0, Xmax = 
-2.0, Vmin=^-^： "max=6.0), and the rectangular l ight source 3{xmin = —10.0， 
Xmax = - 2 . 0 , Vmin = _6.0, Vmax = —2.0) ai6 shown in Fig. 8.1, Fig. 8.2 and 
Fig. 8.3 respectively. Fig. 8.4 shows the reflectance map for a sphere i l luminated 
by the rectangular l ight sources 1 and 2. Fig. 8.5 shows the reflectance map for 
a sphere i l luminated by the rectangular l ight sources 2 and 3. 
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Figure 8.1: Reflectance map of a sphere for the rectangular light 
source 1 
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Figure 8.2: Reflectance map of a sphere for the rectangular light 
source 2 
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Figure 8.3: Reflectance map of a sphere for the rectangular light 
source 3 
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Figure 8.4: Reflectance map of a sphere for the rectangular light 
sources 1 and 2 
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Figure 8.5: Reflectance map of a sphere for the rectangular light 
sources 2 and 3 
8.3 Recovering Surface Shape Under Multiple 
Rectangular Light Sources 
In this chapter, we use a global propagation approach likes the shape from shad-
ing technique which was proposed by Bichsel and Pentland[13]. Global propaga-
t ion approaches start from the surface points where the shape either are known 
or can be uniquely determined(such as singular points), and propagate the shape 
information across the whole image. The first global propagation approach was 
the characteristic strip technique introduced by Horn[61]. Then, 01iensis[108 
observed that the smoothness constraint is only needed at the boundaries i f we 
have ini t ia l values at the singular points(Singular points are the points wi th 
the maximum intensity). Therefore, the surface should be reconstructed from 
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the interior of the image outward, instead of from the boundary inward. Based 
on this idea, Dupuis and Oliensis[29, 109] formulated SFS as an optimal con-
t ro l problem, and solved i t using numerical methods. Bichsel and Pentland[13 
simplified Dupuis and Oliensis's approach and proposed an efficient minimum 
downhil l approach for SFS which converges in less than ten iterations. Using 
their method, we can recover depth directly and guarantees a continuous sur-
face. Given in i t ia l values at the singular points(brightness points), the algorithm 
looks in eight discrete directions in the image and propagates the depth informa-
t ion away from the light source to ensure the proper termination of the process. 
Since slopes at the surface points in low brightness regions are close to zero for 
most directions (except the directions which form a very narrow angle wi th the 
i l lumination direction), the image is init ial ly rotated to align the light source 
direction wi th one of the eight directions. The inverse rotation is performed on 
the resulting depth map in order to get the original orientation back. 
The normalized surface normal can be expressed as a function of the partial 
derivatives (p, q): 
n ( n ^ ny, n , ) = ( ^ ^ f = f ^ ' Vp^ + g'^  + l ' Vp^ + g^ + l ) • (8.6) 
From the reflectance maps (8.4) and (8.5), The surface gradient, {p, q), is pre-
computed by taking the derivative of Equations (8.4) and (8.5) wi th respect to 
q in the rotated coordinate system, setting it to zero, and then solving for p and 
q. The solutions for p and q are given by: 
二 一 2 0 土 ^ ( 1 一 / ^ ! 2 ) ( 及 2 一 召 2 ) 
P - R2 — ^2 召2 , (8-7) 
_ ABp-BC 
q = R2 — ^2 • (8-8) 
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8.4 Experimental Results and Discussions 
8.4.1 Synthetic Image Results 
Fig. 8.6(a), Fig. 8.6(b) and Fig. 8.6(c) show the diagrams of an object i l luminated 
by l ight source 1, light source 2 and light sources 1 and 2 respectively. For 
verifying our rectangular extended light source model, we use multiple point 
l ight sources to simulate the rectangular light source. Then, we recover the 
surface shape by our rectangular light sources model. For example, we use 
20 X 20 point light sources in a square plane to generate Mozart images from its 
range data. The left-down point of light source 1 is in (2.0, 2.0, 20.0). The left-
down point of light source 2 is in (—11.5, 2.0, 20.0). The distance between two 
point light sources is 0.5cm. Fig. 8.7(a) and Fig. 8.7(b) show the Mozart image 
and the depth map recovered by SFS under the multiple point light source 1. 
Fig. 8.7(c) and Fig. 8.7(d) show the Mozart image and the depth map recovered 
by SFS under the multiple point light source 2. In Fig. 8.7(b) and (d), the 
surface shape of the shadow areas cannot be recovered correctly. Fig. 8.7(e) 
and Fig. 8.7(f) show the Mozart image and the depth map recovered by SFS 
under the multiple point light sources 1 and 2. The results show that using 
the multiple light sources in different direction can recover the surfaces of the 
shadow areas caused by one light source. 
The shape from shading algorithm of Bichsel and Pentland is not very accu-
rate. For comparing the results, we give out the depth maps of Mozart image 
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Figure 8.6: Diagram of an object under different light sources 
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which are recovered by the shape from shading algorithm of Bichsel and Pent-
land under different infinite point light source positions. Fig. 8.8(a) shows the 
depth map when the light source direction is (0,0,1). The depth maps when 
the l ight source directions are (1,0,1) and (5,5,7) are shown in Fig. 8.8(b) and 
Fig. 8.8(c) respectively. Fig. 8.9(a), (b), (c), (d), (e) and (f) show the images and 
the depth maps of a vase under one rectangular light source and two rectangular 
l ight sources respectively. The corresponding depth map of the vase recovered 
by the shape from shading algorithm of Bichsel and Pentland under an infinite 
point l ight source is shown in Fig. 8.10. 
We also use the raytracing to generate some images under rectangular light 
sources. Then we recover their shape by our reflection model. The results show 
that our method work well. Fig. 8.11(a), (b), (c), (d), (e) and (f) show the sphere 
images generated by raytracing and their depth maps recovered by shape from 
shading under one rectangular light source and two rectangular light sources 
respectively. Fig. 8.12(a), (b), (c), (d), (e) and (f) show the frustum of a cone 
images generated by raytracing and their depth maps recovered by shape from 
shading under one rectangular light source and two rectangular light sources 
respectively. 
8.4.2 Real Image Results 
In the real experiments, we use two planar rectangular light sources, each of 
which is wi th width 10cm and length 20cm and is 100cm away from the object 
surface. Monochromatic images are obtained by using a PULNIX TM-6 CCD 
camera wi th a 16mm lens. The images are in the form of 340 x 240 array of pixels 
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wi th eight bits of grey level resolution. The distance between the camera and 
the object is 90cm. The two rectangular lights are placed in position l{xmin = 
6.5cm, Xmax 二 16.5cm, y—n = —15.5cm, ymax = 4.5cm) and position 2(xmin = 
— 16.5cm, Xmax = _6.5cm, ymin = —15.5cm, ymax 二 4.5cm) respectively. The 
diagram of the experiment setup is shown in Fig. 8.13. A mouse and a bowl are 
used in our experiments. Fig. 8.15(a) and Fig. 8.15(b) show the mouse image 
and its depth map recovered by SFS under the planar rectangular light source 1. 
Fig. 8.15(c) and Fig. 8.15(d) show the mouse image and its depth map recovered 
by SFS under the planar rectangular light source 2. Fig. 8.15(e) and Fig. 8.15(f) 
show the mouse image and its depth map recovered by SFS under the planar 
rectangular light sources 1 and 2. Similarly, Fig. 8.16(a) and (b) show the real 
image and the corresponding depth map of a bowl under the rectangular light 
sources 1 & 2. The results show that our method works well for the real images 
also. 
For verifying the robustness of our method, we did more experiments when 
the rectangular light sources in different positions. The two rectangular lights 
are placed in position 3(xmin = -35cm, Xmax = —25cm, ymin 二 - l c m , ymax — 
19.0cm) and position 4 ( ¾ ^ 二 -58cm, Xmax 二 -48cm, ymin = -lcm, ymax = 
19cm) respectively. The diagram of the experiment setup is shown in Fig. 8.14. 
The same mouse and bowl were used as before. Fig. 8.15(g) and (h) show the 
mouse image and its depth map recovered by SFS under the planar rectangular 
light sources 3 and 4. Fig. 8.16(c) and (d) show a bowl image and its depth map 
recovered by SFS under the planar rectangular light sources 3 & 4. 
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(a) Mozart under light 1 (b) Depth under light 1 
• : i ^ m 
B^^^^^^^w^ i i i i i i immi i iP i i i 。。 
(c) Mozart under light 2 (d) Depth under light 2 
圓眷 
(e) Mozart under lights 1 and 2 (f) Depth under lights 1 and 2 
Figure 8.7: Synthetic Mozart images and depth maps under a matrix of 20 x 20 
point light sources. 
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:‘泰 
0 0 
(a) Mozart depth map under point light in (0,0,1) 
i ^ ^ — 
^ m < ^ ^ 
0 0 
(b) Mozart depth map under point light in (1,0,1) 
100v| 
" ^ ^ ^ ^ " 
0 0 
(c) Mozart depth map under point light in (5,5,7) 
Figure 8.8: Depth maps of synthetic Mozart images recovered by Bichsel and 
Pentland's shape from shading algorithm. 
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B " - 邏 • § :^^.-
(a) Vase under l ight 1 (b) Depth under l ight 1 
| ] ' ^ ^ ^ ^ -
(e) Vase under l ight 2 (f) Depth under l ight 2 
•]〗^^^.~ 
(c) Vase under lights 1 and 2 (d) Depth under lights 1 and 2 
Figure 8.9: Synthetic vase images and depth maps under different rectangular 
l ight sources 
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Figure 8.10: Depth map recovered by Bichsel and Pentland's shape 
f rom shading algori thm under point l ight source (1,0,1) 
157 
Chapter 8 Shape from Shading under Multiple Extended Light Sources 
w^^^ 
^ ^ H H ；、 ^ ^ H ®^  陽 J :^ ^^ .-
^ ^ ^ ^ ^ ^ ^ ^ ^ H ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ | 0 0 
(a) Sphere under light 1 (b) Depth under light 1 
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(c) Sphere under light 2 (d) Depth under light 2 
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^ ^ ^ ^ ^ I ^ ^ ^ ^ ^ ^ ^ ^ H ^ ^ H ^ H I 0 0 (e) Sphere under lights 1 and 2 (f) Depth under lights 1 and 2 Figure 8.11: Sy thetic images and depth maps of a sp ere under differe t rect-angular light sourc s. 
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(a) Frustum of a cone under light 1 (b) Depth under light 1 
P1 .事.~ 
i ^ ^ ^ ^ ^ H ^ ^ ^ I ^ H H ° 0 
(c) Frustum of a cone under light 2 (d) Depth under light 2 
o ^^^-
I ^ B ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ I ^ ^ ^ ^ ^ ^ B 0 0 
(e) Frustum of a cone under lights 1 and 2 (f) Depth under lights 1 and 2 
Figure 8.12: Synthetic images and depth maps of the frustum of a cone under 
different rectangular light sources. 
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Light 1 I ( Light 2 
(xmaxl ,ymaxl ) ( x m a x 2 , ^ a x 2 ) 
^ ^ ‘ camera ^--~^ 
^ ^ " ^ ^ 
( x m i ^ , y m i n l ) (xmin2",ymin2) 
J S X ^ ^ ^ ^ - X 
^.•'^""^ object 
Figure 8.13: The diagram of the light sources 1 and 2. 
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^r^^ X 
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Figure 8.14: The diagram of the light sources 3 and 4. 
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(a) Mouse under light 1 
:参-
0 0 
(b) Depth under light 1 
Figure 8.15: Real images and depth maps of a mouse under different rectangular 
light sources 
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(c) Mouse under light 2 
:參-
0 0 
(d) Depth under light 2 
Figure 8.15: Continued 
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(e) Mouse under lights 1 and 2 
:參 
0 0 
(f) Depth under lights 1 and 2 
Figure 8.15: Continued 
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(g) Mouse under lights 3 and 4 
:參-
0 0 
(h) Depth under lights 3 and 4 
Figure 8.15: Continued 
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• 
(a) Bowl under lights 1 and 2 
春-
0 0 
(b) Depth under lights 1 and 2 
Figure 8.16: Real images and depth maps of a bowl under different rectangular 
light sources 
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(c) Bowl under lights 3 and 4 
春-
0 0 
(d) Depth under lights 3 and 4 
Figure 8.16: Continued 
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Chapter 9 
Shape from Shading in Unknown 
Environments by Neural 
Networks 
9.1 Introduction 
For the shape recovery of a Lambertian surface, there are many techniques 
which have been developed in the past twenty years. For example, shape from 
shading(SFS)[51, 61, 81, 120, 161], shape from photometric stereo[156, 159，162 
and shape from color[18, 49, 77, 121]. In the last chapter, we have developed 
the method for shape from shading under mult iple extended light sources. But 
the directions and the sizes of the light sources must be known a priori. How 
can we recover the surface shape under multiple extended light sources or in 
unknown environments without knowing any parameters of the light sources or 
the environments? 
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Recently, neural networks have been applied in many fields[2, 34, 3, 6，10, 33 . 
There are many researchers who use neural networks on computer vision and 
pattern recognition[63, 64，84, 85, 100, 107, 163]. Lehky and Sejnowski[92] are 
the first to use the neural network in shape-from-shading. Under the frame-
work of learning from examples, a multilayer feedforward network was used to 
learn from thousands of images the curvature magnitude and the curvature ori-
entation at one surface point in the image center. This method is applicable 
to Lambertian surfaces. Recently, Wei et ai.[148] used the neural network as a 
general parameterization tool to solve the partial differential equation in shape 
from shading by assuming orthographic projection and the Lambertian surfaces 
under an infinite point light source. Iwahori et ai.[67, 68] recovered specular 
surface shapes and analyzed the principal components by photometric stereo 
based on neural networks. Their work indicates that the neural network is a 
useful tool for shape recovery. 
In this chapter, we propose a new method to recover the Lambertian sur-
face shape from one image grabbed under multiple extended light sources or 
in unknown environments by learning the mapping between the image intensity 
and the corresponding surface normals. Unlike other methods for estimating the 
surface of an object, we use a multilayer forward neural network to estimate the 
values of the light sources parameters. Any information about the environment 
need not known a priori. A sphere object is used as a calibration object for learn-
ing input(intensity of the image) /output (orientation of the object) relationship 
in a three or four layered neural network by the backpropagation algorithm. The 
intensity constraint is used explicitly. We use the intensities of a 3 x 3 window 
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to correspond to the surface normal of the center pixel of the window instead 
of an one-to-one correspondence. In our application, the implici t use of both 
the smoothness constraint and boundary constraint. The obtained surface is 
automatically smooth and integral. The cost function is minimized wi th respect 
to the network weights. This method is also suitable for different color objects 
and the different reflectance material objects. The efficiency of the method is 
verified by examples of synthetic images. 
This chapter is organized as follows. In Section 2, we describe the shape esti-
mation method without knowing any information about the environments. We 
show how to apply the neural network to estimate the environments parameters 
in Section 3. In Section 4 we report some experimental results and discussions. 
9.2 Shape Estimation 
9.2.1 Shape Recovery Problem under Multiple Rectan-
gular Extended Light Sources 
From the last chapter, we know the brightness(^') of a point P wi th surface 
normal n(^n, ^n) on the Lambertian object under multiple planar rectangular 
extended light sources is: 
B' 二 A sin Qn cos ^Pn + B sin 6n sin cp^ + C cos On (9.1) 
where A = {Ai + A2 + … ) , B = {Bi + B2 + …),and C = {Ci + C2 + ...) are the 
light source parameters. 
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Considering the orthographic projection camera model and Lambertian sur-
faces, the reflectance of the pixel p(u, v), which corresponds to the point P w i th 
surface normal n{rix, riy, riz) under the multiple rectangular planar light sources, 
can be represented as: 
R(u, v) 二 S[Arix[u, v) + Briy{u, v) + Criz{u, v)] (9.2) 
where S is the constant of the camera, A, B and C are the parameters about 
the light sources of the environment. Therefore, the image irradiance equation 
can be rewritten as: 
R{u,v) = Sn{u,v)'L (9.3) 
where L=[A, B, C]^ is an environment parameter vector. 
For the shape recovery problem, we should obtain n(?!^；, Uy, riz) for each pixel. 
I f the parameters S, A^ B and C are known a priori, this is the shape from 
shading problem, which can be stated as the determination of n{rix, riy, Uz) given 
the image intensity I{u, v) by using the smoothness, intensity and boundary 
constraints. 
9.2.2 Forward Network Representation of Surface Nor-
mals 
For the unknown environments wi th multiple extended light sources, i t is 
difficult to know A, B and C a priori. Therefore, we propose to use neural 
networks to represent the unknown environments. By training a neural network 
wi th an object image(as the input) captured in an unknown lighting environment 
and the known surface normals of the object(as the output), we can obtain the 
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Figure 9.1: Neural network in our application 
network weights which represent the environment parameters. Then, we recover 
the surface normals of an unknown object under the same environment lighting, 
w i th the trained neural network. The training object wi th the known surface 
normals is called the calibration object. Fig. 9.1 shows the three-layer forward 
network in our application. Three output units are used to express the surface 
normal n{rix, riy, n^): 
N 
rix[u,v) = ^w j i (2 ) ( /> ( f j ( u , v ) ) + wi(2) 
j = i 
N 
riy{u,v) = Y1 Wj2{2)^{fj{u, v ) ) + w2(2) 
j = i 
N 
nAu, v) = [ Wjs{2)^{fj{u, v)) + ws{2) (9.4) 
j=i 
where N is the number of units in the hidden layer; Wji{2), Wj2{2) and Wj^{2) are 
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the network weights from the units of the hidden layer to the output units; Wi{2), 
W2{2) and ws{2) are the thresholds of the output units 1，2, and 3 respectively; 
^{x) = 1 / (1 + e~^) is a sigmoid function; fj{u, v) is the input of the jih. hidden 
unit : 
9 
fj[U,V) = J2^ij{^)U^Wj{l) = Wij{l)l{u - l , v - l)+W2j{l)I{u - l,v) 
i=l 
+ w^j{l)I{u - 1，V + 1) + W4^j{l)I{u, V - 1) + W5j(l)I(u, v) 
+ Wej{l)I{u, V + 1) + W7j(l)I{u + 1, V - 1) + Wsj{l)l{u + 1, v) 
+ WQj{l)I{u^l,v^l)^Wj{l) (9 .5) 
where / “ i = 1, 2, ...9 are the intensities of the 3 x 3 input subpattern centered 
on the pixel (tt, v) of the input image, Wij{l) is the weight from the zth input 
unit to the jth hidden unit, and Wj{l) is the threshold of the jth unit. 
We use a sphere as the calibration object for training the network to obtain 
the network weights. A least squares solution for weights can be obtained by 
minimizing the total surface normal error E 
E = Y^ Euv ^ ^ Y^ {[ri:j,{u,v) - ri:,{u,v)f 
{u,v)eDn {u,v)eDn 
+ [riy{u, v) - hy{u, v)f + [riz{u, v) - hz{u, v)]^} (9.6) 
where D^ is the set of image points; {rix{u, v),uy{u, v),riz{u, v)) is the normal 
of the calibration sphere at the pixel {u,v)-, {fix{u, v),hy{u, v), hz{u, v)) is the 
surface normal of the outputs of the network. 
To minimize Equation (9.6), we recall the backpropagation network for learn-
ing an input-output mapping. For the weight t^;fc/(from unit k to unit 1) wi th the 
mth training subpattern, the backpropagation weight update rule, also called 
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generalized S-rule reads as follows: 
. / , ( ^ + 1 ) -川(爪）1 A. , ;W 
^kl — ^kl 十 d^fc/ 
Aw(t = 7 / ^ % 
dw(r 
dEuv dneti 
= ” d n e t i dw(f) 
— dEuv 
” dneti k 
= V ^ i O k (9.7) 
where 77 is the learning factor(a constant); neti is the input of the unit 1 and Ok 
is the output of the unit k. I f unit 1 is an output unit and the output of the uni t 
1 is oi, where oi = i^r(if l = l ) , oi = n^(i f /=2) , and oi = n^(if /=3) . So we have: 
‘發為=-^-糧几6^^), P = 1 
而 二 知 = ^ ^ = - K - ^ . ) ^ V g , P = 2 . (9.8) 
‘ ^ ^ = - K - 濯 几 吟 ) ， P = ^ 
I f uni t 1 is a hidden unit , 
^ — dEuv — dEuv doi _ dEuv ^ , . ^ ^ ) 
‘ dneti doi dneti doi 
dEuv — + dEuv dnetp 
doi ^ dnetp doi 
3 f)j^ f) N 
E UJ^uv ^ V^ 
0 ~ r ^ X j ^ Q p ^ Q 
p=i dnetp doi 台 
3 QE 3 
二 E - ^ ^ i p 二 E ^p^ip (9.9) 
p=l�T^P p=l 
Therefore, i f unit 1 is a hidden unit 
3 
61 = ^'{neti) Y , SpWip. (9.10) 
p=l 
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9.2.3 Shape Estimation 
We use a sphere image wi th known surface normals at each pixel to estimate 
the l ight sources or the environments parameters. I f the light sources or the 
environments parameters are not changed, we can use the same weights of the 
neural network to obtain the surface normals of other objects easily. 
9.3 Application of the Neural Network in Shape 
Recovery 
9.3.1 Structure of the Neural Network 
The network has three layers(Fig. 9.2). An input layer, an output layer, and 
an intermediate hidden layer. The image size is 128 x 128. The output surface 
normals size is 126 x 126. For use the intensity and smoothness constraints, the 
pixels of a 3 x 3 window are used to train one output(surface normal) of the 
middle pixel in the window. The subpattern size of an input is 3 x 3. Fig 9.4 
shows the subpatterns of the input units wi th step 1. The hidden layer units 
are 1 x 12. I f nonlinear hidden neuron units are inserted between the input and 
output layers, i t seems natural to assume that the more layers used, the greater 
power the network possesses. However, i t is not the case in practice. Generally 
speaking, two-layer network should be adequate as universal approximators of 
any nonlinear functions[83]. Increasing the number of hidden units failed to 
improve the network performance, although it did deteriorate when there were 
too few hidden units[92]. Fig. 9.3 shows a network wi th 2 x lO hidden layer 
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units. The results for shape recovery from these two different networks are 
almost the same in our experiments, so we use the one hidden layer network in 
our experiment. 
I 
9.3.2 Normalization of the Input and Output Patterns 
For getting the property weights by neural network, we must normalize the input 
and output patterns. The input is the intensity of a 3 x 3 window. The output 
is the surface normal n{rix, riy, Uz). 
Normalization of the Input Patterns 
For normalizing the input patterns, we find out the maximum intensity value of 
the whole image, and then divide each pixel intensity by it: 
T ,. ^ - ^rneasured /g 川 
^normalized 一 厂 乂口-丄丄>/ 
J-max 
where Imeatured is the intensity of a pixel, Imax is the maximum intensity of the 
whole image, and Inormaiized is the normalized pixel intensity which is in [0,1. 
Normalization of the Output Patterns 
For the output patterns, the surface normal 7¾ and riy is in [—1,1], n^ is in [0,1: • 
So we only normalize 7½ and riy to n^ and n'y by: 
几：二毕 -；二毕 (9.12) 
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Figure 9.2: Neural network wi th one hidden layer. 
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Figure 9.3: Neural network with two hidden layer. 
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1st subpattern 
^ /(nxl, nyl, nzl) 
^ > " ~ % _ _ , _ _ , I 
/ 
._ ^ S ^ ^ 
\ 
2nd subpattem (nbc2, ny2, nz2) 
126* 126 surface normal 
128*128 image (Input Pattern) 
Figure 9.4: Input subpattern wi th size 3 x 3 for the image 
9.4 Experimental Results and Discussions 
We use the raytracing to generate different objects wi th different colors or re-
flectance under one rectangular light source or four rectangular light sources. 
The images size is 128 x 128. The camera position is (0, 0, 8). The center of 
the one light source is in (0, 0, 16) wi th length 20 and width 8. For the four 
rectangular light sources, all the light sources are wi th length 10 and width 4. 
The centers of the four rectangular light sources are (-15, 6, 40), (15, 6, 40), 
(-15, -6, 40), and (15, -6, 40) respectively. 
9.4.1 Results for Lambertian Surface under One Rectan-
gular Light 
Fig. 9.5 is the image, depth map and needle map of a ball wi th Lambertian 
surface which we used for training the neural network under one rectangular 
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(a) Image of an orange ball(r=2.5) 
needle map 
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(b) Depth map (c) Needle map 
Figure 9.5: Synthetic image, depth map and needle map of an orange ball under 
one rectangular light used for training neural network. 
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(a) Depth map (b) Needle map 
Figure 9.6: Depth map and needle map of the synthetic orange ball recovered 
by neural network under one rectangular light. 
l ight source. Fig. 9.6 is the depth map and needle map of the ball recovered 
by neural network. Comparing them wi th the surface normals recovered by two 
image sequences(Fig. 9.9), we find that the results recovered by neural networks 
are better. 
Fig. 9.7 and Fig. 9.8 are the images, depth map and needle map of an orange 
cylinder and an orange frustum of cone with Lambertian surface under one 
rectangular light source respectively. 
9.4.2 Results for Lambertian Surface under Four Rect-
angular Light Sources 
In this part, we training the neural networks under four rectangular extended 
light sources. For verifying our method, we use different color and reflectance 
180 
• 
(a) Image of an orange cylinder 
needle map 
30 
\: . w w w w w / /• 
2 5 - • , • • • ^ - — - - - - - 一 、 , , 
6 0 、 • • : ^ • 
^ ^ ^ ^ ^ ^ ^ ^ '°':: ；: : ^三三： : : : : : : :巨三 : ; 
: ^ ^^ : l i f l 
0 0 5 10 15 20 25 30 
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Figure 9.7: Synthetic image, depth map and needle map of an orange cylinder 
recovered by neural network under one rectangular light. 
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(a) Image of the frustum of a cone 
needle map 
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Figure 9.8: Synthetic image, depth map and needle map of the frustum of a 
cone recovered by neural network under one rectangular light. 
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(a) depth map (b) needle map 
Figure 9.9: Depth map and needle map recovered from two sequences of syn-
thetic images. 
objects. We use an orange ball to train the weights of the networks. Then, 
we recover the surface shapes for a red ball and a yellow ball. We also test 
our method by an orange cylinder and an orange frustum of cone. An orange 
ball w i th different radius is also used to verify our method. Fig. 9.10 shows 
the color images wi th Lambertian surface under four rectangular light sources 
generated by raytracing. Fig. 9.11 and Fig. 9.12 are the depth maps and the 
needle maps for different color and reflectance objects which are recovered by 
the neural networks under four rectangular extended light sources. 
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(a) Orange bal l ( r -2 .5) (b) Red ball 
• • 
(c) Yellow ball (d) Orange cylinder 
• • 
(e) Orange frustum of a cone (f) Orange ball(r=1.5) 
Figure 9.10: Different color images with Lambertian surface under four rectan-
gular light sources generated by raytracing. 
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Figure 9.11: Depth maps of different color objects recovered by neural network 
under four rectangular light sources. 
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Figure 9.12: Needle maps of different color objects recovered by neural network 
under four rectangular light sources. 
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Figure 9.13: Different synthetic images wi th hybrid surfaces under one rectan-
gular light source. 
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Figure 9,14: Depth maps of the different objects wi th hybrid surfaces recovered 
by neural network under one rectangular light source. 
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Figure 9.15: Needle maps of the different objects wi th hybrid surfaces recovered 
by neural network under one rectangular light source. 
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9.4.3 Results for Hybrid Surface under One Rectangular 
Light Sources 
Fig. 9.13 shows the images of a ball, a cylinder and a frustum of cone wi th 
hybrid surface. Fig. 9.14 and Fig. 9.15 shows the depth maps and the needle 
maps recovered by the neural networks. From the results, we know that the 
surface shapes in the specular areas can not be recovered correctly by the neural 
networks. 
9.4.4 Discussions 
Although the current method has only been applied to the simulation images, its 
success shows the method can be used to recover the Lambertian surface shape 
in unknown environments. Our results show that the 3 x 3 input subpattern 
window is suitable in our application. However, for recovering the shape of more 
complex objects, the effects of different sizes of the input subpattern window 
must be investigated. This research is incomplete. Further work is necessary 
to establish to the reliability of this approach. Future work also includes the 
study of the uniqueness of applying neural network for shape recovery and the 
extension of our method to more complex surfaces and real images. 
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Summary and Conclusions 
This thesis proposes a variety of approaches to shape recovery from reflection 
and develops several practical extended light source models. We begin w i th the 
discussion of the color camera model. Then, we bui ld several extended light 
source models. Next, we present the techniques of shape recovery from specular 
reflection. Based on the camera and extended light source models, we focus our 
discussions on inferring shape from a sequence of color images for hybrid surface 
and using a genetic algorithm to obtain 3D surface shapes from two sequences 
of images. Furthermore, we propose the technique for recovering 3D shape for 
hybrid surface from one color image by a shape from shading method. The color 
information(Hue) is used to segment the hybrid areas from the Lambertian areas 
of the image. Another method of recovering surface shape is also proposed for 
Lambertian surface based on a multiple planar rectangular light source model. 
Finally, we use the neural networks to obtain the surface shapes of objects in an 
environment w i th unknown light source parameters. Each of these approaches 
has its strong points and drawbacks, and is suitable for certain classes of objects, 
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or for certain environments. Good results have been obtained in most of our 
methods. However, due to shortage of time, only l imited error analyses have 
been done in Chapter 5. Particularly, the sensitivity analyses o f K L and K s for 
the dichromatic model and the parameters A, B and C of the multiple extended 
light source model wi l l be performed in the near future. 
10.1 Summary Results and Contributions 
This thesis has proposed several extended light source models and developed 
several approaches to shape recovery from reflection. 
• Building several practical extended light source models. 
The reasons of building extended light source models are as follows: 
1. A point light source at great distance is not practical. Most current 
shape recovery methods are based on such a point light source. 
2. An extended light source makes it possible to measure both Lamber-
t ian and specular reflections in the same image. 
First, we derive the photometric function of a spherical light source for 
a hybrid surface in the 2D coordinate system based on the dichromatic 
reflection model. Then, we derive the relationship between the surface 
normal of a point on an object and its intensity in the 3D coordinate 
system. The Lambertian surface is assumed, and the object should not 
be too large. In many lighting environments, such as in our laboratory, 
the light sources are a set of the planar rectangles. We build a multiple 
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rectangular light source model in the 3D coordinate system and derive the 
relationship between the light source and the surface normal of a point on 
an object in the camera-object coordinate system directly. 
• Using the concept of active vision to tackle the problem of shape 
recovery from specular reflection. 
We have used the concept of active vision to tackle the problem of shape 
recovery from specular reflection for general cylinders. Two methods are 
proposed. Surface shape of an object and the camera direction wi th ref-
erence to an object point can be computed from the image sequences ac-
quired at different camera positions wi th a fixed light source. Surface 
shape of the whole observable part of an object can then be recovered ac-
curately. Perspective projection is used so that the camera can be nearer 
to the object for more accurate measurements. 
The first method is an improvement on Healey and Binford's [54] local 
shape from specularity. Like their method, Torrance-Sparrow specular 
reflection model is used. However, our method can obtain object shape in 
a large area and is more accurate as perspective projection is used. 
In the second method, a simple geometric model (the angle of light source is 
equal to the angle of reflection) for specular reflection is used. Our method 
does not use the microfacet surface model and is applicable for both convex 
and concave surfaces. This is an advantage over the first method. After 
we compute the depth of a reference point from two perspective images at 
two camera positions, the depth and local shape of surface points near the 
193 
Chapter 10 Summary and Conclusions 
reference point are obtained. The shape of the whole observable object can 
thus be recovered from a sequence of images taken from different camera 
positions. Comparing this method wi th the first method, although the 
accuracy is just slightly better in the experiments, i t has less assumption 
and could have wider applications. Both of our methods are much more 
accurate than the shape from shading and photometric stereo techniques. 
However, they have the following limitations like other methods of shape 
recovery from specular reflection: 
1. The highlights provide less information than from other parts in an 
image. 
2. The highlights are too complex to analyze when the object is irregular. 
3. The highlights are very sensitive to the camera position. 
4. There are not general models for describing the relationship between 
the specular reflection and the reflectance of an object surface. 
Therefore, i t is necessary to develop several methods for hybrid surfaces 
under an extended light source. 
• Improving the technique for shape recovery from one sequence 
of color images. 
We introduce a technique for shape recovery from one sequence of color 
images. In this technique, we estimate the object color vector and the 
light source color vector by using a multiple color object. The dichromatic 
model is used to describe the color hybrid surface. We attach a spherical 
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extended light source on a robot arm instead of the inconvenient setup of 
Sato k Ikeuchi. In the setup of Sato k Ikeuchi, the target object must 
be small and enclosed by a very large fixed diffuser which is i l luminated 
by a point light source in different positions. The diffuse and specular 
reflection components are separated using a pseudo inverse technique, and 
the surface shape is recovered by curve fitting from the diffuse and specular 
reflection components respectively. 
We also propose a calibration method so that the surface shapes of large 
objects can be recovered, and analyze the effects of various factors on 
the shape recovery from one sequence of images. The results show that 
the shape recovery from the color image sequence is more robust than 
shape from black-and-white image. However only the surface normals 
corresponding to the pixels in the light source plane can be estimated 
accurately. The off-the-plane component of a normal is ignored and the 
directions of all normals are assumed to be in the moving plane of the 
point source. This assumption is of course not true in general and wi l l 
cause large errors in many practical cases. Further, for surface patches 
not in the light source moving plane, the normal estimation deteriorates 
rapidly as the distance between the surface patch and the light source 
moving plane increases. To solve this problem, we propose a new method 
for shape from two sequences of images by a genetic algorithm. 
• Developing a genetics-based method to recover 3D surface shape 
from two sequences of images 
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Based on the 3D sphere extended light source model, we propose a new 
method to recover the 3D shape and surface reflectance of objects from 
two sequences of images. A genetic algorithm is used for the shape and 
reflectance recovery from the diffuse reflection component extracted from 
the color image sequences or from gray level images of the object w i th 
the Lambertian surface. Comparing wi th the conventional optimization 
methods, such as the Newton-Raphson method, the genetic algorithm wi l l 
not be trapped in local minima, because i t is a global search technique. Our 
method allows the recovery of 3D normals for the object points both on 
and outside of the two light source moving planes. The simple calibration 
technique also works well for large objects in our new method. Because 
we have not use the dichromatic model, our new method can work well for 
black-and-white images as well as color images. For comparing the results 
w i th those in the method of shape from one sequence of color images, we 
use color images also in our experiments. The l imitat ion of this method 
is that the normal at a point on a 3D surface corresponding to an image 
pixel can uniquely be determined only i f the pixel is presented in at least 
three images not coming from the same image sequence. For robustness, 
usually more than 4 images should be used for each sequence. Using our 
method, the 3D surface normal of a point on an object can be determined 
exactly even when the point is located 'far' away from the light source 
moving planes corresponding to the two sequences of images. 
This technique is based on the spherical light source in the 3D coordinate 
system. The drawback of this method is that many images have to be 
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grabbed for recovering the shape of an object. 
• Developing a shape from shading technique for non-Lambertian 
surface under a spherical light source. 
The conventional shape from shading methods are based on the assump-
t ion of the Lambertian surface. In this thesis, wi th l i t t le loss of generality, 
the color of the light source is assumed to be different from that of the 
object. A new non-Lambertian reflectance map based on the dichromatic 
reflection model is developed for the parts of image wi th both diffuse and 
specular reflections. For the parts wi th only diffuse reflection, we use the 
conventional reflectance map to recover the surface shape. The regions 
wi th hybrid reflections are identified by an algorithm using color infor-
mation. For a point light source, the specular reflection is usually too 
strong and may saturate the camera. Therefore the spherical light source 
is used instead of the point light source so that the specular and the dif-
fuse reflection can be measured accurately in one image simultaneously. 
The shape from shading algorithm of Zheng and Chellappa is then used to 
recover the shape using different reflectance maps on surface wi th diffuse 
reflection and hybrid reflections. We verify our method wi th both real and 
simulated experiments. The results show that our method works well for 
shape recovery of the objects wi th non-Lambertian surfaces. 
• Developing a shape from shading technique for Lambertian sur-
face under multiple extended light sources. 
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Based on our planar rectangular light sources model, we derive the corre-
sponding reflectance map for a Lambertian surface. I f the positions and 
sizes of the rectangular light sources are known a priori, by using our re-
flectance map, we can use a shape-from-shading technique to obtain surface 
shape under multiple rectangular light sources. We release the restriction 
of the conventional shape from shading methods under a point light source 
at great distance. 
• Developing a shape recovery technique for Lambertian surface 
in unknown environments by neural networks. 
Sometimes, i t is difficult to know the light source parameters a priori. We 
propose a new method to recover the Lambertian surface shape from one 
image by neural networks when the parameters of the environment are 
unknown. We recover the surface shape by learning the mapping between 
the image intensity and the corresponding surface normals. Unlike other 
methods for estimating the surface of the object, we use a multi-layer for-
ward neural network to estimate the values ofthe light sources parameters. 
Any information about the environment need not be known a priori. A 
sphere is used as a calibration object for learning input/output relation-
ship in a three or four layered neural network by the backpropagation algo-
r i thm. The intensity constraint is used explicitly. The obtained surface is 
smooth automatically because of the implicit use of both the smoothness 
constraint and boundary constraint. The cost function is minimized wi th 
respect to the network weights. This method is also suitable for different 
color objects and the different reflectance material objects. The efficiency 
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of the method is verified by examples of synthetic images. 
This method requires a lot of time to train the neural networks. Once 
i t has been trained, the computation time for recovering the shape of a 
128 X 128 image is about 2 seconds on an Indigo2 workstation. 
10.2 Directions of Future Research 
• Development of other practical light source models 
In this thesis, we develop several extended light source models to facilitate 
shape recovery. The multiple rectangular light source model is verified 
only by simulation experiments. Real experiments wi l l be performed to 
check on the robustness under practical environments. Particularly, un-
desirable interreflections may exist in some cases to degrade the results. 
Although our model sti l l works for large objects if the light source is far-
away, the assumption of a small object l imits the applicability to larger 
objects. I f the camera and light source are relatively close to the object, 
the perspective projection has to be used. In this case, the strength of sur-
face reflection at a surface patch on a large object depends not only on the 
orientation of surface normal of the surface patch but also on its position 
in the scene. To provide a broader applicability of the models, they need 
to be extended to account for more physical processes, especially for more 
general i l lumination conditions. Although we have developed one method 
of shape recovery for non-Lambertian surface using one color image under 
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a spherical light source, we shall further investigate how to develop meth-
ods of shape recovery from one color image under different extended light 
sources. 
• Further study on the application of neural network for shape 
recovery 
In this thesis, we have proposed a method of shape recovery using a neural 
network in an unknown environment or in an environment too complex 
to be modeled. The networks is used to learn the parameters of the light 
source or the environment by a calibration sphere. However, the con-
straints used in this thesis may not be sufficient for recovering the shape 
of more complex objects. The more complex objects mean the objects 
wi th more complex shapes or wi th specular reflection and interreflection. 
Further investigation on the problem formulation and the introduction of 
more appropriate constraints wi l l be necessary. We belief this is a frui t ful 
direction for future research. 
• Consideration of interreflections 
Interreflection effects can cause unacceptable erroneous results for vision 
algorithms, especially for the shape recovery techniques. Vision problems 
related to interreflections have been viewed as too complex to be solved 
in the past. Recently, several papers demonstrated that interreflections 
are solvable in the simple situations for the Lambertian surface[37, 80, 
104l. We do not address this problem in our thesis due to l imitat ion of 
time. More rigorous investigations of this subject wi l l be one of our future 
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directions. 
• Studies of shape from polarization 
Polarization is important in object recognition because i t provides a rich 
set of descriptive physical constraints for the interpretation of images. 
Since reflected intensity may be computed from a linear combination of 
polarization parameters, the shape recovery techniques based on inten-
sity analysis can be considered as special cases of polarization-based tech-
niques. The polarization Fresnel ratio can be used to separate specular and 
diffuse components of reflection, even when there are interreflections[153 . 
Image pixels corresponding to object regions of specular highlights, pure 
diffuse reflection, and occluding contours, can be distinguished using par-
t ia l polarization and the phase of the transmitted radiance sinusoid[160 . 
We did not investigate this problem in this thesis due to time l imitation. 
Since shape from polarization may provide useful cues for recovering sur-
face shape for hybrid surfaces wi th interreflection this is one of our future 
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