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a b s t r a c t
A second order semilinear differential inclusion with some boundary continuous and
impulse characteristics in a separable Banach space is considered. Some existence
theorems for mild solutions are given, when the multivalued nonlinearity of the inclusion
is only a locally integrably bounded upper-Carathéodory map with convex and weakly
compact values. Then the compactness of the set of all mild solutions for the problem
is proved. The results are obtained by using the theory of continuous cosine families of
bounded linear operators and a fixed point theorem for multivalued maps due to Agarwal,
Meehan and O’Regan. A corresponding result for closed graph of composition is extended.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The theory of impulsive differential equations or inclusions has become an important area of investigation in recent
years. Since impulsive differential problems are appropriate models for describing processes which at certain moments
change their state rapidly, the theory has wide applications in control technology, impact mechanics, electrical engineering,
medicine, and biology; see themonograph of Laskshmikantham et al. [1] and see papers [2–7]. By using fixed point theorems
and the semigroup tool, some existence and controllability results and topological structures of solution sets are obtained
for certain classes of impulsive differential equations or inclusions in abstract Banach spaces by many authors. For more
details, we refer to papers [8–14] and the references therein.
Recently, the problems of existence of solutions and controllability for some second order semilinear differential
equations or inclusions without impulsive conditions have been studied by several researchers; see papers [15–19] and
the references therein. A useful tool for the study of abstract second-order inclusions is the theory of strongly continuous
cosine families of operators. But in [15–19], some strict compactness assumptions imposed on the cosine families imply
that the underlying space is of finite dimension. So far, to the author’s knowledge, no results are available for second order
semilinear differential inclusions with impulsive and boundary conditions under weak assumptions on compactness of the
cosine families.
Motivated by the above-mentioned works [8–19], we consider in this paper the following second order semilinear
differential inclusions with some impulsive and boundary continuous:
(IP)

(x′′ − Ax)(t) ∈ F(t, x(t)), a.e. t ∈ I \ {t1, t2, . . . , tm},
x(0) = x0, x(a) = xa, 0 = t0 < t1 < t2 < · · · < tm < tm+1 = a,
x(t+k )− x(t−k ) = ϕk(x(t−k )), k = 1, 2, . . . ,m,
x′(t+k )− x′(t−k ) = ψk(x(t−k )), k = 1, 2, . . . ,m,
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where A : D(A) ⊂ X → X is the infinitesimal generator of a strongly continuous cosine family {C(t)} in a real separable
Banach space X with the norm ∥ · ∥, I = [0, a] is a compact real interval, F : I × X ( X is a multivalued map,
x0, xa ∈ X, ϕk, ψk : X → X are all single valuedmappings, x(t+k ) (x′(t+k )) and x(t−k ) (x′(t−k )) represent the left and right limits
of x(t) (x′(t)) at t = tk, respectively. By relying on the theory of cosine families and a fixed point theorem for multivalued
maps, we present some existence conditions of mild solutions and prove the compactness of the set of all mild solutions for
the problem (IP).
2. Preliminaries
In this section, we introduce notations, definitions and results that will be used in the sequel. In the standard notation,
we write R = (−∞,+∞),R+ = [0,+∞), I = [0, a], I1 = [0, t1], Ik = (tk−1, tk], and Ik = [tk−1, tk], k = 2, . . . ,m,m+ 1;
suppose that (X, ∥ · ∥) is a real separable Banach space. For U ⊂ X , the notations U, coU and coU stand for the closure,
the convex hull and the closure of the convex hull of U , respectively. By B(X) we denote the Banach space of bounded
linear operators from X into X with the norm | · |∗. If Γ ∈ B(X), then ρ(Γ ) is used to denote the resolvent set of Γ . A
complex number µ ∈ ρ(Γ )means that (µIX − Γ )−1 is a bounded linear operator, where IX is the identity operator. If J is a
compact real interval, then C(J, X) denotes the Banach space consisting of continuous function from J into X with the norm
∥x∥0 = supt∈J ∥x(t)∥ and C1(J, X) denotes the Banach space of continuously differentiable function from J into X with the
norm ∥x∥1 = max

supt∈J ∥x(t)∥, supt∈J ∥x′(t)∥

. We will consider the space of piece-wise continuous functions
PC1 = {x : I → X | x′(t) is continuous at t ≠ tk, and x(t) is left continuous at t = tk,
and x(t+k ), x
′(t+k ), x
′(t−k ) exist, k = 1, 2, . . . ,m}.
Endowed with the norm ∥x∥ = max1≤k≤m+1

supt∈Ik ∥x(t)∥, supt∈Ik ∥x′(t)∥

, PC1 is a Banach space. It is evident that
∥x∥ = max

supt∈I ∥x(t)∥, supt∈I ∥x′(t)∥

. Note that for x ∈ PC1 wehave x′−(tk) = x′(t−k ), where x′−(tk) is the left derivative
of x(t) at t = tk. Hence we can think that x′(t) is also left continuous at each t = tk.
Let Y be a metric space. For Z ⊂ Y and y ∈ Y , by d(y, Z)we denote d(y, Z) = infz∈Z d(y, z), where d is a metric function.
For a multivalued map T : Y ( X wemean that it has at least nonempty values, i.e. T : Y → 2X \ ∅. A multivalued map T is
said to have convex (bounded, closed, weakly compact, compact) values if T (y) is convex (bounded, closed, weakly compact,
compact) for every y ∈ Y . A point u ∈ Y ⊂ X is called a fixed point of T if u ∈ T (u). The fixed point set of T will be denoted
by Fix(T ). Also, the graph of T will be denoted by Gr(T ), i.e.,
Gr(T ) = {(y, u) ∈ Y × X : u ∈ T (y)}.
T is a closed graph map if Gr(T ) is closed in Y × X . For U ⊂ X , suppose that
T−(U) = {y ∈ Y : T (y) ⊂ U} and T+(U) =

y ∈ Y : T (y)

U ≠ ∅

.
T is called upper semicontinuous if for each nonempty open set U ⊂ X, T−(U) is open in Y . It is equivalent to that for each
nonempty closed set U ⊂ X, T+(U) is closed in Y . If T is upper semicontinuous at x0, then for each ε > 0 there exists δ > 0
such that
d(y, T (x0)) < ε, ∀y ∈ T (x), ∀x : d(x, x0) < δ.
T is said to be locally compact if, for each y ∈ Y , there exists a neighborhood V of y such that T (V ) is relatively compact
in X .
Lemma 2.1 (See [20,21]). Let Y be a metric space and X a Banach spaces. If T : Y ( X is upper semicontinuous with closed
values, then Gr(T ) is a closed subset of Y × X. Conversely, if T is locally compact with closed values and Gr(T ) is closed, then it
is upper semicontinuous.
The following fixed point theorems for multivalued maps will be needed in the proof.
Lemma 2.2 (See [22]). LetD be a nonempty, closed, convex subset of a complete Hausdorff locally convex linear topological space
and let T : D ( D be an upper semicontinuous multivalued map with closed and convex values. If T (D) is relatively compact,
then Fix(T ) ≠ ∅.
LetL(I) be the Lebesgue σ -algebra of I . A single valued mapping x : I → X is said to be Lebesgue measurable provided
for every open subset U ⊂ X, x−1(U) = {t ∈ I : x(t) ∈ U} ∈ L(I). A multivalued map T : I ( X is said to be Lebesgue
measurable if for each open set U ⊂ Y , T−(U) ∈ L(I). A Lebesgue measurable mapping x : I → X is Bochner integrable if
∥x(t)∥ is Lebesgue integrable. By L1(I, X)we denote the Banach space of all Bochner integrable mapping from I into X with
the norm ∥x∥L =
 a
0 ∥x(t)∥dt . If h ∈ L1(I,R+), then h(t) ≥ 0 for t ∈ I and
 a
0 h(t)dt < +∞. It is known that if f ∈ L1(I,R)
then f is absolutely integral continuous, i.e., for each ε > 0 there exists a δ > 0 such that

E |f |dµ < ε for each E ∈ L(I)
with µ(E) < δ, where µ(E) denotes the Lebesgue measure of E.
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Lemma 2.3 (See [21,23]). Let X be a separable Banach space, (Ω,M) a measurable space, whereM is the σ -algebra of Ω . If
T : Ω ( X isM-measurable and has closed values, then T admits a measurable selector, i.e., there exists anM-measurable
mapping f : Ω → Y satisfying f (t) ∈ T (t) for all t ∈ Ω .
A multivalued map F : I × X ( X is called upper-Carathéodory if t → F(t, x) is measurable for each x ∈ X , and
x → F(t, x) is upper semicontinuous for a.e. t ∈ I . For x ∈ PC1, we use the notation S1F (x) to denote the set of integrable
selectors (possibly empty), i.e.,
S1F (x) = { f ∈ L1(I, X) : f (t) ∈ F(t, x(t)) for a.e. t ∈ I}. (2.1)
Lemma 2.4 (See [24,25]).
(1) If a sequence { fn}∞n=1 converges weakly to f0 in L1(I, X), then there exists a sequence {gn}∞n=1 with gn ∈ co{ fi : i ≥ n} such
that {gn(t)} converges weakly to f0(t) in X for a.e. t ∈ J .
(2) If E ⊂ L1(I, X) and there is a function h ∈ L1(I,R+) with ∥f (t)∥ ≤ h(t) a.e. on I for all f ∈ E, and E(t) = { f (t) : f ∈ E} is
weakly relatively compact in X for a.e. t ∈ I , then E is weakly relatively compact in L1(I, X).
For further details onmulti-valued analysis theory,we refer the reader to books [20,21,26–28]. The following basic results
concerning strongly continuous cosine families appears in [29–31]. For more details, we also refer the reader to books [32]
and paper [33].
A one-parameter family {C(t) : t ∈ R} of operators in B(X) is called a strongly continuous cosine family in X if
(C-1) C(0) = IX (IX is the identity operator in X);
(C-2) C(t + τ)+ C(t − τ) = 2C(t)C(τ ) for all t, τ ∈ R;
(C-3) the mapping t → C(t)x is strongly continuous for each x ∈ X .
If {C(t) : t ∈ R} is a strongly continuous cosine family, then {S(t) : t ∈ R} is the associated sine family defined
by S(t)x =  t0 C(τ )xdτ for x ∈ X and t ∈ R, where the integral is a Bochner integral. The infinitesimal generator of
{C(t) : t ∈ R} is the linear operator A : D(A) ⊂ X → X defined by Ax = d2
dt2
C(t)x

t=0
for x ∈ X , where
D(A) = {x ∈ X : C(t)x is twice continuously differentiable in t}.
The notation D∗(A) is used to denote
D∗(A) = {x ∈ X : C(t)x is once continuously differentiable in t}.
Lemma 2.5 (See [29]). Let {C(t) : t ∈ R} be a strongly continuous cosine family in X with infinitesimal generator A. Then the
following assertions are true.
(1) D(A) ⊂ D∗(A),D(A) is dense in X, i.e., D(A) = X, and A is a closed linear operator in D(A).
(2) {S(t) : t ∈ R} is strongly continuous.
(3) C(t) = C(−t), S(t) = −S(−t), for all t ∈ R.
(4) C(t), C(τ ), S(t) and S(τ ) commute for all t, τ ∈ R.
(5) S(t + τ)+ S(t − τ) = 2S(t)C(τ ), for all t, τ ∈ R.
(6) S(t ± τ) = S(t)C(τ )± C(t)S(τ ), for all t, τ ∈ R.
(7) There exist M0 ≥ 1 and ω > 0 such that |C(t)|∗ ≤ M0eω|t| and |S(t)− S(r)|∗ ≤ M0
 tr eω|τ |dτ  for all t, r ∈ R.
(8) S(t)X ⊂ D∗(A), S(t)D∗(A) ⊂ D(A), and C(t)D(A) ⊂ D(A) for all t ∈ R.
(9) If x ∈ X, r, t ∈ R, then y =  tr S(τ )xdτ ∈ D(A), and Ay = C(t)x− C(r)x.
(10) C(t + τ)− C(t − τ) = 2AS(t)S(τ ) for all t, τ ∈ R.
(11) If x ∈ D(A), then AS(t)x = S(t)Ax and AC(t)x = C(t)Ax, for all t ∈ R.
(12) If x ∈ D∗(A), then limt→0 AS(t)x = 0.
(13) ddt S(t)x = C(t)x, for all x ∈ X and t ∈ R.
(14) ddt C(t)x = AS(t)x, for all x ∈ D∗(A) and t ∈ R.
(15) d
2
dt2
S(t)x = AS(t)x, for all x ∈ D∗(A) and t ∈ R.
(16) d
2
dt2
C(t)x = AC(t)x, for all x ∈ D(A) and t ∈ R.
A family of bounded linear operators {P(t) : t ∈ R} is said to be uniformly continuous if |P(t) − P(r)|∗ → 0 as t → r .
From Lemma 2.5(7) we see that {S(t) : t ∈ R} is uniformly continuous.
Lemma 2.6 (See [30]). Let {C(t) : t ∈ R} be a strongly continuous cosine family in X with infinitesimal generator A. Then
{C(t) : t ∈ R} is uniformly continuous if and only if A is bounded, i.e., D(A) = X.
Lemma 2.7 (See [31]). The following statements are equivalent:
(1) C(t)− IX is compact for each t ∈ R;
(2) A is compact;
(3) S(t) is compact for each t ∈ R.
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3. Main results
Lemma 3.1. Let A be the infinitesimal generator of a strongly continuous cosine family {C(t) : t ∈ R} such that 0 ∈ ρ(S(a))
and let f ∈ L1(I, X). If x ∈ PC1 is a solution of the problem
(IP)∗

(x′′ − Ax)(t) = f (t), a.e. t ∈ I \ {t1, t2, . . . , tm},
x(0) = x0, x(a) = xa, 0 = t0 < t1 < t2 < · · · < tm < tm+1 = a,
x(t+k )− x(t−k ) = ϕk(x(t−k )), k = 1, 2, . . . ,m,
x′(t+k )− x′(t−k ) = ψk(x(t−k )), k = 1, 2, . . . ,m,
then it is given by
x(t) = S−1(a)[S(a− t)x0 + S(t)xa] − S(t)S−1(a)
 a
0
S(a− τ)f (τ )dτ
− S(t)S−1(a)
m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))]
+

0<tk<t
[C(t − tk)ϕk(x(tk))+ S(t − tk)ψk(x(tk))] +
 t
0
S(t − τ)f (τ )dτ . (3.1)
Proof. Suppose that x ∈ PC1 is a solution of the problem (IP)∗, p(τ ) = C(t − τ)x(τ ), and q(τ ) = S(t − τ)x′(τ ) for fixed
t ∈ I . Then x(t) ∈ D(A). For τ ∈ I \ {t1, t2, . . . , tm}, by Lemma 2.5 we have
p′(τ ) = −S(t − τ)Ax(τ )+ C(t − τ)x′(τ ); (3.2)
q′(τ ) = −C(t − τ)x′(τ )+ S(t − τ)x′′(τ ). (3.3)
For a.e. τ ∈ I , from (3.2) and (3.3) it follows that
p′(τ )+ q′(τ ) = S(t − τ)[−Ax(τ )+ x′′(τ )] = S(t − τ)f (τ ). (3.4)
Integrating Eq. (3.4), for 0 < t < t1 we have t
0
S(t − τ)f (τ )dτ = p(t)+ q(t)− p(0)− q(0) = x(t)− C(t)x0 − S(t)x′(0).
More generally, for tk < t < tk+1 we have t
0
S(t − τ)f (τ )dτ =
k
j=1
 tj
tj−1
[p′(τ )+ q′(τ )]dτ +
 t
tk
[p′(τ )+ q′(τ )]dτ
=
k
j=1
[−p(t+j−1)− q(t+j−1)+ p(t−j )+ q(t−j )] − p(t+k )− q(t+k )+ p(t)+ q(t)
= p(t)+ q(t)− p(0)− q(0)−

0<tk<t
[p(t+k )− p(t−k )+ q(t+k )− q(t−k )]
= x(t)− C(t)x0 − S(t)x′(0)−

0<tk<t
[C(t − tk)ϕk(x(tk))+ S(t − tk)ψk(x(tk))]. (3.5)
From x(a) = xa it follows that a
0
S(a− τ)f (τ )dτ = xa − C(a)x0 − S(a)x′(0)−
m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))]. (3.6)
Since 0 ∈ ρ(S(a)), S(a) is invertible. Hence from (3.6) we get x′(0). Substituting x′(0) into (3.5), we have
x(t) = S−1(a)[S(a)C(t)x0 − S(t)C(a)x0 + S(t)xa] − S(t)S−1(a)
 a
0
S(a− τ)f (τ )dτ
− S(t)S−1(a)
m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))]
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+

0<tk<t
[C(t − tk)ϕk(x(tk))+ S(t − tk)ψk(x(tk))] +
 t
0
S(t − τ)f (τ )dτ
= S−1(a)[S(a− t)x0 + S(t)xa] − S(t)S−1(a)
 a
0
S(a− τ)f (τ )dτ
− S(t)S−1(a)
m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))]
+

0<tk<t
[C(t − tk)ϕk(x(tk))+ S(t − tk)ψk(x(tk))] +
 t
0
S(t − τ)f (τ )dτ ,
i.e., (3.1) hold, which shows the lemma. 
Definition 3.1. A function x ∈ PC1 is said to be a mild solution of Problem (IP) if there exists f ∈ L1(I, X) such that
f (t) ∈ F(t, x(t)) a.e. on I and x(t) is given by (3.1). Let Γ : L1(I, X)→ PC1 be a linear operator defined by
(Γ f )(t) = −S(t)S−1(a)
 a
0
S(a− τ)f (τ )dτ +
 t
0
S(t − τ)f (τ )dτ , f ∈ L1(I, X). (3.7)
LetΛ1,Λ2 : PC1 → PC1 be single valued mappings defined by
(Λ1x)(t) = S−1(a)[S(a− t)x0 + S(t)xa]
− S(t)S−1(a)
m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))], x ∈ PC1; (3.8)
(Λ2x)(t) =

0<tk<t
[C(t − tk)ϕk(x(tk))+ S(t − tk)ψk(x(tk))], x ∈ PC1. (3.9)
Let F : I × X ( X be a multivalued map and S1F (x) ≠ ∅ for all x ∈ PC1, where S1F (x) is defined by (2.1). Now we define a
multivalued map T : PC1 ( PC1 by
T (x) = y ∈ PC1 : y(t) = (Λ1x)(t)+ (Λ2x)(t)+ (Γ ◦ f )(t), f ∈ S1F (x) , (3.10)
i.e., T = Λ1 +Λ2 + Γ ◦ S1F . It is clear that all mild solutions of Problem (IP) are fixed points of the multivalued map T .
Theorem 3.2. Suppose that the following hypotheses are satisfied.
(H1) F : I × X ( X is a upper-Carathéodory multivalued map with convex and weakly compact values.
(H2) A is an infinitesimal generator of a given strongly continuous and bounded cosine family {C(t) : t ∈ R}; {S(t) : t ∈ R} is
a sine family associated to the cosine family; A is bounded and 0 ∈ ρ(S(a)). M0 ≥ 0 and ω > 0 are constants such that
|C(t)|∗ ≤ M0eωa and |S(t)|∗ ≤ M0eωaa for t ∈ I .
(H3) ϕk, ψk : X → X are completely continuous, and there exist constants b, e ≥ 0 and α ∈ (0, 1) such that
∥ϕk(x)∥ ≤ b∥x∥α + e and ∥ψk(x)∥ ≤ b∥x∥α + e for x ∈ X and k = 1, 2, . . . ,m.
(H4) For each fixed t ∈ I , the linear operators Γt ,Γ ′t : S1F (X)→ X defined by
Γt f =
 t
0
S(t − τ)f (τ )dτ , Γ ′t f =
 t
0
C(t − τ)f (τ )dτ , for f ∈ S1F (X),
are compact.
(H5) F is locally integrably bounded, i.e., for each λ > 0, there exists hλ ∈ L1(I,R+) such that
∥x∥ ≤ λ⇒ sup{∥z∥ : z ∈ F(t, x)} ≤ hλ(t) for a.e. t ∈ I,
where hλ satisfies
lim
λ→+∞
 a
0 hλ(t)dt
λ1−α
<
1
2η
, η = (M0eωaa|S−1(a)|∗ + 1)M0eωa(a+ 1).
Then the problem (IP) has at least one solution.
Proof. Consider a multivalued map S1F from PC
1 into L1(I, X) defined by (2.1).
Claim 1. S1F (x) ≠ ∅ for all x ∈ PC1.
152 J.-Z. Xiao et al. / Computers and Mathematics with Applications 64 (2012) 147–160
Indeed, if x ∈ PC1 and ∥x∥ = λ, then we have ∥x(t)∥ ≤ λ for all t ∈ I . Consider an uniformly convergent sequence
of measurable simple mapping {xk}∞k=1 from I into X satisfying limk→∞ xk(t) = x(t) for all t ∈ I . Since t → F(t, z) is
measurable for each z ∈ X, t → F(t, xk(t)) is measurable for each k. Since F(t, xk(t)) is closed, by Lemma 2.3 there exists
a measurable mapping fk : I → X satisfying fk(t) ∈ F(t, xk(t)). To prove that { fk(t)} is weakly relatively compact for a.e.
t ∈ I , we note that z → F(t, z) is upper semicontinuous for a.e. t ∈ I . Thus, for fixed t ∈ I and each positive integer j there
exists a positive integer kj such that
d(fk(t), F(t, x(t))) < 1/j, for all k ≥ kj.
Hence, there exists a sequence of mappings {gj(t)}∞j=1 ⊂ F(t, x(t)) such that
∥fkj(t)− gj(t)∥ ≤ 1/j, for all j ≥ 1.
From the weak compactness of F(t, x(t)) it follows that {gj(t)} is weakly relatively compact, and so is { fkj(t)}. This implies
that { fk(t)} is weakly relatively compact for a.e. t ∈ I . By (H5) there exists hλ ∈ L1(I,R+) such that
∥fn(t)∥ ≤ hλ(t), for all n ≥ 1 and a.e. t ∈ I. (3.11)
Taking E = { fn}∞n=1 in Lemma 2.4(2), from (3.11) it follows that { fn} is weakly relatively compact in L1(I, X), and so is { fkj}.
Thus, there exists a subsequence of { fkj} (for simplicity we still denote it by { fkj}) which converges weakly to f0 ∈ L1(I, X),
and so f0(t) is measurable and integrable. ByMazur lemma, there exists a sequence of convex combinations uj =ji=1 αjifki
with αji ≥ 0 for i = 1, 2, . . . , j andji=1 αji = 1, which converges strongly to f0 in L1(I, X). Thus, {uj(t)} converges to f0(t)
in X for a.e. t ∈ I . Setting vj =ji=1 αjigi, we see that {vj(t)} converges to f0(t) in X for a.e. t ∈ I due to ∥fkj(t)−gj(t)∥ ≤ 1/j.
Since F(t, x(t)) is convex and closed, f0(t) ∈ F(t, x(t)) for a.e. t ∈ I , and so f0 ∈ S1F (x).
Claim 2. S1F has closed, convex values.
In fact, if f1, f2 ∈ S1F (x) and β ∈ [0, 1], then f1, f2 ∈ L1(I, X) and f1(t), f2(t) ∈ F(t, x(t)) for a.e. t ∈ I . Since by (H1)
F(t, x(t)) has convex values and L1(I, X) is a linear space, we have βf1 + (1 − β)f2 ∈ L1(I, X) and βf1(t) + (1 − β)f2(t) ∈
F(t, x(t)) for a.e. t ∈ I . Hence, βf1 + (1 − β)f2 ∈ S1F (x), and so S1F (x) is convex for each x ∈ PC1. If { fn} ⊂ S1F (x) and
fn → f in L1(I, X), then fn(t) ∈ F(t, x(t)) and fn(t) → f (t) in X for a.e. t ∈ I . By (H1), F(t, x(t)) is closed, and so we have
f (t) ∈ F(t, x(t)) for a.e. t ∈ I . Hence, f ∈ S1F (x), and so S1F (x) is closed for each x ∈ PC1.
Let Γ : L1(I, X) → PC1 be a linear operator and Λ1,Λ2 : PC1 → PC1 be two single valued mappings defined by
(3.7)–(3.9), respectively. We define a multivalued map T : PC1 ( PC1 by (3.10). Let x ∈ PC1 and f ∈ L1(I, X). By the
continuity of S(t)we see that Γ f ,Λ1x ∈ C(I, X). Suppose that
x¯(t) =

x(t), t ∈ Ik;
x(t+k−1), t = tk−1 and x¯
′(t) =

x′(t), t ∈ Ik;
x′(t+k−1), t = tk−1.
It is clear that x ∈ PC1 if and only if x¯ ∈ C1(Ik, X), k = 1, 2, . . . ,m+ 1. Hence, from the continuity of S(t) and C(t) it is easy
to check thatΛ2x is continuous on each Ik and (Λ2x)(t+k−1) exists. By (H2), D(A) = X , so by Lemma 2.5(13)(14) we have, for
t ∈ I ,
(Γ f )′(t) = −C(t)S−1(a)
 a
0
S(a− τ)f (τ )dτ +
 t
0
C(t − τ)f (τ )dτ ; (3.12)
(Λ1x)′(t) = S−1(a)[−C(a− t)x0 + C(t)xa] − C(t)S−1(a)
m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))]; (3.13)
for t ∈ I \ {t1, t2, . . . , tm},
(Λ2x)′(t) =

0<tk<t
[AS(t − tk)ϕk(x(tk))+ C(t − tk)ψk(x(tk))]. (3.14)
Similarly, it is easy to see that (Γ f )′, (Λ1x)′ ∈ C(I, X) and (Λ2x)′ is continuous on each Ik and (Λ2x)′(t+k−1) exists. Hence,
Γ f ,Λ1x andΛ2x ∈ PC1. If t, s, τ ∈ I , then by Lemma 2.5(5)(10)(7) we have
|S(t − τ)− S(r − τ)|∗ = 2
C  t + r2 − τ

S

t − r
2
∗≤ 2M0eωa |S ((t − r)/2)|∗ ; (3.15)
|C(t − τ)− C(r − τ)|∗ = 2
AS  t + r2 − τ

S

t − r
2
∗≤ 2M0eωaa|A|∗ |S ((t − r)/2)|∗ . (3.16)
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Claim 3. Γ : L1(I, X)→ PC1 is a continuous linear operator.
In fact, it is easy to check thatΓ is bounded. IfD1 is a bounded subset of L1(I, X), then there isM1 > 0 such that∥f ∥L1 ≤ M1
for all f ∈ D1. Thus, from (3.7), (3.12) and Lemma 2.5(7) we have
∥Γ f ∥ = max

sup
t∈I
∥(Γ f )(t)∥, sup
t∈I
∥(Γ f )′(t)

≤ sup
t∈I
−S(t)S−1(a)  a
0
S(a− τ)f (τ )dτ +
 t
0
S(t − τ)f (τ )dτ

+
−C(t)S−1(a)  a
0
S(a− τ)f (τ )dτ +
 t
0
C(t − τ)f (τ )dτ

≤ M20e2ωaa2|S−1(a)|∗M1 +M0eωaaM1 +M20e2ωaa|S−1(a)|∗M1 +M0eωaM1,
which shows that Γ (D1) is a bounded subset of PC1.
It is clear that a set B ⊂ PC1 is relatively compact if and only if Bk = {x¯ : x ∈ B} is relatively compact in C1(Ik, X),
k = 1, 2, . . . ,m+ 1.
Claim 4. Γ ◦ S1F maps bounded subsets of PC1 into relatively compact subsets of PC1.
Let B0 be a bounded subset of PC1. Then there is λ0 > 0 such that ∥x∥ ≤ λ0 for all x ∈ B0. By (H5), there exists hλ0 ∈
L1(I,R+) such that ∥f (t)∥ ≤ hλ0(t) for all f ∈ S1F (B0) and a.e. t ∈ I . It suffices to shows that Γ maps S1F (B0) into a relatively
compact subset of PC1. We first show that Γ maps S1F (B0) into an equicontinuous family of PC
1. Let f ∈ S1F (B0), t, r ∈ I and
0 ≤ r < t ≤ a. Suppose that ε > 0 is arbitrary. Using Lemma 2.6, from the uniform continuity of S(t) and C(t) and the
absolutely integral continuity of hλ0 it follows that there is a δ = δ(ε) > 0 such that |C(t)− C(r)|∗ < ε, |S(t)− S(r)|∗ < ε,
|S ((t − r)/2)|∗ < ε,
 t
r λ0(τ )dτ < ε, whenever 0 < t − r < δ. Thus, using Lemma 2.5(7), from (3.7) and (3.15) we have
∥(Γ f )(t)− (Γ f )(r)∥ ≤
[S(r)− S(t)]S−1(a)  a
0
S(a− τ)f (τ )dτ

+
 t
0
[S(t − τ)− S(r − τ)]f (τ )dτ
+  t
r
S(r − τ)f (τ )dτ

≤ M0eωaa|S−1(a)|∗|S(r)− S(t)|∗∥hλ0∥L
+ 2M0eωa |S ((t − r)/2)|∗ ∥hλ0∥L +M0eωaa
 t
r
hλ0(τ )dτ
≤ (M0eωaa|S−1(a)|∗∥hλ0∥L + 2M0eωa∥hλ0∥L +M0eωaa)ε;
similarly, from (3.12) and (3.16) we have
∥(Γ f )′(t)− (Γ f )′(r)∥ ≤
[C(r)− C(t)]S−1(a)  a
0
S(a− τ)f (τ )dτ

+
 t
0
[C(t − τ)− C(r − τ)]f (τ )dτ
+  t
r
C(r − τ)f (τ )dτ

≤ M0eωaa|S−1(a)|∗|C(r)− C(t)|∗∥hλ0∥L
+ 2M0eωaa|A|∗ |S ((t − r)/2)|∗ ∥hλ0∥L +M0eωa
 t
r
hλ0(τ )dτ
≤ (M0eωaa|S−1(a)|∗∥hλ0∥L + 2M0eωaa|A|∗∥hλ0∥L +M0eωa)ε.
This shows that Γ (S1F (B0)) is an equicontinuous subset of PC
1. By (H4), Γt and Γ ′t are compact for each t ∈ I . Then, for each
fixed t ∈ I we have t
0
S(t − τ)f (τ )dτ : f ∈ S1F (B0)

= Γt(S1F (B0)) and t
0
C(t − τ)f (τ )dτ : f ∈ S1F (B0)

= Γ ′t (S1F (B0))
are relatively compact in X . Since each −S(t)S−1(a) is bounded and Γa(S1F (B0)) is a relatively compact set, for each fixed
t ∈ I we have
−S(t)S−1(a)
 a
0
S(a− τ)f (τ )dτ : f ∈ S1F (B0)

= −S(t)S−1(a)Γa(S1F (B0)) and
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−C(t)S−1(a)
 a
0
S(a− τ)f (τ )dτ : f ∈ S1F (B0)

= −C(t)S−1(a)Γa(S1F (B0))
are relatively compact in X . Hence, for each fixed t ∈ I , {(Γ f )(t), (Γ f )′(t) : f ∈ S1F (B0)} is relatively compact in X . As a
consequence of the Arzela–Ascoli theorem, Γ (S1F (B0)) is relatively compact in PC
1.
Claim 5. Λ1,Λ2 : PC1 → PC1 are completely continuous.
Suppose that {xn}∞n=1 ⊂ PC1 and xn → x in PC1. Then xn(tk) → x(tk) in X . Since ϕk, ψk : X → X are completely
continuous, using Lemma 2.5(7), from (3.8) and (3.13) we have
sup
t∈I
∥(Λ1xn)(t)− (Λ1x)(t)∥ = sup
t∈I
−S(t)S−1(a) m
k=1
C(a− tk)[ϕk(xn(tk))− ϕk(x(tk))]
+ S(a− tk)[ψk(xn(tk))− ψk(x(tk))]

≤ M20e2ωaa
S−1(a)∗ m
k=1
∥ϕk(xn(tk))− ϕk(x(tk))∥ + a∥ψk(xn(tk))− ψk(x(tk))∥ → 0
and
sup
t∈I
∥(Λ1xn)′(t)− (Λ1x)′(t)∥ = sup
t∈I
−C(t)S−1(a) m
k=1
C(a− tk)[ϕk(xn(tk))− ϕk(x(tk))]
+ S(a− tk)[ψk(xn(tk))− ψk(x(tk))]

≤ M20e2ωa
S−1(a)∗ m
k=1
∥ϕk(xn(tk))− ϕk(x(tk))∥ + a∥ψk(xn(tk))− ψk(x(tk))∥ → 0;
similarly, from (3.9) and (3.14) we have
sup
t∈I
∥(Λ2xn)(t)− (Λ2x)(t)∥ = sup
t∈I
 
0<tk<t
C(t − tk)[ϕk(xn(tk))− ϕk(x(tk))] + S(t − tk)[ψk(xn(tk))− ψk(x(tk))]

≤ M0eωa
m
k=1
∥ϕk(xn(tk))− ϕk(x(tk))∥ + a∥ψk(xn(tk))− ψk(x(tk))∥ → 0
and
sup
t∈I
∥(Λ2xn)′(t)− (Λ2x)′(t)∥ = sup
t∈I
 
0<tk<t
AS(t − tk)[ϕk(xn(tk))− ϕk(x(tk))] + C(t − tk)[ψk(xn(tk))− ψk(x(tk))]

≤ M0eωa
m
k=1
|A|∗a∥ϕk(xn(tk))− ϕk(x(tk))∥ + ∥ψk(xn(tk))− ψk(x(tk))∥ → 0.
Hence, Λ1,Λ2 : PC1 → PC1 are continuous. Now we show that Λ1 and Λ2 map bounded subsets of PC1 into relatively
compact subsets of PC1. Let B1 be a bounded subset of PC1. Then there is λ1 > 0 such that ∥x∥ ≤ λ1 for all x ∈ B1, and so
∥x(t)∥ ≤ λ1 and ∥x′(t)∥ ≤ λ1 for all t ∈ I . Write bλα1 + e = λ2. Thus, by (H3)we have
∥ϕk(x(t))∥ ≤ λ2 and ∥ψk(x(t))∥ ≤ λ2 for all x ∈ B1, t ∈ I, and k = 1, 2, . . . ,m.
Let x ∈ B1, t, r ∈ I and 0 ≤ r < t ≤ a. Suppose that ε > 0 is given. By (H2) and Lemma 2.6, from the uniform continuity
of S(t) and C(t) it follows that there is a δ = δ(ε) > 0 such that when 0 < t − r < δ we have |C(t) − C(r)|∗ <
ε, |S(t) − S(r)|∗ < ε, |C(a − t) − C(a − r)|∗ < ε, |S(a − t) − S(a − r)|∗ < ε, |S ((t − r)/2)|∗ < ε, |S(t − r)|∗ < ε and|C(t − r)− I|∗ < ε. Then, by Lemma 2.5(7) we have
∥(Λ1x)(t)− (Λ1x)(r)∥ ≤ |S−1(a)|∗[∥(S(a− t)− S(a− r))x0∥ + ∥(S(t)− S(r))xa∥]
+
[S(r)− S(t)]S−1(a) m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))]

≤ |S−1(a)|∗[∥x0∥ |S(a− t)− S(a− r)|∗ + ∥xa∥ |S(t)− S(r)|∗]
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+ |S−1(a)|∗M0eωa(1+ a)mλ2|S(r)− S(t)|∗
≤ |S−1(a)|∗[∥x0∥ + ∥xa∥ +M0eωa(1+ a)mλ2]ε,
and similarly,
∥(Λ1x)′(t)− (Λ1x)′(r)∥ ≤ |S−1(a)|∗[∥(C(a− r)− C(a− t))x0∥ + ∥(C(t)− C(r))xa∥]
+
[C(t)− C(r)]S−1(a) m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))]

≤ |S−1(a)|∗[∥x0∥ |C(a− r)− C(a− t)|∗ + ∥xa∥ |C(t)− C(r)|∗]
+ |S−1(a)|∗M0eωa(1+ a)mλ2|C(t)− C(r)|∗
≤ |S−1(a)|∗[∥x0∥ + ∥xa∥ +M0eωa(1+ a)mλ2]ε.
For i = 0, 1, . . . ,m, if ti = r < t < ti+1, then from (3.15) and (3.16) we have
∥(Λ2x)(t)− (Λ2x)(t+i )∥ ≤
i−1
k=1
∥[C(t − tk)− C(r − tk)]ϕk(x(tk))+ [S(t − tk)− S(r − tk)]ψk(x(tk))∥
+∥[C(t − ti)− I]ϕi(x(ti))+ S(t − ti)ψi(x(ti))∥
≤ 2(i− 1)M0eωa(a|A|∗ + 1)λ2 |S ((t − r)/2)|∗ + λ2(|C(t − r)− I|∗ + |S(t − r)|∗)
≤ [2(i− 1)M0eωa(a|A|∗ + 1)λ2 + 2λ2]ε
and
∥(Λ2x)′(t)− (Λ2x)′((t+i ))∥ ≤
i−1
k=1
∥A[S(t − tk)− S(r − tk)]ϕk(x(tk))+ [C(t − tk)− C(r − tk)]ψk(x(tk))∥
+∥AS(t − ti)ϕi(x(ti))+ [C(t − ti)− I]ψi(x(ti))∥
≤ 2(i− 1)M0eωa(1+ a)|A|∗λ2 |S ((t − r)/2)|∗ + |A|∗λ2|S(t − r)|∗ + λ2|C(t − r)− I|∗
≤ [2(i− 1)M0eωa(1+ a)|A|∗λ2 + λ2(|A|∗ + 1)]ε;
if ti < r < t ≤ ti+1, then from (3.15) and (3.16) we have
∥(Λ2x)(t)− (Λ2x)(r)∥ ≤
i
k=1
∥[C(t − tk)− C(r − tk)]ϕk(x(tk))+ [S(t − tk)− S(r − tk)]ψk(x(tk))∥
≤ 2iM0eωa(a|A|∗ + 1)λ2 |S ((t − r)/2)|∗ ≤ 2iM0eωa(a|A|∗ + 1)λ2ε
and
∥(Λ2x)′(t)− (Λ2x)′(r)∥ ≤
i
k=1
∥A[S(t − tk)− S(r − tk)]ϕk(x(tk))+ [C(t − tk)− C(r − tk)]ψk(x(tk))∥
≤ 2iM0eωa(1+ a)|A|∗λ2 |S ((t − r)/2)|∗ ≤ 2iM0eωa(1+ a)|A|∗λ2ε.
This shows that Λ1(B1),Λ2(B1) are equicontinuous subsets of PC1. By (H3), ϕk, ψk : X → X are all compact, and so
Ck = {ϕk(x(tk)) : x ∈ B1} and Dk = {ψk(x(tk)) : x ∈ B1} are all relatively compact subsets of X , for k = 1, 2, . . . ,m.
Hence, for each fixed t ∈ I , by the boundedness of C(t), S(t) and S−1(a), we obtain that
{(Λ1x)(t) : x ∈ B1} ⊂ S−1(a)[S(a− t)x0 + S(t)xa] − S(t)S−1(a)
m
k=1
[C(a− tk)Ck + S(a− tk)Dk] and
{(Λ1x)′(t) : x ∈ B1} ⊂ S−1(a)[−C(a− t)x0 + C(t)xa] − C(t)S−1(a)
m
k=1
[C(a− tk)Ck + S(a− tk)Dk]
are all relatively compact subsets of X . Similarly, for each fixed t ∈ Ik (k = 1, 2, . . . ,m+ 1) and t = ti (i = 1, 2, . . . ,m)we
obtain that
{(Λ2x)(t) : x ∈ B1} ⊂

0<tk<t
[C(t − tk)Ck + S(t − tk)Dk],
{(Λ2x)(t) : x ∈ B1} ⊂

0<tk<t
[AS(t − tk)Ck + C(t − tk)Ck],
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{(Λ2x)(t+i ) : x ∈ B1} ⊂
i−1
k=1
[C(ti − tk)Ck + S(ti − tk)Dk] + Ci and
{(Λ2x)′(t+i ) : x ∈ B1} ⊂
i−1
k=1
[AS(ti − tk)Ck + C(ti − tk)Dk] +Di
are all relatively compact subsets of X . As a consequence of the above proof together with the Arzela–Ascoli theorem, we
can conclude thatΛ1(B1),Λ2(B1) are relatively compact in PC1.
Claim 6. Γ ◦ S1F : PC1 ( PC1 is a closed graph map.
Suppose that {xn}∞n=1 ⊂ PC1, xn → x0, yn ∈ Γ (S1F (xn)) and yn → y0. Then, for each n, there exists fn ∈ S1F (xn) and λ3 > 0
such that yn = Γ fn and ∥xn(t)∥ ≤ λ3 for all t ∈ I and n ≥ 0. We point out that { fn(t)} is weakly relatively compact for a.e.
t ∈ I . In fact, since for a.e. t ∈ I, z → F(t, z) is upper semicontinuous, for fixed t ∈ I and each positive integer i there exists
a positive integer ni such that
d(fn(t), F(t, x0(t))) < 1/i, for all n ≥ ni.
Thus, there exists a mapping gi : I → X satisfying
{gi(t)}∞i=1 ⊂ F(t, x0(t)) and ∥fni(t)− gi(t)∥ ≤ 1/i
for all i ≥ 1. From the weak compactness of F(t, x0(t)) it follows that {gi(t)} is weakly relatively compact, and so is { fni(t)}.
This implies that { fn(t)} is weakly relatively compact for a.e. t ∈ I . By (H5) we have ∥fn(t)∥ ≤ hλ3(t) for all n ≥ 1 and
a.e. t ∈ I . From Lemma 2.4(2) it follows that { fn} is weakly relatively compact in L1(I, X), and so is { fni}. Thus, there
exists a subsequence of { fni} (for simplicity we still denote it by { fni}) which converges weakly to f0 ∈ L1(I, X). In view of
Lemma 2.4(1), there exists a sequence {ui}with ui ∈ co{ fnk : k ≥ i} such that {ui(t)} converges weakly to f0(t). Thus, there
exists a corresponding sequence {vi}with vi ∈ co{gk : k ≥ i} such that {vi(t)} convergesweakly to f0(t). Note that F(t, x0(t))
is weakly compact and convex. It follows that f0(t) ∈ F(t, x0(t)), and so f0 ∈ S1F (x0). FromClaim3,we see thatΓ is a bounded
linear operator. Suppose that Γ ∗ is the adjoint operator of Γ and γ ∗ is any bounded linear functional on PC1. Then we have
γ ∗(Γ fni) = (Γ ∗γ ∗)(fni)→ (Γ ∗γ ∗)(f0) = γ ∗(Γ f0),
i.e., {Γ fni} converges weakly to Γ f0 in PC1. Letting i → ∞ in yni = Γ fni under weak topology, we obtain y0 = Γ f0, which
shows that Γ ◦ S1F is a closed graph map.
For x ∈ PC1, by (H3) and Lemma 2.5(7) we have the following estimates:
sup
t∈I
∥(Λ1x)(t)∥ ≤ ∥S−1(a)[S(a− t)x0 + S(t)xa]∥
+
S(t)S−1(a) m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))]

≤ |S−1(a)|∗M0eωaa(∥x0∥ + ∥xa∥)+ |S−1(a)|∗M20e2ωaa(1+ a)m(b∥x∥α + e); (3.17)
sup
t∈I
∥(Λ1x)′(t)∥ ≤ ∥S−1(a)[−C(a− t)x0 + C(t)xa]∥
+
C(t)S−1(a) m
k=1
[C(a− tk)ϕk(x(tk))+ S(a− tk)ψk(x(tk))]

≤ |S−1(a)|∗M0eωa(∥x0∥ + ∥xa∥)+ |S−1(a)|∗M20e2ωa(1+ a)m(b∥x∥α + e); (3.18)
sup
t∈I
∥(Λ2x)(t)∥ ≤ sup
t∈I

0<tk<t
∥C(t − tk)ϕk(x(tk))+ S(t − tk)ψk(x(tk))∥
≤ M0eωa(1+ a)m(b∥x∥α + e); (3.19)
sup
t∈I
∥(Λ2x)′(t)∥ ≤ sup
t∈I

0<tk<t
∥AS(t − tk)ϕk(x(tk))+ C(t − tk)ψk(x(tk))∥
≤ M0eωa(a|A|∗ + 1)m(b∥x∥α + e). (3.20)
From (3.17)–(3.20) we obtain
∥Λ1x∥ = max

sup
t∈I
∥(Λ1x)(t)∥, sup
t∈I
∥(Λ1x)′(t)∥

≤ |S−1(a)|∗M0eωa(a+ 1)(∥x0∥ + ∥xa∥)+ |S−1(a)|∗M20e2ωa(a+ 1)2m(b∥x∥α + e) (3.21)
∥Λ2x∥ = max

sup
t∈I
∥(Λ2x)(t)∥, sup
t∈I
∥(Λ2x)′(t)∥

≤ M0eωa(a|A|∗ + a+ 1)m(b∥x∥α + e). (3.22)
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Suppose that η1 = |S−1(a)|∗M0eωa(a+ 1)(∥x0∥ + ∥xa∥)+ |S−1(a)|∗M20e2ωa(a+ 1)2m(b+ e) and η2 = M0eωa(a|A|∗ + a+
1)m(b+e). By (H5), there is λ∗ > max

(2η1 + 2η2) 11−α , 1

such that
 1
0 hλ∗(τ )dτ <
λ1−α∗
2η . Let B∗ = {x ∈ PC1 : ∥x∥ ≤ λ∗};
Claim 7. T : B∗ ( B∗ is an upper semicontinuousmultivaluedmapwith closed and convex values and T (B∗) is relatively compact.
Suppose that y ∈ T (B∗). Then, there exists x ∈ B∗ such that y ∈ T (x); and so, by (3.10) there exists f ∈ S1F (x) such that
y(t) = (Λ1x)(t)+ (Λ2x)(t)+ (Γ f )(t). By Lemma 2.5(7), we have the following estimates:
sup
t∈I
∥(Γ f )(t)∥ ≤ sup
t∈I

| − S(t)S−1(a)|∗
 a
0
∥S(a− τ)f (τ )∥dτ +
 t
0
∥S(t − τ)f (τ )∥dτ

≤ M0eωaa|S−1(a)|∗ + 1M0eωaa∥f ∥L ≤ η∥f ∥L (3.23)
sup
t∈I
∥(Γ f )′(t)∥ ≤ sup
t∈I

| − C(t)S−1(a)|∗
 a
0
∥S(a− τ)f (τ )∥dτ +
 t
0
∥C(t − τ)f (τ )∥dτ

≤ M0eωaa|S−1(a)|∗ + 1M0eωa∥f ∥L ≤ η∥f ∥L. (3.24)
Since by (H5), ∥f ∥L ≤
 1
0 hλ∗(τ )dτ <
λ1−α∗
2η , we have
∥Γ f ∥ = max

sup
t∈I
∥(Γ f )(t)∥, sup
t∈I
∥(Γ f )′(t)∥

≤ λ
1−α∗
2
. (3.25)
From (3.21), (3.22) and (3.25) it follows that, if ∥x∥ ≤ 1, then
∥y∥ ≤ ∥Λ1x∥ + ∥Λ2x∥ + ∥Γ f ∥ ≤ η1 + η2 + λ
1−α∗
2
≤ λ
1−α∗
2
+ λ
1−α∗
2
< λ∗;
and if ∥x∥ > 1, then
∥y∥∥x∥−α ≤ (∥Λ1x∥ + ∥Λ2x∥ + ∥Γ f ∥)∥x∥−α ≤ ∥Λ1x∥∥x∥−α + ∥Λ2x∥∥x∥−α + ∥Γ f ∥
≤ η1 + η2 + λ
1−α∗
2
≤ λ
1−α∗
2
+ λ
1−α∗
2
= λ1−α∗ ,
and so ∥y∥ ≤ λ1−α∗ ∥x∥α ≤ λ1−α∗ λα∗ = λ∗. This shows that T (B∗) ⊂ B∗.
From Claim 5, Λ1,Λ2 are continuous. It follows that Λ1 + Λ2 has closed graph. From Claim 6 we see that T =
Λ1 + Λ2 + Γ ◦ S1F is a closed graph map in PC1 × PC1. Since S1F has closed, convex values by Claim 2 and Γ is a con-
tinuous linear operator by Claim 3, it follows that T has closed, convex values. From Claims 4 and 5 we see that T (B∗) is
relatively compact. Hence, T is also locally compact. By Lemma 2.1, T is upper semicontinuous, and so we have Claim 7.
As a consequence of Lemma 2.2 we deduce that T has at least one fixed point. Therefore, the problem (IP) has at least
one mild solution. This completes the proof. 
Theorem 3.3. Suppose that (H1)–(H4) hold and F satisfies
(H∗5) F is integrably bounded, i.e., there exists h ∈ L1(I,R+) such that
sup{∥z∥ : z ∈ F(t, x)} ≤ h(t) for all x ∈ X and a.e. t ∈ I.
Then the mild solution set of problem (IP) is a nonempty compact set in PC1.
Proof. Suppose that W = {x ∈ PC1 : x is a mild solution of Problem (IP)}. It is evident that (H∗5) implies (H5). Thus, from
Theorem 3.2 we see thatW ≠ ∅. We now show thatW is bounded. Suppose that x ∈ W , i.e., x ∈ T (x). Then by (3.10) there
exists f ∈ S1F (x) such that x = Λ1x + Λ2x + Γ f . Without loss of generality, we assume that ∥x∥ > 1. By (H∗5) we have∥f ∥L ≤ ∥h∥L. Hence, from estimates (3.21)–(3.24) we have
∥x∥1−α ≤ ∥x∥−α (∥Λ1x∥ + ∥Λ2x∥ + ∥Γ f ∥)
≤ ∥x∥−α ∥Λ1x∥ + ∥x∥−α ∥Λ2x∥ + sup
t∈I
∥(Γ f )(t)∥ + sup
t∈I
∥(Γ f )′(t)∥
≤ η1 + η2 +

M0eωaa|S−1(a)|∗ + 1

M0eωa(a+ 1)∥h∥L.
Write M∗ = max

1,

η1 + η2 +

M0eωaa|S−1(a)|∗ + 1

M0eωa(a+ 1)∥h∥L
 1
1−α

. Then we have ∥x∥ ≤ M∗ for all
x ∈ W . If x ∈ W , then x ∈ T (x), and so W ⊂ T (W ) ⊂ T (W ). From Claim 7 we see that T (W ) is compact. It suffices
to show thatW is closed in PC1.
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Suppose that {xn}∞n=1 ⊂ W , xn → x0 in PC1. Then, for each n, there exists fn ∈ S1F (xn) such that xn = Λ1xn +Λ2xn + Γ fn.
From Claim 5 we see thatΛ1,Λ2 are all continuous, and so we haveΛ1xn → Λ1x0 andΛ2xn → Λ2x0 in PC1. We now point
out that { fn(t)} is weakly relatively compact for a.e. t ∈ I . Indeed, since z → F(t, z) is upper semicontinuous for a.e. t ∈ I ,
for fixed t ∈ I and each positive integer j there exists a positive integer kj such that
d(fn(t), F(t, x0(t))) < 1/j, for all n ≥ nj.
Thus, there exists a measurable mapping gj : I → X satisfying {gj(t)}∞j=1 ⊂ F(t, x0(t)) and ∥fnj(t)−gj(t)∥ ≤ 1/j for all j ≥ 1.
From the weak compactness of F(t, x0(t)) it follows that {gj(t)} is weakly relatively compact, and so is { fnj(t)}. This implies
that { fn(t)} is weakly relatively compact for a.e. t ∈ I . By (H∗5) we have ∥fn(t)∥ ≤ h(t) for all n ≥ 1 and a.e. t ∈ I . From
Lemma 2.4(2) it follows that { fn} is weakly relatively compact in L1(I, X), so is { fnj}. Thus, there exists a subsequence of { fnj}
(for simplicity we still denote it by { fnj}) which converges weakly to f0. According to Lemma 2.4(1), there exists a sequence{uj} with uj ∈ co{ fnk : k ≥ j} such that {uj(t)} converges weakly to f0(t). Thus, there exists a corresponding sequence {vj}
with vj ∈ co{gk : k ≥ j} such that {vj(t)} converges weakly to f0(t). Note that F(t, x0(t)) is weakly compact and convex. It
follows that f0(t) ∈ F(t, x0(t)), and so f0 ∈ S1F (x0). From Claim 3 we see that Γ is a bounded linear operator. Applying the
same argument as Claim 6, we obtain that {Γ fnj} converges weakly to Γ f0 in PC1. Letting j →∞ in weak topology in
xnj = Λ1xnj +Λ2xnj + Γ fnj ,
we have x0 = Λ1x0 +Λ2x0 + Γ f0, which shows that x0 ∈ W , and soW is closed in PC1. This completes the proof. 
The above results for differential inclusion imply the corresponding results for differential equation system, if the
nonlinear term is a single valued function.
Corollary 3.4. Suppose that the following hypotheses are satisfied.
(H1′) f : I × X → X is a single valued Carathéodory mapping.
(H2′) A is an infinitesimal generator of a given strongly continuous and bounded cosine family {C(t) : t ∈ R}; {S(t) : t ∈ R} is
a sine family associated to the cosine family; A is bounded and 0 ∈ ρ(S(a)).
(H3′) ϕk, ψk : X → X are completely continuous, and there exist constants b, e ≥ 0 and α ∈ (0, 1) such that
∥ϕk(x)∥ ≤ b∥x∥α + e and ∥ψk(x)∥ ≤ b∥x∥α + e for x ∈ X and k = 1, 2, . . . ,m.
(H4′) For each fixed t ∈ I , the operators Γt ,Γ ′t defined by
Γtx =
 t
0
S(t − τ)f (τ , x(τ ))dτ , Γ ′t x =
 t
0
C(t − τ)f (τ , x(τ ))dτ , for x ∈ PC1
are compact.
(H5′) f is integrably bounded, i.e., there exists h ∈ L1(I,R+) such that
∥f (t, x)∥ ≤ h(t) for all x ∈ X and a.e. t ∈ I.
Then the mild solution set of the problem
(x′′ − Ax)(t) = f (t, x(t)), a.e. t ∈ I \ {t1, t2, . . . , tm},
x(0) = x0, x(a) = xa, 0 = t0 < t1 < t2 < · · · < tm < tm+1 = a,
x(t+k )− x(t−k ) = ϕk(x(t−k )), k = 1, 2, . . . ,m,
x′(t+k )− x′(t−k ) = ψk(x(t−k )), k = 1, 2, . . . ,m
is a nonempty compact set in PC1.
Example 3.1. Let X = Rn and B be a self-adjoint linear operator on Rn. Let 0 ∈ ρ(B), A = B2 and A commute with B. It is
well known that A is the infinitesimal generator of a uniformly continuous cosine family {C(t)}, where C(t) = 12 (eBt+e−Bt).
Clearly, S(t) = 12B−1(eBt − e−Bt); there exists a > 0 such that 0 ∈ ρ(S(a)). For x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈
Rn, [x, y] denotes a closed cell (xi ≤ yi). As an application of our results we consider the following impulsive differential
system
(x′′ − B2x)(t) ∈ [f (t, x(t)), g(t, x(t))], a.e. t ∈ I \ {t1, t2, . . . , tm},
x(0) = x0, x(a) = xa, 0 = t0 < t1 < t2 < · · · < tm < tm+1 = a,
x(t+k )− x(t−k ) = ϕk(x(t−k )), k = 1, 2, . . . ,m,
x′(t+k )− x′(t−k ) = ψk(x(t−k )), k = 1, 2, . . . ,m,
where x0, xa ∈ Rn are given points and ϕk, ψk : Rn → Rn,
f = (f1, f2, . . . , fn), g = (g1, g2, . . . , gn) : I × Rn → Rn
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are given single valued mappings. We assume that ϕk, ψk are all continuous; assume that for each x ∈ Rn, fi(·, x), gi(·, x)
are all Lebesgue measurable, and for each t ∈ I, fi(t, ·) is lower semi-continuous (i.e., the set {x ∈ Rn : fi(t, x) > λ} is open
for each λ ∈ R), and gi(t, ·) is upper semi-continuous (i.e., the set {x ∈ Rn : gi(t, x) < λ} is open for each λ ∈ R), where
k = 1, 2, . . . ,m; i = 1, 2, . . . , n. It is clear that F = [f , g] has compact and convex valued, and it is upper semi-continuous.
Assume that
∥ϕk(x)∥ ≤ ∥x∥α, ∥ψk(x)∥ ≤ ∥x∥α; max{|fi(t, x)|, |gi(t, x)| : i = 1, 2, . . . , n} ≤ h(t), t ∈ I, x ∈ Rn,
where α ∈ (0, 1), h(t) ∈ L1(I,R+). We see that all the conditions of Theorem 3.3 are satisfied. Hence, the mild solution set
of the problem is a nonempty compact set in Rn.
Lemma 3.5. Let {C(t) : t ∈ R} be a strongly continuous cosine family in X with infinitesimal generator A. Then the following
statements are equivalent:
(1) C(t) is compact for all t > 0;
(2) There is t0 > 0 such that C(t0) and S(t0) are compact;
(3) X is finite dimensional.
Proof. Note that the product of a compact operator and a bounded operator is compact. If C(t) is compact for all t > 0, then
by Lemma 2.5(6) S(t) = 2S(t/2)C(t/2) is compact for all t > 0.
From (C-2) and Lemma 2.5(10), we obtain
C(t − τ) = C(t)C(τ )− AS(t)S(τ ), for all t, τ ∈ R. (3.26)
If C(t0) and S(t0) are all compact, then from (3.26) it follows that IX = C(t0 − t0) = C(t0)C(t0)− AS(t0)S(t0) is compact,
and so X is finite dimensional.
If X is finite dimensional, then clearly C(t) is compact for all t > 0, which shows the lemma. 
Remark 3.1. From Lemma 3.5 we see that the statements (1) is equivalent to the space is finite dimensional. Hence, the
results of [15–19] are true only for finite dimensional Banach spaces. A direct argument show that the statements (2) in
Lemma 3.5 implies the assumption (H4). In fact, if C(t0) and S(t0) are all compact, then by Lemma 2.5(6) and (3.26) we have
Γt f = S(t0)
 t
0
C(t − t0 − τ)f (τ )dτ + C(t0)
 t
0
S(t − t0 − τ)f (τ )dτ and
Γ ′t f = C(t0)
 t
0
C(t − t0 − τ)f (τ )dτ + AS(t0)
 t
0
S(t − t0 − τ)f (τ )dτ .
Clearly, in this case Γt and Γ ′t are compact. But (H4) is a weak assumption. In fact, if S(t) and C(t) are not compact, then Γt
and Γ ′t can be compact, whenever S1F (B0) is compact for each bounded B0. In additional, the compactness of A is not added
in the assumptions of our results. By Lemma 2.7, A is compact together with 0 ∈ ρ(S(a)) imply that IX = S(a)S−1(a) is
compact, which follows that X is finite dimensional.
Remark 3.2. By using ourmethods (see Claim 1 and Claim 1), a corresponding result for closed graph of composition in [34]
is extended, in the case of a multivaluedmapwith weakly compact values. More explicitly, we have the following assertion.
Theorem 3.6. Let F : I × X ( X be an upper-Carathéodory multivalued map with convex and weakly compact values and
Γ : L1(I, X) → C(I, X) a continuous linear operator. If F is locally integrably bounded, i.e., for each λ > 0, there exists
hλ ∈ L1(I,R+) such that
∥x∥ ≤ λ⇒ sup{∥z∥ : z ∈ F(t, x)} ≤ hλ(t) for a.e. t ∈ I,
then S1F (x) ≠ ∅ for all x ∈ C(I, X), and the map
Γ ◦ S1F : C(I, X)( C(I, X), x → (Γ ◦ S1F )(x) = Γ (S1F (x))
is a closed graph map in C(I, X)× C(I, X).
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