In this paper, we present an efficient procedure for obtaining information on variability around the mean value of a random variable, such as the variance and the standard deviation, in continuous-time absorbing Markov analysis using large-scale numerical calculation on a computer. The presented procedure succeeds in establishing the potential applicability of continuous-time Markov analysis to the fields of insurance and finance. It also has a significant impact on risk evaluation in the fields of reliability, dependability, and safety, where little regard has been given to variability around the mean value due to the definition of risk in ISO/IEC Guide 51.
Introduction
Continuous-time finite Markov chains have been widely used as system models in the fields of reliability, dependability, and safety, on account of their power of expression [5] . Hence, continuous-time Markov analysis has come to be regarded as one of the basic and important analysis methodologies [9, 14, 16] .
However, the methodology's analysis results are usually limited to information on the mean μ of a random variable, such as the mean time to an occurrence of a critical incident. One reason is that a risk is defined as "combination of the probability of occurrence of harm and the severity of that harm" in [10] . The mean probability/frequency of occurrence of harm is taken into consideration in order to evaluate risk. However, little regard has been given to variability around μ. That is, information on the second moment of a random variable, such as the variance σ 2 and the standard deviation σ, has not been used in risk evaluation according to international standards in the fields of reliability, dependability, and safety until now.
On the other hand, in the fields of insurance [2, 4] and finance [1, 6, 15] , it is a widely held belief that the substance of a risk is "μ with σ." For example, if the present worth of a loss of an insurer is considered as a random variable, then variability around the expected loss is also a risk for the insurer [2] . Thus, not only the mean value but also the variability around it is an important factor to be taken into consideration in risk evaluation.
In addition, discrete-time Markov chains have been widely used for insurance models [3, 7, 11] . Their extension to continuous-time ones is important future work. Here, such models must give information on the second moment of a random variable for risk evaluation.
In essence, a systematic procedure for obtaining information on the second moment around the mean μ of a random variable, such as the variance σ 2 and the standard deviation σ, in continuous-time Markov analysis is indispensable for the fields of insurance and finance.
In this paper, we extend the result in [13] to present an efficient procedure for obtaining the standard deviation σ in continuous-time absorbing Markov analysis using large-scale numerical calculation on a computer. The presented procedure succeeds in establishing the potential applicability of continuoustime Markov analysis to the fields of insurance and finance.
Furthermore, in the fields of reliability, dependability, and safety, as well as in the fields of insurance and finance, it is easy to intuitively understand that variability around the mean value is essentially an important factor to be taken into consideration in risk evaluation. The result that we can obtain information on the second moment around the mean of a random variable in continuous-time Markov analysis has a significant impact on risk evaluation according to the international standards established under [10] .
The following notations are used in this paper. R: the field of real numbers. R l×m : the set of l × m matrices with elements in R. E: an identity matrix of appropriate dimensions. 0: a zero vector of an appropriate dimension. O: a zero matrix of appropriate dimensions.
t A: the transpose of a matrix A. Pr( ): a probability. Pr( | ): a conditional probability. E[ ]: an expectation.
Problem statement

Markov chain
Consider a time-homogeneous Markov chain {X (k) } with the state space consisting of n (< ∞) states, 1, 2, . . . , n , on discrete time points 0, 1, 2, . . . , k, . . . . We assume without loss of generality that the time interval is h (= const). The probability that this stochastic process is in State i at the time point k is denoted by
Then, define the probability vector p (k) (∈ R 1×n ) by
Define the transition probability matrix
Here, under the assumption of time-homogeneity, q ij does not depend on the time point k. Because the state space is finite,
Now, we can describe this Markov chain by
Bring the time points k and k + 1 into correspondence with the times t and t + h, respectively, and denote as follows:
Then, we can rewrite Eq. (5) as
From Eq. (9), we have
Here, the following A (= [a ij ]) ∈ R n×n exists:
under the assumption that
where o(h) represents a term that goes to zero faster than h does. The nondiagonal element of A is
This is the probability per unit length of time that a transition from State i to State j occurs, which is referred to as the transition rate. Thus, A is referred to as the transition rates matrix. On the other hand, from Eqs. (4), (11), and (13), the diagonal element of A is given by
Letting h → 0 in Eq. (10) and using the transition rates matrix A defined in Eq. (11), we have dp(t) dt = p(t)A.
This is the continuous-time description of this Markov chain, which is used in continuous-time Markov analysis.
Calculation inputs
The following (I 1 ) and (I 2 ) are given as calculation inputs.
(I 1 ) Markov differential equation (15): Suppose that we have Eq. (15) derived not only from a discrete-time Markov chain as in Section 2.1 but also from another model description such as a fault tree (see Section 5), a Petri net, or a reliability block diagram. The probability vector is
where p i (t) denotes the probability that the system described by the Markov process is in State i at the time t, 1 ≤ i ≤ n. Without loss of generality, we suppose that the system is in State 1 at the initial time t = 0, hence the initial condition is
(I 2 ) Set of state numbers of all target states: Suppose that there are m (1 < m < n) target states, States k 1 , k 2 , . . . , k m , in the state space 1 . Define
The initial state, State 1, is not a target state, hence, without loss of generality, we can assume
Calculation results
In this paper, we consider the time when one of the target states is first realized (i.e., the time elapsed between the initial time t = 0 and a first transition to one of States k 1 , k 2 , . . . , k m ) as a random variable. The following (R 1 ) and (R 2 ) are the calculation outputs to be obtained.
In the fields of reliability, dependability, and safety, a first transition into any one target state corresponds to an occurrence of a critical incident, such as an overall system down and a harmful event. Then, continuous-time Markov analysis gives the mean time to an occurrence of a critical incident. If we also have the mean time required for restoration, we can obtain the mean frequency of such critical incidents under appropriate assumptions.
(R 2 ) Standard deviation: In this paper, we consider the standard deviation as an index of variability around the mean value. In the fields of insurance and finance, not only the mean value but also the variability around it is an important factor to be taken into consideration in risk evaluation. On the other hand, especially in the field of safety, the mean probability/frequency of occurrence of harm is used to evaluate risk. However, little regard has been given to variability around the mean value. That is, information on the second moment around the mean has not been used in risk evaluation according to the international standards established under ISO/IEC Guide 51. However, for example, suppose that the mean time to first occurrence of a critical incident is 100 years. There is a remarkable difference in risk between the case where the standard deviation is 50 years and the case where it is 5 years. It is perfectly reasonable to consider that there is a higher risk in the former case. It is easy to intuitively understand that variability around the mean value is essentially an important factor to be taken into consideration in risk evaluation in the field of safety, as well as in the fields of insurance and finance.
Calculation procedure
Absorbing states and nonabsorbing states
If State i is an "absorbing state" from which there are no possible transitions, then
where a (∈ R 1×n ) denotes the i-th row of the transition rates matrix A in Eq. (15) . Here, note that a target state is not always an absorbing state. In this paper, by regarding all target states as absorbing states, we reduce the necessary calculation to absorbing Markov analysis. Thus, the set K of all target states should be equal to the set of all absorbing states.
We assume the following:
Assumption 1 If State i is an absorbing state in the transition rates matrix A in Eq. (15), it is also a target state.
We obtain a new transition rates matrix from A by replacing its k i -th row a by a 1 × n zero vector 0 if necessary (i.e., if a = 0) to replace A by the newly obtained transition rates matrix. Then, under Assumption 1, the set K of all target states is equal to the set of all absorbing states.
After such an adjustment of A, there are (n − m) nonabsorbing states in the state space. Define the following set of their state numbers:
Without loss of generality, assume that
Note that such an adjustment of A is only for explicitness of discussion. See Remarks 1 and 2.
On the other hand,
Under Assumption 2, it holds that
If Assumption 2 is not satisfied, i∈K p i (∞) < 1. This implies that there is the possibility that an absorption into one of the absorbing states (i.e., a transition into one of the target states) does not occur. Then, the calculation results in Section 2.3 would be meaningless.
Random variable and its distribution
After the adjustment of A based on Assumption 1 in Section 3.1, a transition into one of the target states is equivalent to an absorption into one of the absorbing states. Thus, consider the absorption time (i.e., the time elapsed between the initial time t = 0 and an absorption into one of States k 1 , k 2 , . . . , k m ) as a random variable X.
The probability that an absorption has occurred before the time t is equivalent to the probability that the system described by the Markov process is in one of the absorbing states at t. Thus, the probability distribution function of X is as follows:
Hence, the probability density function is obtained by
Mean and standard deviation
Using Eq. (25) and integration by parts, we have the mean μ of the random variable X by
where lim t→∞ t p i (t) = 0 because there exist M i (> 0) and
. Now, we define
and bring them together as follows:
If we can obtain the value of q Ä ∈ R 1×(n−m) , we have the mean μ by
For a natural number k, defining a k × 1 constant vector v by
we can rewrite Eq. (29) as
Next, using Eqs. (26), (25), and integration by parts, we have the variance σ 2 of the random variable X by
where lim t→∞ t 2 p i (t) = 0 by the same reasoning as in lim t→∞ t p i (t) = 0. Thus, we have the standard deviation σ of the random variable X by
Now, we define
If we can obtain the value of r Ä ∈ R 1×(n−m) , we have the mean σ by
For brevity, we can rewrite Eq. (36) as
Markov differential equation
and obtain A Ä ∈ R (n−m)×(n−m) from A by deleting its k 1 , k 2 , · · · , k m -rows and columns. Then, p Ä (t) satisfies the differential equation:
because a = 0 (i = 1, 2, . . . , m) in Eq. (15) after the adjustment of A based on Assumption 1 in Section 3.1. Because 1 = 1, the initial condition is given by
It follows from Eq. (21) that
Consider the steady state of Eq. (39). Using lim t→∞ dp Ä (t) dt = 0, we have p Ä (∞)A Ä = 0. Thus, it follows from Eq. 
Integrating both sides of the differential equation (39) on t ∈ [0, ∞), we have
where q Ä was defined in Eq. (28). For brevity of description, for a natural number k, we define a 1 × k constant vector w by
Applying Eqs. (40) and (41) to Eq. (42), we have
Thus, by solving this linear equation, we can obtain the value of q Ä . Furthermore, multiplying both sides of the differential equation (39) by t and integrating them on t ∈ [0, ∞), we have ∞ 0 t dp 
Thus, Eq. (45) is rewritten as
Substituting q Ä obtained from Eq. (44) into this linear equation and solving it, we can obtain the value of r Ä .
Summary of calculation procedure
The calculation procedure can be summarized as follows:
Algorithm 1
Step 1: Obtain A Ä from the transition rates matrix A by deleting its k 1 , k 2 , · · · , k m -th rows and columns.
Step 2: Solve the linear equation (44) for q Ä .
Step 3: Solve the linear equation (47) for r Ä .
Step 4: Obtain the mean μ using Eq. (29).
Step 5: Obtain the standard deviation σ using Eq. (36).
In Steps 4 and 5, we do not use Eqs. (31) and (37) to calculate μ and σ, respectively. This is because Eqs. (31) and (37) 
Proposed calculation procedure
Algorithm
We propose a more efficient calculation procedure next. In Algorithm 1, by obtaining a new matrix A Ä , we avoid the following meaningless calculations:
In the proposed algorithm, we rearrange the linear equations (44) and (47) so that q k j = 0 and r k j = 0 to increase efficiency in memory usage and computation time.
Algorithm 2
Step 1: Obtain A ∈ R n×n from A by overwriting its k 1 , k 2 , · · · , k m -th columns with
respectively.
Step 2: Solve the linear equation:
Step 3: Solve the linear equation:
Step 4: Obtain the mean μ using
Step 5: Obtain the standard deviation σ using
For brevity, we rewrite Eqs. (51) and (52) as
respectively. As in the case of Algorithm 1, we do not use Eqs. (53) and (54) to calculate μ and σ, respectively.
Proof of consistency
and consider the following column rearrangement:
where
It can easily be shown that
It also follows from (30) that
Right-multiplying both sides of Eq. (49) by U and using Eq. (58), we have
Here, it holds that
Considering 1 = 1, we have
Thus, Eq. (60) can be rewritten as follows:
Furthermore, considering Eq. (44), we have
Then, using Eqs. (58), (64), and (59), from Eq. (53) we have
From Eq. (31), this is consistent with the value of μ calculated by Algorithm 1. Next, right-multiplying both sides of Eq. (50) by U and using Eqs. (58), (61), and (64), we have
Thus, considering Eq. (47), we have
Using Eqs. (58), (67), and (59), from Eq. (54) we have
It follows from Eq. (37) that this is consistent with the value of σ calculated by Algorithm 1. 2 Eqs. (64) and (67) imply that
respectively, where q j and r j are obtained from Eqs. (27) and (34) by setting
Remark 2 Even if the adjustment of A based on Assumption 1 in Section 3.1 is not performed, this results only in the situation where the (2,1)-block of t U AU is not a zero matrix as follows:
Then, Eqs. (67) and (67) hold. Thus, the adjustment does not have any influence on the values of μ and σ calculated by Algorithm 2.
Comparison
Advantages
(i) Economy of memory usage: In Step 1, we can obtain A by overwriting A. Roughly speaking, especially in the case n m, Algorithm 2 saves the memory usage for A Ä , which is necessary in Algorithm 1, and thus it reduces memory usage by approximately one-half. See Section 5 (vi).
(ii) Reduction of computation time: Algorithm 2 can reduce computation time for the following reasons.
• In Steps 1 and 5, only column manipulations are required, whereas both column and row manipulations are required in Algorithm 1.
• In Step 1, it suffices to directly overwrite the k j -th column with
where k j belongs to the given set K. On the other hand, in Algorithm 1, it is necessary to check whether j does not belong to K before extracting the j-th column and row of A to obtain A Ä .
Thus, especially in Step 1, the proposed calculation reduces computation time by a factor of m/(2n).
However, almost all matrices/vectors handled in the two calculations are sparse in general. A special and efficient data storage for such sparse matrices/vectors is absolutely indispensable to large-scale numerical calculation. Thus, it is difficult to compare them in Algorithm 1.
Disadvantage
The only disadvantage to Algorithm 2 is that the dimension of the linear equation to be numerically solved in Steps 2 and 3 is equal to n, whereas it is equal to n − m in Algorithm 1. However, in spite of this disadvantage, Algorithm 2 is considerably more efficient than Algorithm 1 in the total computation time for Steps 1-5 as shown in Section 5.
Example
(i) Dynamic fault tree: Consider the dynamic fault tree [8, 14] shown in Fig. 1 . This is the example used in [12] . Each basic event, the top event, and each gate assume two states, a nonoccurrence state and an occurrence state. A change from a nonoccurrence state to an occurrence state [a restoration from an occurrence state to a nonoccurrence state] probabilistically happens in each basic
Figure 1: Example of dynamic fault tree.
event B k in accordance with the exponential distribution with the occurrence rate λ k [the restoration rate μ k ], 1 ≤ k ≤ 9, given as follows:
(ii) State space: We describe the state of the Markov process of the dynamic fault tree by (i 1 , i 2 , . . . , i 9 ), where i k (1 ≤ k ≤ 9) represents the state of B k as follows:
B k is in a nonoccurrence state j (1 ≤ j ≤ 9), B k has been in an occurrence state from the j-th earliest time out of B 1 , . . . , B 9 in occurrence states.
Then, there are (n =) 986410 states in the state space. The initial state is State 1: (0, 0, . . . , 0).
(iii) Transition rates matrix: The gate G 2 is a d-OR gate, which is located in the subtree with the priority AND gate G 1 as its topmost element. The d-OR gate problem is that owing to the existence of a d-OR gate, it is impossible to properly understand the occurrences (and restorations) of the top event [12] . In order to solve this problem, we should obtain a transition rates matrix A by using the extended transition rule presented in [12] .
(iv) Target states: In fault tree analysis, top-event occurrence states are target states. In this case, there are (m =) 130844 top-event occurrence states in the state space.
(v) Verification of analysis results: Table 1 shows the results obtained by the Markov analysis using Algorithm 2 and by Monte Carlo simulation taking the d-OR problem into consideration as in [12] (carried out until the top event fell into an occurrence state one million times). There is good agreement between these results with an error of roughly 0.03%. This implies that the Markov analysis provides the correct results. Figure 2 shows the distribution of the random variable X (i.e., the absorption times) obtained by the Monte Carlo simulation. Although the shapes near zero differ, it is close to the exponential distribution. In approximately 63.26% of trials, an absorption into one of the target states (i.e., a first realization of one of the target states) occurred by the mean μ. This is because the absorption times are widely distributed from 0.0344 to 1087.6, and a small number of large values greatly contribute to cause μ to increase. One significant contribution of this paper is to focus on the distribution of absorption times derived from continuous-time Markov processes for the first time, especially in the fields of safety, reliability, and dependability. (vi) Efficiency in memory usage: Table 2 shows the dimensions and the necessary memory for the handled matrices/vectors. Even if we use an efficient storage for the sparse matrices, A and A Ä , Algorithms 1 and 2 need at least approximately 227. 9 [MB] and 138.1 [MB] of memory for data storage, respectively. Because A is obtained from A by overwriting it, Algorithm 2 is considerably more efficient than Algorithm 1 in memory usage.
(vii) Efficiency in computation time: Table 3 shows the computation time for Algorithms 1 and 2. This implies that Algorithm 2 is considerably more efficient than Algorithm 1 in the computation time. Thus, the advantage (ii) in Section 4.3.1 can be confirmed. 
