Abstract-In this paper, we present an algorithm for joint carrier phase estimation and turbo decoding for the case of rapidly varying carrier phase during the transmitted block. The proposed algorithm shows improved performance over previously proposed communication schemes, both coherent and noncoherent, for channels with additive white Gaussian noise and high carrier phase noise. The novel algorithm utilizes a modified "two dimensional" bit carrier phase a posteriori probability (BCAPP) decoder containing additional states representing the received carrier phase. The BCAPP decoder calculates two extrinsic metrics: one representing the bit soft value and the other representing the received carrier phase probability density function approximation. A modified structure of the turbo code iterations is suggested, implementing separate propagation of the two metrics between the BCAPP decoders. One additional attractive property of the suggested algorithm is its robustness against phase noise model mismatch.
I. INTRODUCTION
T URBO CODES can achieve low bit error rates (BER) at astonishingly low signal-to-noise-ratio (SNR) but with great sensitivity to carrier phase errors [2] . Conventional coherent carrier phase synchronization is difficult or impractical at such low SNR especially when using high phase noise sources, forcing noncoherent reception in many cases. Bursty frequency hopping systems (using synthesized sources for wide frequency band) and high carrier frequency transmissions are examples of applications that often suffer from high phase noise. Another example is deep-space transmission where extremely low SNR (using efficient codes with low rates) is used, combined with low bit rate and high carrier frequency.
Newly improved iterative methods were suggested for carrier phase recovery. Some of the methods use an outer encoder [convolutional, low-density parity-check (LDPC) code, or turbo code] followed by a modulation encoder. On the receiver side, these methods iteratively decode the modulation and the outer code [1] , [5] , [7] - [9] , [12] , [13] . Typically, the outer and modula- tion encoders are separated by an interleaver. Most modulation encoders use differential encoding (DE) or orthogonal waveforms [13] that assist noncoherent detection. Such modulations tend to decrease the code performance relative to BPSK for the same bandwidth expansion. The decoding of the inner code by the modulation decoder (MD) is designed for channels with phase noise. An example of such a method is multiple symbol differential detection (MSDD) , which is based on the assumption that carrier phase is constant over L symbols, where L varies between 3 and a few tens of symbols [10] , [11] . Another example is [1] , wherein the differential decoder was implemented using the Bahl, Cocke, Jelinek, and Raviv (BCJR) algorithm [6] , on the phase trellis. These methods use iterative decoding, passing log-likelihood ratio (LLR) estimates between the MD and the outer decoder. The first decoding iteration starts with MD, which produces LLR estimates without using the outer code information, leaving a gap in information content between the MD output at the first iteration and the system capacity, as described in [1, Sec. 3.2.2] . This gap forces the outer decoder to operate for the first few iterations at much worse conditions than in the coherent case. The iterative decoding manages to recover only part of the information due to suboptimal use of information when using serially concatenated decoders. Other methods jointly estimate the bit and phase simultaneously, avoiding the serial concatenation of the MD to the outer decoders [3] , [4] . These methods are more complex but provide improved performance. Most of them estimate the phase while deriving the extrinsic information of the bit using a modified soft-in-soft-out (SISO) decoder. In [3] , a phase search is used to maximize the bit metric in each modified SISO decoder independently, passing only bit metrics between decoders. In [4] , partial information about the phase is passed from one SISO decoder to the other. This paper presents an algorithm of the last kind and suggests a new method for passing the extrinsic information of the phase between the modified bit carrier phase a posteriori probability (BCAPP) decoders.
In this paper, we present the joint carrier phase estimation and turbo decoding (JCPETD) algorithm. The JCPETD algorithm uses the proposed BCAPP decoder designed to produce two soft metrics, one for the carrier phase, and one for the data bit value. The two metrics propagate separately from one BCAPP block to the other, while only the bit value metric is interleaved back and forth between the two BCAPP blocks. The new BCAPP decoder ensures that both parameters of carrier phase and turbo decoded bit are estimated using maximum information from each single component code at every step of the decoding process, therefore resulting in better performance than previously proposed algorithms.
In many cases, the random phase noise process characteristics are a priori unknown or vary in time due to temperature changes or any other parameter. Most of the aforementioned methods, when designed for high phase noise level, cannot take advantage of low phase noise condition. The JCPETD algorithm is relatively robust to unknown phase noise variance. Even if designed to deal with high phase noise, when actual phase noise is low, the algorithm exhibits good results, close to the conventional turbo code performance without phase noise.
The improved results shown in this paper come in expense of greater complexity due to a larger trellis with higher number of states. However, many suboptimal methods with reduced complexity can be applied. In this paper, we have presented the method for BPSK modulation; however, the same algorithm can be applied for other constellations as well.
This paper is organized as follows. We first present the turbo encoder and channel model in Section II. Then, we specify more on the JCPETD algorithm in Section III. The BCAPP decoder is described in Section IV. We further explain the importance of the component code selection for system optimization in Section V. Simulation results are presented in Section VI followed by conclusions in Section VIII. We later derive the metric calculations of the BCAPP decoder in the Appendix.
II. TURBO ENCODER AND CHANNEL MODEL
The communication system using the JCPETD algorithm, depicted in Fig. 1 , consists of the turbo encoder, the channel, described in the following, and the JCPETD decoder, described in the next section.
In this paper, we use a typical recursive systematic convolutional (RSC) turbo encoder of rate r = 1/2, presented by Berrou et al. [15] , illustrated in Fig. 2 . The component encoders consist of two identical recursive convolutional encoders in parallel concatenation configuration and are separated by a pseudorandom interleaver. The component encoders have memory order of ν = 4, feedback function represented by a polynomial G 1 , and an output function represented by a polynomial G 2 . The polynomial G 1 describes which of the five bits, the input data bit, and the four encoder state memory bits are used for the calculation of the next encoder state. The polynomial G 2 de- scribes which of the five bits, the bit produced by polynomial G 1 , and the four encoder state memory bits stored are used for the calculation of the next output coded symbol. The polynomials used for the encoder are optimized for the JCPETD needs, as described in Section V. The encoder encodes blocks of N information bits producing N systematic symbols, d . . . , N) . Each of the two encoders, ENC1 and ENC2, produces N coded symbols that are punctured so as to produce N/2 coded symbols from each component encoder, (c 1 )
, respectively. In the case of known phase channel, any reordering of the symbols prior to transmission is possible. On the other hand, in our case, the symbol ordering is significant. We order the transmitted sequence
The output of the encoder is BPSK modulated and transmitted over an additive white Gaussian noise (AWGN) channel, as illustrated in Fig. 1 . Since we assume BPSK modulation of the bits d k , (c 1 ) k , (c 2 ) k ∈ {0, 1}, the transmitted symbols are represented by (2d k − 1), (2(c 1 ) k − 1), and (2(c 2 ) k − 1), respectively. The phase noise of the received samples is modeled by the Gaussian random walk (GRW) equation
where n φ is white Gaussian random process of variance σ 2 φ and zero mean, and φ 0 is uniformly distributed over the 2π circle. Note that the phase noise is per symbol (and not per bit); thus, the vector is of size N/r = 2N . Even with the high phase noise levels that we have in the channel, we assume that the phase change between the systematic symbol and the code symbol adjacent to it is zero. While such assumption was made during the development of the algorithm, it was not used in the channel simulation. We denote the phase representing the two adjacent symbols of location k by θ k , where
Since φ l is a first-order Markov process and Pr(φ l+1 |φ l ) = N (0, σ 2 φ ), it is easy to show that the phase θ k also behaves as a GRW process, but with variance σ
, where x k , (y 1 ) k , and (y 2 ) k are the complex samples of the received systematic symbol d k , and the coded component punctured symbols (c 1 ) k and (c 2 ) k , respectively. Finally, the sampled sequence is described as
Note that the rotating phase is both unknown and fast time varying over the block. 
III. TURBO RECEIVER DESIGN
Consider the conventional receiver for parallel concatenated turbo codes using the BCJR maximum a posteriori (MAP) decoder [6] , where each BCJR MAP decoder is fed with coherent real samples of the transmitted block and produces one type of extrinsic metric describing the bit value. In the JCPETD algorithm, shown in Fig. 3 , each BCJR MAP decoder is replaced with a new BCAPP decoder. The two decoders, BCAPP1 and BCAPP2, are the same BCAPP decoder that receive phase rotated complex samples of symbols and produce two separate extrinsic metrics, one for the bit and one for the carrier phase. The metric for the carrier phase is a vector rather than a single value, as will be explained in the following. The inputs of the BCAPP decoder block are two complex samples per bit. The first is the systematic symbol x k and the second is either (y 1 ) k or (y 2 ) k , as depicted in Fig. 3 . In the following, the input samples corresponding to the component code will be denoted generally by y k and their corresponding encoder symbol (c 1 ) k or ( 
and Pr(d k = i|R N 1 ) describes the a posteriori probability (APP) for bit d k . We denote the bit value LLR vector by λ bit = (λ bit,1 , . . . , λ bit,k , . . . , λ bit,N ), where λ bit is also used for the hard decision of the bit value, denoted byd k .
The continuous variable θ is practically quantized into P discrete values. Similarly to the a posteriori data probabilities of bit d k , we calculate λ θ,k (n), the APP for its phase, to be equal to n, as follows (in the rest of the paper, phases are measured in integer units of quantization steps or radians according to the context):
The values of
Finally, as shown in the Appendix, the two extrinsic metrics are calculated by extracting the intrinsic information from λ bit,k and λ θ,k . The bit extrinsic metric, denoted by Λ bit , where
, is produced by subtracting the intrinsic metric from the LLR metric
where Λ bit,k | iter=r +1 denotes the extrinsic metric for the kth information bit produced by a BCAPP decoder during iteration r + 1 and Λ bit,k | iter=r denotes the intrinsic metric fed to that BCAPP decoder during that iteration. (The hat sign indicates an interleaved or de-interleaved value.) The phase extrinsic metric at the output of iteration r is an
. . , P , describes the phase extrinsic metric for phase state n of the kth information bit. In practice, we prefer to pass logarithmic values rather than the values themselves. As shown in the Appendix and depicted in Fig. 3 , we calculate the extrinsic phase metrics for the next iteration by subtracting the intrinsic metric from the log probability of the phase by
The new JCPETD decoder keeps two separate extrinsic metrics, one for the carrier phase, and one for the bits value. While the bits value extrinsic information is interleaved and de-interleaved between the BCAPP decoders the carrier phase extrinsic information remains in a time-related sequential order through the whole iterative decoding process. As mentioned earlier, we assume the same phase for the systematic symbol and the code symbol adjacent to it. As a result, one phase extrinsic metric, denoted by ξ θ,k (n), n = 1, . . . , P , represents the estimates of the received phase of x k , (y 1 ) k , and (y 2 ) k . There is a potential to improve the performance of the algorithm by including the level of phase correlation between the adjacent symbols in the metrics calculations.
While the first BCAPP decoder BCAPP1 receives the systematic samples, the component code samples and the intrinsic metrics, the second decoder BCAPP2 does not receive the systematic samples as a complex input to the metric calculation. The reason is that the systematic samples lose their meaning if interleaved since their phase is unknown. However, the information conveyed in the systematic samples is not lost. It is separated by BCAPP1 to the bit and phase extrinsic metrics, and then, transferred to the BCAPP2 decoder. It can be interpreted as if BCAPP1 derotates the systematic symbol by its current estimate of the phase probability density function (pdf). Therefore, the separation of the systematic information to interleaved bit extrinsic information and to phase extrinsic information that is not interleaved is essential.
Due to the separation between the extrinsic information of the carrier phase and the extrinsic information of the data bits, we require the two to be also statistically independent. However, due to the structure of the BCAPP decoder, total separation is impractical; hence, there exists residual dependency between them as shown at the end of the Appendix [see (24) and (25)]. When strong dependency was allowed, quick convergence of the phase or bit was achieved in the first few iterations. This resulted in one parameter (usually the phase) reaching high probability of a specific state, while at the same time, the pdf of the other parameter is still uniformly spread over the possible states. This difference between the two parameters, when allowed, resulted in most cases in convergence to a wrong phase and bit sequence. Best results were achieved by opening the feedback of the phase extrinsic information from the output of the second decoder into the first decoder (depicted in Fig. 3 using a switch) . As a result, we can avoid extracting the phase extrinsic information during the second half of each iteration.
IV. BCAPP DECODER BLOCK
The unmodified BCJR MAP [6] decoder, used for turbo decoding, contains 2 ν states, where ν is the number of taps in the RSC encoder's shift register. Let the time and encoder's state define a two-dimensional matrix. With the BCAPP decoder, it is convenient to define a third dimension. This dimension represents all the possibilities of received (quantized) carrier phases, which will be referred to as the phase states. Each phase state represents one out of P equal angular parts dividing the 2π circle. In this paper, the value of P = 18 is chosen so that quantization error of the phase will not result in more than 0.1 dB SNR degradation. This degradation was computed approximately by assuming a coherent BPSK demodulator in the presence of a phase offset, distributed uniformly over the possible quantization error. The degradation is calculated by
where Pr(θ) = P/(2π), θ ∈ (−π/P, π/P ). Note that the description of a three-dimensional trellis is just for convenience. The combination of the phase states and the code states can be viewed as superstates on an augmented trellis. Augmented trellises in different configurations were suggested in previous works for channel parameter estimation. In addition to its use for carrier phase estimation, as described in details in Section I, example of other use is [14] , where it is used for timing and equalization.
The encoder used here is described in Section II and is a typical RSC encoder with memory order of ν = 4. The information bit d k causes the change of the encoder state
where the function f S is defined by the encoder feedback polynomial G 1 . In a similar way and at the same time, the encoder produces the symbols c k = c d k ,m using the feedforward polynomial G 2 . While f s produces only two optional states at time k + 1 for each state at time k, in the phase state axis every phase state can result from any other phase state at time k with a probability that is proportional to the phase difference. Let the phase difference probability (PDP) Pr(dθ k = j), j ∈ {−(P/2 − 1), . . . , (P/2)} be the probability of a transition from phase state θ k = n at time k to phase f θ (j, n) = mod(j + n, P ) at time k + 1 due to phase change of 2πj/P rad.
The possible branches between states are depicted in Fig. 4 . The probability of each branch, denoted by branch metric (BM), is equal to the probability of sample R k to be a sample of the transmitted bit d k = i when the encoder state is S k = m, the received phase is θ k = n at time k, and the phase changes to f θ (j, n) at time k + 1.
Since a zero-mean GRW phase noise is assumed, the PDP decreases as the magnitude of the phase change between adjacent bits increases. We derive the PDP from the Gaussian distribution.
Under the assumption of GRW phase distribution, the conditional pdf of the phase representing bit k is
where σ PDP denotes the standard deviation used for the PDP calculation and is equal to σ θ unless specified otherwise.
For PDP calculation, we assume that the phase of the previous symbol k − 1 represented by a certain phase state is in the middle of the phase range represented by that state. We then use (7) to calculate the PDP for a phase change of size j
All phases are folded into the (−π : π) rad range. Note that due to the high resolution of phase quantization, the exact method of calculating the PDP has little effect. Furthermore, complexity can be saved by omitting the branches having insignificant PDP from the BCJR calculation. For GRW phase noise with standard deviation σ φ ≤ 0.323 rad, investigated in this paper, seven PDP values greater than zero showed no observable degradation (degradation ≤0.02 dB for BER = 10 −3 after 10 iterations) compared to the maximum possible 18 PDP values greater than zero.
Calculating the PDP requires previous knowledge of the phase noise distribution, which, in most cases, is unknown. Using PDP assuming lower variance than the actual phase noise will result in poor phase estimation similar to the effect of narrowing the loop filter of a phase-locked loop (PLL). However, increasing the variance of the PDP adds more branches between states, thereby increasing sensitivity to noise (refer to Section V). Methods for estimating the phase noise spectrum are not discussed in this paper, but results of mismatched phase noise variance are presented in Section VI showing that the loss from pessimistic assumption regarding the phase noise level is small.
In the Appendix, we derive the calculation of both bit and carrier phase metric. For reduced complexity, the suggested modified MAP block can be easily replaced with any other modified SISO algorithm like soft-output Viterbi algorithm (SOVA).
V. CODE SELECTION
Let us describe the component code encoder as ENC1 with input information bits d
We denote the functionality of the encoder as ENC1(d (c 1 , c 2 , . . . , c N ) ∈ C, c k ∈ {0, 1} is any codeword in the ENC1 codeword space described by C. Let us define the following description for a trellis sequence [d , d 2 , . . . , d N ), (c 1 , c 2 , . . . , c N ), (θ 1 , θ 2 , . . . , θ N ) ] where θ N 1 = (θ 1 , θ 2 , . . . , θ N ) denotes the sequence decoded phase.
We will define BPSK rotational invariant (RI) encoder as RSC encoder, where inversion of the information bits, described by d (θ 1 , θ 2 , . . . , θ N ) , θ k = θ k + π. This represents a π rad invariant rotation for the code generated by ENC1. In the case of rotational variant (RV) encoder, inversion of the information bits results in a code sequence with large Hamming distance from both c N 1 and c N 1 . The JCPETD algorithm requires a RV encoder, while for the coherent case, either RV or RI encoders may be used. In the coherent case with RI encoder, the decoder is left with only one of the two π rad inverted sequences after a phase detector, while in the JCPETD decoder, the two RI sequences can exist at the same time giving inverted branches for the same bit in π rad distance from one another. Since, for the calculation of the bit LLR [see (12) in the Appendix], we sum up all of the branches for bit 1 and divide by the branches for bit 0, the two RI sequences will be summed together to produce extrinsic metric with no information. Therefore, for the JCPETD decoder, the RI encoder is defined as noncoherent catastrophic (NC) [16, Sec. III], and hence, cannot be used. However, choosing an RV encoder is not enough, still more optimization is necessary, since the performance depends on the Euclidean distances between the new phase-bit sequences in an intricate manner.
As described in [17, Sec. II] for coherent reception, turbo code bit error probability is mainly affected by the distance spectrum of the code especially at low SNR. The distance spectrum of a code considers the minimum Hamming distance of the codewords and their error coefficients (weights). The upper bound of the turbo code bit error probability is described by
where r is the code rate, E b /N 0 is the ratio of the bit energy to noise power spectral density, d min is the minimum Hamming distance, and A d is the error coefficient that determines the contribution of the codewords with the same weight d to the bit error probability. In our case, the distance spectrum better refers to the Euclidean distance of the new phase-bit sequences (code and channel together) and not to the Hamming distance of the coded bits alone. Thus, the distance spectrum actually concerns with the possible phase-bit sequences defined by the encoder and channel phase noise. When adding the phase estimation, more sequences are possible for the decoder, hence changing the distance spectrum. For example, let us consider the following two sequences:
We will define the second sequence as a partly phase-inverted sequence of the first when the Euclidean distance between them is small enough so that it affects the distance spectrum, and thus, the performance. When phase noise is high and SNR is low, phase inversions are more probable. In this case, the Euclidean distance between the two sequences is approximately the sum of the following two 
, in the JCPETD decoder, some additional pairs need to be considered, of the form
where most of the contribution will come from those with small Hamming distance. The option of phase inversion adds more partly phase-inverted sequences as phase noise increases and SNR decreases. From simulation results, it is evident that the effect of partly phase-inverted sequences on the BER can be crucial, especially at low SNR and high phase noise. In the simulation, we observed that the cases where phase inversion occurred along the block, the phase pdf had two strong peaks π rad apart from each other, instead of one peak dominating all others. These parts of the block, where two parallel sequences π rad apart coexist, show drastically higher BER. The occurrence of a second parallel sequence of high probability is strongly dependent on the code selected.
It is possible to divide the different encoders into four major groups as follows. If the feedback polynomial has an odd number of ones, then inverted block of input bits results in inversion of the encoder state sequence (the initial encoder state can be disregarded when dealing with long blocks like 4000 bits). When the output polynomial has an odd number of ones, inversion of the encoder state is reflected to the output, thus producing c . These codes were found to be optimal for the JCPETD decoder when phase noise is high. However, the coexistence of two inverted sequences means a nonminimal encoder, which results in inferior performance when phase noise is small. When the output polynomial has an odd number of ones, the inversion of the encoder state reflects to the output, and thus, the two possible sequences are [d Since we do not have a good analytical tool to estimate the performance of the turbo code system, we use an RSC encoder with two polynomials that were selected empirically by simulating all possibilities and picking the polynomials with the lowest BER. Analytical tools for performance prediction are subject of our future research. Since ν = 4, we have a maximum of 2 4 possibilities for the feedback, times 2 5 for the feedforward, resulting in 512 possibilities, where about a quarter of them are RI and can be filtered out immediately. Each possible RSC encoder was tested with random interleavers, those that showed better BER at high phase noise (σ φ = 0.323 rad) and low SNR (E b /N o = 3 dB) were then tested more extensively. The method of picking better encoders can be improved using methods similar to those presented in [18] .
VI. PERFORMANCE AND RESULTS
We present simulation results of the JCPETD algorithm for BPSK turbo decoding over an AWGN channel. The simulations use turbo code block length of 4000 bits and r = 1/2. We simulate the system with and without GRW phase noise using standard deviations of σ φ = 0.087 rad (5 • ), 0.21 rad (12 • ), and 0.323 rad (18.5
• ). These parameters were chosen so as to match [1] and [10] for comparison purpose. The turbo encoder polynomials were chosen to be G 1 = 35 and G 2 = 33 (octal), as described in Section V, and a random interleaver was picked for every block simulated.
In theory, for r = 1/2, if no phase noise exists, the Shannon capacity of the AWGN channel can be achieved using SNR of about 0 dB. The typical BCJR MAP turbo decoder (known phase) achieves BER of 5 × 10 −5 for SNR of 1 dB after 15 iterations when using the same parameters tested in this paper (Fig. 6 ). As can be seen from Fig. 5 , the greater the phase noise standard deviation is, the greater is the coding degradation. This can be explained by the understanding that greater phase noise adds more noise, which results in more errors, in a similar way to decreased SNR. Another effect concerns the number of minimum points and their distance spectrum in the Euclidean space. When adding the carrier phase dimension to the problem of detection, more minimum points (possible sequences) are added in the Euclidean space, and the spectrum of distances between the possible sequences is worsened. Examples of new sequences that add minimum points in the Euclidean space are the partly phase-inverted sequences described in Section V. From simulation results, it is evident that, when SNR is low and phase noise is high, most of the errors are the result of two parallel sequences π rad away coexisting, indicating that partly phase-inverted sequences govern the distance spectrum. Their dominance over the distance spectrum, and therefore, the BER requires choosing a code optimal for the JCPETD algorithm. This code was found to be (G 1 = 35, G 2 = 33), and is different from the one found optimal for the coherent turbo decoder (G 1 = 37, G 2 = 35). Fig. 6 compares the performance of the two when no phase noise exists. The encoder (G 1 = 37, G 2 = 35) performs about 0.15 dB better than does the encoder (G 1 = 35, G 2 = 33) in the coherent case (no phase noise) for BER = 10 −3 after 10 iterations. However, when phase noise is high, σ φ = 0.323 rad, it performs 0.8 dB worse for BER = 10 −3 after 10 iterations. Another important factor affecting the distance spectrum is the PDP variance. Higher PDP variance (PDP standard deviation is denoted by σ PDP ) results in more probable branches, and thus, more minimum points in the Euclidean space. The effect of the PDP variance on the amount of probable partly phaseinverted sequences, and thus, the distance spectrum is obvious. Higher PDP variance makes the change of π rad to the parallel partly phase-inverted sequence more probable. Fig. 6 compares the performance of the JCPETD decoder designed for phase noise of σ φ = 0.323 rad (using σ PDP = √ 2σ φ = 0.457) when no phase noise exists to the coherent turbo decoder (analog to PDP of zero variance), indicating the degradation caused by the effect of the PDP on the distance spectrum. To conclude, the increased coding degradation with higher phase noise variance, shown in Fig. 5 , is the combined result of more noise added to the inputs and increased degradation in the distance spectrum of the JCPETD decoder as we increase the PDP variance.
The results presented in Fig. 5 can be compared to the work of Peleg et al. [1] , where an MD was concatenated with the turbo decoder to iteratively produce phase synchronization and turbo decoding. In the first iteration, a nonoptimal operation of the MD results in higher SNR required for the BER to start to converge. The MD does not use the information conveyed in the coding for phase estimation, therefore feeding the turbo decoder with nonoptimal intrinsic inputs. This is explained in [1, Sec. 3.2.2], as a nonoptimal use of the average mutual information (AMI) by the MD during the first iteration. The algorithm presented in this paper is better optimized due to the decoding of the phase and the bits simultaneously even at the first iteration, resulting in lower SNR needed to achieve a certain BER. Observing Comparing the results of the method presented here to the MSDD system presented by Vainappel et al. [10] , one can see that, for σ φ = 0.21 rad (12 • ), the coherent method presented in this paper achieves about 0.7 dB gain for BER of 10 −3 (compared with L = 3).
Using the correct PDP is important in order to achieve the best results. However, knowing the phase noise characteristic of the received samples is not always possible and may vary in time or with temperature. Fig. 6 shows that, when there exists no phase noise, but the PDP parameters of the decoder are set for σ PDP = √ 2 × 0.323 = 0.457 rad, the degradation compared to regular decoding without phase estimation is about 0.45 dB for BER = 10 −3 after 10 iterations. When compared with the results of zero phase noise presented in [1, Fig. 5 ], one can see that the results of the suggested algorithm in this paper are about 1.1 dB better after 10 iterations for BER = 10 −3 . Fig. 7 presents the variance of the phase pdf, estimated by the JCPETD algorithm. The phase estimation is converging jointly and simultaneously with the BER, as depicted in Fig. 5 , indicating that both parameters jointly dictate the final results.
When recursively calculating the forward and backward metrics in the typical turbo decoder algorithm, it is preferable to know the exact state of the encoder at the start and at the end of the decoded data block. However, we cannot assume such knowledge for the phase state. Fortunately, for block size of N = 4000 bits, no observable degradation was measured . . , P , were assumed to be unknown, i.e., uniform distributed over P states. Several SNR and phase noise combinations used in Fig. 5 were tested with and without knowledge of the first and last phase states, and showed similar BER performance, suggesting that it is not critical to know the first and last phase states.
VII. CONCLUSION
The JCPETD iterative algorithm, which enables the estimation of the carrier phase and the data bit jointly, was introduced. The JCPETD algorithm is based on the BCAPP decoder, which is a modification of the BCJR MAP decoder with additional states representing the carrier phase. The BCAPP calculates the phase estimation and bit metric using two separate intrinsic streams of information for the phase and the data bit. It also produces two separate extrinsic streams used by the subsequent BCAPP decoder. The JCPETD algorithm achieves near optimum results and improved performance either in the case of known carrier phase noise level or the case of unknown level. The algorithm demands additional states, and thus, greater complexity, but on the other hand, achieves very good performance in high phase noise compared to previous algorithms. The algorithm was simulated in its full, but usual complexity reduction techniques, like max-log-map or reduced states sequence estimator (RSSE) can be applied. In this paper, we have presented the method for BPSK detection; however, the same algorithm can be applied for other constellations as well. The concept of this paper can be extended to include the estimation of other variables of the channel as long as these variables can be represented as a Markov process. The option of expanding the estimation to other variables can be regarded as adding dimensions to the BCAPP decoder resulting in additional complexity and simple addition to the turbo iterative structure of the JCPETD algorithm.
APPENDIX
Based on the idea of BCJR MAP decoder, we derive the BCAPP decoder. First, the inputs of BCAPP decoder are presented followed by a detailed derivation of the extrinsic metrics it produces.
A. BCAPP Decoder Inputs
Together with the input samples R k = (x k , y k ), the iterative turbo structure feeds the BCAPP decoder with the bit and phase a priori probabilities. We denote ξ 0 bit,k and ξ 1 bit,k as the a priori probability for bit d k to be "0" and "1," respectively (ξ 0 bit,k + ξ 1 bit,k = 1), and ξ θ,k (n), n ∈ (1, . . . , P ), to be the a priori probability for the kth information bit to be at phase n. The a priori probabilities of the bits can be calculated from the intrinsic metric Λ bit,k using
B. BCAPP Decoder Outputs
The BCAPP decoder calculates the extrinsic metrics, bit, and phase, by subtracting the intrinsic metrics from the LLR estimates (4) and (5) . In the following, we present a simplified way to calculate these LLR estimates and show that the intrinsic metrics are easily factored out. We start by showing how to calculate the LLR estimates using a joint probability we define in the following. We then rewrite the joint probability as a product of three metrics denoted as the forward, backward, and branch metrics. Next, we simplify the calculation of the metrics to a recursive calculation. Finally, we rewrite the bit and phase LLR estimates using these metrics showing that the intrinsic metrics are easy to factor out.
1) LLR Estimates Calculated Using the Joint Probability:
Each of the LLR estimates is calculated by using the APPs of the bit or phase (2) and (3). The following joint probability is used to derive these APPs:
The joint probability ψ i,m ,j,n k represent the probability of bit d k = i, i ∈ {0, 1}, the encoder state S k = m, m ∈ (0 . . . (2 ν − 1)), the phase θ k = n, n ∈ (1 . . . P ), and the phase change from bit k to bit k + 1 to be dθ k = j, j ∈ (−(P/2 − 1) . . . (P/2)) all together. Since we divide the full 2π circle into P sections, both n and j take discrete values.
We rewrite the LLR estimates of the bit and phase using the joint probability. The LLR for the data of the kth information bit, (2) can now be written as
The final (hard decision) results of the turbo decoder are obtained by comparing λ bit,k to 0. Similarly to the a posteriori data probabilities of the kth information bit, we can now write the APP of its phase (3) as
2) Breaking the Joint Probability Into the Product of the Forward, Backward, and Branch Metrics: In order to make the calculation of (12) and (13) more implementable, we use Bayes' rule to rewrite the joint probability
Next, we show how to calculate each of the three probabilities presented in (14) . For the samples prior to d k , we can simplify the probability expression if we assume the phase to be a firstorder Markov process
Since the state m and the phase n are the only needed values to define the probability, we derive this simple expression. We define α m ,n k as the forward state metric. For the samples following d k , we use the same assumption about the phase
Here, the samples are dependent on the encoder and phase states [f S (i, m), f θ (j, n), respectively] of the subsequent bit (k + 1).
is defined as the reverse state metric.
The third probability in (14) is defined as the BM
The BM calculates the probability of sample R k to be of bit d k = i, state S k = m, and received with phase θ k = n. The BM includes the PDP to pass from phase θ k = n at time k to phase f θ (j, n) at time k + 1 due to phase change of 2πj/P rad. Finally, placing (15)- (17) into (14), the joint probability used for deriving the LLR of the bit and log probability of the phase can be rewritten as 
3) Simplifying the Calculation of the Forward, Backward, and Branch Metrics: Similarly to the functions f S (i, m), f θ (j, n) that calculate the next encoder state and phase state, respectively, we denote by b S (i, m), b θ (j, n) the functions that calculate the preceded encoder state and phase state, respectively. These functions are needed for the forward state metric calculations. Next, we show how to calculate the forward and backward metrics.
In order to make the calculation recursive, the forward state metrics (15) 
The same can be done for the reverse metric presented in (16) 
Since an AWGN channel is assumed, the following probabilities, which are proportional to the Euclidian distance from the supposed constellation symbol, can be obtained: 
