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Abstrat: The Gaussian urvature of a two-dimensional Riemannian manifold
is uniquely determined by the hoie of the metri. The formulas for omput-
ing the urvature in terms of omponents of the metri, in isothermal oordi-
nates, involve the Laplaian operator and therefore, the problem of nding a
Riemannian metri for a given urvature form may be viewed as a potential
theory problem. This problem has, generally speaking, a multitude of solutions.
To speify the solution uniquely, we ask that the metri have the mean value
property for harmoni funtions with respet to some given point. This means
that we assume that the surfae is simply onneted and that it has a smooth
boundary. In terms of the so-alled metri potential, we are looking for a unique
smooth solution to a nonlinear fourth order ellipti partial dierential equation
with seond order Cauhy data given on the boundary. We nd a simple on-
dition on the urvature form whih ensures that there exists a smooth mean
value surfae solution. It reads: the urvature form plus half the urvature form
for the hyperboli plane (with the same oordinates) should be ≤ 0. The same
analysis leads to results on the question of whether the anonial divisors in
weighted Bergman spaes over the unit disk have extraneous zeros. Numeri-
al work suggests that the above ondition on the urvature form is essentially
sharp.
Our problem is in spirit analogous to the lassial Minkowski problem, where
the sphere supplies the hart oordinates via the Gauss map.
AMS Classiation: Primary: 53C21, 35J65, 49Q05, 46E22. Seondary: 58E12,
49Q20, 30C40.
Keywords: Bordered surfae, Riemannian metri, minimal area, mean value
property, urvature form.
1 Introdution
General abstrat surfaes. Consider a simply onneted C∞-smooth bor-
dered two-dimensional Riemannian manifold Ω. The boundary ∂Ω is then a
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C∞-smooth Jordan urve. We model Ω as the unit disk D, supplied with the
C∞-smooth Riemannian metri ds:
Ω = (D, ds), ds(z)2 = a(z) dx2 + b(z) dy2 + 2 c(z) dxdy, (1.1)
where we use the onvention z = x + iy. The smoothness of the metri means
that a, b, c are C∞-smooth real-valued funtions on the losed disk D¯, subjet
to the Riemannian metri onditions
0 < a(z), b(z), c(z)2 < a(z) b(z).
We are interested in the problem of reonstruting the metri, if its assoiated
urvature form is given. The area form is given by
dΣ(z) =
(
a(z)b(z)− c(z)2
)
dΣ(z),
where
dΣ(z) =
dxdy
pi
, z = x+ iy.
The Gaussian urvature funtion κ is a geometri quantity, whih is given by
Brioshi's formula in terms of the oordinatization as
κ=
1
(a(z)b(z)− c(z)2)2
{
det
 − 12∂2ya(z)− 12∂2xb(z) + ∂2xyc(z) 12∂xa(z) ∂xc(z)− 12∂ya(z)∂yc(z)− 12∂xb(z) a(z) c(z)
1
2∂yb(z) c(z) b(z)

− det
 0 12∂ya(z) 12∂xb(z)1
2∂ya(z) a(z) c(z)
1
2∂xb(z) c(z) b(z)
}
The urvature form is given by the expression
K = κ dΣ;
it measures the distribution of the urvature in spae. On the urved surfae
Ω, there exists a ounterpart of the usual Laplaian in the plane, known as the
Laplae-Beltrami operator, denoted by ∆. In terms of the given oordinates, it
an be expressed by
∆ =
1
4
√
a(z)b(z)− c(z)2
{
∂x
[
b(z)√
a(z)b(z)− c(z)2
∂x−
c(z)√
a(z)b(z)− c(z)2
∂y
]
+ ∂y
[
−
c(z)√
a(z)b(z)− c(z)2
∂x +
a(z)√
a(z)b(z)− c(z)2
∂y
]}
.
We say that a twie dierentiable funtion f on the urved surfae Ω is har-
moni  or Laplae-Beltrami harmoni, if we want to emphasize that we use
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the Laplaian indued by the metri  provided that ∆f(z) = 0 holds through-
out Ω. Now, suppose we have two urved surfaes Ω and Ω
′
, whih are both
modelled by the unit disk D:
Ω = (D, ds), Ω′ = (D, ds′).
As the orresponding Laplae-Beltrami operators ∆ and ∆
′
are generally dif-
ferent, we should expet them to give rise to dierent olletions of harmoni
funtions. If they give rise to idential olletions of harmoni funtions, we say
that the metris ds and ds′ are isoharmi. This relation between two metris of
been isoharmi is an equivalene relation and its equivalene lasses are alled
isoharmi lasses of metris. Let M denote the olletion of all C∞-smooth
metris on D¯, and let Mα run through all the isoharmi lasses as α passes
through a suitably large index set. We then get the disjoint deomposition
M =
⋃
α
Mα,
whih provides a bering of M. Of partiular interest is the ber M0 (assuming
that the index set ontains the value 0) whih ontains the Eulidean metri
as an element. We laim that M0 oinides with the olletion of so-alled
isothermal metris. We reall the standard terminology that ds is isothermal if
ds(z)2 = ω(z) |dz|2 = ω(z)
(
dx2 + dy2
)
, (1.2)
holds for some C∞-smooth funtion ω(z) whih is positive at eah point of D¯.
This means in terms of the funtions a, b, c that
a(z) = b(z) = ω(z) and c(z) = 0,
hold throughout D. The area form is then dΣ = ωdΣ. The Laplae-Beltrami
operator beomes a slight variation of the ordinary Laplaian
∆ =
1
ω(z)
∆,
where ∆ denotes the normalized Laplaian
∆ = ∆z =
1
4
(
∂2
∂x2
+
∂2
∂y2
)
, z = x+ iy.
This means that the Laplae-Beltrami harmoni funtions for an isothermal
metri are just the ordinary harmoni funtions. In other words, the isothermal
metris are ontained in M0. To see that all metris in M0 are isothermal, we
pik a metri ds in M0 and note that the funtions f(z; z0) = Re
[
(z−z0)2
]
and
g(z; z0) = Im
[
(z−z0)2
]
are ordinary harmoni funtions of z, and therefore also
Laplae-Beltrami harmoni funtions. We obtain the equations ∆zf(z; z0) = 0
and ∆zg(z; z0) = 0 and implement the above formula for the Laplae-Beltrami
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operator ∆. We evaluate the Laplae-Beltrami equation at the point z0; as we
vary the point z0 in D, the assertion that the metri is isothermal follows.
We would like to better understand the other isoharmi lasses Mα. To
this end, we pik a metri ds1 in Mα, for a xed index α. It is well-known
in the theory of quasi-onformal mappings that it is possible to nd a C∞-
homeomorphism F of D¯ whih hanges the oordinate hart so that the metri
ds1 beomes isothermal [1℄. Under the same oordinate hange F , the other
elements of Mα hange as well. However, the olletion of Laplae-Beltrami
harmoni funtions, being determined by the geometry of the abstrat surfae
in question, remains the same, exept for the obvious omposition with the
hart funtion F . The Laplae-Beltrami harmoni funtions for the metri ds1
are after the oordinate hange just the ordinary harmoni funtions, and this
then arries over to all the other metris in Mα. In other words, the C
∞
-
homeomorphism F eets an identiation of Mα with M0.
The optimization problem. We are given a C∞-smooth real-valued 2-form
µ on the losed unit disk D¯, and we are looking for a metri ds on D of the
type (1.1) whih is smooth up to the boundary and has µ as urvature form
K = κ dΣ. There are plenty of suh metris. To redue their number, we
deide to minimize the total area of the assoiated surfae Ω = (D, ds) under
two additional onditions. We require that (1) the area form at the origin is
essentially the area form of the plane, that is,
a(0)b(0)− c(0)2 = 1,
and we also ask that (2) we only minimize over a xed isoharmi lass Mα of
metris. This seond requirement means that we x the olletion of harmoni
funtions in the unit disk while performing the minimization. A natural question
here is whether there exists a minimizing surfae, and whether it has a smooth
boundary.
In order to solve this problem analytially, it is very helpful to note that
by using the C∞-homeomorphism F , mentioned in the previous subsetion, we
may hoose to work only with the lass M0 of isothermal metris. This means
that the metris are of the form
ds(z)2 = ω(z) |dz|2 = ω(z)
(
dx2 + dy2
)
,
for some C∞-smooth funtion ω(z) whih is positive at eah point of D¯. The
formula for the urvature simplies greatly,
κ(z) = −2∆ logω(z) = −
2
ω(z)
∆ logω(z), z ∈ D,
and so does the formula for the urvature form:
K(z) = −2∆ logω(z) dΣ(z) = −2∆ logω(z) dΣ(z), z ∈ D. (1.3)
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Let us now see how this oordinatization simplies the formulation of our prob-
lem. We are given a C∞-smooth real-valued funtion µ on the losed unit disk,
whih is the density funtion for the 2-form µ:
µ(z) = µ(z) dΣ(z), z ∈ D. (1.4)
We write the urvature form K as
K(z) = K(z) dΣ(z), K(z) = −2∆ logω(z).
The equation K = µ then beomes
−2∆ logω(z) = µ(z), z ∈ D.
As we have already xed the isoharmi lass by setting the Laplae-Beltrami
harmoni funtions equal to the ordinary harmoni funtions in the plane, all
that we really need to x is the value of ω at the origin, while minimizing the
total area of the surfae Ω = (D, ds). However, it is equivalent to maximize the
value ω(0) while keeping the total area onstant, and we nd it onvenient to
x the latter to equal 1:
|Ω|Σ = |D|Σ =
∫
D
dΣ(z) =
∫
D
ω(z) dΣ(z) = 1.
The optimization problem and the mean value property. We reall that
the weight ω should solve the following problem:
maximize ω(0), while
∆ logω(z) = −
1
2
µ(z), z ∈ D, and∫
D
ω(z) dΣ(z) = 1.
(OP)
Here, µ is a C∞-smooth real-valued funtion on D¯, and we ask of ω that it too
should be C∞-smooth (and positive) on D¯. It is not lear that the optimization
problem (OP) should have suh a nie solution in general. As a matter of fat,
it is possible to onstrut ounterexamples that are fairly elementary. Never-
theless, we shall investigate the properties that suh an extremal weight ω = ω0
should enjoy. We ompare the extremal weight ω0 with nearby weights ωt, of
the form
ωt(z) = e
th(z) ω0(z),
where h is a C∞-smooth real-valued funtion on D¯ that is harmoni in the
interior D, with h(0) = 0, and t is a real parameter. Then
∆ logωt(z) = ∆ logω0(z) = −
1
2
µ(z), z ∈ D,
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and ωt(0) = ω0(0). The extremal property of ω0 now fores the inequality∫
D
ω0(z) dΣ(z) ≤
∫
D
ωt(z) dΣ(z) =
∫
D
eth(z) ω0(z) dΣ(z) (1.5)
to hold. By Taylor's formula,
eth(z) = 1 + th(z) +O(t2),
for t lose to 0. As we plug this into equation (1.5), we arrive at∫
D
ω0(z) dΣ(z) ≤
∫
D
ω0(z) dΣ(z) + t
∫
D
h(z)ω0(z) dΣ(z) +O(t
2). (1.6)
By varying t from small positive to small negative values, we realize that the
only way for (1.6) to hold is if∫
D
h(z)ω0(z) dΣ(z) = 0.
If we drop the requirement on h that h(0) = 0, and onsider the funtion
h(z)− h(0) instead in the above argument, we obtain∫
D
h(z)ω0(z) dΣ(z) = h(0).
This is what we all the mean value property of the weight ω0. Note that by an
approximation argument, the above mean value property remains valid when we
extend the olletion of h to all harmoni funtions in D that are integrable with
respet to area measure. We nd that we are looking for a (positive) weight ω0
that is C∞-smooth up to the boundary, with
∆ logω0(z) = −
1
2
µ(z), z ∈ D, (1.7)
and the mean value property∫
D
h(z)ω0(z) dΣ(z) = h(0), h ∈ H
1(D), (1.8)
where H1(D) stands for the Banah spae of all omplex-valued area integrable
harmoni funtions on D. Stritly speaking, there is more information ontained
in the extremal property of ω0, but learly, if we nd a unique C
∞
-smooth
solution ω0 to (1.7) and (1.8), then it is denitely our prime andidate for the
solution to the optimization problem (OP).
The relationship with Bergman kernel funtions. We now disuss how
to atually nd the extremal weight ω0; more preisely, we disuss the problem
of solving the equations (1.7) and (1.8). First, we note that by elementary
potential theory, one solution ω1 to (1.7) is given by
logω1(z) = −
∫
D
log
∣∣∣∣ z − w1− zw¯
∣∣∣∣ µ(w) dΣ(w), z ∈ D, (1.9)
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and it is well known that logω1 is real-valued and C
∞
-smooth on D¯, beause µ
has these properties. Any solution to (1.7), then, has the form
logω0(z) = logω1(z) +H(z), z ∈ D,
where H is real-valued and harmoni in D; given the smoothness assumptions
on ω0, H should be C
∞
-smooth on D¯. We nd a holomorphi funtion F on D,
whih is zero-free and C∞-smooth up to the boundary, suh that
log |F (z)|2 = H(z), z ∈ D.
By restriting (1.8) to holomorphi funtions, we obtain∫
D
f(z) |F (z)|2ω1(z) dΣ(z) = f(0), (1.10)
for all f in A1(D), the spae of area-integrable holomorphi funtions on D. Let
g ∈ A1(D) be arbitrary, exept that g(0) = 0; then f = g/F is in A1(D) as well,
and we nd that (1.10) states that∫
D
g(z) F¯ (z)ω1(z) dΣ(z) = 0. (1.11)
We interpret this in terms of the Hilbert spae A2(D, ω1), onsisting of the
square area-integrable holomorphi funtions on D, supplied with the weighted
norm
‖f‖ω1 =
{∫
D
|f(z)|2 ω1(z) dΣ(z)
}1/2
.
This spae A2(D, ω1) is known as a weighted Bergman spae. Equation (1.11)
then states that F is perpendiular to all the funtions{
g ∈ A2(D, ω1) : g(0) = 0
}
,
and this means that F is of the form
F (z) = C Kω1(z, 0),
where C is a omplex onstant, and Kω1(z, w) is the weighted Bergman kernel
with weight ω1. We reall that the weighted Bergman kernel is dened by
Kω1(z, w) =
+∞∑
n=1
en(z) e¯n(w), z, w ∈ D,
where the funtions e1(z), e2(z), e3(z), . . . run through an orthonormal basis
for A2(D, ω1) [4, pp. 43-44℄. Alternatively, Kω1(·, w) is the unique element of
A2(D, ω1) whih supplies the point evaluation at w ∈ D:
f(w) =
∫
D
f(z) K¯ω1(z, w)ω1(z) dΣ(z),
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for f ∈ A2(D, ω1) [3℄. The onstant C is easily determined (at least in modulus)
by applying (1.10) with the hoie f = 1, whih leads to
F (z) = Kω1(0, 0)
−1/2Kω1(z, 0), z ∈ D. (1.12)
Returning bak to the extremal weight ω0, we nd that it is of the form
ω0(z) =
∣∣Kω1(z, 0)∣∣2
Kω1(0, 0)
ω1(z), z ∈ D. (1.13)
By the ellipti regularity theory for PDEs [14℄, the funtion Kω1(·, 0) is C
∞
-
smooth on D¯. We realize, then, that a neessary ondition for the existene of
a C∞-smooth positive weight ω0 on D¯ that solves our problem (OP) is that
Kω1(z, 0) 6= 0, z ∈ D¯. (1.14)
It turns out that it is also suient, and that the extremal solution is then given
by (1.13). For, if ω is another weight that solves (1.7), and is C∞-smooth and
positive on D¯, then it is of the form
ω(z) = |F (z)|2 ω1(z), z ∈ D,
where F is C∞-smooth on D¯, analyti in D, and zero-free in D¯. It is well-known
that the funtion
F (z) = Kω1(0, 0)
−1/2Kω1(z, 0), z ∈ D,
is the unique (up to multipliation by unimodular onstants) solution to the
extremal problem to maximize |F (0)|, given that F is holomorphi in D and∫
D
|F (z)|2 ω1(z) dΣ(z) = 1,
whih means that ω(0) ≤ ω0(0) for all ompetitors ω with∫
D
ω(z) dΣ(z) = 1.
This shows that ω0, as given by (1.13), is indeed the solution to the extremal
problem, provided that ondition (1.14) is fullled.
A toy example. We should study a simple example, to develop some intuition.
We onsider the degenerate data
µ(z) = −θ δλ(z),
where δλ(z) stands for the Dira delta funtion onentrated at the point λ ∈ D,
and θ is a real parameter. This does not fulll our smoothness requirement at
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the point λ, so we should think of it as a limit ase of smooth funtions µn. The
weight funtion ω1 supplied by equation (1.9) is expliitly given by
ω1(z) =
∣∣∣∣ z − λ1− λ¯z
∣∣∣∣θ , z ∈ D,
whih is a reasonable weight on D provided that −2 < θ < +∞; outside this
interval, the weight fails to be area-summable near the point λ. We need to
nd the weighted Bergman kernel funtion Kω1 . To this end, we note rst that
if φ is a M÷bius automorphism of D, then we have the following relationship
between the kernel funtions for the weights ω and ω ◦ φ:
Kω◦φ(z, w) = φ
′(z) φ¯′(w)Kω
(
φ(z), φ(w)
)
, z, w ∈ D.
Let ω2 stand for the radial weight
ω2(z) = |z|
θ, z ∈ D;
then the weighted Bergman spae A2(D, ω2) has the reproduing kernel funtion
Kω2(z, w) =
1
(1− zw¯)2
+
θ
2
1
1− zw¯
, z, w ∈ D.
As ω1 = ω2 ◦ φ, where φ is the involutive M÷bius automorphism
φ(z) =
λ− z
1− λ¯z
, z ∈ D,
we nd that
Kω1(z, w) =
1
(1− zw¯)2
+
θ
2
1− |λ|2
(1− λ¯z)(1− λw¯)(1− zw¯)
, z, w ∈ D.
Plugging in w = 0, we obtain
Kω1(z, 0) = 1 +
θ
2
1− |λ|2
1− λ¯z
, z ∈ D.
This expression has a zero in D preisely when (reall that −2 < θ < +∞ is
assumed)
−2 < θ < −
2
1 + |λ|
.
In partiular, if −2 < θ < −1, we may hoose λ lose to the unit irle T,
to make sure that Kω1(z, 0) has a zero in D, whereas if −1 ≤ θ < +∞, no
suh zero an be found, no matter how leverly we try to pik λ ∈ D. This
means that the funtion ω0 supplied by relation (1.13) is C
∞
-smooth on D¯\{λ}
for −1 ≤ θ < +∞, whih onstitutes the solution to our extremal problem.
However, for −2 < θ < −1, we see that it is possible to pik λ ∈ D so that no
smooth solution to the extremal problem will exist.
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This alulation suggests a pattern: for hyperboli metris (this means that
the Gaussian urvature is negative everywhere), we have a smooth solution ω0
to the extremal problem, whereas when the metri beomes ellipti (positive
Gaussian urvature), we tend to get in trouble.
Statement of the main results. We are going to ompare the urvature form
with that of the hyperboli plane, and use this as a riterion for how strongly
urved our metri is. The Poinaré metri is
dsH(z) =
2 |dz|
1− |z|2
, z ∈ D,
and the assoiated area form is
dΣH(z) =
4 dΣ(z)
(1− |z|2)2
.
The urvature form for the Poinaré metri (whih supplies the standard model
for the hyperboli plane H) is
KH(z) = −
4 dΣ(z)
(1− |z|2)2
;
we are to ompare the urvature form data µ(z) = µ(z) dΣ(z) with KH(z).
THEOREM 1.1. Let µ be a C∞-smooth real-valued funtion on D¯, and sup-
pose that the assoiated 2-form µ(z) = µ(z) dΣ(z) has
µ(z) +
1
2
KH(z) ≤ 0, z ∈ D.
Then the optimization problem (OP) has a unique C∞-smooth positive solution
ω0 on D¯, whih is given by relation (1.13), where ω1 is as in (1.9). In addition,
Kω1(z, w) 6= 0, (z, w) ∈
(
D¯× D
)
∪
(
D× D¯
)
.
This is in line with the intuition we arrived at from our toy example. Note that
the assumption of the theorem is onsiderably weaker than requiring negative
data µ. As for the neessity of the ondition of Theorem 1.1, we have obtained
the following.
THEOREM 1.2. Fix α, α0 < α < +∞, where α0 ≈ 1.04. Consider a C∞-
smooth real-valued funtion µ on D¯, and suppose that the assoiated 2-form
µ(z) = µ(z) dΣ(z) has
µ(z) +
α
2
KH(z) ≤ 0, z ∈ D.
Then there exists a hoie of µ suh that the optimization problem (OP) fails to
have a C∞-smooth positive solution ω0 on D¯.
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We onjeture that Theorem 1.2 will remain true with α0 = 1, making the
statement of Theorem 1.1 essentially sharp.
Work related to the problems onsidered here an be found in the papers
[6℄, [7℄, [9℄, [5℄, [8℄, [15℄, [16℄, [11℄, [17℄.
The metri potential. The Green funtion for the Laplaian ∆ is
G(z, w) = log
∣∣∣∣ z − w1− zw¯
∣∣∣∣2 , z, w ∈ D, z 6= w.
The metri potential assoiated with the isothermal metri (1.2) is the funtion
Φ(z) =
∫
D
G(z, w)ω(w) dΣ(w), z ∈ D;
see, for instane, [13℄. It solves the boundary value problem (T is the unit irle){
∆Φ(z) = 1, z ∈ D,
Φ(z) = 0, z ∈ T.
(1.15)
It is set in boldfae beause it expresses a quantity that is independent of the
hoie of oordinates. We wish to desribe the potential equation (1.7) and
the mean value property (1.8), whih the smooth solution to the optimization
problem (OP) should satisfy, in terms of the metri potential. If we let Φ0 stand
for the metri potential assoiated with a weight ω0 with (1.7) and (1.8), we
nd that Φ0 solves
∆ log∆Φ0(z) = −
1
2
µ(z), z ∈ D,
Φ0(z) = 0, z ∈ T,
∂
∂n(z)
Φ0(z) = 2, z ∈ T,
(1.16)
where ∂/∂n(z) denotes the normal derivative, taken in the exterior diretion.
We are of ourse only looking for subharmoni solutions Φ0, whih means that
the expression log∆Φ0 is more or less well-dened (at least if we have some ad-
ditional smoothness, and the subharmoniity is strong). The normal derivative
ondition in (1.16) leverly enodes the mean value property (1.8), as is seen
easily from an appliation of Green's formula. We realize that Theorem 1.1
an be interpreted as an assertion laiming the existene of a unique smooth
solution to the non-linear ellipti boundary value problem (1.16) under appro-
priate onditions on µ. By moving the point at the origin around by applying
a M÷bius transformation that xes the unit disk, we nd that the method an
also treat the ase when the data for the normal derivative is replaed by
∂
∂n(z)
Φ0(z) = 2
1− |λ|2
|λ− z|2
,
where λ is any point of D. It would be interesting to have an analysis of the
equation (1.16), where the boundary data are onsidered from a wider lass of
funtions.
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2 Preliminaries
The standard weighted Bergman spaes. For −1 < α < +∞, let A2α(D) =
A2(D, ωα) denote the weighted Bergman spae for the weight
ωα(z) = (α+ 1)(1− |z|
2)α, z ∈ D.
The norm in A2α(D) is written
‖f‖α =
{∫
D
|f(z)|2 ωα(z) dΣ(z)
}1/2
.
Take a point λ ∈ D \ {0}, and let ϕλ(z) = ϕλ,α(z) be the so-alled extremal
funtion for the problem
sup
{
Re f(0) : f(λ) = 0, ‖f‖α ≤ 1
}
,
whih is unique, by elementary Hilbert spae theory. If we let Kλ = K
α
λ denote
the reproduing kernel for the losed subspae{
f ∈ A2α(D) : f(λ) = 0
}
,
then the extremal funtion an be written
ϕλ(z) = Kλ(0, 0)
−1/2Kλ(z, 0), z ∈ D.
When the funtion ϕλ serves as a good divisor of the zero at λ in the spae
A2α(D), it is alled the anonial divisor of λ as it is alled in [6℄, or the ontrative
zero divisor, provided that division by it denes a norm ontrative operation
as it is alled in [7℄. It is known [10, pp. 58℄ (see Setion 4 for details) that the
reproduing kernel K = Kα for the spae A2α(D) has the form
K(z, w) =
1
(1− zw¯)α+2
, z, w ∈ D,
and that the kernel Kλ is derived from K via the identity [10℄
Kλ(z, w) = K(z, w)−
K(z, λ)K(λ,w)
K(λ, λ)
=
1
(1− zw¯)α+2
−
(1 − |λ|2)α+2
(1 − zλ¯)α+2(1− λw¯)α+2
,
(see Setion 4 for the details). It follows that the extremal funtion is given by
ϕλ(z) =
(
1− (1− |λ|2)α+2
)−1/2 {
1−
(1− |λ|2)α+2
(1 − zλ¯)α+2
}
, z ∈ D. (2.1)
The following property of the extremal funtion ϕλ = ϕλ,α is fundamental.
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LEMMA 2.1. Fix α in the interval −1 < α < +∞. Then, for eah bounded
harmoni funtion h on D, we have that∫
D
h(z) |ϕλ(z)|
2 (α+ 1)
(
1− |z|2
)α
dΣ(z) = h(0).
Proof. First, suppose h is an analyti polynomial. Then, if we reall the deni-
tion of ϕλ in terms of Kλ, and use the reproduing property of the kernel Kλ,
we have that∫
D
h(z) |ϕλ(z)|
2(α+ 1)
(
1− |z|2
)α
dΣ(z)
=
∫
D
h(z)
Kλ(z, 0)
Kλ(0, 0)
K¯λ(z, 0) (α+ 1)
(
1− |z|2)αdΣ(z) = h(0). (2.2)
Taking omplex onjugates in (2.2), we realize that the desired equality holds
for all harmoni polynomials (dened to be sums of analyti and antianalyti
polynomials). A simple approximation argument nishes the proof.
A weighted biharmoni Green funtion. The biharmoni Green funtion
is the funtion Γ on D× D that solves the boundary value problem
∆2zΓ(z, w) = δw(z), z ∈ D,
Γ(z, w) = 0, z ∈ T,
∂
∂n(z)
Γ(z, w) = 0, z ∈ T,
(2.3)
where w ∈ D, and δw stands for the unit point mass at the point w. We will
think of loally summable funtions f on some domain Ω of the omplex plane
as distributions on Ω via the linear duality
〈f, φ〉 =
∫
Ω
f(z)φ(z) dΣ(z),
for ompatly supported test funtions φ on Ω. Given this normalization, the
biharmoni Green funtion is given expliitly by the formula
Γ(z, w) = |z − w|2 log
∣∣∣∣ z − w1− zw¯
∣∣∣∣2 + (1− |z|2)(1− |w|2), z, w ∈ D.
We shall also need the Green funtion for the weighted biharmoni operator
∆(1− |z|2)−1∆, denoted Γ1, whih, by denition, solves, for xed w ∈ D,
∆(1 − |z|2)−1∆Γ1(z, w) = δw(z), z ∈ D,
Γ1(z, w) = 0, z ∈ T,
∂
∂n(z)
Γ1(z, w) = 0, z ∈ T,
(2.4)
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Although the dierential operator is singular at the boundary, the above bound-
ary value problem has a unique solution (we may use Green's theorem to inter-
pret the boundary data in terms of integral onditions for ∆zΓ1(z, w), whih
are uniquely solvable).
The funtion Γ1 was alulated expliitly in [9℄:
LEMMA 2.2. We have that
Γ1(z, w) =
{
|z − w|2 −
1
4
∣∣z2 − w2∣∣2} log ∣∣∣∣ z − w1− zw¯
∣∣∣∣2
+
1
8
(1 − |z|2)(1 − |w|2)
{
7− |z|2 − |w|2 − |zw|2 − 4Re zw¯
− 2 (1− |z|2)(1 − |w|2)
1− |zw|2
|1− zw¯|2
}
,
for z, w ∈ D. Moreover, it follows that, for z, w ∈ D,
1
8
(1− |z|2)3(1− |w|2)3
|1− zw¯|2
≤ Γ1(z, w)
≤
1
8
(1− |z|2)3(1− |w|2)3
|1− zw¯|4
{
|1− zw¯|2 + 4− |z + w|2
}
.
Proof. Let Γ˜1 stand for the funtion dened by the above expression; we want
to show that Γ˜1 = Γ1. To this end, we show that it solves the boundary value
problem whih determines Γ1. We rst note that
∆zΓ˜1(z, w) = (1− |z|
2)
[
G(z, w) +H1(z, w)
]
, z, w ∈ D,
where H1(z, w) is the harmoni funtion of z whih is given by
H1(z, w) = (1− |w|
2)
{
1
2
(3− |w|2)
1− |zw|2
|1− zw¯|2
+ (1− |w|2)Re
[
zw¯
(1− zw¯)2
]}
,
for z, w ∈ D. Thus, Γ˜1 satises
∆(1− |z|2)−1∆Γ˜1(z, w) = δw(z), z ∈ D.
We shall now establish the speied inequality for Γ˜1, whih entails that
Γ˜1(z, w) = O
(
(1 − |z|)3
)
, |z| → 1−.
It follows that for a xed w ∈ D, the funtion Γ˜1 satises the boundary ondi-
tions {
Γ˜1(z, w) = 0, z ∈ T,
∂n(z) Γ˜1(z, w) = 0, z ∈ T,
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where ∂n(z) is the outer normal derivative. In view of this, we onlude that
Γ˜1 = Γ1. It remains to establish the laimed bounds for Γ˜1, from above and
from below. We use the following estimate of the logarithm:
r
2
−
1
2r
< log r < −
3
2
+ 2r −
r2
2
, 0 < r < 1,
with the hoie
r =
∣∣∣∣ z − w1− zw¯
∣∣∣∣2 ,
and base our alulations on the identity
1−
∣∣∣∣ z − w1− zw¯
∣∣∣∣2 = (1− |z|2)(1− |w|2)|1− zw¯|2 .
The steps are rather lengthy but quite elementary, and are therefore left to the
reader as an exerise.
The next result is a onsequene of the positivity of the Green funtion Γ1.
LEMMA 2.3. Let u be a C2-smooth subharmoni funtion on D suh that for
some real β, 0 < β < 2,
|u(z)| = O
(
1
(1− |z|)β
)
as |z| → 1−.
Also, let ϕλ = ϕλ,1 denote the extremal funtion for the point λ ∈ D in the spae
A21(D). Then we have the following inequality:∫
D
u(z)(1− |z|2) dΣ(z) ≤
∫
D
|ϕλ(z)|
2u(z)(1− |z|2) dΣ(z).
Proof. We onsider the potential funtion
Φλ(z) =
∫
D
G(z, w)
(
|ϕλ(w)|
2 − 1
)
(1− |w|2) dΣ(w), z ∈ D,
whih solves the problem{
∆Φλ(z) =
(
|ϕλ(z)|2 − 1
)
(1− |z|2), z ∈ D,
Φλ(z) = 0, z ∈ T.
Note that by using Green's formula as in [7℄, we see that the property that ϕλ
has aording to Lemma 2.1 may be rephrased in terms of the potential funtion
Φλ:
∂
∂n(z)
Φλ(z) = 0, z ∈ T.
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It follows that Φλ solves the over-determined boundary value problem
∆Φλ(z) =
(
|ϕλ(z)|2 − 1
)
(1− |z|2), z ∈ D,
Φλ(z) = 0, z ∈ T,
∂
∂n(z)
Φλ(z) = 0, z ∈ T.
We may remove this over-determination by inreasing the degree of the ellipti
operator: 
∆
1
1− |z|2
∆Φλ(z) = |ϕ
′
λ(z)|
2, z ∈ D,
Φλ(z) = 0, z ∈ T,
∂
∂n(z)
Φλ(z) = 0, z ∈ T.
This problem has a unique solution, whih may be expressed in terms of the
Green funtion Γ1,
Φλ(z) =
∫
D
Γ1(z, w) |ϕ
′
λ(w)|
2dΣ(w) ≥ 0, z ∈ D.
We rst apply this to the ase when u is C2-smooth on D¯, and see that in view
of the assumption that u is subharmoni, we nd, by an appliation of Green's
theorem, that∫
D
(
|ϕλ(z)|
2 − 1
)
u(z) (1− |z|2) dΣ(z) =
∫
D
Φλ(z)∆u(z) dΣ(z) ≥ 0.
If u is not smooth up to the boundary, we perform the above for the dilated
funtion ur(z) = u(rz), with 0 < r < 1. By the growth assumption on u and
the smoothness of the funtion ϕ up to the boundary, we may let r → 1− and
apply Lebesgue's dominated onvergene theorem, to onlude that∫
D
(
|ϕλ(z)|
2 − 1
)
u(z) (1− |z|2) dΣ(z) ≥ 0.
The proof is omplete.
Now, let ω be a stritly positive C∞-smooth weight on D¯, whih is suh that
the funtion
z 7→ log
ω(z)
1− |z|2
is subharmoni on D. As before, let Kω(z, w) denote the reproduing kernel
for the weighted Bergman spae A2(D, ω). The following result is basi for our
further onsiderations.
THEOREM 2.4. The funtion Kω extends to be C
∞
-smooth on the set (D¯×
D) ∪ (D× D¯).
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This is a lassial theorem of ellipti regularity type, obtained in 1955 by L.
Nirenberg [14℄. It is independent of the above subharmoniity requirement.
Next, we onsider the funtion Λω : D→ R, as given by
Λω(z) =
|Kω(z, 0)|2
Kω(0, 0)
ω(z)
2 (1− |z|2)
, z ∈ D;
it is positive and subharmoni in D, due to the assumptions on ω, and it has
the growth behavior
Λω(z) = O
(
1
1− |z|
)
, |z| → 1−.
A basi property of Λω is the following.
LEMMA 2.5. For eah bounded harmoni funtion h on D, we have that∫
D
h(z) Λω(z) 2
(
1− |z|2
)
dΣ(z) = h(0).
Proof. First, let us assume that h is an analyti polynomial. Then, using the
reproduing property of the kernel funtion Kω, we have that∫
D
h(z)Λω(z) 2 (1− |z|
2) dΣ(z)
=
∫
D
h(z)
Kω(z, 0)
Kω(0, 0)
Kω(z, 0)ω(z) dΣ(z) = h(0). (2.5)
Taking omplex onjugates in (2.5), we see that the desired equality holds for
all harmoni polynomials. An approximation argument nishes the proof.
This means that the funtion Λω has a lot in ommon with the funtion |ϕλ|2
for the parameter α = 1, whih suggests it may have an expansive multiplier
property that is similar to the one obtained in Lemma 2.3.
LEMMA 2.6. Suppose that u is a C2-smooth subharmoni funtion in D,
whih has the growth bound
|u(z)| = O
(
1
(1− |z|)β
)
as |z| → 1−.
for some real β, 0 < β < 1. We then have∫
D
u(z) 2 (1− |z|2) dΣ(z) ≤
∫
D
Λω(z)u(z) 2 (1− |z|
2) dΣ(z).
Proof. We introdue the potential funtion
Φω(z) =
∫
D
G(z, w)
[
Λω(w) − 1
]
2 (1− |w|2) dΣ(w)
=
∫
D
G(z, w)
(
|Kω(w, 0)|2
Kω(0, 0)
ω(w) − 2 (1− |w|2)
)
dΣ(w), z ∈ D,
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whih solves the boundary value problem{
∆Φω(z) = 2 (1− |z|2)
[
Λω(z)− 1
]
, z ∈ D,
Φω(z) = 0, z ∈ T.
It follows from Green's formula and Lemma 2.5, as in [7℄, that the potential
funtion has
∂
∂n(z)
Φω(z) = 0, z ∈ T.
Then Φω solves the over-determinated boundary value problem
∆Φω(z) = 2 (1− |z|2)
[
Λω(z)− 1
]
, z ∈ D
Φω(z) = 0, z ∈ T,
∂
∂n(z)
Φω(z) = 0, z ∈ T.
Inreasing the degree of the ellipti operator, we nd that Φω also solves the
problem 
∆(1− |z|2)−1∆Φω(z) = 2∆Λω(z) ≥ 0, z ∈ D
Φω(z) = 0, z ∈ T,
∂
∂n(z)
Φω(z) = 0, z ∈ T,
whih has a unique solution. Then Φω may be expressed in terms of the Green
funtion Γ1,
Φω(z) = 2
∫
D
Γ1(z, w)∆Λω(w) dΣ(w) ≥ 0, z ∈ D.
Let us onsider now that u is a subharmoni funtion whih is C2-smooth on
D. Then, by applying Green's theorem, it follows that∫
D
(Λω(z)− 1)u(z) 2 (1− |z|
2) dΣ(z) =
∫
D
Φω(z)∆u(z) dΣ(z) ≥ 0.
In the ase when u is not smooth up to the boundary, we onsider the dilated
funtion ur(z) = u(rz), with 0 < r < 1, for whih the above inequality holds.
It follows from the growth bounds of u and Λ, and Lebesgue´s dominated on-
vergene theorem, that we may let r→ 1− to onlude that∫
D
(Λω(z)− 1)u(z) 2 (1− |z|
2) dΣ(z) ≥ 0.
The proof is omplete.
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3 The proof of Theorem 1.1
We realized bak in the introdution that, in order to obtain Theorem 1.1, all
we need to do is show that
Kω(z, w) 6= 0, (z, w) ∈
(
D¯× D
)
∪
(
D× D¯
)
,
provided that ω is a C∞-smooth and positive weight funtion on D¯, with the
property that
z 7→ log
ω(z)
1− |z|2
is subharmoni on D. After all, Theorem 2.4 guarantees that the weighted
Bergman kernel is C∞-smooth up to the boundary. It is easy to verify that the
above subharmoniity requirement is the same as the ondition on the urvature
form in the statement of Theorem 1.1.
The proof splits naturally into two parts.
PROPOSITION 3.1. Under the above onditions on ω,
Kω(z, w) 6= 0, (z, w) ∈ D× D.
Proof. We observe rst that for any M÷bius map φ preserving the disk D, we
have
Kω(φ(z), φ(w)) = Kωφ(z, w), z, w ∈ D,
where
ωφ(z) = |φ
′(z)|2 ω ◦ φ(z), z ∈ D.
We laim that ωφ is a weight of the same type as ω. In fat, the funtion
z 7→ log
(
ωφ(z)
1− |z|2
)
is subharmoni on D if, and only if, the funtion
z 7→ log
(
ω(z)
1− |φ−1(z)|2
)
is subharmoni on D as well. Then, if we onsider a M÷bius map
φ−1(z) = γ
z − ζ
1− zζ
, z, ζ ∈ D, |γ| = 1,
we nd that
log
(
ω(z)
1− |φ−1(z)|2
)
= log
(
ω(z)
1− |z|2
)
+ log
(
|1− zζ|2
1− |ζ|2
)
.
Thus, the funtion
z 7→ log
(
ωφ(z)
1− |z|2
)
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is subharmoni on D if, and only if,
z 7→ log
(
ω(z)
1− |z|2
)
is subharmoni on D as well. It follows that it is enough to speialize to w = 0:
Kω(z, 0) 6= 0, z ∈ D.
We note that, by the reproduing property of the kernel funtion, Kω(0, 0) =
‖Kω(z, 0)‖2ω > 0. We introdue the extremal funtion L, given by
L(z) = (Kω(0, 0))
− 1
2Kω(z, 0), z ∈ D,
whih solves the problem
sup{Re f(0) : ‖f‖ω ≤ 1}.
By Theorem 2.4, the funtion L is C∞-smooth on D.
We argue by ontradition. So, we assume that there exists a λ ∈ D suh
that Kω(λ, 0) = 0; then L(λ) = 0. Consider then the funtion
L˜(z) = L(z)/ϕλ(z), z ∈ D
where ϕλ is the anonial divisor of {λ} in the spae A21(D). We should point
out that, due to the smoothness of ϕλ and the fat that it doesn't have any
extraneous zeros on D, the funtion L˜ is also C∞-smooth on D.
Let u be the funtion given by
u(z) =
ω(z)
2(1− |z|2)
|L˜(z)|2, z ∈ D.
It follows from the hypothesis on the weight that log u is a subharmoni funtion
in D, so that in partiular, u is subharmoni as well and it has the growth bound
|u(z)| = O
(
1
1− |z|
)
, as |z| → 1−.
It follows from Lemma 2.3 that
‖L˜‖2ω =
∫
D
|L˜(z)|2 ω(z) dΣ(z)
=
∫
D
u(z) 2 (1− |z|2) dΣ(z) ≤
∫
D
|ϕλ(z)|
2 u(z) 2 (1− |z|2) dΣ(z)
=
∫
D
|L(z)|2 ω(z) dΣ(z) = ‖L‖2ω = 1.
On the other hand, it follows from equation (2.1) that ϕλ(0) < 1 and so
L˜(0) > L(0), whih violates the extremal property of L(z). This is the de-
sired ontradition. Hene, the funtion L does not have zeroes in D.
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PROPOSITION 3.2. Under the above onditions on ω,
Kω(z, w) 6= 0, (z, w) ∈
(
T× D
)
∪
(
D× T
)
.
Proof. Note that, by the same argument used in the proof of the Proposition 3.1
and the fat that
Kω(z, w) = Kω(w, z), z, w ∈ D,
it is enough to prove that
Kω(z, 0) 6= 0, z ∈ T.
We argue by ontradition. So, we shall assume that there exists λ ∈ T suh
that Kω(λ, 0) = 0. Then, due to the smoothness of z 7→ Kω(z, 0) on D¯, as
provided by Theorem 2.4, we nd that
|Kω(z, 0)| = O
(
|z − λ|
)
, as D ∋ z → λ.
Let 0 ≤ r < 1 and dene the funtion fr ∈ A21(D), given by
fr(z) =
K1(z, rλ)√
K1(rλ, rλ)
=
(1− r2)
3
2
(1− rλz)3
, z ∈ D,
where K1 is the reproduing kernel for the spae A21(D). It follows that
‖fr‖1 = 1, 0 ≤ r < 1,
where ‖ · ‖1 is the norm in A21(D), as dened bak in Setion 2. Furthermore,
|fr|2 is bounded on D for eah 0 ≤ r < 1. We now onsider the funtion
Rω(z) =
|Kω(z, 0)|2
Kω(0, 0)
ω(z), z ∈ D.
It follows that
Rω(z) = O
(
|z − λ|2
)
as D ∋ z → λ.
Then there exists a positive onstant M suh that
Rω(z) ≤M |z − λ|
2, z ∈ D.
It follows from Lemma 2.6 and the inequality
r |z − λ| ≤
∣∣1− r λz∣∣, z ∈ D, 0 < r < 1,
that
1 =
∫
D
|fr(z)|
2 2 (1− |z|2) dΣ(z) ≤
∫
D
Λω(z)|fr(z)|
2 2 (1− |z|2) dΣ(z)
=
∫
D
Rω(z) |fr(z)|
2 dΣ(z) ≤M
∫
D
|z − λ|2 |fr(z)|
2 dΣ(z)
≤M
(1− r2)3
r2
∫
D
1
|1− rλz|4
dΣ(z) = M
1− r2
r2
,
whih is a ontradition for r suiently lose to 1.
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4 The proof of Theorem 1.2
In this setion, we onstrut, for a xed α ≥ α0 = 1.04, an expliit example of
a funtion µ ∈ C∞(D), with the assoiated 2-form µ = µdΣ, suh that
µ(z) +
α
2
KH(z) ≤ 0, z ∈ D, (4.1)
for whih the optimization problem (OP) fails to have a smooth-positive solution
ω0 on D, as the weighted Bergman kernel Kω1(·, 0) has an extraneous zero in
D. Here, ω1 is assoiated with µ as in the introdution:
logω1(z) = −
∫
D
log
∣∣∣∣ z − w1− zw¯
∣∣∣∣ µ(w) dΣ(w), z ∈ D. (4.2)
The hoie of µ. We rst onsider the extremal ase for the inequality (4.1),
µ
H
(z) = −
α
2
KH(z) =
2αdΣ(z)
(1− |z|2)2
, z ∈ D.
In this ase we an ompute expliitly the weight ω0, whih solves the optimiza-
tion problem (OP),
ω0(z) = (1− |z|
2)α, z ∈ D.
Following the same line of thought as in our toy example from bak in the
introdution, we then onsider the data funtion
µ(z) =
2α
(1− |z|2)2
−
∑
k
ρk δak(z), z ∈ D, (4.3)
where A = {ak}k is a nite olletion of points in D, {ρk}k is a onvenient
sequene of positive onstants, and δak stands for the Dira delta funtion,
onentrated at the point ak ∈ D. The 2-form µ = µdΣ meets the inequality
(4.1), but µ is very rough at the points of A and hene it does not satisfy the
C∞-smoothness requirement. However, it is easy to approximate a point-mass
by a sequene of positive C∞-smooth funtions. Moreover, we may replae the
funtion
ν(z) =
2α
(1− |z|2)2
by a slight dilation,
νr(z) =
2 r2 α
(1− r2 |z|2)2
with r, 0 < r < 1, lose to 1. This means that if
Kω1(z, w) 6= 0, z, w ∈ D, (4.4)
22
holds for smooth indata µ, with µ and ω1 onneted via (4.2), then it also
holds for rough indata of the above type, modulo some slight modiations. To
explain these modiations, we note that∫
D
log
∣∣∣∣ z − w1− zw¯
∣∣∣∣ νr(w) dΣ(w) = α log 1− r21− r2|z|2 , z ∈ D.
Let the weight ω1,r be dened by the formula (4.2), where ω1 is replaed by
ω1,r, and µ is replaed by
µr(z) =
2 r2 α
(1− r2 |z|2)2
−
∑
k
ρk δak(z), z ∈ D.
We then alulate that
ω1,r(z) = (1− r
2)−α
(
1− r2 |z|2
)α∏
k
∣∣∣∣ z − ak1− a¯kz
∣∣∣∣ρk , z ∈ D.
As reproduing kernel funtions have homogeneity index −1 in general, that is,
Ktω(z, w) =
1
t
Kω(z, w),
holds for arbitrary positive onstant t, we see that
Kω1,r (z, w) = (1− r
2)αKω2,r (z, w),
where ω2,r is the weight
ω2,r(z) =
(
1− r2 |z|2
)α∏
k
∣∣∣∣ z − ak1− a¯kz
∣∣∣∣ρk , z ∈ D.
If (4.4) holds for ω1 = ω1,r, then it also holds for ω1 = ω2,r, and vie versa. As
r→ 1−, the weight ω2,r tends to
ω2(z) =
(
1− |z|2
)α∏
k
∣∣∣∣ z − ak1− a¯kz
∣∣∣∣ρk , z ∈ D, (4.5)
and if the reproduing kernel funtions for the weights ω2,r are all zero-free
in D
2
, then so is the reproduing kernel for the weight ω2, by a limit proess
argument. We shall prove that with appropriate hoies of the onguration of
the points A = {ak}k as well as of the positive parameters ρk, the reproduing
kernel funtion for ω2 will have zeros in D
2
. This then shows that also with
smooth data, we must have zeros in the assoiated reproduing kernel funtion.
We should note that ω2 satises
∆ logω2(z) = −
1
2
µ(z), z ∈ D,
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where µ is given by (4.3). This means that ω2 is the weight we where looking
for.
For omputational reasons, we shall only onsider ρk suh that ρk/2 is a
positive integer.
Relations between kernel funtions. A losed subspae I of A2α(D) is alled
invariant if it is invariant under the multipliation by the identity funtion, more
preisely, if zf ∈ I whenever f ∈ I. For a sequene A = {a1, a2, . . .} of points
on D, the subspae IA onsisting of all funtions in A
2
α(D) whose zero sets
ontain A, ounting multipliities, is an invariant subspae. Suh a subspae IA
is alled zero-based invariant subspae. The reproduing kernel funtion for the
invariant subspae IA is as usual dened by the formula
KαA(z, w) =
+∞∑
n=0
en(z) e¯n(w), z, w ∈ D,
where the funtions e1(z), e2(z), e3(z), . . . form an orthonormal basis for IA. It
has the reproduing property
f(z) =
∫
D
KαA(z, w) f(w) (α + 1)
(
1− |w|2
)α
dΣ(w), z ∈ D,
for f ∈ IA. For a nite subset A = {ak}k of D, the assoiated (nite) Blashke
produt is the funtion
BA(z) =
∏
k
z − ak
1− a¯kz
, z ∈ D.
We onsider the following two weights:
ωα(z) = (α+ 1)
(
1− |z|2
)α
, ωα,A(z) = (α+ 1)
(
1− |z|2
)α
|BA(z)|
2.
Note that ωα,A equals the weight ω2 as dened by (4.5), with all the parameters
ρk set equal to 2.
The following proposition is well known.
PROPOSITION 4.1. We have the following identity of kernels:
KαA(z, w) = BA(z) B¯A(w)Kωα,A(z, w), z, w ∈ D.
In view of the above proposition, we need to look for extraneous zeros in the
reproduing kernel funtion for IA in order to get zeros of the kernel funtion
for the weight ω2 = ωα,A.
The kernel funtion for a zero-based invariant subspae. When the
sequene A onsist of a nite number of distint points, the kernel funtion KαA
for IA may be obtained by means of the well-known iterative formula (see [9℄)
Kα∅ (z, w) =
1
(1− zw)(α+2)
, z, w ∈ D (4.6)
KαA∪{λ}(z, w) = K
α
A(z, w)−
KαA(z, λ)K
α
A(λ,w)
KαA(λ, λ)
, λ /∈ A. (4.7)
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The rst step of this iteration is to apply the formula (4.7) to the ase A = ∅
and λ ∈ D, to get
Kαλ (z, w) =
1
(1− zw¯)α+2
−
(1 − |λ|2)α+2
(1 − zλ¯)α+2(1− λw¯)α+2
, z, w ∈ D.
In the ase where the zero set A ontains repeated points, i.e. zeros with high
multipliity, the kernel funtion KαA for IA an be omputed via an iterative
formula, similar to (4.7), but involving the derivatives of the kernel. Namely, if
we assume A has no multiple points, then
Kα∅ (z, w) =
1
(1− zw)(α+2)
, z, w ∈ D,
KαA∪{λ}(z, w) = K
α
A(z, w)−
KαA(z, λ)K
α
A(λ,w)
KαA(λ, λ)
, λ /∈ A,
KαA∪{ξ}(z, w) = K
α
A(z, w)−
∂zK
α
A(z, w)|z=ξ ∂¯wK
α
A(z, w)
∣∣
w=ξ
∂z∂¯wKαA(z, w)
∣∣
z=ξ, w=ξ
, ξ ∈ A,
where
∂z =
1
2
(
∂
∂x
− i
∂
∂y
)
, ∂¯z =
1
2
(
∂
∂x
+ i
∂
∂y
)
, z = x+ iy.
When A onsist of n opies of the point a ∈ D, the reproduing kernel funtion
KαA for the subspae IA is
KαA(z, w) =
1
(1− zw¯)α+2
−
(1− |a|2)α+2
(1− za¯)α+2(1− aw¯)α+2
n−1∑
j=0
Cα,j
( z − a
1− za¯
)j( w¯ − a¯
1− aw¯
)j
,
where
Cα,j =
Γ(α + 2 + j)
Γ(α+ 2)j!
.
Our omputational work suggest that whenever α is bigger than 3, it is pos-
sible to nd extraneous zeros; for α ≤ 3, however, it seems that suh extraneous
zeros do not our.
Computational implementation. The reursive formula for (4.7) is some-
what inonvenient in omputational appliations. Instead, we use the fat that
the kernel funtion with w = 0 may be expressed as
KαA(z, 0) = 1−
∑
j
cj
(1− zaj)α+2
, (4.8)
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where the {cj}j are ertain omplex oeients, whih depend on the sequeneA
and on the parameter α. To determine them, we need to solve the linear system
KαA(aj , 0) = 0, for every aj ∈ A. This we rewrite in terms of a square matrix
M, whose entries are given by
Mi,j =
1
(1− aiaj)α+2
, ai, aj ∈ A;
the equation that determines the oeients is the linear system
Mc = 1, (4.9)
where c = {cj}j is the oeient vetor in olumn form, and 1 is the olumn
vetor with the number 1 in all its oordinates.
Although the numerial omputation of the kernel funtion KαA for several
zeros via the linear system (4.9) is tehnially possible, we are to treat a rather
badly saled matrix. Numerially, the matrix M is nearly singular, and this
leads to possibly large numerial error while solving the system (4.9). In ad-
dition, the kernel funtion expressed as expressed by (4.8) is quite sensitive to
even small perturbations in the appearing oeients already when the number
of zeros in A is rather modest. Taken together, this fores us to work with
higher preision than what is standard. We use 40 deimal digits of preision,
instead of the standard 16. Most of the numerial tests were done in MATLAB
6.1. To work with forty deimal digits, we used the ommand VPA (variable pre-
ision arithmeti). We estimate the omputational error in the approximated
kernel funtion KαA(·, 0) by omparing the omputed values at the points of the
given zero set A = {ak}k, where the funtion vanishes. If these values are suf-
iently small, we may be ertain that the negativity of KαA(1, 0) is a genuine
phenomenon, provided that the negative value is substantially bigger than the
numerially obtained values at the given olletion of zeros.
The appearane of an extraneous zero. We rst observe that if the ele-
ments of the zero set A are distributed symmetrially respet to the real axis,
then the kernel funtion KαA(x, 0) is real-valued for real x. Sine, trivially,
0 < KαA(0, 0), and sine the funtion K
α
A(z, 0) is ontinuous in the losed unit
disk D¯, it follows from the Mean Value Theorem of Calulus that KαA(x0, 0) = 0
holds for some x0, 0 < x0 < 1, provided that K
α
A(1, 0) < 0.
After testing several patterns for the distribution of the zero set A (inluding,
for instane, a multiple zero at a single point), we foused our omputations on
a onguration whih yields extraneous zeros for α all the way down to 1.04.
The same pattern seemed to emerge also when the omputer was allowed to pik
the onguration of the given zeros aording to a so-alled geneti algorithm.
The onguration depends on the number n of points of A, as well as on two
parameters θ and d, with 0 < θ < 12pi and 1 < d < +∞. By the onstrution, n
is an even number. The points of A are given by
ak = exp
{
3(i− θ) dk−n/2
}
, k = 1, 2, . . . , n/2,
ak+n
2
= a¯k, k = 1, 2, . . . , n/2.
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Figure 1: Zero set A for n = 80 generated by the parameters θ = 0.15, d = 1.30,
for α = 1.50. The indiated straight lines are tangents to the urves on whih
the zeros are loated.
Figure 2: (top) Level urves of the kernel funtion KαA(·, 0) for the zero set
A generated by the parameter values: α = 3, n = 6, θ = 0.51, d = 10.
(bottom) Values of the kernel funtion KαA(1, 0) for the zero set A generated by
the parameters: n = 1500, θ = 0.033, d = 1.045 and 1.035 ≤ α ≤ 1.050
In Figure 1, we plot the onguration of the given zero set in the omplex
plane for n = 80 zeros, with the parameter values α = 1.5, θ = 0.15, and
d = 1.3.
In Figure 2 (top), we plot the level urves around the extraneous zero of the
modulus of the kernel funtion for the zero set A generated by the parameter
values α = 3, n = 6, θ = 0.51, and d = 10. In Figure 2 (bottom), we plot the
kernel funtion KαA(1, 0), while varying α in the interval [1.035, 1.050].
Inspiration for our numerial work was derived from [12℄, where Jakobsson
obtained extraneous zeros for α ≈ 1.40.
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In the table below (Table 1), we supply values of n, θ, and d, for whih our
omputations indiated that the kernel funtion possesses extraneous zeros for
a presribed value of the parameter α.
α n θ d
3 6 0.51 10
2.5 8 0.48 8
2 14 0.351 3
1.6 26 0.265 2.1
1.25 78 0.176 1.52
1.118 230 0.104 1.22
1.1072 272 0.092 1.183
1.097 340 0.07725 1.141
1.065 550 0.07 1.13
1.053 770 0.0556 1.09
1.046 944 0.0497 1.078
1.043 1090 0.0445 1.067
1.04 1500 0.033 1.045
Table 1.
Hinted analytial solution of the problem. The onguration of zeros
in the above numerially-based ounterexamples whih works at least down to
the parameter value α ≈ 1.04 suggests that analytially, we should smear out
the zeros along the two lines; we may deide to work almost innitesimally
lose to to the point 1, and by blowing up, we may assume that the domain
is the upper half plane, where the origin plays the role of the point 1. We
plae hyperbolially equi-distributed smeared-out zeros along two half-lines
emanating from the origin, symmetrially loated with respet to the imaginary
axis. In geometri terms, this means that we onstrut a new weight  the old
one being ( Im z)α  whih is the same as the old weight in the region between
the two half-lines, but is the old weight times the exponential of a onstant times
the angle to the nearest half-line in the remaining two regions near the real line.
We suspet that the reproduing kernel for this new weight (with one argument
xed equal to i) has a zero somewhere along the imaginary axis for eah xed
α, 1 < α < +∞, provided the angle of the two half-lines to the real line are
hosen appropriately, and the onstant that regulates the density of the zeros
is appropriate as well. However, the atual implementation of this sheme is
not easy, beause it is generally a hard problem to alulate reproduing kernel
funtions for weights that do not exhibit strong symmetry properties. We would
like to be able to return to this problem.
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