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Resumo
Os modelos de gravitação em duas dimensões com adição de maté-
ria possuem duas características interessantes: são passíveis de quan-
tização exata via integrais de trajetória trajetória em seu setor geo-
métrico, o que não gera problemas com a separação da geometria em
um pano de fundo ao qual se adiciona ﬂutuações, e produzem uma
teoria efetiva não-local para o campo de matéria, o que permite fazer
comparações com teorias não-comutativas . Desta forma, estes mode-
los bidimensionais se tornam laboratórios teóricos interessantes para o
estudo da gravitação quântica. Após uma apresentação do modelo, é
feito todo o seu tratamento clássico e sua análise Hamiltoniana. Em
seguida, a teoria é quantizada com o uso de métodos perturbativos
apenas em sua seção de matéria. Finalmente, é analisada a possibili-
dade de se obter resultados semelhantes usando não-comutatividade.
2
Agradecimentos
Gostaria de agradecer primeiramente à minha família pelo suporte e ao meu
orientador, Professor Aleksandr Pinzul, pela paciência e disponibilidade para
resolver todas as questões que apareceram nestes dois anos. Também devo
agradecimentos aos amigos do Saloon, por ajudarem a manter minha sani-
dade, e aos colegas do Instituto de Física pelas discussões e companhia nas





2 Prelúdio Matemático 7
2.1 Convenções . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Formas Diferenciais . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Equações de Estrutura de Cartan . . . . . . . . . . . . . . . . 9
3 Teorias Dilatônicas Generalizadas 12
4 Soluções Clássicas 15
5 Estrutura Global 21
5.1 Minkowski . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.2 Schwarzschild . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6 Análise Hamiltoniana 28
7 Quantização 34
7.1 O procedimento BRST . . . . . . . . . . . . . . . . . . . . . . 34
7.2 A quantização via integrais de trajetória . . . . . . . . . . . . 37
7.3 GDT sem matéria . . . . . . . . . . . . . . . . . . . . . . . . . 42
7.4 GDT com matéria . . . . . . . . . . . . . . . . . . . . . . . . 43
7.5 Acoplamento mínimo sem autointeração local . . . . . . . . . 44
7.6 SRG com acoplamento não-mínimo . . . . . . . . . . . . . . . 48
7.6.1 Vértices . . . . . . . . . . . . . . . . . . . . . . . . . . 48
7.6.2 Elemento de Linha Efetivo . . . . . . . . . . . . . . . . 51
7.6.3 O Buraco Negro Virtual . . . . . . . . . . . . . . . . . 53
8 Não-Comutatividade 54
8.1 Quantização de Weyl . . . . . . . . . . . . . . . . . . . . . . . 55
8.2 O Produto Estrela de Moyal . . . . . . . . . . . . . . . . . . . 57
8.3 Teoria de Campo Escalar φ4 . . . . . . . . . . . . . . . . . . . 59
8.4 Teoria Dilatônica versus Teoria Não-Comutativa . . . . . . . . 60
9 Conclusão 61
Apêndices 64
A A nilpotência da carga Ω 64
B Os Termos Ambíguos 66
4
1 Introdução
Sem dúvida, as duas teorias físicas mais importantes do século XX são a
relatividade geral de Einstein, que descreve a relação entre gravitação e a ge-
ometria do espaço-tempo, e a teoria quântica de campos, que trata das outras
interações fundamentais. Cada uma destas teorias coleciona sucessos e tem
conseguido passar por todos os testes experimentais já realizados. Em parte,
o motivo pelo qual estas duas teorias são tão bem sucedidas é a distância
muito grande entre seus domínios de aplicação. Enquanto é possível ignorar
efeitos de gravitação no domínio das partículas, os efeitos quânticos também
podem ser desprezados em se tratando de cosmologia e gravitação. Mesmo
que esta seja a situação em que nos encontramos em termos experimentais, do
ponto de vista teórico é inaceitável possuir duas teorias absolutamente des-
conectadas para explicar os fenômenos físicos como um todo. Desta maneira,
é necessário descobrir uma forma de se produzir uma teoria de gravitação em
um arcabouço quântico. Este é o problema da gravitação quântica.
Seguindo o sucesso obtido com os métodos de teoria quântica de cam-
pos na quantização perturbativa do campo eletromagnético, parecia claro o
caminho que deveria ser tomado para se fazer o mesmo com a gravidade.
Entretanto, as tentativas de se quantizar a gravidade perturbativamente fa-
lharam, pois a teoria não é renormalizável. Na raiz deste fracasso está o
fato de que as teorias que eram quantizadas com sucesso usando estes méto-
dos perturbativos eram teorias que se desenrolavam sobre um pano de fundo
ﬁxo, o espaço-tempo de Minkowski, enquanto a gravitação de Einstein é uma
teoria independente de pano de fundo, logo tentativas de descrevê-la como
ﬂutuações sobre um espaço ﬁxo falham eventualmente.
Desde então, várias alternativas surgiram para tentar solucionar o pro-
blema da quantização da gravidade, porém nenhuma com sucesso. Entre as
mais proeminentes está a teoria de cordas, que ainda não foi capaz de oferecer
previsões testáveis, e a gravitação quântica em loop, que tem, por exemplo,
diﬁculdades em recuperar a relatividade geral no limite semiclássico. Outras
abordagens incluem ainda a gravitação de Horava-Lifshitz e a geometria não-
comutativa.
Entre os avanços feitos neste campo de pesquisa, está a descoberta de
que é possível quantizar a gravidade de forma exata em espaços com duas
dimensões. Desta forma, não se torna necessária a separação da geometria
entre pano de fundo e ﬂutuações, mantendo a teoria independente de pano de
fundo. Esta é a motivação pincipal do estudo de modelos deste tipo, já que
eles podem ser utilizados como laboratórios teóricos para o estudo de gravita-
ção quântica quando matéria é adicionada, evitando as diﬁculdades técnicas
que aparecem em modelos quadridimensionais mas mantendo características
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que se espera encontrar em uma teoria completa. Outras motivações para
o estudo deste modelo além da gravitação quântica são suas relações com
teoria de cordas, a possibilidade de se estudar evaporação de buracos negros
e quantização por deformação, por exemplo.
Aqui, será feita a análise de um modelo de gravitação dilatônica em duas
dimensões generalizado com adição de matéria escalar, que engloba uma sé-
rie de outros modelos. Quando quantizado, produzirá uma ação efetiva para
o campo escalar, onde só então métodos perturbativos serão utilizados. A
teoria resultante é não-local, uma característica que, como será explicado no
trabalho, acredita-se dever estar presente em qualquer teoria de gravitação
quântica. Por não-localidade se entende a presença na Lagrangiana de ter-
mos não-polinomiais (que possuem número inﬁnito de derivadas) ou termos
que possuem dependência em mais de um ponto do espaço-tempo.
A não-localidade é característica também da já citada geometria não-
comutativa. Nela, as coordenadas do espaço-tempo são substituídas por
operadores hermitianos que obedecem certa relação de comutação. O re-
sultado é o aparecimento de uma relação de incerteza entre as coordenadas,
impossibilitando que se realize medições abaixo de uma determinada escala
de comprimento. É possível estudar teorias quânticas de campo nestes espa-
ços não-comutativos, o que nos leva a seguinte pergunta: seria possível re-
produzir a teoria efetiva para o campo escalar obtida no contexto do modelo
dilatônico em duas dimensões como uma teoria não-comutativa? Assumindo
que o modelo bidimensional tenha características que permaneçam no caso
quadridimensional, um estudo neste sentido pode fornecer insights sobre o
tipo de não-comutatividade que poderia ser encontrado no caso da gravita-
ção quântica em quatro dimensões, quem sabe fornecendo pistas importantes
sobre seja lá o que for que até agora impediu que se obtivesse uma teoria con-
sistente de gravitação quântica.
Este trabalho se divide da seguinte maneira:
• Primeiramente, a seção 2 traz uma breve revisão sobre a matemática
que será utilizada no decorrer da dissertação, mais especiﬁcamente as
formas diferencias e as variáveis de Cartan. Também serão ﬁxadas as
convenções.
• Na seção 3, é apresentado o modelo de teorias dilatônicas generalizadas
e demonstrada a sua equivalência ao formalismo de primeira ordem, es-
sencial ao processo de quantização.
• Parte-se então para o tratamento clássico da teoria na seção 4, mos-
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trando algumas possibilidades interessantes de escolhas de calibre.
• A estrutura global do modelo é estudada na seção 5, usando os espaços-
tempo de Minkowski e Schwarzschild como exemplo.
• A seção 6 traz toda a análise Hamiltoniana do modelo, seguindo o pro-
cedimento de Dirac.
• Na seção 7 é realizado todo o processo de quantização da teoria. Come-
çando pelo procedimento BRST e fazendo a quantização via integrais
de trajetória. Alguns casos especíﬁcos são analisados, como o caso sem
matéria, o caso de acoplamento mínimo e o caso de gravitação com
redução esférica.
• Em seguida, a seção 8 traz uma visão geral sobre teoria quântica de
campos em espaços não-comutativos e sua comparação com o modelo
dilatônico.
• As conclusões são apresentadas na seção 9.
• O apêndice A traz uma prova da nilpotência do operador gerador de
transformações BRST.
• Finalmente, o apêndice B trata da origem dos termos ambíguos que
surgem durante a quantização da teoria.
2 Prelúdio Matemático
Para começar, é importante ﬁxar as notações e convenções usadas assim
como fazer uma breve revisão sobre formas diferenciais e sobre as variáveis
de Cartan, que terão grande importância no que se segue.
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2.1 Convenções
Algumas das convenções utilizadas são:
• Unidades de Planck serão utilizadas por todo o texto, ou seja, considera-
se 8piG = c = h¯ = 1.
• Índices repetidos são somados.
• Índices gregos denotam coordenadas holonômicas (base coordenada) e
índices latinos denotam coordenadas não-holonômicas (base não-coordenada).
• A métrica de Minkowski é dada por η = diag(1,−1,−1,−1) no caso
4D e η = diag(1,−1) no caso 2D.
• O símbolo de Levi-Civita será denotado por ˜µν , com ˜01 = −˜10 = 1,
já o tensor correspondente será identiﬁcado por µν =
√−g˜µν .
2.2 Formas Diferenciais
Formas diferenciais serão muito usadas neste trabalho, então comecemos com
algumas deﬁnições relacionadas. Uma forma diferencial de ordem p, ou uma





µ1 ∧ dxµ2 . . . ∧ dxµp . (2.1)
No caso de espaços bidimensionais, temos apenas 0, 1 e 2 formas, dado
que o produto wedge (∧) é antssimétrico, dado por
dxµ ∧ dxν = dxµ ⊗ dxν − dxν ⊗ dxµ = − dxν ∧ dxµ, (2.2)
portanto, índices repetidos no produto wedge o anulam.
Deﬁnindo também a derivada exterior, que mapeia p-formas em (p+ 1)-





ν ∧ dxµ1 ∧ . . . ∧ dxµp . (2.3)
Esta derivada possui duas propriedades importantes que decorrem da
antissimetria do produto wedge
d(ξp ∧ ξq) = dξp ∧ ξq + (−1)qξp ∧ dξq, (2.4)
d2ξp = 0. (2.5)
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Note que, no caso bidimensional, derivadas exteriores aplicadas em 2-
formas se anulam, também em razão da antissimetria.
Outra operação importante é a chamada operação estrela de Hodge, de-
notada por ∗, que mapeia p-formas em (d− p)-formas, onde d é a dimensão






dxνp+1 ∧ . . . ∧ dxνd . (2.6)
Uma segunda aplicação da estrela de Hodge produz
∗ ∗ξp = (−1)1+p(d−p)ξp. (2.7)
Pode-se deﬁnir também um produto escalar entre p-formas, dado por
(ξ, η) ≡
∫





√−g dx1 . . . dxd. (2.8)
Este produto interno é simétrico, e se pode notar que o integrando ω∧∗η
é uma d-forma.
2.3 Equações de Estrutura de Cartan
Sabe-se que dada uma variedade M , a base coordenada do espaço tangente
TPM é dada pelos vetores {∂µ} e do espaço dual T ∗PM por { dxµ}. Com a





ea = eaµ dx
µ. (2.10)
Os objetos eµa e e
a











e recebem o nome de zweibeine no caso de espaços bidimensionais. Exigimos
ainda que os zweibeine satisfaçam as seguintes propriedades
eµae
ν
bgµν = ηab, (2.13)
eaµe
b
νηab = gµν , (2.14)
det eaµ > 0. (2.15)
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Isto permite que escrevamos o elemento de linha da seguinte maneira
( ds)2 = gµν dx
µ dxν = eaµe
b
νηab dx
µ dxν , (2.16)
o que faz com que o elemento de volume invariante seja dado por
√−g d2x =
√
−(det eaµ)2 det η d2x = (det eaµ) d2x ≡ (e) d2x, (2.17)
com a notação (e) ≡ det eaµ, que será usada com frequência.
Note que em duas dimensões, a métrica possui três componentes inde-
pendentes enquanto os zweinbeine possuem quatro. Desta maneira, há mais
de uma base não-coordenada que produz a mesma métrica. Estas bases
equivalentes se relacionam por rotações locais Λab (x) ∈ SO(1, 1).
eaµ → Λab (x)ebµ. (2.18)
Este grupo possui número de geradores exatamente igual a diferença de
graus de liberdade entre o zweibein e a métrica, ou seja, apenas um.
Deﬁnamos agora a 1-forma de conexão 1, chamada daqui em diante sim-
plesmente de conexão, por
ωab ≡ Γacbec. (2.19)
A condição de compatibilidade com a métrica, ou seja, a exigência de que
a derivada covariante da métrica se anule, implica que ωab = −ωba, o que por
sua vez implica na existência de apenas um termo independente na conexão,
que passa, portanto, a ser escrita como ωab = 
a
bω. Além disto, esta conexão
satisfaz as chamadas equações de estrutura de Cartan
dea + abω ∧ eb = T a, (2.20)
ab dω + 
a
cω ∧ cbω = Rab ⇒ ab dω = Rab , (2.21)
em que o termo quadrático em ω se anula pela antissimetria do produto
wedge e T a e Rab são respectivamente a 2-forma de torção e a 2-forma de
curvatura deﬁnidas como
T a ≡ 1
2
T abce





b ∧ ec. (2.23)
1Também chamada de conexão de spin por ser usada para se tomar derivadas covari-
antes de espinores.
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Estas equações de Cartan também são escritas de forma mais compacta
como
(De)a ≡ Dab eb = T a, (2.24)
(Dω)ab ≡ Dacωcb = Rab , (2.25)





O cálculo do escalar de Ricci é simples graças a existência de apenas
um termo independente na curvatura, podendo ser obtido aplicando-se o











(x0 ± x1). (2.27)
Assim, como x2 = (x0)2− (x1)2 = 2x+x− = ηabxaxb, quando coordenadas

















a ∧ eb = e− ∧ e+ = (e) dx0 ∧ dx1, (2.29)
que é, portanto, o elemento de volume invariante.
As componentes da torção em coordenadas do cone de luz são dadas então
por
T± = (d± ω)e± (2.30)
Isto é tudo que será necessário em termos de variáveis de Cartan. Mais
detalhes tanto sobre as equações de estrutura de Cartan quanto sobre formas
diferenciais podem ser encontrados em [2] ou [3].
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3 Teorias Dilatônicas Generalizadas
Entre as teorias dilatônicas, a que possui maior apelo físico é a da gravitação
com redução esférica (SRG, na sigla em inglês), que consiste na imposição de
simetria esférica em duas dimensões da métrica quadridimensional original,
que passa a ser dada por M2 × S2 e promovendo o raio da esfera a um
campo X, o dilaton. Pode-se tratar também teorias com maior número de
dimensões, mas a discussão aqui será restringida ao caso quadridimensional.
Neste caso, o elemento de linha será dado por
( ds)24D = gµν(x) dx
µ dxν − λ2X( dΩ)2, (3.1)
onde xµ = {x0, x1} são as coordenadas em M2, ( dΩ)2 é o elemento de
superfície de S2, λ é um parâmetro com dimensão de massa e X é o campo
dilaton.





escrita aqui sem o fator de 1/8piG por conta da escolha de unidades naturais,
se reduz a uma ação efetiva para o setor M2 após integração nas variáveis














na qual (∇X)2 = gµν∂µX∂νX enquanto R e g são, respectivamente, o escalar
de Ricci e o determinante da métrica bidimensional gµν .
O formato da ação efetiva, se tomado como caso especíﬁco de um tipo mais
genérico de ação, sugere a consideração de teorias dilatônicas generalizadas,














Esta ação engloba uma série de modelos, como os modelos de Callan,
Giddings, Harvey, Strominger (CGHS), de Jackiw-Teitelboim, de Katanaev-
Volovich além do caso de redução esférica, cada qual obtido com uma escolha
particular para os potenciais U(X) e V (X) (veja [13] para uma tabela com a
escolha de potenciais que gera cada um dos modelos citados). Estes modelos
especíﬁcos não serão tratados em detalhe, exceto o SRG, que possui maior
apelo físico.
Estas GDTs é que serão objeto de estudo neste trabalho. Para tanto, não
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será usada a ação dada pela expressão anterior, mas sim uma ação equivalente
escrita em termos de variáveis de Cartan, que facilitará todo o processo de
análise das soluções clássicas, do formalismo Hamiltoniano e da quantização.
Assim, nos beneﬁciaremos da equivalência entre a geometria Riemanniana e
a geometria de Cartan.
Esta nova ação, que é uma formulação bastante genérica de teorias de




a +X dω + V(XaXa, X)]. (3.5)
Usando coordenadas do cone de luz, temos
Xa(De)
a = X+( d− ω)e− +X−( d + ω)e+ (3.6)
XaXa = 2X
+X− (3.7)
Note que foram adicionados campos auxiliares Xa à ação, que dão origem
a termos de torção. Desta forma, substituímos uma teoria de torção nula
por uma com aparentemente mais graus de liberdade e torção não nula que
possui a vantagem de ter uma dinâmica mais simples. Como então as duas
ações podem ser equivalentes? É necessário eliminar os campos auxiliares
e a contribuição da torção à conexão ω. Para isto, usemos as equações de
movimento obtidas primeiramente com a variação δω
dX −X+e− +X−e+ = 0. (3.8)
Esta equação permite escrever os campos Xa em termos do dilaton X da
seguinte forma
Xa = − 1
(e)
˜µνeaµ∂νX, (3.9)








= −gνρ∂νX∂ρX ≡ −(∇X)2. (3.10)
O próximo passo seria analisar a equação de movimento obtida com a va-
riação δXa, mas primeiro, aplicando o operador estrela de Hodge na primeira
equação de Cartan usando as seguintes identidades
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ea ∧ eb = −ab, (3.11)
∗  = 1, (3.12)
produz
dea + abωce
c ∧ eb = T a
⇒ ∗ dea + ωa = ∗T a
⇒ ω = ωaebηab = (∗T a − ∗ dea)ebηab =: (∗T a)ebηab − ω˜, (3.13)
onde ω˜ denota a conexão obtida quando se considera torção nula na equação
de Cartan.
Olhando agora a equação de movimento para Xa, temos





ηba = 0, (3.14)
implicando em
T a = − ∂V
∂Xb




ω = − ∂V
∂Xb
eb − ω˜. (3.16)




[−X dω˜ + V (−(∇X)2, X)]. (3.17)
Escrevendo a ação em termos de componentes obtemos
L =
∫
[−X∂µω˜ν ˜µν + ˜µνe−µ e+ν V ] d2x, (3.18)








− V (−(∇X)2, X)] d2x, (3.19)
onde um fator de −1 foi retirado sem gerar qualquer efeito.





+ V (X), (3.20)
o que conclui a demonstração de que as ações para teorias dilatônicas gene-
ralizadas e para gravitação de primeira ordem são equivalentes.
Sigamos então com o tratamento clássico da gravitação de primeira or-
dem.
4 Soluções Clássicas
Primeiramente, vamos encontrar as equações de movimento para uma ação
dada por L = L(FOG) + L(m), ou seja uma ação composta respectivamente





a +X dω + V(XaXa, X)] (4.1)
e por uma parte de matéria não especiﬁcada, sobre a qual se postula apenas
que não possua dependência na conexão (ω) e nos campos auxiliares X±.
















e realizando as variações δω, δe∓, δX e δX∓, obtém-se, respectivamente, as
seguintes equações de movimento
dX +X−e+ −X+e− = 0, (4.4)




+W = 0, (4.6)
(d± ω)e± +  ∂V
∂X∓
= 0. (4.7)
Observe que a quarta equação de movimento equivale à condição de tor-
ção zero quando o potencial V é independente dos campos auxiliares X±.
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Além das quatro expressões anteriores, há também as equações de movimento
δL(m)/δφa = 0 para os campos de matéria φa. No momento, o interesse está
em encontrar a solução para o modelo sem matéria (W± = W = 0) e sem
ﬁxar nenhum calibre. Para tanto, primeiramente multiplicamos a equação
(4.5) com sinal positivo por X− e a mesma equação com sinal negativo por
X+ e somamos as duas, resultando em
X− dX+ +X+ dX− − V(X+e− −X−e+) = 0. (4.8)
Usando (4.4) e deﬁnindo Y = XaXa/2 = X+X−, obtemos
d(X+X−)− V dX = 0⇒ dY − V dX = 0. (4.9)
Sabemos que para a Lagrangiana que está sendo usada ser equivalente
à Lagrangiana das GDTs (expressão (3.4)), o potencial V deve ter a forma
V(Y,X) = U(X)Y + V (X). Usemos isto a partir de agora.
O próximo passo é multiplicar a equação anterior pelo fator integrante





expQ dY − expQ(U(X)Y + V (X)) dX = 0. (4.11)
A expressão resultante é então a diferencial exata de uma função C(Y,X),






















⇒ −Y U(X) expQ+ ∂A(X)
∂X
= − expQ(U(X)Y + V (X))




C(Y,X) = Y eQ(X) −
∫ X
eQ(y)V (y) dy = Y eQ(X) − w(X). (4.12)
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Quaisquer funções de C também são conservadas. Note ainda que há
duas integrais sem os limites inferiores, uma na deﬁnição de Q e outra na
expressão ﬁnal para C denotada w(X) . A escolha de um limite inferior em
Q gera uma constante multiplicativa geral em C e a escolha do limite inferior
em w(X) produz uma constante aditiva. A escolha deve ser feita quando da
determinação da forma especíﬁca do potencial.
Seguindo com a análise da solução, assume-se agora que X+ 6= 0. Desta
maneira, é possível deﬁnir uma nova 1-forma Z := e+/X+, que por sua vez
permite escrever a equação (4.5) de sinal positivo da seguinte forma









Assim, tem-se a conexão ω e a 1-forma e− escritas em termos de outras
variáveis.
Usando esta última equação, a 2-forma  ganha a seguinte forma








∧ e+ = dX ∧ Z. (4.15)































+ dX ∧ ZU = 0⇒ dZ + dX ∧ ZU = 0 (4.16)
Esta última expressão é reduzida a dZˆ = 0 fazendo Z = Zˆ expQ, com Q
deﬁnido como anteriormente. Com essa redução, é possível ainda usar o lema
de Poincaré e escrever Zˆ = df . Finalmente, já se pode escrever a solução
completa
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ω = − dX
+
X+
− VeQ df (4.19)
C = eQX+X− −
∫ X
eQ(y)V (y) dy = C0 (4.20)
onde a equação para e+ é obtida da equação (4.4).
A expressão para a constante C0 pode ser utilizada para escrever X− em
termos de X+ e X. Desta forma, observa-se que há apenas três funções
arbitrárias na solução completa, (f,X,X+), mas há também três graus de
liberdade de calibre. Como veremos mais à frente quando da análise Ha-
miltoniana da teoria, a presença de vínculos de primeira classe neste modelo
sem matéria mostra que a teoria é topológica, no sentido de que não há graus
de liberdade contínuos presentes. Com isso, a única variável que determina
diferentes soluções para uma dada ação é C0 ∈ R.
O papel da constante C0 pode ser observado calculando-se a métrica.
g = ηabe
a ⊗ eb = 2e− ⊗ e+ = eQ df ⊗ [−2 dX + 2X+X−eQ df] (4.21)
Como C0 = eQX+X− − w(X), tem-se que X− = (C0 + w(X))/eQX+.
Desta maneira, a métrica toma a seguinte forma,
g = eQ(X) df ⊗ [−2 dX + 2(C0 − w(X)) df ] . (4.22)
Redeﬁnindo X como dX˜ = − dX expQ, se obtém
g = 2 df ⊗ dX˜ + ξ(X˜) df ⊗ df (4.23)
ξ(X˜) = 2eQ(C0 + w)X=X(X˜) (4.24)
que se reduz ao calibre de Eddington-Finkelstein quando f e X˜ são toma-
dos como coordenadas. Esta expressão é exata e válida para modelos quase
totalmente arbitrários de gravidade dilatônica sem matéria. Outros calibres
podem ser especiﬁcados partindo da última equação. Para tanto, basta con-
siderar (com x0 = t,x1 = r,F ′ = ∂F/∂r e F˙ = ∂F/∂t)
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dX˜ = X˜ ′ dr + ˙˜X dt, df = f ′ dr + f˙ dt, (4.25)
e fazer a substituição na métrica, que uma vez feita resulta no seguinte ele-
mento de linha
( ds)2 = (2f ′X˜ ′+ξf ′2) dr2+(2f˙ ˙˜X+ξf˙ 2) dt2+(f ′ ˙˜X+f˙ X˜ ′+ξf ′f˙) dr dt (4.26)
Em particular, são interessantes os calibres diagonais, uma classe à qual
pertencem o calibre de Schwarzschild e o calibre conforme. Para que o termo
dr dt desapareça, basta considerar
X˜ = X˜(r), (4.27)
X˜ ′ + ξf ′ = 0 (4.28)
onde se assume também que f˙ 6= 0.













⇒ f = −
∫ X˜(r) dX˜
ξ(X˜)
+ f¯(t) = −K(X˜(r))
2
+ f¯(t) (4.31)





Assim, o elemento de linha se torna (usando X˜ ′ = −ξf ′)
( ds)2 = ξ[(f˙ dt)2 − (f ′ dr)2], (4.33)
e o calibre conforme é obtido fazendo f˙ = f ′ = 1.
Requerendo ainda que det g = −1, como nos calibres do tipo Schwarzs-
child, se obtém uma relação entre f ′ e f˙ ,




o que permite escrever o elemento de linha como
( ds)2 = ξf˙ 2 dt2 − 1
ξf˙ 2
dr2. (4.35)
Tomando como exemplo concreto a gravitação com redução esférica em
quatro dimensões, para a qual USRG = 1/2X e VSRG = λ2, se tem que
QSRG =
∫ X








onde o limite inferior foi assim escolhido para que a constante multiplicativa
geral que deve aparecer, como explicado anteriormente, seja igual a 1.
Calcula-se também a função w(X),
w(X) =
∫ X














− 2λ2X 12 = C0, (4.38)
e a função ξ(X˜) ganha a seguinte forma
ξSRG(X˜) = 2e






que escrita em termos da nova variável X˜ ( dX˜ = dX expQ) se lê




⇒ X˜ = −2X 12 (4.40)
⇒ ξSRG(X˜) = −4C0
X˜
+ 4λ2. (4.41)
Ainda no exemplo da SRG, fazendo algumas novas deﬁnições é possível
obter outro resultado interessante. Retomando a equação (4.35), deﬁnamos
f˙ = 1. Isto implica, pela condição de que det g = −1 (conforme a expressão
(4.34)), que f ′ = ±1/ξ. Escolhamos então para f ′ o sinal negativo. Decorre
daí, via condições de diagonalidade da métrica (equações (4.27),(4.28)), que






Assim, o elemento de linha se torna
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Uma nova mudança de variáveis,




⇒ dr˜ = dr
2λ
(4.45)





























que é a famosa métrica de Schwarzschild.
5 Estrutura Global
As propriedades globais da solução para as variáveis geométricas são usual-
mente obtidas estudando as geodésicas do espaço. Para esta análise, é con-
veniente usar coordenadas de Eddington-Finkelstein "ingoing". Escrevendo
as coordenadas como xµ = {v, r}, temos
( ds)2ingoing = dv(2 dr − ξ(r) dv), (5.1)
com ξ∞ = 1.




















(2v˙r˙ − ξ(r)v˙2), (5.3)























Aplicando esta última equação à anterior, ﬁnalmente se tem
r¨ − ξ′r˙v˙ + ξξ
′
2
v˙2 = 0. (5.6)
O vetor kµ = (1, 0) satisfaz a equação de Killing,
kλ∂λgµν + ∂µk
λgλν + ∂νX
λgµλ = 0, (5.7)
o que implica na existência de uma constante de movimento,
gαβk
αx˙β = r˙ − ξ(r)v˙ =
√
|A˜| = constante (5.8)
Desta maneira, pode-se escrever ainda
dr − ξ(r) dv =
√
|A˜| dτ ⇒ dτ = 1√
|A˜|
( dr − ξ(r) dv) (5.9)
⇒ ( dτ)2 = 1|A˜|( dr − ξ(r) dv)
2 = ±( ds)2, (5.10)
onde no último passo identiﬁcou-se o parâmetro τ com o parâmetro usado
no elemento de linha.
Usando esta última equação e substituindo ( ds)2 pela expressão para o
elemento de linha (equação (5.1)), é possível obter uma equação diferencial

















onde cada sinal descreve um tipo de geodésica e a nova constante A = ±|A˜|
absorve os dois sinais de ±( ds)2. Desta maneira, A > 0 corresponde à geo-
désica do tipo tempo e A < 0 à do tipo espaço. Vale notar também que a
geodésica com o sinal negativo dentro dos colchetes passa de forma contínua
pelo horizonte (onde ξ(rh) = 0) para A 6= 0, não sendo, portanto, uma fron-
teira da solução. Esta é uma vantagem do calibre de Eddington-Finkelstein
em relação aos calibres conforme e de Schwarzschild, por exemplo, que pos-
suem singularidades de coordenadas. Assim, os pontos em que ξ(rh) = 0
descrevem singularidades de curvatura.
Agora, com o objetivo de analisar a estrutura global da solução por meio
de diagramas de Penrose, deve-se estudar o comportamento das direções nu-
las neste espaço. Fazendo ( ds)2 = 0 com ( ds)2in = dv(2 dr− ξ(r) dv) tem-se
que
dv = 0⇒ v(1) = constante, (5.12)
2 dr − ξ(r) dv = 0⇒ dv = 2
ξ
dr






⇒ v(2) = K(r) + constante. (5.13)
Deﬁnindo então v˜ = −v e u˜ = v − K(r), as direções nulas se tornam
linhas retas (v˜ = const. e u˜ = const.), e com
dv˜ = − dv, (5.14)
du˜ = dv − 2
ξ(r)
dr, (5.15)
o elemento de linha se torna
( ds)2 = ξ(r) dv˜ du˜. (5.16)
Uma transformação conforme adequada permite mapear ( ds)2 em uma
região ﬁnita sem alterar sua estrutura causal possibilitando a produção dos
diagramas de Penrose. Uma escolha que se sabe funcionar é
( ds˜)2 = Ω2( ds)2 usando Ω2 =
1
(1 + u˜2)(1 + v˜2)
(5.17)
⇒ ( ds˜)2 = ξ(r(u˜)) du˜ dv˜
(1 + u˜2)(1 + v˜2)
. (5.18)
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Analisemos agora como isto funciona para duas escolhas de ξ(r), a pri-
meira ξ(r) = 1, que reduz o elemento de linha ao de Minkowski, e a segunda
ξ(r) = 1− 2M/r, que é o caso do buraco negro de Schwarzschild.
5.1 Minkowski
Fazendo ξ(r) = 1, recuperamos o espaço de Minkowski. O elemento de linha
após a transformação conforme será
( ds˜)2 =
du˜ dv˜
(1 + u˜2)(1 + v˜2)
, (5.19)
onde as variáveis u˜ e v˜ são dadas por
v˜ = −v −∞ < v˜ <∞, (5.20)
u˜ = v − 2(r − r0) −∞ < u˜ <∞. (5.21)
Agora, o formato do elemento de linha inspira a seguinte mudança de
variáveis













( ds˜)2 = dU dV. (5.24)
Uma última mudança de variáveis devolve o elemento de linha do espaço
de Minkowski ao seu formato mais conhecido com a vantagem de poder ser
mapeado em uma região ﬁnita
R = V + U − pi < R < pi, (5.25)





( dR2 − dT 2). (5.27)
Isto já permite criar o diagrama de Penrose, como mostrado na ﬁgura





J + J +
J −J −
Figura 1: Diagrama de Penrose para o espaço de Minkowski
Os regiões marcadas no diagrama são:
i+ : inﬁnito temporal futuro, corresponde a T = pi, R = 0,
i− : inﬁnito temporal passado, corresponde a T = −pi, R = 0,
i0 : inﬁnito espacial, corresponde a R = ±pi, T = 0,
J + : inﬁnito nulo futuro, corresponde a T ±R = pi,
J − : inﬁnito nulo passado, corresponde a T ±R = −pi .
Tratemos agora de uma escolha mais interessante para a função ξ
5.2 Schwarzschild
Fazendo a escolha ξ = 1− 2M
r
, as coordenadas v˜ e u˜ se tornam
v˜ = −v −∞ < v˜ <∞, (5.28)




∣∣∣ −∞ < u˜ <∞. (5.29)


















levando o elemento de linha à seguinte forma






4M du˜ dv˜. (5.32)
Uma nova mudança de variáveis
U = − exp− u˜
4M
−∞ < U < 0, (5.33)
V = − exp− v˜
4M
−∞ < V < 0, (5.34)






2M dU dV. (5.35)
Note que não há mais singularidade em r = 2M , que era uma singula-
ridade de coordenada, porém aquela em r = 0 persiste. As coordenadas U
e V , no domínio deﬁnido anteriormente, correspondem à região r > 2M do
espaço de Schwarzschild original, que pode agora ser estendido fazendo com
que elas valham de −∞ a ∞, contanto que sejam compativeis com r > 0.
Isto é possível, pois, graças ao desaparecimento da singularidade de coorde-
nada, não há mais proibição para os valores U = V = 0, que correspondiam
a r = 2M .
Assim, dados os novos alcances de U e V , uma nova mudança de coorde-
nadas pode ser feita, desta vez para coordenadas limitadas
U ′ = tan−1 U − pi
2




V ′ = tan−1 V − pi
2










2M sec2 U ′ sec2 V ′ dU ′ dV ′. (5.38)
Com a mesma transformação conforme utilizada anteriormente (Ω2 =






dU ′ dV ′. (5.39)

























Figura 2: Diagrama de Penrose para a métrica de Schwarzschild
R = V ′ + U ′ − pi < R < pi, (5.40)







( dR2 − dT 2). (5.42)
O resultado anterior é similar ao encontrado no caso de Minkowski, exceto
pelo fator dependente de r, que nos lembra da singularidade presente em
r = 0. Mapeando a singularidade original pelas transformações de variáveis
obtemos o seguinte
r → 0⇒ T = ±pi
2
Singularidade, (5.43)
produzindo limites para a variável T , que deverá permanecer entre −pi/2 e
pi/2.
O diagrama de Penrose é mostrado na Figura 2
As regiões marcadas no diagrama são:
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i+ : corresponde a T =
pi
2
, R = ±pi
2
,
i− : corresponde a T = −pi
2
, R = ±pi
2
,
i0 : corresponde a R = ±pi, T = 0,
J + : corresponde a T ±R = pi,
J − : corresponde a T ±R = −pi,
Singularidade : corresponde a T = ±pi
2
,
Horizonte : corresponde a T = ±R.
6 Análise Hamiltoniana
Antes de tratar da quantização propriamente dita, é necessário fazer a análise
Hamiltoniana do modelo estudado. O ponto de partida será a Lagrangiana
da gravitação de primeira ordem, já vista na seção anterior, juntamente a
uma Lagrangiana para o campo escalar φ com acoplamento não mínimo ao
campo dilaton. Esta Lagrangiana de matéria é necessária para adicionar
graus de liberdade contínuos ao modelo possibilitando o estudo de processos







dφ ∧ ∗ dφ+ f(φ)
)
. (6.1)

























Temos então as seguintes coordenadas canônicas
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+, X−), φ, (6.5)


























Pode-se ver que exceto no caso do momento conjugado ao campo escalar
φ, não é possível escrever as velocidades generalizadas como funções dos
momentos e coordenadas canônicos, gerando então três conjuntos de três
vínculos primários
Φi = pi −Xi = 0, (6.10)
p¯i = 0, (6.11)
Ki = 0. (6.12)
Calculando os parênteses de Poisson entre esses vínculos, obtemos
{Φi,Φj} = 0, (6.13)
{p¯i, p¯j} = 0, (6.14)
{Ki, Kj} = 0, (6.15)
{Φi, p¯j} = 0, (6.16)
{p¯i, Kj} = 0, (6.17)
{Φi, Kj} = −δijδ(x− y), (6.18)
o que mostra que p¯i são vínculos de primeira classe.
Estes vínculos primários devem ser adicionados à Hamiltoniana original




Φi i = 1, 2, 3
Ki i = 4, 5, 6
, (6.19)
é possível escrever a densidade de Hamiltoniana estendida como Hest = H+
λip¯i + ηiΨi
Seguindo o algoritmo de Dirac, por consistência, exige-se dos vínculos que
estes sejam preservados no tempo, ou seja, os parênteses de Poisson entre os
vínculos e a Hamiltoniana estendida devem ser zero na superfície de vínculos,
isto é, devem ser fracamente zero. Aplicando a condição de consistência aos
vínculos Ψi, tem-se
{Ψi, Hest} ≈ 0⇒ {Ψi, H}+
∫
ηj{Ψi,Ψj} d2y ≈ 0. (6.20)











e determinante não nulo (det{Ψi,Ψj} = δ(x − y)). Isto permite que se
resolva as equações de consistência para os multiplicadores de Lagrange ηj e,
portanto, a construção de parênteses de Dirac.
Sejam F e G funções arbitrárias das variáveis canônicas. Os parênteses
de Dirac dessas duas funções é dado por
{F,G}D = {F,G} −
∫
{F,Ψi}{Ψi,Ψj}−1{Ψj, G} dw dz, (6.22)
onde as integrações são feitas para recuperar a dependência do parêntese de
Poisson nas variáveis das quais F e G dependem originalmente.






















Observe que igualando os vínculos a zero em todo lugar (Ki = 0, Xi = pi)
a dependência em Ki e Xi desaparece, fazendo com que derivadas em rela-
ção a essas variáveis se anulem. Isto faz com que os parênteses de Dirac se
reduzam aos parênteses de Poisson calculados em relação às variáveis (q, p),
(q¯, p¯) e (φ, pi). Desta maneira, é possível recomeçar a análise Hamiltoniana
30
fazendo a identiﬁcação pi ≡ (X,X+, X−) reduzindo assim o número de va-
riáveis canônicas e de vínculos primários como mostrado abaixo.




1 ) pi ≡ (X,X+, X−),




0 ) p¯i = 0→ vínculo primário,
φ, pi.
Com essas identiﬁcações, as densidades de Lagrangiana de gravitação e
de matéria passam a ser escritas da seguinte maneira
L(FOG) = p2(∂0 − q¯1)q2 + p3(∂0 + q¯1)q3 + p1∂0q1 − p2(∂1 − q1)q¯2
− p3(∂1 + q1)q¯3 − p1∂1q¯1 + (q¯2q3 − q¯3q2)V(2p2p3, p1), (6.24)













A densidade de Hamiltoniana estendida passa a ser
Hest = piq˙i − L(FOG)︸ ︷︷ ︸
H(g)
+piφ˙− L(m)︸ ︷︷ ︸
H(m)
−λip¯i. (6.26)
Aplicando a condição de consistência aos vínculos e usando o fato de que
estes são de primeira classe, obtemos∫
{p¯i(x),H(y)} dy ≈ 0⇒
∫
({p¯i,H(g)}+ {p¯i,H(m)}) dy = G(g)i +G(m)i ≈ 0,
(6.27)
onde as variáveis x0 e x1 foram chamadas coletivamente de x, o mesmo tendo
sido feito com y.
Um cálculo simples permite mostrar que
G
(g)

































i ≈ 0. (6.30)
Comparando G(g)i com H(g) e G(m)i com H(m), nota-se que é possível escre-
ver a densidade de Hamiltoniana de uma forma mais conveniente. Para tanto,
é preciso fazer uma integração por partes em H(g), mais especiﬁcamente no
termo pi∂1q¯i, ﬁcando fácil mostrar que
H(g) = −q¯iG(g)i , (6.31)
H(m) = −q¯iG(m)i . (6.32)
Isto nos permite escrever a densidade de Hamiltoniana estendida como
uma soma sobre vínculos
H = H(g) +H(m) − λip¯i
⇒ H = −q¯iG(g)i − q¯iG(m)i − λip¯i
⇒ H = q¯iGi − λip¯i, (6.33)
o que se sabe ser uma característica de sistemas invariantes sob transforma-
ções do parâmetro de evolução temporal.
Para concluir o procedimento de Dirac, é necessário aplicar a condição de
consistência aos vínculos secundários, ou seja,
∫
{Gi,H} dy = −
∫
({Gi, q¯j}︸ ︷︷ ︸
=0
Gj + {Gi, Gj}q¯j + λj {Gi, p¯j}︸ ︷︷ ︸
=0
) dy ≈ 0, (6.34)
onde os termos indicados como iguais a zero o são pelo fato de que os vínculos
Gi não possuem dependência em q¯i ou p¯i, reduzindo a expressão para
−
∫
({Gi, Gj}q¯j) dy ≈ 0. (6.35)
Calculando os parênteses de Poisson entre estes vínculos secundários,
descobre-se que eles formam uma álgebra
{Gi, Gj} = CijkGkδ(x− y) (6.36)
com as seguintes funções de estrutura não nulas (lembrando que Cijk =
−Cjik, dada a antissimetria dos parênteses de Poisson),
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Com isso, a condição de consistência passa a ser dada por
−
∫
CijkGkq¯jδ(x− y) dy = −CijkGkq¯j ≈ 0, (6.38)
que é fracamente zero por ser proporcional aos vínculos secundários, eviden-
ciando a inexistência de vínculos terciários e dando ﬁm ao procedimento de
Dirac.
Vejamos a questão dos graus de liberdade. O número de graus de liber-
dade de uma teoria em que vale a conjectura de Dirac, como é o caso desta,
é dado por
2× (No graus de liberdade) = (No variáveis canônicas)
− (No de vínculos de 2a classe)− 2× (No de vínculos de 1a classe). (6.39)
Como há 14 variáveis canônicas, 6 vínculos de primeira classe e nenhum
de segunda classe, resulta que há apenas 1 grau de liberdade na teoria. Se
não tivéssemos adicionado matéria à teoria, teríamos 12 variáveis canônicas
e 6 vínculos de primeira classe, resultando em nenhum grau de liberdade,
como foi observado anteriormente.
Finalmente, a densidade de Hamiltoniana estendida pode ser escrita adi-
cionando os vínculos secundários (que são também de primeira classe, dado
que {Gi, p¯j} ≈ 0 e {Gi, Gj} ≈ 0),
Hest = −q¯iGi − λip¯i − µiGi, (6.40)
porém a mudança de variáveis q¯′i = q¯i+µi permite simpliﬁcar a Hamiltoniana
para
Hest = −q¯iGi − λip¯i, (6.41)
onde a nova variável q¯′i volta a ser chamada apenas de q¯i por conveniência.
Feita a análise dos vínculos, pode-se prosseguir com a quantização da
teoria, cuja densidade de Hamiltoniana é dada pela equação (6.41).
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7 Quantização
A quantização deste modelo de gravitação dilatônica em 2-D com adição de
matéria será feita inicialmente por meio do procedimento BRST (Becchi-
Rouet-Stora-Tyutin)(conforme [8], [6]) que permitirá a obtenção de uma Ha-
miltoniana com o calibre ﬁxado, o que por sua vez tornará possível que se pro-
ceda a quantização via integrais de trajetória. Veremos que não será necessá-
rio utilizar métodos perturbativos no setor geométrico da teoria, evitando a
necessidade de uma separação das variáveis geométricas em um background
a partir do qual se adicionam ﬂutuações. Estes métodos perturbativos ﬁcarão
restritos ao setor de matéria da teoria.
7.1 O procedimento BRST
O primeiro passo deste procedimento é a introdução de alguns campos ex-
tras na teoria, a começar pelos chamados campos fantasma bi e ci, um para
cada vínculo existente. Estes são campos de Grassmann, portanto anticomu-
tativos, que possuem número fantasma igual a 1 (gh(bi) = gh(ci) = 1).
Além destes, adiciona-se também seus respectivos momentos conjugados,
conhecidos como antifantasmas e denotados pbi e p
c
i , que apesar de serem
anticomutativos como os fantasmas, possuem número fantasma igual a −1
(gh(pbi) = gh(p
c
i) = −1). Finalmente, inclui-se também um campo comuta-
tivo, denotado hi que servirá como momento conjugado ao multiplicador de
Lagrange λi.
Desta maneira temos agora as seguintes variáveis canônicas
Coordenadas:
bosônicas: qi, q¯i, φ, λi número fantasma = 0
fermiônicas: bi, ci número fantasma = 1
Momentos:
bosônicos: pi, p¯i, pi, hi número fantasma = 0
fermiônicos: pbi , p
c
i número fantasma = −1
Os parênteses de Poisson dos fantasmas são dados por
{bi(x), pbj(y)} = {ci(x), pcj(y)} = −δijδ(x− y), (7.1)
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e se anulam sempre que calculados com alguma das variáveis originais.
Agora, à densidade de Hamiltoniana original, que é invariante sob trans-
formações de calibre, é adicionado um novo termo dado pela ação da trans-
formação BRST, denotada por s, em um férmion Ψ, que ﬁxará o calibre (o
chamado gauge ﬁxing fermion). Esta nova Hamiltoniana Hgf (gf de gauge
ﬁxed) pode ser escrita também utilizando a carga BRST Ω, que é geradora
da transformação BRST, e será mais conveniente.
Hgf = Hest + sΨ = Hest + {Ψ,Ω} (7.2)
Observe que esta nova Hamiltoniana ainda possui simetria BRST, posto
queHest é invariante sob transformações de calibre e sΨ = {Ψ,Ω} é invariante
dada a nilpotência da transformação BRST.
Para seguir adiante, é necessário encontrar a expressão para a carga Ω.
Isto será feito buscando uma expressão que possua as seguintes propriedades
essenciais à carga BRST (como visto em [8]):
1. gh(Ω) = 1
2. Ω deve ser fermiônico
3. {Ω,Ω} = 0 (condição de nilpotência)
4. {Hest,Ω} deve se reduzir a uma transformação de calibre usual
A propriedade 1 implica que cada termo que compõe Ω deve ser um pro-
duto de n fantasmas com n − 1 antifantasmas e a propriedade 2 indica que
cada termo deve ser um produto de um número ímpar de variáveis fermiôni-
cas. Estas informações já fornecem balizas para a determinação da carga.
Levando em conta agora a propriedade 4 e o fato conhecido de que víncu-
los de primeira classe são os geradores de transformações de calibre, é possível
fazer uma primeira tentativa para o formato de Ω,
Ω = bip¯i + ciGi. (7.3)
Esta tentativa respeita as propriedades 1, 2 e 4, mas será nilpotente? Um
cálculo simples mostra que não.
{Ω,Ω} = cicjCijkGkδ(x− y) (7.4)
Para cancelar este termo, adiciona-se um novo termo à Ω. A equação
(7.4) sugere algo do tipo Aijkcicjpck, que satisfaz 1 e 2 contanto que Aijk
sejam funções comutativas de número fantasma 0. Assim,
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Ω = bip¯i + ciGi + Aijkcicjp
c
k. (7.5)
A exigência de nilpotência implica que a carga Ω tenha a seguinte forma,






A prova disso é dada no Apêndice A.
Esta carga é fermiônica, tem número fantasma igual a 1 e é nilpotente
por construção. Será necessário integrá-la (
∫
Ω d2x) para que quando forem
calculados os parênteses de Poisson {Ψ,Ω}, a função delta resultante seja
eliminada. Para checar a propriedade 4, basta calcular os parênteses de
Poisson desta carga com a densidade de Hamiltoniana estendida e veriﬁcar
que eles se anulam. Isto é simpliﬁcado observando que podemos escrever
Hest = −q¯iGi − λip¯i = {pci q¯i,Ω} − λip¯i. (7.7)
Assim, temos
{Hest,Ω} = {{pci q¯i,Ω},Ω} − λi{p¯i,Ω} = 0, (7.8)
pois o primeiro termo se anula pela nilpotência de Ω e o segundo se anula
pelo fato de Ω não depender de q¯i.
Deﬁnida a carga BRST, resta fazer a escolha do férmion que ﬁxará o
calibre na Hamiltoniana. A escolha do calibre é condicionada apenas por
três exigências: que Ψ seja fermiônico e possua número fantasma igual a
−1 (gh(Ψ) = −1), para garantir que a Hamiltoniana seja bosônica e tenha
número fantasma igual a 0, e que {Ψ,Ω} 6= 0, para que não se obtenha
novamente a Hamiltoniana original. À parte destas exigências, a escolha de
calibre é absolutamente arbitrária, já que o resultado ﬁnal da quantização não
pode depender dela. Entretanto, nem todo calibre permite que se proceda o
cálculo das integrais de trajetória, fazendo com que a arbitrariedade original
acabe substituída por uma especiﬁcidade muito grande. Um calibre que se
sabe ser muito útil para o caso em estudo é o chamado calibre temporal,
como visto em [10],
q¯i = ai, (7.9)
onde ai é uma constante tal que não produza uma métrica singular. No caso,
será escolhido ai = (0, 1, 0) de acordo com outros trabalhos no tema.
Uma escolha de férmion que produz este calibre e possibilita o cálculo das
integrais de trajetória é a seguinte,
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Ψ = pciai = p
c
2. (7.10)
Escolhido o férmion, a densidade de Hamiltoniana será dada por
Hgf = Hest +
∫
{pc2,Ω} d2y, (7.11)
que resulta ﬁnalmente em
Hgf = −q¯iGi − λip¯i −G2 − C2jkcjpck. (7.12)
A densidade de Lagrangiana correspondente será
Lgf = piq˙i + p¯i ˙¯qi + piφ˙+ hiλ˙i + pbi b˙i + pci c˙i −Hgf . (7.13)
7.2 A quantização via integrais de trajetória
A quantização será feita com integrais de trajetória sobre cada variável canô-
nica do espaço de fase estendido. Além da densidade de Lagrangiana en-
contrada anteriormente, serão adicionadas, por conveniência, fontes para as
variáveis qi, pi e φ, resultando na expressão seguinte
W =
∫





(Lgf + Jipi + jiqi + σφ) dx2
]
, (7.15)
A primeira integração será feita em relação à λi, tendo seguinte forma
W =
∫






exp (. . .), (7.16)
onde o termo a ser integrado foi obtido via integração por partes no termo
hiλ˙i presente em Lgf . Os pontos (. . .) substituem as partes da expressão que
não afetam a integração em curso, que produz o resultado a seguir
W =
∫






exp(. . .). (7.17)
A segunda integração será em relação à p¯i, que por conta do funcional











exp(. . .). (7.18)
Com uma integração por partes no termo da Lagrangiana em evidência














(. . .)Dhiδ[∂20hi +Gi] exp(. . .). (7.20)








(. . .)Dhi det(∂20)−1δ[hi − hˆi] exp(. . .), (7.22)
onde hˆi são as soluções para ∂20hi + Gi = 0. A integração em hi agora é










exp(. . .). (7.23)











sendo que no caso em questão esta matriz funcional N é dada por
N =
∂0 0 00 ∂0 0
0 0 ∂0
 , (7.25)





(. . .)DciDpci det(∂0) exp
∫
[pci c˙i − pckC2jkcj] exp(. . .), (7.26)








(piq˙i + piφ˙+G2 + Jipi + jiqi + σφ
]
. (7.27)
Note que a Lagrangiana efetiva que aparece é justamente aquela que se
obteria fazendo q¯i = (0, 1, 0) na Hamiltoniana original, justiﬁcando a aﬁrma-
ção de que a escolha do férmion Ψ = pc2 produziria este calibre.
O termo detM que aparece na expressão anterior é o determinante da
matriz funcional dada por
M =


















Lembrando que V = U(p1)p2p3 + V (p1), esse determinante passa a ser
detM = det(∂0)
2 det (∂0 − p2U(p1)) . (7.30)
Seguindo agora para a integração do momento pi, observa-se que os termos

















2 + F (p1)q3f(φ)
]
︸ ︷︷ ︸
não depende de pi
, (7.31)
















que, como se sabe, produz a raiz quadrada inversa de um determinante do
fator que multiplica pi2 vezes o integrando avaliado no seu ponto estacionário,
dado por






Chega-se assim à expressão seguinte (excluindo termos que não dependem
dos campos, pois não afetam o propagador),
W =
∫







onde L(1) é a densidade de Lagrangiana efetiva,
L(1) =piq˙i + ∂1p2 + p2q1 + q3(V (p1) + U(p1)p2p3)
+ F (p1)((∂0φ)(∂1φ)− q2(∂0φ)2 + q3f(φ)) + Jipi + jiqi + σφ. (7.35)
É necessário agora fazer uma observação quanto à medida utilizada na
integração em relação à matéria. Da forma como está, a medida Dφ não é
covariante, o que, como salientado em [9], pode gerar anomalias, mostrando
que a medida funcional não é desprovida de signiﬁcado físico. Lá é argumen-
tado que a medida covariante correta seria (Dφ√(e)). No caso em estudo,
como foi escolhido o calibre temporal q¯i = (0, 1, 0), essa medida passa a ser
então Dφ√q3. Note a presença de um termo similar na equação (7.34). A
solução adotada em [11] é a inserção à mão de um termo
√
q3/q2 à medida.
Essa solução um tanto artiﬁcial é justiﬁcável por não se saber qual seria a
medida correta a priori, então ﬁcamos com uma conveniente.
Apesar desta inserção ocorrer um tanto tarde, uma vez que várias inte-
grações já foram feitas, graças à escolha judiciosa de calibre nenhuma inter-
ferência ocorre, já que o determinante do vielbein se reduz a (e) = q3, uma
variável que ainda não foi integrada.
Feito o ajuste na medida, o próximo passo será a integração das coor-
denadas qi. Para tanto, escreve-se o fator
√
(det q3) como uma integral de










onde v é um campo comutativo e η e η¯ são campos anticomutativos.
A situação agora é a seguinte
W =
∫








com L(2) diferindo de L(1) pela adição de h = v2 + η¯η e por uma integração
por partes no termo piq˙i, resultando em
L(2) =− p˙iqi + ∂1p2 + p2q1 + q3(V (p1) + U(p1)p2p3)
+ F (p1)((∂0φ)(∂1φ)− q2(∂0φ)2 + q3f(φ)) + Jipi + jiqi + σφ+ hq3.
(7.38)
Esta densidade de Lagrangiana possui apenas termos lineares em qi, fa-
zendo com que as integrações produzam três funcionais delta
W =
∫






× δ[∂0p1 − p2 − j1]δ[∂0p2 + F (p1)(∂0φ)2 − j2]
× δ[∂0p3 − V (p1)− U(p1)p2p3 − F (p1)f(φ)− h− j3], (7.39)
com
L(3) = ∂1p2 + F (p1)(∂0φ)(∂1φ) + Jipi + σφ. (7.40)
Note que o termo ∂1p2 pode ser excluído considerando que p2 se anule
nos limites da integração em x1, o que será feito a partir de agora. Para
prosseguir, é necessário resolver as equações diferenciais que servem como ar-
gumento dos funcionais delta em (7.39). Isto não pode ser feito exatamente
para interações arbitrárias com a matéria. Examinemos então o caso mais
simples, o caso sem matéria, que mostrará algumas características importan-
tes para o caso mais geral.
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7.3 GDT sem matéria
O caso sem matéria é obtido fazendo F (p1) = 0. Esta escolha faz com que o









× δ[∂0p1 − p2 − j1]δ[∂0p2 − j2]
× δ[(∂0 − U(p1)p2)p3 − V (p1)− j3]. (7.41)
Resolvendo os argumentos dos dois primeiros funcionais delta obtemos
∂0p2 − j2 = 0⇒ p2 = B2 = p¯2 + ∂−10 j2, (7.42)
∂0p1 − p2 − j1 = 0⇒ p1 = B1 = p¯1 + ∂−10 (p2 + j1). (7.43)
A terceira equação diferencial exige um pouco mais de trabalho
(∂0 − U(p1)p2)p3 = V (p1) + j3 (7.44)
Multiplicando a equação anterior por um fatorA tal que (∂0−U(p1)p2)p3A =
∂0(p3A), temos
∂0A = −U(p1)p2A⇒ lnA = − ∂−10 (U(p1)p2)︸ ︷︷ ︸
Q
⇒ A = e−Q, (7.45)
produzindo portanto
∂0(p3e
−Q) = e−Q(V (p1) + j3)
⇒ p3 = B3 = eQ[∂−10 e−Q(V (p1) + j3) + p¯3]. (7.46)
Os p¯i que aparecem nas soluções das equações diferenciais são funções
apenas de x1, aparecendo como constantes de integração associadas a ∂
−1
0 .
Com as soluções das equações e novamente utilizando a generalização









× [det(∂0)2 det(∂0 − p2U(p1))]−1δ(pi −Bi). (7.47)
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Observe que os determinantes produzidos cancelam exatamente o termo








A expressão anterior é exata e correta, porém possui uma característica
inaceitável ﬁsicamente: no limite Ji → 0 a Lagrangiana se anula, levando
consigo toda dinâmica. Este problema é resolvido com a adição de um novo
termo à densidade de Lagrangiana, cuja origem é a existência de ambiguida-
des por conta da presença do operador ∂−10 na solução das equações diferen-
ciais para os momentos pi. Isto é discutido com mais detalhes no Apêndice





d2x(JiBi − e−Q(j3 + V (B1))g¯3(x1))
]
, (7.49)
onde g¯3(x1) é uma função arbitrária apenas de x1, e o termo novo não desa-
parece quando as fontes se anulam.
7.4 GDT com matéria
No caso com matéria, a situação antes das integrações em pi é a seguinte
W =
∫






× δ[∂0p1 − p2 − j1]δ[∂0p2 + F (p1)(∂0φ)2 − j2]
× δ[∂0p3 − V (p1)− U(p1)p2p3 − F (p1)f(φ)− h− j3], (7.50)
com
L(3) = F (p1)(∂0φ)(∂1φ) + Jipi + σφ. (7.51)
Chamando de Bˆi a solução das equações diferencias que servem de argu-
mento aos funcionais delta neste caso com matéria, temos
W =
∫






d2x(F (p1)(∂0φ)(∂1φ) + Jipi + σφ)
]
. (7.52)









+JiBˆi + σφ− g¯3e−Qˆ(V (Bˆ1) + F (Bˆ1)f(φ) + h+ j3)]
]
, (7.53)
onde −g¯3e−Qˆ(V (Bˆ1)+F (Bˆ1)f(φ)+h+j3) é o termo ambíguo com origem em
J3Bˆ3, análogo ao obtido no caso sem matéria, como explicado no apêndice.
A notação Qˆ denota que Q possui agora dependência em Bˆ1 e Bˆ2. Note que
o termo h aparece não só no termo ambíguo como também diretamente em





−Qˆ(V (Bˆ1) + F (Bˆ1)f(φ) + h+ j3) + p¯3
]
. (7.54)











+JiBˆi|h=0 + σφ− g¯3e−Qˆ(V (Bˆ1) + F (Bˆ1)f(φ) + j3)]
}
, (7.55)
onde E+1 é dado por
E+1 = −[g¯ + (∂−10 J3eQˆ)]e−Qˆ. (7.56)
Observe que para Ji = 0, E
+
1 se reduz à q3 quando expresso como a deri-
vada funcional de W em relação a j3. Entretanto, este termo possui também
dependência no campo escalar, por meio da dependência em Bˆ1 presente em
Qˆ, o que leva em conta a interação entre geometria e matéria.
A integração restante não pode ser resolvida exatamente, o que nos leva
à utilização de métodos perturbativos. Para simpliﬁcar a discussão, redu-
ziremos a arbitrariedade do modelo, analisando primeiramente o caso de
acoplamento mínimo sem autointeração.
7.5 Acoplamento mínimo sem autointeração local
O caso de acoplamento mínimo sem auto interação local é caracterizado por
F (p1) = 1 e f(φ) = 0. Aplicando estas escolhas na expressão (7.55), temos o











+JiBˆi|h=0 − g¯3e−Qˆ(V (Bˆ1) + j3) + σφ]
]
. (7.57)
O primeiro passo é obter as expressões para Bˆi. Pode-se escrever estas
soluções como modiﬁcações das soluções encontradas no caso sem matéria,
produzindo
Bˆ1 = B1 − ∂−20 (∂0φ)2, (7.58)





−Qˆ(V (Bˆ1) + j3) + p¯3
]
. (7.60)
Os termos Bˆ1 e Bˆ2 são de segunda ordem em φ. Já em Bˆ3, a dependência
em φ se dá indiretamente, por meio da dependência de Qˆ em Bˆ1 e Bˆ2. Assim,
é necessário expandir todos os termos da Lagrangiana efetiva que dependam
de Bˆi. Começando por Qˆ obtemos
Qˆ = ∂−10 (U(Bˆ1)Bˆ2)
= ∂−10
[
(U(B1)− U ′(B1)∂−20 (∂0φ)2)(B2 − ∂−10 (∂0φ)2)
]
= ∂−10 (U(B1)B2) + ∂
−1
0
[−(U(B1) +B2U ′(B1)∂−10 )∂−10 (∂0φ)2 +O(φ4)]




onde U ′ denota derivação em relação ao argumento B1.
Expandindo também V (Bˆ1), temos
V (Bˆ1) = V (B1)− V ′(B1)∂−20 (∂0φ)2 +O(φ4). (7.62)
Usando estas expansões até segunda ordem em φ na expressão para Bˆ3,
leva a
Bˆ3 =B3 − eQ
[
∂−10 (e
−QV ′(B1)∂−20 ) (7.63)







Já o termo ambíguo presente na Lagrangiana toma a seguinte forma
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g¯3e
−Qˆ(V (Bˆ1) + j3) = g¯3e−Q(V (B1) + j3) (7.64)
+ g¯3e
−Q((V (B1) + j3)G− V ′(B1)∂−20 )(∂0φ)2 +O(φ4),
enquanto E+1 se torna
E+1 =− (g¯3 + (∂−10 J3eQ))e−Q (7.65)
− eQ [g¯3 + (∂−10 J3eQ)G+ (∂−10 J3eQG)] (∂0φ)2 +O(φ4).
Apesar de haver um termo de segunda ordem em φ na expressão anterior,
este será descartado, pois restituindo os fatores de h¯ se observa que este
termo é de ordem h¯0, enquanto os outros termos que serão mantidos são de
ordem h¯−1. Por simplicidade, de agora em diante o termo de ordem zero no
campo escalar em E+1 será denotado simplesmente por E
+
1 . Assim, a integral























2 +O(φ4) + σφ]} ,
onde E−1 é a soma de todos os termos quadráticos em φ obtidos nas expan-
sões. Note que E−1 possui várias contribuições não-locais, graças à presença
repetida do operador ∂−10 . Ele é dado explicitamente por
E−1 =− J1∂−20 − J2∂−10 − J3eQ
[
∂−10 (e




−Q((V (B1) + j3)G− V ′(B1)∂−20 ).
(7.67)
Os termos de ordem φ4 adiante serão tomados como vértices, retirados
da integral e escritos como derivadas funcionais em relação à fonte σ, sendo
denotados genericamente por Z.

















Pelos motivos explicados anteriormente sobre a escolha de uma métrica
covariante para as integrações do campo escalar, é conveniente escrever a
expressão anterior com uma ligeira modiﬁcação, explicitando o papel do de-




















Isto justiﬁca a notação E+1 e E
−
1 como sendo os fatores que fazem o papel
das compononentes dos zweibeine após a integração das variáveis geométri-

































em que ∆ é o propagador. Isto nos leva ﬁnalmente à expressão ﬁnal para W
W = exp
[















Assim, temos uma teoria efetiva não-exata para o campo escalar φ. Esta
teoria possui autointerações não-locais já em segunda ordem no campo es-
calar, como foi salientado anteriormente. Isto produz diﬁculdades quando
se deseja reproduzir esta teoria no contexto da geometria não-comutativa
mais simples (aquela com produto estrela de Moyal), pois, como será expli-
cado mais adiante, uma teoria dete tipo é equivalente até segunda ordem
nos campos à sua contrapartida comutativa. Assim, já neste caso relativa-
mente simples de acoplamento mínimo e autointeração local nula, se mostra
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necessário o desenvolvimento de outros esquemas de quantização em teorias
quânticas de campos não-comutativas. Mais sobre isto adiante.
Além dos tratados aqui, casos com acoplamento não-mínino ou autointe-
ração local também podem ser considerados usando essencialmente o mesmo
procedimento, porém com resultados certamente mais complicados.
Consideremos em mais detalhes o caso mais interessante de gravitação
com redução esférica (SRG) e acoplamento não mínimo.
7.6 SRG com acoplamento não-mínimo
O caso de gravitação com redução esférica e acoplamento não-mínimo é ca-
racterizado pelas seguintes escolhas
V (p1) = 2 U(p1) =
1
2p1
f(φ) = 0 F (p1) = −p1
2
onde a escolha da função V (p1) corresponde a tomar λ =
√
2 na ação (3.3).
Aplicando estas deﬁnições na expressão (7.55), temos
W =
∫











+JiBˆi + σφ− g¯3e−Qˆ(2 + j3)
]}
. (7.73)
Analisemos então alguns aspectos interessantes deste modelo
7.6.1 Vértices
Os vértices podem ser obtidos da expressão anterior expandindo os termos
Bˆi presentes na ação em potências de (∂0φ)2, da forma como foi feito no caso
de acoplamento mínimo da seção anterior. Entretanto, este procedimento é
complicado já nas primeiras ordens da expansão e por este motivo será usado
um outro procedimento mais eﬁcaz para se obter os vértices de φ4. Porém,
antes de começar o cálculo direto dos vértices, já se pode observar algumas
de suas características pela expressão anterior.
Primeiramente, considerando que os termos Bˆi produzirão potências de
(∂0φ)
2 e que na Lagrangiana efetiva a contribuição do campo também é
quadrática, teremos apenas vértices pares, ou seja, vértices do tipo φ2n. Além
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disto, deve haver dois tipos de vértices. O primeiro, chamado simétrico, é





d2x1 . . . d
2xnv
(2n)
s (x1, . . . , xn)(∂0φ)
2
x1
. . . (∂0φ)
2
xn . (7.74)
Já o segundo tipo, assimétrico, tem origem no termo −(Bˆ1/2)(∂0φ)(∂1φ),
não estando, portanto, presente no caso de acoplamento mínimo, onde apenas
os vértices simétricos aparecem. O vértice assimétrico possui a seguinte forma
V (2n)ass =
∫
d2x1 . . . d
2xnv
(2n)
ns (x1, . . . , xn)(∂0φ∂1φ)x1(∂0φ)
2
x2




Estes vértices tem caráter não-local, em decorrência da presença repetida
do operador ∂−10 nos Bˆi, razão pela qual a expansão dos termos de interação
na Lagrangiana é tão complicada. Para contornar essas diﬁculdades, vamos
prosseguir com o procedimento adotado em [11].
Observa-se inicialmente que as funções v(2n) dos vértices são obtidas to-
mando as derivadas funcionais da Lagrangiana efetiva em relação aos campos.
No caso dos vértices φ4, temos








Para realizar estas derivações, é conveniente tomar os campos como loca-







É suﬁciente tomar apenas o primeiro termo desta expansão para se en-








(∂0φ)(∂1φ) =: φ1 = c1δ
2(x− y). (7.80)
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Agora, o próximo passo é resolver as equações de movimento para pi e
qi até primeira ordem em c0 e c1. Estas equações podem ser obtidas mais
facilmente fazendo as variações δqi e δpi da densidade de Lagrangiana L(1)












−p1(φ1 − q2φ0)] , (7.81)
levando às seguintes equações para os momentos
∂0p1 = p2, (7.82)
∂0p2 = p1φ0, (7.83)















O objetivo é substituir as soluções para estas equações de movimento no
termo de matéria da Lagrangiana efetiva L(1), ou seja, em −p1(φ1 − q2φ0),
sem alterar os termos cinéticos. Assim, este termo seria dado por
L = −p1(c0)φ1 + p1(c0)q2(c0, c1)φ0. (7.88)
Os vértices φ4 serão dados pelos termos de segunda ordem nos coeﬁcientes
c, e, divididos em simétrico e assimétrico, são dados por



































Figura 3: Vértices simétrico e assimétrico
As soluções para as equações de movimento de p1 e q2, que devem ser
usadas nas duas expressões anteriores, são, conforme [13], dadas por
p1(x) = x





p1 − 2c0(y0)3/2 − c1y0 + (c1 − 6c0(y0)1/2)p1)
× θ(y0 − x0)δ(x1 − y1). (7.92)












× (3x0 + 3y0 + 2
√
x0y0)δ(x1 − y1), (7.93)
e para o vértice assimétrico
V (4)ass = −
∫∫
d2x d2yφ0(x)φ1(y)|x0 − y0|x0δ(x1 − y1), (7.94)









Como antecipado, os vértices são não-locais na componente "temporal"(componente
0), e são representados na ﬁgura 3.
7.6.2 Elemento de Linha Efetivo
No calibre que foi adotado quando da quantização do modelo (q¯i = (0, 1, 0)),
o elemento de linha toma a seguinte forma
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( ds)2 = 2q3 dx
1( dx0 + q2 dx
1). (7.95)
As soluções das equações de movimento para q3 (equação (7.87)) e p2
(equação (7.83)), dadas, em primeira ordem em c0, por

























Note que a deﬁnição da variável r é bastante natural dado o papel que p1, o
dilaton, exerce na métrica quadridimensional com redução esférica (expressão
(3.1)), que foi o ponto de partida deste trabalho.
Usando as expressões explícitas para q2 e p2, é simples notar que na região
x0 > y0, K(r, u) = 1 e p2 = 1, fazendo com que o elemento de linha se reduza
a
( ds)2 = 2 du dr + ( du)2, (7.101)
que é o elemento de linha do espaço de Minkowski. Isto é resultado da escolha
das constantes de integração nas soluções das equações de movimento para
qi e pi. Já na região x0 < y0, obtemos um resultado mais interessante, no
























0)1/2 − c1)δ(x1 − y1), (7.104)
d = 2c0y
0δ(x1 − y1). (7.105)
A função K(u, r) possui zeros localizados aproximadamente em r = 1/a,
no que seria um horizonte de Rindler, e em r = 2m, que corresponde a um
horizonte de Schwarzschild, descrevendo o chamado buraco negro virtual.
7.6.3 O Buraco Negro Virtual
Um buraco negro virtual é um buraco negro que existe temporariamente.
Observando o elemento de linha efetivo obtido na subseção anterior, vemos
que, para valores de a e d desprezíveis, o que se observa é justamente a
presença de um buraco negro no região x0 < y0 que desaparece na região
assintótica x0 > y0. Este buraco negro aparece como resultado da interação
da matéria com a geometria.
Na análise clássica do modelo, foi encontrada uma quantidade que se
conservava, ou mais especiﬁcamente, a parte geométrica desta quantidade, já
que naquele momento ainda não havia sido adicionada matéria ao modelo. No





Com as expressões já encontradas para p1 e p2 e com a seguinte solução
para p3
p3 = 4c0x
0 + 4y0(y0 +
√
x0y0)θ(y0 − x0)δ(x1 − y1), (7.107)




0 − x0)δ(x1 − y1). (7.108)
Note que C se anula na região x0 > y0, porém sofre um salto na região
do buraco negro virtual. Observe também que o valor de C é proporcional
à massa do buraco negro se a contribuição de φ1 puder ser desconsiderada,
como ocorreria se considerássemos, por exemplo, SRG com acoplamento mí-
nino (F (p1) = 1).
Desta maneira, é possível interpretar a não-localidade dos vértices como
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resultante da aparição de um buraco negro virtual em um estágio interme-
diário.
8 Não-Comutatividade







' 1, 6× 10−33cm, (8.1)
seja necessário abandonar o tratamento do espaço-tempo como uma varie-
dade, pois haveria um limite para a precisão com que se poderia localizar um
objeto. Esta seria uma necessidade independentemente de qual teoria de gra-
vitação quântica que se considere, seja teoria de cordas, gravitação quântica
em loop ou outra qualquer, como é argumentado em [17]. Em linhas gerais, o
argumento é o seguinte: a medição de uma coordenada com precisão a, gera
uma incerteza em momento da ordem de 1/a. Desconsiderando energias de
repouso, isto siginiﬁca que deve ser transmitida ao sistema uma energia tam-
bém de ordem 1/a. A presença de energia gera um campo gravitacional que




gµνR = 8piTµν . (8.2)
Quanto menor a incerteza, maior será o campo gravitacional produzido,
até o ponto em que um buraco negro é gerado impedindo que qualquer sinal
deixe a região, o que inviabiliza a medida. Desta maneira, existe um limite
a partir do qual a noção de um ponto no espaço-tempo se perde, se não no
sentido real, ao menos no sentido operacional, exigindo uma estrutura que a
substitua.
Esta situação indica que deve haver uma relação de incerteza entre as




Portanto, seguindo esta analogia, uma forma de incorporar esta caracte-
rística é promover as coordenadas do espaço-tempo a operadores Hermitianos
que obedecem a seguinte relação de comutação
[xˆµ, xˆν ] = iθµν , (8.4)
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na qual, no caso mais simples, θ é uma matriz constante, antissimétrica e
com dimensões de comprimento ao quadrado. Esta relação de comutação
induz a relação de incerteza.
Se a não-localidade das teorias não-comutativas é um aspecto que agora
nos interessa, este não era o caso quando da introdução detas teorias, que
visavam inicialmente resolver problemas ligados à divergências em teorias
como eletrodinâmica quântica, o que fez com que o estudo mais aprofundado
da não-comutatividade se desse apenas muitos anos depois. Outra razão
é a violação da invariância de Lorentz da teoria, cujos efeitos devem, por
consistência, desaparecer em escalas superiores a θ, o que não é garantido
([15]).
Vejamos então como implementar a não-comutatividade em uma teoria
quântica para um campo escalar em duas dimensões, seguindo o enfoque
dado em [14].
8.1 Quantização de Weyl
O procedimento objetiva associar um operador quântico a uma função das
variáveis do espaço de fase. Considerando que se possa descrever qualquer






deﬁnimos o símbolo de Weyl como







em que xµ denota as coordenadas e xˆµ os operadores que obedecem a relação
de comutação (8.4). Além disso, o símbolo de Weyl é Hermitiano para funções
f(x) reais e pode ser escrito da seguinte maneira













Pode-se introduzir também derivadas de operadores com as propriedades
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[∂ˆµ, xˆ
ν ] = δνµ, (8.9)
[∂ˆµ, ∂ˆν ] = 0. (8.10)




Integrando a expressão anterior por partes e assumindo a anulação dos
termos de fronteira, temos [
∂ˆµ, Wˆ [f ]
]
= Wˆ [∂µf ] . (8.12)
Decorre da relação (8.11), que é possível representar geradores de trans-










= ∆ˆ(x− v). (8.13)
Como o traço de um operador se conserva sob transformações de simila-
ridade como a da expressão anterior, se calcularmos o traço do operador de
Weyl teremos
Tr Wˆ [f ] =
∫
d2xf(x) Tr ∆ˆ(x) =
∫
d2xf(x) Tr ∆ˆ(x− v), (8.14)
o que implica que o traço do operador ∆ˆ(x) deve ser independente de x.
Escolhendo a normalização Tr ∆ˆ(x) = 1,que corresponde a deﬁnição usual
do traço, o traço do operador de Weyl se reduz a uma integração
Tr Wˆ [f ] =
∫
d2xf(x). (8.15)































































O traço da expressão anterior pode ser calculado levando em conta a
normalização do traço do operador ∆ˆ(x) e a antissimetria de (θ−1)µν , que faz





= δ2(x− y). (8.21)
Assim, o mapa que leva funções em operadores de Weyl é inversível, com






Com estas deﬁnições, podemos tratar o produto de operadores de Weyl,
que serão usados para promover teorias comutativas em teorias não-comutativas.
É o que será feito agora.
8.2 O Produto Estrela de Moyal
Consideremos o produto de dois operadores de Weyl Wˆ [f ] e Wˆ [g]












onde a expressão (8.17) foi utilizada. Para tomar o traço deste produto, é
preciso saber o traço de eikµxˆ
µ
. Pela normalização escolhida para o traço de




































Logo, o produto Wˆ [f ]Wˆ [g] pode ser visto como Wˆ [f ?g], em que ? denota
o produto estrela de Moyal, deﬁnido pela expressão acima entre colchetes,
que pode ser escrita de forma mais conveninente como









O produto estrela de Moyal é associativo, porém não é comutativo. Ele se
reduz ao produto convencional no limite θ → 0. De forma mais geral, temos
Tr
(




d2xf1(x) ? f2(x) . . . ? fn(x), (8.27)
que é invariante sob permutações cíclicas das funções fi.
Em particular, quando n = 2 na expressão anterior, usando a expansão
em série do produto estrela de Moyal, obtemos
∫












θµ1ν1 . . . θµrνr
[∫
d2x∂µ1 . . . ∂µrf(x)∂ν1 . . . ∂νrg(x)
]
(8.28)
A integração entre colchetes pode ser escrita ainda como
∫
d2x [∂µ1 (∂µ2 . . . ∂µrf(x)∂ν1 . . . ∂νrg(x))
− ∂µ2 . . . ∂µrf(x)∂µ1∂ν1 . . . ∂νrg(x)] (8.29)
O primeiro termo é uma derivada total, e se anula assumindo que os
termos de superfície também desapareçam. Já o segundo termo vai se anular
quando contraído com a matriz θµ1ν1 , pois
58
θµ1ν1∂µ1∂ν1g(x) = 0, (8.30)
pela antissimetria de θµν . Desta maneria,∫
d2xf(x) ? g(x) =
∫
d2xf(x)g(x). (8.31)
Com esses elementos já é possível estudar teorias não-comutativas.
8.3 Teoria de Campo Escalar φ4
Por meio da quantização deWeyl, é possível transformar a teoria escalar usual
em uma teoria não-comutativa substituindo os campos φ por seu operador

































φ ? φ ? φ ? φ
)
, (8.33)
em que o produto estrela de Moyal foi suprimido nos termos quadráticos por
conta da propriedade (8.31). Portanto, uma teoria não-comutativa livre é
idêntica a sua contrapartida comutativa. As diferenças aparecem nos termos

















ka × kb = kaµθµνkbν . (8.35)

























A única diferença entre este vértice e o que seria obtida na teoria comu-
tativa usual é o termo







que desaparece no limite θ → 0. Como este vértice possui dependência não-
polinomial nos momentos, a interação é não-local, possuindo um número
inﬁnito de derivadas quando escrito em termos das coordenadas.
8.4 Teoria Dilatônica versus Teoria Não-Comutativa
Com o estudo detalhado do modelo de gravitação em duas dimensões e uma
visão geral sobre teoria quântica de campos em espaços não-comutativos, já
é possível tirar algumas conclusões quanto à compatibilidade entra as duas
teorias.
A quantização da gravitação na teoria dilatônica com adição de matéria
produziu uma ação efetiva para o campo escalar. Esta teoria efetiva era não-
local em decorrência da aparição repetida de operadores ∂−10 . Como visto
estudando o modelo de teoria dilatônica generalizada com acoplamento mí-
nimo e sem auto-interação local (seção 7.5), feitas as integrações sobre todas
as variáveis geométricas e prosseguindo com a expansão em potências de φ,
foi mostrado que a teoria já era não-local em segunda ordem no campo. Isto
não pode ser reproduzido utilizando teorias não-comutativas que façam uso
do produto estrela de Moyal, por conta da propriedade (8.31). Como esta
não-localidade na teoria dilatônica quântica já aparece em segunda ordem
mesmo no caso mais simples de acoplamento mínimo e sem auto-interação
local, está fadada a aparecer também nesta ordem em casos mais complexos
e mais interessantes como SRG, o que leva a acreditar que esta incompa-
tibilidade não se restringe a escolhas especíﬁcas dos parâmetros da teoria
dilatônica, como o acoplamento com a matéria e os potenciais U(X) e V (X).
Outra diﬁculdade que surge é a violação da invariância de Lorentz na teo-
ria não-comutativa. Mesmo que se pudesse dizer que esta violação desapareça
em escalas de comprimento superior a θ, o modelo dilatônico foi quantizado
de forma covariante, então é de se esperar que haja uma incompatibilidade
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fundamental entre os dois modelos. Para evitar isto, seria necessário fazer
com que a matriz θµν deixasse de ser simplesmente uma matriz constante e se
tornasse um tensor, recuperando a invariância sob transformações de Lorentz.
É possível que pistas sobre o formato deste tensor possam ser encontradas
olhando os resultados obtidos pelo modelo dilatônico quântico, mas não se
sabe ao certo.
9 Conclusão
Vimos que o modelo de gravitação dilatônica generalizado em duas dimen-
sões possui um subcaso de grande apelo físico, o caso de redução esférica
da ação de Einstein-Hilbert em quatro dimensões. O modelo generalizado é
equivalente ao formalismo de primeira ordem, apesar de este aparentemente
possuir maior número de graus de liberdade e torção não nula. Esta equiva-
lência é muito importante, pois o uso de variáveis de Cartan é essencial para
se proceder a quantização.
As soluções clássicas para o caso sem matéria foram obtidas de forma
exata, com ênfase no calibre de Eddington-Finkelstein, que não possui singu-
laridades de coordenada. A teoria mostrou possuir nenhum grau de liberdade
contínuo, sendo portanto topológica. Havia três graus de liberdade de cali-
bre, que quando ﬁxados permitiram obter a métrica de Schwarzschild, cujo
diagrama de Penrose foi obtido juntamente com o diagrama do espaço de
Minkowski.
A análise Hamiltoniana do modelo com matéria mostrou a existência de
um grau de liberdade contínuo e a presença de seis vínculos de primeira
classe, três primários e três secundários. A Hamiltoniana foi escrita então
como uma soma sobre vínculos. Vínculos de segunda classe foram encontra-
dos, mas foram resolvidos usando parênteses de Dirac.
Com o procedimento BRST, o espaço de fase foi estendido por meio da
adição de campos fantasmas. A carga que serve de geradora das transfor-
mações BRST foi encontrada partindo de algumas exigências, permitindo
escrever a Hamiltoniana como a soma de um termo originalmente invariante
por transformações de calibre e um termo BRST exato. A escolha de um
férmion ﬁxou o calibre da Hamiltoniana, permitindo que se inserisse a La-
grangiana correspondente na integral de trajetória. Este férmion produziu o
calibre temporal, que se mostrou um boa escolha pois permitiu as integrações
necessárias.
Após a correção na medida de integração, todas as variáveis geométricas
foram integradas de forma exata, em grande parte graças ao uso de variáveis
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de Cartan. À expressão resultante foi necessário adicionar os termos ambí-
guos, que apareceram por conta de indeﬁnições presentes e que se esquecidos
levariam consigo parte importante da dinâmica, ou toda a dinâmica no caso
sem matéria. Teoria de perturbação foi usada no setor de matéria no caso
de acoplamento mínimo sem autointeração local, mostrando que o efeito da
gravitação foi a criação de uma métrica efetiva. Esta métrica efetiva possui
termos não-locais, mostrando que a teoria resultante é não-local já em se-
gunda ordem nos campos.
No caso mais interessante de gravitação com redução esférica, os vérti-
ces calculados são também não-locais, dependendo de mais de um ponto no
espaço-tempo. Calculando o elemento de linha efetivo, foi possível mostrar
a presença de uma estrutra similar a um buraco negro que desaparecia em
uma região assintótica, o chamado buraco negro virtual, e sua relação com a
quantidade conservada obtida quando da análise clássica do modelo.
Finalmente, uma breve explicação sobre teoria quântica de campos em
espaços não-comutativos foi feita, mostrando como a quantização de Weyl
juntamente à relação de comutação entre os operadores de coordenadas leva
ao produto estrela de Moyal. Com isso, para transformar uma teoria comuta-
tiva em uma não-comutativa basta promover os produtos comuns a produtos
estrela de Moyal. Como uma das características desta operação é o fato de
que o produto estrela de duas funções, quando integrado, é equivalente à
integral do produto comum, decorre que teorias não-comutativas livres, ou
seja, que só possuem termos quadráticos nos campos, são equivalentes às
suas contrapartidas comutativas. Este é um dos motivos que impedem que
se reproduza a teoria efetiva para o campo escalar obtida no modelo dilatô-
nico usando uma teoria não-comutativa que faça uso do produto estrela de
Moyal. Outra razão para essa impossibilidade é a violação da invariância de
Lorentz, que não se observa no caso do modelo 2-D.
Fica claro então que para obter um paralelo melhor entre teorias não-
comutativas e o modelo de gravitação quântica em duas dimensões é neces-
sário tratar de tipos de não-comutatividade mais complicados, como, por
exemplo, produtos estrela que diﬁram do produto normal já em segunda or-
dem e que sigam de relações de comutatividade que respeitem simetria de
Lorentz. Outro ponto de interesse seria investigar a possibilidade de ser ne-
cessário um produto estrela não-associativo para reproduzir a não-localidade
encontrada no modelo dilatônico.
Seguindo esta linha de pesquisa, o próximo passo seria comparar o resul-
tado de um processo de espalhamento no modelo dilatônico com um processo
usando uma teoria não-comutativa mais genérica, com θµν não constante. É
possível que um trabalho neste sentido produza resultados muito interessan-




A A nilpotência da carga Ω
No texto principal, há a aﬁrmação de que a carga BRST






é obtida a partir da exigência de nilpotência aplicada a uma carga Ω com o
seguinte formato,
Ω = bip¯i + ciGi + Aijkcicjp
c
k, (A.2)
onde Aijk são funções bosônicas cujas formas explícitas ainda são desconhe-
cidas. Calculando os parênteses de Poisson de Ω consigo, resulta na seguinte
expressão após vários cálculos simples porém longos
{Ω,Ω} = 2bicmcnpcr{p¯i, Amnr}+ (Cimn + 2Amin) cicmGnδ(x− y)
+ (Aijk (Ankr − Aknr) + AinkAkjr + AjnkAjkr) cicjcnpcr
+ 2cicjcnp
c
r{Gi, Ajnr}+ cicjcmcnpckpcr{Aijk, Amnr}. (A.3)
O último termo da expressão anterior se anula identicamente por possuir
quatro campos c multiplicados enquanto os índices que eles carregam vão de
1 a 3. Isso implica que quando efetuadas as somas sobre os índices repetidos,
cada termo possuirá um fator de c2i para algum i, o que é zero dado que os
ci anticomutam.
Olhando agora o segundo termo, é fácil ver que para que ele se anule é
necessário que
2Amin + Cimn = 0⇒ Amin = 1
2
Cmin, (A.4)
onde a antissimetria nos dois primeiros índices de Cijk foi usada.
Esta escolha para as funções Aijk já é suﬁciente para fazer com que o
primeiro termo também se anule, pois as funções de estrutura não possuem
dependência em q¯i. Desta forma, após algumas manipulações, a expressão
anterior se reduz a
{Ω,Ω} = ({Gi, Cjnr} − CijkCknr) cicjcnpcr. (A.5)
O próximo passo é abrir as somas nos índices i, j e n, o que produz
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{Ω,Ω} =2 [{G1, C23r}+ {G3, C12r}+ {G2, C32r}
−C12kCk3r − C31kCk2r − C23kCk1r] c1c2c3pcr. (A.6)
Para mostrar que esta expressão se anula, utilizemos a identidade de
Jacobi da seguinte maneira
{G1, {G2, G3}}+ {G3, {G1, G2}}+ {G2, {G3, G1}} = 0. (A.7)
Como os parênteses de Poisson dos vínculos Gi formam uma álgebra que
possui funções de estrutura ao invés de constantes de estrutura, o desenvol-
vimento da expressão anterior leva ao seguinte resultado
[{G1, C23r}+ {G3, C12r}+ {G2, C31r}
−C12kCk3r − C23kCk1r − C31kCk2r]Gr = 0. (A.8)
Observe que o termo entre colchetes é exatamente igual ao termo entre
colchetes na equação (A.6).
A expressão anterior é obtida de forma muito genérica, exigindo-se apenas
que {Gi, Gj} = CijkGk, seja lá quais forem as funções Gi ou as funções
de estrutura. Desta forma, para que a expressão anterior valha sempre, é
necessário que o termo entre colchetes se anule identicamente. Isto mostra
que fnalmente






B Os Termos Ambíguos
O ponto de partida para a discussão sobre os chamados termos ambíguos será
o resultado da quantização do modelo no caso sem matéria. Os resultados
obtidos desta forma são análogos aos que seriam obtidos tratando o modelo











com os Bi sendo as soluções das equações diferenciais que apareciam como
argumentos dos funcionais delta após a integração em relação às coordenadas
qi, dados explicitamente por
B1 = p¯1 + ∂
−1
0 (p2 + j1), (B.2)





−Q(V (p1) + j3) + p¯3]. (B.4)
Começando pelo termo J2B2, que é o mais simples, vemos que sua con-








Realizando agora uma integração por partes em relação à variável x0 no
segundo termo (J2∂
−1




(J2p¯2 − j2∂−10 J2). (B.6)
A operação ∂−10 J2 tem um número inﬁnito de resultados, cada um dife-
rindo por uma função com dependência pura em x1. Desta maneira, explici-
temos esse fato na expressão anterior com a adição de uma função arbitrária








Este mesmo procedimento aplicado aos outros termos gera resultados






[JiBi − (p¯2(x1) + ∂−10 j2 + j1)g¯1(x1)− j2g¯2(x1)
− e−Q(j3 + V (p1))g¯3(x1)] d2x. (B.8)
Olhando agora para essas novas contribuições, vemos que no caso dos
termos advindos de J1B1 e J2B2, ou seja, aqueles com g¯1 e g¯2 respectivamente,
não há presença de nenhum dos campos originais da teoria, havendo apenas
o acoplamento entre estas funções arbitrárias e componentes da fonte ji.
Assim, da mesma forma que os termos JiBi, esses também desaparecem no
limite em que as fontes se anulam, e por esses dois motivos são considerados
irrelevantes e descartados daqui em diante.
O mesmo não ocorre com o termo advindo de J3B3, que não se anula
quando Ji → 0 e possui dependência em p1. Este termo e seu análogo no
caso com matéria são importantes e serão mantidos.
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