Abstract. The Neumann points of an eigenfunction f on a quantum (metric) graph are the interior zeros of f . The Neumann domains of f are the subgraphs bounded by the Neumann points. Neumann points and Neumann domains are the counterparts of the well-studied nodal points and nodal domains.
Introduction
Nodal domains of Laplacian eigenfunctions form a central research area within spectral geometry. Historically, the first rigorous results in the field are by Sturm [36] , Courant [23] and Pleijel [33] . Many works appeared since then, treating nodal domains on manifolds, metric graphs and discrete graphs. The nodal domain study on quantum (metric) graphs is a relatively modern topic, starting 1 with [28] which provides an analogue of Courant's bound for graphs and initial results on the statistics of the nodal count. A wealth of results came afterwards, including proofs of bounds on the nodal count [35, 1, 34, 15, 9] , study of nodal statistics [4] , solutions of nodal inverse problems [6, 13] and variational characterizations of the nodal count [19, 7] .
The current paper is devoted to a closely related notion, called Neumann domains. On a metric graph, nodal domains are subgraphs bounded by the zeros of the eigenfunction. Similarly, Neumann domains are the subraphs bounded by the zeros of the eigenfunction's derivative. To the best of our knowledge, this is the first work on Neumann domains on graphs 2 . Even on manifolds, Neumann domains are a very recent topic of research within spectral theory and is currently mentioned only in [37, 30, 12, 10, 5] . Partial results of the current paper were already announced in [5] which reviews the Neumann domain research on manifolds and on graphs.
The close similarity between nodal domains and Neumann domains calls for a comparison. On one hand this similarity brings to analogous results on both (compare Theorem 5.5 here with [4, Theorem 2.1]). But there are also similar statements which have different incarnations -they apply to different graph families (compare Theorem 3.7 here which applies to tree graphs with [4, Theorem 2.3] which applies to graphs with disjoint cycles). An example where results on nodal domains and on Neumann domains join forces lies within spectral inverse problems. The solution of such a problem benefits from combining information from both the nodal count and Neumann count (see discussion in Section 8) . The dependence between both counts is not understood yet and is related to Conjecture 3.4 (see also discussion in Section 8). Finally, there are open problems common to both Neumann and nodal counts -see Conjecture 8.1 and related discussion. The intimate connection between nodal domains and Neumann domains binds those fields and makes any progress in one of them lead to an advancement of the other. Combining both we aim for a better understanding of Laplacian eigenfunctions on graphs.
Definitions and preliminaries
2.1. Basic graph definitions and notations. Throughout this paper, the graphs we will consider are finite and connected. A finite metric graph Γ V, E, l has a set of vertices V and a set of edges E. We denote E := |E| and V := |V| and throughout the paper we assume E > 1. The graphs we consider are no necessarily simple graphs, we allow multiple edges and loops, where a loop is an edge connecting a vertex to itself. The metric of such a graph is determined by identifying each edge e j ∈ E with an interval of length l j > 0. The edge lengths are given by the tuple l = (l 1 , l 2 ...l E ). We denote the total length of a graph Γ by |Γ| := E j=1 l j . Given a vertex v ∈ V we denote the set of directed edged emitting from v by E v and its degree by deg(v) := |E v | (notice that a loop would be counted twice). We define the boundary of a graph by ∂Γ := {v ∈ V | deg(v) = 1} . The rest of the vertices, V \ ∂Γ, will be called interior vertices. The number of boundary vertices of a graph, |∂Γ|, would play an important role in the paper. We denote the first Betti number of a graph Γ by β, which is given by (2.1) β := E − V + 1.
Here we assume that the graph is connected. Intuitively β is the number of different cycles (simple closed paths) of Γ. By definition a graph is simply connected when β = 0. A connected graph which is simply connected is called a tree. Two particular examples for families of trees that will appear in the paper are:
(1) Star graphs. A star graph is a graph with one interior vertex (central vertex) and every edge is connecting a boundary vertex to the vertex. (2) d-regular finite trees (d > 2). A d-regular finite tree is a finite connected tree for which all interior vertices are of degree d.
Standard quantum graphs.
It is convenient to consider functions on Γ by their restrictions to edges, such that for f : Γ → C its restriction to and edge e ∈ E is f | e : [0, l e ] → C. The function spaces we discuss are defined according to the restriction to edges:
where H 2 is a Sobolev space. The Laplace operator ∆ :
f | e = −f | e , and in order for the Laplacian to be self adjoint, its domain will be restricted to functions in H 2 (Γ) that satisfy certain vertex conditions. A description of all vertex conditions for which ∆ is self adjoint can be found in [17] . Throughout this paper we only consider Neumann vertex conditions. A function f ∈ H 2 (Γ) is said to satisfy Neumann vertex conditions (also known as Kirchhoff or standard conditions) at a vertex v ∈ V if
(1) The function f is continuous at v ∈ V, i.e., (2.3) ∀e 1 , e 2 ∈ E v f | e 1 (v) = f | e 2 (v) .
(2) The outgoing derivatives of f at v, denoted by ∂ e f (v) for every e ∈ E v , satisfy (2.4) e∈Ev ∂ e f (v) = 0.
Remark 2.1. In the case of a boundary vertex (vertex of degree one) it implies that the derivative vanishes at the vertex and agree with the one dimensional definition of Neumann boundary conditions. In the case of a vertex of degree two, Neumann vertex condition is having both the function and its derivative continuous at the vertex, which for functions in H 2 (Γ) is true for any point which is not a vertex, and hence vertices of degree two with Neumann boundary conditions can be and will be omitted. Throughout the paper we assume no vertices of degree two. Definition 2.2. A standard quantum graph Γ is a finite connected metric graph (we assume E > 1) equipped with the Laplace operator and Neumann vertex conditions on all vertices.
A more general definition of a quantum graph is a metric graph equipped with a Schrodinger type differential operator on the edges and a domain D ⊂ H 2 (Γ) defined by proper vertex conditions, such that the operator is self adjoint [17, 26] . Throughout this paper we will consider only standard quantum graphs. If Γ is a standard quantum graph then ∆ is self-adjoint with discrete spectrum,
The eigenvalues in the sequence appear according to their multiplicity and the index number is the spectral position for simple (non-degenerate) eigenvalues. There is a choice of a real orthonormal L 2 (Γ) basis of eigenfunctions {f n } ∞ n=0 [17] corresponding to the eigenvalues sequence. For convenience we start the numbering from zero such that f 0 is constant with eigenvalue λ 0 = 0 (which is non-degenerate because we assume Γ is connected [17] ). The choice of eigenfunctions may not be unique (there can be degenerate eigenvalues) but the results in this paper hold for any such choice. We may and will denote λ n = k 2 n and for convenience we abuse the terminology and refer to {k n } ∞ n=0 as the eigenvalues of Γ.
2.3.
Loop-eigenfunctions and generic eigenfunctions. One may deduce from the Neumann vertex conditions and unique continuation along edges that an eigenfunction of a standard graph can be supported on a single edge only if the edge is a loop. We call an eigenfunction which is supported on a loop, a loop-eigenfunction. A simple calculation shows that for any e ∈ E which is a loop, a function f is a loop-eigenfunction supported on e if and only if
with arc-length parameterization x ∈ [0, l e ] such that the vertex of e corresponds to x ∈ {0, l e }. In particular if a graph has loops then there are infinitely many loop-eigenfunctions supported on every loop. Definition 2.3. Let f be an eigenfunction which is not a loop-eigenfunction (i.e non-loop eigenfunction). We say that f is generic eigenfunction if it satisfies the following terms:
(1) It corresponds to a simple eigenvalue.
(2) It does not vanish at vertices, ∀v ∈ V f (v) = 0. (3) None of the outgoing derivatives vanish at an interior vertex, ∀v ∈ V \ ∂Γ , ∀e ∈ E v ∂ e f (v) = 0.
In order to quantify the appearance of loop-eigenfunctions and generic eigenfunctions among all eigenfunctions we define the integer sets:
For integer sets we will use the notion of natural density. Let A ⊂ N and denote A (N ) := A ∩ {1, 2, ...N }. We say that A has density d (A) if the following limit exist
It would be convenient, given A of positive density to define a relative density for subsets B ⊂ A by:
when the limit exist.
The following theorem generalizes the result of [18] and Proposition A.1 in [4] . Here and throughout the paper we will say that the edge lengths are rationally independent if they are linearly independent over Q.
Theorem 2.4. [2]
Let Γ be a standard graph with rationally independent edge lengths. Then both L and G have densities. The density of L is given by
where L loops is the total length of the loops of the graph. The density of G is the complement to 1, namely
Namely, almost all non-loop-eigenfunctions are generic.
Remark 2.5. As the goal of this paper is to define and analyze Neumann domains on graphs, we should mention another class of eigenfunctions used when considering Neumann domains on manifolds [5, 11, 10, 30, 12] , which is Morse eigenfunctions. A Morse eigenfunction is such that at no point both the function and its derivative vanish. It is a simple observation (using the ODE f = −k 2 f ) that for standard graphs an eigenfunction is not Morse on an edge if and only if it vanishes entirely on that edge. If we extend the Morse definition to functions on Γ that are Morse on every edge then every generic eigenfunction is Morse and every Morse eigenfunction is non-loop-eigenfunction, so the latter theorem would mean that almost all non-loop-eigenfunctions are Morse and generic.
Neumann domains and Neumann count.
A partition of a metric graph Γ at a set of interior points {x j } n j=1 ∈ Γ \ V is the procedure of cutting the graph at these points, replacing each point x j with two distinct vertices of degree one x
, an interior point x ∈ Γ \ V is called a nodal point if f (x) = 0 and is called a Neumann point if f (x) = 0 . We denote the set of Neumann points and the set of nodal points by,
If f is a generic eigenfunction then both N f , Z f are finite, and we can define the nodal count φ (f ) := |Z f | and the Neumann count µ (f ) := |N f |. The connected components of the partition of Γ according to Z f are called nodal domains. We define Neumann domains in a similar manner as the connected components of the partition according to N f . For example see Figure 2 .1.
The nodal count sequence has been the subject of many works, and it was shown in [28, 15, 8] that if f n , the n th eigenfunction of Γ, is generic then its nodal count is bounded by
where β is the first Betti number, see (2.1). It follows that the asymptotic behavior of the nodal count is φ (f n ) ∼ n. The deviation of the nodal count from the linear growth is called the nodal surplus and defined by σ (f n ) := φ (f n ) − n. It was shown to hold topological information of the graph (see [6] , [4] ) and was related in [16, 19] to the stability of the spectrum under magnetic perturbations of the Laplace operator. In this paper we will show that the Neumann count share the same asymptotic as the nodal count, namely µ (f n ) ∼ n. In analog to the nodal surplus, we call the deviation of the Neumann count from its linear growth the Neumann surplus, which is defined for generic eigenfunctions by:
It is common in the field of spectral geometry to consider the restriction of eigenfunctions to their nodal domains. In such case the nodal domain is considered as a domain with Dirichlet boundary conditions and the restriction of the eigenfunction can be shown to be an eigenfunction of this domain. We will follow this approach for Neumann domains and in the rest of the paper we consider Neumann domains as standard quantum graphs. Let Ω be a Neumann domain of a generic eigenfunction f , and denote the restriction of f to Ω by f | Ω . By definition f | Ω has no Neumann points, but may (and will) have nodal points. We denote the nodal count of f in Ω by φ (f | Ω ). For example, the function f in Figure 2 .1 has two Neumann domains, and has exactly one nodal point in each Neumann domain.
Lemma 2.7. Let Γ be a standard graph, f a generic eigenfunction with eigenvalue k and Ω a Neumann domain of f . Then the restriction f | Ω is an eigenfunction of Ω with eigenvalue k 2 and φ (f | Ω N ) ≥ 1. Moreover, there is no nodal domain of f strictly contained in Ω.
Proof. Let Ω be a Neumann domain. It is clear that f | Ω satisfies f | Ω = −k 2 f | Ω on each edge of Ω as a restriction of f , and that it satisfies Neumann vertex conditions on interior vertices of Ω, as these are interior vertices of Γ as well. It is left to show that the derivatives of f on every boundary point vanish. This is true since the boundary points of Ω are either boundary points of Γ, where the derivative vanish by the Neumann condition, or Neumann points (defined as points where the derivative vanish) and therefore f | Ω is an eigenfunction of Ω .If we assume that φ (f | Ω N ) = 0 then by the genericity assumption on f , f | Ω does not change sign along Ω and therefore cannot be orthogonal to the constant eigenfunction on Ω. This is a contradiction to f | Ω being a non-constant eigenfunction, and thus φ (f | Ω ) ≥ 1. To end the proof assume by contradiction there is a nodal domain of f , Ω D ⊂ Ω strictly contained in Ω. Since Ω D is compact, then f attains a maximum and a minimum on Ω D . Either the maximum or the minimum is non-zero and hence not on the boundary of Ω D (as it is a nodal domain strictly contained in Ω). It follows that there is an extremum point of f in the interior of Ω. But since f is generic and Ω is a Neumann domain there can be no such point. This contradicts the existence of a nodal domain strictly contained in Ω.
Remark 2.8. If f is a generic eigenfunction with eigenvalue k 2 and Ω is a Neumann domain of f , then f | Ω satisfies conditions (2) , (3) 2.5. Spectral position and the analogue to the area to perimeter ratio. It is well known (and commonly used) that the restriction of an eigenfunction to one of its nodal domains is the first eigenfunction (ground state) of that domain with Dirichlet boundary conditions. One may expect that the restriction of an eigenfunction to a Neumann domain, which was shown to be an eigenfunction of that domain, would correspond to the first nonzero eigenvalue of the domain. This is not the case in general, as can be seen for manifolds in [10] for example. The question we may ask, given a generic eigenfunction f of eigenvalue k 2 and a Neumann domain Ω is what is the position of k 2 in the spectrum of Ω, namely the spectral position which we define as follows: Definition 2.9. Let Γ be a standard graph and let k 2 > 0 be an eigenvalue of Γ. We define the spectral position of k w.r.t Γ by:
This definition agrees with the ordering 0
Throughout this paper if Ω is a Neumann domain of an eigenfunction f of eigenvalue k 2 we will write N (Ω) instead of N (Ω, k). Another parameter that relates the spectrum and geometry of a domain is the rescaled area to perimeter ratio ρ which was introduced in [24] , and was used in [10] in the context of Neumann domains on manifolds. An analogue ratio parameter ρ can be defined for Neumann domains on quantum graphs as follows. Definition 2.10. Let f be an eigenfunction with eigenvalue k 2 and let Ω be a Neumann domain of f of total length |Ω| and with boundary ∂Ω. Then ρ parameter is defined by:
Lemma 2.11. Let f be a generic eigenfunction with eigenvalue k 2 and let Ω be a Neumann domain with E Ω edges of edge lengths {l j } E Ω j=1 . Then all edge lengths are bounded by
and as a result:
Proof. Let e be an edge of Ω. The restriction f | e can be written as f | e (x) = A cos (ϕ + kx) for some real constants A, ϕ ∈ R and arc-length parameterization x ∈ [0, l e ]. The distance between consecutive extrema of cos (ϕ + kx) over x ∈ R is π k
. Since the restriction to a Neumann domain has no Neumann points then l e ≤ π k
. By the definition of ρ,
Main results
The 'main results' section is partitioned into two pairs of subsections. The first pair consider the Neumann count problem, motivated by the research of the nodal count bounds [28, 15, 8] and nodal count statistics [4] . The analogy between the Neumann count we define for quantum graphs and the Neumann count defined for manifolds is best describe in the review paper [5] . In the second pair of subsections, namely the third and the forth, we consider spectral and geometrical properties of a single Neumann domain, again motivated by relevant properties of Neumann and nodal domains on manifolds as described and compared in [5] . Here too the third subsection considers bounds while the forth focus on a statistical investigation of the same properties.
3.1. Neumann count behavior. The asymptotic growth of the Neumann count is µ (f n ) ∼ n. This follows from the asymptotic growth of the nodal count, φ (f n ) ∼ n, and the next proposition that bound the difference between the nodal count and the Neumann count in terms of the first Betti number β, and the boundary size |∂Γ|.
Proposition 3.1. Let f be a generic eigenfunction of a standard graph Γ with first Betti number β. Then,
(2) A trivial Neumann domain is such that has only one edge.
is given by summing the spectral positions over all non-trivial Neumann domains as follows:
Remark 3.2. These bounds are strict. As an example it is proven in Appendix A.2 that if Γ is a star graph or a mandarin graph (see the definition in the appendix) with rationally independent edge lengths, then there will be infinitely many generic eigenfunctions for which the lower bound is achieved and same for the upper bound.
Notice that the difference between the nodal surplus and Neumann surplus is σ (f ) − ω (f ) = φ (f ) − µ (f ) and hence:
As a corollary of the nodal surplus bounds 0 ≤ σ (f n ) ≤ β, see (2.8), we get:
The asymptotic growth of the Neumann count is µ (f n ) ∼ n, and the Neumann surplus ω (f n ) := µ (f n ) − n of a generic eigenfunction f n is bounded by
By numerical investigation we could not find any graphs achieving these bounds for β ≥ 3 and we conjecture stricter bounds. 
As both the bounds on σ (f ) and the bounds on σ (f ) − ω (f ) are strict then the conjecture, if true, implies a dependence between σ (f ) and ω (f ).
3.2.
Neumann count statistics. In this part we prove the existence and symmetry of the Neumann surplus distribution in an analogue to the nodal surplus distribution discussed in [4] . Theorem 3.5. Let Γ be a standard graph with rationally independent edge lengths and first Betti number β. Consider the generic index set G (see Definition 2.3). For any possible Neumann surplus value 1 − β − |∂Γ| ≤ j ≤ 2β − 1, if the set {ω = j} := {n ∈ G | ω n = j} is not empty then it has a positive density. Moreover,
We may define an auxiliary finite random variable ω supported on {1 − β − |∂Γ| , ..., 2β − 1} with probability P (ω = j) := d G (ω = j) and symmetry
By Theorem 2.1 [4] we may define an auxiliary finite random variable σ supported on {0, 1, ..., β} with probability P (σ = j) := d G (σ = j) and symmetry
We may define the joint probability of σ and ω by
Using this language, Conjecture 3.4 suggests that σ and ω are not independent. An example can be seen in Figure 8 .2.
The symmetries of σ and ω give rise to an inverse problem result:
Corollary 3.6. Both the first Betti number β and the boundary size |∂Γ| can be extracted from the averages of the nodal and Neumann sequences:
Thus, given both the average nodal surplus and the average Neumann surplus, the problem of finding the underlying discrete graph structure of Γ is reduced to the finite family of graphs having 2 (E (σ) − E (ω)) boundary vertices and first Betti number 2E (σ).
Although in general, explicit calculation of the Neumann surplus distribution might be impossible, in the following proposition we prove that for finite 3-regular trees the Neumann surplus statistics is a shifted binomial distribution.
Theorem 3.7. Let Γ be a finite 3-regular tree with rationally independent edge lengths and let ω be its Neumann surplus random variable. Denote the number of interior vertices by
. Namely the Neumann surplus distribution is
This result is analogous to Theorem 2.3 in [4] where it was shown that for a certain family of graphs the nodal surplus distribution is binomial Bin β, . In the following propositions let f be a generic eigenfunction of eigenvalue k 2 and let Ω be a non-trivial Neumann domain of f of first Betti number β Ω . Let us abbreviate for simplicity φ :
Proposition 3.8. The following bounds hold
and if we assume that f | Ω is generic (see Remark 2.8) then
The next proposition shows that up to a finite number, every Neumann domain of every generic eigenfunction is a star graph. In such case the bounds on φ, N and ρ can be improved. . If Ω is a star graph then
Similar questions can be asked for nodal domains, and this is done in Appendix B.
3.4. Statistic investigation of Neumann domains. In order to discuss statistical properties of non-trivial Neumann domains it is convenient to partition the set of all non-trivial Neumann domains of all generic eigenfunctions to sequences of Neumann domains parameterized by interior vertices. Given an interior vertex v ∈ V \ ∂Γ, consider the sequence of Neumann domains {Ω v (n)} n∈G , where Ω v (n) is defined as the Neumann domain of f n that contains v. The motivation for such partition comes from the following observations:
(1) A Neumann domain that contains an interior vertex must be non-trivial, and every non-trivial Neumann domain must contain an interior vertex. Proposition 3.10. Let Γ be a standard graph with rationally independent edge lengths. Given an interior vertex v ∈ V \ ∂Γ, for any j ∈ {1, ...
is not empty then {N v = j} has a positive density (otherwise it has zero density). Moreover,
For every interior vertex v ∈ V \ ∂Γ we define an auxiliary finite random variable N v supported on {1, ..., deg(v) − 1} with probability
Using this language and Proposition 3.1 we get: Corollary 3.11. Under the previous setting we get an equation of random variables:
where the joint probability of σ, ω and N v for all v ∈ V \ ∂Γ is defined in the natural way, using d G as a measure over the finite algebra generated by sets of the form {σ = j} , {ω = i} and {N v = n} for all possible j, i, v, n values.
As we sum over N v for all v ∈ V \ ∂Γ it may be useful to ask whether the summands are correlated. In the following proposition we give such criteria for the correlation of different N v spectral positions and show that for trees all spectral positions are uncorrelated. In order to state that we will need to define a bridge decomposition of a graph Γ into Γ = Γ 1 ∪ e ∪ Γ 2 . We say that an edge e ∈ E is a bridge if its removal disconnects the graph into two subgraphs Γ 1 and Γ 2 which are disjoint. In such case we say that Γ has a bridge decomposition Γ 1 ∪ e ∪ Γ 2 .
Proposition 3.12. Let Γ be a standard graph with rationally independent edge lengths, and assume that there is a bridge decomposition of Γ = Γ 1 ∪ e ∪ Γ 2 . Let V 1 be the interior vertices of Γ that lies in Γ 1 (including the vertex connected to e) and let V 2 be the same for Γ 2 . Then the random vector with entries {N v } v∈V 1 is uncorrelated with the random vector whose entries are {N u } u∈V 2 . Namely for any choice of
In particular, if a graph is a tree then all edges are bridges and thus all {N v } v∈V\∂Γ are mutually uncorrelated.
We may also discuss that statistical behavior of the ρ parameter:
Proposition 3.13. Given an interior vertex v ∈ Γ \ ∂Γ, and for any a < b the set
} has well defined density given by
where ξ v is a probability distribution supported in the interval
Remark 3.14. Notice that (3.11) suggests that ρ v and N v are correlated. This can be seen numerically, for example see Figure 10 .1 (iv) in [5] .
Proofs of Subsections 3.1,3.3
Along the proofs in this section we assume that Γ is a standard graph with f a generic eigenfunction of eigenvalue k, Ω is a Neumann domain of f with E Ω edges of lengths
j=1 , boundary set |∂Ω| and total length |Ω| = E Ω j=1 l j . We will denote for simplicity
Proof. of Proposition 3.1:
Let Γ, f and k as stated in the proposition, and let us decompose the difference
are the nodal and Neumann count on the edge e. Let the vertices of e be u, v and denote the outgoing derivatives at the vertices by ∂ e f (v) , ∂ e f (u). It is a simple observation that for any e ∈ E, the restriction f | e is of the form f | e (x) = A cos (ϕ + kx) with arclength parameterization x ∈ [0, l e ] and real constants A, ϕ. In such case the nodal and Neumann points interlace, and extending the interval [0, l e ] by 2π k does not change the value of φ (f | e ) − µ (f | e ) and the values of f | e and its derivative agree on x = l e and the continuation x = l e + 2π k . Thus we might assume that l e > π k and hence there are at least one nodal and one Neumann point of f inside e.
Observe that if v ∈ V \ ∂Γ then f (v) ∂ e f (v) = 0 by the genericity assumption and the closest nodal\Neumann point to v would be a Neumann point if f (v) ∂ e f (v) > 0 and a nodal point if f (v) ∂ e f (v) < 0. If v ∈ ∂Γ then f (v) ∂ e f (v) = 0 and the closet nodal\Neumann point to v is a nodal point. The interlacing of nodal and Neumann point would give:
recalling that the derivatives are outgoing and using a convention of
A simple change of order of summation gives:
As Sign (f (v) ∂ e f (v)) = −1 for all v ∈ ∂Γ, the sum can be written as:
At every vertex v the Neumann condition implies
for every e ∈ E v so there must be at least one positive contribution and one negative contribution to the sum, thus:
Using the identity 2E
and (3.1) is a rearrangement of the latter inequality.
The proof of (3.2) relies on Prop. 3.9. Assuming Proposition 3.9 is true and assuming k > π L min , every non trivial Neumann domain of f is a star graph that contains exactly one interior vertex. We may label the non-trivial Neumann domains by Ω v for every v ∈ V \∂Γ. Let v ∈ V \ ∂Γ, let e ∈ E v and denote the corresponding edge of Ω v byẽ ⊂ e. Namelyẽ goes from v to the first Neumann point of f along e. Recall that if f (v) ∂ e f (v) > 0 then the nodal\Neumann point closest to v along e is a Neumann point, in which case there are no nodal point inẽ, and if f (v) ∂ e f (v) < 0 then the closest nodal\Neumann point will be a nodal point, in which case the interlacing implies that there is exactly one nodal point inẽ. Using this argument and summing the nodal points on all edges of Ω v we get:
Where in the last equality we used (4.3).
We may now prove Proposition 3.8.
Proof. of Proposition 3.8:
The proof of (3.5) simply follows from applying Proposition 3.1 to f | Ω , recalling that by definition of Neumann domain µ (f | Ω ) = 0. The upper bounds on ρ given in (3.6) comes from Lemma 2.11 while the lower bound is a direct result of Theorem 1 in [25] , which can be formulated using Ω, N, k as follows
,
. The last inequality,
is equivalent to N ≥ 1 which follows from the fact that f | Ω is a non-constant eigenfunction of Ω.
The last proof of this section will be of Proposition 3.9.
Proof. of Proposition 3.9:
As in the proof of Lemma 2.11, if f is an eigenfunction of eigenvalue k with no Neumann points on an edge e of length l e then l e ≤ π k
then there is at least one Neumann point in every edge and it follows that no Neumann domain contains an edge of the graph. This implies that every non-trivial Neumann domain is a star graph.
In order to bound the number of eigenvalues below
we may use [25] again as in 4.8:
we get:
which proves that the largest n for which k n ≤ π L min is bounded by 2 |Γ| L min as needed. We may now assume that Ω is a star graph. As it is in particular a tree, namely β Ω = 0, then 1 ≤ φ ≤ |∂Ω| − 1 by (3.5). Also, since Ω is a tree then f | Ω is generic (see Remark 2.8) and therefore N = φ by (2.8). We thus proved both (3.8) and (3.9) . Since N ≤ |∂Ω| − 1 then
which means that (3.10) is a consequence of (3.11). And since the lower bound of (3.11) comes from (3.6) we are only left to show that
To prove this upper bound we will construct an auxiliary "dual" star graphΩ with the following properties:
(1)Ω is a star graph with the same number of edges as Ω, so ∂Ω = |∂Ω|. Given suchΩ the lower bound of (3.6) may be applied toΩ such that
. It follows that:
which can be rearranged as
It is left to constructΩ and show that it satisfies the three claimed properties. Let {l j } E Ω j=1 be the edge lengths of Ω and recall that ∀j l j ≤ π k (see Lemma 2.11). Moreover, using f = −k 2 f and the vanishing of the derivative of f on the boundary of Ω implies that the restriction f | e j to the corresponding edge of Ω is of the form (4.9)
f | e j (x) = A j cos (kx − kl j ) using the arc-length parameterization x ∈ [0, l j ] with x = 0 at the central vertex and a constant A j . Since f is generic then both f | e j (0) = 0 and
. Namely kl j ∈ 0,
, π . Let v be the central vertex, then we can calculate f (v) ∂ e j f (v) = kA 2 cos (kl j ) sin (kl j ). It follows that:
Notice that this analysis holds for any edge of any star Neumann domain. Now let us defineΩ as a star graph of E Ω edge with edge lengths l j E Ω j=1 that satisfy
Definef on every edgeẽ j ofΩ using the same cosine amplitudes as f , namelỹ
Clearly the derivative off |ẽ j (x) vanish at x =l j sof satisfies Neumann condition on the boundary vertex. On the central vertex we get:
As this holds for any edge ofΩ, we may conclude thatf satisfies Neumann vertex conditions on all vertices ofΩ, so it is an eigenfunction ofΩ of eigenvalue k 2 and moreover it is generic, as it has the same values and derivatives on vertices as f , up to a sign (here we use the fact thatΩ is a tree, see 2.8). It is also not hard to deduce from the construction off and the fact that ∀j kl j < π thatf has no Neumann points, and thereforeΩ is a Neumann domain off . We are left with computing ρ Ω and N Ω .
Combining (4.6), (4.10) and (2.8) we get that
An example of the construction of a dual graphΩ out of a star Neumann domain Ω of 3 edges can be seeing in ).
the secular manifold -an algebraic approach
In the following section we will present the secular manifold (also called the "determinant manifold" in [22] ) and recall some of the results obtained in [4, 22] . A more thorough explanation can be found in [4] .
It will be useful, given a discrete graph, to consider the family Γ l l∈(0,∞) E of corresponding standard graphs parameterized by their edge lengths. Denote the k-spectrum of Γ l by spec Γ l := {k n } ∞ n=0 where k 2 n are the Laplace eigenvalues. It is well known that a scaling of l → t · l for some t > 0 results in a scaling of the k-spectrum ∀n k n → kn t . Therefore if k n > 0 is spec Γ l then a scaling of l → k n l would give that the n th eigenvalue of Γ kn l is k = 1. It is not hard to deduce that the scaling preserves the multiplicity of the eigenvalue, and the eigenfunctions, after the scaling, have the same values on vertices. The outgoing derivatives at vertices are scaled by a factor of 1 kn . Define
Notice that if f is an eigenfunction of eigenvalue k = 1 then it can be parameterized by a complex vector a ∈ C 2E , using the arc-length parameterization on every edge e ∈ E:
It can be shown that l ∈Σ if and only if the vector a ∈ C 2E satisfies a linear equation (given by the Neumann vertex conditions) with coefficients that depend on e ±ile e∈E . It follows thatΣ is the zero set of a determinant which is a polynomial in e ±ile e∈E . Clearly, by this construction,Σ is 2πZ E periodic. Denote the torus T E := R E /2πZ E . The secular manifold of Γ, Σ ⊂ T E , is define by:
Let us introduce the notation l := l mod 2π for all l ∈ R E , and we will denote points in T E by κ. Notice that the latter construction implies:
We may present the properties of Σ and its relation to eigenfunctions of Γ l l∈(0,∞) E as a lemma:
Lemma 5.1. [22, 4] The secular manifold Σ is an algebraic hypersurface in T E , namely it is of dimension E − 1, it may have a singular set Σ sin ⊂ Σ of a smaller dimension, dim (Σ sin ) ≤ E − 2, and the regular part Σ reg := Σ \ Σ sin is a real analytic manifold of dimension E − 1 (not necessarily compact or connected). Given κ ∈ Σ reg the following holds:
(1) If l ∈ (0, ∞) E and k > 0 such that k l = κ, then k is a simple (non-degenerate) eigenvalue of Γ l .
(2) Let k, l such that k l = κ and let f be its eigenfunction, with vertex values {f (v)} v∈V and normalized outgoing derivatives
. For any other pair k ,˜ l such that k˜ l = k l = κ, the corresponding eigenfunctionf (up to an overall scalar multiplication) will have the same values and normalized outgoing derivatives as f :
There is a canonical choice of eigenfunction f κ of eigenvalue k = 1 on the graph Γ κ (namely with l = κ ∈ (0, 2π] E ) such that the vertex values {f κ (v)} v∈V and normalized outgoing derivatives {∂ e f κ (v)} v∈V, e∈Ev are trigonometric polynomials in κ. This canonical choice may not be real but only real up to a total scalar multiplication. (4) Consider the canonical eigenfunction f κ . For any edge e ∈ E with vertices v and u, the following holds
Define the non-negative vector m κ with entries
Define the generic part and the "loops" part of the secular manifold:
Notice that Σ L is empty if there are no loops. Otherwise it is an E − 1 dimensional algebraic variety as a union of E − 1dimension tori. 
It is straight forward to deduce the following. We may now combine Theorem 3.4 and Lemma 3.13 of [4] to the following theorem:
Theorem 5.5. There exist a function σ : Σ G → {0, 1, ..., β} which is constant on connected components of Σ G and for any generic eigenfunction f of Γ l with eigenvalue k, the nodal surplus σ (f ) is equal to σ k l and in particular for the canonical eigenfunction f κ we have σ ( κ) = σ (f κ ). Moreover, σ is anti-symmetric under the inversion I in the sense that σ (− κ) = β − σ ( κ).
Remark 5.6. the function σ is actually defined in Theorem 3.4 [4] on a set that contains Σ G .
Ergodicity and the Barra-Gaspard measure
In this section we provide the main tool for the statistical investigation of spectral properties. The following theorem shows that the ergodic linear flow on the torus k → k l induces an ergodic first return map on the secular manifold. It was first introduced by Barra and Gaspard in [14] , and it provides a method of calculating spectral averages of spectral data that can be realized as a function on the secular manifold.
Theorem 6.1. [Barra-Gaspard [14] , Berkolaiko-Winn [20] , Colin de Verdière [22] ] Let Γ be a standard graph with rationally independent edge lengths l. For any Riemann integrable function h : Σ reg → R,
The measure µ l which we call the Barra-Gaspard (BG) measure is an l dependent smooth positive Borel probability measure given by
where ds is the Euclidean surface element andn is the normal to the surface.
Corollary 6.2. Under the previous assumptions, if a subset A ⊂ Σ
reg has boundary of measure zero, then the set k n l ∈ A := n ∈ N | k n l ∈ A has a density which equal to the BG measure of A. Namely
Remark 6.3. Since the BG measure is positive Borel measure then a set of measure zero has measure zero with respect to the induced Lebesgue measure on Σ reg as well. Hence having boundary of measure zero do not depend on the choice of edge lengths. The restriction to such sets is needed as this is exactly the criteria for the indicator function χ A to be Riemann integrable. A trivial counter example would be the set
A case of interest in this context is Σ G and its connected components. Since Σ G and Σ reg ∩ Σ L are open and disjoint in Σ reg then ∂Σ G , the boundary of Σ G in Σ reg , satisfies
2) and hence of measure zero. This argument, along with Theorem2.4, proves the following lemma: Lemma 6.4. Under the previous assumptions, if A is a connected component of Σ G , then the set k n l ∈ A := n ∈ N | k n l ∈ A has positive density given by
.
Another useful tool that we will need later is the following lemma.
Lemma 6.5. Let M ⊂ T E be a connected real analytic manifold of dimension E − 1 with the induced Lebesgue measure m and let g be a trigonometric polynomial (either real or complex). Denote the zero set:
Proof. First notice that if the lemma is true for real trigonometric polynomials and g is a complex trigonometric polynomial then g = 0 ⇐⇒ |g| 2 = 0 and |g| 2 is a real trigonometric polynomial so the result follows.
Let g be a real trigonometric polynomial and assume g| M ≡ 0. Since M is a manifold we can cover it with charts M = ∪ by the transition map ϕ n :
n is real analytic on U n ⊂ R E−1 and therefore eitherg| Un ≡ 0 or its zero set ϕ n (Z g ∩ O n ) is of measure zero in R E−1 [31] . It follows that for any chart
Since M is connected then one of these sets is empty. Since g| M ≡ 0 then M = B and m (Z g ) = 0.
The last tool that we will need in the following analysis is proved in Lemma 3.13 [4] . Lemma 6.6. The inversion I ( κ) = − κ is BG-measure preserving for any l ∈ (0, ∞) E .
Proof. The proof simply follows from the fact that I is an isometry of Σ reg that preserve m κ (Lemma 5.3), and the fact that the normal to Σ reg can be written asn =
2 ds, then ds is invariant to isometries and l· m κ | m κ | 2 is invariant as m κ is, so dµ l is invariant.
Proofs of Subsections 3.2,3.4
We may now use the tools obtained in previous two sections to prove Theorem 3.5.
Proof. of Proposition 3.5:
Let Γ be a standard graph with rationally independent edge lengths l. If f is a generic eigenfunction of eigenvalue k and f κ is the canonical eigenfunction corresponding to κ = k l then by Lemma 5.1 we get
The conjugation in the right hand side is just to get reed of the possible overall phase of f κ . Summing over all vertices and edges would give
according to (4.3) . By Theorem 5.5 it implies that ω (f ) = ω (f κ ) and we may use (4.3) to define ω (f κ ) in terms of f κ and σ:
Notice that for any v ∈ V \ ∂Γ and e ∈ E v the function g v,e ( κ) := f κ (v)∂ e f κ (v) is real, continuous (Lemma 5.1) and non-vanishing on Σ G , as vanishing would result in f κ being non-generic. It follows that sign (g v,e ( κ)) is constant on connected components of Σ G . As σ is also constant on connected components of Σ G (Theorem 5.5) then ω (f κ ) is constant on connected components of Σ G . It follows that every non empty set of the form W j := { κ ∈ Σ G | ω (f κ ) = j} is a non-empty countable disjoint union of connected components of Σ G and hence by Corollary 6.2 and Lemma 6.4 the set {ω = j} ⊂ G has well defined positive density given by
In order to prove the symmetry
for any κ ∈ Σ G , v ∈ V \∂Γ and e ∈ E v and by Theorem 5.5 we get that σ (− κ) = β −σ ( κ). This result in
which proves that I (W j ) = W β−|∂Γ|−j and as I is measure preserving (Lemma 6.6) we are done.
The proof of Proposition 3.10 is very similar.
Proof. of Proposition 3.10: Let Γ be a standard graph with rationally independent edge lengths l and let v ∈ V \∂Γ. Let {Ω v n } n∈G be the sequence on Neumann domains as in the proposition. It was shown in the proof of Proposition 3.1 that for any n ∈ G such that k n > π L min , the spectral position N (Ω v ) satisfies:
and notice that by Lemma 5.1 and (7.3) for any
by a finite number of elements, it would be enough to show that n ∈ G | N v k n l = j has density to conclude that {n ∈ G | N (Ω v (n)) = j} has equal density. To do that we use the same argument as in the proof of Proposition 3.5, which says that each summand, Sign f κ (v)∂ e f κ (v) , is constant on connected components of Σ G and therefore so does N v ( κ). By Corollary 6.2 and Lemma 6.4 for any j ∈ N v (Σ G ) the set n ∈ G | N v k n l = j has well defined positive density and hence so does {n ∈ G | N (Ω v (n)) = j} and it is given by
Since N v is constant on the connected domains of Σ G the demand that
The symmetry proof, exactly as in the proof of Proposition 3.5, will now follow from the inversion. Applying (7.2) to (7.4) gives
− j} and as I is measure preserving (Lemma 6.6),
Proof. of Proposition 3.13. In order to prove the proposition we first define a function ρ v : Σ G → R for any v ∈ V \ ∂Γ satisfying ρ v k n l = ρ f n | Ω v (n) for any n ∈ G. As in the previous proofs it would suffice if the equality holds only for
, and let Ω v be its Neumann domain containing
with lengths l j
and recall that kl j < π for all j. By the explicit construction in (4.9) and the assumption of f being generic we may write:
The genericity assumption implies that e 2ikl j / ∈ R, namely kl j ∈ 0,
, π , so using log with a branch in (0, ∞) we get:
, and in particular
, π by
One can check that θ v,j ( κ) agrees with θ 0 that was defined in Lemma 4.14 [4] . We may use the latter to define ρ v : Σ G → R by
Both θ v,j and ρ v are real analytic on Σ G as f κ (v) + i∂ e j f κ (v) is a trigonometric polynomial for any e j and since f κ is generic and real up to a total phase (Lemma 5.1). The construction gives that for any f generic eigenfunction of Γ l with eigenvalue k > π L min and a Neumann domain Ω v containing v ∈ V \ ∂Γ, the following relation holds:
In particular, given the sequence of Neumann domains {Ω v (n)} n∈G as described in the proposition, the integer sets
differ by a finite number of elements for any choice of (a, b) ⊂ R. By continuity of ρ v ( κ) we get that
Observe that
Define the t ∈ R dependent trigonometric polynomial (7.14)
Let t = 2deg(v)a and let Z gt be the zero set of g t in Σ G then Z gt is given as a a union of closed sets as follows:
(only finite number of theses sets is non-empty). According to 6.5, if A is a connected component of Σ G then either Z gt ∩ A is of measure zero or Z gt ∩ A = A and in both cases ∂Z gt ∩ A has measure zero. Therefore ∂ { κ ∈ Σ G | ρ v ( κ) = a} ∩ A has measure zero as well. As this is true for any connected component of Σ G then ∂ { κ ∈ Σ G | ρ v ( κ) = a} is of measure zero and the same holds for
is of measure zero so we can apply Corollary 6.2 and Lemma 6.4. Therefore the sets n ∈ G | ρ v k n l ∈ (a, b) have well defined density for any (a, b) ⊂ R and hence so does {n ∈ G | ρ (Ω v (n)) ∈ (a, b)} and it is given by
Let us denote the connected components of Σ G on which ρ v is fixed by Σ G . We define the distribution ξ v on R as a sum of a singular part and a continuous part:
Notice that it is continuous by the continuity of ρ v and the fact that we have proved that on Σ c G the sets of the form
It is left to notice that for any v ∈ V \ ∂Γ and e ∈ E v ,
As I is measure preserving (Lemma 6.6) it follows that for any (a, b) ∈ R:
and hence ξ v satisfies this symmetry.
7.1. The proof of Propositions 3.12 and Proposition 3.7.
Proof. of Proposition 3.12:
This proof is similar in nature to the proof of Theorem 4.18 in [4] . Consider the bridge decomposition Γ = Γ 1 ∪ e ∪ Γ 2 . In Lemma 4.15 of [4] an inversion R : Σ G → Σ G was introduced (it was actually defined on a set containing Σ G ), and it was shown to have the following properties:
(1) It is a BG-measure preserving homeomorphism of Σ G to itself (for any choice of l).
(2) ∀ κ ∈ Σ G , the canonical eigenfunctions f κ and f R( κ) are equal on Γ 1 and has the following relation on Γ 2 :
We should mention that Σ G was not discussed in Lemma 4.15 [4] , but the second property in the above insures that R sends Σ G to itself which is what we need. We may now conclude from (7.4) that R satisfies the following:
By (7.5) and as R is BG-measure preserving we get that for any possible values of the spectral positions the following symmetry holds:
As a result of this symmetry for any choice of vertices v 1 , ...v n ∈ V 1 and u 1 , ..., u m ∈ V 2 :
The proof of Proposition 3.7 follows from Proposition 3.12 as follows:
Proof. of Proposition 3.7. Let Γ be a standard graph with rational independent edge lengths. Denote the number of interior vertices of Γ by V in := |V \ ∂Γ|. Assume that Γ is a finite 3-regular tree. By Proposition 3.10, and since all interior vertices are assumed to be of degree three then for any v ∈ V \ ∂Γ,
. By Proposition 3.12 it follows that the auxiliary random variables N v are all uncorrelated which implies independent (for random variables with only two values with probability half). It is now clear that the random variable X :
. We may now use Corollary 3.11 and the assumption that Γ is a tree so that σ ≡ 0 and V = E + 1 to conclude that the random variable ω is given by:
As V in − X has the same binomial distribution by the symmetry of binomial distribution, then
Discussion
This paper deals with Neumann domains on metric (quantum) graphs. Neumann domains may be perceived as the counterpart of nodal domains. Nodal domains in general, and in particular on graphs are an attractive research direction over the last years (see Section 1). On graphs, investigating nodal domains is done by studying nodal points, i.e., the zeros of the eigenfunctions. Similarly, Neumann domains on graphs are studied by examining Neumann points, the zero points of the eigenfunction derivative. On first sight, it might seem that there is no essential difference between counting Neumann points and counting nodal points. Yet, this is not at all the case, as is revealed by comparing the information stored in these two sequences. Denote by φ n the number of nodal points of the n th eigenfunction, and by µ n the number of Neumann points of the n th eigenfunction (Definition 2.6). It is shown in [4, Theorem 2.1] that
where β is the first Betti number of the graph, i.e., the rank of the graph's first homology (or colloquially, the number of 'independent' cycles of the graph), and G (N ) indicates the indices of generic eigenfunctions out of the first N eigenfunctions. Hence, the expected value of the nodal count provides some topological information on the underlying graph. This result should be viewed in the context of inverse problems -to what extent does the graph's spectral information characterizes it. In a similar manner it is proven in the current paper (Corollary 3.6) that
where |∂Γ| is the number of the graph's boundary vertices. Hence, the Neumann count stores some additional topological information on the graph, beyond the one in the nodal count. To emphasize this last observation, let us demonstrate the relevant inverse problem on tree graphs. Given the nodal count of a graph, one can determine whether the graph is a tree or not (by (8.1) and see also [6] ). However, all trees share the same nodal count ( [35, 1, 34] ), so that knowing the nodal count itself does not allow one to distinguish a particular graph out of all the infinitely many tree graphs. Adding the information on the Neumann count, allows one to infer the size of the graph's boundary, |∂Γ| and this already reduces the number of possible graphs to a finite number, thanks to the following bounds
where V, E are the number of graph vertices 3 . The discussion above concerns only the information stored in the expected values of the distributions. Obviously, going beyond the expected value provides more information on the graph. This is demonstrated in Figure 8 .1, which shows three different tree graphs with the same |∂Γ| values and hence the same expected values for the Neumann surplus, µ n − n, but with different probability distributions.
We do know that in certain cases the information from both probability distributions of the Neumann surplus and the nodal surplus is not enough to determine a graph. For example, by Theorem 3.7 all 3−regular trees (see Definition in Section 2.1) with the same boundary size, |∂Γ| have the same probability distribution for the Neumann surplus, µ n −n, and the same nodal surplus [6] . A similar example may be obtained from [4, Theorem 2.3] , which provides another family of graphs, all having the same probability distribution of the nodal surplus, φ n − n. Yet, it is still an open question whether both actual sequences of the nodal surplus and the Neumann surplus provide a complete solution of this inverse problem. As an analog one may think about the decimal expansions of The exact dependence is yet unknown in general; see Conjecture 3.4 and the remark afterwards; and the numerical example which is given in Figure 8 .2. Another related inverse problem concerns isospectrality. Isospectral graphs are graphs which share the same eigenvalues. It was conjectured that such graphs would have different nodal count [27] , or in other words that nodal count resolves isospectrality 4 . This conjecture in its most general form have been refuted by now in [13, 32, 29] (and in [21] for manifolds). Yet, given the discussion above, one may ask whether isospectrality is resolved by combining both the nodal count and the Neumann count.
The inverse problems discussed so far concern the Neumann count and nodal count which are both global spectral properties. Similar questions may be asked in terms of the 'local' observables, N (Ω v ) and ρ(Ω v ), where v is any graph vertex. Consider, for example, the probability distribution of ρ(Ω v ), which we denote by ξ v . By Proposition 3.13 this distribution vanishes outside the interval
. Numerical data suggests that this might be indeed the full support of the distribution. If this is so, then one may read from ξ v the degree of the vertex v, which is obviously a local information. Adding to that, there is numerical simulations suggesting that the probability distribution, ξ v , holds more information than just the degree of the vertex v. This is demonstrated by comparing distributions of vertices of the same degree and observing that they are different -see Figure 8 .3. Hence, a stimulating problem is to understand the full profile of the distribution, ξ v , and in particular features such as positions of its minima and maxima We end with the following universality conjecture.
be a sequence of standard quantum graphs with rationally independent edge lengths. Assume that lim k→∞
is the number of its boundary vertices. For each k, let the random variable ω (k) be defined by the probabilities p(ω
Namely, the normalized random variables which represent the Neumann surplus converge in distribution to the standard normal random variable.
Note that by Corollary 3.6 it is known that E(ω
), but we do not have a general expression for the variance.
Some support towards this conjecture is provided by Theorem 3.7, according to which if Γ (k) is taken to be a family of 3−regular trees, then (8.3) holds. More support comes All the numerical data was calculated for the first 10 6 eigenfunctions and for a choice of rationally independent lengths. from numerical explorations done on a large variety of graphs (including random d-regular graphs and complete graphs) which reveal such convergence to a normal distribution. A similar conjecture is believed to hold for the nodal count with additional progress made towards its validation ( [3] , [4] ). We believe that the work on these two conjectures should be done in parallel and that their confirmation might occur simultaneously. the discussions in the course of the common work. We thank Baptiste Devyver and Ron Rosenthal for interesting discussions. . It is a simple observation, as seen in (4.9) , that an eigenfunction f of Γ with eigenvalue k can be explicitly described by:
for any e j , with a real constant A j and the arc-length parameterization of e j , x ∈ [0, l j ].
Notice that f (v) = f | e j (0) = A j cos (kl j ) and ∂ e j f (v) = kA j sin (kl j ). Using this description of f and under the assumption of f (v) = 0, a simple calculation would give that k is an eigenvalue of Γ l if and only if
tan (kl) = 0
Remark A.1. If f (v) = 0 there must be at least two edges e j , e i for which A j , A i = 0 (because of the Neumann condition on the vertex) and both edges should satisfy cos (kl j ) = cos (kl i ) = 0. It is not hard to deduce that in such case l i and l j are rationally dependent. Thus for a star graph with rationally independent l, any eigenfunction f would satisfy f (v) = 0, and [17, Corollary 3.1.9] implies that all eigenvalues will be simple.
Let us now consider a generic canonical eigenfunction f κ for κ ∈ Σ G . It would satisfy
with |A j | 2 = ( m κ ) j > 0 for any edge e j . The secular manifold can be now expressed explicitly by:
tan (κ j ) = 0 and Π E j=1 sin (κ j ) cos (κ j ) = 0 , and a simple calculation would lead to:
Since Γ is a tree then σ (f κ ) = 0 and therefore the spectral position of k = 1 in Γ κ is
and therefore
For later use we may repeat the exact same calculation for a Dirichlet star graph, namely Γ is a star graph with Neumann condition on the central vertex v and Dirichlet conditions on all boundary vertices. In such case the explicit expression of an eigenfunction f would be:
The lengths rational independence would imply that f (v) = 0 as before, and the following holds:
(A.9)
cot (κ j ) = 0 and Π A.2. Examples of graphs that achieve the σ − ω bounds.
Proposition A.2. If Γ is a star standard graph with rationally independent l. Then for every 1 ≤ j ≤ |∂Γ| − 1 the set {ω = −j} = {σ − ω = j} := {n ∈ G | σ (f n ) − ω (f n ) = j} has a positive density, and hence infinitely many eigenfunctions satisfy ω (f n ) = −j.
Proof. Notice that for any choice of (t 1 , t 2 , ...t E ) ∈ R E that satisfy E j=1 t j = 0 there exist κ ∈ Σ G such that ∀j κ j < π and tan (κ j ) = t. In such case ω (f κ ) = −# κ j > π 2 = −# {t j > 0}. Clearly for any 1 ≤ m ≤ E − 1 there is a a solution to E j=1 t j = 0 with # {t j > 0} = m and therefore ω will achieve all possible values between 1 − |∂Γ| to −1, and the result follows from Theorem 3.5.
Remark A.3. The same argument works for Dirichlet star graphs in which one can show that for any 1 < m < |∂Γ| − 1 there is a κ ∈ Σ G with 0 < κ j < π for all j that satisfies µ (f κ ) = m and N (Γ κ , 1) = 1.
The Proposition can be extended to every tree by induction:
Proposition A.4. If Γ is a tree standard graph with rationally independent l. Then for every 1 ≤ j ≤ |∂Γ| − 1 the set {ω = −j} = {σ − ω = j} := {n ∈ G | σ (f n ) − ω (f n ) = j} has a positive density, and hence infinitely many eigenfunctions satisfy ω (f n ) = −j. In particular, the bounds on σ − ω are attained.
Proof. The proof goes by induction on the number of interior vertices. Let m be the number of interior vertices of Γ l . If m = 1, then Γ is a star graph and the proposition holds for star graphs. Now let us assume that m > 1 and that the proposition holds for any number of interior vertices smaller then m. As m > 1 it follows that there exist an edge e which is not connected to ∂Γ. Let s be an internal point along the edge e, such that the partition of Γ l at s give rise to two subgraphs Γ 1 and Γ 2 , each of rationally independent edge lengths. Each Γ i is a tree with number of interior vertices less then m and hence satisfies the proposition. Let 1 < j < |∂Γ| − 1, then there are j 1 , j 2 that satisfy j 1 + j 2 − 1 = j with 1 < j i < |∂Γ i | − 1 (by construction |∂Γ 1 | + |∂Γ 2 | − 1 = |∂Γ|).
Since both Γ 1 and Γ 2 satisfy the proposition we may find two generic eigenfunctions f n 1 of Γ 1 with eigenvalue k n 1 and f n 2 of Γ 2 with eigenvalue k n 2 such that ω (f n 1 ) = −j 1 and ω (f n 2 ) = −j 2 . As we can rescale each graph by the eigenvalue then we may assume k n 1 = k n 2 = 1. As the eigenfunctions are generic then f n 1 (s) , f n 2 (s) = 0. Consider the graph Γ˜ l obtained by gluing back the two graphs (might be of different edge lengths than Γ l due to rescaling) and the function f defined by f | Γ i = 1 fn i (s) f n i for i ∈ {1, 2}. It is clearly an eigenfunction because each of its restrictions is, and because the restrictions have equal value 1 and vanishing derivative at the gluing point s. Moreover as the two restrictions of f are generic and Γ˜ l is a tree then f is generic (see Remark 2.8). It is a simple observation that φ (f ) = φ (f n 1 ) + φ (f n 2 ) µ (f ) = µ (f n 1 ) + µ (f n 2 ) + 1, where the plus one Neumann point is due to the point s. It follows that
and since all graph considered here are trees then ω (f ) = ω (f n 1 ) + ω (f n 2 ) + 1 = −j.
According to Theorem 3.5 this concludes the proof.
The following example is considered as the prior examples only considered the β = 0 case and therefore does not contribute to the understanding of Conjecture 3.4.
Definition A.5. A mandarin graph is a graph Γ with two interior vertices, no boundary vertices and E ≥ 3 edges such that every edge is connected to both vertices (hence not a loop).
Proposition A.6. If Γ is a mandarin standard graph with rationally independent edge lengths, then the possible values of σ − ω are {1 − β, 3 − β, 5 − β, ..., −1 + β} and every such value j is attained infinitely many times with positive density of {σ − ω = j}. In particular, the bounds of σ − ω are attained.
Proof. For every edge e j we denote the point at the middle edge by s j . As seen in [9] every mandarin graph has a symmetry axis going through all the middle points {s j } E j=1 . This symmetry is independent of the graphs edge lengths. Denote the reflection around this symmetry axis by Π : Γ → Γ. We can choose the basis of eigenfunctions such that every eigenfunction is either symmetric, namely f •Π = f or anti symmetric, namely f •Π = −f (see [9] for example). The partition of Γ according to the symmetry axis (namely {s j } E j=1
which are the fixed points of Π) has two connected components Γ 1 , Γ 2 , which are isometric star graphs of E edges with Π (Γ 1 ) = Γ 2 and vice versa.
We will now show that there is a bijection between the symmetric eigenfunctions of Γ to the eigenfunctions of Γ 1 and another bijection between the antisymmetric eigenfunctions of Γ and the Dirichlet eigenfunctions of Γ 1 . If f is a symmetric eigenfunction of Γ with edge lengths l then for every edge e j we get f | e j (s j ) = 0, and therefore its restriction f | Γ 1 is an eigenfunction of Γ 1 with edge lengths 
