Introduction
Let Ω = [0, m 1 h] × [0, m 2 h], m 1 , m 2 ≥ 5, be a rectangular domain divided into m 1 m 2 equal squares, each of them subdivided into two triangles by its main diagonal and then each of these two triangles subdivided into six subtriangles by its medians, obtaining the Powell-Sabin triangulation T P S m1,m2 [18] , see Fig. 1 . Let S 2 3 (Ω, T P S m1,m2 ) be the space of C 2 cubic splines on T P S m1,m2 . According to [6] , the dimension of this space is dim S (Ω, T P S m1,m2 ) are linearly dependent, however, this fact is not important for quasiinterpolation.
Since ϕ 1 and ϕ 2 are centered at the origin (see Figs. 3 and 4) we define their scaled translates in the following way: ϕ 1,α (x, y) = ϕ 1,(i,j) (x, y) = ϕ 1`x h − i, y h − j´, ϕ 2,α (x, y) = ϕ 2,(i,j) (x, y) = ϕ 2`x h − i, y h − j´, whose supports are centered at the points cα = c i,j = (ih, jh).
In the space S 2 3 (Ω, T P S m1,m2 ) we consider discrete quasi-interpolants (abbr. dQIs) of type
where, in order to satisfy the partition of unity in Ω,φ = [φ 1 ,φ 2 ] T are the normalized multi-box splinesφ 1 = 1 6 ϕ 1 ,φ 2 = 1 2 ϕ 2 withφ 1,α ≡ 0 for α ∈ A 2 \A 1 . In Figs. 3 and 4 the supports and the graphs ofφ 1 and ϕ 2 are shown. The set˘[λ 1,α (f ), λ 2,α (f )], α ∈ A 2¯i s a family of linear functionals which are local, in the sense that they are linear combinations of values of f at some points lying inside Ω and in the neighbourhood of the supports ofφα. Moreover, they are constructed in order that Q is exact on the space P 3 (R 2 ) of bivariate polynomials of total degree at most three. The data points used in the definition of λ 1,α (f ), λ 2,α (f ) are the vertices of each square, Aα = A k,l = (kh, lh), with α ∈ A = {(k, l), k = 0, . . . , m 1 , l = 0, . . . , m 2 }, see Fig. 2 , and fα denotes the value of the function f at the point Aα, i.e. fα = f (Aα).
In [11] , the authors proposed two kinds of differential and discrete quasi-interpolants on the whole plane R 2 . If we use them on a bounded domain, the coefficient functionals associated with boundary multi-box splines (i.e. multi-box splines whose supports overlap with the domain) make use of data points outside Ω. Therefore, in order to obtain a discrete quasi-interpolant of the form (1) using data points inside or on the boundary of Ω, the aim of this paper is to define new coefficient functionals for boundary multi-box splines.
• Here is an outline of the paper. In Section 2 we recall the main results on multibox spline generators and the differential and discrete quasi-interpolants defined on the whole plane and proposed in [11] . In Sections 3 and 4 we construct two different discrete quasi-interpolants on bounded domains: near-best dQIs, obtained by minimizing the infinity norm of each coefficient functional, and dQIs with superconvergence properties for the gradient. Finally, in Section 5 we give norm and error estimates and, in Section 6 we provide some numerical examples illustrating the approximation properties of the proposed dQIs.
C
2 cubic splines on uniform Powell-Sabin triangulations and quasi-interpolants on R
2
The space of C 2 cubic splines on uniform Powell-Sabin triangulations of the plane R 2 has been recently studied in [6, 7] , where it is shown that any element of this space can be expressed as linear combination of a pair of refinable generators ϕ = [ϕ 1 , ϕ 2 ] T .
In [5] Chap.6, the author identifies ϕ 1 , ϕ 2 as particular examples of multi-box splines, introduced in [16] , on the six-directional mesh shown in Fig. 1 and defined by the direction vectors e 1 = (1, 0), e 2 = (0, 1), e 3 = (1, 1), e 4 = (−1, 1), e 5 = (2, 1), e 6 = (1, 2).
The support of ϕ 1 is the unit hexagon with vertices {±e 1 , ±e 2 , ±e 3 }, see Fig. 3 (a), and ϕ 2 is defined as ϕ 2 = ϕ 1 (A −1 1 ), where In [11] the authors propose two differential quasi-interpolants, exact on P 3 (R 2 ) of second and fourth order, respectively
Qf = X • 5 3 • − 1 6 • − 1 6 • − 1 6 • − 1 6 • − 1 24
• − These operators are exact on P 3 (R 2 ) and the approximation order is 4 for smooth functions, i.e. f − Q * f and f − Q * * f are O(h 4 ) . Furthermore they satisfy the following superconvergence properties: the approximation order of the gradient is 4 and
for smooth functions, at the following points (see Fig.   7 ):
-the vertices of squares 
Fig. 7 Points of superconvergence
Using the method presented in [19] , we are interested in the construction of two different types of discrete quasi-interpolants
whose coefficients are linear functionals of the form
where, for v = 1, 2, the finite sets of points˘A β , β ∈ Fv,α¯,˘A β , β ∈ Gv,α¯, Fv,α, Gv,α ⊂ A lie in some neighbourhood of suppφv,α ∩ Ω and such that Qvf ≡ f for all
The construction of such coefficient functionals is related to the differential quasiinterpolant exact on P 3 (R 2 ) and defined on the infinite plane, given by (2).
We propose two different ways of constructing functionals associated with the scaled multi-box splines whose supports are not entirely inside Ω: the first leads to functionals (denoted by µv,α) of near-best type, and the second leads to functionals (denoted by λv,α) inducing superconvergence of the gradient at some specific points of the domain.
In the interior of the domain, for i = 1, . . . , m 1 − 1, j = 1, . . . , m 2 − 1, our quasiinterpolants make use of the same inner functionals defined by (5) and (6) .
We have not proposed quasi-interpolants with inner functionals of type (7) and (8), instead of (5) and (6), because, in this case, we would have to construct a greater number of functionals. Indeed, only for i = 2, . . . , m 1 − 2, j = 2, . . . , m 2 − 2 the data points involved in (7) and (8) lie inside or on the boundary of the domain, therefore, for i = 1, m 1 − 1, j = 1, . . . , m 2 − 1 and i = 2, . . . , m 1 − 2, j = 1, m 2 − 1, we would have to consider other coefficient functionals.
Construction of near-best boundary functionals
In this section we construct convenient boundary coefficient functionals, called nearbest functionals, giving the optimal approximation order as in the case of the whole space R 2 (see Section 2).
In the definition of functionals, we consider more data points than the number of conditions we are imposing, thus we obtain a system of equations with free parameters and we choose them by minimizing an upper bound for the infinity norm of the operator.
The method used in this subsection is closely related to the techniques given in [1] [2] [3] 17 ] to define near-best discrete quasi-interpolants on type-1 and type-2 triangulations (see also [4, 19, 21] ).
From (9) it is clear that, for f ∞ ≤ 1 and α ∈ A 2 , |µv,α(f )| ≤ σv,α 1 , where σv,α is the vector with components σv,α(β). Therefore, since the sum of scaled translates ofφ 1 andφ 2 is equal to one, we deduce immediately
Now we can try to find a solution σ * v,α ∈ R card(Fv,α) of the minimization problem (see e.g. [3] , [17] Chap.3)
where Vv,ασv,α = bv,α is a linear system expressing that Q 1 is exact on P 3 (R 2 ). In our case we require that the coefficient functionals coincide with the differential ones for
This problem is a l 1 -minimization problem and there are many well-known techniques for approximating the solutions, not unique in general (cf. [23] Chap.6). Since the minimization problem is equivalent to a linear programming one, here we use the simplex method.
Before giving the explicit expressions of each coefficient functional, we propose a general method to find a 'good direction' for minimizing the infinity norm. The exactness of Q 1 on P 3 (R 2 ) gives ten conditions (or six in case of symmetry of the support w.r.t. the line y = x). Thus we start with a scheme for the coefficient functionals containing ten (or six) unknown parameters. Therefore the resulting linear system has an equal number of equations and unknowns. In order to reduce the infinity norm, we consider a new functional scheme obtained from the preceding one by adding a new parameter. We consider several schemes and in each of them the new parameter is associated with different data points. We compute the infinity norm of each new functional and we select as new scheme the one having the smallest norm.
We explain this method in detail in the cases µ 1,(0,0) and µ 2,(−1,−1) . For the other cases we follow the same logical scheme (see [20] for detail). We consider the 9-point linear functional, defined using 6 unknowns
and we impose 
In each example the parameter a 7 is associated with different data points. Solving the corresponding systems and minimizing the norm µ 
and with discrete support shown in Fig. 8 (a). We consider the 9-point linear functional, defined using 6 unknowns
and we impose µ 2,( 
In the same manner, we add the parameter a 8 , considering for example
Solving the corresponding systems and minimizing the norm µ and with discrete support shown in Fig. 9(a) .
For the other cases we use the same technique: we start with an initial scheme containing an equal number of conditions and unknowns and then, in order to reduce the infinity norm, we add points searching the 'good direction'.
The 'good direction' for which we have the smallest norm is given by the vertical line x − ih = 0, i.e. the vertical line through the center of the support, or, in special cases of functionals symmetric with respect to x and y, the diagonal line x − y = 0 (or x + y − m 1 h = 0), on which we choose the data points. We obtain the functionals with discrete supports shown in Figs. 8÷11.
By the functional construction (see e.g. the construction of µ 2,(−1,−1) ), we notice that the infinity norm of the coefficient functionals reduces when more parameters are added, but this reduction slows down as the number of parameters increases. It would be interesting to analyse in detail the convergence of this reduction.
The method proposed for the construction of near-best boundary coefficient functionals is a heuristic technique that proceeds gradually adding at each step one new parameter and taking into account the 'good position' of the parameters obtained in the previous step.
Another technique consists in the search of the very best solution (i.e. with the smallest infinity norm out of all possible combinations of data points) for a fixed number of parameters, that can be formulated as a single integer programming problem. We have decided to solve this sequence of linear programming problems because is simpler from a computational point of view. • − 7 54
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In Table 1 we give the values of the infinity norms of the coefficient functionals. A valid choice as boundary coefficient functionals is also represented by the initial ones with schemes containing an equal number of conditions and unknowns, where no minimization procedures are required. These coefficient functionals, denoted by [μ 1,α (f ),μ 2,α (f )] are: 3 , and analogous formulas for the three other edges and vertices of Ω. In the interior of the domain, for i = 1, . . . , m 1 − 1, j = 1, . . . , m 2 − 1, the coefficient functionals are defined by (5) and (6). We call the corresponding operatorQ 1
In fact, in order to determine the coefficient functionalsμ 1,(i,0) ,μ 2,(i,−1) ,μ 2,(i,0) , although the number of conditions and unknowns is the same, one parameter is free and a minimization problem has to be solved.
Construction of boundary functionals inducing superconvergence
In this section we construct boundary coefficient functionals inducing superconvergence of the gradient of the quasi-interpolant Q 2 f at some specific points of the domain. Using the notations
these specific points are (see Fig. 7 ):
-the vertices of squares A k,l = (kh, lh), k = 0, . . . , m 1 , l = 0, . . . , m 2 , -the centers of squares
We construct the boundary coefficient functionals λ 1,α (f ) and λ 2,α (f ) so that they coincide, respectively, with the differential ones (f +
Since the differential quasi-interpolant (2) is exact on P 3 (R 2 ), the discrete quasiinterpolant that we are constructing is also exact on P 3 (R 2 ), therefore the approximation order is 4 and the approximation order of the gradient is 3 for smooth functions,
If we want superconvergence of the gradient at some specific points, i.e.
, we have to require that, for f ∈ P 4 (R 2 ), the gradient of the quasiinterpolant ∇Q 2 f interpolates the gradient of the function ∇f at those points. So we impose ∇(Q 2 f )(M ) = ∇f (M ) for f ∈ P 4 (R 2 )\P 3 (R 2 ), with M a specific point of the domain. This leads to a system of linear equations. We consider systems with additional free parameters and we choose them by minimizing the infinity norms λ 1,α ∞, λ 2,α ∞ and solving the corresponding l 1 -minimization problems.
We remark that on the whole plane R 2 , the two operators Q * and Q * * , defined
by (3) and (4), show superconvergence properties for the gradient at the points above specified (see [11] ), i.e.
for smooth functions and for any point M of the type
Hereinafter we analyse the coefficient functionals near the origin of Ω, the other ones can be obtained in a similar way near the other vertices. We consider schemes for these coefficient functionals containing a number of points greater than or equal to the number of imposed conditions and such that those points are included in a neighbourhood of the support of the corresponding scaled multi-box spline. In the selection of points we take into account the comments made in the previous section on the 'good direction'.
We remark that in order to construct functionals inducing superconvergence near the origin, we have to impose the interpolation of the gradient at the specific points above defined. Therefore we start at the points where only one kind of boundary functional is involved, i.e. the points ( In fact, if we evaluate the quasi-interpolant Q 2 at the point ( (1,1) ,φ 1,(2,2) ,φ 2,(1,1) ,φ 2,(2,1) ,φ 2,(1,2) ,φ 2,(2,2) ,φ 2,(3,2) ,φ 2,(2,3) are associated with coefficient functionals of inner type defined by (5), (6) andφ 2,(1,0) , ϕ 2,(0,1) are associated with boundary coefficient functionals. The supports of ϕ 2,(1,0) and ϕ 2,(0,1) are symmetric w.r.t. the line y = x, therefore we only construct the functional λ 2,(1,0) , because λ 2,(0,1) can be obtained by symmetry. Thus we impose the interpolation condition for the gradient at these points and construct λ 2, (1,0) .
Then we consider the points (h, h), ( 3 2 h, h): following the same logical scheme above explained and imposing the interpolation condition at these points, we construct λ 2,(0,0) . Then we consider the points (2h, 0), (2h,
2 ): imposing the interpolation condition at these points, we construct λ 2,(1,−1) , λ 1,(1,0) and we continue using the same method.
Here we use more data points than in the near-best case, because now we have more conditions to impose.
We analyse the cases λ 2,(1,0) and λ 2,(0,0) . For the other cases we follow the same logical scheme (see [20] for detail). We obtain the functionals with discrete supports shown in Figs. 12÷15.
Example 1: the functional λ 2,(1,0)
Consider the 13-point linear functional
obtained from the scheme of the corresponding near-best coefficient functional by adding the points A 0,3 = (0, 3h) and A 2,3 = (2h, 3h). We require that:
and M = ( Fig. 12(a) . • − • 23 36
• − 1 24
• − Therefore we define the discrete QI Q 2
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