Noise-based Logic (NBL) is a probabilistic logic system which can be used to simultaneously apply a superposition of arbitrarily many input vectors to a SAT instance. Using this property, we can determine whether an instance is SAT in a single operation. A satisfying solution can be found by iteratively performing SAT checks up to n times, where n is the number of variables in the SAT instance. In this paper, we formulate NBL-based SAT, and discuss its scalability. The NBL-based SAT engine has been simulated in software for validation purposes, although the focus of the paper is on the theory of NBL-based SAT.
INTRODUCTION
Recently, it was shown that noise can be used to realize logic circuits [1, 2, 3] . We refer to this logic scheme as Noise-based Logic (NBL) in the sequel. In NBL, a plurality of uncorrelated noise sources (referred to as noise bits) are utilized where each noise source has zero mean. NBL is a probabilistic logic scheme with a precisely quantifiable threshold of error. NBL can be utilized to realize multi-valued logic as well [3, 4] .
The orthogonality of the noise bits yields some powerful properties. One of these is the ability to apply all possible inputs to an n input NBL circuit simultaneously using 2n uncorrelated noise sources. Consider a combinational circuit with n inputs x 1 , x 2 , ···x n . For each input x i , let us assume we have a noise source (noise bit) N x i to represent the x i literal, and a noise source N x i to represent the x i literal. Hence, for 1 ≤ i ≤ n, we may apply the input (N x i + N x i ) to the i th input of the circuit. This in effect means that we applied all 2 n inputs to the circuit simultaneously. We will see how a variation of this idea ends up being important in Section 2.
In this paper, we present an approach to solve the SAT problem utilizing NBL. The resulting approach can provide a SAT/UNSAT decision in a single operation, and can provide a satisfying input vector in a number of such operations which is linear in the number of inputs. This is possible because NBL allows us to apply all 2 n minterms to the SAT instance simultaneously.
OUR APPROACH
We begin with some definitions pertaining to Noise-based Logic (NBL). DEFINITION 1. Independent Noise Processes: Consider two noise processes V i (t) and V j (t). These noise processes are independent iff the correlation operator applied to V i (t) and V j (t) yields V i (t)V j (t) = δ i, j , where δ i, j is the Kronecker symbol (δ i, j = 1 when i = j, and δ i, j = 0 otherwise).
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DEFINITION 2. Basis (Reference) Noise Processes (Bits): Consider
If these processes are pairwise independent, then V 1 (t),V 2 (t), ··· ,V M (t) are referred to as basis (reference) noise processes (bits).
For convenience, we assume that all the noise processes in the sequel have a zero mean value.
Consider two orthogonal basis noise bits V i (t) and V j (t) (i = j). The product Z i, j (t) = V i (t) ·V j (t) of two orthogonal basis noise bits is orthogonal to V k (t) (k = 1, 2, ··· , M). This property was used [3] to realize a logic hyperspace. In other words, Z i, j (t),V k (t) = 0 DEFINITION 3. Noise-based Logic Hyperspace: Using 2m basis noise bits V 0
, we can compute a noise hyperspace H with dimensionality 2 m , by multiplying these noise bits appropriately, and performing their additive superposition [3] .
SAT to NBL-SAT Transformation
In this subsection, we describe the process of transforming a SAT decision problem S into an equivalent NBL SAT instance S N . Consider a decision problem expressed as a CNF S with m clauses (S = c 1 · c 2 ···c m ) on a set of binary variables X = (x 1 , x 2 , ··· , x n ). We would like to determine if S is satisfiable, and if so, find a satisfying assignment. S N is comprised of the product of 2 sets of clauses τ N and Σ N , where τ N contains all 2 n valid minterms for the instance S, while Σ N includes all satisfying minterms for S.
For each clause c j , we create 2n basis noise sources which are used to represent both literals of each variable x 1 , x 2 , ··· , x n . Let N j x i be the noise source corresponding to literal x i in clause c j , and N j x i be the noise source corresponding to literal x i in clause c j . In total, we create 2mn independent basis noise sources as there are m clauses, each requiring 2n noise sources. Note that the noise sources are independent across clauses, such that the product of any noise, for any literals x p and x q from clauses c j and c k respectively, (where j = k), has a zero mean ( N j x p · N k x q = 0). Construction of τ N : First we construct the noise hyperspace τ N which contains all 2 n valid minterms to be applied to the SAT instance Σ N . The hyperspace τ N is constructed as the product of n terms. The i th term consists of the sum of two noise products, N 1
These products correspond to the product of noise sources for literals x i and x i respectively, used in all clauses for Σ N .
Construction of Σ N : Now we construct the NBL-based SAT instance Σ N from the SAT instance S by replacing the positive literal of variable x i in clause c j by cube subspace T j x i , and the negative literal of variable
we obtain additive superposition of noise minterms satisfying clause c j .
When Σ N is expanded out, the noise vectors for minterms from each clause form products with noise vectors of minterms from all other clauses. A valid satisfying minterm for Σ N would be such that its final noise product contains a product of noise vectors from all clauses that represent the same minterm. All other combination of noise vectors are logically invalid (in the sense that they are not present in τ N ). Note that expansion is performed only for purposes of illustrating the approach. In practice, the SAT check is done by simply observing the average value of τ N · Σ N , without explicit expansion.
Consider a SAT formula S where the number of variables and clauses are n = 2 and m = 3 respectively. An example of a valid noise-based minterm is N 1
x 2 , which corresponds to the minterm x 1 x 2 of S. An example of an invalid noise-based minterm is N 1
Thus Σ N is the additive superposition of all valid (satisfying) and invalid minterms of the SAT instance. Since τ N only contains all valid minterms as shown in Equation 1, the product of τ N · Σ N is the additive superposition of the self-correlation of each of the valid minterms. The average value of τ N · Σ N is zero if the instance S is unsatisfiable, and positive if the instance S is satisfiable. Thus Z j is the additive superposition of all noise-based minterms that satisfy clause c j . The output of Σ N is the conjunction (product) of all Z j noise vectors from the clauses. Hence Σ N includes the additive superposition of all noise-based minterms that satisfy S. Multiplying Σ N with τ N simply yields the additive superposition of the self correlation of the noise-based minterms of S. We recall that the average value of the product of two independent noise sources is 0. The product τ N · Σ N has a zero average only in the case where Σ N and τ N do not share any noise minterms. Hence no minterm exists in Σ N that correlates to any of the valid minterms in τ N . But τ N is the additive superposition of all valid minterms for S. Hence, if S N has a zero average, then there is no valid minterm that exists across all clauses and we conclude S is unsatisfiable (line 4).
Satisfiability Check using NBL-SAT
However, if Σ N and τ N contain common minterm(s), the product of the noise vectors results in a positive average for S N . Then if τ N · Σ N has a positive DC offset, we can conclude that at least one common satisfying minterm exists across all clauses (line 6). PROOF. Omitted due to lack of space. The reason why we are able to perform the SAT check with a single operation is that we are able to simultaneously apply all minterms to the NBL-SAT instance, since each of the minterms in NBL are orthogonal basis noise vectors. This is not possible in traditional SAT solvers.
It is easy to see that determining the satisfying assignment for any SAT problem can be done by at most n applications of Algorithm 1. This is done as follows. Assuming that the instance is shown to be satisfiable by Algorithm 1, we bind variables iteratively to their (WLOG) positive literal. In iteration i, if the new instance is SAT, we append literal x i to the satisfying solution, otherwise we append literal x i to the solution. In the subsequent iterations, we bind variable x i to its positive value (negative value) if the satisfying assignment contains x i in its positive (negative) polarity.
Scaling Issues
In order to discuss how NBL-SAT scales with the number of variables and clauses, consider 3-SAT instances (in which each clause has 3 literals) with n variables and m clauses. We assume that each basis noise source (N j x i ) is a uniform random variable between [-0.5, 0.5]. Recall that the average value of τ N · Σ N is proportional to the number of satisfying minterms, since such minterms are present in both τ N and Σ N . Hence the ability of NBL-SAT to discriminate between an instance with one satisfying minterm and another instance which is unsatisfiable needs to be considered. We define the SNR of NBL-SAT as SNR =μ 1 −3σ 1 μ 0 +3σ 0 , whereμ i is the expectation of the mean of the average value of τ N · Σ N when there are i satisfying minterms, andσ i is the expectation of the standard deviation of the average value of τ N · Σ N , when there are i satisfying minterms. Note thatμ 0 = 0. Assuming that there are N samples in each noise source, we havê
, where x j is uniformly distributed within [-0.5, 0.5]. The product is over nm since there are nm noise products in any satisfying minterm in NBL-SAT. Simplifying, we haveμ 1 = ( 1 12 ) nm . Similarly, the unbiased estimate of the variance of the mean of the product of nm independent uniform distributions [5] (over N samples) is given byσ 2 = 1 N−1 ( 1 12 ) 2nm . Now the total number of products in a NBL-based 3-SAT instance with n variables and m clauses is (2 n ) · (2 n − 2 n−3 ) m ∼ O(2 nm ). The first term refers to the number of products of τ N , while the second term is the number of products in Σ N . Since these O(2 nm ) products are independent, their variances will add up, and so we haveσ 1 =σ 0 = 1 √ N−1 ( 1 12 ) nm · 2 nm . For SNR 1, we can ignoreσ 1 in the SNR expression, yielding: SNR
3·2 nm . Note that if it is known that the instance has K satisfying minterms, then the SNR expression above is multiplied by K.
EXPERIMENTAL RESULTS
To validate our NBL-SAT algorithm, we simulated several small NBL-SAT instances in the C programming language. In our simulations, each basis noise source (N j x i ) is a uniform random variable between [-0.5, 0.5]. Each instance is simulated until the mean value of S N has converged to the third significant digit or until 10 8 noise samples have been reached. Our experiments focus on the SAT checker from Algorithm 1, as the satisfying assignment determination for the SAT instance simply consists of iterative applications of the SAT checker.
We use the following two examples, one unsatisfiable and one satisfiable, to validate the correctness of our scheme. S UNSAT = (x 1 + x 2 ) · (x 1 + x 2 ) · (x 1 + x 2 ) · (x 1 + x 2 ) S SAT = (x 1 + x 2 ) · (x 1 + x 2 ) · (x 1 + x 2 ) · (x 1 + x 2 ) The first two clauses in our satisfiable example are redundant, but they bring the number of clauses m to 4, which makes the S N values comparable with our unsatisfiable example which also has m = 4. In Figure 1 , the average values of S N of both examples are plotted as a function of number of noise samples.
Although no NBL circuits exist today, realizing the NBL-SAT solution approach of our paper would require widely studied, and ubiquitously available circuit components such as wideband amplifiers, analog adders, analog multipliers and low-pass filters. NBL-SAT may be implemented on FPGAs or ASICs as well. We hope that the result of this paper will encourage development of NBL circuits.
