The particle-particle random phase approximation (pp-RPA) has been used to investigate excitation problems in our recent paper [Y. Yang, H. van Aggelen, and W. Yang, J. Chem. Phys. 139, 224105 (2013)]. It has been shown to be capable of describing double, Rydberg and charge transfer excitations, which are challenging for conventional time-dependent density functional theory (TDDFT). However, its performance on larger molecules is unknown as a result of its expensive O(N 6 ) scaling. In this article, we derive and implement a Davidson iterative algorithm for the pp-RPA to calculate the lowest few excitations for large systems. The formal scaling is reduced to O(N 4 ), which is comparable with the commonly used configuration interaction singles (CIS) and TDDFT methods. With this iterative algorithm, we carried out benchmark tests on molecules that are significantly larger than the molecules in our previous paper with a reasonably large basis set. Despite some self-consistent field convergence problems with ground state calculations of (N − 2)-electron systems, we are able to accurately capture lowest few excitations for systems with converged calculations. Compared to CIS and TDDFT, there is no systematic bias for the pp-RPA with the mean signed error close to zero. The mean absolute error of pp-RPA with B3LYP or PBE references is similar to that of TDDFT, which suggests that the pp-RPA is a comparable method to TDDFT for large molecules. Moreover, excitations with relatively large non-HOMO excitation contributions are also well described in terms of excitation energies, as long as there is also a relatively large HOMO excitation contribution. These findings, in conjunction with the capability of pp-RPA for describing challenging excitations shown earlier, further demonstrate the potential of pp-RPA as a reliable and general method to describe excitations, and to be a good alternative to TDDFT methods. * Electronic address: Weitao.Yang@duke.edu
I. INTRODUCTION
FIG. 1: Schematic sketch of the relation between pp-RPA, pp-TDA and the ways to derive them RPA [24] .The relation between pp-RPA, pp-TDA and the approaches to derive them can be summarized in Fig. 1 . In addition, Zhang et. al. [25] have illustrated the calculations of gradient for excited states as well as ground states, which makes the geometry optimization for ground states and excited states applicable through pp-RPA. We also have extended our attempts to the second-ph-RPA/second-pp-RPA to include double/non-HOMO excitations [26] , which are prohibited by their formal first-order formulations.
Despite these efforts, we were still solving the pp-RPA equation using the direct diagonalization approach with a heavy computational cost O(N 6 ), and therefore we are limited to tests on a small number of systems with few electrons and small basis sets. To further make this method applicable to larger systems, a computational algorithm with less computational cost is highly demanded. More importantly, since the performance of pp-RPA on large systems excitations is still not known, an extensive benchmark test is needed.
In this article, we fist review the method of calculating excitations with pp-RPA followed by a Davidson-like approach to lower the computational to O(N 4 ) for a single eigenroot in Sec. II. Then in Sec. III we carry out benchmark tests with molecules in Thiel's [27, 28] and Tozer's [29] test sets and compare our results with the well-know low-cost methods including CIS, time-dependent Hartree-Fock(TD-HF) and TDDFT with B3LYP(TD-B3LYP) or PBE(TD-PBE) references. Finally, in Sec. IV we give our concluding remarks.
II. THEORY AND METHODOLOGY
A. pp-RPA from TDDFT-P The formal derivation for the TDDFT-P theory has been presented in Ref. [24] . Here we review some of the most important parts to give our readers a general impression of this fundamental theory.
We now consider a Hamiltonian within a pairing field, H =T +V +Ŵ +D, (1) in whichT ,V andŴ represent kinetic, external potential and two-electron interactions, respectively, andD is the external pairing field,
whereψ(x )ψ(x) stands for the pair removal part, while h.c. is short for Hermitian conjugate and it stands for the pair addition part. In presence of the above pairing field, the pairing matrix κ(x, x ) = Ψ|ψ † (x )ψ † (x)|Ψ
is not zero. In fact, a perturbative pairing field δD(y, y ; τ ) at time τ results in a tiny change of the paring matrix δκ(x, x ; t) at time t. If we ignore the higher order terms and only investigate the first order change, then through the linear response theory, we obtain a linear pp-response function
and the linear response equation with the integrated form is
Note here, the creation and annihilation operators in Eq. 4 are all in Heisenberg picture.
A non-interacting system |Φ s is now assumed to hold the same electron density and pairing matrix as the interacting real system at every time. Instead of complicated twoelectron interactions, this non-interacting system only has effective one-body normal and paring potentials, and the exchange-correlation part exists in both potentials. The total pairing field includes both the internal pairing potential and the external pairing field: δD s = δD int + δD. This non-interacting system is a mapping image from the real many-body system and it has a pp-response function that is much easier to calculate. By changing the coordinate basis to orbital basis and performing Fourier transform, its pp-response function
Therefore, the linear response equation for the non-interacting system becomes two separate ones,
Apart from above response equations that build up the dependence of δκ on the total pairing field δD s , the changes of pairing matrix also in turn affect the total pairing field, or more specifically, the internal mean-field pairing potential δD int . We use a response kernel L to represent the dependence of δD int on δκ and it can be derived that
with pq||rs = pq|rs − pq|sr ,
and
Plug in the response equation and eliminate the internal pairing potential, after some rearrangement, we come to the TDDFT-P equation.
in which
Note here, we have further simplified the equation by restricting a > b, c > d, i > j and k > l. In real atomic or molecular systems, we take the limit that the external pairing field D goes to 0. Therefore, setting the right-hand side of Eq. (11) to be zero, we obtain a generalized eigenvalue equation
Since the response kernel L is still not well known, if we simply ignore the exchangecorrelation part in L in Eq. (8), we arrive at the pp-RPA equation, with matrix elements being 
If a real eigenvector normalizes to 1, it is for a pair addition process and if normalizes to −1, it is for a pair removal process. When we calculate excitations with pp-RPA, we usually start with an (N − 2)-electron system and then add two electrons back. Therefore, the eigenvalues of our interests are those lowest ones with normalization to 1.
The time cost for a direct diagonalization approach to solve the pp-RPA equation(Eq.
(13)) is O(N 6 ) and the memory space cost is O(N 4 ), with N being the maximum of N vir and N occ . For problems with small number of electrons and also small basis sets, this direct diagonalization approach is applicable. However, for larger systems, the computational cost significantly increases with more electron numbers and basis functions.
We now use the basic idea behind the Davidson method [30] to solve the lowest few pair-addition eigenroots for the pp-RPA equation with an O(N 4 ) time cost.
We first simplify the notation and write the pp-RPA equation (13) as
where M is the pp-RPA matrix [A, B; B † , C] and W is the diagonal matrix [I, 0; 0, −I].
Suppose for an exact eigenpair(ω k ,u k ), we approximate it by(ω k ,ũ k ) such thatũ k is a linear combination of v 1 , v 2 , . . . , v n :
where v's are basis vectors and they are orthornormalized with respect to W,
and c's are linear combination coefficients. Therefore, the pp-RPA eigenvalue equation can be approximated by
Multiply V T to the left, we obtainM
The matrixM in Eq.(21) has dimension n, which is the number of basis vectors and it is usually much smaller than the original matrix M. By solving the eigenvalue problem(Eq.(20)),
we are able to get the approximated eigenvalueω k and the coefficients c, and therefore the approximated eigenvectorũ k through Eq. (27) . To test whetherũ k is a good approximation, we calculate the residual r k ,
If the norm of r k is within a given threshold, we consider the result to be converged, otherwise, we need to expand the basis vector space to help obtain a better approximation.
Suppose the difference between u k andũ k is
Then the original eigenvalue problem can be written as
Assume the approximated eigenvalueω k is already a good approximation to the real one ω k , we would then need to get t by solving(recall the definition of r k in Eq. (22))
To strictly solve the difference vector t, we need to calculate the inverse of M −ω k W, but it is expensive to do so. Fortunately, following Davidson's suggestion, a good preconditioner P can be constructed using the diagonal part of M and the diagonal metric matrix W, since usually, the orbital energy parts in A and C are much larger than the other matrix elements,
The inverse for P is easy to calculate and thus the i-th element for the approximated
As a good approximation to t, the newly calculated vector ∆u can be added to the existing basis vector space V to help further obtain a better approximation to the exact eigenroot pair until finally converged.
It is worth noting that the way to augment such a basis vector space is not limited to the Davidson approach only. Other methods to expand the subspace, such as the Jacobi-Davidson approach [31, 32] , are also applicable. However, because our goal in this work is simply to lower the computational cost to run benchmark tests rather than to carry out a method comparison, we only implemented the original Davidson flavor of this subspace expansion.
C. Detailed work flow
Now let us present our algorithm with a detailed work flow.
1. Perform a self-consistent field calculation for the (N −2)-electron system with Hartree-Fock(HF) or a chosen DFT functional.
2. Generate an initial guess for the basis vector set. Because we aim for the lowest n pair addition eigenroots, a good initial guess can be generated by sorting the sum of any two virtual orbital energies ε ab = a + b and getting the lowest m ones(m ≥ n). Suppose the lth lowest value is ε cd , then the lth initial basis vector elements are
3. Calculate matrix-vector product MV using the approach in Ref. [33] . This is one of the most expensive steps in the whole calculation: for each basis vector, the time cost is O(N 4 ) and memory cost is O(N 2 ). 10. Go back to step 3 and continue the loop.
D. Davidson method for pp-TDA
The pp-TDA is simply solving the equation
The matrix A is a diagonally dominated Hermitian matrix. Therefore, the pp-TDA equation
can be solved using the canonical Davidson algorithm [30] .
III. RESULTS
We implemented the above Davidson iterative method on the spin-separated and spinadapted pp-RPA and pp-TDA equations in QM4D package [34] . Then we use it to benchmark excitation energies calculated with pp-RPA. We choose molecules in Thiel's [27, 28] and Tozer's [29] For each excitation, we perform pp-RPA and pp-TDA calculations with HF, B3LYP
and PBE references. We also compare these results with the well-known computationally efficient methods including CIS, TD-HF, TD-B3LYP and TD-PBE in order to further assess the performance for our approaches. Basis set convergence is tested along the cc-pVXZ series, X=D,T,Q, as well as the augcc-pVXZ series, X=D,T. The QM4D program uses Cartesian atomic orbitals and removes basis functions with angular momentum higher than "f ". We choose butadiene and furan as test molecules. For each molecule, two lowest singlet and two lowest triplet excitations are investigated.
The results are shown in Fig. 2 . Because of a convergence failure, aug-cc-pVTZ results for HF reference is missing. It can be seen that for the two DFT references, the excitation energies decrease from cc-pVDZ to cc-pVQZ. The energies further decrease when it comes to aug-cc-pVDZ. The difference between the results of aug-cc-pVTZ and aug-cc-pVDZ are very small(≈0.02 eV). Therefore, we can consider that the excitation energy is already converged for the aug-cc-pVDZ basis set. Note here, even though cc-pVTZ and cc-pVQZ have more contracted Gaussian-type orbitals(CGTOs) than aug-cc-pVDZ, they do not reach the basis set convergence for excitation energies. The reason is that excited states are more diffuse than the ground state and in order to describe describe a balanced ground state and excited states well, adding diffuse functions is more crucial and more efficient than adding angular-momentum functions. For calculations with HF references, we can observe the similar convergence trend. However, it converges much slower than DFT references. With the aug-cc-pVTZ result missing, we cannot guarantee the aug-cc-pVDZ result is converged.
Judging from the figure, it is very likely that more basis functions are needed considering its slow convergence behaviour. Since the aug-cc-pVDZ basis is already converged for DFT references and considering the computational cost, we decide to use aug-cc-pVDZ basis in all the rest calculations, even though we cannot guarantee a convergence with the HF reference. we analyse data from pp-RPA-HF, it happens in many cases that there lie many excitations with incorrect symmetry below the targeted excitations. This also happens sometimes in TD-HF or CIS calculations, which might result from the problem with HF references. For pp-RPA-B3LYP and pp-RPA-PBE, the mean absolute errors are much smaller which means that they are much more accurate. The excitation spectrum is also clean without inserted wrong symmetry states and makes it easier to analyze for these DFT references.
C. pp-RPA vs pp-TDA Unlike the results we observed for small molecules, in large systems, there is relatively a larger difference between pp-RPA and pp-TDA. The excitation energies calculated from pp-TDA is always lower than its corresponding pp-RPA. Therefore, the mean signed error shifted from close to zero to -0.14 eV ∼ -0.44 eV depending on the reference that is chosen.
Even with such a shift, the mean absolute error does not change much for HF reference or B3LYP reference. However, for pp-TDA-PBE, both the mean signed error and mean absolute error are much larger than pp-RPA-PBE. These suggest that pp-TDA gives excitation energies slightly lower than pp-RPA and its performance is similar or slightly worse than pp-RPA. This observation is very different from TDDFT, where TDA results are often better than RPA results. 
D. Comparison with conventional computationally efficient methods
We presented CIS, TD-HF, TD-B3LYP, TD-PBE results in the last four columns of the 
E. Singlets vs triplets
We investigated the error for the singlet excitation group and the triplet excitation group.
For pp-RPA-HF and pp-TDA-HF, the singlet excitations have negative errors and triplet excitations have positive errors, and triplets excitations have slightly smaller mean absolute error. For the two DFT references, the results are opposite: triplet excitations have more negative errors and larger mean absolute errors. Therefore, singlet excitations are better described by pp-RPA with DFT references. A B3LYP example is shown in Fig. 3 .
F. non-HOMO excitations
It had been our concern for the pp-RPA and pp-TDA methods because within our regular treatment, non-HOMO excitations cannot be captured. When the molecule gets larger, the non-HOMO excitations might play a more important role. However, according to the large systems we investigated, the lowest few excitations very commonly has some HOMO excitation characters. To our surprise, even if the HOMO excitation contribution is as small as 20% in a TDDFT calculation, our approach still can capture that state well with a reasonably good excitation energy. These excitations with significant non-HOMO excitation characters are marked with underlines in the Tab. I. Therefore, even though our methods with regular treatments still cannot capture those excitations with almost pure non-HOMO excitation characters, they are reliable in predicting most of the low-lying excitations with some HOMO-excitations characters. Note there is another way to capture non-HOMO excitations with pp-RPA: we can use the non-ground state of (N − 2)-electron systems as the reference, somewhat like the use of HF* in our previous work [23] .
IV. CONCLUSIONS
We derived and implemented a Davidson algorithm for pp-RPA. The formal scaling is reduced to O(N 4 ), which makes it possible to be applied to larger systems. We used this algorithm and carried out benchmark tests on pp-RPA and pp-TDA on HF, B3LYP and PBE references. Despite some convergence problems with (N − 2)-electron systems, we are able to accurately capture lowest few excitations for systems with converged SCF calculations.
Among them, pp-RPA-B3LYP has the best performance with both clean ordered spectrum and accurate excitation energies. Excitations calculated from pp-TDA are lower than pp-RPA. Compared to TDDFT, there is no systematic bias for pp-RPA with the mean signed error close to zero. The mean absolute error with B3LYP or PBE references is similar to that of TDDFT, which suggests the pp-RPA is a comparable method to TDDFT for the test molecules. Moreover, despite some concerns for non-HOMO excitations, in many cases, excitations with relatively large non-HOMO excitation contributions are also well described in terms of the excitation energy, as long as there is also a considerably amount of HOMO excitation contribution. Therefore, the pp-RPA is also a reliable method to solve the lowest few excitations problems in large systems and it can potentially be a good alternative to TDDFT methods when TDDFT faces significant challenges, as in the case of charge transfer, double and Rydberg excitations [23] . 
