Algorithms for the direct evaluation of singular Galerkin boundary integrals for three-dimensional anisotropic elasticity are presented. The integral of the traction kernel is defined as a boundary limit, and (partial) analytic evaluation is employed to compute the limit. The spherical angle components of the Green's function and its derivatives are not known in closed form, and thus the analytic integration requires a splitting of the kernel, into 'singular' and 'non-singular' terms. For the coincident singular integral, a single analytic evaluation suffices to isolate the potentially divergent term, and to show that this term self-cancels. The implementation for a linear element is considered in detail, and the extension to higher order curved interpolation is also discussed. Results from test calculations establish that the algorithms are successful.
Introduction
A boundary integral formulation for three dimensional anisotropic elasticity was first considered in the 1973 paper by Vogel and Rizzo [39] , and this is therefore an appropriate topic for the present volume honoring Professor Rizzo.
Subsequent to the Vogel and Rizzo paper, Wilson and Cruse [41] used interpolation from pre-computed Green's function tables to obtain a computationally efficient algorithm. (The book by Schclar [32] contains a survey of work in this area up to 1994). The reason for the computed tables is that, unlike other equations in computational mechanics, the Green's function U(P, Q) is not known in closed form. Specifically, U(P, Q) = 1 8π 2 rŨ (P, Q) = 1 8π 2 rŨ (R/r) = 1 8π 2 rŨ (ζ, ϕ) ,
where r = R = Q − P is the distance between the two points P and Q, and { ζ, ϕ } are spherical angles (with respect to a chosen coordinate system) defining the unit direction vector R/r [41] . Perhaps the nicest derivation of this result can be found in Synge [36] . While several forms can be given for the functionŨ [2, 19, 22, 40] , it cannot be expressed in algebraic form or in terms of the well known special functions; see [25, 27, 38] for the most recent work in this area, and complete discussions of previous work. In the following,Ũ will be written as a function of P and Q, R, or spherical angles, whichever is the most convenient at the moment.
The focus herein is on the evaluation of singular integrals that arise in a Galerkin approximation of the displacement boundary integral equation, with most attention on the integrals containing the first derivative of the Green's function. This is a necessary first step in addressing the more difficult hypersingular traction equation and its second order derivatives. The lack of a simple form for the Green's function is clearly an impediment for singular integration algorithms [17, 35, 37] . The special aspect of anisotropic elasticity is that whileŨ(P, Q) is not a function of r, it nevertheless contributes an angular variation of the Green's function in the neighborhood of the singular point r = 0. Thus, unlike the situation for fundamental solutions given in terms of special functions -e.g., the Bessel function H 1 0 (kr) for the two-dimensional Helmholtz equation -the singular integration cannot be based upon asymptotic expansions [26] at r = 0. The angular variation inŨ must be taken into account, and this obviously presents a challenge for methods based upon analytic integration at the singularity.
The two early papers mentioned above employed a collocation approximation. The Galerkin approximation is advantageous for dealing with the hypersingular equation, and applications in anisotropic elasticity have been reported [4, 23] . A general introduction to the Galerkin method can be found in [5] , while [21, 34] are two basic references for elasticity. For a Galerkin approximation in three dimensions, a number of singular integration methods have proved successful in handling the hypersingular kernel: transformation of the integral using Stokes' Theorem [8, 9, 10, 18] , and in particular for anisotropic elasticity [4] ; numerical methods [33] based upon the Duffy transformation [24] ; and analytic integration approaches utilizing either Hadamard Finite Part [1, 6, 30, 31, 33] or limit definitions [12, 13] . While the direct limit analysis is convenient, in that it does not require a reformulation of the integral equations, it does require the ability to integrate analytically and to manipulate the integral. It is therefore not obvious that the direct limit approach applies to anisotropic elasticity, and the purpose of this paper is to establish this result. The algorithm presented herein incorporates the basic procedures in [12] , together with additional steps necessary to cope with the functionŨ.
The discussion in [12] focused on the hypersingular (two derivatives of the Green's function) integral that appears in the boundary traction equation; however, the techniques apply equally well to the less singular integrals appearing in the displacement equation. Herein we consider the integral involving the first derivative of the Green's function, usually called the Cauchy Principal Value (CPV) integral, as this simpler integral for anisotropic elasticity warrants a discussion. However, if the boundary limit procedures were to work solely for the displacement equation, they would be of little value. As noted above, the ultimate goal is to establish that these methods are capable of analyzing the more difficult hypersingular kernel. To take a step in this direction, the coincident CPV integral will be treated using the double integration procedure described in [12] , even though in this case a single analytic integration would suffice. In addition, the adjacent edge hypersingular procedures in [12] will be shown to be applicable to the adjacent edge integral for the anisotropic CPV kernel.
The remainder of the paper is organized as follows. The next section provides a brief overview of the boundary integral formulation for anisotropic elasticity. Section 3 details the limit evaluation algorithm for the coincident CPV integral, assuming a linear element. The subsequent section discusses the adjacent edge and vertex integrations, and also presents results from a simple test calculation. Section 5 considers the extension of these results to higher order elements, and the paper concludes with some comments about the extension to the hypersingular traction equation.
Boundary Integral Formulation
The Navier equations for linear elasticity are
where u = (u 1 , u 2 , u 3 ) is the displacement vector and C are the elastic constants for the material (as usual, indices after the comma indicate partial derivative, and the summation convention is employed). The corresponding boundary integral statement linking surface displacement u(Q) and traction τ (Q) = σ • n(Q) is usually written in the form [39, 41] 
where the integral involving the traction kernel T (defined below) is understood in the Cauchy Principal Value (CPV) sense. However, herein we adopt the boundary limit definition of the singular integrals, as this procedure works equally well for the derivative (hypersingular) equation. With this definition, the boundary integral equation can be written as
where P e are points exterior to the domain D converging to the point P ∈ Σ. Ultimately the two equations are the precisely the same, but the singular integration procedures will obviously be different. An exterior limit is chosen for convenience, as it eliminates the 'free term' u(P ) outside the integral that shows up if an interior limit is employed [20] . To complete the specification of the Green's function given in Eq. (1),Ũ (P, Q) =
and the Christoffel matrix K(ξ), ξ ∈ R 3 , is defined by K ij = C iljm ξ l ξ m [41] . The line integral contour S 1 is the unit circle in the plane having normal R/r,
Thus,Ũ depends only on the unit vector R/r, and as noted in Eq. (1), it can be conveniently represented (and computed) as a function of the direction angles {ζ, ϕ} referenced to any choice of spherical coordinate system (0 < ϕ < π will denote the polar or azimuthal angle, 0 < ζ < 2π). In what follows, we will employ spherical coordinates for which a cartesian axis, X, Y , or Z, is the polar axis, and the flexibility to select among these three coordinate systems will be important.
The Green's function is only weakly singular (integrable), and thus the integral
exists for P on the boundary. It therefore suffices to examine the CPV traction kernel T (P, Q) integral. The procedures described below will work equally well for the U integral, with obvious simplifications due to the absence of the limit process.
The traction kernel T (P, Q) in Eq. (4) is obtained from U in the same manner as the traction τ is obtained from displacement. Thus,
where U ,l denotes the derivative with respect to the l th component of Q, (To simplify notation, the component indices {i, j} for the Green's function will be dropped). As T is a linear combination of U ,l (P, Q), it will suffice to examine the integration of these individual derivatives.
The functionŨ(ζ, ϕ) and its partial derivatives are well behaved functions, and can be computed in a number of ways [2, 7, 15, 41] . The test calculations presented below will employ the method based upon residue calculation [29] .
Galerkin Approximation
A linear element Galerkin approximation is briefly reviewed here, primarily to define notation. Moreover, the singular integration procedures for higher order elements can be based upon the linear analysis, and thus this element will be considered first. Section 5 will describe the extension to curved interpolation. An equilateral triangle parameter space {η, ξ}, where
(1−|η|) will be employed to define the interpolation. These parametric variables will denote the outer P integration, while {η * , ξ * } will be used for the inner Q integral. The choice of equilateral parameter space will be convenient for the coincident integration, as will be explained in the next section. The three linear shape functions are
For an element defined by nodal points
, with nodal displacements u(Q j ), the interpolation of the boundary surface and boundary displacement are therefore given by
and similarly for τ .
In a Galerkin approximation, the shape functions are also employed to define weighting functions to enforce the integral equations. Specifically Eq. (4) becomes
where the weight functionψ k (P ) consists of all shape functions ψ l (P ) that are nonzero at a particular node P k . The weight functionψ k (P ) therefore has limited support, being non-zero only on the elements containing P k .
For an element E P for the outer P integration, singular integrals (i.e., when Q = P ) occur if the Q-element is either coincident with E P , or shares a common edge or vertex with E P . The coincident singular integration is considered first.
The three points Q, P 0 , and P = P 0 + N that enter into the boundary limit analysis.
Coincident Integration
From the above discussion, the coincident integral to be evaluated is
where the integrals are over an element E defined by the vertices (q
Formulated as a parameter space integral this becomes
where e(η) = √ 3(1 − |η|) and J P the (constant) Jacobian. To implement the boundary limit, P e has been replaced by P = P 0 + N, where N is the unit outward normal to the element. This geometry is illustrated in Figure 1 , and the subscript 0 has been added to P to emphasize that this point corresponds to = 0.
As the singularity is at η * = η, ξ * = ξ, it makes sense to introduce polar coordinates, replacing {η * , ξ * } with {ρ, θ},
as illustrated in Fig. 2 . (It would be more appropriate to denote the polar coordinates by (ρ * , θ * ), but the superscript is dropped to simplify notation). Moreover, as the polar coordinate parameters are physically a radial and an angle coordinate, it is well suited to address the anisotropic Green's function.
With this transformation,
where a = (a 1 , a 2 , a 3 ) is a function of θ,
and a 2 = a 2 . The coefficients a α m , α = c, s depend solely on the coordinates of the element nodes.
As shown in Fig. 2 , having a formula for the upper limit of ρ, ρ L (θ), 0 < ρ < ρ L , necessitates decomposing the Q parameter space into three subtriangles; however, as discussed in [12] , it suffices to consider the lower subtriangle defined by the edge ξ * = 0. For this subtriangle, the integration limits are Θ 1 ≤ θ ≤ Θ 2 and
It is convenient to consider the two constitutents of T (P, Q), Eq. (14), separately. 
T Kernel:Ũ term
With the polar coordinate transformation, the Q−shape function is
and the constant term integral
(P , Q)dρdθ will be examined first. For the c j (θ, η, ξ)ρ term, the integral is finite at = 0, and thus the analysis is much easier; this integral will be discussed at the end of this section.
The goal in Eq. (20) is to integrate ρ analytically and then let → 0, and the obvious roadblock is that an analytic form forŨ(P , Q) is unavailable. The first step in getting around this difficulty is to rewrite this function as (see Fig. 1 )
and to note that for the linear element (Q − P 0 )/ Q − P 0 = a/a. Thus,Ũ(P 0 , Q) is independent of ρ, and executing the ρ integration for the first term on the right hand side is straightforward,
The log( ) term appearing in this expression is precisely the term that the Cauchy Principal Value [14] procedure eliminates by removing a symmetric neighborhood of the singular point. In the boundary limit approach, this term simply cancels on its own,
This term can therefore be removed from Eq. (22), leaving a finite expression for the limit. Note however that this expression contains an (integrable) logarithmic singularity, as ρ L approaches zero for ξ approaching zero. We will return to this point in Section 3.4.
For the second term from Eq. (21),
analytic integration is out of the question. However, the main role of the exact integration is, as illustrated above, to isolate and remove (in this case via the θ integration) the potentially divergent log( ) term. Fortunately, the integral in Eq. (24) is well behaved at = 0: after rewriting in a form that will allow taking the limit, this integral can be evaluated numerically.
The key observation needed to justify this last statement is thatŨ (P , Q) is, by simple geometry, a function of ρ/ . Thus, making the change of variables s = ρ/ , the above integral becomes
where, with an abuse of notation,
To justify taking the limit, i.e., replacing the upper limit by infinity, the existence of the integral on the right has to be established. However, g 0 (s, θ) vanishes at infinity, and thus the integrand decays at least as fast as s −2 .
For computation, it is more convenient to work with a finite length interval. Introducing the change of variables s = tan(q)/a, Eq. (25) becomes
where
and
Finally, note that this expression is independent of ρ L , i.e., it holds for all three sub-triangles; thus, for this term it is not necessary to do the 3-triangle subdivision, and the complete θ integral over [0, 2π] can be considered. Moreover, the inner integration {θ, s} is independent of {η, ξ}, and thus this nonsingular term is
where, setting e(η) = 1 − |η|,
As an example, Figure Recall that thus far only the constant term from the shape function ψ j (η * , ξ * ) has been considered. However, for the linear term (and obviously any higher power if a curved interpolation is employed) this integral is well defined at = 0. Thus, setting = 0 and carrying out the ρ integration, Eq. (20) becomes
The fact that only the constant component of the shape function contributes a 'singular term', and moreover that this limit term eventually reduces to an innocuous integral, is the expected behavior for this 'CPV' integral.
Recapping, the boundary limit algorithm for anisotropic elasticity first splits the angle dependent part of the kernel function as in Eq. Figure 3: The diagonal components g 0 (q) =Ũ kk (P , Q) −Ũ kk (P 0 , Q) for silicon elastic constants.
be treated by the methods in [12] . The remainder term is 'non-singular' and can be expressed as a computable integral. This process will now be applied to the second term in Eq. (14) . The c j (θ, η, ξ)ρ term from the Q−shape function is, as above, relatively easy, and thus only the constant term will be investigated.
T Kernel: derivative ofŨ term
Corresponding to Eq. (20) , the second integral is
and analogously to Eq. (21) the derivative ofŨ is split as
Expanding the first term on the right in terms of angle derivatives, the ρ integration is
asŨ ,ζ (P 0 , Q) andŨ ,ϕ (P 0 , Q) are independent of ρ. The angle derivatives depend upon the chosen spherical coordinate system (and this choice will be discussed below); a listing of the formulas can be found in the appendix. To take a specific example, namely l = 1 and Z as the polar axis,
where r 0 = Q − P 0 . All angle derivatives, evaluated at (P 0 , Q) are in fact of the form γ/ρ. The ρ integrand is therefore 1/ a 2 ρ 2 + 2 , and Eq. (35) is found to be
The log( ) term self-cancels in the integration over θ, as in Eq. (23). This will follow again from the symmetryŨ (−a) =Ũ(a), or equivalentlyŨ(ζ, ϕ) =Ũ(ζ + π, π − ϕ), as differentiating yields
The second term in Eq. (34) results in a ρ integral of the form
and from the analysis in the previous section it will come as no surprise that this integral is well behaved at = 0. While it is treated in the same manner as above, the details are somewhat different and, moreover, depend upon the value of l and the spherical coordinate system. For illustrative purposes, we again choose the polar axis for spherical coordinates along Z, l = 1, and only the ζ derivative term will be discussed in detail. From Eq. (36),
and thus again changing variables from ρ to s, the ζ derivative term from Eq. (39) becomes
Rewriting the term inside the parentheses as
it is seen that both terms vanish at least as fast as s −1 for s → ∞. The integration over [0, ρ L / ] can therefore be replaced by 0 < s < ∞. Employing the transformation s(q) = tan(q)/a as above, the ζ-derivative term in Eq. (39) becomes
where β is defined in Eq. (29) and
The functions g a 1,ζ and g s 1,ζ (for the Z coordinate system) are
Note that for q → π/2, β → a, and thus g s 1,ζ (q) → 0. Consequently the sec(q) factor in the above integrals is not a problem. As an example, Fig. 4 plots the integrand of the second term in Eq. (43) as a function of q, for the same parameters as in Fig. 3 .
The ϕ-derivative term takes precisely the same form, and thus from Eq. (36), the corresponding functions g a 1,ϕ and g
= sin(q) In general, the functions g l,ζ and g l,ϕ for l = 1, 2, 3 and the three coordinate systems are obtained in this manner from the angle derivative formulas in the Appendix. Finally, note that as Eq. (43) is independent of ρ L and P , the complete integral over all parameters can be expressed as in Eq. (30).
Spherical Coordinate System
The concern that must be addressed in the choice of spherical coordinate system is to avoid adding artificial singularities to the actual ones present in the Green's function. The polar axis is a singular point of the transformation, ϕ = 0 or ϕ = π and any value of ζ define the same point, and moreover the functions g l,ζ and g l,ϕ contain denominators which clearly must be kept positive. For the Z coordinate system the denominators contain a (for X and Y systems the subscripts permute appropriately), and thus the Z system cannot be used if either of these quantities can approach zero.
For the integration of the singular term, the Green's function is evaluated for the direction vector a, which is a tangent vector. Thus, the simplest approach is to choose the polar axis as the Cartesian vector which lies nearest to the normal vector N. This guarantees that the polar angle ϕ is never close to the troublesome points 0 and π, and also ensures that the formulas for angle derivatives (evaluated at = 0) are well behaved.
For the numerical integration of the non-singular term, the Green's function derivatives are also evaluated for the direction vector defined by β(q), Eq. (29), a linear combination of a and the normal N. In this case, the coordinate axis closest to the cross product of these two vectors is chosen for the polar axis. With this choice, the denominators in g l,ζ and g l,ϕ will not come close to zero. As a depends upon θ, the spherical coordinate system will vary with θ, but this presents no problems for the numerical quadrature.
Second integration
The first analytic integration suffices for the most important task, displaying (and removing) the divergent log( ) term, Eq. (22) and Eq. (37) . However, it is beneficial to carry out a second exact integration, for two reasons. First, note that ρ L ≈ 0 for ξ ≈ 0, and thus Eq. (22) and Eq. (37) contain a logarithmic singularity. This is an integrable singularity for which suitable numerical methods can be employed, but it is simpler and more accurate if an analytic method is used. Second, for the analysis of the hypersingular kernel, a second analytic integration is essential [12] , and thus it is a good idea to check that the procedures are successful in this simpler setting.
The θ dependence of the integrand on θ in Eq. (22) is harmless; as just discussed, the possible problem is at ξ = 0. It is therefore necessary to interchange the order of integration, and as in [12] , this is accomplished by introducing the variable t, −1 ≤ t ≤ 1, via
which also results in ρ L = ξ 2 + (t − η) 2 1/2 . As indicated in Figure 2 , t is the 'end-point' (t, 0) of ρ on the ξ * -axis. The singularity at ρ L = 0 is now at t = η, ξ = 0, and this again suggests polar coordinates {Λ, Ψ} to replace {t, ξ},
and integrating Λ. Note that with this transformation ρ L becomes simply Λ. It is important to note that with the two changes of variables, θ → t and {t, ξ} → {Λ, Ψ}, cos(θ) becomes cos(Ψ) and sin(θ) becomes − sin(Ψ). Thus, a(θ), Eq. (17), becomes a(Ψ) and is a constant as far as the Λ integration is concerned. Moreover, Ũ (P 0 , Q) =Ũ(a(θ)) becomesŨ (a(Ψ)), also independent of Λ. As shown in Fig.  5 , the {t, ξ} domain is a rectangle, and integrating over {Λ, Ψ} will necessitate a decomposition into three subdomains 0 ≤ Ψ ≤ Ψ 1 , Ψ 1 ≤ Ψ ≤ π − Ψ 2 , and π − Ψ 2 ≤ Ψ ≤ π, where Figure 5 : Geometry of the second polar coordinate transformation, {t, ξ} → {Λ, Ψ}, for the coincident integration.
With this final coordinate transformation, the P shape functions are linear in Λ, as are the coefficents c j,m from the Q shape functions. The product is quadratic, and the integrals to be evaluated are therefore of the form
The missing limits for the Λ and Ψ integrals depend upon the particular subtriangle in Figure 5 being considered. It is now a simple matter to carry out the Λ integration, and the remaining two dimensional integral over {η, Ψ} is well behaved and amenable to numerical quadrature.
Edge Adjacent Integration
For the U and T kernels, the singular adjacent edge and vertex integrals are finite with P ∈ Σ ( = 0), and thus a limit process is not required. It is therefore possible to treat these integrals numerically. However, as with the second analytic integration for the coincident integral, it is worthwhile to demonstrate that the methods in [12] apply to anisotropic analysis. Analytic integration is effective in treating the (integrable) singularity and, as noted above, we wish to lay the groundwork for analyzing the more difficult hypersingular kernel. The T kernel edge-adjacent integral will be briefly discussed below, the simpler U kernel and the vertex-adjacent integral can be handled in a similar manner. Orient the elements so that the shared edge is defined by ξ = 0 in E P , and ξ * = 0 for E Q , and the singularity occurs when η = −η * . Corresponding to Eq. (14) we
As illustrated in Figure 6 , the first step is to employ polar coordinates for the Q integration,
Denoting the point P by P (η, ξ), the center of the polar coordinates is P η = P (η, 0), the projection of P onto the singular edge. The θ integration must be split into two parts, 0 ≤ θ ≤ Θ 1 (η) and Θ 1 (η) ≤ θ ≤ π, but the key point is that
depends only on η. It is therefore possible to execute the ξ integral before the θ integral, and to introduce the second transformation
Note that Λ = 0 incorporates all three of the conditions for singularity stated above, and that the distance takes the form r 2 = b 2 Λ 2 ; thus,Ũ(P, Q) is independent of Λ. Moreover, the combined jacobian for the two transformations is cos(Ψ)Λ 2 , and consequently there is obviously no longer any trace of the singularity. Examining just theŨ term from Eq. (51), the derivative term being handled similarly, the Λ integral takes the form
This integral can be computed analytically or numerically. Note that for the hypersingular integral, a limit analysis will be necessary (a log( ) singularity is expected), and thus a splitting of integral as in the previous section will be required.
The analysis of the vertex adjacent singular integral follows as above, with appropriate modification to the definition of the polar coordinate transformations that define Λ [12] .
Test Calculation
While the above analysis stands on its own, it is useful to verify that there are no problems in implementing the above procedures. For the displacement bound-ary integral equation, the adjacent edge and vertex integrals, as seen above, are relatively tame. Thus, the main purpose of this exercise is to establish that the coincident integration of the traction kernel is being handled correctly. A simple test calculation has been performed. The domain is the unit cube, the material is silicon, and the boundary conditions are u = 0 on x = 0, τ = (1, 0, 0) on x = 1, and τ = 0 elsewhere. Two uniform discretizations were employed, one with M = 96 elements, and one with M = 284. The code produced reasonably accurate approximate solutions, which improved with the refined grid, as desired. However, a direct way to examine the correctness of the traction kernel integration is to compute the row sums of the matrix representing this integral. In an exact calculation these numbers should be zero, a rigid body motion producing no stress. Figure 7 displays the row sum results for the two meshes, and as desired, substantial improvement is seen for the more refined calculation.
Higher Order Interpolation
In at least one important application, fracture analysis, it is important to go beyond a linear approximation. The very effective quarter-point crack front element [3, 16, 28] requires the ability to work with a quadratic interpolation. For Green's functions known in 'algebraic' form, employing the direct limit process for an interpolation beyond linear is more or less straightforward. The primary problem is that the distance r 2 is no longer a quadratic polynomial in the parametric variables, and thus analytic integration with this denominator is not possible. As described in [11] , the basic procedure is to split the kernel function into two components. The first part mimics the form obtained from a linear element: it contains all of the singularity and can be integrated analytically. The remainder is innocuous and can be integrated numerically. The analytical piece is obtained by replacing the troublesome r −m/2 denominators withr −m/2 , wherer 2 takes the linear form, e.g., a simple quadratic.
Implementing this program for the anisotropic Green's function not surprisingly requires an additional step to cope with the presence ofŨ. In this section we briefly describe this procedure, the discussion limited to the coincident integral for the T kernel, and only the constant term from the Q shape function. The adjacent edge/vertex integrals, and the U kernel, can be handled in a similar fashion. In addition to complicating the form of the distance function, the higher order interpolation adds terms to the polynomial shape functions multiplying the Green's function. However, the integrals involving these extra terms are finite at = 0, and do not present any difficulties.
Once again, the two terms in the T kernel will be discussed separately. From Eq. (20) , the ρ integral for the first term is
where now Q = P 0 + ρa + ρ 2 b, b containing all the higher order terms (i.e., b can depend upon ρ). The linear part P 0 +ρa is denoted byQ, and thusr
is, as for the linear element, the quadratic a 2 ρ 2 + 2 . Rewrite the integrand in Eq. (56) as
The first term on the right hand side has the same form as the linear element expression, except that R l will contain higher order terms in ρ. It can therefore be dealt with as in Section 3. In the second term, P can be replaced by P 0 ,
and integrated numerically. This follows by observing that ρR l (r −3 −r −3 ) is well behaved at = 0, and thatŨ(P , Q) −Ũ (P 0 , Q) goes to zero for → 0, except at ρ = 0 where it has the constant valueŨ (N) −Ũ(a). Thus,
For the last term in Eq. (57), rewrite theŨ factor as the two components
Note thatŨ (P 0 , Q) −Ũ(P 0 ,Q) = 0 at ρ = 0. It is therefore possible to shift a factor of ρ in the integrand and then set = 0, i.e.,
This last integral can be evaluated numerically. Finally, the integral of the second component in Eq. (60) is zero: this function is not only zero at ρ = 0, thus contributing the needed factor of ρ to remove the singularity, but it also vanishes for → 0.
To summarize, for a curved interpolation,
The last two integrals are safely evaluated numerically, while as noted above, the first is handled as in the linear element analysis. Note that analytic integration is only invoked for this 'linear element' contribution. The second analytic evaluation will therefore only proceed with this term, executed as described in section 3.4.
The integral for the other half of T ,
can be handled in the same manner. The reworking of theŨ factor in fact follows precisely as above; the only aspect that requires a brief comment is the treatment of the angle derivative functions. For discussion purposes, we once again consider l = 1, the Z spherical coordinate system, and the ζ derivative. The algebraic coefficient in this case (replacing ρR l /r 3 in the above discussion) is ρ r ∂ζ
The appropriate 'linear element' approximation of this function is ρ r ∂ζ
it being permissible to keep the higher order terms in q 2 in the numerator. This approximate term is sufficiently simple that it can be integrated analytically. To complete the discussion, it is necessary to show that the remainder term can be integrated numerically, i.e., that it is well behaved in the limit. This follows immediately from
Conclusions
Despite the fact that the Green's function for three dimensional anisotropic elasticity is not known in closed form, singular integration procedures based upon a boundary limit and analytic integration can be carried out. In the limit process, the angular variation of the Green's function,Ũ, is handled by splitting it into two terms. In the first, theŨ factor is independent of the integration variables, and thus analytic integration of this singular term can proceed. The remaining term is non-singular and can be expressed in a form suitable for numerical evaluation.
The methods were shown to be successful for the displacement U(P, Q) and traction T (P, Q) kernels in the boundary integral equation for surface displacement. However, the goal is to address the hypersingular equation for surface traction using the similar techniques. In this regard, procedures that will be necessary for the traction equation, namely two analytic integrations for the coincident integral and two polar coordinate transformations for the adjacent edge integral, were implemented for the displacement equation.
Based upon these results, it is expected that the direct limit method can be successfully applied to the traction equation, providing an alternative to the Stokes' Theorem approach recently developed by Mear [23] . In this analysis however, it will not be as easy, as in Eq. (23) and Eq. (37), to materialize the potentially divergent terms, and to establish that they disappear. As in the analysis of the Laplace hypersingular equation [12] , the coincident integration must produce 1/ and log( ) divergent terms: the first must self-cancel, while the second must cancel with a corresponding term from the edge adjacent integral. However, due to the complexity of the hypersingular kernel function, establishing these results will not be trivial.
where the distance is r = (q 1 − p 1 ) 2 + (q 2 − p 2 ) 2 + (q 3 − p 3 ) 2 1/2 .
The angle derivatives 
The formulas for the other two coordinate systems are obtained by suitably permuting the indices,
and similarly for ϕ. Here r j = q j −p j and the permutation σ is defined by σ(1) = 3, σ(2) = 1, and σ(3) = 2.
