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Landsat Thematic mapper (TM) image has long been the dominate data source, and recently LiDAR has oﬀered an important
new structural data stream for forest biomass estimations. On the other hand, forest biomass uncertainty analysis research has
only recently obtained suﬃcient attention due to the diﬃculty in collecting reference data. This paper provides a brief overview of
current forest biomass estimation methods using both TM and LiDAR data. A case study is then presented that demonstrates the
forest biomass estimation methods and uncertainty analysis. Results indicate that Landsat TM data can provide adequate biomass
estimates for secondary succession but are not suitable for mature forest biomass estimates due to data saturation problems.
LiDAR can overcome TM’s shortcoming providing better biomass estimation performance but has not been extensively applied in
practice due to data availability constraints. The uncertainty analysis indicates that various sources aﬀect the performance of forest
biomass/carbon estimation. With that said, the clear dominate sources of uncertainty are the variation of input sample plot data
and data saturation problem related to optical sensors. A possible solution to increasing the confidence in forest biomass estimates
is to integrate the strengths of multisensor data.
1. Introduction
It is well known that forest ecosystems provide an important
carbon reservoir. Continued deforestation and forest degra-
dation will result in the loss of forest biomass/carbon stocks
magnifying the global negative eﬀects of climate change. The
policy and management decisions governing these resour-
ces will play a critical role in mitigating these eﬀects, thus
requiring a robust method of monitoring the spatial and
temporal patterns of forest biomass. The rates of carbon
emission are considered as the largest source of uncertainty
in climate change scenarios due to the diﬃculty in spatial
explicitly estimating the carbon stocks and dynamic changes.
One solution is to develop robust approaches for estimating
biomass/carbon changes in land cover using remotely sensed
data. The past three decades have produced significant ad-
vances in estimating forest biomass including the application
of diﬀerent sensor data (e.g., Landsat, radar, and LiDAR) and
the development of advanced techniques such as regression
analysis, neural network, and process-based ecosystem mod-
els [1–12].
There are four critical issues associated with remote
sensing-based biomass estimation methods: (1) suﬃcient
number of available sample plots, (2) selection of suitable
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metrics for biomass modeling, (3) use of suitable algorithms
to establish biomass estimation models, and (4) use of
suitable methods to conduct uncertainty analysis of the
estimates. The literature is rich with examples that highlight
these issues. Lu [5] has summarized the biomass estimation
methods and discussed the potential methods to improve
biomass estimation performance. The application of LiDAR,
radar, and hyperspectral data for biomass estimation was
reviewed by Koch [13], while Gleason and Im [14] summa-
rized biomass estimation methods based on literature in the
past ten years.
Landsat Thematic Mapper (TM) data with suitable
spectral and spatial resolution and relatively long history of
data availability have made it a primary data source for
biomass estimation. However, it does have a critical lim-
itation in that data saturation generates large uncertainty
for sites with high biomass density or sites having complex
forest stand structure [15]. LiDAR data has recently received
more attention because it can overcome the data saturation
shortcoming of Landsat providing more robust biomass
estimations. The confidence of these measures has long been
recognized as an important part in forest biomass estimation;
however, research on biomass uncertainty analysis has only
recently obtained suﬃcient attention due to the diﬃculty
in collecting reference data. The objective of this paper is
to briefly overview aboveground forest biomass estimation
methods based on Landsat and LiDAR data and the methods
for uncertainty analysis and to present case studies. This
paper is organized as follows: Section 2 provides an overview
of biomass estimation methods with Landsat TM and LiDAR
data, and uncertainty analysis methodology; Section 3 pro-
vides the case study corresponding to each review topic;
Section 4 provides conclusions and discusses the challenges.
2. An Overview of Biomass Estimation and
Uncertainty Analysis Methods
2.1. Biomass Estimation with Optical Sensor Data. The re-
mote sensing-based biomass estimation methods assume
that forest stand information captured by sensors is highly
correlated with aboveground biomass. According to this as-
sumption, the keys for biomass estimation are to use appro-
priate variables and to develop suitable estimation models
if suﬃcient sample plots are available. Many new variables
such as vegetation indices and textures can be calculated
from the multispectral bands [16–18]. Lu and his colleagues
examined the relationships of aboveground forest biomass
with Landsat TM spectral signatures and vegetation indices
[16], and textural images [17] in the moist tropical regions
of the Brazilian Amazon, and then extensively investigated
the potential variables for biomass estimation. They found
that a combination of spectral response and textural images
can eﬀectively improve biomass estimation performance,
especially in the areas with complex forest stand structures
[15]. They also found that the use of subpixel informa-
tion oﬀered better estimation results than per-pixel-based
spectral signatures [19]. However, the complex forest stand
structures and biophysical environments often result in data
saturation in Landsat images that was a major source of
uncertainty in biomass estimation [14, 15].
In addition to the selection of suitable spectral variables,
the use of proper algorithms for establishing biomass esti-
mation models is also critical. Common algorithms include
multiple regression analysis, neural networks, and K-nearest
neighbor (KNN) [5]. Multiple regression analysis may be
the most frequently used approach for developing biomass
estimation models [11, 12, 15, 20–25]. This approach will
typically use the sample plot biomass measure as the depen-
dent variable; spectral signatures, vegetation indices, and/or
textures from Landsat TM image are used as independent
variables. The regression models assume that the biomass
variable is linearly correlated with spectral responses and that
limited correlations exist between independent variables.
This assumption is usually not met in practice because
remotely sensed data are often highly correlated each other
[16]. There is also an issue with the regression approach in
that the selected variables may have a nonlinear relationship
with forest biomass [26]. An alternative to these limitations
is to use nonparametric approaches such as neural network
and KNN.
Neural networks have universal approximation prop-
erties that are regarded as a more robust solution for
complicated and nonlinear problems compared to con-
ventional parametric approaches [27] and have been used
for biomass or volume estimation [27–32]. In the KNN
approach, it is assumed that the spectral responses of pixels
are only dependent on the state of forests. The estimate
of each location was computed as a weighted mean of K
spectrally nearest neighbors by inverse distance weighting.
This approach has been used to update national forest
inventory databases in Nordic countries such as Finland and
Sweden based on the combination of plot inventory data and
Landsat images [33–38]. Both neural networks and KNN
methods are not as extensively applied as multiple regression
methods for biomass estimation. Both methods require a
large number of observations and a good representation of
the variation of forest variables limiting their applications.
Most forest biomass estimation based exclusively on TM
images was conducted in the 1990s and 2000s. Newer sensors
such as radar and LiDAR have recently oﬀered an important
new structural data stream for forest biomass estimations.
Applications using these new datasets to estimate biomass
have obtained increasing attention [8, 11, 12, 39–42].
The following section focuses on the overview of biomass
estimation methods with LiDAR data.
2.2. Biomass Estimation with LiDAR Data. LiDAR remote
sensing systems can be distinguished based on the way with
which returned signals are recorded (discrete return or wave
form), scanning pattern (profiling or scanning), platforms
(airborne, spaceborne, or ground based), and footprint
size (small footprint: ∼1m or smaller; medium footprint:
∼10–30m; or large footprint: ∼50m or larger). The most
common configurations of LiDAR systems are (1) airborne
discrete-return scanning LiDAR, (2) airborne discrete-return
profiling LiDAR, (3) airborne small-footprint waveform
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LiDAR, (4) airborne medium-footprint waveform LiDAR,
and (5) satellite waveform systems.
Airborne discrete-return scanning LiDAR may be the
most widely used LiDAR system for biomass estimation.
Although airborne discrete-return LiDAR could be scanning
or profiling, for simplicity we refer airborne discrete-return
LiDAR to the scanning sensors specifically because the use of
profiling systems has mainly been limited to researchers in
NASA (e.g., [39, 43]). Because a LiDAR sensor can directly
measure components of vegetation canopy structure, such
as canopy height, previous research has indicated that the
use of LiDAR data is a promising approach for biophysical
parameter estimation [8, 44–47]. Lim et al. [45] had reviewed
the application of LiDAR data to forest studies. More detailed
review of using LiDAR data for biomass estimation was also
provided by Koch [13] and Gleason and Im [14].
Previous studies often used regressionmodels to estimate
biomass based on the metrics derived from LiDAR data.
Because most allometric equations for calculating biomass in
the field are power models [48], biomass and LiDAR metrics
are usually log transformed when fitting a regression model
[45, 49, 50]. In this case, a simple linear regression corre-
sponds to a simple power model, and a multiple regression
model corresponds to a multiplicative power model.
For airborne discrete-return LiDAR systems, the metrics
were usually extracted from the canopy height distribution
of the point cloud (e.g., [45, 51]). LiDAR metrics can be
calculated based on all returns or a specific type of returns
(such as first returns). Although most studies have used all
returns, there are a few studies that used LiDAR metrics
derived from first returns for predicting biomass (e.g., [52,
53]). Kim et al. [53] found that the model using first returns
improved the R2 by 0.1 for predicting the total aboveground
biomass in the mixed coniferous forest in Arizona compared
to the one using all returns.
Instead of using point cloud, some studies extracted
LiDAR metrics by first interpolating the canopy height of
LiDAR point clouds to generate a canopy height model
(CHM) and then derived height metrics from the CHM cells
[49, 50]. CHM usually records the maximum canopy height
within each grid cell. Therefore, the height metrics derived
from CHM is more related to upper canopy instead of the
complete vertical profile of vegetation structure. However,
few studies have reported the diﬀerence between metrics
derived from diﬀerent returns of LiDAR point cloud and
those from CHM for biomass estimation.
2.3. Uncertainty Analysis. Uncertainty analysis of biomass
estimates from remote sensing-based methods has only
recently received suﬃcient attention [54, 55]. In forest
biomass/carbon estimation, there are many sources of un-
certainties, such as biased sampling, plot location errors,
measurement errors of tree variables (diameter and height),
improper use of allometric equations for biomass calcu-
lation, uncertainties from biomass and carbon conversion
factors and from geometrical and radiometric correction of
remotely sensed data, and the selection of input parameters
used in modeling algorithms. The keys to reduce uncertain-
ties are to identify the sources causing the uncertainty, to
model their accumulation and propagation and to quantify
the amount of uncertainties contributed to the final output.
Friedl et al. [56] summarized three primary sources: (1)
errors introduced through the image acquisition process, (2)
errors produced by the application of data processing tech-
niques, and (3) errors associated with interactions between
instrument resolution and the scale of an ecological process
on the ground. The uncertainty of estimating forest carbon
may be much higher than the change to be achieved in
carbon sequestration through changes in forest management
[57]. The sampling error, measurement error for tree height
and diameter, and regression error for tree volume are often
recognized as major error components [58].
The map accuracy is traditionally assessed by calculating
correlation or root mean square error (RMSE) between
estimates and observed values. However, the accuracy often
varies spatially depending on the complexity of landscape,
density of sampled data, and accuracy of the remotely
sensed data used [59, 60]. Pixel-based uncertainty analysis
is needed to account for spatial variation of uncertainties.
Moreover, the assessment of map quality can be conducted
by quantifying and assessing the impacts of various input
variations on the variation of outputs or by estimating the
amounts of various input and output uncertainties and then
conducting an uncertainty budget, that is, portioning the
output uncertainty into the input uncertainty components.
The former is called sensitivity study and the latter called
uncertainty analysis [57].
As a specialized form of sensitivity analysis, an uncer-
tainty and error budget shows the impacts of individual
input uncertainties and their groups on the quality of output
estimates [61]. The goal for developing an uncertainty and
error budget thus is to account for all major sources of
uncertainties and further provide modelers with guidelines
for reduction of uncertainties and provide policy makers
with suggestions for risk assessment of decision making.
For the purpose, the widely used methods include the
Monte Carlo [62], Fourier Amplitude Sensitivity Test (FAST)
[63, 64], Taylor series [65, 66], polynomial regression [67],
and response surface modeling [68, 69]. Helton and Davis
[70] summarized the advantages and disadvantages of these
methods. Although these methods were originally developed
for building uncertainty and error budgets for a spatial
models, the methods can be improved and applied to
conduct uncertainty analysis on a pixel-by-pixel basis [71–
73]. One example is that Gertner et al. [74, 75] extended the
polynomial regression method to carry out uncertainty and
error budgets for spatially explicit estimates of soil erosion.
To date, there are only few reports on spatial uncertainty
analysis and error budget of mapping forest biomass/carbon.
For this purpose, Wang et al. [54] demonstrated a method-
ological framework by integrating an image-aided spatial co-
simulation algorithm and a polynomial regression model.
The cosimulation was used to combine forest inventory
plot data with TM images and generate forest carbon
maps with uncertainties of estimates, and the polynomial
regression model was applied to establish the relationships
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of input uncertainties with output uncertainties. They found
that the variation of image data had more impact on the
accuracy of forest carbon-predicted values than the sam-
ple plot data. Moreover, Wang et al. [55] investigated the
impacts of plot location errors on accuracy of forest carbon
estimates and concluded that the perturbations of plot
locations statistically did not lead to biased population mean
predictions of forest carbon but increased the RMSE of
predicted values, and plot location errors smaller than 800m
did not lead to noticeably diﬀerent spatial distributions of the
predicted values.
3. Case Studies
This section provides three case studies to demonstrate the
application of biomass estimation methods with Landsat
TM and LiDAR data, respectively, and uncertainty analysis.
The first case study estimates aboveground biomass using
Landsat TM. The second case study estimates biomass using
LiDAR data. The third case study illustrates the methods for
conducting uncertainty analysis in order to understand the
major sources influencing biomass estimation performance.
3.1. Case Study I: Aboveground Biomass Estimation with Land-
sat TM Image. Since the 1970s, the Brazilian Amazon has
experienced high deforestation due to road-building, log-
ging, agricultural, and cattle-raising expansion [76]. About
20–50% deforested areas in the overall Amazon basin are in
certain stages of successional forests [77–80]. Accurate delin-
eation of successional andmature forest biomass distribution
becomes considerably significant in reducing the uncertainty
of carbon emission and sequestration. It is also critical for
understanding their roles in influencing soil fertility and land
degradation or restoration and in environmental processes
and sustainability [81]. This case study selected Machadinho
d’Oeste in northeastern Rondoˆnia, Brazil to examine the
capability of using Landsat TM image for aboveground
biomass estimation.
3.1.1. Methods. Fieldwork was conducted in July-August
1999. A detailed description of the fieldmeasurement and the
calculation of aboveground forest biomass based on diameter
at breast height (DBH) and tree height was provided in Lu et
al. [19]. A total of 26 sample plots for secondary succession
with data range of 24–160 T/ha and a mean value of 89 T/ha,
and a total of 14 sample plots for mature forest with data
range of 111–495 T/ha and a mean value of 248 T/ha were
collected and used in this research. Based on the probability
of tree height distribution in a sample plot, entropy was
calculated and used to evaluate the complexity of forest stand
structures [15].
The TM image, which was acquired on 18 June 1998,
was geometrically rectified using control points taken from
topographic maps at 1 : 100,000 scale (Universal Transverse
Mercator, south 20 zone) with a RMSE of less than 0.5 pixels.
An improved image-based dark object subtraction model
was used to implement radiometric and atmospheric correc-
tion [82, 83]. The surface reflectance values after calibration
were rescaled to the range of 0–100 by multiplying 100 for
each pixel. Eight grey level cooccurrence matrix- (GLCM-)
based texture measures (i.e., mean, variance, homogeneity,
contrast, dissimilarity, entropy, second moment, and corre-
lation) associated with five TM bands (bands TM 2, 3, 4, 5,
and 7), and seven diﬀerent sizes of moving windows (i.e., 5×
5, 7 × 7, 9 × 9, 11 × 11, 15 × 15, 19 × 19, and 25 × 25)
were tested in order to identify the best variables for biomass
estimation [17].
The multiple regression analysis was used for biomass
estimation in this study. The sample plot data were linked
to image variables to extract the mean value for each sample
plot based on a window size of 3 × 3 pixels. Because so
many textural images were available but not all were needed
in the biomass estimation, it was important to identify
suitable textural images. Pearson correlation analysis was
used to analyze relationships between biomass and TM-
derived variables, including TM-spectral signatures and
textures, and between the textural images each other. Only
the textural images having significantly high correlation
coeﬃcients with biomass but having low correlation each
other were selected and used for biomass estimation. The
aboveground biomass from sample plots was used as a
dependent variable and the selected TM-derived variables
were used as independent variables. A stepwise regression
analysis was used to develop the biomass estimation model.
The coeﬃcient of determination (R2) was calculated to
evaluate a regression model performance.
3.1.2. Resultant Analysis. The regression analysis results
(Table 1) indicated that spectral signature led to much
better estimation performance than textural images for
secondary forest, but the result was inverse for mature
forest. Neither spectral signatures nor textural images could
eﬀectively estimate mature forest biomass. A combination
of spectral signature and textural images slightly improved
secondary forest biomass estimation performance, but the
improvement was considerable for mature forest biomass
estimation. This research also indicated that textural image
was a critical variable for mature forest biomass estimation,
but not for secondary forest. As Figure 1 illustrated, if
entropy was used to express the complexity of a forest
stand structure, the entropy value was linearly related to
secondary forest biomass, implying that the stand structure
became complex as biomass increases in successional stages.
However, the entropy value was similar for mature forests
even if there was a significantly large range of biomass density
(from approximately 110 to 500 T/ha in this study). This
implied the data saturation problem in Landsat TM-spectral
data due to the impact of forest stand structure in mature
forest. In this case, use of spatial information based on
textural measures was valuable to reduce the impacts of the
forest stand structure, especially the heterogeneity of forest
stands; thus, incorporation of textural images was necessary
for mature forest biomass estimation.
3.1.3. Discussion and Summary. The aboveground forest
biomass estimation based on TM image has indicated that
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Table 1: A summary of regression analysis results in the western Brazilian Amazon.
Variables Models R2 Beta value
Spectral signature
AGBSF = 667.72− 13.92× fb4 0.75
AGBMF = 1024.14− 54.96× fb5 0.16
Texture
AGBSF = 164.62− 2.27× fvar 0.23
AGBMF = 134.57 + 19.29× fcon 0.39
Combination
AGBSF = 480.82− 8.06× fb4 − 0.98× fvar 0.76 −0.71 (sp), −0.24 (txt)
AGBMF = 753.31− 43.21× fb5 + 17.89× fcon 0.50 −0.31 (sp), 0.65 (txt)
(1) AGBSF and AGBMF represent biomass estimates for successional forest and mature forest.
(2) fb4 and fb5 represent reflectance values of TM bands 4 and 5.
(3) fvar and fcon represent the textural image developed with the variance texture measure with TM band 4 and a window size of 15 × 15 pixels, and the
textural image developed with the contrast texture measure with TM band 5 and a window size of 19 × 19 pixels.
(4) sp and txt represent the variables of spectral signatures and textures.
(5) R2 is the coeﬃcient of determination.
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Figure 1: Comparison of aboveground biomass-entropy relation-
ships in successional and mature forests in Machadinho d’Oeste in
northeastern Rondoˆnia, Brazil.
texture is an important variable for improving biomass
estimation performance for the areas with complex forest
stand structure. One critical step is to identify suitable
textures but remains a challenge because textures vary with
the characteristics of the landscape under investigation and
images used. Identifying suitable textures involves the deter-
mination of appropriate texture measures, moving window
sizes, image bands, and so on [17, 84, 85]. In practice, it is
still diﬃcult to identify which texture measures, window
sizes, and image bands are suitable for a specific research
topic, and there is also a lack of guidelines on how to select
an appropriate texture [17].
This case study indicates that Landsat TM image can
provide reasonable good estimation results for secondary
forest biomass estimation, but the estimates have relatively
poor for mature forests due to the data saturation problem
in Landsat TM image. As shown in this case study, when
biomass density is greater than approximately 150 T/ha in
the moist tropical forest of the Brazilian Amazon basin,
Landsat TM spectral signatures become insensitive due to
the complex forest stand structure. The impacts of diﬀerent
biophysical environment on optical sensor data and diﬀerent
composition of vegetation species make it diﬃcult in the
model transferability, as previous research shown [15, 81].
It is important to develop reliable and stable variables from
multispectral image. Spectral mixture analysis may provide
an alternative because it can decompose the multispectral
image into fractions having biophysical meanings [19].
The first case study shows the importance of Landsat
TM image for successional forest biomass estimation, but
incapability for mature forest because of data saturation
problem caused by complex forest stand structure. Since
LiDAR data can capture canopy height information, the use
of LiDAR data may significantly improve biomass estimation
performance. The second case study shows the application of
LiDAR data for biomass estimation.
3.2. Case Study II: Biomass Estimation with LiDAR Data.
Sierra Nevada in California is a mountain range as a home
to many national resorts such as Lake Tahoe and Yosemite
National Park. It is also a major source of water to the
Central Valley, the most productive agricultural area in the
United States. The vegetation in Sierra Nevada, including
montane forests in higher elevation and woodland in lower
elevation, plays a key role in regulating water and carbon
cycling and providing critical ecological services. In this case
study, LiDAR data were used to estimate vegetation biomass
in the Sagehen Experimental Forest, which is approximately
32 km north of Lake Tahoe on the eastern slope of the Sierra
Nevada. The major tree species in this area include white fir
(Abies concolor), red fir (Abies magnifica), mountain hemlock
(Tsuga mertensiana), lodgepole pine (Pinus contorta), Jeﬀrey
pine (Pinus jeﬀreyi), sugar pine (Pinus lambertiana), and
western white pine (Pinus monticola).
3.2.1. Methods. A total of 81 circular field plots with each of
0.05 ha were collected in 2006. A Trimble GeoXH handheld
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GPS with Zephyr Geodetic antenna was used to remeasure
the center of 81 individual plots. The average horizontal ac-
curacy of the new GPS measurements was 0.1m with the
majority of less than 0.2m, and, at the worse case, it was
1.5m. All trees greater than 5 cm in DBH within each plot
were measured with a nested sampling design. Canopy trees
(DBH ≥ 19.5 cm) were tagged and measured within the
whole plot; understory trees (DBH between 5 and 19.5 cm)
were measured for one third of the plot. Tree measurements
include species, DBH, tree height, canopy base height, vigor,
and crown position. Allometric equations of individual tree
species were selected from the literature [86, 87] to predict
biomass of individual trees based on their DBH and, in some
cases, height. The individual tree biomass was summed at the
plot level to derive aboveground live tree biomass density in
T/ha.
LiDAR data were collected on September 14–17, 2005 for
the study area using an Optech ALTM 2050 system, which
acquired up to two returns per pulse at a pulse frequency
of 50 kHz, scan frequency of 38Hz, and a maximum scan
angle of 15◦, creating a swath width of ∼580m. The point
density was about 2–4 returns per square meters. The LiDAR
point clouds were first filtered to generate a Digital Elevation
Model (DEM) of 1m cell size. The canopy height of individ-
ual points was calculated by subtracting the terrain elevation
from the original Z values. A number of LiDARmetrics were
generated based on LiDAR point heights within any given
plot: mean (hu), standard deviation (hstd), skewness (hskn),
and kurtosis (hkurt); proportion of LiDAR points within
diﬀerent height bins (0 to 5m, 5 to 10m, . . ., 45 to 50m, and
>50m, denoted as p0 to 5, p5 to 10, . . . , p45 to 50, and p > 50,
resp.); percentile heights (5, 10, . . ., 100 percentile, denoted
as h5, h10, . . . , h100, resp.); quadratic mean height (hqm). To
examine the impacts of laser returns on biomass estimation,
we generated LiDAR metrics from point clouds based on
first returns and all returns, respectively. Besides using point
clouds, we also generated LiDAR metrics based on the 1-m
Canopy Height Model (CHM) cells within individual plots.
CHM was obtained by subtracting DEM from a DSM (Digi-
tal Surface Model), which was generated by interpolating the
highest point within each cell. All of the above LiDAR data
processing was conducted using the Tiﬀs (Toolbox for LiDAR
Data Filtering and Forest Studies) software [88].
We first did log transformation for both biomass and
individual LiDAR metrics and then fit linear models using
stepwise regression to select the most statistically significant
LiDAR metrics. The developed linear models were multi-
plicative in the original scale. A total of four models were
developed depending on the data sources used to extract
LiDAR metrics: (1) all LiDAR returns, (2) first returns only,
(3) last returns only, and (4) CHM cells. Among the 81
plots used formodel development, one plot had questionable
GPS accuracy. Three plots were found to have large residuals
(>3 standard residuals) in the regression models and had
obvious mismatch between field measurements and LiDAR
point clouds after carefully visual inspection. Therefore,
these four plots were removed, resulting in a total of 77 plots
in statistical analysis.
Table 2: Regression models and their statistics.
Data source Independent variables R2 RMSE (T/ha)
All returns hqm,h35 to 40 0.76 82.1
First returns hqm,h35 to 40 0.75 83.5
Last returns hqm,h40,h35 to 40 0.76 81.1
CHM cells hqm,h35 to 40 0.77 81.0
Note: hqm is the quadratic mean height, h35 to 40 means the proportion of
LiDAR points or CHM cells within the height bin of 35–40m, and h40 means
the 40th percentile of LiDAR points. R2 and RMSE are the coeﬃcient of
determination and root mean square error, respectively.
3.2.2. Resultant Analysis. The LiDAR metrics chosen for the
four regression models and their model fitting statistics
are summarized in Table 2. Among the four models, the
model based on CHM cells has the highest R2, followed
by the one based on last returns and the one based on all
returns. The model based on first returns has the highest
RMSE. However, the diﬀerences among these four models
are too small (R2: 0.75–0.77; RMSE: 81.0–83.5 T/ha) to be
considered as significantly diﬀerent. If all field plots are used
to fit the regression model, the biomass model based on
LiDAR metrics from all returns is
Ln(AGB) = 2.10 + 1.56 Ln
(
hqm
)
+ 0.05 Ln(h35 to 40), (1)
where AGB is the aboveground live tree biomass in T/ha,
hqm is the quadratic mean height in meter, and h35 to 40 is
the proportion of LiDAR points between 35m and 40m.
The maximum canopy height of the field plots ranges from
15.7m to 44.7m with a mean value of 27.9m. The above
model indicates that if there are more points in the upper
vertical stratum (higher h35 to 40 values), a plot will have
higher aboveground biomass. The quadratic mean height
hqm is also a metric giving more weight to the higher canopy
points [89]. The selection of these two metrics in the model
agrees with the fact that the biomass of a field plot is highly
influenced by larger and taller trees. Figure 2 shows the
predicted biomass in comparison to the field biomass when
the LiDAR metrics from all returns are used to develop
the biomass model. For the 77 field plots, the average field
biomass is 239.1 ± 166.4 T/ha and the maximum biomass is
808.9 T/ha. This figure clearly shows that LiDAR is able to
predict biomass even for the plots of very high biomass.
3.2.3. Discussion and Summary. In previous studies, the
coeﬃcients of determination (R2) of the statistical models
for LiDAR-based biomass estimation typically vary from
0.6 to 0.9 depending on the specific vegetation conditions,
the amount of field observations, and the specific approach
used for statistical modeling. Our results are in the range
of the coeﬃcients from these studies and are close to those
from similar forest conditions (e.g., [90]). Although previous
research indicated that the use of first returns instead of
all returns can improve R2 by 0.1 [53], this study found a
negligible diﬀerence (∼0.01) to use first, last, or all returns
for biomass estimation. This research also indicated no
significant diﬀerence by using LiDAR metrics derived from
point clouds or CHM (Table 2).
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Figure 2: LiDAR-predicted versus field biomass over the 77
field plots in the Sagehen Experimental Forest in Sierra Nevada,
California.
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Figure 3: Boxplots of quadratic mean height derived from diﬀerent
LiDAR data sources.
Despite the models’ performance is similar, it was found
that there are significant diﬀerences among the LiDAR
metrics from some data sources. Figure 3 shows the box plots
of quadratic mean height calculated from all returns, first
returns, last returns, and CHM cells, respectively. Table 3
summarizes the relevant P-values of the pair-wise two-
sample t-tests. It was observed that the quadratic mean
height from first returns was higher than the one from
last returns on average at the 5% significant level (P-value:
0.001). This makes sense since a laser usually penetrates
deeper into the canopy to generate another return after the
first one if it is not completely blocked. Figure 4(a) shows
Table 3: P-values of pair-wise two sample t-tests for quadratic
mean heights derived from diﬀerent data sources.
First returns Last returns CHM cells
All returns 0.133 0.081 0.141
First returns — 0.001 0.962
Last returns — — 0.001
an example of the LiDAR point cloud in one plot, with the
first and last return linked by arrow-headed lines. It can be
seen that there are large elevation diﬀerences between first
and last returns for many laser pulses. Figure 4(b) shows the
histogram of the diﬀerences between first and last returns for
the same plot. Note that there are points with diﬀerences of
0.5m–4m, which is the so-called “blind-zone” of airborne
LiDAR data.
The quadraticmean height from last returns is lower than
the one fromCHM cells on average at the 5% significant level
(P-value = 0.001). This is also reasonable since CHM cells
characterize the canopy surface height distribution while last
returns correspond more to trunk, branches, and ground.
The relevance of last returns to lower canopy elements such
as branches and trunks, the major biomass components,
might explain why the LiDAR metrics based on last returns
have slightly better model performance (R2: 0.76, RMSE:
81.1 T/ha) compared to the ones based on first returns (R2:
0.75, RMSE: 83.5 T/ha). Again, this is a very small diﬀerence,
and it is unclear whether this pattern will persist over other
vegetation types.
Based on above observations, we conclude that diﬀerent
groups of LiDAR metrics (from all returns, first returns, last
returns, or CHM cells) do not lead to significant diﬀerence in
biomass estimation although they could be significant from
each other by themselves. In other words, diﬀerent group
metrics are all sensitive to biomass variation in our study.
Because our findings are diﬀerent from the results from
previous studies [53], more research is needed in the future
along this line.
Although uncertainty analysis of the biomass estimation
results is regarded as an important part in biomass modeling
based on remote sensing methods, insuﬃcient number of
sample plots often make it diﬃcult to conduct such analysis,
as shown in much previous research and above two case
studies. Therefore, the third case study in the following
section shows the methods for conducting uncertainty
analysis in a study area of Zhejiang province, China, in
order to understand the major sources influencing biomass
estimation performance.
3.3. Case Study III: Estimation and Uncertainty Analysis
of Aboveground Forest Carbon. The third case study was
conducted at Lin’An County, Zhejiang Province of East
China for examining uncertainty of forest carbon estimates.
Lin’An County has an area of 312,680 ha and is located
in a subtropical zone with average annual temperature of
16.4◦C and average annual precipitation of 1,628mm. This is
a mountainous area with an elevation range of 1770m
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Figure 4: (a) LiDAR point cloud in one field plot with the first and last returns linked by arrow-headed lines, and (b) the histogram of the
elevation diﬀerences between first and last returns for the same plot.
and characterized by plantation ecosystems consisting of
coniferous forests, evergreen broad-leaf forests, deciduous
and evergreen broadleaf-mixed forests [91].
3.3.1. Methods. A total of 766 plots covering 80% of the
county which were measured in 2004 were used to generate
an aboveground forest carbon map. Within each plot, tree
DBHs and heights were measured. The plot tree volumes,
including stump but excluding branches, were first com-
puted by using the empirical models by species. The values of
aboveground forest biomass and carbon were then obtained
by using biomass expansion factors and carbon conversion
factor [55].
A Landsat Enhanced Thematic Mapper Plus (ETM+)
image, dated on August 3, 2004, was used for this study.
This ETM+ image was geometrically rectified using a digital
topographic map with the Universal Transverse Mercator
(UTM) as reference coordinate system, and the resulting
RMSE was less than one pixel. In order to improve
relationships of the images with the aboveground forest
carbon, six inversions of bands: 1/b1, 1/b2, 1/b3, 1/b4,
1/b5, 1/b7, and ten band ratios: b1/b4, b2/b4, b3/b4,
b5/b4, b7/b4, b8/b4, (b4 − b3)/(b4 + b3), (b3 + b5)/b7,
(b3 + b5 + b7)/b4, and (b2 + b3 + b5)/b7, were calculated.
Moreover, correlation matrix-based principal component
analysis of six original ETM+ bands was made. The images
that had the highest correlation with forest carbon were used
to create estimates of forest carbon with an image-based
cosimulation algorithm.
The 766 plots were divided into two groups by a random
sampling. The first group of 600 plots (Figure 5(a)) was used
to generate an aboveground forest carbon map by an image-
based spatial co-simulation algorithm in which the plot data
were combined with the ETM+ image [54]. The second
group of 166 plots (Figure 5(b)) was applied to conduct the
accuracy assessment and uncertainty analysis of the obtained
estimates. In the algorithm, it is assumed that aboveground
forest carbon is spatially autocorrelated [55, 92]. That is,
the closer the locations, the more similar the values of
aboveground forest carbon. The similarity becomes weaker
and weaker as the distance between two locations increases.
Once the distance reaches a threshold value, the similarity
will disappear. This feature of aboveground forest carbon
can be characterized by using variogram. The threshold
value for the distance between two locations is called the
range of spatial autocorrelation. The values of aboveground
forest carbon are spatially dependent on each other within
the range and independent outside of it. In addition, it is
assumed that aboveground forest carbon is spatially cross-
correlated with the image-spectral variables. The spatial
autocorrelation of the forest carbon and spectral variables
and cross-correlation between them provide the basis on
which the predicted values of the forest carbon at unobserved
locations can be generated from the sample plot data using
the co-simulation algorithm.
The value of aboveground forest carbon at each location
is regarded as a realization of this random process, and the
realization can be created using the following co-simulation
algorithm [54, 55]. The study area is first divided into
square cells or pixels, and a random path to visit each
of the pixels is set up. When each pixel is predicted, a
neighborhood in which plot data are used is determined
based on the range of spatial autocorrelation. Within this
neighborhood, the sample plot data, previously simulated
values if any, and collocated image data are employed to
obtain a conditional cumulative distribution function. This
function is determined by calculating a conditional mean
and variance by an unbiased collocated simple cokriging
estimator that weights the data values and spatial variability.
The weights vary depending on spatial configuration of the
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Figure 5: Aboveground forest carbon map obtained by combining forest inventory sample plot data and ETM+ images using image-based
spatial co-simulation and its polynomial regression-based uncertainty analysis in Lin-An county, Zhejiang province of East China. [(a)
forest carbon (T/ha) of sample plots used for development of algorithm; (b) forest carbon (T/ha) of sample plots used for test of results;
(c) predicted forest carbon values (T/ha); (d) errors (T/ha) of predicted forest carbon values; (e) variance of input plot data; (f) variance
of input image; (g) interaction of forest carbon and image variances; relative uncertainty contribution (%) from (h) the input plot data, (i)
ETM+ image, and (j) their interaction].
data and predicted locations and their spatial autocorrelation
and cross-correlation. Generally, the shorter the distance is,
the greater the weight of the data is. From the distribution
function, a value is then randomly drawn, regarded as a
realization of the forest carbon at this location and also used
as a conditional data for simulation of neighboring locations.
A computer program is used to follow this random path to
create a simulated value for each location. Amap of the forest
carbon is obtained after all pixels are visited. By setting up
diﬀerent random paths to visit each location and repeating
the above process, more than one simulated values can be
created. In this study, 400 simulated values for each pixel
were obtained, and an E-type sample mean of the forest
carbon was finally calculated and used as a predicted value.
An uncertainty and error budget method was developed
based on the polynomial regression to explicitly model the
propagation of uncertainties from inputs to output for
the above mapping [54]. The advantages of this method
are that it can model spatial and temporal uncertainty
propagation and contributions from sampling, plot location
errors, measurement errors, improper allometric equations,
biomass and carbon conversion factors, and so forth, and
it can also handle the eﬀect of interactions among input
variables and the eﬀect of neighboring information. First, the
various sources of uncertainties are identified and quantified.
A polynomial regression is then developed to define the
relationships of uncertainties between the inputs and output.
Finally, the regression model is used to estimate the relative
uncertainty contributions of the inputs to the uncertainty
of the output. In order to clearly explain this method, in
this study only the variances of the used field plot data and
ETM+ images were considered as the input uncertainties
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for estimation of each location. The output uncertainty was
the absolute diﬀerence between the estimated and observed
values of aboveground forest carbon for each of the 166 test
plots.
3.3.2. Resultant Analysis. The sample mean, standard devi-
ation, and coeﬃcient of variation of aboveground forest
carbon for the 600 plots that were used for development
of the co-simulation algorithm was 11.23 T/ha, 18.08 T/ha,
and 161.08%, respectively. That is, the forest carbon at the
plot level varied greatly due to a great range of elevation,
and diverse soil and topographic features in themountainous
area. The spatial distribution of the predicted forest carbon
values in Figure 5(c) was consistent with that of the sample
plot data in Figure 5(a). That is, where the sample plots
have higher forest carbon values, the predicted values are
also higher and vice versa. Based on the test sample of 166
plots, the Pearson correlation coeﬃcient and RMSE between
the estimated and observed values of the forest carbon were
0.7146 and 9.98 T/ha, respectively. This RMSE value was
relatively large, which was caused by large variation of the
forest carbon in this area.
In order to model propagation of uncertainty, a total
of sixteen 1st to 4th order polynomial regression models
with and without constant regression coeﬃcients, and with
and without interactions of uncertainties between the forest
carbon and spectral variable were obtained by using the 166
test sample plots. It was found that the 1st order polynomial
regression model without the interaction and the 3rd
order polynomial regressions models with and without the
interaction, but without the constant regression coeﬃcient,
provided more accurate prediction. All other models led to
negatively predicted values of the output uncertainty for the
extremely small and large input errors and thus had poor
ability of predicting uncertainty. Let Fu, Pv, and Iv be the
uncertainties of the output carbon, input plot variance and
image variance, the models were expressed as follows:
Fu = 4.5349 + 0.07936Pv + 1007.191Iv, (2)
Fu = 0.2768Pv + 9231.889Iv − 0.003657P2v − 5840468I2v
+ 0.00001315P3v + 1280283000I
3
v ,
(3)
Fu = 0.2452Pv + 10495.45Iv + 33.046Pv × Iv − 0.003762P2v
− 7476639I2v + 0.0000137P3v + 1726692000I3v .
(4)
The values of regression coeﬃcient R for models (2), (3),
and (4) were 0.4147, 0.5033, and 0.5064, respectively. The
regression coeﬃcients were relatively low, mainly due to the
great variations of the aboveground forest carbon, the input
plot data and image variance, and the output uncertainties.
Based on the model (4), the error map of the predicted
values was calculated and illustrated in Figure 5(d). Its spatial
distribution was mainly determined by the spatial patterns of
the input variances from the field plot data in Figure 5(e) and
less aﬀected by the input variances of the used image
(Figure 5(f)). In the areas where the variation of the forest
carbon was large (Figures 5(a) and 5(c)), the error of the
predicted values was also large (Figure 5(d)). The relative
uncertainty contributions from the input variances of the
plot data were larger than 40% at the most part of the study
area (Figure 5(h)), especially in the areas where the variation
of the forest carbon was large. Thus, the plot data variance
was the main source of uncertainty. In the areas where
the uncertainty contributions from the plot data variances
were smaller, the uncertainties of the predicted forest carbon
values were mainly determined by the variances of the used
image (Figure 5(i)). The variance contributions from the
interaction of the aboveground forest carbon with the image
were smaller but positive, implying that the variances from
both plot data and ETM+ image increased the uncertainty of
the predicted values (Figures 5(i) and 5(j)).
3.3.3. Discussion and Summary. Although the co-simulation
algorithm led to an aboveground forest carbon map that
had a similar spatial distribution of estimates to that of the
sample plot data, the overall relative RMSE of 88.9% was
very large. This was mainly due to the large variation of the
aboveground forest carbon in this case study. Developing
robust polynomial regression models that can account
for the relationships of input uncertainties with output
uncertainties is a great challenge for uncertainty analysis
of forest biomass/carbon estimates. It is often diﬃcult to
obtain a high-quality polynomial regression model in terms
of regression coeﬃcient or coeﬃcient of determination
due to large variations of input and output uncertainties,
especially when outliers exist. Wang et al. [54] used a 4th-
order polynomial regression with a regression coeﬃcient of
0.4818. Although the regression coeﬃcients of the obtained
models were statistically significant in this case study, they
were relatively small. The main reason was due to the
large variations of the input plot data variances and image
variances. In order to improve the quality of the models,
in practice, the outliers can be removed using 2 standard
deviations.
This case study led to a finding that the main source
of the uncertainty for mapping aboveground forest carbon
was the variances of the input field plot data and relatively
the uncertainty contribution from the used image was small.
Moreover, the interaction of the uncertainties from both
the field plot data and image increased the uncertainties of
the predicted values. Because of space limitation, this
case study did not deal with other uncertainty sources
including biased sampling, measurement errors of tree
variables, uncertainties of allometric equation parameters
for tree volume calculation, uncertainties from biomass and
carbon conversion factors, uncertainties from geometrical
and radiometric correction of remotely sensed data, and so
forth. However, this case study did not lose its generalization
as the demonstration of a methodology for mapping and
uncertainty analysis of forest carbon by combining sample
plot data and remotely sensed images. In future studies, more
sources of uncertainties will be investigated.
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4. Conclusions and Challenges
Landsat TM imagery having proper spectral and spatial
resolutions and relatively long historical datasets, as well as
world-wide data availability with free has been extensively
applied for forest biomass/carbon estimation. The TM
imagery is suitable for forest biomass estimation for the area
with relatively simple stand structure such as secondary
forest but does not work well for the area with complex forest
stand structure such as mature forest in the moist tropical
region of the Brazilian Amazon. Due to the complexity of
atmosphere, vegetation phenology, and diﬀerent vegetation
types and structures, application of Landsat TM images for
biomass estimation is often site dependent, whichmeans that
the algorithm developed in one study area cannot be directly
transferred to other study areas [15].
Many factors, such as collection of sample plots, biomass
calculation with allometric equations, selection of spectral
variables, and use of modeling algorithms, aﬀect biomass
estimation results. The uncertainty analysis based on co-
simulation algorithm indicates that the variation of input
field plots is the major source inducing uncertainties of
biomass estimates. For the areas with complex forest stand
structure and vegetation species composition, data satura-
tion on the optical sensor data is another important source
resulting in large uncertainty in the moist tropical region.
Since LiDAR data can capture forest canopy height, its
use has proven to oﬀer an alternative for improvement
of biomass estimation. However, LiDAR is mainly used to
estimate canopy height. Although canopy height is a very
important variable for biomass estimation, biomass is also
related to other forest stand parameters such as tree species
composition and tree density. LiDAR or optical sensor data
alone cannot provide suﬃciently accurate biomass estima-
tion results. It necessitates making full use of diﬀerent sensor
features inherited in LiDAR and TM images. Therefore,
identifying suitable methods to integrate both data sources
for biomass estimation is valuable. This involves the selection
of suitable variables for use in modeling and of suitable
algorithms to establish estimation models. Through the
uncertainty analysis, it is possible to identify the major
sources aﬀecting biomass estimation performance, and then
we can adopt suitable measures to reduce the uncertainties.
When multiscale remotely sensed images are used for
mapping forest biomass/carbon, a great challenge we are
facing is how to combine the images that have inconsistent
spatial resolutions. Traditional data fusion algorithms such
as RGB (red-green-blue) to HIS (intensity-hue-saturation)
and Brovey transformation [93] do not work well because
the spatial resolutions of the results are limited to the
original images. Multi-scale image fusion approaches such
as multi-scale Kalman Filtering [94] are needed. Another
great challenge is how to match the multi-scale images with
sample plot data when the images and data have inconsistent
spatial resolutions and further scale up the spatial data from
finer spatial resolutions to coarser ones when sample plots
are smaller than pixels of maps that are required for decision
making. The upscaling of spatial data is often necessary be-
cause generally the sizes of sample plots are smaller than
30m × 30m because of cost limitation, while forest bio-
mass/carbon maps at national scale are usually generated at
spatial resolution of 1 km × 1 km. The challenge is mainly
because the relationships of forest attributes with spectral
variables vary depending on spatial resolution of data and
a model that is developed based on the data at one spatial
resolution cannot be used across resolutions. Wang et al. [54,
95] overcame this gap by developing an image-based spatial
co-simulation algorithm in which the same distributions of
spatial data are assumed when images and sample plot data
are combined and scaled up from finer spatial resolutions to
coarser ones.
Another challenge in forest biomass/carbon estimation is
accuracy assessment and uncertainty analysis. Decision and
policy makers need not only forest biomass estimates but
also their measures of uncertainty. However, the latter is
usually diﬃcult to obtain. The challenge is mainly attributed
to (1) high cost to collect independent sample plot data; (2)
complicated landscapes and environments in which various
soil and topographic factors lead to high variation of forest
biomass/carbon; (3) multiple sources of uncertainties; (4)
lack of algorithms that can be used to conduct uncertainty
analysis. Wang et al. [54, 55] suggested four groups of
uncertainty sources for forest biomass/carbon estimation.
First of all, there are uncertainties of the used data, main-
ly including measurements errors of tree variables, plot lo-
cation errors, image data errors due to remote sensing
systems and atmospheric conditions, geometric errors due
to mismatch of image and map coordinate systems, and so
forth. The second group of uncertainty deals with variation
of variables and parameters. For example, high variation of
forest structures and complicated tree species composition
will no doubt result in large uncertainties of forest biomass
estimates. High variation of tree volume to biomass and
biomass to carbon conversion factors will also lead to great
uncertainties. Moreover, the uncertainties may also be due to
uses of biased sampling methods, improper allometric equa-
tions for tree volume calculation, inaccurate interpolation
algorithms, and so forth. In addition, knowledge gaps are
another source of uncertainty.
Some of uncertainties may accumulate and propagate to
the outputs through the estimation and mapping system of
forest biomass/carbon and others may be cancelled out.
Uncertainty analysis-modeling and quantifying the prop-
agation of the input uncertainties to the outputs is thus
a complicated process. Currently, robust approaches are
still lacking. Larocquea et al. [96] discussed a theoretical
framework to estimate error propagation for process-based
models of forest ecosystem carbon cycle. Nabuurs et al. [57]
compared the uncertainties of forest carbon estimates for a
tropical and a temperate forest for model-basedmethods and
found that carbon content, wood density, and current annual
increment of stems were the parameters that exhibited the
highest influence on carbon sequestration. Wang et al. [54]
developed a general framework for uncertainty analysis
of forest biomass/carbon estimates, and this study further
demonstrated its application.
In this study, the first case study revealed data saturation
of Landsat TM images for biomass estimation of mature
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forest as one of uncertainty sources. The uncertainties can
be attributed to both complex forest stand structures and
inherent disadvantages of Landsat TM sensors. Because of
its capability to capture canopy height information, the use
of LiDAR data in the second case study implied the potential
to improve biomass estimation performance by combining
LiDAR and Landsat TM images. However, due to limitations
of space and time, this study did not demonstrate the inte-
gration. Because of the insuﬃcient number of sample plots,
in addition, uncertainty analysis of this study was only con-
ducted in the third case study. Thus, the important con-
tribution of this study lies at providing the potential and
suggestions for the future research direction.
In this study, an image-based spatial conditional co-
simulation algorithm was used to map aboveground forest
carbon in the third case study. This algorithm is based on
spatial autocorrelation of variables and accounts for not only
the local spatial variation of variables but also the uncer-
tainties of the local estimates [54, 55]. In practice, the
spatial autocorrelation of forest variables widely exist. The
variables and the relationships between them also vary
from place to place. Thus, this algorithm is very promising.
Another similar choice is geographically weighted regression
(GWR) that is a local form of linear regression [97]. GWR
can be used to model spatially varying relationships and
allows regression coeﬃcients to vary spatially. In the first
and second case studies of this research, however, a global
regression modeling method was employed to map forest
biomass, and the local variation and spatial autocorrelation
of forest variables were not tested mainly because of limited
sample plots. In the future study, it may be necessary to
demonstrate the applications of GWR to these study areas.
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