For any transitive piecewise monotonic map for which the set of periodic measures is dense in the set of ergodic invariant measures (such as linear mod 1 transformations and generalized β-transformations), we show that the set of points for which the Birkhoff average of a continuous function does not exist (called the irregular set) is either empty or has full topological entropy. This generalizes Thompson's theorem for irregular sets of βtransformations, and reduces a complete description of irregular sets of transitive piecewise monotonic maps to Hofbauer-Raith problem on the density of periodic measures.
Introduction
Let X be a compact metric space and T : X → X a measurable map. Let C(X) be the set of continuous functions on X. The irregular set E(ϕ) of ϕ ∈ C(X) is given by It is also called the set of non-typical points ( [3] ) or divergence points ( [8] ), and (the forward orbit of) a point in ϕ∈C(X) E(ϕ) is said to have historic behavior ( [21, 23] ).
Although every irregular set is a µ-zero measure set for any invariant measure µ due to Birkhoff's ergodic theorem, the set is known to be remarkably large for abundant dynamical systems. Pesin and Pitskel [20] obtained the first result for the largeness of irregular sets from thermodynamic viewpoint. In the paper, they showed that every irregular set for the full shift is either empty or has full topological entropy, that is, E(ϕ) = ∅ or h top (T, E(ϕ)) = h top (T, X) (they also showed that E(ϕ) has full Hausdorff dimension if and only if E(ϕ) = ∅).
Here h top (T, Z) is the (Bowen's Hausdorff) topological entropy for a non-compact set Z given in [7] (see Subsection 2.1 for precise definition; refer to [11] for relation between entropies for a non-compact set). It is also known that E(ϕ) = ∅ if and only if ϕdµ 1 = ϕdµ 2 with some ergodic invariant probability measures µ 1 , µ 2 (refer to [24, Lemma 1.6] ). Pesin-Pitskel's thermodynamic dichotomy for irregular sets was extended to Markov shifts with specification property in [3] (together with the detailed study of the set of points at which Lyapunov exponent or local entropy fail to exist), to continuous maps with specification property in [8] (see also [24] ), and to continuous maps with almost specification property in [25] . See also [1, 2, 5, 6, 17, 21, 23] and references therein for the study of irregular sets from other viewpoints.
The aim of this paper is to extend the thermodynamic dichotomy to transitive piecewise monotonic maps for which the set of periodic measures is dense in the set of ergodic invariant measures. We emphasize that we do not assume any specification-like property on T , being in contrast to all the previous works. Furthermore, we will see that the transitivity seems to be intractable (Remark 1.1) and that the density of periodic measures is shown to hold for abundant classes of transitive piecewise monotonic maps by several authors while any transitive piecewise monotonic map without the density of periodic measures is not known at now (see Subsection 1.2 for detail). Hence we hope that our result would be a nice step to a complete description of irregular sets of piecewise monotonic maps.
1.1. Main results. Let T : X → X be a measurable map on a metric space X. We say that T is transitive if for any two non-empty open subsets U and V in X, there exists an integer n ≥ 1 such that T n U ∩ V = ∅. We denote by M erg T (X) the set of ergodic T -invariant probability measures on X. A probability measure µ is called a periodic measure if there is a periodic point p of period n such that µ = n−1 j=0 δ T j (p) /n, where δ y is the Dirac measure at y ∈ X, and we let M per T (X) be the set of periodic measures on X. Finally, a measurable map T : [0, 1] → [0, 1] on the interval [0, 1] is said to be a piecewise monotonic map if there are disjoint intervals I 1 , . . . , I k such that k j=1 I j = [0, 1] and T | Ij is monotonic and continuous for each 1 ≤ j ≤ k.
For a discontinuous map, one can define the (Bowen's Hausdorff) topological entropy only for subsets contained in an invariant set on which the map is continuous (see Subsection 2.1). Hence we define
where i 0 , . . . , i k are the endpoints of I 1 , . . . , I k . Then it is clear that X T is invariant and T : X T → X T is continuous. Our main theorem is as follows: . Assume that there are mutually disjoint invariant intervals J 1 , . . . , J N with N ∈ N ∪ {∞} such that N j=1 J j = [0, 1] and the restriction of T on J j is transitive for each 1 ≤ j ≤ N (recall the spectral decomposition for piecewise monotone map [4] ). Then for any continuous function ϕ : [0, 1] → R, it follows from Theorem 1 together with [24, Lemma
As a consequence, one can easily construct non-transitive piecewise monotonic maps T and continuous maps ϕ for which the dichotomy "
. Theorem 1 is obtained by the following analogous result on coding spaces (see Subsection 2.3 for definitions).
. Once Theorem 2 is proved, one can show Theorem 1 in a similar way to the proof of [25, Theorem 5.1]. Hence we only give a proof of Theorem 2 in this paper.
) has been intensively studied by many authors independently from irregular sets (e.g. [4, 9, 14, 15] ) and shown to hold for a large class of piecewise monotonic maps. (including continuous maps with positive topological entropy, β-transformations, the Lorenz map). We recall that Hofbauer and Raith [16] proposed a problem asking whether M per T ([0, 1]) is dense in M erg T ([0, 1]) for any transitive piecewise monotonic maps with positive topological entropy. The Hofbauer-Raith problem has a positive answer when T is continuous ( [4] ), is a Lorenz map ( [14] ; also called monotonic mod 1 transformation) or has two monotonicity intervals ( [16] ).
We particularly apply Theorem 1 and 2 to the following two important classes of piecewise linear transformations:
• The linear mod 1 transformation T : [0, 1] → [0, 1] with β > 1 and 0 ≤ α < 1 was introduced by Parry ( [19] ) and defined by
We set
It is again easy to see that if β > 2, then T is transitive and it was shown
. We can and do apply Theorems 1 and 2 to all linear mod 1 and generalized βtransformations with β > 2. To the best of our knowledge, this is the first results for Pesin-Pitskel type dichotomy for irregular sets of these transformations.
Preliminaries

2.1.
Topological entropy for non-compact sets. In this subsection, we recall the definition of the topological entropy for non-compact sets. Let X be a compact metric space with metric d and T : X → X be a Borel measurable map. For n ≥ 1, Then we can easily see that the following critical value exists: and call this the topological entropy of Z. Then it is easy to see that h top (T,
coincides with the topological entropy of the system (X, T ). In particular, by the variational principle, we have h top (T, X) = sup µ∈MT (X) h(µ) (see [7, 25] for instance). Here h(µ) denotes the metric entropy of the invariant measure µ. Proof. Since Σ + M is transitive, for any (i, j) ∈ D 2 , there exists an integer L(i, j) > 0 such that M L(i,j) ij > 0. We set L := max (i,j)∈D 2 L(i, j). Let x, y ∈ L(Σ + M ) and denote by m the length of x. Since M L(xn,y1) xny1 > 0, we can find z 1 · · · z ℓ ∈ L(Σ + M ) such that ℓ = L(x n , y 1 ) − 1 ≤ L and M xnz1 = M z ℓ y1 = 1, which imply that xzy ∈ L(Σ + M ). 
We note that I is well-defined and injective since T is transitive. Denote the closure of I(X T ) by Σ + T and call it the coding space of T . Again by the transitivity of T , we can easily see that Σ + T is transitive. In what follows we will construct Hofbauer's Markov Diagram, which is a countable oriented graph with subsets of Σ + T as vertices. Let D ⊂ Σ + T be a closed subset with D ⊂ [i] for some 1 ≤ i ≤ k. We say that a non-empty closed subset We note that D n is a finite set for each n since the number of successors of any closed subset of Σ + T is at most k by the definition. Finally, we set
To get the oriented graph, which we call Hofbauer's Markov diagram, we insert an arrow from every D ∈ D to all its successors. We write D → C to denote that C is a successor of D. We define a matrix M (D) = (M (D) D,C ) (D,C)∈C 2 by 
Then it is clear that Ψ is continuous, countable to 1, and satisfies Ψ • σ = σ • Ψ. We remark that Σ + M(D) is not transitive in general although Σ + T is transitive. We use the following two lemmas proved by Hofbauer. To prove Theorem 2, we also use the following lemma:
Let C 0 be as in Lemma 2.2 and let F 1 , F 2 be finite subsets of C 0 . Then, one can find a subset F of C 0 such that F 1 ∪F 2 ⊂ F and Ψ(Σ M(F ) ) satisfies the specification property.
Proof. It is straightforward to see that, by the transitivity of Σ + M(C0) , there is a finite subset F of C 0 such that F 1 ∪ F 2 ⊂ F and Σ + M(F ) is a transitive Markov shift (on a finite alphabet F ). Hence it follows from Lemma 2.1 that Σ + M(F ) satisfies the specification property. It is well-known that the factor of a system with the specification property has the specification property. By the property of Ψ noted above, we have Ψ :
) is a factor map, which implies the lemma.
The proof of Theorem 2
In this section, we give the proof of Theorem 2. Let Σ + T be as in Theorem 2 and suppose that M per σ (Σ + T ) is dense in M erg σ (Σ + T ). Let ϕ ∈ C(Σ + T ) and assume that E(ϕ) = ∅. Then it is sufficient to show that h top (σ, E(ϕ)) = h top (σ, Σ + T ). Without loss of generality, we may assume that h top (σ, Σ + T ) > 0. By [24, Lemma 1.6] , the assumption that E(ϕ) = ∅ implies that
ϕdµ.
It was proved in [8] that "if Σ + T satisfies the specification property", then the equation (3.1) implies h top (σ, E(ϕ)) = h top (σ, Σ + T ). However, in our setting, it seldom occur that Σ + T has the specification property, which makes the proof of Theorem 2 difficult. To overcome this difficulty, we prove the following proposition (this is one of the novelty of this paper). (I) Σ + ǫ satisfies the specification property.
ϕdµ. 
) is a countable to 1 factor map, we can see that h(ν) = h(ν) (see [18, Theorem 2.1] for instance). Hence we have h(ν) ≥ h top (σ, Σ + T ) − ǫ. Let x ∈ Σ + T be a periodic point in the support of µ per . Then it follows from Ψ(Σ + M(C0) ) = Σ + T and [13, Theorem 8] that there are finite verteces C 1 , . . . , C n ∈ C 0 such that Ψ(C 1 · · · C n C 1 · · · C n · · · ) = x.
We set F 2 := {C 1 , . . . , C n }. Since both F 1 and F 2 are finite subsets of C 0 , it follows from Lemma 2.4 that one can find a subset F ⊂ C 0 such that F 1 ∪ F 2 ⊂ F and Ψ(Σ + M(F ) ) satisfies the specification property. In what follows we will show that (I), (II), (III) for Σ + ǫ := Ψ(Σ + M(F ) ). We have already shown (I). Note that ν, µ per ∈ M erg σ (Σ + ǫ ). Since ν ∈ U, we have | ϕdν − ϕdµ per | ≥ | ϕdm − ϕdµ per | − | ϕdν − ϕdm| ≥ 2α − α > 0, which implies (II). Finally we will prove (III). By the variational principle,
which completes the proof of Proposition 3.1.
End of the proof of Theorem 2. Fix ǫ > 0 and let Σ + ǫ ⊂ Σ + T be the compact σ-invariant subset of Σ + satisfying (I), (II), (III), whose existence is ensured by Proposition 3.1. Then, it follows from [8, Theorem 3.1] that (I) and (II) imply the full topological entropy on E(ϕ| Σ + ǫ ): h top (σ, E(ϕ| Σ + ǫ )) = h top (σ, Σ + ǫ ).
So, (III) leads to that
Since ǫ is arbitrary, we get h top (σ, E(ϕ)) = h top (σ, Σ + T ), that is, the irregular set E(ϕ) has full topological entropy. This completes the proof.
