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Abstract :  Two Model Reference Adaptive System (MRAS) estimators are developed for identifying the parameters of 
permanent magnet synchronous motors (PMSM) based on Lyapunov stability theorem and Popov stability criterion, 
respectively. The proposed estimators only need online detection of currents, voltages and rotor rotation speed, and are 
effective in the estimation of stator resistance, inductance and rotor flux-linkage simultaneously. Their performances are 
compared and verified through simulations and experiments. It shows that the two estimators are simple and have good 
robustness against parameter variation and are accurate in parameter tracking. However, the estimator based on Popov 
stability criterion, which can overcome the parameter variation in a practical system, is superior in terms of response speed 
and convergence speed since there are both proportional and integral units in the estimator in contrast to only one integral 
unit in the estimator based on Lyapunov stability theorem. In addition, there is no need of the expert experience which is  
required in designing a Lyapunov function. 
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1 Introduction 
1
(2) Based on Kalman filters: Kalman filter is one 
important branch of stochastic filtering techniques which is 
Recently, permanent magnet synchronous motors 
(PMSM) are widely used in high performance servo and 
other industrial applications due to their high power density 
and efficiency. However, the power density and control 
performance suffer from the variation of parameters due to 
the temperature rise and magnetic saturation etc. Hence, 
many strategies, such as Neural Network and Extended 
Kalman filter (EKF) etc. have been proposed to identify the 
PMSM parameters. However, these strategies are not  
always reliable in complex indus trial application due to the 
nonideal working condition, and controller design without 
the consideration of robustness, as will be discussed as 
follows. 
(1) Based on Neural Networks (NN):  This strategy is 
usually based on establishing a NN mathematical model 
transferred from PMSM current model and the tracking 
algorithm is usually based on reducing the error between 
NN model and PMSM. Different NN strategies have 
different tracking algorithms and the convergence speeds of 
different NNs are controllable. In [1], an adaptive NN 
speed estimator was introduced, while a strategy which 
uses two NNs was developed in [2] to cooperatively 
estimate the parameters. However, the stabilities of these 
NN algorithms are not considered and the robustness 
cannot be confirmed due to the mismatching of some 
unidentified and temperature-variation p arameters. 
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novel and efficient in parameters identification. Bolognani 
did deep researches in sensorless drive based on Kalman 
filter [3], [4]. In [3], a solution to the choice of the EKF 
covariance is introduced. In [4], a sensorless PMSM drive 
based on EKF and recursive parameters identification (RPI) 
is described. RPI is  used to design a parameter estimator to 
overcome the major weak point of sensorless drive based 
on EKF which is sensitive to the parameter variation. In [5], 
a simplified reduced-order EKF models for PMSM is 
developed to estimate its winding resistance and  
flux-linkage and its computation is significantly reduced 
due to the reduced order. However, due to the mismatching 
of unidentified parameters, unconsidering of the robustness 
and the stability design, normal Kalman filter needs some 
improvements indus trial application, hence, some more 
advanced robustness filters and robustness design strategy 
for Kalman filter have been proposed in [6]-[9]. In [6], an 
H∞ filter is described and simulation results show that the 
proposed filter has an automatic increase of bandwidth and 
potential for more robust performance to poor modelling of 
disturbances. In [7], P. Bolzern described how to use the H
∞ paradigm to do robustness design for Kalman filter. In 
[8], John Pearson described a preliminary study for Kalman 
filter stability by using μ -analysis robust stability 
technique. Further, the computation of Kalman filter is 
intensive and usually difficult to implement on-line. Hence, 
the research focus has been on the reduced-order Kalman 
filter in order to simplify the algorithm [9]. 
(3) Based on Model Reference Adaptive System 
(MRAS): Classical adaptive control can be categor ized into 
three generations, viz. MIT rule, Lyapunov stability 
theorem and Popov stability criterion. Without 
consideration of the stability, MIT rule is simple but not so 
reliable and  has not  been considered in practical application 
although there is still some research. In [10], an estimator 
based on reducing the output currents error (MIT rule) 
between PMSM and variable model is proposed and 
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parameters such as iron loss resistance, armature resistance, 
inductance, back EMF, viscous constant and inertia 
constant are identified. However, there is no stability 
design in MIT rule and it is not acceptable for practical use. 
Lyapunov stability theorem is widely used in practical 
application as the stability design is considered [11]-[13]. 
In [11], a MRAS design based on Lyapunov theorem is 
proposed and armature resistance and inductance are 
identified. However, its design neglects the variation of 
flux linkage which causes identification error. In [12], an 
estimator based on Lyapunov theorem is proposed to 
cooperate with a current decoupling controller, which 
identifies the stator resistance and inductance successfully. 
However, a complex computation is required in decoupling 
control as it needs a more than 10th order closed-loop 
system and the identification algorithm is efficient only in 
stringent conditions. In [13], a variable model based on 
current decoupling is proposed and Lyapunov theorem is 
employed to design an estimator for identifying stator 
resistance and inductance. However, the decoupling model 
needs more computation similar to the problem in [12] and 
the d-q voltages are replaced by the current regulator 
outputs multiplied by the given gains which cause voltage 
signal contaminated. In [14], three MRAS estimators are 
proposed for identifying the rotor speed, stator resistance 
and rotor-flux magnitude, separately. Routh stability 
criterion is employed to confirm the stability of the 
estimators. However, as Routh stability criterion is suit for 
one dimension single-input-single-output (SISO) system, 
hence, the design needs equation translation from 
two-input -two-output system into SISO. In addition, the 
simultaneous estimation of the stator resistance and the 
rotor-flux magnitude is impossible. Popov stability 
criterion can consider the stability and the design of 
adaptive law can be dictated by  its design principles. 
However, there are few researches based on  Popov 
criterion for PMSM drive [15]-[17] although it is more 
advanced than the former two theories [18]. In [15]-[17], 
three similar sensorless PMSM drive systems are proposed 
and the design satisfies the Popov stability criterion. 
Although the proposed sensorless drives perform well, the 
sensitivity to the variable PMSM parameters is still a 
problem. In [19]-[20], Popov criterion is applied for PMSM 
parameters identification and good performance has been 
achieved. In summary, Lyapunov stability theorem is 
widely used in designing a MRAS estimator due to its 
simple design process. However, existing developed 
estimators are currently restricted to identify only one or 
two parameters and cannot consider the stator resistance 
and inductance, as well as rotor flux-linkage 
simultaneously. In addition, as will be detailed in this paper, 
Popov stability criterion is of better performance in 
designing a MRAS estimator for PMSM parameter 
estimation. 
In this paper, two schemes of  PMSM parameter 
estimator, based on Lyapunov stability theorem and Popov 
stability criterion, respectively, are developed and 
compared. The design of the first proposed new estimator is 
based on the Lyapunov stability theorem, which is effective 
in identifying stator resistance, inductance and flux linkage 
and all the reference model parameters are tracked together. 
The other improved estimator is based on the Popov 
stability criterion but  with significantly simplified design 
process compared with that in [20]. It can also successfully 
estimate the stator resistance, inductance and flux linkage, 
while all the reference model parameters in Popov strategy 
are also tracked together. Finally, the relative merits of two 
estimators are compared by simulation and experiment. 
2  Parameter estimator based on 
Lyapunov stability theorem 
2.1  Vector control system and design 
parameters 
In this section, a new estimator based on Lyapunov 
stability theorem is proposed. The proposed estimators will 
be applied to a traditional vector control system. In this 
paper, the state equation of the PMSM is developed based 
on the dq-axis model in rotor reference frame and the stator 
currents can be measured. The whole control system is 
implemented in Matlab/Simulink  platform as shown in Fig. 
1. 
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Fig. 1 PMSM vector control in dq-axis reference frame. 
The state equation of the unsaturated model of a PMSM 
can be expressed as (1).  Although the parameters in (1) 
will be varying nonlinearly when the magnet is saturated or 
the temperature rises, the proposed estimators will work 
well in tracking the varying parameters. 
d d
d q
q q
q d
di R u
i i
dt L L
di R u
i i
dt L L L
ω
ψ
ω ω−
= − + +
= − + −
                
 (1)                                       
In (1), id, iq, ud and uq are the dq-axis stator currents and 
voltages; ω is the rotor electrical angular speed; R, L and 
ψ  are the stator resistance, dq-axis inductance (Ld=Lq=L) 
and the PMSM flux linkage, respectively. The design 
parameters and specification of the PMSM in following 
simulation is listed in Table 1. 
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2.2  Structure of variable model and the error 
state equation 
The PMSM is treated as a reference model and the 
parameters of variable model will follow the variation of 
PMSM. ud and uq are the inputs of two models. The errors 
caused by the differences of id, iq between two models will 
feed back to the adaptive unit which will adjust the 
parameters of variable model. The schematic diagram is 
shown in Fig. 2. 
In order to design a stable adaptive system, the equation 
(1) is transferred into: 
X AX Br Cl= + +                           (2) 
where A
α ω
ω α
− 
=  − 
,
1
, , ,
R
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α = = = −
,
d
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Fig. 2 Model reference adaptive system. 
The variable model can be also described as: 
Xˆ
 ˆ ˆAX= ˆ ˆBr+ ˆCˆl+                          (3) 
Where
ˆˆ
ˆ
A
α ω
ω α
− 
=  − 
, αˆ =
ˆ
,
ˆ
R
L
Bˆ =
1
,
Lˆ
Cˆ =
ˆ
,
Lˆ
ψ
−
ˆ 0ˆˆ , ,
ˆ
dd
qq
ui
X r l l
ui ω
     
= = = =     
    
 
ud and uq are the inputs of the PMSM and the variable 
models whose outputs are currents. The inputs are the same 
but there will be errors between their outputs due to the 
variation of the parameters of the PMSM. 
The errors can be expressed as:
1
2
ˆ .
e
e X X
e
 
= − =  
 
 
Transfer the whole system into error state equation 
ˆe AX A= − Xˆ Br+ − Bˆr Cl+ ˆCˆl−
 
ˆAX AX= − ˆAX+ − ˆ ˆAX ˆBr Br+ − ˆˆCl Cl+ −  
ˆ( )Ae A A= + − Xˆ + ˆ( )B B r h− +              (4) 
Let 
1 1ˆ ,
ˆ
b B B aI
L L
 = − = − = 
 
ˆA A− = ˆ( ) ,Iα α−
( )ˆ ,h C C l= − 2 ˆˆg L
ψ
= ˆ ,C C
L
ψ
− = − [ ]2, , ,T a b gφ =  
ˆ[ ] .Ts X r l=  
Then, equation (4) can be transferred into equation (5):                                                                    
Te Ae sφ= +                                  (5) 
Design a Lyapunov function below, which is in the usual 
positive definite form. 
( )1( , )
2
T TV X t e Pe φ φ= + Γ
                   
 (6) 
Where
1 0 0
1 0
, 0 1 0 .
0 1
0 0 1
T TP P
 
   = = Γ = = Γ       
( , )V X t  is positive definite. Lyapunov stability theorem II 
is employed here to ensure the global asymptotic stability 
of the system and 0Te φ= =  is set as the stable 
equilibr ium point. The theorem is quoted as follows: 
1: ( , )V X t  is positive definite. 
2: ( , )V X t  is negative definite. 
3: ( , )V X t  is infinite when X →∞ . 
It is obvious that conditions (1) and (3) are achieved and 
the condition (2) is discussed as follows: 
( )1( , )
2
( ) ( )
( ) ( )
T T T T
T T T T
T T T T
T T T T T T T
V X t e Pe e Pe
e Pe e A Pe s Pe
e Pe e P Ae e P s
e Pe e Pe e PA A P e s Pe e P s
φ φ φ φ
φ
φ
φ φ
= + + Γ + Γ
= +
= +
+ = + + +
 
 


 
 
( )
2 2
2 2
2( )
1
( , ) ( )
2
1
( )
2
2
2
T T
T T
T T T
T
aa bb g g
V X t e PA A P e
s Pe e P s aa bb g g
PA A P Q
φ φ φ φ
φ φ
α
α
Γ + Γ = + +
⇒ = +
+ + + + +
− 
+ = − =  − 
 
 


 
 
Where 0
R
L
α = > , it is obvious that 
1
( )
2
T Te PA A P e+  
is negative definite. 
( )1 ( )
2
T T Ts Pe e P sφ φ+
 
International Journal of Automation and Computing 00(0), Month 20XX 
 
dˆai= ˆ( )d di i− + qˆai ˆ( )q qi i− + ˆ( )d d dbu i i− +  
2 ˆ( )( )q q qbu g i iω+ −  
Therefore, 
1
( , ) ( )
2
T TV X t e PA A P e a= + + dˆi ˆ( )d di i− +  
qˆai ˆ( )q qi i− ˆ( )d d dbu i i+ − ˆ( )q q qbu i i+ − 2 ˆ( )q qg i iω+ −
 
2 2aa bb g g+ + + 
 
ˆ( da i= ˆ( )d di i− + qˆi ˆ( ) )q qi i a− + + ˆ( ( )d d db u i i−
 
ˆ( ) )q q qu i i b+ − +  2 2ˆ( )q qg i i gω + − + +   
1
( )
2
T Te PA A P e+                             (7) 
Then, it is easy to obtain the adaptive law from equation 
(7).  
Let ˆ( ( )d d db u i i− + ˆ( ) ) 0q q qu i i b− + =               (8) 
ˆ( da i ˆ( )d di i− + qˆi ˆ( ) ) 0q qi i a− + =                 (9)                                                               
2 ˆ( ) 0q qg i iω+ − =                             (10) 
Then it is obvious that ( , )V X t  is negative definite and  
condition (2) is satisfied. The whole system is therefore 
global asymptotic stable to converge to equilibrium point. 
Therefore, equations (11), (12) and (13) can be achieved 
from the solutions for equation (8)-(10). Hence, the PMSM 
resistance, inductance and flux linkage can be estimated 
and the stability of the whole system can be confirmed. 
0
ˆˆ [ d
t
a iα α= − = −∫ ˆ( )d di i− qˆi+ ˆ( )]q qi i dt−  
 
0
ˆ
ˆˆ [
ˆ
d
tR
i
L
α α⇒ = = − ∫ ˆ( )d di i− qˆi+ ˆ( )]q qi i dt−
    
 (11) 
0
1 1 ˆ[ ( )
ˆ
d d d
t
b u i i
L L
= − = − −∫ ˆ( )]q q qu i i dt+ −  
0
1 1 ˆ[ ( )
ˆ
d d d
t
u i i
LL
⇒ = + −∫ ˆ( )]q q qu i i dt+ −
        
 (12) 
                                                    
0
ˆ ˆˆ ( )q q
t
L i i dt
L
ψ
ψ ω
 
= − −∫ 
 
                     (13) 
3  Parameter estimator based on 
Popov stability criterion 
Compared with the adaptive law design based on 
Lyapunov stability theorem by which a Lyapunov function 
is required using designer`s experience, Popov stability 
criterion is more flexible and designable in obtaining the 
adaptive law. Using Popov stability criterion for PMSM 
parameters estimation is firstly described in [19] for 
resistance and rotor flux estimation. [20] extended the work 
of [19] and the estimator of inductance was added in [20].  
In order to simplify the design process of [19], the positive 
real lemma is applied in this paper, which does not need 
complex frequency domain derivation of [20] for ensuring 
the strictly positive real of feed forward linear model. The 
main processes of designing adaptive laws based on Popov 
Theorem can be summarized follows [21]: 
(1) Transfer the MRAC system into an equivalent 
system called nonlinear time variable feedback system, 
which includes a feed forward linear model and a nonlinear 
feedback system. 
(2) Design part of the adaptive laws which can ensure 
the nonlinear feedback block satisfies the Popov inequality. 
(3) Design the rest part of adaptive laws which ensure 
the strictly positive real of the feed forward linear model. 
(4) Transfer the equivalent system back to MRAC 
system. 
3.1  Transfer the MRAC system into an equal 
feedback system 
A typical nonlinear time variable feedback system is drawn 
in Fig. 3. 
 
Fig. 3 Standard nonlinear time variable feedback system. 
The linear constant system can be derived from error 
equation (5). Transfer the error equation (5) into the feed 
forward linear model and the equation can be reformed as 
equation (14): 
( )e Ae I w
Y De
= + −
 =

                             (14) 
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where ( )I w− = ˆ( )A A− Xˆ + ˆ( )B B U− ˆ( ) ,C C G+ −
ˆB B− =
1 1
,
ˆL L
 − 
 
ˆC C− =
ˆ
,
ˆ LL
ψ ψ
−
0
,
d
q
u
G U
uω
   
= =   
   
 
The form of Popov inequality is written below: 
( )
1
0 1
0
2,
t
T
t
t t w ydtη γ= ≥ −∫                      (15) 
From the foregoing process (2) and equation (14), it can be 
concluded that the feedback block should satisfy the Popov 
inequality and the form of inequality can be rewritten as 
follows： 
( ) ( )
1 1
1
2
0 0
0,
t t
T Tt w ydt w De dtη γ= = ≥ −∫ ∫
       
 (16) 
3.2  To ensure the strictly positive real of the 
feed forward linear model 
As to the strictly positive real of the feed forward linear 
model, a positive real lemma exists as described below: 
(1) A linear constant multi-variable system 
x Ax Bu
y Cx Ju
= +
 = +

          
                      (17) 
where (A, B) is controllable and (A, C) is observable. The 
transfer function of the system can also be expressed as: 
( ) ( ) 1H s J C sI A B−= + −                     (18) 
(2) If there is a symmetric positive matrix P, a conventional 
matrix K and L, which can confirm the equations below: 
T T
T T T
T T
PA A P LL
B P K L C
K K J J
+ = −
+ =
= +
 
The system of equation (18) will be positive real and H(s) 
will be positive real transfer function. 
As to the system of equation (14), the limitation can be 
simplified as: 
T
T
PA A P Q
I P D
+ = −
=            
                  (19) 
Here, Q should be symmetrical half positive definite. The 
transfer function of equation (14) can be described below： 
( ) ( ) 1H s D sI A I−= −                         (20) 
Substitute 
1 0
0 1
P
 
=  
 
 into equation (19) 
2
0
2
0
T
T
R
LPA A P Q
R
L
I P D I
 − 
+ = − =  
 −  
= =
 
It is also obvious that (A, I) is controllable and (A, D) is 
observable. 
As matrix Q is symmetric positive definite (more than 
half positive definite), it is therefore that the system transfer 
function of (20) is a strictly positive real transfer function 
and the feed forward linear model is strictly positive real. 
3.3 Design of adaptive laws 
As the linear compensation matrix D is available, the 
adaptive law can now be summarized from equation (16). 
At first, the equation (16) should be decompounded. 
( ) ( )
1 1 1 1
1
0 0 0 0
0,
t t t t
T T T Tt w ydt w De dt w edt e wdtη = = = =∫ ∫ ∫ ∫
1
0
ˆ[( )
t
Te A A= − −∫ ˆ (X B+ − ˆ) (B U C+ − 2ˆ ) ]C G dt γ≥ −  
( )
1
1
0
ˆ0, ( )
t
Tt e A Aη = − −∫ Xˆdt
1
0
ˆ( )
t
Te B B Udt− −∫
 
1
0
ˆ( )
t
Te C C Gdt− −∫  
1 2 3
2 2 2 2γ γ γ γ≥ − − − = −  
( )
1
1 1 1
2
0
ˆ ˆ0, ( ) ( )
t
Tt e A A Xdt aη γ= − ≥ −∫  
( )
1
2 1 2
2
0
ˆ0, ( ) ( )
t
Tt e B B Udt bη γ= − ≥ −∫  
( )
1
3 1 3
2
0
ˆ0, ( ) ( )
t
Tt e C C Gdt cη γ= − ≥ −∫  
We can obtain the adaptive laws separately from the 
inequalities listed in (a)-(c). As to inequality (a), it can be 
transferred as follows: 
( )
1
1 1
0
ˆ ˆ0, ( )
t
Tt e A A Xdtη = − =∫
 
1
1 1
0
ˆ(
t
e x∫ 2 2ˆ )e x+
ˆ
ˆ
R R
dt
L L
 
−  
 
1
2γ≥ −  
According to the conventional form of adaptive law, simple 
PI adaptive law can be listed as follows:
 
( ) ( )1 2
0
ˆ
ˆ
tR R
G d G
LL
τ τ τ− = − + +∫  
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( )
1
1 1 1 1
0
ˆ0, (
t
t e xη⇒ = ∫ ( )2 2 1
0
ˆ )(
tR R
e x G d
L L
τ τ+ − + ∫
 
( )2 )G dtτ+  
1
1 1
0
ˆ(
t
e x= ∫ ( ) ( )2 2 1 2 12
0
ˆ )
t
e x G d G dtτ τ τ γ
 
+ + =≥ −∫ 
 
 
It can also be decompounded into two parts: 
( )
1
11 1 1 1
0
ˆ0, (
t
t e xη = ∫ ( )2 2 1 112
0
ˆ )
t
e x G d dtτ τ γ
 
+ ≥ −∫ 
 
 
( )
1
12 1 1 1
0
ˆ0, (
t
t e xη = ∫ ( )2 2 2 122ˆ )e x G dtτ γ+ ≥ −  
Since 
( ) ( )
0
t
f t f t∫  dt = ( ) ( ) ( )2 2 2
1 1
0 0
2 2
f t f f − ≥ − 
 ( )2
0
0
t
f t dt ≥∫  
It is easy to obtain G1 and G2. The adaptive law of 
ˆ
ˆ
R
L
 
can be easily obtained: 
1 1 1
0
ˆ
ˆ(
ˆ
tR R
K e x
LL
= − ∫ 2 2ˆ )e x+ 2 1 1ˆ(dt K e x− + 2 2ˆ )e x
  
 (21) 
Then the adaptive laws for other parameters can be easily 
obtained by using the same computation principle and are 
listed below: 
1
0
1 1 ˆ( ( )
ˆ
d d d
t
K u i i
LL
= + −∫ ˆ( ))q q qu i i dt+ −  
2 ˆ( ( )d d dK u i i+ − + ˆ( ))q q qu i i−                    (22) 
1
0
ˆ ˆ( )
ˆ
t
q qK i i dt
LL
ψ ψ
ω= − −∫ 2 ˆ( )q qK i iω− −          (23) 
It is obvious that the foregoing adaptive laws are 
similar with the adaptive law based on Lyapunov Theorem. 
This is due to the fact that both Popov criterion and 
Lyapunov theorem need the positive real character for  the 
transfer function of error model. Therefore, their general 
forms of adaptive laws are similar, too. However, due to 
the adaptive law based on Popov criterion is more 
designable and flexible, it seems more satisfying to use 
Popov criterion in MRAC design. 
4  Simulation results 
In order to compare and verify the performance of the 
proposed two estimators, with the same integral gain they 
are applied to the vector control system of the  PMSM, 
Fig.1, whose design parameters are given in Table 1. Fig.5 
shows the simulated tracking performance of two 
estimators based on Matlab/Simulink platform. Both the 
estimators perform very well. As seen from Fig.5, although 
the parameters, such as stator resistance, inductance and 
flux linkage vary from their normal values to 50% together, 
the robustness of the estimators against the uncertainty of 
variation is still excellent and the estimators will converge 
to their stable working points (error=0) due to the global 
asymptotic stability design and super stability design, 
respectively. 
 
Fig. 4 Actual rotor rotation speed. 
 
Fig. 5 Actual and estimated resistances, inductance and flux linkage. 
 
Fig. 6 Comparison of resistance identification dynamic errors between Lyapunov 
method and Popov method. 
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Fig. 7 Comparison of inductance identification dynamic errors between Lyapunov 
method and Popov method. 
 
Fig. 8 Comparison of flux linkage identification dynamic errors between 
Lyapunov method and Popov method. 
As can be  seen from Figs. 6-8, the relative errors  of both 
estimators converge to zero. They do not have too much 
difference in simulated performance as fixed constant 
parameters are used. However, as will be shown in the 
following section, their performance will be different in 
practical experiments due to parameter variation. 
5 Experimental verification 
The performance of the proposed estimators is further 
verified experimentally on a DSP (TMS TI 2812) based 
PMSM drive system. The design parameters of the PMSM 
are given in Table 1 and the DSP sampling period is 
0.08333 ms. The test rig setup is shown in Fig. 9. The 
measured DC link voltage is used to obtain the actual stator 
voltages while the currents are obtained from the current 
sensors. The waveform of rotor rotation speed, dq-axis 
currents and voltage are shown in Fig. 10. The 
experimental data are sampled and filtered by low-pass 
Butterworth filter for identifying the parameters.  
 
a. DSP platform and PMSM 
 
b.  Schematic diagram 
Fig. 9 Experimental test rig. 
An equation for discrete integral computation is shown as 
follows: 
( 1) ( ) * * ( )
* ( )*
y k y k KI Ts x k
Step KI x k Ts
+ = +
 =               
 (24) 
Equation (24) is the conventional method to carry out the 
discrete integral computation in DSP. KI is the integral gain 
of the discrete PI controller and Step is considered to be the 
discrete integral step length. Therefore, it is evident that the 
estimated values such as flux linkage, inductance and 
resistance are sensitive to Step. Fig. 11 depicts the 
estimation result based on Popov method which exhibits 
excellent performance. Fig. 12 depicts the estimation result 
based on Lyapunov method.  
As overshooting and integral saturation may occur due to 
the use of too large integral gain and the convergence speed 
cannot be ensured if too small integral gain is set, the 
integral gain for resistance adaptive law is experimentally 
determined to be 2 in Figs. 11 and 12. As can be seen from 
Fig. 11, although proportional unit in Popov method may 
cause a transient overshoot at the beginning, it can offer 
better response speed. Fig. 12 shows that Lyapunov method 
has a trade-off between the convergence speed and  the 
integral saturation. Therefore, the estimator based on 
Lyapunov has poor performance in fast tracking. 
In summary, although in simulation there is no significant 
difference between the estimators based on Lyapunov 
method and Popov method, the performance of the two 
methods is different in practical application due to 
parameter variation. Therefore, although various Lyapunov 
method based MRAS estimators have been used for 
identifying one or two parameters [11]-[13] due to its easy 
design process, it is evident that the estimator based on 
Popov method exhibits better performance in practice. It is 
preferable to use Popov method in MRAS design. 
 
(a) Rotor rotational speed 
 
(b) Current  
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(c) Voltage 
Fig. 10 Measured rotor speed, dq-axis currents, voltages. 
 
Fig. 11 Estimated resistance, inductance and flux-linkage by Popov 
method. 
 
Fig. 12 Flux-linkage and inductance estimated by Lyapunov method. 
6 Conclusions 
Two PMSM parameter estimators based on Lyapunov 
stability theorem and Popov stability criterion, respectively, 
are developed and compared. Both are effective in tracking 
the motor parameters. As all the parameters in (1) are 
identified and the stability of the system is ensured, the 
simulation and experimental results show good 
performance in robustness and accurate tracking. As three 
parameters (R, L andψ ) in (1) may vary due to magnetic 
saturation and temperature rise, it is necessary to 
simultaneously estimate three parameters otherwise the 
estimation result will suffer from the mismatching of 
unidentified parameter. For example, in [11], the resistance 
is correctly estimated but the author found that the 
inductance could not be correctly estimated by  experiment 
due to the offset of unidentified parameters. The two 
estimators developed in this paper can both estimate three 
parameters simultaneously. In addition, the two estimators 
do not need too much computation as there is only one 
variable model needed to compute and three PI (or integral) 
computations. The experimental results also verify that the 
Popov method, which can overcome the parameter 
variation in a practical system, exhibits better performance 
than Lyapunov method. Furthermore, the processes of 
designing a controller based on the Popov criterion do not 
need the expert experience to design a Lyapunov function 
and the adaptive law is designable via changing the 
function satisfying the Popov integral inequality. The 
relevant researches such as robustness design for adaptive 
estimators, the inverter nonlinearity compensation [22] for 
stator resistance estimation and estimators for salient-pole 
PMSM, etc. are being further investigated and will be 
reported in another paper. 
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