Abstract. Using the results on the coefficients of Hermite-Fejér interpolations in [5], we investigate convergence of Hermite and Hermite-Fejér interpolation of order m, m = 1, 2, . . . in L p (0 < p < ∞) and associated product quadrature rules for a class of fast decaying even Erdős weights on the real line.
Introduction
Let X := {x k,n : 1 ≤ k ≤ n, n ≥ 1} ⊂ R, satisfying −∞ < x n,n < x n−1,n < · · · < x 2,n < x 1,n < ∞, n = 1, 2, . . . , be a set of pairwise distinct nodes. For any real-valued function f (x) on R and an integer m ≥ 1, we let H n,m (f, X, x) be the Hermite-Fejér interpolation polynomial of order m for f on X, which is the unique polynomial of degree ≤ nm − 1 satisfying
On the other hand, if f ∈ C m−1 (R), then the Hermite interpolation polynomial H n,m (f, X, x) of order m for f on X is defined to be the unique polynomial of degree ≤ nm − 1 satisfying
In this paper, we deal with Hermite-Fejér and Hermite interpolations with respect to X whose elements are the zeros of a sequence of certain orthogonal polynomials described below. We consider w(x) := exp(−Q(x)), where Q : I → R is even, continuous, and decays faster than any polynomial at infinity. Then X consists of the zeros {x j,n (w 2 ) : 1 ≤ j ≤ n, n ≥ 1} of the orthonormal polynomial {p n (w 2 , x)} ∞ n=0 , where p n (w 2 , x) = γ n (w 2 )x n + lower degree terms (γ n (dα) > 0) with respect to w 2 (x), defined by the condition I p n (w 2 , x)p m (w 2 , x)w 2 (x)dx = δ m,n , m, n = 0, 1, 2, . . . .
Then all {x j,n (w 2 )} n j=1 belongs to R, which we arrange as x n,n (w 2 ) < x n−1,n (w 2 ) < · · · < x 2,n (w 2 ) < x 1,n (w 2 ). 
is the unique polynomial of degree nm − 1 satisfying
3) and (1.5), e i,k and e t,i,k depend also on n and m. We also have
and specially for any polynomial P of degree
Our main concern is the following problem: Under what conditions on weight functions w 1 (x) and w 2 (x) will the relation for 0
hold for all continuous functions f satisfying lim |x|→∞ |f w 2 (x)| = 0? Specially, we will consider this problem for m = 1, 2, . . ., in case
where w(x) is an Erdős weight andQ(x) is defined as in (2.1) below.
Once we have the convergence of Hermite-Fejér and Hermite interpolations of order m, we can consider the convergence of associated product quadrature rules, involving approximation of
by quadrature rules
where the weights {w j,n,m (k)} are usually determined by integration of some approximation to f . Here, the kernel k(x) is typically the difficult component of the integrand k(x)f (x), with known types of singularities or oscillatory behavior and usually f has smooth behavior. The product quadrature treated in this paper, is to approximate I[k; f ] by
Analogous rule generated byĤ n,m iŝ
We shall prove these product quadratures converge to I[k; f ] under mild conditions on f (x) and k(x). This paper is organized as follows. In section 2, we introduce a subclass of weights from [6] and state main results. In section 3, we estimate some quadrature sum for the main result and prove Theorem 2.2 and Theorem 2.3 in section 4. Finally, section 5 is an appendix containing various estimates on p n (w 2 ) and its zeros which are taken from [6] . They are largely independent of the paper and should be used only for following the technical details of the proofs.
Main results
We first introduce some notations, which we use in the following. For any two sequences {b n } n and {c n } n of non-zero real numbers(or functions), we write b n < ∼ c n if there exists a constant C > 0 independent of n(or x) such that b n ≤ Cc n for n large enough and write b n ∼ c n if b n < ∼ c n and c n < ∼ b n . We denote by P n the space of polynomials of degree at most n.
The main feature of our weight w(x) := exp(−Q(x)) is that Q(x) is even and of faster than smooth polynomial decay at infinity. For example, we will consider the following examples below, see [6] :
where for k ≥ 1, α > 1 and for B > 1
Here, exp k (; ) = exp · · · (exp(; )) denotes the kth iterated exponential and A is a large enough but fixed constant. More precisely, we shall be interested in the following subclass of weights from [6] of which the weights above are natural examples.
, and the function
is increasing in (0, ∞) with
Assume that for some constants C 1 , C 2 , C 3 > 0,
and for every > 0 and for some positive constant C independent of x
Then we write w ∈ E 1 . Now, we state our main result in the following.
Theorem 2.2. Let w ∈ E 1 , 0 < p < ∞, ∆ ∈ R and κ > 0. Let m be a positive integer and
Assume that
The following is a result for associated product quadrature derived from Theorem 2.2.
Theorem 2.3. Assume that hypotheses of Theorem 2.2. Let k : R → R be measurable and assume that for some
and for every f ∈ C m−1 (R) satisfying (2.3) and (2.4),
Technical lemmas
In this section, we give coefficients e r,k and e t,r,k of Hermite-Fejér and Hermite interpolation polynomials and some quadrature sum estimates to prove our main results. Throughout for convenience, we set for n ≥ 1 x 0,n := x 1,n + Lδ n a n and x n+1,n := x n+1,n − Lδ n a n .
First, we recall the results for e r,k and e t,r,k from [5] .
Lemma 3.1 ([5]). For any integer m ≥ 1, we have uniformly for
Proof. It is proved in [5, Theorem 2.8].
Next, we give some quadrature sum estimates.
Then we have for some constant L > 0
where
log n,
, where r1 sums over those k in r for which k ∈ [l−3, l+3] and r2 contains the rest. For |x k,n | ≥ a βn by (5.9) and (5.4)
Here, since for |x k,n | ≥ a βn by (5.2), (5.3), (5.12), and (5.15)
and for m = 1 since r = 0, by (3.3)
Therefore, we have
Since we have by (5.5) and (5.15)
and by (5.12) and (5.13)
we have by (3.4)
and by (5.4) and (5.12)
For r1 , we split this case into the following three cases.
Case 2-1. a βn/2 ≤ |x| ≤ (1 − Lδ n )a n : Since by (5.10), (5.6), and (5.4) for
we have by (5.2)
Case 2-2.
(1 − Lδ n )a n ≤ |x| ≤ (1 + Lδ n )a n : By (5.10), (5.2), (5.3), and (5.4),
r1 (x) = 0. Therefore, Lemma 3.2 is proved completely.
Proofs of Theorem 2.2 and Theorem 2.3.
In this section, we prove our main results. To prove Theorem 2.2, we split our functions to be approximated into pieces that vanishes inside or outside [−a n/9 , a n/9 ]. For simplicity, we use the following notation: For r = 0, . . . , m − 1, let
Throughout this section, we assume (2.2).
is a sequence of functions from R to R such that f n (x) = 0 for |x| < a n/9 and
Then for r = 0, 1, . . . , m − 1, we have
Proof. SinceQ(x) is increasing, we have by (3.1), (4.2) , and the definition of
where by (5.11) and (5.12),Q −1 (a n/9 ) is estimated as
2 (a n )φ(a n/9 ). In order to use Lemma 3.2, we let
Then we have
n + τ
n , where for 1 ≤ i ≤ 4
For τ (1) n , since Q grows faster than any power of x from (a) of Proposition 5.3, we have by Lemma 3.2 and (4.3)
2 (a n )φ(a n/9 ) = 0.
Next, for i = 2, 3, 4, we know by (5.8)
Since
p ) (a n ) and
we have by the monotonicity of Q, (4.3), (5.11) and (4.4),
(a n , T (a n ), log n).
Here, we set for some constants C 1 , C 2 , and C 3 , independent of n, (a n , T (a n ), log n) := a
where the constants C 1 , C 2 , C 3 , need not be the same in different occurrences. Hence, we obtain by (2.2) and (5.14)
Similarly, for τ
we have by (4.3), (5.11), and (4.4),
(a n , T (a n ), log n) and then by (2.2) and (5.14)
Finally, for τ
(a n , T (a n ), log n) and we have by (2.2) and (5.14)
Therefore,we have for r = 0, 1, . . . , m − 1,
is a sequence of measurable functions from R to R such that g n (x) = 0 for |x| ≥ a n/9 and
Proof. For |x| ≥ a n/8 and |x k,n | ≤ a n/9 , we estimate some factors. SinceQ and Q are increasing,
and we have by (5.15) and (5.2)
By (5.4), (5.9), (5.12), and the above estimations,
Then we have for r = 0, 1, . . . , m − 1 and |x| ≥ a n/8 by (4.6), (5.9), and (3.1),
m (a n , T (a n ), log n) by (5.11)
m (a n , T (a n ), log n).
Therefore, since by (4.4)
we have by (2.2) and (5.14),
Proof. It is proved in [1, Lemma 4.4] .
is a sequence of measurable functions from R to R such that g n (x) = 0 for |x| ≥ a n/9 and g n (x)w 2 (x)
Proof. It follows easily from Lemma 3.4 (b) in [4] .
Proof. Note that for |x| ≤ a n/8 by (5.5) and (5.15)
For |x| ≤ a n/8 and |x k,n | ≤ a n/9
by (4.8). If we letg
n (x) := g n (x)α n (x), x ∈ R and n ≥ 1, where α n (x) is a function satisfying
| is bounded by (5.11) and (5.14). Here, the definition ofg n (x) implies thatg n (x) = 0 on |x| ≥ a n/9 and since for |x k,n | ≤ a n/9 by (4.5) and (5.7)
for |x k,n | < a n/9 , by (2.1), (3.1), and the monotonicity of Q,
Therefore, we have by Lemma 4.3 and (4.9), 
If we setĝ
2 (x), x ∈ R and n ≥ 1, thenĝ n (x) = 0 on |x| ≥ a n/9 and by (2.1) and (4.7)
Therefore, we have for r = 0, 1, . . . , m − 1 by (4.11) and Lemma 4.4
) and (5.14). 
Proof. For any fixed polynomial R(x) since w m−1 (x)Q(x) is bounded, we have by (5.1)
where M is a constant independent of x and t. Then for n ≥ deg R, by (1.2) and (1.4),
So, this lemma is proved for m = 1. Now, we assume m ≥ 2. For 1 ≤ t ≤ m − 1 (4.13)
If we set R
n (x), where r [i] n (x) is a function satisfying (4.14) r
then for sufficiently large n by (3.1) and (5.14)
Then by (4.12) and (4.13)
and
Let χ n be the characteristic function of [ −a n/9 , a n/9 ] and
Proof of Theorem 2.2. First we assume that 1 < p < ∞. For any > 0, we can find a polynomial P (x) such that
. Then for sufficiently large n,
For the first term, since Q(x) grows faster than any power of x andQ(x) is increasing,
and for the second term by Lemma 4.7,
For the third term we can apply Lemma 4.1, Lemma 4.2, and Lemma 4.5. Let χ n be the characteristic function of [ −a n/9 , a n/9 ] and write and let q be the conjugate of q, that is,
Since by Hölder's inequality,
we have from the result of the case 1 < p < ∞
by (4.15) and pq > 1 and since ∆ − ∆ 1 > 0 and Q(x) grows faster that any power of x, we have 
Appendix
We let a u , for u > 0, be the u-th Mhaskar-Rakhmanov-Saff number, which is the unique positive root of the equation
Then, a u is increasing with u. The importance of a n lies in the identity
for any polynomial P ∈ P n (cf. [8] ). We define some auxiliary quantities which we will need in the sequel, see [6] . Set:
δ n := (nT (a n )) T (a n ) 1− |x| a n +Lδ n , |x| ≤ a n , Ψ n (a n ), |x| ≥ a n .
We begin by recalling a number of estimates from [6] . Throughout the sections, we assume that w ∈ E 1 . Proposition 5.1.
(a) For n ≥ 1, and for some constant L
and uniformly for n ≥ 2 and 1 ≤ j ≤ n − 1, (5.4) x j,n − x j+1,n ∼ a n n Ψ n (x j,n ). (c) Uniformly for n ≥ 2 and 1 ≤ j ≤ n − 1, (5.6) 1−|x j,n |/a n +Lδ n ∼ 1−|x j+1,n |/a n +Lδ n and Ψ n (x j,n ) ∼ Ψ n (x j+1,n ). 
