This paper presents a neuroadaptive full-state feedback controller design for the Boeing unmanned combat aerial vehicle (UCAV), and a neuroadaptive output feedback controller design for a damped van der Pol oscillator model. The proposed neuroadaptive controllers employ a novel controller architecture involving additional terms in the update laws that are constructed using a moving window of the integrated system uncertainty. These terms can be used to identify the ideal system weights of the neural network as well as effectively suppress system uncertainty and actuator system failures.
I. Introduction
To improve robustness and the speed of adaptation of neuroadaptive controllers, several controller architectures have been proposed in the literature. [1] [2] [3] [4] [5] [6] [7] [8] These include the e-and ¾-modification architectures used to keep the system parameter estimates from growing without bound in the face of system uncertainty and system failures. [9] [10] [11] In this paper, we use the Q-modification neuroadaptive control architecture developed in Refs. 5 and 6 to design several neuroadaptive controllers for the Boeing unmanned combat aerial vehicle (UCAV) model, 12 and a damped van der Pol oscillator model. The proposed framework involves a new controller architecture containing additional terms (Q-modification terms) in the update laws that are constructed using a moving window of the integrated system uncertainty. The Q-modification terms can be used to identify the ideal neural network weights which can be used in the adaptive law, and these terms effectively suppress system uncertainty and system failures. 5, 6 Even though the proposed approach is reminiscent to the composite adaptive control framework discussed in Ref. 13 , the Q-modification framework does not involve filtered versions of the control input and system state in the update laws. Rather, the update laws involve auxiliary terms predicated on an estimate of the unknown neural network weights which in turn are characterized by an auxiliary equation involving the integrated error dynamics over a moving time interval. 5, 6 For a scalar linearly parameterized uncertainty structure, these ideas were first explored in Ref. 3 for full-state feedback control design, and then applied to UCAV model in Ref. 4 for the failure scenario of pitch break phenomenon. In this paper, we consider nonlinearly parameterized vector uncertainty structures to suppress the effect of an elevon failure in the UCAV model, and to suppress the effect of both parametric uncertainty and unmodeled dynamics in a van der Pol oscillator model. A full-state controller is developed for the UCAV model, and an output feedback controller is developed for the van der Pol oscillator model, where we assume the van der Pol oscillator model is unknown to the designer.
The organization of the paper is as follows. Section II presents the salient features of the Q-modification neuroadaptive control architecture for the full-state feedback case using a nonlinear in the parameters neural network, and Section III presents the extension of these results to the output feedback case. In section IV, we apply the framework of Section II to the Boeing UCAV model. In Section V, we apply the framework of Section III to the van der Pol oscillator model. Finally, we draw conclusions in Section VI.
II. Full-State Feedback Neuroadaptive Control Design
In this section, we consider the problem of characterizing neuroadaptive full-state feedback control laws for nonlinear uncertain dynamical systems to achieve reference model trajectory tracking. Specifically, consider the controlled nonlinear uncertain dynamical system G given by _ x(t) = A 0 x(t) + B¤ [G(x(t))u(t) + f (x(t);û(t)) + Ax(t)] ; x(0) = x 0 ; t¸0, (2.1) where x(t) 2 R n , t¸0, is the state vector, u(t) 2 R m , t¸0, is the control input, In order to achieve trajectory tracking, a reference system G ref is constructed by 
where 4) and u ad (t), t¸0, is defined below. We define ¤ =¤ + ¢¤, where ¤ 2 R m£m is a known positive-definite matrix that can be chosen and ¢¤ 2 R m£m is an unknown symmetric matrix such that ¤ + ¢¤ is positive definite. We assume that the function f (x(t);û(t)) can be approximated over a compact set D x £ Dû by a nonlinear in the parameters neural network up to a desired accuracy. In this case, there exists " :
where W f 2 R s£m and V f 2 R l£(s¡1) are optimal unknown (constant) weights that minimize the approximation
denotes the ith row of V T f , i = 1; : : : ; s ¡ 1, ´: D x £ Dû ! R l , and "(¢; ¢) is the modeling error.
Next, define 
where
14)
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and note that it follows from (2.11) that (2.20) where, for t¸0,
Consider the feedback control law (2.3) with u n (t) and u ad (t) given by (2.5) and (2.9), and update laws given by are the norm bounds imposed on Ŵ i (t), i = 1; 2; 3, t¸0, and V f (t), t¸0, respectively.
It is shown in Refs. 5 and 6 that the closed-loop system given by (2.8) and (2.21) -(2.24) is ultimately bounded for all initial conditions (e(0);
£R n£m £ R m£m is a compact positively invariant set.
III. Output Feedback Neuroadaptive Control Design
In this section, we consider the problem of characterizing neuroadaptive dynamic output feedback control laws for nonlinear uncertain dynamical systems to achieve reference model trajectory tracking. Specifically, consider the controlled nonlinear uncertain dynamical system G given by 
where Now, consider the control law given by
where ¤ 2 R m£m is positive-definite matrix, u n (t), t¸0, is given by
6) and u ad (t); t¸0; is defined below.
As in Section II, we approximate the unknown function f (x;û), (x;û) 2 D x £ Dû, by a nonlinear in the parameters neural network. In particular, we assume that the function f (x;û) can be approximated over a compact set D x £ Dû by a nonlinear in the parameters neural network up to a desired accuracy. In this case, (2.5) holds. In order to develop an output feedback neural network, we use the approach developed in Ref. 13 for reconstructing the system states via the system delayed inputs and outputs. Specifically, we use a memory unit as a particular form of a tapped delay line that takes a scalar time series input and provides an (2mn ¡ r)-dimensional vector output consisting of the present values of the system outputs and system inputs, and their 2(n ¡ 1)m ¡ r delayed values given by
where r i denotes the relative degree of G with respect to the output y i , i = 1; : : : ; m, r , r 1 + ¢ ¢ ¢ + r m is the (vector) relative degree of G, and d > 0.
Analogous to (2.7), consider the adaptive signal u ad (t), t¸0, given by
where 
¤ ; e(0) = e 0 ; t¸0; (3.9) where
, and W y (t) , W y ¡Ŵ y (t), t¸0. Since the update laws for Ŵ 1 (t), t¸0, and V f (t), t¸0, will be predicated on the projection operator, 6 it follows that W 1 (t), t¸0, and Ṽ f (t), t¸0, are bounded. Finally, define
In order to develop an output feedback neural network, consider the estimator given by
and define ỹ(t) , y(t) ¡ y ref (t). It follows from (3.2) and (3.4) that
(3.14)
Pre-multiplying (3.16) by C and integrating the resulting equation over the moving time interval [t d ; t], yields
where §(t) , Define (3.22) and note that it follows from (3.15) that
Finally, define the Q-modification term Q nl (t) by
where, for t¸0,
Consider the feedback control law (3.5) with u n (t); t¸0; and u ad (t); t¸0; given by (3.6) and (3.8), update laws given by
where where 
i max , i = 1; 2; or y, and v 2 f max are the norm bounds imposed on Ŵ i (t), i = 1; 2; or y, t¸0, and V f (t), t¸0, respectively. Note that projection operator guarantees the boundness of Ŵ i (t), i = 1; 2, t¸0, V T f (t), t¸0, and Ŵ y (t), t¸0. In addition, we choose the parameters ŵ 2max and ¤ such that the inverse It is shown in Ref. 6 that the closed-loop system given by (3.9) and (3.25) -(3.28) is ultimately bounded for all initial conditions (x(0);
l£m is a compact positively invariant set.
IV. Unmanned Combat Aerial Vehicle Example
In this section, we design several neuroadaptive full-state feedback controllers based on the Q-modification architecture for the Boeing unmanned combat aerial vehicle (UCAV), and compare the performance of three controllers to conventional neural network controllers as well as e-and ¾-modification neuroadaptive controllers.
A. UCAV Dynamics
The UCAV consists of a tailless vehicle configuration with 3 elevon controls on each wing, along with thrust vectoring for yaw control. A linearized model for the controlled UCAV at a single flight condition is given by 4, 12 
(t), sideslip angle ¯(t), body roll rate p(t), body pitch rate q(t), and body yaw rate r(t). The baseline controller states x c (t) 2 R
4 consist of the pitch integrator q c (t), roll integrator p c (t), yaw integrator r c (t), and yaw rate washout filter signal r w (t). The control input is given by u(t) = u n (t) ¡ u ad (t) 2 R 7 ; t¸0, where u n (t) = ¡K x x(t) + K yc y c (t), K x and K yc are defined in the Appendix of Ref. 12 , and u ad (t); t¸0; is given by (2.7). The signal y c (t) 2 R 4 ; t¸0, is the inner loop command vector and consists of the positive down vertical acceleration command A r (t); t¸0; the sideslip angle command ¯r(t); t¸0; the body roll rate command p r (t); t¸0; and the yaw integrator command r r (t); t¸0. In (4.1), ¤ 2 R 7£7 is nominally an identity matrix, that is, ¤ = I 7 , and a control failure is emulated by setting one of its diagonal entries to zero. The function f : 
is the matched uncertainty that depends on the UCAV model states and is nonlinearly parameterized as in (2.5) with ´(x(t);û(t)) = x(t). The system matrices
e(0) = 0; t¸0, (4.2)
which gives an appropriate error model for Q-modification approach. In our design, a right-out elevon (ROE) failure is introduced at t = 5 sec by setting a diagonal entry of ¤ to zero, and the design goal is to stabilize the closed-loop system under this failure while maintaining the nominal reference tracking performance.
B. Performance Comparisions for Full-State Feedback Neuroadaptive Control Design
In this subsection, we design a neuroadaptive controller of the form given by (2.3) with u n (t); t¸0; and u ad (t); t¸0; given by (2.4) and (2.7), respectively. We used 35 nodes (s = 5; m = 7) in the outer layer, and 63 nodes (l = 9; m = 7) in the hidden layer of the neural network. The initial conditions for the system and controller states as well as the neural network weights were initialized at zero. Furthermore, the gains are selected to be ¡ 1 = I 5 ; ¡ f = I 9 ; and ¡ 3 = I 7 , and we used R = I 9 to solve the Lyapunov equation given by (2.25) for P . In addition, the Q-modification design parameters are selected to be k = 10 and ¿ d = 0:5 sec. For the design, the positive down vertical acceleration A z (t); t¸0; is computed as the system output signal that tracks the command A r (t); t¸0; defined above.
12 Figure 4 .2 shows that the performance of the baseline controller is seriously degraded when a right-out elevon (ROE) failure is introduced at t = 5 sec. This shows that the baseline controller design does not make effective use of the available control redundancy. One approach to solving this problem might be to reconfigure the flight control system for this failure, however, this presumes that the failure is detected and correctly identified. Therefore, an alternative approach that emplys adaptation is pursued. show that employing these modifications with ¾ = 10 degrades the performance of the conventional neuroadaptive controller. Figures 4.7 -4.9 show that a similar conclusion can be drawn for low (¾ = 1) and high (¾ = 50) values for the modification gains in each case. One can surmise from these results that the Q-modification controller provides superior performance to both the e-and ¾-modification controllers when a system failure occurs for a wide range of system gains. In this case, the Q-modification controller performance monotonically improves, whereas the performance of both the e-modification and ¾-modification controllers monotonically degrade over the range of the adaptation gains investigated. with ROE failure
V. Damped Van Der Pol Oscillator Example
In this section, we design a neuroadaptive output feedback controller based on the Q-modification architecture for the van der Pol oscillator, and compare the performance of this controller with e-and ¾-modification neuroadaptive controllers.
A. Van Der Pol Oscillator Dynamics
We consider the van der Pol oscillator dynamics given by
involving both parametric uncertainty and unmodeled dynamics. From a practical perspective, the system can be thought of as a second-order nonlinear system model, whose realization consists of x 1 (t) and x 2 (t), with the output is modeled as y(t) = x 1 (t) + 0:2x 2 (t). However, the system also contains a very lightly damped unmodeled mode, with a natural frequency equal to that of the linearized system. This mode is excited by the system displacement x 1 (t) and coupled to the measurement y(t). Here, we assume that the van der Pol oscillator model is unknown to the designer and design a controller predicated on the model Ä y(t) = u(t); y(0) = 0; t¸0. The goal of our design is to stabilize the closed-loop system under both parametric uncertainty and unmodeled dynamics while maintaining a satisfactory reference tracking performance.
B. Performance Comparisions for Output Feedback Neuroadaptive Control Design
In this subsection, we design a neuroadaptive controller of the form given by (3.5) with ¤ = 1, and u n (t); t¸0; and u ad (t); t¸0; given by (3.6) and (3.8), with K y = ¡10 and K r = 10. We used 7 nodes (s = 7; m = 1) in the outer layer, and 6 nodes (l = 6; m = 1) in the hidden layer of the neural network. The initial conditions for the system were initialized at zero, and the initial conditions for the neural network weights were initialized at Ŵ 1 (0) = 0:001 E(s; m), V f (0) = 0:001 E(l; s ¡ 1), Ŵ 2 (0) = 0:001 E(m; m), where E(a; b) is an operator creates a £ b matrix with all entries equal to 1. Furthermore, the gains are selected to be ¡ 1 = 2:5I 7 ; ¡ f = 2:5I 6 , and ¡ 2 = 10. We used R = I 2 to solve the Lyapunov equation given by (2.25) for P . In addition, we set d = 0:01 sec for (3.7), and we selected the estimator gain to be L = [5:2; 23 :2] T that satisfies the Lyapunov equation (3.29) for any R > 0. Finally, the Q-modification design parameters are selected to be k = 50 and ¿ d = 0:5 sec. We also compare the Q-modification controller with the e-and ¾-modification controllers. For the e-and ¾-modification controller designs we modified the standard neural network update laws to include terms of the form ¡¾ k» c (t)k c W and ¡¾ c W , respectively, where » c (t); t¸0; is the estimator state given by (3.12). Figures 5.3 and 5.4 show the e-and ¾-modification controller responses for ¾ = 250, respectively. It is obvious from both of these figures that these controllers do not stabilize the van der Pol oscillator. Therefore, we can conclude that the Qmodification based neuroadaptive controller performance in Figure 5 .2 is superior to the e-and ¾-modification controller responses. 
VI. Conclusion
Neuroadaptive controller designs based on the Q-modification approach have been performed for an unmanned combat aerial vehicle (UCAV) in full-state feedback form, and for a van der Pol oscillator model in output feedback form. The Q-modification architecture goes beyond the e-and ¾-modification architectures by providing fast adaptation to effectively suppress system uncertainties and system failures. The architecture is easy to implement and can be used in a complimentary way with other approaches to designing robust adaptive control systems.
