We present a novel method for the synthesis and animation of realistic traffic flows on large-scale road networks. Our technique is based on a continuum model of traffic flow we extend to correctly handle lane changes and merges, as well as traffic behaviors due to changes in speed limit. We demonstrate how our method can be applied to the animation of many vehicles in a large-scale traffic network at interactive rates and show that our method can simulate believable traffic flows on publicly-available, real-world road data. We furthermore demonstrate the scalability of this technique on many-core systems.
Introduction
As the world's population grows, traffic management is becoming a mounting challenge for many cities and towns across the globe. Increasing attention has been devoted to the modeling, simulation, and visualization of traffic flows to investigate causes of traffic congestion and accidents, to study the effectiveness of roadside hardware, signs and other barriers, to improve policies and guidelines related to traffic regulation, and to assist urban development and the design of highway and road systems. In addition, with increasing volumes of traffic data and software tools capable of visualizing urban scenes (such as Google Maps and Virtual Earth), there is a growing need to add realistic street traffic in virtual worlds for virtual tourism, feature animation, special effects, traffic monitoring, and many other applications.
There is a vast amount of literature on modeling and simulation of traffic flows, with existing traffic simulation techniques generally focusing on either agent-based microscopic or continuum-based macroscopic models. However, little attention has been paid to the possibility of extending macroscopic models to produce detailed 3D animations and visualization of traffic flows. In this paper, we present a fast method for efficient simulations of large-scale, real-world networks of traffic using continuum dynamics that maintains discrete vehicle information to display each vehicle. Our continuum approach describes realistic behavior and is efficient -we describe the movement of many vehicles with a single computational cell -while individual vehicle information facilitates visual representation and allows per-vehicle information to influence the large-scale simulation. Our technique produces detailed, real-time animations of enormous traffic flows on multi-lane highways and winding rural roads at more than 100x faster than real time.
Our approach adapts a single-lane continuum flow model to handle multi-lane traffic by introducing a novel model of lane changes and using a discrete visual representation for each vehicle. We compare our technique's efficiency with that of agent-based methods, and demonstrate that our technique can effectively utilize the processing power of manycore shared memory architectures for scalable simulation. Figure 1 shows a snapshot of the highway traffic in an urban scene simulated by our continuum model.
Related work
The ubiquity of vehicle traffic in everyday life has generated considerable interest in models of traffic behavior, and in the last 60 years, a large body of research in the area has been developed. The problem of traffic simulation -given a road network, a behavior model, and initial car states, how the traffic in the system evolves -has been extensively studied. Most of the existing methods are designed to explore specific phenomena, such as traffic jams and unsteady, "stop-and-go patterns" of traffic, or to evaluate network configurations to aid in real-world traffic engineering.
The most popular category of traffic simulation methods is broadly termed microscopic simulation. This classification includes discrete agent-based methods, wherein each car is treated as a discrete autonomous agent with arbitrarily complex rules governing their behavior. Most agent-based methods use some form of the "car-following" set of rules described in the dissertation of Gerlough [Ger55] and the work of Newell [New61] . The most prominent traffic simulation systems, such as NETSIM [BdLCW82] , INTEGRA-TION [ABB * 97], and MITSIM [YK96] , have been agentbased.
Nagel and Schreckenberg [NS92] applied cellular automata to the problem traffic simulation. The efficiency and simplicity of these models has led to a great deal of interest and extensions to the Nagel-Schreckenberg model. The survey by Chowdhury et al. [CSS00] and the work of Treiber and Helbing [TH01] describe these models in detail.
Continuous, or macroscopic, models of traffic flow have been studied since the seminal papers of Lighthill and Whitham [LW55] and Richards [Ric56] . These papers propose a nonlinear scalar conservation law (known as the LWR model) for density of traffic and the resulting flow; the existence of shock and rarefaction waves in the solutions is demonstrated as well. Newell [New61] extended this model to certain non-equilibrium cases, and Payne [Pay71] and Whitham [Whi74] developed a second-order system of equations derived from the equations of gas dynamics capable of describing types of non-equilibrium flow. Limitations of the Payne-Whitham (PW) model became apparent; for certain configurations, the model predicts negative velocities of traffic! Daganzo [Dag95] traced the deficiencies in the model to the isotropic nature of the gas dynamics from which the model was derived. Aw and Rascle [AR00] and Zhang [Zha02] There exists some long-standing interest in the simulation of aggregated, agent-like entities. Lamarche and Donikan [LD04] present a technique for the simulation of crowds using high-level roadmaps for navigation and a local reactive scheme for collision avoidance and Paris et al. [PPD07] describe an improved reactive collision avoidance method using a sophisticated prediction model. We refer the readers to recent surveys, such as [PAB08, PKL08] , for more detailed reviews on virtual crowds and multi-agent simulation.
There have been comparatively few papers on the animation of vehicles in graphics; Go et al. [GVK05] describe a method for animating vehicles from a control and motionplanning perspective, and the technique of van den Berg et al. [vdBSLM09] reconstructs trajectories given starting and ending pairs of vehicle data using a prioritized planning technique.
Hyperbolic conservation laws have received comparatively little attention in the graphics community; Sewall et al.
[SGTL09] describe a technique for animating shockwaves in a gas. The ARZ model our technique built up shares certain similarities with those same gas laws -including the presence of shocks and rarefactions.
Method
In this section, we describe the data structures and our method for the simulation of traffic flow in detail.
Overview
We simulate traffic on a network of roads; each road has one or more lanes and is connected to other roads via interchanges. See Sec. 3.2 for details on how we represent these networks, and how they may be synthesized or adapted from real-world data.
Our simulation describes the flow of traffic through a system of nonlinear hyperbolic conservation laws that represent traffic as a continuum along lanes. Many systems of equations have been developed to describe the flow of traffic with varying degrees of completeness. Our system augments the model recently proposed by Aw and Rascle [AR00] and Zhang [Zha02] , which we refer to as the Aw-Rascle-Zhang (ARZ) model, following Lebacque [LMHS07] . This equation is described in Sec. 3.3.3.
To obtain a numerical solution to the ARZ equations, we use a Finite Volume Method (FVM) spatial discretization combined with a Riemann solver to determine the fluxes between adjacent computational cells. See Sec. 3.3.1 for details on the FVM and how it applies to conservation laws like the ARZ equations, and see Sec. 3.3.4 for a description of the Riemann solver we use.
The ARZ equations describe the motion of traffic along individual lanes; to handle merges and lane changes, our solution combines continuum-level dynamics with discrete car information. We describe this representation in detail in Sec. 3.5.
The continuum approach to traffic simulation has numerous advantages in efficiency and robustness; however, to display the motion of traffic for visualization and animation purposes, we use "car particles", or carticles, that represent the individual cars in the flow of traffic. These carticles are moved along by the underlying continuum flow, and can play decision-making roles in parts of the simulation -particularly in regards to lane changes and merges. Sec. 3.4 describes these in detail.
Finally, while our method is efficient enough to simulate heavy volumes of traffic on large networks on a single processor, it is simple to parallelize and scales well on multicore machines so as to make colossal-scale simulations possible. We describe how our method can be implemented to further benefit from parallel systems in Appendix B.
Basic Solution Procedure
We simulate traffic by taking successive iterations (i.e. time steps) of our solver. For a given timestep, our solver operates as follows: These steps will be explained in greater detail below.
Representation of Road Networks
Our simulation operates in the domain of road networks, and the fidelity and realism of the results depends on the quality and detail of the road network. In this section, we present a robust data structure for representing a road network suitable for our simulation.
Features of Road Networks
Road networks can be arbitrarily complicated; in addition to information about lanes, we could also have descriptions of road quality and conditions, information about driveways and parking spaces along the road, and a host of other types of data.
Our simulator currently handles multi-lane road segments with varying speed limits, and our data structure is designed to efficiently store and answer queries about such information. However, additional of information can be easily included in our data structure.
Roads A road network could be described as a collection of roads and information about how they are connectedroads have some spatial description of the path they take, a number of lanes, and they stop and end at other roads. However, such a naïve description fails to properly capture many features we desire in a road network; how should we describe a highway interchange, where several lanes split off from roads, take a curving path, and join another road? For this reason, our data structure treats roads simply as descriptions of spatial information; in our implementation, each road provides a sequence of connected lines that describes its path in space.
Lanes We have chosen the lane to be the atomic data type in our data structure. This is motivated by their relationship to roads and other lanes -in that a single lane may belong to many roads and be adjacent to many different lanes along its length -and by our simulation methodology. Since we solve the ARZ equations for the flow of traffic along each lane, it is more efficient to have long and unbroken lanes to minimize the need to handle special-case boundary conditions.
Each lane is parametrized by its length in space to the unit interval, and properties of the lane -such as speedlimit, the road to which it belongs and obtains its spatial description from, and the other lanes it may be adjacent to -are mapped to this parametric interval.
This parametrization of lane properties is motivated by the need for various queries during simulation. While advancing the solution along each lane, for example, we wish to know what the speed limit is in the current cell, and if it differs from that in the next. Similarly, when merging traffic, we wish to know which lanes (if any) are to the left and to the right of the current position along a lane.
Each adjacency between lanes in our system carries with it additional information about how 'desirable' the corresponding lane change is; this is captured with a probability distribution and allows our system to model capture the behavior of traffic around frequently-used offramps.
Numerical Traffic Simulation with Gas-like Laws
We simulate the flow of traffic along lanes with a numerical discretization of a hyperbolic conservation law. This is a class of partial differential equations commonly associated with physical laws and with gas dynamics in particular. The basis for our traffic flow, the so-called Aw-RascleZhang (ARZ) model ( [AR00], [Zha02] ), is one such law that is closely related to the hyperbolic systems of equations that describe gas dynamics.
Conservation Laws & the Finite Volume Method
The ARZ model is a conservation law; it fits the general model
where subscripts denote differentiation, q is a vector-valued quantity of unknowns, and f (q) is a vector-valued function of the unknowns. The choice of f (known as the flux function) uniquely characterizes the dynamics of the system. Solutions to Eq. (1) may be readily discretized with the Finite Volume Method (FVM) of numerical discretization to obtain the following:
Here Q n i = Q i (t n ) and ∆t = t n+1 − t n . More information on hyperbolic conservation laws and the FVM can be found in Leveque [Lev02] .
3.3.1.1. Flux Calculations Eq. (2) is a straightforward update scheme; what remains to be computed are the quantities f(q (b)) and f(q (a)) -that is, the flux that occurs at the boundaries between cells. This can be difficult for nonlinear f (such as that found in the ARZ system of equations) and accounts for the bulk of the computation in our numerical scheme. The problem of determining these fluxes is termed the Riemann problem, and we discuss its solution for the ARZ model in Sec. 3.3.4.
Computation of ∆x for Each Lane
Each lane j in our simulation is divided into a number of discrete cells of equal length ∆x j . The cell length ∆x j varies only slightly from lane to lane; when preparing the simulation, we suggest a "target" ∆x that all lanes should have, and for each lane j of length L j , we determine the number of cells in the lane N j and the related cell length ∆x j as follows:
This ensures that all cells in a given lane have the same length. So long as all lanes are at least ∆x in length, we are ensured that ∆x j > ∆x 2 ∀ j. In general, we choose the target ∆x to be greater than the length of the longest vehicle in the simulation (see Sec. 3.4).
Timestep Restrictions
The time step ∆t in Eq. (2) must be chosen to satisfy the Courant-Friedrichs-Lewy (CFL) condition for the integration to be stable. According to this condition, we must have:
With the minimum taken over all lanes j. λmax j is the maximum speed in lane j at the current timelevel; these speeds are determined while solving the Riemann problem at each interface (given by Eqs. (9) and (10)). This has ramifications on how we choose to apply Eq. (2); since we must use the same ∆t at each cell, we must compute all speeds λ before integrating any cells.
It should be noted that obeying the CFL condition does not mandate that simulation timesteps be smaller than what would be desired for display. For example: in a network with a maximum speed of 100 km/s, λmax will not exceed 27.7 m/s; this gives ∆t < ∆x · 0.0036s/m. In a simulation, we are free to choose any ∆x -generally, this is a multiple of car lengths. Even for the smallest cell size we have used in our experiments -∆x = 9m (= 2 × 4.5m), this gives ∆t < 0.324s, which is on par with the frame rate desired for most conventional visualization techniques.
Numerical Update Procedure
Given cell values Q n at time tn for all lanes j, we compute Q n+1 as follows:
1. At each interface between cells, compute the speeds λ i and fluxes F n i by solving the Riemann problem at that interface (described in Sec. 3.3.4) 2. Find the speed with largest magnitude and compute timestep length ∆t as described in Sec. 3.3.1.3. 3. For each cell i, advance to next time Q n+1 using Eq. (2) and the fluxes from step 1.
Aw-Rascle-Zhang Model
The ARZ model ( [AR00], [Zha02] ) can be written as a conservation law of the form
Here ρ is the density of traffic, i.e. "cars per car length", u is the velocity of traffic, and y the "relative flow" of traffic.
y, ρ, and u are related by the equation:
where ueq (ρ) is the "equilibrium velocity" for ρ. There is a single criterion on ueq that must be satisfied (see Appendix A) on this function; the following is satisfactory for our purposes:
In the above equation, umax is the speed limit of the road, and γ some parameter > 0. Using Eqs. (6) and (7), we can write u in terms of y and ρ:
In what follows, we shall interchangeably use ueq (ρ) and ueq as well as u (ρ, y) and u.
It is possible to rewrite the ARZ equations in terms of ρ and u (the primitive variables), but the system will not longer fit Eq. (1). ρ and y are the conservative variables for the ARZ system; these quantities have special significance that allows us to solve for them using all of the tools associated with conservation laws (i.e. Eq. (2), and much of what follows).
Basic Riemann Problem for the ARZ model
To compute fluxes such as f(q (b)) and f(q (a)) in Eq. (2), we must be able to determine the value of q between the piecewise-constant states in adjacent cells.
Given initial constant states q l for x < 0 and qr for x > 0 (with components which we term ρ l , y l , and u l and ρr, yr, and ur, respectively), what happens for t > 0? In the case of the ARZ model, there are several distinct possibilities. Depending on the relative values of q l and qr, we expect the solution to consist of two or more distinct "regions" of selfsimilar solutions traveling with varying speeds. See Fig. 2 for a graphical depiction of the Riemann problem. The following is an abbreviated analysis of the ARZ equations; for more detail, please refer to [Sew10] .
3.3.4.1. Waves and speeds The eigenstructure of the Jacobian of the flux function defined in Eq. (5) is the key to determining the speeds in the system (for Eq. (4)) and the structure for the Riemann problem; the eigenvalues are:
with corresponding eigenvectors
, and r 1 = 1
Field Classification We can regard the pair of eigenvalues and eigenvectors as distinct 'families' of solution fieldswe refer to solutions associated with λ 0 and r 0 as the '0-family' of solutions, and those associated with λ 1 and r 1 as the '1-family' of solutions.
While the ARZ equations are clearly nonlinear (5), different families may exhibit different characteristics -some linear, some nonlinear. By classifying these fields as either genuinely nonlinear or linearly degenerate, we obtain information about what types of solutions to expect. For more detail on how this classification is performed, see Appendix A. For this system, the first family of solutions (those associated with λ 0 and r 0 ) is genuinely nonlinear -the related waves deform with propagation. The second family of solutions (λ 0 and r 0 ) is linearly degenerate and behaves as a linear system.
Intermediate State
To compute the left-and right-going fluctuations in our update scheme, we need to compute the value of q 0 -that is to say, the value of q at x = 0 for t > 0, given q l and qr. In general, q 0 can be q l , qr, or the intermediate value qm. The left state q l and the intermediate state qm are separated by the line x = λ 0 t, and qm and qr are separated by the line x = λ 1 t. For the ARZ model we are considering, we know that λ 1 = ur > 0 and therefore 
Structure of the Riemann problem
For qm to exist, the speeds of the system (Eqs. (9) and (10)) must be distinct. This occurs when ρ l > 0; in this case, there are three distinct regions of the solution: q l for x ≤ λ 0 t, qm for λ 0 < x t < λ 1 , and qr for x ≥ λ 1 t. In the case where ρ l = 0, λ 0 = λ 1 and qm vanishes. We shall deal with cases where ρ l = 0 or ρr = 0 separately below.
We know from Sec. 3.3.4.1 that the 0-family solutions are always shock or rarefaction waves. To determine which, we must consider the 0-family speeds λ 0l and λ 0m on either side of the nonlinear wave:
When λ 0l < λ 0m , the solution is a rarefaction, and when λ 0l > λ 0m , the solution is a shock. From Eqs. (14) and (15), we can determine that
3.3.5.1. Classification of Solutions One can identify 6 distinct conditions on the states q l and qr that determine the structure of the solution of any Riemann problem in the system. The derivation of these cases is discussed at length in Appendix A.
Inhomogeneous Riemann Problem
The above discussion on the solution to the Riemann problem for the ARZ system of equations has assumed that umax remains constant in space -i.e. that the speedlimit on either side of the interface is the same.
Clearly speedlimits vary from road to road and change even along a single lane, and the effects of these variations in speedlimits have discernible effects on traffic flow. At a decrease in speedlimit, we expect traffic to slow and increase in density, while an increase in speedlimit might cause traffic to accelerate and rarefy.
Whereas
We expect solutions to follow the same basic structure of the homogeneous Riemann problem described previously, but rather than have a single intermediate state qm emerge between q l and qr, we expect there to be as many as two intermediate states divided at x = 0 by the jump in umax. We term these states q ml and qmr.
Lebacque et al. introduced the concepts of supply and demand to solve for q ml and qmr; see [LHSM05] for the details of their approach.
Relaxation of 'Relative Flow'
We have hitherto discussed the ARZ equations as homogeneous conservation laws -they fit the form of the conservation law shown in Eq. (1) with the right-hand side of the equation as 0. This ensures that each primitive variable ρ and y is conserved in the system. Such a property is useful when describing natural phenomena, since most such equations are derived from conservation principles themselves.
In our case, while ρ should certainly be conserved in regular traffic (we don't want cars to appear or disappear spontaneously), we may wish to relax the conservation of relative flow y. As discussed in Aw and Rascle [AR00] , conserving this quantity leads to an unnatural dependence on initial conditions; vehicles with no traffic ahead of them (such as situations found in Case 5 in Appendix A) will not accelerate beyond a quantity related to their initial value of y. to the right-hand side of the second equation. Here τ is a time constant (typically greater than 1) representing the propensity for acceleration in the system. The modified ARZ system then becomes:
The first equation is unchanged, while the second encourages the velocity of traffic to slowly increase towards the speed limit.
Although we have modified our underlying equations, the previously presented method for the solution of the Riemann problem remains unchanged. To account for the new system shown in Eq. (17), we take a relaxation step after performing the integration step shown in Eq. (2). The quantity obtained from that update (Q n+1 ) we instead label Q n+1 * and the following is applied:
Note that the equation for ρ remains unchanged.
Boundary Conditions
Each lane necessarily has a start and end, and to properly integrate the solution at the first and last cells in each lane as per Eq. (2), we must have some way of determining the flux at these boundaries. At such boundaries, lacking one of q l or qr, we must solve a 'one-sided' Riemann problem.
Inflow We prescribe upstream traffic for lanes that start at a boundary, possibly in a time-dependent manner. We perform a full Riemann solve as in Sec. 3.3.4 with the right state qr the first cell of the relevant lane, and a given q l the incoming traffic.
'Starvation' Inflow As a special case, when no traffic should flowing into lane, there is no 1-wave, and the 2-wave simply propagates to the left -the numerical flux is obtained through a Riemann solver similar to that used for case 4 in Appendix A. Certainly λ 1 = ur ≥ 0, and as there is no wave from the 1-family, we know that q 0 = q l = [0, 0] T Outflow For lanes that end at a boundary, we may impose a specific state, just as with the inflow case -we could, for example, impose a high-density, low-velocity condition that captures the behavior of an out-of-network traffic jam, or we could have a zero-density, high-velocity condition to represent an empty road.
Stopped Outflow When no traffic should flow out of a lane, a 1-wave of increasing density and decreasing velocity travels backwards through the lane. The one-sided Riemann solver for this case is identical to case 1 in Appendix A with ur = 0. Substituting this into Eqs. (12) and (13), we have:
We know that λs ≤ 0 and therefore q 0 = qm (see Appendix A). In the degenerate case where λs = 0,
It will also sometimes make sense to specify that the flux is zero -we proceed with a full Riemann solution with q l = qr.
Visual Representation of Vehicles
We use a discrete, particle like representation of vehicles for graphical rendering in our system, called "carticles". These primarily serve to provide a visual representation of traffic, but also play a role in deciding when to begin lane changes (see Sec. 
Specifying Initial and Boundary Conditions
Carticles may also be used to give intuitive initial and boundary conditions for a simulation. While we are welcome to explicitly specify the ρ and y along each lane for t = 0, it is often more useful and natural to place discrete vehicles (with velocities) as initial conditions.
Similarly, while we are free to prescribe numerical fluxes at boundaries (see Sec. 3.3.8), it is sometimes more convenient to specify discrete arrival times and velocities at inflow boundaries. This is accomplished by simply converting discrete carticles into an equivalent continuum representation; see Section 3.4.3.
Carticle Motion
The parametric position s j of each carticle j in the system is advanced at each simulation step via the simple ODE:
Here u lane (s j (t),t) represents the velocity field of the lane to which carticle j belongs (defined in Eq. (8) 
Carticles at the Continuum Level
Carticles represent the positions of vehicles in our method, but in order to have the underlying continuum simulation reflect the position of these vehicles, we must "seed" the discrete cells along each lane with the appropriate density and velocities of each carticle. This happens at the beginning of a simulation, where we must account for any vehicles that are initially given in the network, and also at network inflow boundaries when incoming vehicles are specified discretely.
When all ∆x j (see Sec. 3.3.1.2) are greater than the length of any vehicle type, we can be certain that the interval associated with each carticle overlaps no more than 2 grid cells. We interpret the quantity ρ stored at each grid cell as "cars per car length" (as described in Sec. 3.3.3); thus, for each cell i a carticle j with velocity u j overlaps, we compute the updated density (ρ i ) and velocity (u i
T and the contribution of j:
∆x lane
Here o i, j is the length (in real, not parametric space) that the carticle j overlaps cell i.
Lane Changes and Merges
We handle the movement of vehicles from one lane to another (interchangeably called a lane change or a merge) using a combination of information from carticles and the density/flow data from the continuum model.
Our method arises from the following observations:
• A lane change generally takes place on a longer timescale than a single simulation step.
• Once a vehicle begins a lane change, it continues to move into the other lane until the lane change is finished.
Based on these observations, we initiate lane changes on a per-carticle basis. When certain conditions we describe below are met, a carticle will be marked as being in a either a left or right lane change and the simulation will account for the lateral movement of that carticle and the underlying flux between lanes.
Starting a lane change We initiate lane changes based on some simple rules that are used to compute a signed merge factor that ultimately determines if a vehicle will change lanes:
• At a vehicle's position along a lane, there are as many as two adjacent lanes to move to, but we require that the adjacency on each side continue for a long enough distance forward to make the lane change possible, given the vehicle's current velocity.
• We also require that there be no vehicles in the potential path of the lane change; we look for carticles in the cells in the immediate vicinity of the cell that neighbors the lanechange candidate. If any vehicles are present with trajectories would overlap the potential lane change path in the next timestep, we remove the path from consideration.
• Finally, if there is at least one suitable adjacent lane, we determine the desirability of changing lanes -the aforementioned merge factor.
Real drivers change lanes to ensure a certain path is taken (i.e. to be able to make certain turns or take exit ramps), to move into faster traffic, and for a variety of other reasons. Our system accounts for two such motivations:
Routing distributions Each adjacency between two lanes has a distribution that represents the propensity of traffic to make a lane change there (see Sec. 3.2). If we determine that a lane change is possible according to the aforementioned criteria, then we query this distribution to see if the vehicle should initiate this lane change. This feature allows our simulator to model common offramps that experience heavy volume of traffic; for most adjacencies, such as that between two lanes on a multi-lane highway, the corresponding distribution would be zero. Overtaking slow traffic The second variety of lane change we model is based on perceived increase in attainable velocity; if the traffic ahead of a vehicle is moving much more slowly than the traffic in a neighboring lane, change to that faster lane is attractive. The following formula is applied to each adjacent lane k ∈ {l, r} to determine the merge factor m k :
Here u adj k is the continuum velocity in the cell in the adjacent lane k that neighbors the candidate vehicle and u ahd the velocity in the cell ahead of the candidate vehicle. If there is more than one candidate lane being considered, we pick the lane with the largest merge factor. Now if this ultimate merge factor exceeds a threshold -we found the value 1.1 worked well in our experiments -we initiate a lane change.
Lane Changes at the Continuum Level
As we have discussed, lane changes are initiated at the carticle level and must be carried to completion. Furthermore, a lane change will generally require several simulation steps to perform. We must account for the transition of the vehicle at the (continuum) dynamics level to properly reflect effects of the lane change, but a straightforward transfer of the density and velocity corresponding to the vehicle over the course of the lane change is not sufficient.
A vehicle performing a lane change effectively occupies a space in both lanes simultaneously -its motion dictates the behavior of traffic behind it in both the lane it is leaving and the one it is entering. For this reason, once a vehicle begins to switch lanes, we duplicate its density and velocity information in the adjacent cell and proceed with the simulation until the lane change has completed, at which point the density and velocity representing the vehicle in the lane it left is removed. This violates conservation for a brief period of time, but the ultimate result is a superior description of the effects of a lane change and density after the lane change is the same as it was beforehand. We describe how we convert carticles to their corresponding continuum-level information in Sec. 3.4.
Results

Examples
We have tested our technique on a number of synthetic road networks, and on a large 'clover-leaf' interchange; see Figs. 1 and 3 for visual depiction. Fig. 1 shows an overview of a 'cloverleaf' freeway interchange depicted in our companion video. Figs. 3(a) and 3(b) show scenes from traffic traveling along a freeway, and Fig. 3(c) shows traffic flowing near an offramp on a highway system. These scenes are small windows into a road network filled with two to three thousand vehicles at any given time.
Comparison with agent-based simulation
To better understand the performance of our technique as compared to a microscopic, agent-based simulation method, we have timed simulations using our technique and a popular, state-of-the-art traffic simulator for a variety of scenarios. The Simulation of Urban MObility (SUMO) project [sum09] is an open-source traffic simulation package originating from the Centre for Applied Informatics at the University of Cologne and the Institute of Transport Research at the German Aerospace Centre. SUMO is based on a microscopic car-following model of traffic flow, and we would therefore expect its performance to be linear in the number of vehicles in the simulation.
The road network description format for each simulator varies greatly, so chose a simple simulation network as the basis for comparison to ensure that our simulator and SUMO would be operating on precisely the same input. The network is a 6-lane straight stretch of freeway 10km long. We provided input data to each simulation as series of vehicles entering the network; each scenario ran for a constant period of time but varied in the number of vehicles emitted over the interval.
The result of this simulation is shown in Fig. 4 . Note that as there is no parallel implementation of SUMO available, we performed our timings for both simulators on a single processor.
We observe nearly linear performance in the number of cars for SUMO in scenarios with a small number of cars, but a dramatic drop in performance as the number of cars increases. In contrast, our simulator maintains a nearly linear performance over all ranges of inputs, but has a larger constant overhead than SUMO for a small number of cars. The qualitative results here are roughly what we would expect: SUMO should have some cost per vehicle being simulated, resulting in performance linear in the number of vehicles in the simulator, while our technique has a constant cost associated with the total network size, regardless of the number of vehicles, as well as a much smaller added cost per vehicle in the network.
Scaling of parallel implementation
Like many numeric techniques based on hyperbolic equations, our technique is very amenable to parallel computation. The majority of the computation required for our simulation involves solving the Riemann problem at each cell, and this can be done independently for each interface between cells. In practice, it makes sense to divide the work into coarser tasks involving multiple lanes. Detailed discussion of how our technique has been parallelized can be found in Appendix B; a naïve parallelization has produced sublinear but encouraging parallelism -approximately 5x on an 8 core machine based on Intel i7 architecture.
Conclusion
We have presented a method for the generation of realistic traffic animations. Our method is augments a continuum model with a facility to extract discrete results. We have reported preliminary results on parallelization and demonstrated our method's ability to generate traffic on large, realworld road networks.
Limitations and Future work
Our approach is mainly limited in the scope of traffic-related phenomena it can handle. Vehicle collisions, road conditions, and weather, and the distinctions of the vast array of vehicle types and driver types are not currently considered in our prototype system. The technique we have described is also not suitable for simulating traffic where specific routes are to be followed by each car; to take advantages of the computational efficiency offered by continuum methods, we cannot route each vehicle individually. We hope to extend our method to allow for a subset of vehicles that can follow specific paths in a network while allowing the other traffic to react and flow naturally.
Our technique is limited to networks of highway-class roads at this point. It is desirable to simulate urban, streetlevel traffic with detailed intersections. We are exploring how our method may be augmented to describe traffic on a wider range of road types.
Many of the aforementioned limitations are derived from the aggregate nature of the continuum approach, we are investigating the idea of a coupled continuum-discrete traffic simulation to take advantage of the strengths of each: continuum models are fast and can handle large areas inexpensively, while discrete models are capable of describing more individualistic behavior.
Appendix A: The Aw-Rascle-Zhang System of Equations
Field Classification
Following Lax [Lax72] , if the quantity
is always nonzero, the i-family is said to be genuinely nonlinear; that is to say, we expect nonlinear phenomena such as shocks and rarefaction waves to appear. Conversely, if Eq. (25) is zero for the i-family, that field is termed linearly degenerate and we expect solutions of this family to propagate as a constant jump in one or more fields of q. For the 0-family of the ARZ system:
So long as 2u eq + ρu eq = 0, the 0-family of solutions is genuinely nonlinear and the associated solutions will contain shocks and rarefaction waves. For the 1-family:
Thus the 1-family of solutions is linearly degenerate and solutions associated with this family will propagate as constant discontinuities. 
Riemann Invariants
The invariant for the first wave (corresponding to λ 0 and r 0 ) can be computed by substituting Eq. (11) into Eq. (28):
The 1-family is linearly degenerate, so Eq. (29) is clearly satisfied by Eq. (27):
The 0-family invariant looks similar to (6); intuitively, we can say that this 'equilibrium velocity' is conserved across waves from the first family. The 1-family invariant simply states that the velocity u does not change across waves of the second family.
Classification of solutions
We know from Sec. A that the 0-family solutions are always shock or rarefaction waves. To determine which, we must consider the 0-family speeds λ 0l and λ 0m on either side of the nonlinear wave:
When λ 0l < λ 0m , the solution is a rarefaction, and when λ 0l > λ 0m , the solution is a shock. From Eqs. (31) and (32), we can determine that
Case 0 ur = u l This is a degenerate case, but bears consideration since the assumptions in the remaining cases are based on strict inequalities. In this case, Eq. (12) predicts ρm = ρ l , so qm = q l . Clearly, there is no wave in the 0-family; we are left with the usual contact discontinuity in the 1-family.
qo for case 0 Since qm = q l ,
regardless of the sign of λ 0l . Case 1 ur < u l As per Eq. (33), the characteristics in the 0-family are colliding and a shock appears. The shock represents in increase in density (because ρm > ρ l and a decrease in velocity (because ur < u l ). The 1-family has a contact discontinuity in ρ as always. The shock's speed is given by
Which is an application of the Rankine-Huginot condition for the first equation of our system; see Leveque [Lev02] for information on this condition.
qo for case 1 Following the above discussion, q 0 for case 1 depends on the sign of Eq. (35):
q 0 = q l λs ≥ 0, qm λs < 0 (36)
Case 2 ur − umaxρ γ l < u l < ur Since u l < ur, Eq. (33) predicts a rarefaction wave in the 0-family. The 1-family is a contact discontinuity, as always. The intermediate density ρm is less than ρ l .
Centered rarefaction waves Rarefactions represent regions of smooth variation and cannot be described with a single speed. We can use λo l and λo m (see Eqs. (14) and (15)) to determine if the rarefaction is to the left or right of qo (in which case q 0 is qm or q l , respectively) or if qo is inside the rarefaction. If this is the case, we have what is termed a centered or transonic rarefaction; we
In the presence of lane changes, where lanes may be adjacent for a period proportional to their length, lanes may have greater communication needs. Our makespan-based partitioning scheme fails to account for adjacencies and could suffer from latency problems due to increased bandwidth and memory hierarchy issues, and the task of producing a partitioning that considers adjacency information in addition to lane length to achieve maximum throughput is a promising problem we hope to explore in future work.
