The Role of Language in Shaping International Migration * Fluency in (or ease to quickly learn) the language of the destination country plays a key role in the transfer of human capital from the source country to another country and boosts the immigrant's rate of success at the destination's labor market. This suggests that the ability to learn and speak a foreign language might be an important factor in the migration decision. We use a novel dataset on immigration flows and stocks of foreigners in 30 OECD destination countries from 223 source countries for the years 1980-2009 and a wide range of linguistic indicators to study the role of language in shaping international migration. Specifically, we investigate how both linguistic distance and linguistic diversity, as a proxy for the "potential" ease to learn a new language and to adapt to a new context, affect migration. We find that migration rates increase with linguistic proximity and the result is robust to the inclusion of genetic distance as a proxy for cultural proximity and to the use of multiple measures of linguistic distance. Interestingly, linguistic proximity matters more for migrants moving into non-English speaking destinations than to English-speaking countries. The likely higher proficiency of the average migrant in English rather than in other languages may diminish the relevance of the linguistic proximity indicators to English speaking destinations. Finally, destinations that are linguistically more diverse and polarized attract fewer migrants than those with a single language; whereas more linguistic polarization at origin seems to act as a push factor.
I. Introduction
Previous literature has shown that both fluency in the language of the destination country or the ability to learn it quickly play a key role in the transfer of existing human capital to a foreign country and generally boost the immigrant's success at the destination country's labor market, see e.g. Kossoudji (1988) , Bleakley and Chin (2004) ; Chiswick and Miller (2002 , 2007 , Dustman (1994) , Dustman and van Soest (2001 and , and Dustman and Fabbri (2003) . By exploiting differences between young and old arrivers from non-English speaking source countries on their adult English proficiency, Chin (2004 and find that linguistic competence is a key variable to explain immigrant's disparities in terms of educational attainment, earnings and social outcomes. Thus linguistic skills seem to be very important in accounting for migrants' well-being. Recent studies show that it is easier for a foreigner to acquire a language if her native language is linguistically closer to the language to be learned (Chiswick and Miller, 2005; Isphording and Otten, 2011) . This suggests that the ability to learn and speak a foreign language quickly might be an important factor in the potential migrants' decision making. Besides, a "widely-spoken" native language in the destination country can constitute a pull-factor in international migration. Two different forces may lie behind that migration pattern. First, as some "widely spoken" languages are often taught as second languages at schools in many source countries, immigrants are more likely to move to destinations, where those languages are spoken in order to lower the costs associated with skill transferability and to increase their chances of being successful at the destination labour market. Second, foreign language proficiency may be considered an important part of human capital in the labor market of the source country, see e.g.
European Commission (2002) on language proficiency as an essential skill for finding a job in home countries. A recent article by Toomet (2011) finds that knowledge of English is associated with a 15% wage premium on the Estonian labor market. Thus, learning/practising/improving the skills of "widely spoken" languages in the destination countries may serve as a pull factor especially for temporary migrants. Additionally the richness and variety of the linguistic environment where an individual is brought up may enhance his/her future ability to adapt to a new milieu. Numerous neuroscience and biology studies have argued that a multilingual environment may shape brains of children differently and increase their capacity to better absorb a larger number of languages (Kovacs and Mehler, 2009) . If this is the case we should expect that, ceteris paribus, individuals from multi-lingual countries would have an easier time absorbing a new linguistic register in their destination country. In that regard the migration costs of those individuals would be 2 smaller than otherwise and we would expect larger immigration fluxes (and better outcomes, something beyond the scope of this paper) from those source countries, other things being constant.
Regarding the effect of multi-lingual destinations on migration, there might be two forces pulling the effect into different directions: a linguistically polarized society may increase the costs of adaptation, but a diverse society might have in place more flexible policies that adapt to the needs of different constituencies (e.g. education, integration programs). Although the role of language and linguistic proximity seem to be very important, previous evidence on the determinants of migration typically included only a simple dummy for sharing a common language. 1 The main contribution of this paper is to investigate in depth the role of language in shaping international migration by using a wide range of linguistic indicators and a novel international migration data. First, we examine the relevance of linguistic proximity between origin and destination countries in the decision to migrate and to this aim we construct a set of refined indicators of the linguistic proximity between two countries based on the linguistic family of either the first official, any other official or the major local language in each country. In addition, we investigate the role of linguistic proximity using two existing indices: first, the Levenshtein linguistic distance developed by the Max Planck Institute for Evolutionary Anthropology which relies on phonetic dissimilarity of words in two languages and, second, the linguistic proximity measure proposed by Dyen et al. (1992) , a group of linguists who built an index of distance between Indo-European languages based on the similarity between samples of words from each language. To separate the relevance of language proximity on its own from other sources of cultural proximity we also include information on the genetic distance between the populations of the destination and the origin countries in the models. Second, we investigate the hypothesis that potential migrants prefer to choose a destination with a "widely spoken" language, such as English, as its local language. Third, we investigate the role of the richness and variety of the linguistic environment at destination and origin in the migration process. We also add to the existing literature on determinants of migration by using a rich novel international migration dataset, which allows us to analyze migration from a multi-country perspective. In this paper, we analyze the determinants of the annual gross migration flows from 223 countries to 30 OECD countries for the period 1980-
2009.
1 A few studies have also employed some more sophisticated linguistic measures. For instance Belot and Hatton (2012) use the number of nodes between one language and another on the linguistic tree to construct a linguistic proximity measure. Further, a recent paper by Belot and Ederveen (2012) employs the linguistic proximity index proposed by Dyen et al. (1992) . The authors show that cultural barriers explain patterns of migration flows between developed countries better than traditional economic variables. In our paper, we use the Dyen index as a part of robustness analyses.
We find that emigration rates are higher among countries whose languages are more similar. The result is robust to the inclusion of genetic distance, which suggests language itself affects migration costs beyond any ease derived from moving to a destination where people may look or be culturally more similar to the migrant. We conduct the analysis by looking separately at both the proximity between the first official languages and between the major languages in each country as well as the maximum proximity between any of the official languages (if multiple) in both countries. We find that emigration flows to a country with the same language as opposed to those to a country with the most distant language are around 27% higher, ceteris paribus, and around 14% higher in the shortrun in models that include the lagged dependent variable in addition to a large set of controls and time and country dummies. This result is highly robust to the use of alternative continuous measures of proximity developed by linguists both for the world sample (Levenshtein distance) and among countries with Indo-European languages (Dyen index). The implied increase in emigration rates to countries with similar language as opposite to linguistically distant countries ranges between 18.8 to 20%. When estimating separate coefficients on linguistic distance for English and non-English speaking destinations, linguistic proximity matters more for the latter group. The average migrant likely has some English proficiency, even before the move, that may temper the relevance of the linguistic proximity when studying flows to English speaking destinations. It might be that the return to English is higher in linguistically more distant countries, which in turn fuels temporary migration from those countries to English-speaking destinations. Finally, destinations that are linguistically more diverse and polarized attract fewer migrants than those with a single language; whereas more linguistic polarization at origin seems to act as a push factor.
The rest of the paper is organized as follows: Section 2 shortly presents a model on international migration on which we base our empirical analysis. Sections 3 and 4 describe the empirical model as well as the database on migration flows and stocks collected for this study, linguistic measures and other independent variables included in the analyses. Results from the econometric estimates are given in Section 5. Finally, Section 6 offers some concluding remarks.
II. A Model of International Migration
To introduce our empirical specification we present a model of migration across different destinations. This model follows the "human capital investment" theoretical framework (Sjastaad, 1962) and its recent application in Grogger and Hanson (2011) 2 , which we simplify since we are 2 Or similar application in Ortega and Peri (2009) .
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only interested in explaining aggregate migration flows and we do not distinguish among different skill levels as they do. We assume that an individual k decides whether to stay in his/her country of origin i or whether to migrate from country i to any potential destination j, where 1, 2,.., . j J = A potential immigrant maximizing his/her utility chooses to locate in the country where his/her utility is the highest among all available destination choices. The utility that migrant k, currently living in i, attains by moving to j is given by:
where f is a strictly increasing continuous function of the difference between income in destination j, , and the cost of migrating from the home country i to j, . A simple example is given by , where the utility function is assumed to be a linear function with α >0. The utility that individual k obtains by staying in i naturally does not include moving costs. We can write the probability of individual k from country i choosing a country j among J possible destinations as:
Assuming that kij ε follows an i.i.d. extreme value distribution, we can apply the results in McFadden (1974) to write the log odds of migrating to destination country j versus staying in the source country i as:
where ij M are flows of individuals from i to j; are the stayers; and is the emigration rate from i to j. The probability of migration depends on the difference between income related to staying at home country i or migrating abroad j adjusted for costs of migration, that include both pecuniary and other non-monetary utility differences between the two locations, .Costs of moving to foreign country may be three fold: direct out-of-pocket costs of migrating and psychological costs of leaving own country, family and friends, and costs associated with a loss of skills due to skill transferability.
The results in McFadden (1974) rely on the assumption that the relative probabilities of two alternative locations only depend on the characteristics of those two alternatives. The independence 5 of irrelevant alternatives (IIA) assumption can be considered implausible in some contexts. The empirical analysis of our paper includes only OECD destinations and we only need that the IIA holds for these countries (McFadden, 1974; Grogger and Hanson, 2011) . In the result sections we comment on some additional tests we undertake to show such an assumption is plausible here.
For the case where the individual's utility is logarithmic, we can rewrite (1) as: 
Migration costs are now expressed as a proportion of destination income. ( / ) ij ij j
C c y =
Suppose that income in a location, , can be defined in line with Harris and Todaro (1970) 
III. Empirical Model Specification
We base our econometric analysis on the model presented in the previous section. The model assumes that emigration rates to one destination are driven by difference in wages, employment rates between origin and destination countries, and the costs of migration. Specifically, our econometric model has the following form:
3 The employment rate can be expressed as one minus the unemployment rate,
(1 ) y w u = − .
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Suppose that income in a location, can be defined as average earnings from employment and benefits received otherwise, …,223; j=1,…,30 and t=1,...,30 . Similarly as previous studies we proxy wages by GDP per capita and employment prospects in the sending and receiving countries by unemployment rates, and . The effect of GDP per capita in the source country on migration flows may be nonlinear since poverty constrains the ability to cover costs of migration. It has been shown in previous studies, e.g. Chiquiar and Hanson (2005) , Hatton and Williamson (2005) , Clark et al. (2007) , and Pedersen et al. (2008) , that source country's GDP per capita has an inverted U-shape effect on migration. GDP − , as a means to account for the non-linearity effects pointed by the theory. In addition to the economic determinants, Borjas (1999) argues that generous social security payment structures may play a role in migrants' decision making. Potential emigrants must take into account the probability of being unemployed in the destination country and generous welfare benefits in the destination country constitute a substitute of earnings during the period devoted to searching for a job. 6 We include public social expenditure as percentage of GDP, 1 ln jt pse − , as a proxy for the "welfare magnet" among explanatory variables.
Migration costs are determined by different factors. Generally, the larger the physical distance between two countries the higher are the direct migration costs associated with transportation.
However, changes and improvements in communication technologies, internet, continued globalization of the economy and declining costs of transportation lead to a decline in direct costs of migration over time. Second, we expect that the larger the language barrier, the higher are the migration costs for an individual associated with a lower chance to transfer her skills and knowledge into the destination's labour market. Further, migration "networks" (i.e. networks of family members, friends and people of the same origin that already live in a host country) play an important role in lowering the direct and psychological migration costs (Massey et al., 1993; Munshi, 2003) . The "networks" can provide potential migrants with the necessary help and 5 At income levels beyond dire poverty, migration increases, but after GDP reaches a certain level, migration may again decrease because the economic incentives to migrate to other countries decline. This may be related to the fact that due to the data limitations previous studies looked only at North-North or South-North migration and not South-South migration. It might be that individuals from poorer countries migrate close home. 6 Theoretically one may incorporate the welfare benefits in case of unemployment into the model (6), see the footnote 4 for the application. We first estimate the model in equation (7) There is another huge stream of literature that focuses on the effect of immigration on the labour market, see e.g. Borjas (2003) and Card (2005) . 8 With regard to the migrants' network, the variable is problematic too since the stock is just a function of previous stock plus migration flows minus out-migration. Therefore, we also lag the stock of migrants and assume that the lagged stock is predetermined with respect to the current migration flows. 9 In separate specifications, we used a linear trend instead of year dummies. Results were essentially identical and are available from the authors upon request. 10 Even though most previous studies on migration determinants have used linear models with log-transformed variable, a few have chosen count models to fit the nonnegative dependent variable (e.g. Belot and Ederveen (2012) used negative binomial; Simpson and Sparber (2010) used Tobit and Poisson count models). We obtained similar estimates of the model using nonlinear least squares where the level of migration flows is explained by the exponential of the linear combination of all log-transformed independent variables without imposing any restrictions between the mean and the variance as some count models require.
We add a one to each observation of immigration flows and foreign population stocks prior to constructing emigration and stock rates, so that once taking logs we do not discard the "zero"
observations. Simpson and Sparber (2010) discuss the "zero problem" in migration data. In our data only around 4.5 % of observations have a value of zero. 11 In the model specifications, we partly control for the likely persistence of migration flows by including the lagged stock of foreigners, which in fact by construction consists of previous migration flows. In order to control fully for this persistence, and to separate pure "networks" effects from the persistence effects caused by the outcomes of previous periods, in some specifications we add the lagged dependent variable, which introduces additional dynamics into the model, and allows us to interpret results from the short-run perspective. 12 The dynamic model to be estimated has the following form: 
There is a substantial literature discussing the potential bias and inconsistency of estimators in fixed or random panel data models in a dynamic framework, as well as solutions to that, see e.g. Arellano-Bond (1991) . However, as in our model we control for fixed effects separately at the level of destinations and origins, and the dynamics are introduced on the level of country pairs, we do not run into these problems. In our result part we comment on both models without and with lagged dependent variables, as shown in equations (7) and (8), respectively.
IV. Data

A. International migration data
The analysis is based on a novel dataset on immigration flows and stocks of foreigners in 30 OECD destination countries from 223 source countries for the years 1980-2009. The dataset has been collected by writing to selected national statistical offices for majority of the OECD countries to request detailed yearly information on immigration flows and foreign population stocks by source country in their respective country. 13 For three countries, Korea, Mexico and Turkey (and partly Japan), we obtained the data from the OECD International Migration Database, see the Online
Appendix Tables A1 and A2 for a detailed overview on sources of migration data. Our international migration dataset presents substantial progress over that used in past research and over the existing datasets such as data by Docquier and Marfouk (2006) 14 ; United Nations 15 , OECD and the World Bank. First, contrary to the mentioned datasets, our data covers both migration flows and foreign population stocks. 16 Second the data is much more comprehensive with respect to destinations, origins and time due to our own effort with data gathering from particular statistical offices. For an overview of comprehensiveness of observations of flows and stocks across all destination countries over time, see the Online Appendix Table A3 and Table A4 , respectively. It is apparent that the data becomes more comprehensive over time and thus missing observations become less of a problem for more recent years. In our dataset, as in the other existing datasets, different countries use different definitions of an "immigrant" and draw their migration statistics from different sources.
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In particular for foreign population stock, we preferably use the definition based on country of birth, see the Online Appendix Tables A1 and A2 for a detailed overview of definitions and sources for data on immigration flows and foreign population stock, respectively.
B. Language
Linguistic distance In addition to our own Linguistic Proximity index, we also employ two alternative continuous languages and it is equal to 1000 when the two languages are the same. With these measures we build a matrix that contains continuous metrics of proximity between any pair of languages from our destinations-source pairs and provides a better adjusted and smoother indicator of proximity than the standard dummies for common language used in most the literature. Nonetheless, the sample size in specifications that employ the Dyen variable is severely reduced since only countries with Indo-European languages are included. To link the linguistic proximity (or distance) measures to country pairs we first use the main official language in the country. In order to account for the existence of multiple official languages in some countries, we also create two separate sets of linguistic proximity measures: one is set at the maximum proximity between two countries using any of those official languages and a second measures the proximity between the most widely used language in each country (which in some cases is not the first official language). We use those two additional proximity indices in our robustness analyses.
Linguistic diversity
To account for the diversity of languages in both the country of origin and destination we use fractionalization and polarization indices from Desmet et al. (2011) . 19 The linguistic fractionalization index computes the probability that two individuals chosen at random will belong 
We use the polarization measure from Desmet at al. (2011) which is calculated as: Desmet et al. (2011) calculate these indices for 15 different levels of aggregation, in the paper for space reasons we only use their measures at the 4 th level of aggregation of linguistic families available in the linguistic classification of Ethnologue (e.g. German vs. English). The implied diversity of the index changes somewhat as the level of linguistic aggregation varies. Desmet et al. (2011) state in their paper that "When measured using the ELF index, the average degree of diversity rises as the level of aggregation falls, as expected. When measured using a polarization index, diversity falls at high levels of aggregation, and plateaus as aggregation falls further." (p.10). 23 The GI index was proposed by Greenberg (1956) . It computes the population weighted total distances between all groups and can be interpreted as the expected distance between two randomly selected individuals. It is essentially a generalization of ELF, whereby distances between different groups are taken into account. Note that for this index the maximal diversity need not be attained when all groups are of the same size because it also depends on the linguistic distance between those groups. 24 ER index is a special case of the family of polarization indices started by Esteban and Ray (1994) that controls for distances between linguistic groups. index, which can be seen as an intermediate index between fractionalization and polarization as it takes into account the distance between the center and the peripheral groups, but not between the peripheral groups themselves. Desmet et al. (2009) define the distances by the number of potential linguistic branches that are shared between the languages of two groups. Finally, in order to account for the intensity of multilingualism we include the number of indigenous languages at the linguistic tree level in a country spoken by a minimum of 5% of the country's population. The measures on number of languages at different linguistic levels, spoken by different percentages of a country's population were graciously provided by Ignacio Ortuno-Ortin.
C. Other variables helping to explain migration
Besides the information on linguistic proximity and diversity, the dataset contains additional variables, which may help to explain the migration flows between countries as mentioned in the previous section. These variables were collected from various sources (e.g. OECD, the World Bank and others). Table 1 contains definitions, and sources of all variables used and their summary statistics.
V. RESULTS
A. Linguistic proximity
Columns 1 to 5 in Table 2 present pooled OLS estimates of different model specifications from the most parsimonious model that only includes the linguistic proximity index and a constant to a full specification (excluding unemployment rates) 25 . The estimated coefficient for our variable of interest, the index of linguistic proximity, is significant and positive across all specifications. Thus, other things being equal, emigration flows between two countries are larger the closer their languages are. In column (1) the index of linguistic proximity on its own explains approximately 11.6% of the variance in emigration rates (adj. R-squared). The coefficient of 3.4 implies the increase in emigration rates to a destination with the same language compared to one whose language has not a single linguistic level in common with that of the source country should be at least in the order of 340%. Unsurprisingly as additional controls are included in the model, the size of the coefficient shrinks notably in size. The model in column (2) contains, in addition to the linguistic distance, economic variables and relative population of both countries as well as the physical distance between their capitals. The coefficient of the linguistic proximity index decreases from 3.4 to about 1.7, and continues to be highly significant. These additional socio-economic variables are clearly relevant in explaining the emigration flows since they account for close to 37% of the variance. In column (3) we add measures of political and civil freedom in origin, dummies for past colonial relationship between both countries as well as an indicator of whether they share common borders. Countries are expected to be more tightly related and migration is expected to be less costly when they share a colonial past or are geographically close. Moreover, some former colonies may have adopted the language of their colonial power which we argue facilitates population movements between them. The coefficient of linguistic proximity is only slightly affected by the inclusion of these measures and stands around to 1.35 in column (3). In addition to economic, colonial or geographic ties, part of the influx of new migrants into a country may be fuelled by a reduction in the moving cost to that particular destination driven by the existence of local networks and bidirectional information between both countries. Clearly, in column (4) the stock of immigrants for the same origin in the destination country is positively and significantly associated with current migration flows. The explanatory power (adjusted R-squared) of the model increases from 52% to 83% when adding the lagged stock of immigrants, which indicates a strong role of network effects in driving international migration or some sort of historical path dependence in the flows. The coefficient of the linguistic proximity drops sharply to 0.16 when including the lagged stock of immigrants in column (4). To control for recent flows of immigrants to the country as in equation (8) we add the lagged dependent variable in column (5). The short-run impact of the linguistic proximity is 0.083 and highly significant. That is, emigration flows to a country with the same language as opposed to a country with the most distant language should be around 8.3%
higher, ceteris paribus.
Besides the variables considered in our full model in column (5), there are other unobservable factors that shape international migration flows and that are characteristic of particular countries. To account for the unobserved country-specific heterogeneity, we add destination and origin country fixed-effects to the model in columns (6-8). The coefficient of linguistic proximity in the fully specified model with lagged dependent variable that includes these fixed effects in column (8) is 0.142, and remains highly significant at 1%. It implies that emigration flows to a country with the same language as opposed to a country with the most distant language should be around 14.2%
higher, ceteris paribus. Thus in the short-run the difference in emigration rates to France from either Zambia with a linguistic index of 0.1 or Sao Tome with a linguistic index of 0.7 and Benin that has
French as an official language and a linguistic index of 1 (0.9 and 0.3 units larger than Zambia's and Sao Tome's, respectively) will be in the order of either 12.8% higher than Zambia's or 4.3%
higher those from Sao Tome, ceteris paribus. If the lagged dependent variable is omitted, the implied difference is not surprisingly much larger, around 27%.
In Table 3 we present results of our full model specification and include information on unemployment rates both at origin and destination countries. The number of observations decreases from approximately 47,000 to around 25,500 compared to models in Table 2 due to missing observations for source country unemployment rates. In the first three columns we show OLS estimates. In columns (4) to (6) we include destination and source country fixed effects to the model. When comparing the pooled OLS results with the panel models that include fixed effects for destination and source countries, the overall impression is that the sign and statistical significance of the estimated coefficients for the linguistic proximity index are quite robust across the different specifications. The coefficients for the index of linguistic proximity in the fixed-effects model in both column (8) in Table 2 and column (6) in Table 3 we find network effects to be an important determinant of subsequent migration. The stock of immigrants from the same origin at a given destination is positively associated with larger flows but the size of the estimated coefficient decreases substantively when the lag of the dependent variable is included. 27 Results of the models with lagged dependent variable in Tables 2 to 3 indicate that a 10% increase in the stock of migrants from a certain country is associated with an increase of around 1.8-1.7% in the emigration rate from this country in the short-run, ceteris paribus. Implied emigration rates to countries with high GDP per capita are substantial in all estimates in Tables 2   and 3 . Coefficients in the full models with fixed effects and migration rates imply that a 10% increase in the GDP of the destination country is associated with an increase in emigration rates of slightly over 10%. The GDP per capita of the source country enters both linearly and in a quadratic form in all regressions. Estimated coefficients of the last columns of Table 2 and 3 imply that the relationship between GDP per capita of the origin country and emigration rates is nonlinear.
Emigration rates remain pretty stable (or decrease somewhat) as GDP increases within the range of countries with very low levels of GDP per capita. As of a level corresponding to low-middle income countries emigration rates increase along with GDP per capita, thought this effect is quite moderate. 28 In fixed effects estimates, emigration rates are significantly higher from countries with relatively high unemployment rates, other things being the same. The finding for the unemployment rate at destination is ambiguous since it flips from being negative in column (5) to significantly positive in column (6) once the lagged dependent variable is included. The latter result, even if apparently surprising, may be explained by the relatively high unemployment rates experienced in many European countries during this period as compared to other periods and to other areas of the OECD coupled with their comparatively large welfare states. Nonetheless country fixed-effects and time dummies as well as the measure of public social expenditure should be already capturing some of those differences. The increased mobility of labor within EU countries during these last decades as barriers were dismantled may also be part of the explanation. In line with the theoretical framework proposed by Borjas (1999) and contrary to existent empirical evidence e.g. Zavodny (1997), Pedersen et al. (2008) and Wadensjö (2007) , among others, we find that the coefficients to public social expenditure are positive and significant in models with fixed effects in Tables 2 and   3 . 29 At any rate social expenditures would only be relevant for migrants as long as they are entitled to receive them but some of the OECD countries have a few universal benefits policies to which anybody is eligible regardless of nationality. 30 Population ratio enters positively and significantly in all models in Tables 2 and 3 except in the last column of each table in the most complete specification with fixed effects where it becomes insignificant. Distance is clearly significantly associated with weaker emigration flows in all specifications. Colonial past is significantly associated with stronger emigration flows in all fixed effects models. In column (6) of Table 3 , having a past colonial tie increases the emigration rates to that destination by around 16%.
Emigration rates from countries with more restrictive political rights are significantly larger in some 28 This point of inflexion occurs at around levels of $2,000 in Table 2 and $4,000 in Table 3 . This is related to the fact that the sample used in Table 3 contains relatively richer countries and more recent observations on average than that of Table 2 given that the unavailability of unemployment rates in source countries limits the sample importantly. 29 However the public social expenditure measure is inversely related to emigration rates in the OLS estimates. 30 This is something we plan to investigate further in a separate paper.
specifications. Lack of political liberties seems to act as a push factor but coefficients fail to attain significance in most specifications. Conversely, civil rights seem to be more relevant to explain migration patterns. In Table 2 and most columns in Table 3 , controlling for political rights, emigration rates seem to be larger in countries with better civil rights. Some of these rights may be associated with lower barriers to out-migration and geographic mobility.
B. Robustness
To see how robust our results are to alternative measures, we substitute our linguistic proximity index with two continuous measures of linguistic distance between countries. First, we use the Levenshtein distance developed by the Max Planck Institute for Evolutionary Anthropology, which relies on phonetic dissimilarity of words in two languages and, second, we employ the linguistic proximity index proposed by Dyen et al. (1992) that measures the closeness between Indo-European languages based on the similarity between samples of words from each language. Given that the Dyen index covers only Indo-European languages, our number of observations is reduced significantly from around 25,500 to only close to 15,000 in the full model. Results of the full model specification with country fixed effects are presented in Table 4a . Regressions in the upper end of the table do not include the lagged dependent variable (columns 1 to 8) and those presented in the lower part of the table do (columns 9 to 16). Columns (1) and (9) include estimates using the Levenshtein index calculated for the main official language in each country, and columns (2) and (10) contain similar estimates with the Dyen index instead. The Leivenshtein index indicates distance as opposed to proximity between languages. As a result the significant negative estimate in all specifications indicates that emigration rates are larger to countries whose languages are closer as measured by Leveinshtein. As noted the index ranges from zero to a bit over 106 in our sample.
The estimated coefficients imply that emigration rates to countries with similar languages as opposed to those with an index of around 100 (quite dissimilar) should be around 20% higher using the estimates of column (9). It is interesting to note that the size of the implied effect is remarkably similar to that found with our own original proximity index.
Similarly, the Dyen index displays a significant positive coefficient in all econometric specifications. The implied magnitude of the increase in emigration rates when comparing a country with the same language (and a Dyen index of 1000) and a country with a rather dissimilar language (the minimum of around 100 found in our sample of Indo-European languages) is around 18% using the estimates of column (16). It is very interesting to find such similar results using the Dyen estimate to those obtained with the other indices. First, the sample is restricted to likely more homogeneous countries, since it excludes those source or destination countries with non-IndoEuropean languages. Second, the Dyen index (as well as the Leveinshtein index) allows for greater variance across country-pairs than our original index since it measures more continuously the proximity between languages than the other indicators in the paper. As shown the magnitude of the coefficient, 0.0002 in the fixed effects model, is non-negligible. For example, the difference in emigration rates to an English speaking country from Nepal (with a Dyen of 157 with respect to English) as compared to those from Zambia (with a score of 1000) should be around 17%. The difference between migrants from either Argentina (with an index of 240) or Austria (with an index of 578) with respect to someone from Zambia should be in order of 15% and 8.5% respectively.
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As part of the robustness analyses, we extend the set of linguistic measures to include an index that takes into account the existence of multiple official languages and we compute the index at the maximum proximity between two countries using any of those languages ("all"). The literature has shown that migrants from different linguistic backgrounds self-select to different areas within destination countries with multiple languages according to the most widely used language in each area. Chiswick and Miller (1995) , one of the most prominent examples of this line of research, show how migrants to Canada self-select to the province whose language is closer to their own because that enhances their labor market returns. Finally, with the same methodology we construct an index of linguistic proximity using instead the language most extensively used in the country (the "major" language) even if in some countries it is not among the official ones. The coefficients of the linguistic proximity when using the two alternative criteria are significant and positive. In columns (3) and (6) they are of very similar size as that in column (5) of Table 3 . Those that include the lagged dependent variable are slightly smaller than the estimated coefficient in column (6) of Table 3 , which contains the exact same specifications with the basic index. The implied increase in emigration rates from a country with the same major language compared to those from one country with no linguistic relation to the destination are around 11.6%. The size of the increase is around 17% when employing the minimum distance between any of the official languages, ceteris paribus.
Similarly, results in Table 4a are very stable for the Levenshtein and Dyen index when calculated 31 In separate estimates we have used the Dyen index and attached a zero value for the pairs of countries in which one language belongs to the family of Indo-European languages and the other does not. The estimated coefficient on the index of 0.00015 is, not surprisingly slightly lower in value in full sample specification (with around 25,500 observations) than when the sample is restricted to only Indo-European countries, but it still remains highly significant and implies a difference in emigration rates of around 15% between countries with the same language and those that do not share any level of the linguistic tree. Conversely, in separate models not presented here, both the estimated coefficients of our index of linguistic proximity and their significance are slightly larger and closer to the Dyen estimate when we use a sample restricted to only countries with Indo-European languages instead of the whole sample. The estimated coefficient of the proximity index in the full specification with fixed effects and lagged dependent variable is 0.26 in that sample. Results are available upon request.
both for the distance between the major languages and for any of the official languages, though the size of the coefficient decreases somewhat in the latter case for the Dyen.
As an additional robustness analysis we run a set of regressions with dummies that indicate whether the two main official languages share the same linguistic family separately for each level of the linguistic tree and also a dummy that indicates whether the same language is spoken in the two countries in order to depict non-linearities of the linguistic proximity index (if any). The results of regressions with destination and origin fixed effects are presented in Table 4b , columns (1) to (5) without the lagged dependent variable and in (6) to (10) with the lagged dependent variable, respectively. We observe that dummies for all levels of the linguistic family tree -except for the most aggregated (Indo-European vs. Uralic) -display a significant positive coefficient that increases with the level of the tree, with the largest one corresponding to the one that denotes that the same languages are spoken in the two countries, and the second largest for the fourth level of linguistic tree family (e.g. Scandinavian West vs. Scandinavian East).
Finally, one possible critique of the linguistic proximity index can be that it captures cultural proximity between countries. In order to separate the effects of language and culture, we include a couple of measures of the genetic distance between populations of both countries in our regressions. Results are presented in Table 4c for the full specification with fixed effects. Again regression results in the upper section of the table do not include the lagged dependent variable and those in the lower section of the table do. The first two columns of each section show the coefficients for both measures of genetic distance when no index of linguistic proximity is included in the 20 regression. All coefficients are either effectively zeros or surprisingly slightly positive in column (9) indicating that stronger migration flows when the genetic distance is larger. 32 The rest of the specifications of the table adds to the first columns either our linguistic proximity index, the Leveinshtein or the Dyen index. All estimates presented in Table 4c show that all of our linguistic proximity results are robust to the inclusion of both measures of genetic distance. Coefficients for the different linguistic indices are essentially the same as those in Tables 3 and 4a . This suggests that language on its own affects migration costs beyond any ease derived from moving to a destination where people may look or be culturally more similar to the migrant.
C. The Role of Widely Spoken Languages
Our linguistic proximity index does not take completely into account the importance of the use of some widely spoken Indo-European languages (particularly English) in the media (TV, music)
internet, business or everyday life and the high frequency of English as a choice of second language in schools. Therefore in Table 5 the models include separate indicators of linguistic proximity for non-English and for English speaking destinations in order to examine the role of English as a widely spoken language. If there is some "proficiency" advantage from knowing English as a second language, we expect that the linguistic proximity between native languages should matter more for non-English speaking destinations than for the others. Results in Table 5 (2006)).
Second, foreign language proficiency is an important part of human capital in the labor market of source countries (see e.g. European Commission (2002) on language proficiency as an essential skill for finding a job in home countries). Those returns to widely spoken language proficiency may 32 However if we restrict the sample to the relatively more homogeneous countries included in the Dyen dataset (that share Indo-European languages) the coefficients of the genetic distance variables turn negative but continue to be insignificant except for the coefficient on the weighted genetic index that is significantly negative when the lagged dependent variable is not included. Thus it seems that for relatively closer countries genetics matter more to explain migration flows than when we look at the complete sample of the world. be higher in countries which are linguistically more far away from the widely spoken language.
Thus learning/practicing/improving the skills of "widely spoken" language in the "native" countries serve as a pull factor especially for temporary migrants who may take this skill back home.
Interestingly in columns (3) and (9) when we use the Dyen index instead, we do not find this difference in coefficients. We speculate that this may be due to the more selective nature of this sample that only includes more homogenous countries with Indo-European languages. In columns (4) and (10) we drop the unemployment rates form the model which affords a much larger sample.
In line with our hypotheses, the estimated coefficient of the linguistic proximity for English destinations is substantially smaller and only significant in the model that includes the lagged dependent variable. The finding is similar in columns (7) and (11) when we use the linguistic proximity of the major language in the country instead. Finally in columns (6) and (12) we use the proximity index for the closest pair among all the official languages of each country. The coefficient for English destinations is now larger than for non-English. We believe that this is likely related to the fact that English and other colonial languages are (if not first) likely second or third official languages in many countries where they are not necessarily neither majoritarian nor widely known by the whole population but they may be taught in schools. Table 6 Estimated coefficients from both fractionalization and polarization indices are fairly similar, even though the mean value of fractionalization is slightly higher than that of fractionalization in destination and conversely at origin. Coefficients for the diversity of languages at destination are negative and highly significant in all specifications. Ceteris paribus, the higher the linguistic 33 In additional models available upon request we have also included measures of the number of computers per capita in the country to calculate the access to information about countries, or to infer exposure to English or other languages though internet and media use. All results remain unchanged. diversity at destination, the smaller the migration flows. The mechanism behind this finding is subject of speculation but it may be related to fear from migrants that adaptation will be costly when not only one but more languages need to be learnt, even though places with a tradition of linguistic diversity are potentially welcoming to people with a different linguistic background.
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D. Linguistic Diversity and Polarization
Conversely, the flows of migrants from countries with high linguistic diversity are larger than from those with more homogeneous linguistic environments. Multilingualism might be viewed as an asset that facilitates language acquisition at destination and lowers migration costs.
The second row in Table 6 includes regressions with diversity indices, both at destination and at origin, which take into account the linguistic distance between each pair of languages. The fractionalization is represented by the GI index from Desmet (2009) , which takes into account the actual distance of languages and not only the particular linguistic family to which they belong as the ELF indices do. The polarization is now measured by ER index (of the family of polarization measures started by Esteban and Ray (1994) ), which takes into account not only the different number of languages and their share of speakers but also the linguistic distance between each pair of languages. Interestingly, once we control for linguistic distances the coefficients to fractionalization and polarization differ. In particular, the coefficients to the ER polarization index become much larger in absolute terms, while coefficients to the GI fractionalization index become slightly smaller, even though the means and ranges of both measures are relatively similar. This finding seems to support the hypothesis that people do not want to invest into two very different languages. A more deeply polarized linguistic environment at destination seems to deter migration flows, other things being the same. Conversely, more polarized societies seem to significantly push larger number of people in the search of a new life elsewhere. Interestingly, if we exclude our index of linguistic proximity in separate results not presented here, the coefficients for both fractionalization and polarization in destination (with and without distances) become more negative.
This may indicate that the negative effect of linguistic diversity is tempered by taking into account the distance of the immigrant's language to the main official language of the destination.
Individuals may be less reluctant to move to a linguistically diverse destination if their own language is relatively close to one (or the main) language at destination.
We also run regressions with PH peripheral diversity index studied by Desmet et al. (2009) , which also account for distances but not among all linguistic groups as in the previous indexes, but between the center and the peripheral groups. Not surprisingly the coefficients to the PH index lie somewhat between the coefficients of GI fractionalization and ER polarization.
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Finally, in the third row of Table 6 , the total number of indigenous languages at the second level of the linguistic tree that are spoken by at least 5 % of the population at the country of destination are consistently negatively associated with inflows. Conversely, emigration rates are stronger the larger the number of languages spoken in a source country.
VI. Conclusions and Further Steps
Fluency in the language of the destination country plays an important role in the transfer of human capital of migrants to a foreign country and generally it reduces migration costs and increases the rate of success of immigrant at the destination country's labor market. Recent studies show that it is easier for a foreigner to acquire a language if her native language is linguistically closer to the language to be learned (Chiswick and Miller, 2005; Isphording and Otten, 2011) . This suggests that speaking a language, which is linguistically close to that of the destination country, might be an important factor in the potential migrants' decision of where to locate. Previous research has already shown that sharing a language is associated with larger population movements across countries. In this paper we use a novel dataset on immigration flows and stocks of foreigners in 30 OECD destination countries from 223 source countries for the years 1980-2009 to study the role of language in shaping international migration in more detail. Specifically, we investigate how linguistic distance and linguistic diversity, as a proxy for the "potential" ease to learn a new language and to adapt to a new context, affect migration. In addition to the large collection effort with the international migration data, we construct our own linguistic proximity measure, which is based on information from the encyclopaedia of languages Ethnologue. We focus not only on the first official language but also in any other official languages and in the most widely spoken language in each country.
We find that emigration rates are higher among countries whose languages are more similar. The result also holds both for the analysis of the proximity between the most used language in each country as well as for the minimum distance between any of the official languages in both countries. Among countries with Indo-European languages this result is highly robust to the use of an alternative continuous distance measure developed by Dyen et al., a group of linguists. Similarly the result prevails when we use the Levenshtein index, a continue measure of distance developed by the Max Planck institute for the majority of world languages. Further, the effect of linguistic proximity is robust to the inclusion of genetic distance, which suggests that language itself affects migration costs beyond any ease derived from moving to a destination where people may look or be 24 culturally more similar to the migrant. When estimating separate coefficients for English and nonEnglish speaking destinations, linguistic proximity matters more for the latter group. The likely higher proficiency of the average migrant in English rather than in other languages may diminish the relevance of the linguistic proximity indicators to English speaking destinations. Unfortunately, our indices are unable to capture the familiarity of migrants with languages (such as English) that may have been learnt in school or though media use. 34 Additionally, positive selection of migrants to some destinations could imply over the average knowledge of second languages among those migrants. However, individual data would be required to study this. Finally, we find that destinations that are more linguistically diverse and polarized attract fewer migrants; whereas more linguistic polarization at origin seems to act as a push factor. This is, to our knowledge, the first paper that disentangles the relationship between migration rates and language from different perspectives: by studying the role of linguistic distance, the role of widely spoken language and the role of linguistic diversity. We further contribute to the literature by constructing a new measure of linguistic distance and by using information on migration for a large set of origin and destination countries that spans for three decades.
34 Also since the extent of dubbing varies across the world, future constructing a good measure of the exposure of residents in each country to original movies or TV shows could prove a very interesting piece of future research. (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) Years 1980 Years -1989 Years , 1991 Years -2004 from extrapolations by Tim Hatton (RESTAT)
