In this section, we briefly present the equations for the models used in the figures. For full details, see their respective references within.
Morris-Lecar model in that the fast dynamics here only describe sodium channels rather than calcium channels, but the dynamics are otherwise the same. For full details, see Refs (1-3). The neuron's state evolves according to
Here, is the membrane capacitance per unit area, , , and are the maximal conductances per unit area of sodium, potassium, and "leaky" chloride ion channels, respectively, and , , and are the corresponding Nernst potentials. Applied current per unit area I is an input to the system (possibly stochastic), and is the time constant for potassium channels. A key simplification here over the Hodgkin-Huxley equations is that the sodium dynamics are assumed to be much faster than the potassium dynamics. The sigmoid- are the corresponding threshold potentials, and and are the standard deviations of these thresholds. Figure S1 shows a representative plot of ∞ ( ). Figure S1 : Sigmoidal voltage-dependent activation function ∞ ( ) with threshold potential and threshold standard deviation .
The parameters used in Figure 1 are given in Table S1 . In the simulations, the applied current density I is set initially to 0 μA/cm 2 , then increased to 20 μA/cm 2 after 5 ms. In the additive noise case, the applied current is set to = 0 + ( ), where is zero-mean Gaussian white noise and unit variance, and is the standard deviation of this random component to the input. Here, we used = 10 μA/cm 2 . For the multiplicative noise case, the applied current is set to = 0 + ( ) ( ), where = 0.5 μA/mV/cm 2 . In terms of the formulation in Equations (3) and (5) 
, and the noise terms given by 1 1 = � � ( ) for the case of additive noise, 3 and 1 1 = � � ( ) ( ) for the case of multiplicative noise. Note that 2 2 = 0 (i.e., noise only enters the equation for V). 
These are in nondimensional units where capacitance C=1; time is thus also nondimensional but usually considered to be numerically equivalent to milliseconds (4) . Here and are nonspecific inputs to excitatory and inhibitory populations, respectively; in the absence of noise we set = = 0 . The model distinguishes between AMPA and NMDA channels, where NMDA denotes the ratio of NMDA receptors to AMPA receptors, and terms parameterize the strength synaptic coupling from population (= , , , where is a non-specific input) to population (= , ) (note that this index ordering is the reverse of the physics convention).
Parameters and are rate parameters (inverse time constants) that determine the time scales of and , respectively. As in the Morris-Lecar neuron, for the pyramidal neurons the terms are conductances of the corresponding ion channels, and the ( ) functions describe the voltage-dependent gating of these ion channels, except that in this mean-field case they describe population-level fractions of open channels. They take the sigmoidal form
where is the threshold membrane potential for a given ion channel, and is the corresponding standard deviation in this threshold. The self-feedback of the pyramidal cells is split into a conventional voltage-dependent term for sodium channels ( )( − ), and a state-dependent NMDA term, ( ) ( )( − ). This more complex term incorporates the state-dependent nature of NMDA-gated calcium channels.
The voltage-dependent functions and are the mean firing rates of the excitatory and inhibitory populations, respectively, also given by sigmoidal forms
where max and max are the maximum firing rates of the excitatory and inhibitory populations, respectively, and and are the corresponding thresholds for axon potential generation, and and are the standard deviations in these thresholds. Figure S2 shows a representative plot of ( ).
Note that the inhibitory population Z does not possess conductance-based membrane dynamics, but rather is passively slaved to the pyramidal population: its membrane potential (and resulting firing rate) is driven by the firing rate of the output of the pyramidal cells, responding with the slow time scale parameterized by the factor b. The inhibitory population thus acts as a passive low-pass filter of the pyramidal cells. Even in the absence of a leaky current, the inhibitory neurons thus do not saturate, but rather oscillate with the slow time scale of the system (approximately 1/10 th of the fast pyramidal cells for the parameters used here). It is this mixing of time scales that leads to the chaos evident in Figure 2 .
Parameters are given in Table S2 . To introduce additive noisy input to the excitatory population, we set = 0 + ( ), where is zero-mean Gaussian white noise and unit variance, and is the standard deviation of this random component to the input. In Fig. 2C ,D we used = 0.01 and 0 = 0.32. To introduce multiplicative noisy input to the excitatory population, we set = 0 + ( ) ( ). In Fig. 2E ,F we used = 0.053 and 0 = 0.32.
Figure S2:
Sigmoidal voltage-dependent firing-rate function ( ) with threshold potential and threshold standard deviation . 
Bistable Hopf model
This model is a type of normal form model that describes a generic limit cycle oscillator with bistability (5) . Normal forms describe the dynamics near a bifurcation, and are useful because all instances of that bifurcation (whatever the system) can be reduced to essentially the same simple canonical form. Depending on the choices of its parameters, the bistable Hopf model describes a fixed point (stable or unstable) and 0, 1, or 2 limit cycles. A Hopf bifurcation is a type of bifurcation where a fixed point loses stability, giving rise to a limit cycle (also termed a periodic orbit). A model with a limit cycle is often termed an "oscillator". There are two types of Hopf bifurcation: supercritical, where the limit cycle is stable and coexists with the unstable fixed point (green line in Fig. 4A ), and subcritical, where the limit cycle is unstable and coexists with the stable fixed point (red line in Fig. 4B ). The Hopf normal form is most conveniently expressed in polar coordinates ( , ), where is the amplitude (so = 0 corresponds to a fixed point), and is the phase. To drive a transition from the fixed point to the limit cycle (i.e., "seizure onset"), we include a noisy drive ( ), where is zero-mean unit-variance Gaussian white noise, and is the standard deviation of the stochastic input. The state variables evolve according to
where and are parameters that determine the number, amplitude, and stability of limit cycle solutions, is a constant angular velocity (in this simple case, the phase plays no role in the dynamics -it is directly proportional to time). For the bistable model here, we have extended the more typical 3rd-order Hopf bifurcation normal form to 5th order. This has the effect of introducing an additional high-amplitude limit cycle (green line in Fig. 4B ) that coexists with the low amplitude (red) one, as well as an additional bifurcation (a "saddle-node") where two solutions meet and annihilate (where the red and green lines meet in Fig. 4B ). This form is bistability generic, in the sense that it emerges from a normal form that exists near any Hopf bifurcation.
For Fig. 4A , the parameters were set such that the Hopf bifurcation is supercritical, with = −8. For Fig. 4B -F the parameters were set such that there is bistability between a fixed point and a limit cycle, with = 8, = 1.2, and = 20 s -1 so that the phase acts as a proxy for time in seconds. For Fig. 4C ,D, = −14, while for Fig. 4E ,F, = −10. This increase in has the effect of shrinking the separatrix between the "non-seizure" fixed point and the "seizure" limit cycle, making the random fluctuations more likely to trigger "seizure onset".
Stochastic Differential Equations: Advanced Consideration
In this section, we give a brief intro to a more mathematically formal description of stochastic differential equations. For the interested reader, Ref. (6) is an accessible text. We also comment on the biological realism of more theoretical notions of randomness, and discuss model complexity considerations.
The standard Langevin equation is obtained by introducing an additive stochastic term to the RHS of an ordinary differential equation, expressed here in vector form (cf. main text Eq. (3)):
Here, x is an n-dimensional vector of the states, F is an n-dimensional vector-valued function, is an m-dimensional vector of noise terms, and is an n-by-m matrix of constants describing the strengths of the noise inputs (potentially allowing multiple simultaneous noise inputs to a single state variable). Note that while it is apparently simple to add the noise term in this way, neither classic calculus nor standard numerical integration schemes were developed to deal with the incorporation of incremental "rough" discontinuities in this way. An alternative more formal way of expressing Equation (S13), which treats randomness more rigorously, is
which is formally known as a stochastic differential equation. The form of an SDE makes it clear that changes in the states x=(x i ) are governed by the deterministic contributions to the temporal dynamics (x) of the system and the random (Wiener) increments . Numerical schemes for SDEs deal with these terms separately (7) 1 . A state dependent noise term is then written as,
where G is an n-by-m matrix-valued function that captures the state-dependence of the stochastic influence. If G is linear in x, then we have
where x is the n-by-1 vector of the states and is a 1-by-m vector of constants (hence is an nby-m matrix of state-dependent noise coefficients). The observation equation can also be written in this way,
where is a matrix of coefficients to account for mixing of multiple noise sources.
Biological fluctuations are not discontinuous: The stochastic innovations dW added at each increment of the states dx are by definition discontinuous. It has been previously argued that biological fluctuations cannot be fundamentally uncorrelated and discontinuous because such roughness cannot be physically embodied (8) . However, continuous, bounded fluctuations can be accommodated in the current framework by introducing an auxiliary variable that is the integral of a damped stochastic process,
which yields a continuous, correlated Gaussian random variable z i with finite variance and autocorrelation length i . This auxiliary variable can then perturb the evolution of the states,
Any need for higher order continuities (smoothness etc.) can be accommodated by using higher order derivatives for z.
Simple versus complex models: A further issue pertains to the form of the stochastic modelsthat is the complexity they take when populated with terms that embody the neurophysiological parameters of relevance. The equations for the Morris-Lecar neuron model and neural mass model provided above directly represent the nature of the processes they seek to model -such as voltage-dependent ion channels etc. Neural field models (9) (10) (11) , which capture temporal and spatial derivatives, incorporate greater physiological realism and include commensurate greater complexity (12, 13) . In contrast, stochastic DCM for fMRI data is a simple linear Langevin equation,
where each state x i represents a local neural population and the matrix A, with i-th row A (i) , describes coupling between the states (14) . An extension to a sDCM with multiplicative noise can be achieved with the addition of a bilinear term B which mixes the states and the stochastic fluctuations (15) .
What is the relationship between simple and complex stochastic neural models? If the system has a simple fixed point, then a simple model can be derived from a complex biophysical model by linearization near the fixed point and taking the first (16) (17) (18) or, in the case of nonlinear models (19, 20) , the second (or higher) order terms from a Taylor series expansion. If the system has a limit cycle attractor, then a similar feat can be obtained by considering the normal form model for a Hopf bifurcation (5) . Whereas biophysical models bring unique insights into biophysical mechanisms, they carry additional computational burden. Simple models lack direct biophysical interpretations, but are more analytically tractable and hence easier to invert from empirical data.
Algebraic models also allow insights into principles that unify apparently diverse biological systems such as neuronal and genetic systems (5) . A middle ground can be found by fitting quantities such as dwell-time distributions and spectra (as pointed out in the main text Discussion), which is often tractable even for complex biophysical models (17, (21) (22) (23) (24) (25) .
It is briefly worth noting that the Langevin equation (S13) can readily accommodate the growing field of brain network dynamics. Suppose we divide the brain into N regions and denote as x i the local dynamics in the i-th region. Then
generates stochastic dynamics for the entire network, where A (i) denotes the i-th row of the coupling matrix A (derived from the structural connectome), and c is a scalar that globally tunes the influence of the network on each local region. More specifically, the role of c is to scale the weights (which are often normalized to arbitrary units) to have appropriate units for coupling strength. This parameter can be inferred from data by maximizing the agreement between modeled and empirical functional connectivity, and has been interpreted neurobiologically as indexing the distance to criticality (18) . For appropriate choices of coupling, Eq. (S21) is equivalent to a discretization of a neural field model. Note that this is the same equation as sDCM for fMRI, except that we allow more complex local dynamics through the function F.
This approach has now been heavily applied to resting state EEG (4, 26), MEG (27) , and fMRI (28, 29) data, with various contributions of the noise term and forms of the local dynamics, as well as the crucial introduction of time delays into the inter-areal coupling term (30, 31) (for review, see Ref. (32) ). Use of these neuroimaging modalities is crucial for validation of stochastic models at macroscopic scales, with the choice of modality depending on the desired temporal and spatial scales of the neural dynamics being studied. EEG and MEG are naturally sensitive to faster dynamics and may provide clearer links to fast cognitive processes and their disturbance -such as thought disorder -going forward.
