Abstract-A generalization of Vinnicombe's ν-gap metric and corresponding robust feedback stability results are proposed for a class of linear time-varying (LTV) systems in "Robust stability analysis of time-varying linear systems," SIAM J. Control and Optimization, Vol. 51, pp. 353-379, 2013. An error in the analysis presented therein leads to an omission in the time-domain definition of a ν-gap metric for the class of continuous-time systems studied. This omission and the underlying error in the development are corrected herein. Specifically, the omission is a norm-coercivity constraint to be satisfied in conjunction with the family of Fredholm index conditions that generalize the winding-number condition in the frequency-domain definition for time-invariant systems.
I. INTRODUCTION
The contribution of this paper is to correct an error in [1] , where a linear time-varying generalization of Vinnicombe's ν-gap metric (see [2] , [3] ) is proposed. The error leads to an omission in the proposed definition of a generalized metric on a class of causal LTV systems that admit normalized coprime graph representations with compact Hankel operators for all partitions of time into past and future. Correcting the error, without substantially deviating from the analytical approach, leads to a norm-coercivity constraint to be satisfied in conjunction with the family of Fredholm index conditions used to define the metric in [1] . Together, these conditions generalize the determinant and winding number conditions in the standard frequency-domain definition of the ν-gap for time-invariant systems [2] . It is interesting to note that the additional condition at the centre of this corrigendum appears in the precursors [4] , [5] of the paper [1] , although the error underlying the issues corrected here is also present in these earlier reports.
The next section is used to gather preliminary definitions and results, including aspects of linear operator theory, a description of the class of systems for which an LTV generalization of the ν-gap is eventually defined, and related system theoretic results. The error in the development of the main robust feedback stability result of [1] is rectified in Section III. The corrected result is used to define an LTV generalization of the ν-gap metric and establish a corresponding ν-gap robust stability result in Section IV. 
II. PRELIMINARIES A. Linear operators
A linear mapping X : dom(X) ⊂ H 1 → H 2 between a subspace dom(X) of a Hilbert space H 1 and another H 2 is such that X(αu + β v) = αX(u) + β X(v) ∈ H 2 for all scalars α, β and u, v ∈ dom(X); for convenience, X(u) is written Xu. The kernel of X is denoted by ker(X) := {u | Xu = 0; u ∈ dom(X)}, the image of the domain under X by img(X) := {y | y = Xu; u ∈ dom(X)}, the graph by gr(X) := {[ ] ∈ gr(X)}. The mapping X is called a bounded operator if there exists a constant c > 0 such that Xu H 2 ≤ c u H 1 for all u ∈ dom(X), where · H = ( ·, · H ) 1/2 is the norm induced by the inner-product ·, · H . Given a subspace V ⊂ dom(X) ⊂ H 1 , the closure is denoted by cl(V), the orthogonal complement by
The space of all bounded operators X :
is bijective, then the inverse map X −1 ∈ B(H 2 , H 1 ) (see, e.g., [6, Thm. 5.7] ) and X is said to be invertible. For each X ∈ B(H 1 , H 2 ), the adjoint operator X * ∈ B(H 2 , H 1 ) uniquely satisfies (see, e.g., [6, Ch.11 
Note that (X * ) * = X. The identity operator is denoted by I := u → u and the zero operator by O := u → 0.
, define the following gains:
Lemma 3: ([8, Sec. 2.5]). For X,Y ∈ B(H), the following hold: (i) X is one-to-one with img(X) = cl(img(X)) if and
is an isometry, then for any non-zero u ∈ H 1 the use of (1) and bi-linearity of inner-products yields the equalities 1
On the other hand, if X Y is a co-isometry, then X * Y * is an isometry, whereby γ(Y * ) 2 = 1 − µ(X * ) 2 , as shown above. With X is invertible, it follows that γ(
Remark 5: Invertibility of X is missing from the part (b) condition in the corresponding result [11, Lem. 3] , which is employed in [1] , giving rise to the aforementioned error. In the subsequent re-development, there is no recourse to the part (b) condition, only the part (a) condition.
It is said that X ∈ 
Note that X ∈ B(H 1 , H 2 ) is bijective if and only if X is Fredholm with ind(X) = dim ker(X) − dim ker(X * ) = 0. 
B. Signals and systems
Let N, Z and R denote the natural, integer and real numbers, respectively. In this paper, systems are causal linear mappings between spaces of finite-energy signals with support (i.e., the subset of R on which the signal is non-zero) that is (non-uniformly) bounded below. Specifically, systems operate on signals in domains contained within the subspace L 2+ := τ∈R P τ L 2 , where L 2 denotes the space of square integrable functions f : R → R (modulo those that are non-zero on sets of measure zero), which is a Hilbert space when endowed with the inner-product u, v = R u(t)v(t)dt and induced norm denoted by · 2 (i.e., L 2 is complete w.r.t. this norm [13, Thm. 11 .42]), and P τ ∈ B(L 2 ) is defined by (P τ u)(t) = u(t) for t > τ and (P τ u)(t) = 0 otherwise, for all u ∈ L 2 , τ ∈ R. Let Q τ := I − P τ . Note that P τ and Q τ are orthogonal projections on L 2 , and
[12, Thm. 18.13]. Hence, for every ε > 0 there exists
2 < ε by the monotone convergence theorem [13, Thm. 3.14] . Furthermore, with τ < −n,
For given X ∈ B(L 2 ) and τ ∈ R, define the ToeplitzWiener-Hopf operators
and the Hankel operators
is causal for all τ ∈ R, then X is causal; (iv) The mixed Toeplitz-Wiener-Hopf and Hankel decom-
Definition 8: C + is the class of all causal linear mappings
such that the following properties hold:
(B) G * G = I andGG * = I, where
and H τ (G) are compact for all τ ∈ R.
Remark 9: As shown in [1] , the causal input-output maps generated by stabilizable and detectable LTV state-space models are elements of C + . See [14] for computationally tractable constructions of G andG in the special case of time-periodic state-space models.
Remark 10: Statement of the requirement img(G) = ker(G) is overlooked in [1] , although it is proved for LTV state-space models therein.
In view of property (A) in Definition 8, the causal oper- 
C. Feedback stability
Consider the feedback interconnection of causal systems M, ∆ ∈ C + defined by the following equations:
where r 1 and r 2 are exogenous inputs and the signals e 1 and e 2 are the internal signals at the input to M and the input to ∆ , respectively. For any τ ∈ R, consider the restricted operator
.
By causality, it follows that img(
The following notion of feedback stability is taken in line with the generalized notion introduced in [4] , [5] , [1] . See [9] and [10] for related work. Definition 11: For M, ∆ ∈ C + , the feedback interconnection [M, ∆ ] is said to be stable whenever the following properties hold: (A) F τ is injective with img(F τ ) = P τ L 2 for all τ ∈ R; and (B) the inverse map
. That is, causality is built into the notion of feedback stability specified in Definition 11.
III. A ROBUST FEEDBACK STABILITY RESULT
In this section the graph representation properties that hold for systems in C + are exploited to establish a robust stability result for feedback interconnections. While the analytical approach is not substantially different from [1] , the development presented below is organized around highlighting and rectifying deficiencies in the formulation of a number results therein. The re-formulation of these results leads to the aforementioned correction in the generalized timedomain definition of Vinnicombe's ν-gap metric for LTV systems; see Section IV.
Henceforth, the two causal open-loop systems in C + comprising a feedback interconnection are denoted by M : 
respectively. The respective causal left and right inverses are denoted by Z k ,Z k , Ω k andΩ k , so that
A useful characterization of feedback stability in terms of graph representations is provided in the next result. While the result is correctly formulated as Theorem 3.7 in [1] , the proof presented for parts (iv) and (v) makes use of Lemma 3.1 in [1] , which is not correct for omission of the condition γ(GΓ * ) < 1 needed in addition to µ(Γ G) > 0 to establish bounded invertibility ofΓ G andGΓ ; the error relates to Remark 5. A different path is taken below.
Proposition 13: For M, ∆ ∈ C + , the following statements are equivalent:
is Fredholm with ind(T τ (GΓ )) = 0 for every τ ∈ R;
Proof:
The equivalence of (i) to the invertibility of T τ (GΓ ) in B(P τ L 2 ) for each τ ∈ R, with sup τ∈R γ((T τ (GΓ )) −1 ) < ∞, follows by virtue of the formula
which is given correctly in [1, Lem. 3.6] . Following [1] , application of Lemma 7(v-vi) yields the equivalence to statement (ii) above. Equivalence to part (iii) follows similarly. The equivalence of (ii) and (iv) is now established, to correct the proof of this given in [1] . The equivalence of (iii) and (vi) holds similarly. First, it is shown that (ii) implies (iv). Since µ(GΓ ) > 0, it follows by Lemma 3 that img(GΓ ) = cl(img(GΓ )) and ker(GΓ ) = {0}. Moreover, Lemma 7(vi) yields µ(T τ (GΓ )) > 0 for all τ ∈ R, which with T τ (GΓ ) Fredholm and ind(T τ (GΓ )) = 0, implies img(T τ (GΓ )) = P τ L 2 . Exploiting the causality ofGΓ , it follows that
That is, img(GΓ ) = L 2 , and thus,GΓ is boundedly invertible by the inverse-mapping theorem [6, Theorem 5.7] . Finally, it is shown that (GΓ ) −1 is causal. By the previously established implication (ii)⇒(i), and Definition 11, it follows that
is causal for every τ ∈ R; see Remark 12. Rearrangement of (5) gives
where Ω andZ are causal left and right inverses of Γ andG, respectively, as in (4) so that T τ (Ω )T τ (Γ ) = I and T τ (G)T τ (Z) by the causality of graph representations and the left/right inverses and Lemma 15(iv). As such, (T τ (GΓ )) −1 is causal for all τ ∈ R. Applying Lemma 7(iv) to (GΓ ) −1G Γ = I, gives
which implies T τ ((GΓ ) −1 ) = (T τ (GΓ )) −1 for all τ ∈ R by uniqueness of the inverse. Using this and the causality of (T τ (GΓ )) −1 , it follows that T τ ((GΓ ) −1 ) is causal for all τ ∈ R, which implies (GΓ ) −1 is causal by Lemma 7(iii). Now (ii) is proved by assuming (iv) holds. If the causal operatorGΓ has bounded causal inverse, thenGΓ (GΓ ) −1 = I = (GΓ ) −1G Γ and Lemma 7(iv) gives
whereby T τ (GΓ ) is invertible and satisfies the required Fredholm index condition for τ ∈ R. Moreover,
The normalization property of right and left graph presentations in property (B) of Definition 8, and the compactness property (D), are not used to establish Proposition 13. These properties facilitate the establishment of a robust stability result for uncertain feedback interconnections. In the rest of this section, a consequence of property (D) is noted first, in order to elucidate a consequence of property (D), two additional theorems are established to summarize useful consequences of property (B), and finally, the main robust feedback stability result is presented.
The next lemma reformulates a subset of the equalities given in (3.3) and (3.4) of [1] , by relating the validity of these to the invertibility of specific operators; see part (iv). This reformulation corrects an error related to the issue noted Remark 5. Part (v) does not appear in [1] .
Theorem 15: For ∆ 1 , ∆ 2 ∈ C + and k, l ∈ {1, 2}, the following hold: Individually (and thus collectively) , each of the opera-
Proof: (i) Using the Bezout identity specified in property (A) of Definition 8 and the normalization property in property (B), it follows that the inverse graph representations
Moreover,
where the first equality holds by Lemma 1(ii) and the second equality holds by the identity ker(Γ l ) = img(Γ l ) in property (C) of Definition 8. In view of this and (6), Γ lΓ * l is also the right inverse of Γ lΓ * l * , whereby Γ l Γ * l +Γ * lΓ l = I (the inverse of a bijective operator is unique). Now using (6),
(ii) These equalities follow by direct application of Lemma 4 to the third isometry in part (i). Note that
is also an isometry. (iii) By Lemma 4 and the last isometry in part (i),
where the last equality above holds by Lemma 2(i). Applying the first equality in part (ii), it follows that
to give the result claimed.
(iv) By Lemma 3(i), Lemma 3(iii) and the identity
, and thus, bounded invertibility of Γ * k Γ l . Similarly, bounded invertibility ofΓ lΓ * k is equivalent to µ(Γ lΓ * k ) = µ(Γ kΓ * l ) > 0, and thus, bounded invertibility ofΓ kΓ * l . Now using the identity µ(Γ * l Γ k ) = µ(Γ kΓ * l ) stated in part (iii), it follows that the invertibility of any one of the four operator compositions above (e.g.
LTV generalization of the ν-gap. Then next result corrects Theorem 4.1 in [1] .
which holds (trivially) when µ(Γ 1 G) = 1, and by the strictly increasing nature of the mapping
, which with Lemma 2, Lemma 3(v), Theorem 15(iii), and (13), yields the inequalities
Moreover,Γ 2Γ * 
IV. AN LTV ν -GAP METRIC
The robust stability result in Theorem 17 motivates the following generalized definition of a ν-gap metric for systems in the class C + ; the metric property follows by arguments similar to those in [15] , via modifications similar to the corresponding of [1] 
V. CONCLUSION
Aspects of the time-domain development of an LTV ν-gap metric in the paper [1] are rectified in the preceding sections. The corrections made ultimately lead to the addition of a condition to the family of Fredholm index conditions that generalize the determinant and winding number condition in the frequency-domain of the ν-gap for linear time-invariant systems.
