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矩阵填充方法及其在高校综合排名中的应用
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摘　要：今天是大数据的时代，更是一个要求精准的时代，在工作和生活中总会遇到类似在线影片租赁公司Ｎｅｔｆｌｉｘ
对若干电影进行人气排名的问题．他们试图通过回收影迷打分的问卷调查来解决，可惜许多影迷并没有观看全部
电影，因此如何通过这份不完整的问卷调查数据来对电影人气进行排序，就引起了人们的高度关注，其关键点在于
矩阵缺失元素的填充．近几年来，数学家们发明了一种崭新的方法———矩阵填充方法，建立数学模型，较好地解决
了该问题．类似问题在机器学习、图像和视频处理等领域也会遇到，涉及面较广．本文基于矩阵填充方法，处理２０１７
年１２月２８日教育部发布的第４轮学科评估数据，建立核范数最小化模型，选取ＳＶＴ算法，对参评的所有４９０所高
校未参评或未设置学科的得分进行预测，进而计算高校的学科平均得分，得到高校综合排名．同时，由填充后的学科
得分也能回答一所高校如果想扩大学科数量，下一个最应该设置的学科是哪一个，从而达到学科优化布局的效果．
关键词：第４轮学科评估；高校综合排名；矩阵填充方法；ＳＶＴ算法
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０　引言
矩阵填充问题源于美国一家在线影片租赁公司 Ｎｅｔｆｌｉｘ，是一个美国最大的网上在线影片租赁公
司，拥有用户已达上千万，其原因得益于其高效的用户推荐系统．Ｎｅｔｆｌｉｘ公司根据收集到的消费者对电
影的评级问卷调查，建立消费者与其喜欢的影片间的一种关系，研发了“Ｃｉｎｅｍａｔｃｈ”影片推荐系统．这个
系统根据消费者对已看电影的偏好程度来判断他是否喜欢其他未看的电影．根据每位消费者独有的品
味，利用这些判断，有针对性地向消费者推荐电影，将会使推荐成功的概率更大，尽可能地减少消费者的
流失．
图１　消费者对影片评价的数据矩阵示意图
　　首先得到消费者对影片评价的数据矩阵，如
图１所示，每一行表示一部影片，每一列表示一个
消费者对影片的评级，形成一个矩阵．因为现实中
不可能每个消费者都观看了所有的影片，因此只
能得到消费者对部分影片评级的数据，因而在这
个矩阵中留下了许多缺失数据．所以需要通过数
据处理方法将这些缺失的数据补充完整，即填充
消费者对其未观看影片的评级数据，以便更加准
确地分析消费者对影片的喜好，从而智能高效地
向消费者推荐其感兴趣的影片，为公司获取利益．因此，Ｎｅｔｆｌｉｘ问题［１］从本质上说就是一个典型的矩阵
填充问题．
类似于Ｎｅｔｆｌｉｘ公司悬赏征解问题，教育部每隔４年做一轮学科评估，２０１７年１２月教育部公布了
第４轮学科评估的结果．根据该公开结果，教育部共设置９５个一级学科供高校选择设置并参评，且可以
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获得高校学科及其对应的评估等级．以高校为行，学科为列，将构成一个含有未知评分的数据矩阵．如果
能对未参评或未设置的学科进行等级预测，那么就可以根据预测结果计算高校的学科总得分，从而进行
综合排名．这与电影排序有类似之处，其公开的结果数据都能构成一个矩阵，矩阵都是不完整、含有缺失
元素的，且影片与影片之间、学科与学科之间或者高校与高校之间都是具有关联性的，即对应矩阵中的
向量是线性相关的．影片评级数据与学科评估数据相对来说分布合理，因此，高校排名问题也是一个矩
阵填充问题．
类似地，也可以对同年级学生的综合能力进行排名．即使学生所学专业相同，所选课程也可能不同，
这样，有的课程只有部分学生有成绩，学生与成绩可以构成一个缺失的矩阵，课程成绩间和学生间存在
相关性，于是同年级学生排名也是一个矩阵填充问题．根据排名，可以更好地评估学生的综合成绩，进而
解决大学生奖学金分配问题．
在现实生活中，这类问题比比皆是，比如图像处理．研究发现，人类获取的信息中６０％以上来自于
外界图像．为了保证图像信息的完整性，就必须对图像破损部位进行修复．在实现图像处理的过程中，一
般将二维信号组成矩阵Ｘ∈Ｒｍ×ｎ，若矩阵的秩ｒ≤ｍｉｎ（ｍ，ｎ），可以得知该图像为低秩纹理图像．对于低
秩纹理图像而言，可以对破损部分进行矩阵填充，从而进行图像修复，形成了图像修复技术，并逐渐应用
在各种领域，如遥感航天、工业生产、生物医学、军事公安、教育和通信等，体现了图像修复技术即矩阵填
充方法广阔的应用前景及巨大的应用价值．
１　矩阵填充的定义和可行性
对一个矩阵，通过采样，可以获得矩阵中的其中一部分值，而因为某些原因不能获得其他值，将这些
空缺的部分位置通过某些方法合理且相对准确地填入矩阵，称为矩阵填充（ｍａｔｒｉｘ　ｃｏｍｐｌｅｔｉｏｎ）．
并不是所有的矩阵都可以填充，矩阵填充是有一定条件的．在什么情况下可以精确无误地填充缺失
数据是人们关心的问题．在这里，介绍矩阵填充的３个条件．
条件１　根据矩阵填充原理，是利用矩阵各元素之间的相关性来进行矩阵填充的．因此，需要使矩
阵填充之后能够有低秩的效果．并不是所有的矩阵都可以进行填充，即使矩阵是低秩的，也并非所有的
低秩矩阵都可以精确地填充，就如下面的矩阵
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它的秩为１，仅在右上角处一个位置元素为１，剩下的元素均为０．在大多数情况下，采样得到的元素将
全是０，这样的情况，无论如何也没有办法根据０值填充出那个值为１的元素．
所以不可以填充所有的低秩矩阵，应当考虑有多大的概率可以填充．文献［２］指出，若一个秩为ｒ的
矩阵Ｍ 的奇异值分解为
Ｍ＝∑
ｒ
ｋ＝１
σｋｕｋＶ＊ｋ ，
如果ｒ个左奇异向量和ｒ个右奇异向量分布在所有由ｒ个正交归一化向量组成的集合中是均匀的，这
样的矩阵，可以填充的概率很大，将该性质称为矩阵的相干性．
条件２　并不是所有的采样方式采样得到的矩阵都可以填充，需要合理地进行元素的采样．如果矩
阵的某一行或列完全没有被采样时，无论用什么方法都不可能将这一行或列的元素进行填充．所以，要
保证的是，采样方式是一个均匀的采样，这样就可以考虑填充该矩阵有多大的概率了．
条件３　当缺失元素太多，采样的元素太少时，矩阵都不能被合理地填充出来，需要采样足够多的
数值，才可以进行对矩阵的合理准确填充．根据文献［２］，在上述两个假定条件下，假设Ｍ 为秩为ｒ的
ｎ１×ｎ２矩阵，Ｎ＝ｍａｘ（ｎ１，ｎ２），则存在常数Ｃ和ｃ，使得当采样数目ｍ满足
ｍ≥ＣＮ５／４ｒｌｏｇ　Ｎ
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时，问题最优解正好为Ｍ 的概率满足
ｐ≥１－ｃＮ－３．
根据文献［２］知道，在适当的条件下（样本数目的控制和矩阵相干性），有很高的可能性通过解一个
凸优化问题（最小核范数问题或核范数正则线性最小二乘问题）来合理准确地对一个矩阵进行填充．
２　相关数学知识
首先介绍一些基本概念．
２．１　基本概念
奇异值：ＸＸＴ 的Ｎ 个非负特征值的平方根，称为矩阵Ｘ的奇异值．
假设矩阵Ｘ有ｒ个正奇异值σ１≥σ２≥…≥σｒ＞０，用σｉ（Ｘ）表示Ｘ的第ｉ个奇异值，则定义核范数：
‖Ｘ‖＊＝∑
ｒ
ｉ＝１
σｉ（Ｘ）．
Ｌ０ 范数：向量中非零元素的个数．
Ｌ１ 范数：向量中每个元素的绝对值之和．
Ｌ２ 范数：‖ｘ‖２＝ ∑
Ｎ
ｉ＝１
ｘ２槡 ｉ．
算子范数：‖Ｘ‖２＝σ１（Ｘ）．
内积：（Ｘ，Ｙ）＝Ｔｒ（ＸＴＹ）＝∑
ｍ
ｉ＝１
∑
ｍ
ｊ＝１
ＸｉｊＹｉｊ．
Ｆ范数：‖Ｘ‖Ｆ＝ （Ｘ，Ｘ槡 ）＝ Ｔｒ（Ｘ，Ｘ槡 ）＝ ∑
ｍ
ｉ＝１
∑
ｍ
ｊ＝１
Ｘ２ｉ槡 ｊ＝ ∑
ｒ
ｉ＝１
σ２槡 ｉ．
次梯度：设有凸函数ｆ：Ｒｎ１×ｎ２→Ｒ，如果对Ｘ，都有
ｆ（Ｘ）≥ｆ（Ｘ０）＋（Ｙ，Ｘ－Ｘ０），
则称Ｙ是函数ｆ在Ｘ０ 处的次梯度．
稀疏矩阵：若矩阵中非零元素的个数远小于矩阵元素的总数，并且非零元素的分布没有规律，则称
该矩阵为稀疏矩阵．
Ｌｉｐｓｃｈｉｔｚ常数：已知函数ｙ＝ｆ（ｘ）的定义域为Ｄ，如果存在Ｌｆ∈Ｒ，对任意的Ｘ１，Ｘ２∈Ｄ，都有
｜ｆ（Ｘ１）－ｆ（Ｘ２）｜＜Ｌｆ｜Ｘ１－Ｘ２｜
成立，则称Ｌｆ 为ｆ（ｘ）在定义域Ｄ的Ｌｉｐｓｃｈｉｔｚ常数．如果ｙ＝ｆ（ｘ）在定义域Ｄ上可导，那么Ｌｆ 就可以
取ｆ′（Ｘ）的一个上界，即
｜ｆ（Ｘ１）－ｆ（Ｘ２）｜＝｜ｆ′（ξ）（Ｘ１－Ｘ２）｜＜Ｌｆ｜Ｘ１－Ｘ２｜．
奇异值分解（ｓｉｎｇｕｌａｒ　ｖａｌｕｅ　ｄｅｃｏｍｐｏｓｉｔｉｏｎ）：若Ｘ是秩为ｒ的ｍ×Ｎ 矩阵，则Ｘ可分解为
Ｘ＝ＵΣＶＴ，Σ＝ｄｉａｇ（σ１，σ２，…，σｒ），
其中：Ｕ 和Ｖ分别是ｍ×ｒ和Ｎ×ｒ的列正交矩阵（其对应的列形成的向量是正交的），σｉ是正的奇异值．
可以知道，一个矩阵的秩ｒ与它的非零奇异值的个数相同．其中，向量Ｕ 和Ｖ 的列分别为σ的左奇异向
量和右奇异向量，称这个分解为奇异值分解．
ＳＶＤ分解的推导：假定有一个ｍ×Ｎ 矩阵Ａ，其中，矩阵Ａ将一个Ｎ 维空间中的向量映射到一个ｋ
（ｋ≤ｍ）维空间中，ｋ＝ｒａｎｋ（Ａ）．
这时，希望在这个Ｎ 维空间中能找到一组基，它们是正交的，并且它们经过Ａ进行变换后还是正
交的．
假定已经找到了这组基为ｖ１，ｖ２，…，ｖＮ，那么矩阵Ａ将这组基映射为Ａｖ１，Ａｖ２，…，ＡｖＮ．要使得它们
两两正交，即
Ａｖｉ·Ａｖｊ＝（Ａｖｉ）ＴＡｖｊ＝ｖＴｉＡＴＡｖｊ＝０，
又存在ｖＴｉｖｊ＝ｖｉ·ｖｊ＝０．因此，如果正交基｛ｖｉ｝（ｉ＝１，２，…，Ｎ）选择为ＡＴＡ的特征向量，由于ＡＴＡ是对
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称阵，｛ｖｉ｝之间两两正交，那么
ｖＴｉＡＴＡｖｊ＝ｖＴｉλｊｖｊ＝λｊｖＴｉｖｊ＝０，
这样就找到了正交基，使其映射后还是正交基，因为
Ａｖｉ·Ａｖｊ＝λｉｖｉｖｊ＝λｉ，
所以有｜Ａｖｉ｜２＝λｉ≥０．
将映射后的正交基单位化：
ｕｉ＝
Ａｖｉ
｜Ａｖｉ｜＝
１
λ槡ｉ
Ａｖｉ，
可以得到
Ａｖｉ＝σｉｕｉ，σｉ＝ λ槡ｉ，０≤ｉ≤ｋ，ｋ＝ｒａｎｋ（Ａ）．
将正交基ｕ１，ｕ２，…，ｕｋ 扩展成ｕ１，ｕ２，…，ｕｍ，使ｕ１，ｕ２，…，ｕｍ 为ｍ 维空间中的一组单位正交基，在
Ａ的零空间中选取ｖｋ＋１，ｖｋ＋２，…，ｖＮ，使得Ａｖｉ＝０，ｉ＞ｋ，并取σｉ＝０，则有
Ａ［ｖ１ｖ２…ｖｋ｜ｖｋ＋１ｖｋ＋２…ｖＮ］＝［ｕ１ｕ２…ｕｋ｜ｕｋ＋１ｕｋ＋２…ｕｍ］
σ１ ０

σｋ
烄
烆
烌
烎０ ０
，
则可以得到矩阵Ａ的奇异值分解：Ａ＝ＵΣＶＴ．
２．２　矩阵填充与相应凸优化问题的等价性
矩阵填充是根据数据之间的联系进行的，因此，数据间的相关性是矩阵填充的前提，即低秩是矩阵
填充的前提，在此前提下，可以通过如下优化问题［３］来实现矩阵填充：
ｍｉｎ　ｒａｎｋ（Ｘ）
ｓ．ｔ．Ｘｉｊ＝Ｍｉｊ，（ｉ，ｊ）∈｛ Ω，
其中：Ω是已知元素下标的集合；Ｍｉｊ为已知元素的值．
由于矩阵的秩等于矩阵非零奇异值的个数，即ｒａｎｋ（Ｘ）＝‖ｄｉａｇ　Ｓ‖０，ｄｉａｇ　Ｓ表示矩阵奇异值构成
的奇异值向量．又矩阵的核范数等于矩阵奇异值之和，即‖Ｘ‖＊＝‖ｄｉａｇ　Ｓ‖１．由于Ｌ０ 范数的非凸非
连续性，导致求解困难，因此采用求解Ｌ１ 范数代替求解Ｌ０ 范数的方法，将矩阵填充中的矩阵秩函数通
过核范数代替［４］，进而将上述问题做如下转换：
ｍｉｎ‖Ｘ‖＊
ｓ．ｔ．Ｘｉｊ＝Ｍｉｊ，（ｉ，ｊ）∈｛ Ω，
其中，‖Ｘ‖＊是核范数．问题转换的意义在于，核范数是一个凸函数，因此将ＮＰ－ｈａｒｄ问题转化成了易
求解的凸优化问题．ＮＰ是指非确定性多项式（ｎｏｎ－ｄｅｔｅｒｍｉｎｉｓｔｉｃ　ｐｏｌｙｎｏｍｉａｌ，ＮＰ），ＮＰ－ｈａｒｄ就是指其求
解过程相对复杂．文献［５］给出了二者等价性的数学证明．
用核范数替代矩阵的秩，以上两个问题在一定条件下同解，根据文献［６］，证明的大致原理如下．
第一，作为Ｘ的函数，矩阵核范数‖Ｘ‖＊的次梯度性质，对于矩阵Ｘ０∈Ｒｎ１×ｎ２，若
Ｘ０ ＝ ∑
１≤ｋ≤ｒ
σｋｕｋｖＴｋ，
其中：σ１，σ２，…，σｒ为Ｘ０ 的非零奇异值；ｕｋ∈Ｒｎ１，ｖｋ∈Ｒｎ２为对应的奇异向量，Ｙ∈Ｒｎ１×ｎ２为‖Ｘ‖＊在Ｘ０
处的次梯度，当且仅当Ｙ＝ ∑
１≤ｋ≤ｒ
ｕｋｖＴｋ＋Ｗ，其中，Ｗ 满足
（ｉ）记Ｕ＝［ｕ１，ｕ２，…，ｕｒ］，Ｖ＝［ｖ１，ｖ２，…，ｖｒ］，则ＷＴＵ＝０，ＷＶ＝０；
（ｉ）‖Ｗ‖２≤１，这里‖Ｗ‖２ 为Ｗ 的谱范数．
定义Ｒｎ１×ｎ２的子空间
Ｔ＝ｓｐａｎ｛ｕｋｐＴ，ｑｖＴｋ｜ｋ＝１，２，…；ｐ∈Ｒｎ２；ｑ∈Ｒｎ１｝，
从而
Ｒｎ１×ｎ２＝Ｔ⊕Ｔ⊥．
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易知
ｄｉｍＴ⊥＝（ｎ１－ｒ）（ｎ２－ｒ），ｄｉｍＴ＝ｒ（ｎ１＋ｎ２－ｒ）．
记ＰＴ：Ｒｎ１×ｎ２→Ｔ为Ｒｎ１×ｎ２到Ｔ上的投影算子，类似定义到Ｔ⊥上的投影算子ＰＴ⊥：Ｒｎ１×ｎ２→Ｔ⊥．
引理１　对任意的Ｗ，Ｈ∈Ｒｎ１×ｎ２，均有（Ｗ，Ｈ）≤‖Ｗ‖２‖Ｈ‖＊，对每一个Ｈ，均存在Ｗ，使得
‖Ｗ‖２＝１，且有（Ｗ，Ｈ）＝‖Ｗ‖２‖Ｈ‖＊．
定理１　设Ｘ０＝∑
ｒ
ｋ＝１
σｋｕｋｖＴｋ 满足ＰΩ（Ｘ０）＝ＰΩ（Ｍ），且有
１）存在Ｙ∈Ｒｎ１×ｎ２，使
ＰＴ（Ｙ）＝∑
ｒ
ｋ＝１
ｕｋｖＴｋ，‖ＰＴ⊥（Ｙ）‖２ ＜１，
且对任意Ｈ∈Ｒｎ１×ｎ２，若ＰΩ（Ｈ）＝０，则（Ｙ，Ｈ）＝０；
２）在子空间Ｔ上选择算子ＰΩ 是单射．
则Ｘ０ 必为优化问题的唯一解．
证明：设Ｘ＝Ｘ０＋Ｈ也满足优化问题的约束条件，则有
ＰΩ（Ｈ）＝ＰΩ（Ｘ）－ＰΩ（Ｘ０）＝０．
由引理１，可取Ｚ∈Ｒｎ１×ｎ２，使‖Ｚ‖２≤１，（Ｚ，ＰＴ⊥（Ｈ））＝‖ＰＴ⊥（Ｈ）‖＊．令ＰＴ⊥（Ｚ）＝Ｗ０，从而Ｗ０ 满足
条件（ｉ），（ｉ），则ＰＴ（Ｙ）＋Ｗ０ ＝∑
ｒ
ｋ＝１
ｕｋｖＴｋ ＋Ｗ０ 为核范数在Ｘ０ 处的次梯度，从而
‖Ｘ０＋Ｈ‖＊≥‖Ｘ０‖＊＋（ＰＴ（Ｙ）＋Ｗ０，Ｈ）＝‖Ｘ０‖＊＋（ＰＴ（Ｙ）＋ＰＴ⊥（Ｙ）＋Ｗ０，Ｈ）＝
‖Ｘ０‖＊＋（Ｙ－ＰＴ⊥（Ｙ）＋Ｗ０，Ｈ）＝‖Ｘ０‖＊＋（Ｗ０－Ｗ，Ｈ）．
这是因为ＰΩ（Ｈ）＝０，所以（Ｙ，Ｈ）＝０，且记Ｗ＝ＰＴ⊥（Ｙ），由定理１条件，有‖Ｗ‖２＜１．由Ｗ０ 的构
造知
（Ｗ０，Ｈ）＝（ＰＴ⊥（Ｚ），Ｈ）＝（Ｚ，ＰＴ⊥（Ｈ））＝‖ＰＴ⊥（Ｈ）‖＊，
从而
（Ｗ０－Ｗ，Ｈ）＝‖ＰＴ⊥（Ｈ）‖＊－（Ｗ，Ｈ）≥（１－‖Ｗ‖２）‖ＰＴ⊥（Ｈ）‖＊≥０．
由‖Ｗ‖２＜１，仅当‖ＰＴ⊥（Ｈ）‖＊＝０时，上式才可能为０，因此有
‖Ｘ０＋Ｈ‖＊≥‖Ｘ０‖，
仅当‖ＰＴ⊥（Ｈ）‖＊＝０时，两者才可能相等．但当ＰＴ⊥（Ｈ）＝０时，Ｈ＝ＰＴ（Ｈ），而ＰΩ（Ｈ）＝０，且ＰΩ 限
制在Ｔ 上为单射，从而Ｈ＝０，即仅当Ｈ＝０时才有
‖Ｘ０＋Ｈ‖＊＝‖Ｘ０‖＊．
证毕．
３　矩阵填充问题的相关算法
最主要的算法有奇异值阈值算法（ｓｉｎｇｕｌａｒ　ｖａｌｕｅ　ｔｈｒｅｓｈｏｌｄｉｎｇ　ａｌｇｏｒｉｔｈｍ，ＳＶＴ）、加速近似梯度算
法（ａｃｃｅｌｅｒａｔｅｄ　ｐｒｏｘｉｍａｌ　ｇｒａｄｉｅｎｔ　ａｌｇｏｒｉｔｈｍ，ＡＰＧ）和非精确增广拉格朗日乘子算法（ｉｎｅｘａｃｔ　ａｕｇｍｅｎｔｅｄ
Ｌａｇｒａｎｇｅ　ｍｕｌｔｉｐｌｉｅｒ，ＩＡＬＭ），本文只用ＳＶＴ算法．
ＳＶＴ算法是文献［７］中给出的一种可用于较大规模的矩阵填充算法，矩阵填充问题为：
ｍｉｎ‖Ｘ‖＊
ｓ．ｔ．ＰΩ（Ｘ）＝ＰΩ（Ｍ烅
烄
烆 ）
， （１）
其中：Ω是所有采样元素坐标（ｉ，ｊ）的集合；ＰΩ（Ｘ）是投影算子，使矩阵在Ω外值为０，Ω内部的值不变．
上述问题转化为如下问题：
ｍｉｎτ‖Ｘ‖＊＋
１
２‖Ｘ‖
２
Ｆ
ｓ．ｔ．ＰΩ（Ｘ）＝ＰΩ（Ｍ
烅
烄
烆 ）
， （２）
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当τ足够大时，τ‖Ｘ‖＊＋
１
２‖Ｘ‖
２
Ｆ≈τ‖Ｘ‖＊，可知式（２）的解近似式（１）的解．式（２）的拉格朗日函
数为：
Ｌ（Ｘ，Ｙ）＝τ‖Ｘ‖＊＋
１
２‖Ｘ‖
２
Ｆ＋（Ｙ，ＰΩ（Ｍ－Ｘ））， （３）
其中，（Ｙ，ＰΩ（Ｍ－Ｘ））为内积．由最优化理论可知，该问题有强对偶性，因此有下面的结论：
如果（Ｘ＊，Ｙ＊）是拉格朗日函数的鞍点，那么（Ｘ＊，Ｙ＊）是原问题的对偶问题的最优解，也就是说下
面等式成立：
ｓｕｐ
Ｙ
ｉｎｆ
Ｘ
Ｌ（Ｘ，Ｙ）＝Ｌ（Ｘ＊，Ｙ＊）＝ｉｎｆ
Ｘ
ｓｕｐ
Ｙ
Ｌ（Ｘ，Ｙ）， （４）
其中，函数ｇ０（Ｙ）＝ｉｎｆ
Ｘ
Ｌ（Ｘ，Ｙ）为对偶函数，它是连续可微的，只需求解其鞍点即可．可以通过下述迭代
求鞍点：
Ｙ０＝０
Ｌ（Ｘｋ，Ｙｋ－１）＝ｍｉｎ
Ｘ
Ｌ（Ｘ，Ｙｋ－１）
Ｙｋ＝Ｙｋ－１＋δｋＰΩ（Ｍ－Ｘｋ
烅
烄
烆 ）
， （５）
其中，δｋ（ｋ≥１）是正的标量步长序列，最终的Ｘｋ 便是问题（２）的最优可行解．
定义（奇异值收缩算子）　对于每个τ≥０，奇异值收缩算子Ｄτ定义为
Ｄτ（Ｘ）＝ＵＤτ（Σ）ＶＴ，Ｄτ（Σ）＝ｄｉａｇ（σｉ－τ）＋， （６）
其中，ｔ＋表示取正部，即ｔ＋＝ｍａｘ（０，ｔ）．
定理２　对任一τ≥０以及Ｙ∈Ｒｎ１×ｎ２，奇异值收缩算子满足
Ｄτ（Ｙ）＝ａｒｇ　ｍｉｎ
Ｘ
１
２‖Ｘ－Ｙ‖
２
Ｆ＋τ‖Ｘ‖＊． （７）
进一步，对偶函数ｇ０（Ｙ）的方向导数为：
Ｙｇ０（Ｙ）＝ＹＬ（＾Ｘ，Ｙ）＝ＰΩ（Ｍ－＾Ｘ）， （８）
其中，＾Ｘ是拉格朗日函数Ｌ（Ｘ，Ｙ）取定Ｙ时的极小值点．
Ｙ有以下更新形式：
Ｙｋ＝Ｙｋ－１＋δｋＹｇ０（Ｙｋ－１）＝Ｙｋ－１＋δｋＰΩ（Ｍ－Ｘｋ）， （９）
再由
ａｒｇ　ｍｉｎ
Ｘ
τ‖Ｘ‖＊＋
１
２‖Ｘ‖
２
Ｆ＋〈Ｙ，ＰΩ（Ｍ－Ｘ）〉＝　
　ａｒｇ　ｍｉｎ
Ｘ
τ‖Ｘ‖＊＋
１
２‖Ｘ－ＰΩ
（Ｙ）‖２Ｆ＝Ｄτ（ＰΩ（Ｙｋ－１））， （１０）
若令Ｙ０＝０，则Ｙｋ＝ＰΩ（Ｙｋ－１）．
因此，求解迭代公式为
Ｘｋ＝Ｄτ（Ｙｋ－１）
Ｙｋ＝Ｙｋ－１＋δｋＰΩ（Ｍ－Ｘｋ烅
烄
烆 ）
． （１１）
从上面的过程可知，较大的阈值τ使得Ｘｋ 保持低秩性，初始化为零使Ｙｋ 始终保持稀疏性，这样使
得计算过程中的内存占用率大大降低，可以用于矩阵填充的计算．
ＳＶＴ算法本质上是利用上述迭代序列求解问题（２）的迭代算法，其算法如下：
１）设置参数τ＞０，δｋ∈（０，１），收敛精度ε＞０，最大迭代次数ｍａｘ　Ｉｔｅｒ；
２）初始化Ｙ０＝０，ｋ＝０；
３）计算Ｙｋ 的奇异值分解：Ｙｋ＝ＵＳＶ′；
４）更新Ｘｋ＝ＵＤτＶ′；
５）更新Ｙｋ＝Ｙｋ－１＋δｋＰΩ（Ｍ－Ｘｋ）；
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６）判断‖ＰΩ
（Ｍ－Ｘｋ）‖Ｆ
‖ＰΩ（Ｍ）‖Ｆ ＜ε
或ｋ＝ｍａｘ　Ｉｔｅｒ是否成立，若成立，转到７），否则令ｋ＝ｋ＋１，转到２）；
７）输出最优解Ｘｋ．
４　矩阵填充算法在第４轮学科评估的高校综合排名中的应用
本节大致思路是：首先，主要根据教育部第４轮学科评估的结果，先将对应的等级Ａ＋、Ａ、Ａ－等进
行数字量化，得到一个空缺分布合理的评估矩阵；然后，可以利用ＳＶＴ算法对该矩阵进行填充，填充之
后再根据填充结果计算每所高校的学科平均得分，进行降序排列得到参评高校综合排名；最后，对排名
结果进行比对分析．
４．１　数据来源及处理
我国高校排名版本目前也有不少，比如武书连版、校友会版等等，这些主要的排名机构都有不同的
侧重点，评价指标体系也不尽相同．另外，各高校的优势不同，参加排名时往往存在高校只在自己的优势
学科去竞争，而在劣势学科缺席的情况．对于缺席所缺失的数据，没办法直接赋予其平均值或者为０．所
以，如何将这些缺失数据根据现有数据进行填充以进行科学的评价变得十分有意义．
学科评估是教育部学位与研究生教育发展中心（简称学位中心）按照国务院学位委员会和教育部颁
布的《学位授予与人才培养学科目录》（简称学科目录）对全国具有博士或硕士学位授予权的一级学科开
展整体水平评估．学科评估是学位中心以第三方方式开展的非行政性、服务性评估项目，２００２年首次开
展，截至２０１７年完成了４轮．
第４轮学科评估于２０１６年４月启动，按照“自愿申请、免费参评”原则，采用“客观评价与主观评价
相结合”的方式进行．评估体系在前３轮的基础上进行诸多创新；评估数据以“公共数据和单位填报相结
合”的方式获取；２０１７年１２月２８日，教育部学位与研究生教育发展中心公布全国第４轮学科评估结
果．评估结果按照“精准计算、分档呈现”的原则，根据“学科整体水平得分”的位次百分位，将前７０％的
学科分为９档公布．前２％（或前２名）为 Ａ＋，２％～５％为 Ａ（不含２％，下同），５％～１０％为 Ａ－，
１０％～２０％为Ｂ＋，２０％～３０％为 Ｂ，３０％～４０％为 Ｂ－，４０％～５０％为 Ｃ＋，５０％～６０％为 Ｃ，
６０％～７０％为Ｃ－．第４轮评估于２０１６年在９５个一级学科范围内开展（不含军事学门类等１６个学
科），共有５１３个单位的７　４４９个学科参评，其中高校４９０所，本文只对４９０所高校进行填充排名．
基于教育部所给的学科评估，可以估算出各个院校的教学质量，从而可以对各院校进行排名．但是，
由于有些院校的学科未进入评估，形成的９５×４９０矩阵，数据还是有很多空缺．由于学科得分影响因素
有限，我们认为这个问题是矩阵填充问题，可以对空缺的数据进行填充后再进行排名．ＳＶＴ算法是一种
拉格朗日型的算法，它通过设置一个较大的奇异值阈值，然后不断迭代得到优化结果．
将各个院校视为矩阵的行元素，各个学科视为矩阵的列元素，各高校按学科得分排列成一个矩阵，
其中部分数据是缺失的．由于影响学科的因素有限，这里是一个低秩矩阵，可以用矩阵填充的算法对其
中未知元素进行填充，填充后再将各高校的总分相加，按照总分高低排序便可较为客观地得出高校排名
情况．
由于学科评估结果是以等级的形式公布的，需要先对等级进行数字量化．在这里，假设满分为１０
分，根据教育部的评估标准，选取获得Ａ＋的为９．９分，Ａ的为９．６５分，Ａ－的为９．２５分，Ｂ＋的为８．５
分，Ｂ的为８．２５分，Ｂ－的为８分，Ｃ＋的为７．５分，Ｃ的为７．２５分，Ｃ－的为７分，还有部分院校学科参
加评估了，但是并未公布，视其为Ｄ，并取其为６分．等级量化如表１所示．
根据表１，将第４轮学科评估结果整理成ｅｘｃｅｌ表格，没有数据的填入为零，得到填充前的高校学科
评分矩阵．
接着，使用Ｐｙｔｈｏｎ语言编写ＳＶＴ算法对其进行矩阵填充，计算出每所高校的平均学科得分，依次
进行高校排名．
·７１·
·建模探索· 矩阵填充方法及其在高校综合排名中的应用 ２０１８年６月
表１　等级量化表
分级 Ａ＋ Ａ　 Ａ－ Ｂ＋ Ｂ　 Ｂ－ Ｃ＋ Ｃ　 Ｃ－ 未进前７０％
百分位／％ 前２　 ３～５　 ５～１０　 １０～２０　 ２０～３０　 ３０～４０　 ４０～５０　 ５０～６０　 ６０～７０　 ７０～１００
赋值 ９．９０　 ９．６５　 ９．２５　 ８．５０　 ８．２５　 ８．００　 ７．５０　 ７．２５　 ７．００　 ６．００
４．２　算法的有效性验证
为了验证算法的有效性，在原始数据中手动随机选择一些数据作为采样点，将其数据改为０，再让
其进行填充后与原始数据对比，结果如表２所示．
表２　填充前后数据对比表
取样点 １　 ２　 ３　 ４　 ５　 ６
原始数据 ９．９０　 ９．６５　 ９．２５　 ８．５０　 ８．２５　 ８．００
填充数据 １０．１２　 ９．５５　 ８．３７　 ８．７４　 ７．７９　 ７．９５
相对误差／％ ２．２２　 １．０４　 ９．５３　 ２．８２　 ５．６８　 ０．６４
　　从表２可以看出，填充后数据和填充前数据的相对误差在１０％以内，因此ＳＶＴ算法在填充数据中
是可行的，结果具有较高的可信度．
由于数据比较多，无法全部显示计算结果，只列出前３０所院校的部分学科填充前和填充后的数据，
如表３和表４所示．
表３　前３０所院校填充前的部分数据表
学校名称 世界史 中医学 中国史 中国语言文学 中药学
北京大学 ９．９０　 ０　 ９．６５　 ９．９０　 ０
清华大学 ８．００　 ０　 ８．５０　 ８．５０　 ０
浙江大学 ８．２５　 ０　 ８．００　 ９．６５　 ０
中国科学技术大学 ０ ０ ０ ０ ０
武汉大学 ８．５０　 ０　 ８．５０　 ９．２５　 ０
南京大学 ８．５０　 ０　 ９．６５　 ９．６５　 ０
上海交通大学 ０　 ０　 ７．２５　 ８．００　 ０
复旦大学 ８．５０　 ０　 ９．９０　 ９．６５　 ０
天津大学 ０ ０ ０ ０ ０
华中科技大学 ０　 ０　 ０　 ８．００　 ０
四川大学 ８．２５　 ０　 ８．５０　 ９．６５　 ０
同济大学 ０　 ０　 ０　 ７．００　 ０
北京师范大学 ８．５０　 ０　 ９．９０　 ９．９０　 ０
中山大学 ８．００　 ０　 ９．２５　 ９．２５　 ０
南开大学 ９．２５　 ０　 ９．２５　 ９．２５　 ０
华东师范大学 ９．９０　 ０　 ８．５０　 ９．６５　 ０
厦门大学 ８．２５　 ７　 ８．５０　 ８．２５　 ０
山东大学 ７．５０　 ０　 ８．５０　 ９．６５　 ０
吉林大学 ８．２５　 ０　 ８．２５　 ８．５０　 ０
哈尔滨工业大学 ０ ０ ０ ０ ０
西安交通大学 ０ ０ ０ ０ ０
中国人民大学 ８．２５　 ０　 ９．２５　 ９．２５　 ０
大连理工大学 ０ ０ ０ ０ ０
北京航空航天大学 ０ ０ ０ ０ ０
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　续表３
学校名称 世界史 中医学 中国史 中国语言文学 中药学
东南大学 ０ ０ ０ ０ ０
中南大学 ０ ０ ０ ０ ０
华南理工大学 ０ ０ ０ ０ ０
西北大学 ８．５０　 ０　 ８．２５　 ８．２５　 ０
湖南大学 ０　 ０　 ８．００　 ７．２５　 ０
北京科技大学 ０ ０ ０ ０ ０
表４　前３０所院校填充后的部分数据表
学校名称 世界史 中医学 中国史 中国语言文学 中药学
北京大学 ９．９１２　０　 ７．３０５　３　 ９．６４０　２　 ９．８９９　３　 ７．２１２　６
清华大学 ７．９９６　４　 ６．４１５　５　 ８．５１３　６　 ８．４９６　１　 ７．１１８　０
浙江大学 ８．２５８　７　 ５．１３８　５　 ７．９９９　６　 ９．６５１　９　 ６．７６４　５
中国科学技术大学 ８．３４６　４　 ５．３５５　７　 ８．９６８　６　 ９．７７７　５　 ５．０３８　１
武汉大学 ８．４９２　９　 ６．５４３　６　 ８．４９１　５　 ９．２５３　０　 ６．３５６　９
南京大学 ８．４９８　２　 ５．０７３　５　 ９．６５８　８　 ９．６４４　４　 ５．２０５　９
上海交通大学 ７．１２９　５　 ６．３３９　１　 ７．２４８　０　 ８．０００　１　 ７．０５１　０
复旦大学 ８．４９６　１　 ７．２９６　０　 ９．８９１　４　 ９．６４４　０　 ７．０３５　７
天津大学 ７．８４９　４　 ４．４１１　２　 ７．９２４　６　 ７．７６６　１　 ５．２６５　３
华中科技大学 ８．０１９　８　 ５．３７５　７　 ８．６７８　０　 ７．９９３　４　 ６．３１０　２
四川大学 ８．２５４　０　 ７．７０６　５　 ８．５０１　１　 ９．６４２　１　 ８．３７９　６
同济大学 ７．３０４　３　 ４．３４４　４　 ７．４９５　５　 ７．００６　３　 ４．６２７　８
北京师范大学 ８．４９９　３　 ４．９２７　５　 ９．８９４　３　 ９．８９８　６　 ５．５９８　７
中山大学 ７．９８５　８　 ７．１６７　０　 ９．２３０　７　 ９．２５２　０　 ７．９０３　１
南开大学 ９．２４３　８　 ６．１０７　５　 ９．２６９　０　 ９．２４２　４　 ６．０７３　９
华东师范大学 ９．８９８　７　 ５．４９８　８　 ８．５００　７　 ９．６５５　２　 ５．８１７　８
厦门大学 ８．２４１　５　 ７．０１０　１　 ８．５１２　２　 ８．２４１　５　 ６．６６４　２
山东大学 ７．４９７　４　 ６．８３９　４　 ８．４９７　０　 ９．６５５　９　 ６．９３７　９
吉林大学 ８．２４９　８　 ６．５３２　０　 ８．２４７　６　 ８．４９４　９　 ６．５７８　２
哈尔滨工业大学 ７．８３１　５　 ２．９４１　６　 ７．３２８　８　 ７．５５７　０　 ４．３７４　９
西安交通大学 ６．６３０　７　 ５．８８１　８　 ７．８０５　５　 ７．８５６　５３　 ６．６５１　８
中国人民大学 ８．２４５　１　 ６．７７１　３　 ９．２４９　０　 ９．２５７　５　 ７．７１２　２
大连理工大学 ７．４１２　０　 ５．２５１　０　 ７．４５４　０　 ７．６０２　８　 ６．０７５　６
北京航空航天大学 ７．２７４　２　 ３．１２７　８　 ６．８３６　２　 ７．５２２　４　 ４．８８０　５
东南大学 ６．４１４　５　 ２．９７９　２　 ７．０４８　６　 ６．９２９　３　 ３．９９１　０
中南大学 ７．２０５　１　 ６．５３２　８　 ７．１３８　９　 ７．６０４　３　 ６．２７５　３
华南理工大学 ６．９３１　４　 ３．６１１　６　 ７．２５５　２　 ７．４０１　８　 ４．８５８　３
西北大学 ８．４８９　１　 ５．９３０　９　 ８．２５１　７　 ８．２７１　０　 ５．８８０　０
湖南大学 ７．３１９　７　 ３．９１３　２　 ７．９８９　３　 ７．２７８　３　 ４．７２９　０
北京科技大学 ６．８８６　２　 ４．３５１　６　 ６．７４８　０　 ８．１５０　８　 ４．８４４　１
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表５是通过Ｐｙｔｈｏｎ运行的院校排名结果，仅列出前３０所院校．
表５　前３０所院校排名表
学校名称 得分 排名 学校名称 得分 排名
北京大学 ８．７５６　０　 １ 华东师范大学 ７．７１６　２　 １６
清华大学 ８．７５３　０　 ２ 厦门大学 ７．６８２　５　 １７
浙江大学 ８．６７６　０　 ３ 山东大学 ７．６５６　０　 １８
中国科学技术大学 ８．４２１　０　 ４ 吉林大学 ７．６３９　０　 １９
武汉大学 ８．３２１　７　 ５ 哈尔滨工业大学 ７．６３８　６　 ２０
南京大学 ８．２９２　７　 ６ 西安交通大学 ７．６２８　３　 ２１
上海交通大学 ８．２８７　８　 ７ 中国人民大学 ７．６０３　９　 ２２
复旦大学 ８．０７７　０　 ８ 大连理工大学 ７．５８７　５　 ２３
天津大学 ８．０２７　３　 ９ 北京航空航天大学 ７．５８７　０　 ２４
华中科技大学 ７．９７０　０　 １０ 东南大学 ７．５２０　０　 ２５
四川大学 ７．９１３　０　 １１ 中南大学 ７．４９５　８　 ２６
同济大学 ７．８９３　１　 １２ 华南理工大学 ７．４５１　０　 ２７
北京师范大学 ７．８４２　８　 １３ 西北大学 ７．４３９　８　 ２８
中山大学 ７．７７６　０　 １４ 湖南大学 ７．３４６　２　 ２９
南开大学 ７．７４３　６　 １５ 北京科技大学 ７．２８８　６　 ３０
　　另外，根据填充的得分可知，填充得分最高的学科为该高校未来可优先设置的一级学科，见表６．将
所有评估院校排名与校友会排名和武书连排名进行比较，部分数据如表７所示．
表６　高校未来可优先设置的一级学科表
学校名称 推荐的一级学科名称 得分 学校名称 推荐的一级学科名称 得分
北京大学 体育学 １０．１１２　８ 华东师范大学 音乐与舞蹈学 ８．８４２　９
清华大学 基础医学 １０．１８４　７ 厦门大学 食品科学与工程 ９．０５５　２
浙江大学 美术学 １０．２４７　９ 山东大学 教育学 ８．９３９　５
中国科学技术大学 教育学 １０．６２９　７ 吉林大学 民族学 ９．０８６　８
武汉大学 地质资源与地质工程 ９．９２０　７ 哈尔滨工业大学 轻工技术与工程 ９．０２０　３
南京大学 民族学 １０．０９８　４ 西安交通大学 船舶与海洋工程 ８．５７０　３
上海交通大学 应用经济学 ９．４４０　６ 中国人民大学 民族学 ９．２７０　７
复旦大学 民族学 ９．３９５　０ 大连理工大学 马克思主义理论 ８．５６０　０
天津大学 轻工技术与工程 ９．１８４　５ 北京航空航天大学 统计学 ９．２１７　９
华中科技大学 仪器科学与技术 ９．２１１　５ 东南大学 轻工技术与工程 ９．０１３　５
四川大学 地理学 ８．７６４　８ 中南大学 软件工程 ８．６８１　６
同济大学 轻工技术与工程 ９．１６２　９ 华南理工大学 仪器科学与技术 ９．２４４　９
北京师范大学 光学工程 ８．７２８　２ 西北大学 民族学 ９．０１２　０
中山大学 食品科学与工程 ８．７２５　２ 湖南大学 美术学 ８．３９９　３
南开大学 教育学 ９．００５　９ 北京科技大学 民族学 ８．６４１　７
　　由表７的对比结果可知，ＳＶＴ算法排名情况与实际情况基本吻合，因此认为ＳＶＴ算法在高校排名
中是基本可行的．
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表７　院校评估排名与校友会排名和武书连排名比较表
学校名称 学科平均得分 矩阵填充排名 校友会排名 武书连排名
北京大学 ８．７５５　９　 １　 １　 ２
清华大学 ８．７５３　０　 ２　 ２　 １
浙江大学 ８．６７５　９　 ３　 ３　 ３
中国科学技术大学 ８．４２１　０　 ４　 １６　 １５
武汉大学 ８．３２１　７　 ５　 ７　 ７
南京大学 ８．２９２　７　 ６　 ８　 ６
上海交通大学 ８．２８７　８　 ７　 ６　 ４
复旦大学 ８．０７７　０　 ８　 ４　 ５
天津大学 ８．０２７　３　 ９　 １３　 ２０
华中科技大学 ７．９７０　０　 １０　 １１　 ９
四川大学 ７．９１３　０　 １１　 １２　 ８
同济大学 ７．８９３　１　 １２　 ２３　 １９
北京师范大学 ７．８４２　８　 １３　 １９　 ２２
中山大学 ７．７７６　０　 １４　 ９　 １１
南开大学 ７．７４３　６　 １５　 １４　 １８
华东师范大学 ７．７１６　２　 １６　 ２８　 ３１
厦门大学 ７．６８２　５　 １７　 ２１　 ２５
山东大学 ７．６５６　０　 １８　 ２０　 １２
吉林大学 ７．６３９　０　 １９　 １０　 １０
哈尔滨工业大学 ７．６３８　６　 ２０　 １８　 １３
西安交通大学 ７．６２８　３　 ２１　 １４　 １６
中国人民大学 ７．６０３　９　 ２２　 ５　 ２１
大连理工大学 ７．５８７　５　 ２３　 ２５　 ２７
北京航空航天大学 ７．５８７　０　 ２４　 ２４　 ２４
东南大学 ７．５２０　０　 ２５　 ２２　 １４
中南大学 ７．４９５　８　 ２６　 １７　 １７
华南理工大学 ７．４５１　０　 ２７　 ２６　 ２３
５　总结
高校排名问题始终备受大家关注，对于高考的学生来说极其关键，会对其选择志愿产生极其重大的
影响．许多学者和研究机构都积极地研究高校排名问题，但至今没有统一的标准，以上海交通大学世界
大学排名、中国校友会网和武书连为代表的中国高校排名在中国颇有影响力．它们都是设置了３级指标
并赋予权重，通过综合评价和归一化，最终给出高校排名结果．我们希望通过更加客观的因素去对高校
进行排名．由于有些学校只有部分学科参评，根本没有设置所有学科，通过矩阵填充将空缺的学科填充
后，可以得到各学校的总分，然后将参评院校的填充排名与中国校友会网排名和武书连排名对比，总体
来说，相差并不大，基本符合实际．本文的特色在于，当已知各高校第４轮学科评估结果后，如何得出各
高校的综合排名，同时对院校最需要设置的学科进行了推荐，也有助于高校进行学科优化布局．
矩阵填充是利用少量信息，根据相互关系进行数据填充恢复，在压缩感知中也是类似的原理．压缩
感知理论是一个充分利用信号稀疏性或可压缩性的全新信号采集和编解码理论［８］．由理论可知，当信号
具有稀疏性或可压缩性的特性时，根据一点点信息，就可以将它们近似地恢复出来．压缩感知理论的信
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号编解码框架和一般的框架是不一样的．压缩感知理论中，信号的采样和压缩编码同步发生，根据信号
的稀疏特性，以一个非常快的速率进行编码与测量．假定信号用ｘ∈ＲＮ 表示，由与信号相关的理论可以
知道，ｘ可以用一组基Ψ 的线性组合表示，则有
ｘ＝∑
Ｎ
ｉ＝１
αｉｉ ＝Ψα． （１２）
如果式（１２）中向量α只有ｋ个分量是非零值，或者α的分量经排序后指数级衰减并趋于零，则信号
ｘ是ｋ稀疏的．测量时，选取一个测量矩阵Φ∈Ｒｍ×Ｎ（ｍ≤Ｎ）对信号进行测量，得到一个观测向量
ｙ∈Ｒｍ×１，则有
ｙ＝Φｘ＝ΦΨα＝Θα． （１３）
在实际测量中，无法通过ｍ个测量值求解出信号ｘ，由于α是ｋ稀疏的，那么利用稀疏分解算法，就
可以通过解方程（１３）得到α，然后再由式（１２）解出ｘ．
一般情况下，通过极小化Ｌ０ 范数进行求解，即α＾＝ａｒｇ　ｍｉｎ‖α‖０，ｓ．ｔ．Θα＝ｙ．这个问题实际上是
一个ＮＰ－ｈａｒｄ问题．Ｃａｎｄｅｓ等［７］证明了，在一定条件下，可以通过求解Ｌ１ 范数得到与前面相同的解，即
α＾＝ａｒｇ　ｍｉｎ‖α‖１，ｓ．ｔ．Θα＝ｙ．
由于信号ｘ是ｋ稀疏的，Ｃａｎｄｅｓ等人证明了，只要满足ＲＩＰ规则，即对于任意ｓ稀疏的信号ｚ，存在
常数δｓ∈（０，１），矩阵Θ满足（１－δｓ）‖ｚ‖２２≤‖Θｚ‖２２≤（１＋δｓ）‖ｚ‖２２，则通过求解Ｌ１ 范数，能够以很
大的概率恢复原来的信号．这样就实现了少量信息恢复数据的效果．
关于压缩感知的详细知识与应用，将在后续论文中介绍．
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作者简介
程晓军（１９９２－），男，在读硕士，研究方向为大数据分析与建模．
江艺榕（１９９３－），男，在读硕士，研究方向为大数据分析与建模．
谭　忠（１９６４－），男，厦门大学科技处处长，数字福建大数据基础技术厦门研究院主持人，数学科学
学院教授、博导，福建省“闽江学者”特聘教授，国家自然科学基金重点项目主持人，全国百篇优博论文指
导教师，国务院政府特别津贴专家．长期主讲数学基础课程，２００３年以来担任数学建模竞赛总教练，成
绩优异，曾两次获得“高教社杯”，主持国家精品在线课程《数学建模》．发表学术论文１９０多篇，在德国出
版专著１部．曾获福建省优秀教学成果一等奖和福建省优秀学术论文一等奖，曾获福建省教学名师奖、
宝钢优秀教师奖和卢嘉锡优秀导师奖．研究领域：偏微分方程及其应用、随机微分方程及其应用、数据分
析与建模等．
·５３·
