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The	 resilient,	 ancient,	 and	 fine-tuned	 DNA	 (deoxyribonucleic	 acid)	 has	 inspired	 many	
researchers	 to	harness	 its	power	 for	material	purposes.	 In	 this	work,	we	use	synthesized	DNA	
strands	 to	 compute	 the	 solution	 to	 an	 instance	 of	 edge-matching	 puzzles	 (EMP),	 where	 the	




the	 position	 and	 orientation	 of	 each	 tile	 on	 the	 solution	 board.	 Our	 approach	 has	 been	 to	
represent	a	tile	as	the	union	of	two	half-tiles.		This	conceptual	representation	allows	for	the	use	
of	 a	 supremely	powerful	 heuristic:	 polymerase	 chain	 reaction	 (PCR),	which	 can	be	 inserted	at	
any	 step	 of	 the	 protocol	 to	 selectively	 amplify	 certain	 strands	 to	 exponential	 quantities.	 Our	
abstract	 formalization	 of	 half-tiles	 and	 the	 DNA	 protocol	 we	 use	 to	 manipulate	 them	 have	
relevance	 in	 three	ways.	 First,	 by	 solving	 an	 instance	 of	 the	 (NP-Complete)	 EMP	 problem	we	
make	 precise	 characterizations	 of	 the	 processing	 power	 of	 DNA	 Computing.	 Second,	 the	 2-
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Figure 1.1: The DNA double‐helix. A  strand of DNA  is made up of  series of  four compounds  (Adenine, 
Thymine,  Cytosine,  Guanine,  or  A,  T,  C,  G  for  short)  connected  together  with  a  sugar‐phosphate 






















is  no  surprise  that  such  a marvellous molecule  has  enticed  researchers  to  use  it  for  various 
material purposes.  It  should also not come as a  surprise  that DNA has proven  to be a heavy‐
weight  contender  for  emerging  molecular  paradigms  of  computing  and  nanotechnological 
material  fabrication.  In DNA Computing, DNA strands’ base‐composition and the chemical and 
enzymatic  reactions  that  govern  their  interactions  are  given  new  semantic  meanings  that 
represent real‐world pieces of information –whatever we may desire that to be. 
Three obvious questions arise: what exactly is DNA Computing? How would we use it to 









world  objects/relations.  DNA  strands  have  come  to  represent,  say,  nodes/edges  in  a  graph, 














When two strands ܺ and ܻ are  ligated  into one continuous strand ܼ, we can  interpret 
the existence of ܼ as “there exists a relation between ܺ and ܻ”. The relation (or rule) is itself a 
strand that is Watson‐Crick complementary to ܺ in part and to ܻ in another. Figure 1.2a depicts 
a  schematic  illustration  of  an  example  in  which  two  real‐world  concepts,  “Toronto”  and 
“Montreal”,  were  represented  with  random  16‐base‐pair  (bp)  single‐stranded  DNA  (ssDNA) 
oligonucleotides (or strands). A third 16‐bp sequence, which is Watson‐Crick complementary to 














































(“connected‐by‐highway”) with 16‐bp  sequence each,  the  latter being partially WC‐complementary  to 
the  former  two.  b)  The  three  fundamental  operations  of DNA  Computing.  The WC‐complementarity 
brings two strands together, with a “nick” at their meeting point (indicated by an arrow) which is sealed 





Figure 1.2b  illustrates  the  three  fundamental operations of DNA Computing. The  two 
strands, “Montreal”  (blue) and “Toronto”  (green) are brought  together by  the “connected‐by‐
highway”  (red)  strand by  virtue of hybridization  according  to Watson‐Crick  complementarity. 
The post‐hybridization  gap  (arrow  in  Figure  1.1b)  at  the meeting point of  the  two  strands  is 
called a DNA “nick” which  is subsequently sealed by  the  ligation process  (by adding a missing 
phosphodiester bond), effectively concatenating the two into one continuous strand.  
 






replication  produces  perfect  double‐stranded  DNA  (notice  the  black  regions  in  the 
complementary strand, see 1.3.3 for details). There are other lab techniques that are involved in 





In  a  seminal  paper  in  1994,  Adleman  [4]  demonstrated  a  DNA‐based  solution  to  an 
instance of the Hamiltonian path problem: given a set of cities and routes between them, find a 
path –if  it exists–  that starts  in city A and ends  in city B while  in  the process visiting all other 
cities  exactly  once  [24].  Using  mainly  DNA  encoding  and  operations  depicted  in  Figure  1.2 
above4, the solution to the problem resulted at the end as a long DNA sequence.  
 
This  generated  considerable  interest  and  inspired  a  wide  range  of  new  research 
proposing  [31][9][13][40][6][8]  and  implementing  [45][46][14]  DNA‐based  solutions  to  other 





Three  aspects  of  the  emerging  field  of DNA  Computing  are  relevant  to  our work  on 
EMPs: DNA‐based solution to NP‐Complete problems, Turing‐universal computations through 2‐
dimensional  DNA  self‐assembly,  and  DNA  models  for  nanotechnological  fabrication.  In  what 
follows  we  expand  further  on  research  progress  in  these  three  aspects  of  DNA  Computing.  
 
                                                            









No known algorithm  can  solve all  instances of NP‐Complete problems efficiently  [24], 
and  whether  there  will  ever  be  such  an  algorithm  remains  one  of  the  foremost  quest  of 
computer  science  and  mathematics  today  [21].  Problems  in  this  class  are  polynomial‐time 
reducible to each other [17][24], and so to solve one efficiently is to so solve them all. However, 
no matter  how  hard  computer  scientists  attempt  to  find  fast  algorithms  for  such  problems, 
those algorithms would at least in worst case instances always require exponential amount of 
computational  resources as  the problem  size grows  larger. For better or worse,  the  fact  that 
Adleman  demonstrated  a  DNA  solution  to  an  instance  of  an  NP‐Complete  problem  –the 
Hamiltonian path problem– accounted  for  the  initial excitement  [9] and  the  surging  research 
into  the  field.  DNA‐Based  solutions  to  small  instances  of  the  notorious  SAT  problem  were 
demonstrated in [45][46][14].  
 
The  excitement  brought  new  and  interesting  ideas  around molecular  computation  in 
general  [9][11][63],  but  it  also  gave  a  misleading  impression  that  a  magic  remedy  for  the 
frustratingly elusive NP‐Complete problems might be on the horizon. Some have suggested that 






One of  the  earliest questions  that  arose  in DNA Computing was whether DNA‐based 
Turing‐universal  computational models  are  feasible. Winfree  [63]  articulated  Turing‐universal 
computation using DNA Wang  tiles  (assembled by virtue of  flexible DNA  structures known as 





Wang  tiles are exactly  the  same  tiles  in edge‐matching puzzles  (EMP): edge‐attributed  square 
plates.  In 1963, Wang proved that a set of tiles can  in fact simulate the execution of universal 
Turing  machines  [59]  and  his  work  was  the  theoretical  foundation  for  Winfree’s.  The 
fundamental  challenge  for  such  a  model  is  that  the  task  of  finding  tile  sets  is  itself 
computationally hard [62]. 
Another  interesting  and more  recent demonstration was done by  Su  et.  al.  [56] who 
proposed  a  DNA  implementation  of  the  NOR  logical  operation  which  can  be  the  universal 
primitive for a molecular computer (all other Boolean logic gates can be built from it [36]). The 





Investigations  into  the  potential  of  DNA  structures  that  could  be  used  for 
nanotechnological purposes have been pioneered by N. Seeman, who showed as early as 1982 
the  flexibility  of  DNA  structures  that  could  serve  as  basic  units  in  the  fabrication  of 
nanostructures  [49].  The  DNA  double‐crossover  (DX)  assemblies,  which  manifest  in  various 
conformations [47] and were initially inspired by naturally occurring Holliday junctions [26][32], 
have  been  the  basis  for  many  demonstrated  2‐dimensional  DNA  nanotechnological 
constructions [61][34][42][37] (see Figure 1.3).  
Wang tiles and the well‐established mathematical theory of tiling (see Chapter 2) were 
also used as a  theoretical model  for creating  sets of DNA DX units  (which,  through  their  four 
“sticky ends” translate the four edges of a tile), and the growth of these molecular tiles would of 
course follow the rules of edge‐matching of Wang tiles and thus a specified shape would result 



























5 Of  course  the exact  resources  for  a  specific  instance of  the puzzle would  also depend on  the  colour 










them on  the 3x3  grid  such  that  all  abutting  edges match  in  colour  –no  constraints on  the boundary 
edges. b)  The  solution  to  the  set.  In  the process of  solving  the puzzle,  tiles may be  rotated but not 
reflected (flipped).  
 
Furthermore,  these  tiles  (and  tiling  in  general)  are  also  of  important  and  intriguing 
mathematical  relevance  (see 2.1.3.1), and as  such,  their DNA  representation has been at  the 
centre of  investigations  into  the 2‐dimensional DNA  self‐assembly  for both molecular Turing‐
complete models and directed nanotechnological constructions (see 1.2.2 and 1.2.3 above).  In 
what  follows  we  discuss  –in  general  terms–  our  approach  to  a  DNA‐based  solution  to  such 
puzzles:  how  a  tile  is  encoded  with  DNA  strands;  how  various  operations 








union of  two half‐tiles along  the diagonal, and given  that  there are  two diagonals  in a square 
tile,  then  clearly  there  are  two  possible  pairs  of  half‐tiles  (Figure  1.5a).  As  will  be  laid  out 
formally and in details in Chapter 3, and after defining a tiling grid in Cartesian space in Chapter 
 3 2 1















2,  these  pairs  can  reproduce  the  tile  on  the  two  dimensional  tiling  grid  in  one  of  the  four 
orientations  (3.2.1).  In addition to the two strands representing the pair of half‐tiles, two DNA 
“bridging” strands are used to bring the half‐tiles together and so the full tile translates into as a 


















result from dissecting the tile along the diagonals. b) Strands  involved  in encoding one pair (up  in (a)) of 
half‐tiles. Each half‐tile is encoded as a strand, and the two half‐tiles are brought together by a pair of DNA 
“bridging”  strands  (red)  to  reproduce  the  mother  tile;  schematic  depiction  (up)  and  example  strands 
(down). The bridging strands are unique per pair per tile (see 3.2.1 on colour‐sign compound attributes). A 
bridging strand hybridizes to one half‐tile then crosses over and hybridizes to the other half‐tile in opposite 








In 1.1 we  showed how  a  single hybridization/ligation  step  can  result  in  a meaningful 



























defined  solution)  will  be  laid  out  formally  and  in  details  in  Chapter  2  and  3  (see  3.2.2  in 
particular). But the  important aspect to emphasize at this point  is the notion of a pool of half‐
tiles  that are  “let  loose”  (absent  the bridging  strands) and allowed  to align  (or  “staple”) with 














in  the  context  of  EMPs.  (a)  The 
alignment  of  two  tiles  as  a  unit 
action  in  the  process  of  solving  an 
EMP.  b)  The  same  action 
conceptually  perceived  as  the 
alignment  of  the  two  relevant  half‐
tiles. c) The alignment (“stapling”) of 
two half‐tiles by a stapler strand  (or 
the  edge‐matching  “rule”)  through 
strand  complementarity.  Ligation 







of  Wang  tiles  in  DNA  models  for  Turing‐universal  computation  or  nanotechnological 








constructions).  It  means  that,  before  we  bridge  pairs  of  half‐tiles  –that  have  now  together 








“grey primers”  to exponentially amplify  the molarity of  these  lanes. Figure 1.7  is a  schematic 
depiction of how the PCR carries on.   
 
 The  idea  of  molarity  as  the  computational  resource  in  DNA  Computing  was  briefly 
touched  upon  in  1.2.1  and  will  be  investigated  in  details  in  4.2  and  4.3.  PCR  increases  the 
molarity of certain strands (ruled by what primers we add to the reaction), and can therefore be 
viewed as a DNA computational heuristic  (it  favours certain strands against others  in  the mix) 
and also as a processing power (larger search space can exhaustively be searched the larger the 













valid  lanes are of odd  lengths 1, 3, 5 … ݊ െ 1 half‐tiles, where ݊ is  the size of  the puzzle  (see 
Figure 3.3  for a hint on what  lanes would  look  like on  the  tiling grid). We know  the  length of 
each  half‐tile  strand  and  so  we  know  the  length  of  a  lane  comprised  of  ݔ half‐tiles.  Gel 








Figure  1.7  Polymerase  Chain  Reaction:  A  dsDNA  strand  can  selectively  be  amplified  to  exponentially 
many  copies.  Forward  and  reverse  primers  (short  sequences  of  ssDNA  WC‐complementary  to  the 






agarose or polyacrylamide gel and electrical  field  is applied, making DNA  (which  is negatively 
charged) migrate  towards  the positive anode. Because  the  speed at which a DNA  strand  can 
“zigzag” its way through the gel material is inversely proportional to the logarithm of its length 
[58],  DNA strands with different bp lengths migrate at different speeds and are thus separated 
on  the  gel  (see  Figure  1.8).  The  gel  is  stained  with  DNA‐binding  fluorescent  material  (e.g. 
ethidium bromide) which shines up under ultraviolet light, enabling us to see the various bands 
and  deduct  their  lengths  by  comparison  to  a  DNA  ladder  with  known  band  resolution 
(commercially available, left in Figure 1.8). Bands of interests can be excised (literally) from the 




Figure  1.8 Gel  electrophoresis:  The  lengths 
of  DNA  products  loaded  in  well  2  can  be 
identified by cross comparison with bands in 
well  1,  which  contains  products  from 
commercially available DNA “ladder”.  In this 
example  (taken  from  a  trial  experiment  in 
our  lab)  the upper band  in W2  (at ~210 bp 
length)  was  the  desired  product.  It  can  be 
excised  and  purified  (see  Chapter  4  for 
further  details),  while  the  lower  band  is 
discarded. Notice that the products of these 




Since  the  original  mixing  of  half‐tile  and  stapler  strands  results  in  random  and 






























































































































































































































resources  that  increase  exponentially  as problem  sizes  increase  linearly.  In  a  small note  that 
didn’t get the attention  it deserved at the time, Hartmanis [25] elegantly showed  in 1995 how 
an HPP of a 200‐city tour solved using Adleman’s method would require an amount of DNA that 
is more  the weight of  the Earth. Our analysis of upper‐bound  requirements  in Chapter 4 also 







problems;  it  is  efficient  algorithms we  are missing,  and whether  those will  ever  be  found  is 













the  inherent  intractability  of  NP‐Complete  problems  in  a  new  computational  medium. 
Furthermore, the computational potential of DNA need not be judged by whether it can surpass 
silicon‐based computing, but rather by how  it can supplement  it: a DNA molecular computer  is 




making precise  assessments  about  the  computation power of hybridization/ligation  and PCR, 
and to say a statement with clarity about “how much” can practically be computed.  
The  half‐tile  model  in  our  discussion  can  also  be  viewed  as  PCR‐enabled  Turing‐





Moreover,  just  as  Wang  tiles  were  used  as  definitional  units  of  2‐dimensional  DNA 




























contiguous  edges  of  neighbouring  tiles  have  matching  attributes.  The  attributes  assigned  to 









(a)  are  successfully  arranged  on  the  grid  with  all 
abutting edges matching in colour. Notice that every 
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attention here on one  variant of EMPs  in which  the pieces are  ݊  square  tiles where  there  is 
exactly one copy of each tile and all must appear in the solution. Figure 2.1a shows an example 
of  an  EMP  set  of  16  tiles  with  colour‐attributed  edges.  The  tiles  are  assigned  IDs  as  serial 
numbers from 1 to ݊ and serve as a reference only. 
The puzzle board is a finite square grid whose unit area is one square tile (Figure 2.1b), 
and as  such has an area of  √݊ ൈ √݊ units, where  ݊ is  the  total number of  tiles  in  the puzzle 
and√݊ א Գ. The tiles can be rotated in the course of attempting to solve the puzzle but can not 
be  reflected  (i.e.  a  tile  can  appear  in  whatever  orientation,  see  Figure  2.1c).  Unlike  jigsaw 
puzzles, the final arrangement of tiles  in a solved EMPs of this type do not necessarily reveal a 
grand  image  on  the  grid,  and  so  in  the  course  of  solving  the  puzzle,  there  is  no  hint  as  to 
whether a successfully placed tile in a partially‐tiled grid is in the correct position ultimately.  






solution grid  [23], and 2) whether edges have,  in addition  to colour, a sign such  that abutting 
edges must match in both colour and sign. In unsigned‐unbounded EMPS, there is no designated 

















identified  from  a  puzzle  set  as  those  having  one  edge  (two  edges)  that must  appear  on  the 
boundary  (corner) of  the solution  to  the puzzle. Since  there are exactly 4√݊ boundary edges, 
the  colour assigned  for boundary edges  (e.g.  grey)  in an  ݊ ൈ ݊‐BEMP  set occurs exactly  4√݊ 
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unique attribute  that  is the colour‐sign combination. For example,  in Figure 2.3b, green edges 
with  (‐) sign can be  treated as one set of edges whose attribute  is  (‐green) while green edges 
with  (+)  sign  are  treated  as one  set of  edges whose  attribute  is  (+green).  Thus  if  ܧଵ  ܧଶ   are 
signed and unsigned EMPs, respectively, with edge colours of both drawn from a set of colours 
ܵ,  then  the  attribute  set  is  ܵ  and  ܵ ൈ ሼ൅, െሽ  for  ܧଵ  and  ܧଵ,  respectively.  Therefore,  from  a 
solution approach perspective, unsigned and signed EMPs can be treated the same, as the latter 
differs by just having a larger attribute set.  
In  the  case  of  bounded  vs.  unbounded  EMPs,  however,  the  boundary  constraint 
presents a significant contrast between the two types and the solution approach to both would 
differ  in fundamental strategies. For example, any solution approach to a bounded EMP would 



























board other  than  the  boundary.  Such  a heuristic  cannot be used, however, with  unbounded 
EMPs  since  there  is  no  hint  as  to  what  edges  should  ultimately  appear  on  the  boundary.  





subject of  a  different  kind of mathematical  inquiry, under  a  class of problems  known  as  the 
Domino  Problems,  first  discussed  by  logician  Hao  Wang  in  1961  [60].  A  finite  set  ܶ ൌ
ሼݐଵ, ݐଶ, . . , ݐ௜ሽ where  ݐ௞ ୀ ሼܿ௡, ܿ௪, ܿ௦, ܿ௘ሽ, 1 ൑ ݇ ൑ ݅,   is  an oriented  square  tile whose northern, 
western, southern and eastern edges are attributed, respectively, with colours ܿ௡, ܿ௪, ܿ௦, ܿ௘ א ܥ, 
where ܥ    is a  finite set of colours. Assuming  there are available  infinite copies of each tile  (or 








Wang  [60]  conjectured  that  if  ܶ  can  tile  the  infinite  plane  in  the  manner  described 










If Wang’s  conjecture were  true,  then  there would  exist  an  algorithm  for  solving  any 





















(which  he  reduced  to  104  tiles  shortly  after)  can  provably  tile  the  infinite  plane  but  only 





Figure  2.4:  Wang’s  original 
periodic  tile  set.  a)  The  three 
tiles  used  by Wang  [60] when 
he  conjectured  that  a  set  of 
tiles  can  tile  the  plane  only 
periodically.  Tiles  have 
orientation  (north  being  the 
top of the page) and cannot be 
rotated  or  reflected.    b)  A  (3, 
3)‐periodic  rectangle 
comprised  of  copies  from  the 
set  in  (a).  Note  that  abutting 
edges  in  the  rectangle  all 
match,  and  that  edges  on  the 
top  (right) match  those on  the 
bottom  (left).  c)    Tiling  of  the 
infinite  plane by  copies  of  the 
(3,  3)‐periodic  rectangle  from 
(b).  Note  that  the  tiling  is 
carried out by translation only, 
no  rotation  of  reflection  is 
allowed,  whether  of  tiles  in 
constructing  the  periodic 
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Interestingly, even smaller sets of aperiodic Wang  tiles have since been discovered.   Kari  [29] 
and Culik  [19]  (Figure 2.5) demonstrated aperiodic  sets of 13 and 14 Wang  tiles,  respectively.  
 
 
Figure  2.5:  Culik’s  aperiodic  tile  set.  Since 
Berger’s  proof  of  the  undecidability  of  the 
domino problem and his demonstration of a set 
of over 20,000  tiles  that  can  cover  the  infinite 
plane  only  aperiodically,  smaller  aperiodic  sets 
of Wang tiles have since then been discovered, 






simulate  the  execution  history  of  any  Turing  machine.  Further,  he  showed  that  the  halting 
problem  is  reducible  to  the  origin‐constrained  domino  problem.  It  is  based  on  Wang’s 
investigation  that  the  idea  of  Turing‐complete  computations  using  self‐assemblies  of  DNA 
molecular  tiles  was  used  by  Winfree  to  demonstrate  a  Turing‐complete  model  of  DNA 
Computing [63]. The fundamental challenge for such model is that the task of finding tile sets is 
itself  computationally  hard  [62],  and  so  the  model  remains  far  from  practical  realization. 
However, the mere computational approach to DNA 2‐dimensional self‐assembly has provided 
rigorous  framework  for other avenues  such as DNA 2‐dimensional  construction of nano‐scale 
lattices and shapes [61].  


































































solved √݊ ൈ √݊ െBEMP can obviously tile the infinite plane, since its top, bottom, left and right 
boundaries have the same colour ܿ and so any two copies can be adjoined top to bottom or left 
to right. However, a BEMP problem is technically not a domino problem. Firstly, while reflection 
of  tiles  is prohibited  in both BEMP  and  the domino problem,  rotation  is however  allowed  in 
BEMPs.  Secondly, BEMPs have a  finite multi‐set of Wang  tiles  that  can  contain duplicates.  In 
contrast, a domino problem has a  finite set of unique Wang  tiles but with presumably  infinite 
copies  of  each  tile  available. While  the  domino  problem  is  provably  undecidable,  the  BEMP 
problem is obviously decidable since the target tiling is not the infinite plane but rather a finite 
area,  and  as  such  a  BEMP  problem  is  decidable;  one  can  simply  attempt  all  possible 
permutations of tiles within that finite area.  
2.1.3.2 Edge‐Matching Puzzles are NP‐Complete 




















݌ሺ݊ሻ is some polynomial on input size ݊ (e.g. ݌ሺ݊ሻ ൌ ݊ଶ ൅ 2݊ ൅ 1ሻ.   
The two concepts of non‐determinism and polynomial‐time verifiability together define 
the  complexity  class  NP  (non‐deterministic  polynomial‐time),  one  of  the  most  fundamental 
classes  in complexity theory. Note that polynomial‐time verifiability does not necessarily  imply 
polynomial‐time  solvability  [24].  Hence,  it  may  take  a  non‐deterministic  algorithm  an 

















Bounded  Edge‐Matching  Puzzles  will  henceforth  be  the  focus  of  our  discussion.  We 
begin  in  this  section  by  providing  formal  definitions  and  precise  characterizations  of  BEMPs. 






and  rigorous  reasoning,  not  only  about  the  objects  themselves,  but  also  about  their  inter‐











 irreflexive:    ׊ݔ א ܵ, ሺݔ, ݔሻ ב ܴ, and  










 asymmetric:  ׊ݔ, ݕ א ܵ, ሺݔ, ݕሻ ֜ ሺݕ, ݔሻ ב ܴ  
We say that ܴ is a total order on ܵ.  
And  so  binary  relations  of  certain  properties  are  used  to  define  orders  on  sets  of 
interest. For example, the  less‐than relation  is a total order on the set of natural numbers and 
thus we say that  ሺԳ, ൏ሻ is a totally ordered set. While such binary relations might be useful for 
describing objects  “on a  line”,  they  cannot provide meaningful  information  for  “circular”  sets 
[39]. Consider the set of four points on a circle, as depicted  in Figure 2.6a. Even  if a clockwise 
order  is  imposed,  it  is  impossible for a binary relation to capture, for  instance, the asymmetric 
property of a  totally ordered  set: both  ሺܣ, ܥሻ א ܴ and ሺܥ, ܣሻ א ܴ  can hold  for  ܴ ൌ  “reached‐
before” if the starting points were ܣ and ܥ, respectively.  
Edges of a BEMP tile can be represented as points on a circle. Consider a Wang tile with 
edge colours ܿଵ, ܿଶ, ܿଷ, ܿସ depicted in Figure 2.6b. Each edge can be represented as a point on a 
circle, and the same argument applies: the relation of one edge relative to another edge of the 
same tile cannot be precisely defined without engaging a third edge as a reference.  
Figure  2.6:  Circular  sets  and  binary 
relations.  a)  A  set  of  four  points 
representing  cities  in  a  tour.  Even  if 
clockwise direction  is  imposed,  the binary 
relation  ܴ  =  “comes‐before”  holds  for 
both  (AܴC)  and  (CܴA)  if  the  starting 
points were A and C,  respectively. Hence, 
asymmetry  cannot  be  meaningfully 
defined  on ܴ.  b)  Edges  of  an  EMP  tile 
represented  as  points  on  a  circle.  The 
same  conclusion  of  (a)  can  thus  be 
inferred: binary relations are not sufficient 

















instance, a  set  ሺܵ, ܴሻ where  ܵ ൌ  ሼݏ݌ݎ݅݊݃, ݏݑ݉݉݁ݎ, ݂݈݈ܽ, ݓ݅݊ݐ݁ݎሽ and ܴ  is  the binary  relation 
comes‐before,  then  one  can  say  that  ሺݏ݌ݎ݅݊݃, ݂݈݈ܽሻ א ܴ  if  the  current  season  is winter,  but 
ሺ ݂݈݈ܽ, ݏ݌ݎ݅݊݃ሻ א ܴ  also  holds  if  the  current  season  is  summer;  hence,  again,  asymmetry  is 
impossible to define meaningfully with a binary relation. However, if, say, winter is fixed as the 
starting point, then one can say that ሺ ݂݈݈ܽ, ݏ݌ݎ݅݊݃ሻ א ܴ but ሺ ݂݈݈ܽ, ݏ݌ݎ݅݊݃ሻ ב ܴ. But ܴ now 
has three operands: the reference element, and the two elements on which ܴ is to be applied; 
hence ܴ is now called a ternary relation.  
Ternary  relations  will  be  the  basis  for  our  approach  to  formalizing  tiles  in  a  BEMP 
problem. Before defining tiles, we begin with some preliminary definitions:  
Definition 2.2.1.3:  
A ternary relation  ܴ on a set ܵ is a triplet ሺܽ, ܾ, ܿሻ א  ܵଷ. ܴ is said to be:  
 irreflexive  iff ሺܽ, ܾ, ܿሻ א ܴ ֜ ܾ ് ܿ 
 asymmetric   iff ሺܽ, ܾ, ܿሻ א ܴ ֜ ሺܽ, ܿ, ܾሻ ב ܴ  
 transitive   iff ሺܽ, ܾ, ܿሻ א ܴ, ሺܽ, ܿ, ݀ሻ א ܴ ֜ ሺܽ, ܾ, ݀ሻ א ܴ 
 cyclic     iff ሺܽ, ܾ, ܿሻ א ܴ ֜ ሺܾ, ܿ, ܽሻ א ܴ 










Let ܥଵ ൌ ሺݔଵ, ݔଶ … , ݔ௕ሻ, ܥଶ ൌ ሺݕଵ, ݕଶ … , ݕ௕ሻ be two total cyclic orders on ܵ ൌ ሼ݄ଵ, ݄ଶ … . ݄௕ሽ. We 
say that ܥଵ and ܥଶ are cyclically equivalent if ׌݇, 1 ൑ ݇ ൑ ܾ ׷ ݆ ൌ ሺ݅ ൅ ݇ሻ ݉݋݀ ሺܾ ൅ 1ሻ  ֜
 ݔ௝ ൌ  ݔ௜   [35b] 
Lemma 2.2.1.7:  
Let ሺܵ, ܥሻ ൌ ሼ݁ଵ, ݁ଶ, ݁ଷ, ݁ସሽ be a totally cyclically ordered set. There exist exactly four quadruples 
of  cyclically‐equivalent  total  orders  ݋ଵ, ݋ଶ, ݋ଷ, ݋ସ on ܵ,  namely  ݋ଵ ൌ ሺ݁ଵ, ݁ଶ, ݁ଷ, ݁ସሻ, ݋ଶ ൌ








Let  ሺܵ, ܥሻ be a  totally cyclically ordered  set,  |ܵ| ൌ 4, and  ࡻ࢙ ൌ ሼ݋ଵ, ݋ଶ, ݋ଷ, ݋ସሽ be  the  set of all 
quadruples of cyclically‐equivelant orders on ܵ. ࡻ࢙ is called the set of orientations of ܵ.  ݋௜ א ࡻ࢙ 
is refered to as orientation ݅ of ܵ, or simply  ௜ܵ , where 1 ൑ ݅ ൑ 4.  
 
Definition 2.2.1.9:  
A tile ݐ is a 4‐tuple ۃߑ, ܵ, ܥ, ܱۄ where:  
• ߑ is a finite alphabet of attributes 




A puzzle set ܲ is collection of ݊ tiles ݐଵ, ݐଶ, … ݐ௡  where √݊ א  Գ.  
Having  formally  described  the  objects  (i.e.  tiles)  of  BEMPs,  we  now  proceed  to  establishing 
formal definitions of their spatial domain (i.e. tiling grid).  
Definition 2.2.1.11:  
Given  a  puzzle  set ܲ ൌ ሼ ݐଵ, ݐଶ, … ݐ௡ሽ,  a  tiling  grid  ܩሺܲሻ  is  a  finite  √݊ݔ√݊  grid  graph whose 




set  of  |ࡺ| ൌ ૚૟  tiles.  The  tiling 
grid of ܩሺܲሻ  is a  fininte grid graph 
whose  corners  coincide  with 


















Given  a  tiling  grid   ܩ(ܲሻ,  a  tile  placeholder  is  a  unit  square  ݄௥ ൌ ݒଵݒଶݒଷݒସ    where  ݒଵ ൌ
ሺݔ, ݕሻ,  ݒଶ ൌ ሺݔ, ݕ ൅ 1ሻ,  ݒଷ ൌ ሺݔ ൅ 1, ݕ ൅ 1ሻ,  ݒସ ൌ ሺݔ ൅ 1, ݕሻ for 0 ൑ ݔ, ݕ ൑ √݊ െ 1 .   
We denote ܪ ൌ ሼ ݄଴, ݄ଵ, . . , ݄௡ିଵሽ the set of placeholders of ܲ. For any given placehoder ݄௥, we 
use ܹሺ݄௥ሻ, ܰሺ݄௥ሻ, ܧሺ݄௥ሻ , ܽ݊݀  ܵሺ݄௥ሻ  to  refer  to  edges  of ݄௥  bounded 
by ሺݒଵ, ݒଶሻ,ሺݒଶ, ݒଷሻ, ሺݒଷ, ݒସሻ  and  ሺݒସ, ݒଵሻ  respectively.  
 
It follows from Definition 2.2.1.13 that 0 ൑ ݎ ൑ √݊൫√݊ െ 1൯ ൅ √݊ െ 1 ֜  0 ൑ ݎ ൑ ݊ െ
1. Figure 2.8 shows a tiling grid for a puzzle set ܲ where |ܲ| ൌ ݊ ൌ 16 tiles, with placeholders ݄଴ 




Figure 2.8: Placeholders in a tiling grid for a puzzle set of |ࡼ| ൌ ૚૟ tiles. 
Placeholders are the squares making up the tiling grid graph. The systematic numbering of placeholder squares 
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Given a puzzle set ܲ ൌ ሼ ݐଵ, ݐଶ, … ݐ௡ሽ and placeholder set ܪ ൌ ሼ ݄଴, ݄ଵ, . . , ݄௡ିଵሽ defined on tiling 
grid ܩሺܲሻ, for any ݐ௜ א ܲ and ݋௝ א ܱ௧೔, let: 
 
 ݐ௜/௝ denote orientation ݋௝ of tile ݐ௜  for any  ݅, ݆, 1 ൑ ݅ ൑ ݊ and 1 ൑ ݆ ൑ 4, and 
 ߆ ൌ ܱ௧భڂ ܱ௧మڂ , . . , ڂ ܱ௧೙ be the superset of all orientations of all tiles. 
A placement of a tile ݐ௜  in placeholder ݄௥ is a function ࢖: ࡴ ՜ ࢨ.  ݌ሺ݄௞ሻ ൌ  ݐ௜/௝  ֜ ܰሺ݄௞ሻ ൌ  ݁௡, 




݋௝ א  ܱ௧೔   (see  Definition  2.2.1.8  and  2.2.1.9),  then  northern,  western,  southern  and  eastern 
edges of ݄௞ are  (by definition) coincidental  to  the  first, second,  third and  fourth element  (i.e. 
edge) of  ݋௝   respectively. Notice  that Definition 2.2.1.14 defines  the domain and  range of  the 
placement function ݌, but does not provide the third ingredient of a valid function: the rule that 
maps a unique ݐ௜/௝ א Θ  to each ݄௞  א ܪ. This is because defining  ݌ is precisely the solution to a 
BEMP, as we see the following definitions. 
Definition 2.2.1.15:  
A bounded edge‐matching puzzle is a 7‐tuple ۃܲ, ߑ, ܾ, ߬, ߆, ܩ, ܪۄ where: 
 ܲ ൌ ሼ ݐଵ, ݐଶ, … ݐ௡ሽ is as set of tiles all defined over an alphabet ߑ and √݊ א Գ 
 ܾ א ߑ is a boundary attribute 
 ߬ ൌ ሼܽଵ, ܽଶ, ܽଷ, ܽସሽ ݅ݏ ݐ݄݁ ࢙ࢋࢋࢊ ݐ݈݅݁ ݓ݄݁ݎ݁ ׌ܽ௜, ܽ௜ାଵሺ௠௢ௗସሻ א  ߬: ܽ௜  ൌ ܽ௜ାଵሺ௠௢ௗସሻ  ൌ ܾ  
 ߆ ൌ ܱ௧భڂ ܱ௧మڂ , . . , ڂ ܱ௧೙  is the orientation superset over ܲ 











A solution to a BEMP is an injective function ݌: ܪ ՜ ߆ such that, for any ݌ሺ݄௞ሻ ൌ  ݐ௜/௝: 
1. ݌ሺ݄଴ሻ ൌ  ߬௜, 1 ൑ ݅ ൑ 4 
2. ܰሺ݄௞ሻ ൌ ܵሺ݄௞ା√௡ሻ   for  0 ൑ ݇ ൑ ݊ െ √݊ െ 1 
3. ܧሺ݄௞ሻ ൌ ܹሺ݄௞ାଵሻ  for  ሾ0 ൑ ݇ ൏ ݊ െ 1ሿ ר ሾሺ݇ ൅ 1ሻ݉݋݀√݊ ് 0ሿ 
4. ܰሺ݄௞ሻ ൌ ܾ    for  [ ݊ െ √݊ ൑ ݇ ൑ ݊ െ 1ሿ 
5. ܧሺ݄௞ሻ ൌ ܾ    for   ൣ√݊ െ 1 ൑ ݇ ൑ ݊ െ 1൧ ר ሾሺ݇ ൅ 1ሻ ݉݋݀√݊ ൌ 0ሿ 
6. ܵሺ݄௞ሻ ൌ ܾ    for   ሾ0 ൑ ݇ ൑ √݊ሿ 
7. ܹሺ݄௞ሻ ൌ ܾ    for   ൣ0 ൑ ݇ ൑ ݊ െ √݊൧ ר ሾ݇ ݉݋݀√݊ ൌ 0ሿ 
The first constraint restricts placeholder ݄଴ to one of the four corner tiles (i.e. tiles with 
two  boundary  edges),  referred  to  as  the  seed  tile  ߬.  Any  defined  solution ݌: ܪ ՜ ߆  can 
equivelantly be expressed in three more different manners (corresponding to a 90, 180 and 270 
degrees  rotation  of  the  whole  solution,  see  Figure  2.9).  However,  if ݄଴  is  resticted  to  an 
arbitrarly‐chosen  corner  tile,  then  ݌: ܪ ՜ ߆  is  unique.  The  second  and  third  constraints  in 





























Any  solution  to  a BEMP,  such  as  (a),  is equivalent  to  three 









































































• ܲ ൌ ሼ ݐଵ, ݐଶ, … ݐଵ଺ሽ 
• ߑ ൌ ሼݎ݁݀, ݃ݎ݁݁݊, ݕ݈݈݁݋ݓ, ܾ݈ݑ݁, ݋ݎܽ݊݃݁, ݌ݑݎ݌݈݁, ܾݎ݋ݓ݊, ݃ݎ݁ݕሽwhere ࢈ ൌ ݃ݎ݁ݕ  
• ߬ ൌ ݐଵଶ 
• ߆ ൌ ܱ௧భڂ ܱ௧మڂ , . . , ڂ ܱ௧భల  4  
• ܪ ൌ ሼ ݄଴, ݄ଵ, . . , ݄ଵହሽ is the set of placeholders defined on tiling grid ܩሺ16ሻ 






puzzle.  The  16  tiles  are  edge‐
attributed from an alphabet of 8 
colours:  red,  green,  yellow, 
blue, orange, purple, brown and 
grey  (as  the  boundary  colour). 
Tiles  with  two  grey  edges  are 
evidently corner tiles. Note that 
tile  identifiers  (1...16)  are  used 
as  a  reference  and  have  no 
impact on the solution (typically 
real recreational EMPs have tile 






4 For example: ܱ௧భ ൌ ሼ݋ଵ, ݋ଶ, ݋ଷ, ݋ସሽ ൌ ሼሺݕ݈݈݁݋ݓ, ܾ݈ݑ݁, ݌ݑݎ݌݈݁, ݎ݁݀ሻ, ሺܾ݈ݑ݁, ݌ݑݎ݌݈݁, ݎ݁݀, ݕ݈݈݁݋ݓሻ, 




















A  backtracking  algorithm  for  solving  BEMPs  is  presented  in  this  chapter  in  abstract 
terms. We begin in 3.1 with an outline of the algorithm, followed by a formal treatise in 3.2 and 
3.3 which builds upon the definitions of Chapter 2. Clearly, the presented algorithm is designed 




Given  the  empty  tiling  grid ܩሺܪݕ݌ܽݐ݅ܽሻ,  ߆  the  multi‐set  of  orientations  of  Hypatia, 
15 ൑ ݓ, ݔ, ݕ, ݖ ൑ 1 and 4 ൑ ݅, ݆, ݇, ݂, ݈, ݉ ൑ 1, consider the following solution strategy:   
Step 1: Find Εଵ ൌ ሼ߬௜ሽ,  Φଵ ൌ ሼݐ௫/௝ሽ  א ߆  that can legally be placed in ݄଴, ݄ଵହ, respectively. 
Step  2:  Find  Εଶ ൌ ሼ(ݐ௫/௜, ݐ௬/௝ሻሽ, Φଶ ൌ ሼሺݐ௪/௞, ݐ௭/௟ሻሽ א ߆ଶ ൈ  ߆ଶ that  can  legally  be  placed 
in ሼሺ݄ଵ, ݄ସሻሽ, ሼሺ݄ଵଵ, ݄ଵସሻሽ respectively.  
Step 3: Find Εଷ ൌ ሼ(ݐ௫/௜, ݐ௬/௝, ݐ௭/௞ሻሽ, Φଷ ൌ ሼሺݐ௪/௙, ݐ௣/௟, ݐ௤/௠ሻሽ א ߆ଷ ൈ  ߆ଷ that can  legally be 
placed in ሺ݄ଶ, ݄ହ, ଼݄ሻ, ሺ݄଻, ݄ଵ଴, ݄ଵଷሻ respectively.  
Step  4:  Find  Εସ ൌ Φସ ൌ ሼ(ݐ௫/௜, ݐ௬/௝, ݐ௭/௞, ݐ௪/௙ሻሽ א ߆ସ that  can  legally  be  placed 
in ሺ݄ଷ, ݄଺, ݄ଽ, ݄ଵଶሻ respectively.  
Step 5: Print ܩ. 
 
At  each  step,  multi‐sets  of  tiles  are  placed  on  parallel  and  symmetrical  “diagonal” 
placeholders  in  the  tiling board. The algorithm proceeds diagonal‐wise until  the  last diagonal 
multi‐set  is successfully placed. Figure 3.1  illustrates a successful progression of the algorithm, 













to edge‐matching/boundary constraints at any given step. For example, placing ݄଴ ൌ ሺܾ݈, ݃݊, ݃ݎ, ݃ݎሻ א ଵܱଶ in Step 
1,  the  southern/western  edges  (݃ݎ, ݃ݎሻ  are  relevant  while  the  northern/eastern  edges  ሺܾ݈, ݃݊ሻ  have  no 
implications  (it  is only  in Step 2 that they are relevant, namely when validated against western, southern edges 
of ሺݎ݀, ݎ݀, ݃ݎ, ࢍ࢔ሻ א ܱଷ and ሺ݌ݎ, ݕ݈, ࢈࢒, ݃ݎሻ א ܱଵସ, respectively). Notice  that  ݐଵଶ is Hypatia’s  seed  tile  and must 
therefore be placed in ݄଴. Ε୧/Φ୧ denotes the diagonal set of tiles at each step, notice that Εସ ൌ Φସ. 
    
It  is  instructive  to  recall  the  convention  established  in  Definition  3.2.1.14  where 
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In  Step  1  for  example,  recall  from  3.3  that  ߬ ൌ ݐଵଶ ൌ ሼܾ݈, ݃݊, ݃ݎ, ݃ݎሽ1 was designated  as  the 
seed  tile  of  Hypatia.  Given  that ଵܱଶ ൌ ሼ݋ଵ ൌ ሺ ܾ݈, ݃݊, ݃ݎ, ݃ݎሻ, ݋ଶ ൌ ሺ݃݊, ݃ݎ, ݃ݎ, ܾ݈ሻ, ݋ଷ ൌ
ሺ݃ݎ, ݃ݎ, ܾ݈, ݃݊ሻ,  ݋ସ ൌ ሺ݃ݎ, ܾ݈, ݃݊, ݃ݎሻሽ  is  the  set  of  orientations  of  ݐଵଶ,  then  clearly  ݌ሺ݄଴ሻ ൌ
ݐଵଶ/ଵ. Tile edges that are relevant to edge‐matching and boundary constraints  in each step are 
marked with arrows in Figure 3.1. Notice that, in Step 1‐3, only two edges of a tile are validated 
against edge‐matching/boundary constraints, while  the other  two are validated against  in  the 





1. Construction  of  diagonal  multi‐sets  in  this  algorithm  is  a  selection  with  replacement 
from Hypatia’s puzzle set. As such, the algorithm does not rule out the possibility of a 
tile appearing in more than one diagonal multi‐set (duplication).   





that ׍ܶ ك ߆:    ܶ  can  tile  the  4×4  grid  (see  2.3  and  2.1.3.2  on  non‐determinism)  and  that 
Hypatia’s solution is unique, a partial solution containing duplications and/or globally‐incorrect 
placements  of  a  tile  can  never  lead  to  a  full  tiling  of  the  board.  In  such  case,  the  stacking 
                                                            
1 We use the shorthand notation 





algorithm  is  guaranteed  to  deadend  at  some  subsequent  step  (i.e.  it  cannot  construct  a 
diagonal  multi‐set  that  can  satisfy  the  edge‐matching/boundary  constraints  in  some 
subsequent step). Figure 3.2 illustrates a snapshot, in which the algorithm has made the wrong 
choice of  tiles  in  Step 2, namely placing  ݐ଼ and  ݐଷ in  ݄ଵ and  ݄ଵସ  respectively. Although  such 
placement is  legal, and may even allow for one more legal step (notice the successful Step 3), 
the algorithm eventually deadends in Step 4: there exists no ሺݐ௫/௜, ݐ௬/௝, ݐ௭/௞, ݐ௪/௙ሻ א ߆ସ which 
can  legally be placed  in ሺ݄ଷ, ݄଺, ݄ଽ, ݄ଵଶሻ respectively. A visual  inspection of Hypatia puzzle set 
can reveal such  impossibility:  for example, when attempting  to make a placement  in ݄଺, one 
concludes that there exists no tile with an orientation ሺܾ݈, ݊݃, ݎ݀, ݊݃ሻ, which is the orientation 
required to satisfy edge‐matching constraints in ݄଺ െgiven the current partial solution.   
 







Figure  3.2:  Example  execution  snapshots  of  the 
diagonal‐wise  tile  stacking  algorithm  in  deadend 
state. The algorithm selects the wrong diagonal sets in 
Step  2  (ݐ଼, ݐଵସሻ, ሺݐ଻, ݐଷሻ.  Although  the  placement  is 
legal  in  this  step,  and  even  though  Step  3  was  also 
successful,  the  algorithm  ultimately  deadends  during 
Step 4:  there exists no 4‐multiset of  tiles  that can be 
placed  in   ሺ݄ଷ, ݄଺, ݄ଽ, ݄ଵଶሻ  while  satisfying  all  edge‐
matching/boundary  constraints.  Visual  inspection  of 
Hypatia  would  reveal,  for  example,  that  there  is  no 
 ሺܾ݈, ݊݃, ݎ݀, ݊݃ሻ א ߆, which is the required orientation 
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ܮ݁ݐ 0 ൑ ݏ ൑ 15;  1 ൑ ݍ, ݎ, ݓ, ݔ, ݕ, ݖ ൑ 16;  1 ൑ ݂, ݅, ݆, ݇, ݈, ݑ ൑ 4 









ࢉࢇ࢙ࢋ ࢙࢚ࢋ࢖ ൌ ૚:  
ܮ݁ݐ Π ൌ ߆, ׊ሺݐ௤/௙, ݐ௥/௜ሻ א Πଶ 
IF ሺ݄଴ሻ ൌ ሺݐ௤/௙ሻ ר 
ሺ݄ଵହሻ ൌ ሺݐ௥/௜ሻ ֜
ݐ௤/௙ א గܱ  ר 
ሾܵሺ݄଴ሻ ܹሺ݄଴ሻሿ ൌ ሾܾ ܾሿ ר 




THEN ࡿ࢕࢒࢜ࢋሺࡳ, ૛ሻ; 
IF ܩ ൌൌ ܱܵܮܸܧܦ ש Π ൌൌ ߶   
THEN return;   
Π ൌ Π െ ሼሺݐ௤/௙, ݐ௥/௜ሻሽ ;   
 
ࢉࢇ࢙ࢋ ࢙࢚ࢋ࢖ ൌ ૛:  
ܮ݁ݐ Π ൌ ߆ଶ, ׊ሺݐ௤/௙, ݐ௥/௜ሻ, ሺݐ௪/௝, ݐ௫/௞ሻ א Πଶ  
IF ሺ݄ଵ, ݄ସሻ ൌ ሺݐ௤/௙, ݐ௥/௜ሻ ר 
ሺ݄ଵଵ, ݄ଵସሻ ൌ ሺݐ௪/௝, ݐ௫/௞ሻ ֜
ሾܵሺ݄ଵሻ ܹሺ݄ଵሻሿ ൌ ሾܾ          ܧሺ݄଴ሻሿ ר 
ሾܵሺ݄ସሻ ܹሺ݄ସሻሿ ൌ ሾܰሺ݄଴ሻ ܾሿ  } (ߝଷ) 
ሾܰሺ݄ଵଵሻ ܧሺ݄ଵଵሻሿ ൌ ሾܵሺ݄ଵହሻ   ܾሿ ר 
ሾܰሺ݄ଵସሻ ܧሺ݄ଵସሻሿ ൌ ሾܾ       ܹሺ݄ଵହሻሿ } (߮ଷ) 
THEN ࡿ࢕࢒࢜ࢋሺࡳ, ૜ሻ; 
IF ܩ ൌൌ ܱܵܮܸܧܦ ש Π ൌൌ ߶;   
THEN return;   
Π ൌ Π െ ሼሺݐ௤/௙, ݐ௥/௜ሻ, ሺݐ௪/௝, ݐ௫/௞ሻሽ ;   
 
ࢉࢇ࢙ࢋ ࢙࢚ࢋ࢖ ൌ ૜:  
ܮ݁ݐ Π ൌ ߆ଷ, ׊ሺݐ௤/௙, ݐ௥/௜, ݐ௪/௝ሻ, ሺݐ௫/௞, ݐ௬/௟, ݐ௭/௨, ሻ א Πଶ 
IF ሺ݄ଶ, ݄ହ, ଼݄ሻ ൌ ሺݐ௤/௙, ݐ௥/௜, ݐ௥/௜ሻ ר 
ሺ݄଻, ݄ଵ଴, ݄ଵଷሻ ൌ ሺݐ௫/௞, ݐ௬/௟, ݐ௭/௨ሻ ֜
ሾܵሺ݄ଶሻ ܹሺ݄ଶሻሿ ൌ ሾܾ   ܧሺ݄ଵሻሿ ר 
ሾܵሺ݄ହሻ ܹሺ݄ହሻሿ ൌ ሾܰሺ݄ଵሻ ܧሺ݄ସሻሿ ר 
ሾܵሺ଼݄ሻ ܹሺ଼݄ሻሿ ൌ ሾܰሺ݄ସሻ    ܾሿ } (ߝହ) 
ሾܰሺ݄଻ሻ ܧሺ݄଻ሻሿ    ൌ ሾܵሺ݄ଵଵሻ    ܾሿ ר 
ሾܰሺ݄ଵ଴ሻ ܧሺ݄ଵ଴ሻሿ ൌ ሾܵሺ݄ଵସሻ  ܹሺ݄ଵଵሻሿ ר 
ሾܰሺ݄ଵଷሻ ܧሺ݄ଵଷሻሿ ൌ ሾܾ  ܹሺ݄ଵସሻሿ } (߮ହ) 
THEN ࡿ࢕࢒࢜ࢋሺࡳ, ૝ሻ;  
IF ܩ ൌൌ ܱܵܮܸܧܦ ש Π ൌൌ ߶   
THEN return;   






ࢉࢇ࢙ࢋ ࢙࢚ࢋ࢖ ൌ ૝:  
ܮ݁ݐ Π ൌ ߆ସ, ׊ሺݐ௤/௙, ݐ௥/௜, ݐ௪/௝, ݐ௫/௞ሻ א Π 
IF 
ሺ݄ଷ, ݄଺, ݄ଽ, ݄ଵଶሻ ൌ
                          ሺݐ௤/௙, ݐ௥/௜, ݐ௥/௜, ݐ௫/௞ሻ
 
֜
ሾܵሺ݄ଷሻ ܹሺ݄ଷሻሿ ൌ ሾܾ          ܧሺ݄ଶሻሿ ר 
ሾܵሺ݄଺ሻ ܹሺ݄଺ሻሿ ൌ ሾܰሺ݄ଶሻ ܧሺ݄ହሻሿ ר 
ሾܵሺ݄ଽሻ ܹሺ݄ଽሻሿ ൌ ሾܰሺ݄ହሻ ܧሺ଼݄ሻሿ ר 
ሾܵሺ݄ଵଶሻ ܹሺ݄ଵଶሻሿ ൌ ሾܰሺ଼݄ሻ ܾሿ } (ߝ଻) 
ሾܰሺ݄ଷሻ ܧሺ݄ଷሻሿ   ൌ ሾܵሺ݄଻ሻ      ܾሿ ר 
ሾܰሺ݄଺ሻ ܧሺ݄଺ሻሿ    ൌ ሾܵሺ݄ଵ଴ሻ   ܹሺ݄଻ሻሿ ר 
ሾܰሺ݄ଽሻ ܧሺ݄ଽሻሿ   ൌ ሾܵሺ݄ଵଷሻ  ܹሺ݄ଵ଴ሻሿ ר 
ሾܰሺ݄ଵଶሻ ܧሺ݄ଵଶሻሿ ൌ ሾܾ         ܹሺ݄ଵଷሻሿ } (߮଻) 
THEN ܩ ൌ ܱܵܮܸܧܦ; return;   
IF Π ൌൌ ߶;   
THEN return;   
Π ൌ Π െ ሼሺݐ௤/௙, ݐ௥/௜, ݐ௪/௝, ݐ௫/௞ሻሽ  
 
Notice  that each  tile  is  involved  in  constraint  validation  in  two  separate  instances: at 




that has already been placed in ݄଴ during the previous step; hence we say ሾܵሺ݄ଵሻ       ܹሺ݄ଵሻሿ ൌ
ሾܾ           ܧሺ݄଴ሻሿ.  The  other  half  of  ݐ௤/௙ (i.e.  the  northern  and  eastern  edges)  are  validated‐
against during Step 3.  
In  the next  section, we  capture  this notion of half‐tile and  redefine  the  solution as a 
successful stacking of lanes of half‐tiles. In the algorithm above, these lanes are marked ߝଵ/߮ଵ,.., 


















       
Figure 3.3: Diagonal‐wise half‐tile stacking algorithm. At each step, only edges that are checked for satisfaction 
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matching/boundary  constraints  are met,  the  algorithm moves  to  the  next  step.  There  are  8 





diagonal. Consider, for example, ݐଶ א ܪݕ݌ܽݐ݅ܽ, and assume that ݐଶ is to be placed in ݄௜  (Figure 
3.4a). Clearly  ݐଶ can be placed in one of its four orientations: ܱଶ ൌ ሼ݋ଵ ൌ ሺ ܾ݈, ݕ݈, ݌ݎ, ݊݃ሻ, ݋ଶ ൌ




pair and ࢼ‐pair, as shown  in Figure 3.4c. Notice that,  in a given pair of half‐tiles, each edge  is 
destined  for  either  (northern,  southern)  or  (eastern,  western)  positions  when  the  union 
operation  is  applied.  For  example,  edge  ܾ݈  in  the  ߙ‐pair  in  Figure  3.4c  assumes  either  the 
northern or southern edges when the the union operation  is applied to obtain ݋ଵ ൌ ߙଵڂ ߙଶ ൌ
ሺ ࢈࢒, ݕ݈, ݌ݎ, ݊݃ሻ  or ݋ଷ ൌ ߙଶڂ ߙଷ ൌ ሺ݌ݎ, ݊݃, ࢈࢒, ݕ݈ሻ, respectively. Similarily, in ߚ‐pair, ܾ݈ assumes 
western  or  eastern  positions  when  the  union  operations  is  applied  to  obtain  









Given ݐ௜ ൌ ሼܽ, ܾ, ܿ, ݀ሽ א ܪݕ݌ܽݐ݅ܽ,  define  ߜ௜ ൌ ൛ߙଵ
௜ ൌ ሺെܽ, ൅ܾሻ,  ߙଶ
௜ ൌ ሺെܿ, ൅݀ሻ,  ߚଵ
௜ ൌ
ሺെܾ, ൅ܿሻ,  ߚଵ
௜ ൌ ሺെ݀, ൅ܽሻሽ as the set of half‐tiles of ݐ௜.  
Given ߜఛ ൌ ߜଵଶ ൌ ሼߙଵ
ఛ ൌ ሺെܾ݈, ൅݃݊ሻ, ߙଶ
ఛ ൌ ሺെ݃ݎ, ൅݃ݎሻ,  ߚଵ
ఛ ൌ ሺെ݃ݎ, ൅ܾ݈ሻ,  ߚଶ
ఛ ൌ ሺെ݃݊, ൅݃ݎሻሽ, 





Given ݐ௜ ൌ ሼܽ, ܾ, ܿ, ݀ሽ א ܪݕ݌ܽݐ݅ܽ  and  its  set  of  orientations  ௜ܱ ൌ ሼ݋ଵ, ݋ଶ, ݋ଷ, ݋ସሽ,  define 
തܱ௜ ൌ ሼ݋ҧଵ ൌ ሺെܽ, ൅ܾ, െܿ, ൅݀ሻ, ݋ҧଶ ൌ ሺെܾ, ൅ܿ, െ݀, ൅ܽሻ, ݋ҧଷ ൌ ሺെܿ, ൅݀, െܽ, ൅ܾሻ, ݋ҧସ ൌ













placeholder ݄௜ א ܩ.  (b)  Placement  of 
ݐଶ  in  ݄௜  in  the  four  possible 
orientations: ݌ሺ݄௜ሻ ൌ ݋ଵ|݋ଶ|݋ଷ|݋ସ. (c) 
Equivalent placements using half‐tiles. 
A  tile  is  dissected  along  the  two 
diagonals  into  two  pairs  of  half‐tiles, 
the  union  of  which  produces  the 
original  tile  in  one  of  the  four 
orientations. Notice how changing the 
order of pairs  in  the union operation 
amounts  to  a  180‐degree  rotation. 
Notice  also  that  in  a  given  pair,  an 
edge  can  assume  either  north/south 
or east/west positions. In a given pair, 
an  edge  is  given  a  (‐) or  (+)  sign  if  it 




       ݋ଵ ൌ ሺ ܾ݈, ݕ݈, ݌ݎ, ݊݃ሻ 
 
݋ଵ ൌ ߙଵڂ ߙଶ ൌ ሺെܾ݈, ൅ݕ݈ሻ ڂ ሺെ݌ݎ, ൅݊݃ሻ 
 
݋ଷ ൌ ሺ݌ݎ, ݊݃, ܾ݈, ݕ݈ሻ 
 
݋ଷ ൌ ߙଶڂ ߙଵ ൌ ሺെ݌ݎ, ൅݊݃ሻڂሺെܾ݈, ൅ݕ݈ሻ 
 
݋ଶ ൌ ሺݕ݈, ݌ݎ, ݊݃, ܾ݈ሻ 
 
݋ଶ ൌ ߚଵڂ ߚଶ ൌ ሺെݕ݈, ൅݌ݎሻ ڂ ሺെ݊݃, ൅ܾ݈ሻ 
 
݋ସ ൌ ሺ݊݃, ܾ݈, ݕ݈, ݌ݎሻ 
 



























ሺߜ௜, ڂሻ is  a  set  of  half‐tiles  ߜ௜   and  an  irreflexive,  intransitive,  symmetric  binary  relation 
ڂ: ߜ௜ ൈ ߜ௜ ՜ തܱ௜ where ׊൫ሺݔ, ݕሻ, ሺݓ, ݖሻ൯ א  ߜ௜
ଶ, ሺݔ, ݕሻڂሺݓ, ݖሻ ൌ ሺݔ, ݕ, ݓ, ݖሻ iff ሺݔ, ݕ, ݓ, ݖሻ א തܱ௜. 
 
In  any  given  half‐tile,  an  edge  is  given  a  (‐)  sign  if  it  can  assume  northern/southern 
positions (in the corresponding orientation that results from applying union operation) and (+) if 
it  can  assume  eastern/western  positions  (Figure  3.4c).  The  colour‐sign  compound  attribute 
ensures that, were half‐tiles to  join  independently to form a  lane, then the union operation on 
each  half‐tile  in  that  lane with  its  complement  in  another  lane  necessarily  produces  a  valid 
signed orientation as defined by Definition 3.2.1.2.   
The following example shows the implication of colour‐sign compound attributes in half‐
tiles.  Consider  tiles Q  and  R,  in  Figure  3.5a, which  have  one  colour  ݌ݎ  in  common  and  can 
therefore abut against it, in obviously four possible ways on the tiling grid: east/west, west/east, 
north/south  and  south/north  edge of Q/R  respectively  (Figure  3.5b).  If  tiling was done  using 





In  Figure  3.5e,  the  sign  constraint  is  ignored  allowing  half‐tile  ߚ௥ଶ  to  join  with ߚ௤ଵ. 
Clearly,  if  the  union  operation  of  ߚ௥ଶ  and  its  complement  is  applied,  ߚ௥ଵ  then  the  resulting 
orientation  is  either  ߚ௥ଶ ׫ ߚ௥ଵ ൌ ሺെݎଶ, ൅ݎଷ, െݎସ, ൅ݎଵሻ  or ߚ௥ଵ ׫ ߚ௥ଶ ൌ ሺ െݎସ, ൅ݎଵ, െݎଶ, ൅ݎଷሻ, 
niether  of  which  is  in  fact  the  actual  (and  erroneous)  orientation  on  the 

















tiles.  (a)  Two  tile Q, R  that  can be  joined  at  their 
respective pr‐coloured edge.    (b) The  four possible 
alignments  of  Q  and  R  on  the  tiling  grid.  (c)  The 
corresponding  ߙ‐pair,  ߚ‐pair, of both Q and R.  (d) 
The four possible alignments of half‐tiles of Q and R. 
Notice  that  no  other  alignment  is  possible  if  the 
matching of both colour and sign is observed. (e) An 
example  of  disallowed  joining  of  half‐tiles.  Notice 
the mismatch  of  signs.  The  colour‐sign  compound 
attribute  ensures  that,  were  a  half‐tile  to  join 
independently  of  its  complements,  then  applying 
the union operation results in a valid orientation. In 
this  example, 
ߚ௥ଶڂߚ௥ଵ ൌ ሺെݎଶ, ൅ݎଷሻڂሺെݎସ, ൅ݎଵሻ ൌ
ሺെݎଶ, ൅ݎଷ, െݎସ, ൅ݎଵሻ which  is  not  the  same  as  the 
actual  (and  erroneous) 
orientation ሺ൅ݎଵ, െݎଶ, ൅ݎଷ, െݎସሻ ב തܱ௥.  Enforcement 


















































































































































































compound  attributes,  capturing  the  notion  of  what  has  so  far  been  referred  to  as 
“lanes”. We refer to the joining of two half‐tiles as “stapling”.  
Definition 3.2.2.1 
ሺΔ, ٣ሻ  is Hyapatia’s  half‐tile  superset  Δ  and  an  irreflexive,  intransitive  and  symmetric  binary 




ሺΔ, ٟሻ  is Hyapatia’s  half‐tile  superset  Δ  and  an  irreflexive,  intransitive  and  symmetric  binary 




A multi‐set ߡ ൌ ሼߛଵ, ߛଶ, . . ߛ௝ሽ ؿ Δ௝, ߛ ൌ ሼߙ|ߚሽ,  is called a valid lane over Δ iff: 
1) ݆ =|ߡ| א ሼ1,3,5,7ሽ   ר  
2) ሺ. . ሺሺߛଵ ٟ ߛଶሻ ٣ ߛଷሻ … . ߛ௝ሻ ൌ ሺെ݃ݎ, ൅݃ݎሻ.  





As  the  first  two definitions capture  the notion of  (strictly) north‐to‐south/east‐to‐west 
joining of  two half‐tiles,  the  third definition  identifies which assemblies of half‐tiles constitute 
valid  lanes. A valid  lane  therefore, according  to Definition 3.2.2.3,  is one  that 1) has  the  right 
length and 2) begins with a " െ ݃ݎ", ends with a " ൅ ݃ݎ", alternating between valid horizontal 
and vertical stapling. Notice the convention implied in Definition 3.2.2.3 that lanes are read from 
the  (‐)  to  the  (+)  end.  In  the  second  condition,  that  valid  lanes  must  algebraically  collapse 
into ሺെ݃ݎ, ൅݃ݎሻ, which obviously necessitates  that  the extremities  ߛଵ and  ߛ௝ be  ሺെ݃ݎ,כሻ and 







 For  illustration of  lane validity, consider  the signed grid and  the  two sample  lanes on 
Hypatia’s  set  of  half‐tiles,  ߝଷ ൌ ሼሺെ݃ݎ, ൅݃݊ሻ, ሺെܾ݈, ൅݃݊ሻ, ሺെܾ݈, ൅݃ݎሻሽ  and 
߮ହ ൌ ሼሺെ݃ݎ, ൅݃݊ሻ, ሺെܾ݈, ൅݃݊ሻ, ሺെܾ݈, ൅ݕ݈ሻ, ሺെ݃݊, ൅ݕ݈ሻ, ሺെ݃݊, ൅݃ݎሻሽ  shown  in  Figure  3.6. 
Clearly  the  first  condition  is  met  since  |ߝଶ| ൌ 3, |߮ଷ| ൌ 5.  To  check  the  second  condition, 
according to Definition 3.2.2.3 we have:  
൫ሺെ݃ݎ, ൅ࢍ࢔ሻ ٟ ሺെܾ݈, ൅ࢍ࢔ሻ൯ ٣ ሺെܾ݈, ൅݃ݎሻ ൌ 
ሺെ࢈࢒, െ݃ݎሻ ٣ ሺെ࢈࢒, ൅݃ݎሻ ൌ 
ሺെࢍ࢘, ൅ࢍ࢘ሻ 
Similarly for ܮ଺: 
൬ቀ൫ሺെ݃ݎ, ൅ࢍ࢔ሻ ٟ ሺെܾ݈, ൅ࢍ࢔ሻ൯ ٣ ሺെܾ݈, ൅ݕ݈ሻቁ ٟ ሺെ݃݊, ൅ݕ݈ሻ൰ ٣ ሺെ݃݊, ൅݃ݎሻ ൌ 
ቀ൫ሺെ࢈࢒, െ݃ݎሻ ٣ ሺെ࢈࢒, ൅ݕ݈ሻ൯ ٟ ሺെ݃݊, ൅ݕ݈ሻቁ ٣ ሺെ݃݊, ൅݃ݎሻ ൌ 
൫ሺെ݃ݎ, ൅࢟࢒ሻ ٟ ሺെ݃݊, ൅࢟࢒ሻ൯ ٣ ሺെ݃݊, ൅݃ݎሻ ൌ 
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relation ൊ ׷ र࢏ ൈ र࢐ ՜ ߆ത௥, ݎ ൌ ሺሺ݅ ൏ ݆ሻ? ׷  ہ݅/2ۂ, ہ݆/2ۂሻ,  where  ׊ߡ௜ א र࢏, ߡ௝ א र࢐, ሺߡ௜ ൊ ߡ௝ሻ ࢏ࢌࢌ: 
 (|݆ െ ݅| ൌ 2ሻ ש ሺ݅ ൌ ݆ ൌ 7ሻ         ר 
 ሺ݅ ൑ ݆ሻ ֜ ׊݇, ሺ1 ൑ ݇ ൑ ݅ሻ ר ሺ݇ ݉݋݀ 2 ൌ 1ሻ ֜ ሺ́ߛ௞ାଵڂߛ௞ሻ א ߆ത  ֞ ࣃ࢏ ൊ ࣃ࢐ ൌ ሼሺࢽ́૛ڂࢽ૚ሻ, … , ሺࢽ́࢑ା૚ڂࢽ࢑ሻሽ  
 ሺ݅ ൐ ݆ሻ ֜ ׊݇, ሺ1 ൑ ݇ ൑ ݆ሻ ר ሺ݇ ݉݋݀ 2 ൌ 1ሻ ֜ ሺߛ௞ାଵڂߛҧ௞ሻ א ߆ത  ֞ ࣃ࢏ ൊ ࣃ࢐ ൌ ሼሺࢽ૚ڂࢽ́૛ሻ, … , ሺࢽ࢑ା૚ڂࢽ́࢑ሻሽ  
 




the equivalent of placing a diagonal  set of  tiles  (see 3.1). The  solution  to Hypatia, which has 















Given ࣜ ൌ ൛ߝଵ, ߮ଵ,  ߝଷ, ߮ଷ,  ߝହ, ߮ହ,  ߝ଻, ߮଻ൟ, ߝ௜, ߮௜ א Δ
௜  and |ߝ௜| ൌ |߮௜| ൌ ݅, where: 
ሾሺߝଵ ൊ  ߝଷሻ ൌ ሺߙଵ
ఛڂߙଶ
ఛሻሿ ר ሺ߮ଵ ൊ ߮ଷሻ ר ሺߝଷ ൊ ߝହሻ ר ሺ߮ଷ ൊ ߮ହሻ ר ሺߝହ ൊ ߝ଻ሻ ר ሺ߮ହ ൊ ߮଻ሻ ר ሺߝ଻ ൊ ߮଻ሻ 
 
Define the injective function ࢖ഥ: ܪ ՜ ߆ത: 
݄଴ ฽ ሺߝଵ ൊ ߝଷሻ 
݄ଵହ ฽ ሺ߮ଵ ൊ ߮ଷሻ 
݄ଵ, ݄ସ ฽ ሺߝଷ ൊ ߝହሻ 
݄ଵଵ, ݄ଵସ ฽ ሺ߮ଷ ൊ ߮ହሻ 
݄ଶ, ݄ହ, ଼݄ ฽ ሺߝହ ൊ ߝ଻ሻ 
݄଻, ݄ଵ଴݄ଵଷ ฽ ሺ߮ହ ൊ ߮଻ሻ 
݄ଷ݄଺, ݄ସ, ݄ଵଶ ฽ ሺߝ଻ ൊ ߮଻ሻ 
Theorem 3.1: 




Ε௜ ൌ ൛ݐ௫భ/௝, … , ݐ௫೔/௞ൟ, Ε௜ାଵ ൌ ൛ݐ௬భ/௨, … , ݐ௬೔శభ/௩ൟ;  1 ൑ |Ε௜| ൌ ݅ ൑ 3; 1 ൑ ݆, ݇, ݑ, ݒ ൑ 4; ݐ௫೔, ݐ௬೔ א ܪݕ݌ܽݐ݅ܽ. 
Let ݌ሺ݄௥ሻ ൌ ݐ௫೔/௞ א E୧. Let ݐ௫భ/௝ ൌ ሺܽଵ
ଵ, ܽଶଵ,  ܽଷଵ,  ܽସଵሻ … ݐ௫೔/௝ ൌ ൫ܽଵ
௜ , ܽଶ௜ ,  ܽଷ௜ ,  ܽସ௜ ൯. Let ݐ௬భ/௝ ൌ ሺܾଵ
ଵ,
ܾଶଵ,  ܾଷଵ,  ܾସଵሻ … ݐ௬೔శభ/௝ ൌ ൫ܾଵ
௜ାଵ, ܾଶ௜ାଵ,  ܾଷ௜ାଵ,  ܾସ௜ାଵ൯ 
 
By Definition 3.2.1.16: 
 ܾଷଵ ൌ ݃ݎ, ܾସଵ ൌ ܽଶଵ,  ܽଵଵ ൌ ܾଷଶ,…… ܾଷ௜ାଵൌܽଵ௜ ,  ܾସ௜ାଵൌ݃ݎ 
By Definition 3.2.1.1: 
׌ሺെܽଷଵ, ൅ܽସଵሻ א ߜ௫భ, ׌൫െܽଷ
௜ , ൅ܽସ௜ ൯ א ߜ௫೔  
And 
׌ሺെ ܾଷଵ ൌ ݃ݎ, ൅ܾସଵሻ א ߜ௬భ, ׌ሺെܽଵ
ଵ, ൅ܽଶଵሻ א ߜ௫భ, ׌ሺെ ܾଷ
ଶ, ൅ܾସଶሻ א ߜ௬మ… ׌൫െܽଵ
௜ , ൅ܽଶ௜ ൯ א ߜ௫೔, ׌൫െ ܾଷ
௜ାଵ, ൅ ܾସ௜ାଵ ൌ
൅݃ݎሻ א ߜ௬೔శభ 
 







௜ ൯, ൫െ ܾଷ
௜ାଵ, ൅݃ݎ൯ൟ 
Clearly, ݍ ൌ ݅ ൅ ሺ݅ ൅ 1ሻ א ሼ3,5,7ሽ and ሺെ݃ݎ, ൅ܾସଵሻ, ٟ ሺെܽଵଵ, ൅ܽଶଵሻ ٣ ሺെ ܾଷଶ, ൅ܾସଶሻ … ൫െܽଵ௜ , ൅ܽଶ௜ ൯ ٣
൫െ ܾଷ௜ାଵ, ൅݃ݎ൯ ൌ ሺെ݃ݎ, ൅݃ݎሻ 
 
׵ ߡ௤ is a valid lane by Definition 3.2.2.3 
 




ଵ ൌ  ܽସ
ଵ ൌ ݃ݎ, and |ݏ| ൌ 1 א ሼ1,3,5,7ሽ ֜  ߡ௦ is a 











׵ ݌ሺ݄଴ሻ ൌ ݐ௫భ/௝ א ௫ܱభ  ֞   ݌ഥ ሺ݄଴ሻ ൌ ߡݍ ൊ ߡݏ ൌ  ݐҧ௫భ/௝ א തܱ௫భ  
By trivial extension, the same argument follows for ݅ ൌ 3, 5, 7. By virtue of symmetry, the same 
procedure can be repeated for the diagonal set of tiles Φ௜, 1൑ ݅ ൑ 3.    
׵ for every diagonal set ܺ א ܴܽ݊݃݁ሺ݌ሻ, there exists two valid lanes the bridging of which results 









Let ݌ሺ݄௥ሻ ൌ ݐ௫೔/௞ ൌ ሺܽ, ܾ, ܿ, ݀ሻ. 
By Theorem 3.1, ׌݋ҧ௝
௫ ൌ ሺെܽ, ൅ܾ, െܿ, ൅݀ሻ: ݌ҧሺ݄௥ሻ ൌ ݋ҧ௝
௫. 
 
Assume  ׌݌ҧଶ: ܪ ՜ ߆ത , so ׌݋ҧ௞
௬ ് ݋ҧ௝
௫: ݌ҧଶሺ݄௥ሻ ൌ ݋ҧ௞
௬     (1) 
By Definition 3.2.1.16, ݋ҧ௞
௬ ൌ ሺേܽ, േܾ, േܿ, േ݀ሻ. 
Since ሼሺ൅ܽ, േܾ, േܿ, േ݀ሻ, ሺേܽ, െܾ, േܿ, േ݀ሻ, ሺേܽ, േܾ, ൅ܿ, േ݀ሻ, ሺേܽ, േܾ, േܿ, െ݀ሻሽ ב ߆ത  
׵ ݋ҧ௞




The diagonal‐wise half‐tile stacking algorithm  is designed with DNA  implementation  in 
mind.  The mapping  of  the  three major  stages  of  the  algorithm  (representation,  stapling  and 
bridging) onto  a DNA‐Computing protocol  (see Chapter  4)  allows  for  the use of  a  supremely 
powerful heuristics in DNA‐Computing: polymerase chain reaction (PCR).  
 
Given  a mixture  containing  thousands  of  billions  of DNA  strands,  PCR  can  selectively 
amplify  (literally,  produce  exponentially  many  copies  of)  a  certain  strand  that  we  consider 
correct  or  at  least  very  likely  to  be  correct.  A  strand  can  be  subjected  to  exponential 
amplification of PCR  if  a partial  sequence of bases  at  the  two  ends of  the  strand  are  known 
(usually  10  or more  bases  should  suffice).  In  the  developed  half‐tile  stacking  algorithm,  and 
given  the DNA sequence encoding a  lane, we have straight‐forward criteria  for PCR‐ing  lanes: 
amplify those beginning and ending with a sequence that encodes a boundary edge (grey).  
 
As will  be  laid  out  in  details  in  the  next  chapter,  each  half‐tile will  be  encoded  by  a 
single‐stranded DNA sequence, and half‐tiles will be stapled together by other single‐stranded 
complementary  sequences  that bring half‐tiles  together by  the  rule of  colour‐sign  compound 





lanes could result  (e.g. a  lane of an even  length of half‐tiles or a  lane not beginning or ending 
with a grey edge). Selection goes against those lanes, by amplifying only the sequences that are 
of  the  right  length  (which we can harvest using gel electrophoresis) and  the  right extremities 
(grey). 
 
 Since the ultimate goal  is to find the set of  lanes that will make a perfect bridging,  i.e. 
the solution to the full puzzle, we now have a better chance of getting that solution since each 
correct  lane  was  favoured  and  now  exists  in  abundance.  Furthermore,  the  half‐tile  stacking 
algorithm allows for PCR to be inserted at any step. For example, amplified lanes of length 3 that 
succeed  in bridging to  lanes of  length 5 can be subjected to PCR once again, so as to  increase 
their numbers against those who failed to bridge. Successive PCR insertion throughout the DNA‐










three processes: (1) Encoding ઢ, (2) Enumerating ख, and (3) Finding ऌ. Each half‐tile is encoded 
as  a  ssDNA  sequence  (representation);  such  sequences  are  joined  together  ―observing  the 
constraint  of  colour‐sign  matching―  by  complementary  single‐stranded  DNA  sequences 
(stapling);  and  finally  the  resulting  lanes  are  stacked  in  a  step‐wise  fashion  (bridging)  using, 
again, other complementary sequences of ssDNA. There  is of course a considerable amount of 





stapling  strands  that  join  half‐tiles  based  on  matching  of  colour‐sign  attribute  (effectively 
implementing the horizontal ሺٟሻ and vertical (٣ሻ relations), and 3) bridging strands that stack‐
up  lanes such that a half‐tile residing on one  lane  is bridged to  its ߙ or ߚ pair complement on 
another lane (effectively implementing the bridging ሺൊሻ relation). By the end of this subsection, 
we  provide  a  high‐level  summary  relating  the  DNA  encoding  to  the  problem  definition  in 
Chapter 2 and  the solution approach of Chapter 3, and conclude with a summary of  the  total 










the  designated  seed  tile,  and  as  such  must  appear  in  the 
orientation ߙଵ
ఛڂ ߙଶ
ఛ ൌ ሺെܾ݈, ൅݃݊ሻڂሺെ݃ݎ, ൅݃ݎሻ ൌ ሺെܾ݈, ൅݃݊, െ݃ݎ, ൅݃ݎሻ.  The  ߚ‐pair  is 
therefore not encoded (Figure 4.1a, see also Definition 3.2.1.1).  The two half‐tiles in the ߙ‐pair 
are  each  encoded with  a  random 26‐bp  (bp)  ssDNA  sequence  (Figure 4.1b;  see 4.1.3  for  the 
rationale of choosing 26‐bp  specifically). The encoding of  the  seed  tile  readily determines  the 





grid.  Given  a  5’‐3’  DNA  sequence  ݏ ൌ 5Ԣ› ଵܰ, ଶܰ … ௞ܰ›3′,   where ௞ܰ א ሼܣ, ܥ, ܩ, ܶሽ,  we  refer  to 
ܴሺݏሻ ൌ 5Ԣ› ௞ܰ, … ଶܰ, ଵܰ›3Ԣ as the reverse sequence of ݏ. A half‐tile ሺെܿଵ, ൅ܿଶሻ is encoded with a 26‐
bp  5’›[‐c1][CORE][+c1]›3’  sequence:  8‐bp  sub‐sequence  encoding ܿଵ,  8‐bp  sub‐sequence 
encoding ൅ܿଶ, and 10‐bp “core”  sub‐sequence  that  is unique  to each half‐tile. The  reverse of 



































As  the  position  and  orientation  of  the  seed 
tile  is  pre‐determined,  the  ߚ‐pair  is  not 
encoded.  b)  The  encoding  of  the  seed  tile: 
each half‐tile of  the ߙ‐pair  is encoded with a 
random  26‐bp  ssDNA.  c)  The  layout  of  the 
DNA  grid:  the  encoding  of  the  seed  tile 
predetermines  the  directionality  (5’‐3’  or  3’‐
5’)  of  each  lane  in  the  final  solution. 
Successive  lanes  of  DNA must  have  reverse 
directionality  as  bridging  takes  place  (see 
4.1.3). A 5’ end  is denoted with a filled circle 
while  an  arrow  denotes  a  3’  end.  d)  An 
example  tile  ݐଶ  from Hypatia  puzzle  set  and 
the  corresponding  encoding  of  its  ߙ  and  ߚ 
pairs. 26‐bp ssDNA sequences, each encoding 
a  half‐tile  once  in  5’‐3’  and  another  in  3’‐5’ 
directionality  (the  two  being  the  reverse  of 
each  other).  Each  colour‐sign  compound 
attribute  is  associated  with  an  8‐bp  sub‐
sequence (see 4.1.2 on stapling), appearing at 
5’ end  in one sequence, and at 3’ end  in  the 
other  (the  reverse).  Notice  that  the  10‐bp 
core area is unique across half‐tiles and that a 
(+)‐colour  sequence  is  distinct  from  (‐)‐
colour’s.  Being  encoded  with  forward  and 
backward  sequences, a half‐tile  can  in effect 













































































(5’›[‐c1][CORE][+c1]›3’) = = 5’›R  [+c1]R [ CORE]R [ ‐c1]›3’ as  the backward sequence*. As such, every 
half‐tile can assume a position in both 5’‐3’ and 3’‐5’ lanes on the grid. There is therefore a total 
of 8 26‐bp ssDNA per each tile in Hypatia (except the seed tile where there are only 2 strands). 
Note  that 8‐bp  subsequence encoding a  colour‐sign attribute  is  the  same across all half‐tiles, 
except for ט݃ݎ݁ݕ which is made distinct in corner tiles from boundary tiles (those with one grey 
edge). This distinction provides a further useful heuristic for DNA stapling protocol (see Step 2 in 




sequence encoding a colour‐sign attribute  is the same across all half‐tiles  in ઢ (except   േ݃ݎ݁ݕ 
which are encoded differently in corner and boundary tiles). As a result, a stapler ssDNA is a 16‐
bp sequence whose 8‐bp subsequence at the 5’ end is complementary to the 8‐bp subsequence 
encoding  a  colour‐sign  attribute  at  the  3’  end  of  a  half‐tile’s  26‐bp  sequence, while  its  8‐bp 
subsequence  at  the  3’  end  is  complementary  to  the  8‐bp  subsequence  encoding  the  same 
colour‐sign attribute at the 5’ end of the 26‐bp sequence encoding another half‐tile.    
Consider ݐଶ and  ݐଽ  from Hypatia’s puzzle  set. Figure 4.2a shows  the encoding of  their 
respective pairs of half‐tiles,  following  the presentation of 4.1.1. The  two  tiles have blue ሺܾ݈ሻ 
and  orange  ሺ݊݃ሻ  edges  in  common.  There  are  two  signs  +/‐  and  two  directionalities 
(forward/backward),  hence  the  two  tiles  can  be  stapled  in  four  different manners  for  each 
common colour (Figure 4.2b for ܾ݈ stapler and Figure 4.2c for ݊݃ stapler). Notice, however, that 
                                                            
*  Corner  tiles  (other  than  the  seed  tile)  can  in  fact  be  encoded  using  6  sequences  in  total,  since  the 



















per Definition 3.2.2.1 and Definition 3.2.2.2)? Recall  from 3.1  that duplication cannot result  in 
















































































Figure 4.2: Encoding of Staples. a) ݐଶ and ݐଽ א Hypatia, their corressponding pairs of half‐tiles and ssDNA encoding 
of  each  half‐tile  with  a  26‐bp  sequence  as  in  4.1.1.  Notice  that  an  8‐bp  subsequence  encoding  a  colour‐sign 
attribute  is  the  same  across  all  half‐tiles  (in  this  case,  േܾ݈  and  േ݊݃  have  the  same  8‐bp  subsequence  in  the 
encoding of  ݐଶ  and  ݐଽ’s half‐tiles). b)  Stapling of ߙଵ
௧మ   ‐ ߙଵ
௧భభ  on  ሺ– ܾ݈ሻ  and ߚଶ
௧మ   ‐ ߚଵ
௧వ   on  the    ሺ൅ܾ݈ሻ  colour‐signed 
attribute: 2 signs X 2 directionalities = 4 ways of stapling. Notice, however,  that  the same stapler strand  is used 










needs not  rule out duplication. Secondly, enforcing uniqueness  results  in a much  larger set of 
stapler strands, namely 368 stapler strands in total, which can be obtained from:  
෍ ܿ௫ሺܿ௫ െ 1ሻ 
where ݔ א ሼݎ݀, ݃݊, ݕ݈, ܾ݈, ݊݃, ݌ݎ, ܾݎሽ and ܿ௫ is the total number of ݔ‐coloured edges in Hypatia. 





















































by  stapler  strands  to  form  lanes  of  ssDNA,  and  that  they  (stapler  strands)  have  disappeared 
thereafter (in 4.2, we will see the details of stapling and how stapler strands are removed after 
accomplishing  their purpose). The bridging of  ssDNA  lanes  is accomplished using, once again, 
ssDNA strands that uniquely bring pairs of half‐tiles together via hybridization. Figure 4.3 shows 






subsequence of a 26‐bp ssDNA bridge complements,  in one  lane,  the 8‐bp encoding a colour‐
sign attribute plus 5‐bp off of  the CORE subsequence; and does  the same on  the second  lane 
with  the  remaining 13‐bp subsequence. The meeting point of  the  two ssDNA bridges  is called 
the crossover point, as each bridge hybridizes to one lane then crosses over to the other lane at 




































































































































































































































































half  turns,  in  order  to  suit  the  up/down  alternation  of  bridging while  creating minimal  twist 
strain on the double‐helix.  In our design, the distance between two crossover points  is 5 half‐
turns:  
ሺ5 ݄݈݂ܽ െ ݐݑݎ݊ݏሻ ൈ ൬5.3 
ܾ݌
݄݈݂ܽ െ ݐݑݎ݊ݏ
൰ ൎ 26 ܾ݌ 
It is clear therefore why, in 4.1.1, we have chosen to encode half‐tiles using specifically 
26‐bp  sequences. Notice  that  the  distance  between  every  other  crossover  points  is  an  even 
number of half‐turns, which in our design is ~10 half‐turns, given by:    
ሺ10 ݄݈݂ܽ െ ݐݑݎ݊ݏሻ ൈ ൬5.3 
ܾ݌
݄݈݂ܽ െ ݐݑݎ݊ݏ
൰ ൎ 53 ܾ݌ 
There is 1 bp difference between the ideal distance (~52 bp) and the distance we have 
in our design, which clearly  results  from having a non‐integer  length of a  full  turn  in  the DNA 
double helix. The design can of course be optimized further by, for example, adding extra bases 
to  sequences encoding boundary half‐tiles  (grey), which would  reduce  the  strain on  the DNA 
grid (resulting from “twisting” of the double‐helix in order to make up for the missing base [42]). 
However,  since  the  longest  series of DX points  in our problem  is 7, which occurs at  the main 











































in  the  other  half‐tile  (within  the  same  ߙ/ߚ  pair),  using  two  26‐bp  ssDNA  bridges  in  each 
instance. Figure 4.4 illustrates the set of ssDNA bridges for an example tile ݐଶ א Hypatia.  Since 
forward and backward sequences encoding a half‐tile are the reverse of each other, the pair of 
ssDNA bridges of  the  forward sequences and  those of  the backward sequences are also such.  














































ssDNA  sequences presented  in  the previous  three  subsections  (half‐tiles,  staples, and 
bridges)  are manipulated  –using  standard molecular‐biology  protocols–  to  carry  out  a  DNA‐




highlight here  the big picture of  the whole approach. Figure 4.5a  shows an example  tile  ݐଶ א 
Hypatia with some placeholder on  the  tiling grid.   ݐଶ can be assigned  to a placeholder on  the 































݋ଵ ൌ ሺ ܾ݈, ݕ݈, ݌ݎ, ݊݃ሻ  ݋ଵ ൌ ሺെܾ݈, ൅ݕ݈ሻ ڂ ሺെ݌ݎ, ൅݊݃ሻ 
   
݋ଷ ൌ ሺ݌ݎ, ݊݃, ܾ݈, ݕ݈ሻ  ݋ଷ ൌ ሺെ݌ݎ, ൅݊݃ሻڂሺെܾ݈, ൅ݕ݈ሻ 
   
݋ଶ ൌ ሺݕ݈, ݌ݎ, ݊݃, ܾ݈ሻ  ݋ଶ ൌ ሺെݕ݈, ൅݌ݎሻ ڂ ሺെ݊݃, ൅ܾ݈ሻ 
   
݋ସ ൌ ሺ݊݃, ܾ݈, ݕ݈, ݌ݎሻ  ݋ସ ൌ ሺെ݊݃, ൅ܾ݈ሻ ڂ ሺെݕ݈, ൅݌ݎሻ 
   
(a)  (b)  (c)  (d) 
Figure  4.5:  The  big  picture.  a)  An  example  tile  ݐଶ א Hypatia, with  some  placeholder  on  the  tiling  grid.  b) The 
corresponding four orientations in ݐଶ which can be placed on the tiling grid (see 2.2). c) The ߙ and  ߚ pairs of half‐
tiles of  ݐଶ, the union of which can re‐produce one of four orientations (see 3.2). d) For each ߙ/ߚ pair of half‐tiles, 
the  forward  (backward)  sequence of a half‐tile  is bridged  to  the  forward  (backward) sequence  to  reproduce  the 
mohter tile  in an orientation. Because DNA has two directionalities, 5’‐3’ and 3’‐5’, each half‐tile must be able to 















































The  first  step  is  in  effect  an  exhaustive  search  to  generate  every  possible  lane.  Clearly,  the 
generation is bounded by the concentration of sequences of DNA (ܵ) and DNA (Δ). The question 
then arises: what concentration of each distinct species must necessarily be present  for a  full 
exhaustive  search of  a  lane of  length ݅?    Let ܵ ൌ ሼݏଵ, … , ݏ௥ሽ be  the  set of  all distinct  species, 

































For Hypatia, |ܵ| ൌ 122,  |ܭ௨| ൌ 12 and ݅ ൌ 7, and  therefore  the concentration of each distinct 

















ൌ െߣ݀ݐ      ֜      ln ܳሺݐሻ ൌ െߣݐ ൅ ܥ     ֜        ܳሺݐሻ ൌ ݁஼݁ିఒ௧ (by integration)  
Since ܳሺ0ሻ ൌ ݁஼, we have:                                 
ܳሺݐሻ ൌ ܳ଴݁ିఒ௧  
The computation proceeds towards a halt state as ܳሺݐሻ approaches zero.  In practice, we have 
experimentally  determined  that  the  course  of  several  hours  is  considered  sufficient  (though 
different buffers and reaction conditions may present different outcomes, see the experimental 
results below).        
In Step 2 and 3,  lanes of  the  right begin/end  sequences  (i.e. േ݃ݎ݁ݕ) and of  the  right 
length (i.e. lanes of length 3x(26)=78, 5x(26)=130 and 7(26)=182 base‐pairs) are selected. Lanes 
of length 1 (which encode half‐tiles of corner tiles that have േ݃ݎ݁ݕ at both 5’ and 3’ ends) need 
















Phosphorylation  of  DNA  (ઢ):  As  a  prerequisite  to  ligation,  oligonucleotides 






Ligase  buffer  (500  mM  Tris‐HCl,  100  mM  MgCl2,  10  mM  ATP,  100  mM 
Dithiothreitol, pH 7.5), bringing the total volume to 50 μl by adding ddH2O. The 
mix  is  incubated  at  Tm(S)–5  for  30  minutes.  The  final  molarity  of  the 
oligonucleotides must be  re‐calculated and  if  it  is  severely  lower  that what  is 
desired  for  the  hybridization/ligation  step,  it  can  be  increased  by  various 
methods  (which  vary  in  efficiency  and % product  loss  [44][16]). Alternatively, 





its  contribution  to  the  total  volume  of  the  hybridization/ligation  reaction  is 
minimal. This eliminates the need to adjust the buffering capacity of the mix as 









enzyme per 200 pmol of DNA  (Δ)  is added  (the enzyme closes DNA “nicks” at 
the 5’ to 3’  join points of oligonucleotides) and  the total volume  is brought  to 
൑100μl  by  adding  ddH2O.  It  is  important  that  the  pH  level  is measured  and 
adjusted to 7.5‐8.0 by the addition of a base (e.g. NaOH) or an acid (e.g. HCl) to 
increase  or  decrease  the  pH,  respectively.  The  mix  is  incubated  at  room 
temperature  for 0.5‐3 hours. Note  that  the original  sequence design must be 




200  pmol  of  the  ligation  product,  200  pmol  of  primers  (forward  and  reverse 
primers for both 5’‐(േ݃ݎ݁ݕ)‐3’ and 3’‐(േ݃ݎ݁ݕ)‐5’ 8‐bp subsequences6), 5 units 
of  Taq  DNA  polymerase,  5  μl  of  10x  dNTP,  5  μl  of  10X  ThermoPol  Reaction 
Buffer, bringing the total volume to 50 μl by adding ddH2O. The mix  is brought 
to 95 °C  for 2 minutes,  followed by 32 cycles of: 94 °C  (1 min), average7  salt‐



















60 minutes.  Better  band  separation  can  be  achieved with  lower  voltage,  but 
longer running time  is then required.  In general, the electrophoresis should be 
terminated when the dye has visibly migrated 2/3 of the gel’s length. In addition 




Excision  and  Purification:  The  agarose  gel  is  exposed  to  ultraviolet  light  and 
bands of various  lengths  in each well containing  the PCR product can be seen 
and compared across to bands from the DNA ladder’s well (EtBr, which binds to 
dsDNA  as  it migrates  through  agarose  gel,  fluoresces  under  ultraviolet  light). 
Bands  with  the  right  length  are  marked  and  excised  using  a  sterile  razor. 
Subsequently,  the  dsDNA  product  in  each  excised  band  is  extracted  using  an 
agarose gel purification kit9 (Bio Basic Inc., ON).  
 
 We  apply  the  presented  protocol  above  on  a  sample  set  of  ssDNA,  schematically 
depicted  in Figure 4.6a, where  three and  five  ssDNA oligonucleotides  (coloured blue and  red, 
respectively)  are  joined  with  two  and  four  complementary  stapler  strands,  respectively,  to 
produce  two  lanes  of  length  91  and  151‐bp10.  In  this  schematic  representation,  bullets  and 
arrows  indicate 5’ and 3’ ends,  respectively. Figure 4.6b  shows a  schematic  representation of 
two  lanes after the hybridization and  ligation step. Notice that the oligonucleotides are  ligated 


























the “nicks” at the  join points, effectively transforming the 3 and 5  individual strands of each  lane  into one 
continuous ssDNA of length 91 and 151 respectively (individual stapled strands are of length 30‐31 bp each, 
see  Appendix  A.1  for  the  exact  sequences).  c)    Schematic  representation  of  post‐PCR  product.  The 
exponential  replication of  each  lane produces  perfectly dsDNA. d) Gel  electrophoresis  results  of  the  PCR 
product. Well 1 contains a standard DNA  ladder (left  image) against which the  length of resulting bands of 
















lanes  (using a set of  forward and backward primers  for each  lane) results  in perfectly double‐
stranded  DNA  (dsDNA)  strands,  depicted  schematically  in  Figure  4.6c.  The  inset  shows  a 
magnified view of a dsDNA lane.  
 
In  Figure  4.6d, we  show  the  results  of  the  PCR  products whose  templates  come  from  two 
separate  hybridizations/ligations  reactions  that  were  carried  for  0.5  and  3  hour  incubation 
times, respectively. From each reaction, each  lane  is PCR‐amplified twice (hence two wells per 
lane  per  incubation method). Notice  that  the  3‐hour  ligation  clearly  shows  better  efficiency, 
measured by the % ܳ଴ that has  in fact been  involved  in stapling (given the original molarity of 
oligonucleotides  in  a  reaction,  and  the  measured  molarity  of  the  PCR  product  which  can 
spectrophotometerically‐quantified).  Longer  hybridization/ligation  incubation  times  did  not 




The  results  presented  above were  confirmed  by  sequencing.  Two  agarose  gel bands, 
corresponding to the two PCR products of the trial experiment above (Wells 7 and 9 for the 91 
and  151‐bp  products  respectively),  were  excised  and  purified  (see  step  3  above).  The  two 
products were transformed and cloned (Sticky‐End Cloning Protocol, CloneJET™ PCR Cloning Kit, 
Fermentas, ON)  into a plasmid  (GeneJET™ Plasmid Miniprep Kit, Fermentas, ON) and  sent  for 
sequencing. The two products were sequenced (McGill University‐Genome Quebec, Montreal). 
















The bridging protocol above  is  in effect a successive exhaustive search over  lanes. There are 7 
distinct ݈ଵ species
11 in total in Hypatia (1 from seed, 2 per each other corner tile). Furthermore, 
there are 44 distinct sequences that a  lane can begin/end with12. Given that a  lane of  length  , 












where  71  is  the  sum  of    1ሺ1ሻ ൅ 3ሺ2ሻ ൅  4ሺ8ሻ ൅  8ሺ4ሻ  distinct  internal  sequences:  1  seed,  3 




are not  in  fact  involved  in  stapling, and are used  in bridging directly  from  synthesis  (see  the  stapling 
protocol above). 






















൰ ൌ 3.1 ൈ 10ଶଷ ൎ 2 ൈ 10ଵଶ ݌݉݋݈ 
 
If the concentration of a post‐stapling  lane  is at a  lower molarity ݌‐picomole,  its concentration 
must be brought to the above upper‐bound by: 







ቁ ൎ 41 െ logଶሺ݌ሻ 
Hence, if the stapling products exist in say, 10ସ  pmol concentration, then PCR must be carried 
out for ܿ ൌ 41 െ logଶሺ10ସሻ ൎ 28 cycles before starting the bridging protocol (each cycle takes 
2.5‐3 minutes). Notice that aiming for upper‐bound concentrations makes safe the assumptions 
of an error‐free and  fully efficient PCR  (which,  in practice,  is not  the case). Moreover, upper‐
bounds do serve as a reminder of the exponential growth of required computational resources 
when  dealing  with  inherently  intractable  problems.  Upper‐bounds  can  however  hugely 



















immediately  to  ௠ܶ–5  °C  for 8 hours,  then  store at ൑  ‐4  °C until 
later use. 
ۺܑ܏܉ܜ܍ ሺܺሻ:  Add  10  units  of  T4  Ligase  enzyme  per  200  pmol  of 
oligonucleotides  in  ܺ  and  incubate  at  room  temperature  for  1 
hour. 
ۺܗ܉܌ ሺܺ, ܻ, . . ܼ, ؠሻ :   Load  products ܺ, ܻ, . . ܼ,  along  with  ൒50  ng  of  50/100‐bp  DNA 
ladder  (Fermentas,  ON)  denoted  here  by  " ؠ ",  into  a  5% 
polyacrylamide gel. Glycerol (Sigma‐Aldrich, MO) and  loading dye 
(max 1‐2 μl) should be added  to each  load15. Run  the gel  for 2.5 
hour at 40V using a 1x TBE  running buffer  (10.8g Tris base, 5.5g 




electrophoresed  (to  remove possible  charged  contaminants  that 
may interfere with DNA migration).  
 
۳ܠ܋ܑܛ܍ ሺܦ, ܾ݌ሻ :   Immerse the gel in 100mL ddH2O and stain the polyacrylamide gel 
with 10‐20  μl of Ethidium bromide  (EtBr)17,  in as  low‐light  room 
conditions  as  possible,  for  20‐30  minutes.  Destain  the  gel  in 






















݈ଵഥ ൌ ۾ܝܚܑ܎ܡ ቀ۳ܠ܋ܑܛ܍൫ۺܗ܉܌൫ۺܑ܏܉ܜ܍൫۶ܡ܊ܚܑ܌ܑܢ܍ሺ݈ଵ, DNAሺܤሻ, ௠ܶሺܤሻሻ൯, ؠ൯, 26൯ቁ 19
 
݈ଵ,ଷ ൌ ۾ܝܚܑ܎ܡ ൬۳ܠ܋ܑܛ܍ ቀۺܗ܉܌ ቀۺܑ܏܉ܜ܍ ቀ۶ܡ܊ܚܑ܌ܑܢ܍൫݈ଵഥ, ݈ଷ, ௠ܶሺܤሻ൯ቁ , ؠ ቁ , 52ቁ൰ 
Step 2:  
݈ଵ,ଷതതതത ൌ ۾ܝܚܑ܎ܡ ൬۳ܠ܋ܑܛ܍ ቀۺܗ܉܌ ቀۺܑ܏܉ܜ܍ ቀ۶ܡ܊ܚܑ܌ܑܢ܍൫݈ଵ,ଷ, DNAሺܤሻ, ௠ܶሺܤሻ൯ቁ , ؠቁ , 104ቁ൰ 
݈ଵ,ଷ,ହ ൌ ۾ܝܚܑ܎ܡ ൬۳ܠ܋ܑܛ܍ ቀۺܗ܉܌ ቀۺܑ܏܉ܜ܍ ቀ۶ܡ܊ܚܑ܌ܑܢ܍൫݈ଵ,ଷതതതത, ݈ହ, ௠ܶሺܤሻ൯ቁ , ؠ ቁ , 156ቁ൰ 
Step 3:  
݈ଵ,ଷ,ହതതതതതത ൌ ۾ܝܚܑ܎ܡ ൬۳ܠ܋ܑܛ܍ ቀۺܗ܉܌ ቀۺܑ܏܉ܜ܍ ቀ۶ܡ܊ܚܑ܌ܑܢ܍൫݈ଵ,ଷ,ହ, DNAሺܤሻ, ௠ܶሺܤሻ൯ቁ , ؠ ቁ , 234ቁ൰ 
݈ଵ,ଷ,ହ,଻ ൌ ۾ܝܚܑ܎ܡ ൬۳ܠ܋ܑܛ܍ ቀۺܗ܉܌ ቀۺܑ܏܉ܜ܍ ቀ۶ܡ܊ܚܑ܌ܑܢ܍൫݈ଵ,ଷ,ହതതതതതത, ݈଻, ௠ܶሺܤሻ൯ቁ , ؠቁ , 312ቁ൰ 
Step 4:  











that the next  lane to be bridged  is mixed only with  lanes that have succeeded to bridge  in the 
previous  step  (because  those  that  failed  have  been  excluded  by  virtue  of  Excise()/Purify() 
operation  that  follow each Hybridization()). For example,  if an  ݈ଷ species  failed  to bridge with 
























What  does  an  insertion  of  a  PCR‐amplification  operation  really  mean?  Recall  from 
Chapter  3  that  the  solution  to  Hypatia  can  be  stated  as  “finding  a  set  of  lanes  that  can 
successfully stack up and cover the entire tiling grid”. Hence, the amplification  is  in a sense an 
exclusion heuristic:  if a  lane  failed  to bridge at Step  s,  it  is definitely not part of  the ultimate 
solution set of lanes. If a lane succeeded to contribute to a partial assembly, then it’s more likely 








mobility  issues of DNA  junctions  in general, see discussion). Furthermore, a PCR‐amplification operation 
can be inserted at any stage of the protocol. Notice that in Step 4, the set of bridges DNA(B) is added to 
݈ଵ,ଷ,ହ,଻ which may result in two half‐assemblies (corresponding to half of the DNA grid), which should have 
been  bridged  to  form  one  assembly,  instead  each  hybridizes  independently  to  bridges,  in  effect 
preventing  the  crystallization  of  a  full  grid  assembly.  Hence,  ݈௙௜௡௔௟  may  be  preceded  with  intensive 
















The  excision/purification  operations  deserve  special  attention  as  the  risk  of  losing 
products  during  these  operations  poses  a  real  challenge.  Furthermore,  to  determine  exactly 
which band  to excise  is complicated by  the  fact  that  the gel mobility of DNA assemblies  is  far 
from being  fully understood. Many  factors,  including  running  voltage,  salt  concentration  and 
polyacrylamide percentage do affect mobility [50][22]. Hence, in addition to careful optimization 
of  such  factors, other  controls  can also be  loaded  to help  identify  the  right bands with more 
precision.  













right. Recall  from 4.1.3  that an underlying principal of  stable DNA assembly  states  that  there 
must be an odd number of half‐turns between crossover points, which necessarily means that 
the conformations of the double‐helix  in these two points are at a 180 °C difference  in the 3‐









discussion  on  an  assembly’s  “temperature”[63]).  Such  assemblies  would  also  be  at  a  great 
contrast in terms of migration mobility vis‐à‐vis the right assemblies at this step [50][22]. Hence, 
the  instability and/or exclusion by excision provide  for a safe assumption  that such erroneous 
assemblies are eliminated.  In  the  third and  fourth scenarios, consider  the worst case  in which 
such  assemblies  survived  till  last  step  (again,  an  unlikely  outcome  considering  migration 






green  lane  stacks  with  one  shift  to  the  right.  Considering  the  requirements  of  the  DNA  assemblies, 
bridging  at  the  two  crossover  points  must  be  at  a  180°  difference  in  the  3‐dimensional  space. 





In what  follows we present  the  results of applying  the above protocol on a  subset of 
ssDNA oligonucleotides (Integrated DNA Technologies, Inc., Illinois) emulating a two‐ and three‐
lane  assembly.  Figure  4.9a  shows  a  schematic  representation  of  the  two  assemblies  (see 
Appendix A.2 for exact DNA sequences). The three  lanes are coloured blue, green and red; the 












This  is  crucial,  since  the  assumption  that when dsDNA  is denatured  and  the  reaction 
conditions  are  set  for  bridging  to  take  place  (see  Hybridize()  operation  above),  the 
complementary  strands  of  the  denatured  dsDNA  will  not  be  interfering  with  bridges  –by 
hybridizing  (fully or partially)  to  their complementary strands  (which are our  lane of  interest). 
We hypothesized, and the presented results confirm, that after denaturation, if 1) the reactions 
conditions  (mainly  temperature) are  rapidly  set  for bridging, and 2)  the molarity of bridges  is 





was done at 4  °C,  the  “smiley  face” effect  can  still be  seen: a band  travels  slightly  faster  the 
closer  it  is  to  the  centre  of  the  gel  due  to  generated  heat.  Further  investigation  into  the 
possibility  of  optimizing  the  electrophoresis,  by  altering  the  salt  concentration  and/or  the % 
polyacrylamide  for  example,  is  clearly  needed.  Wells  2  and  4  contain  the  3‐  and  2‐lane 
assemblies, respectively. The trail in these wells reflects the left‐over ssDNA bridges, which were 
added  in  the  hybridization  operation  to  a  100x  ratio  to  lanes.  Fully  formed  2‐  and  3‐lane 
assemblies  contain  96  and  112  double‐stranded  base‐pairs  in  total  (see  Appendix  A.2  for 

























respectively.  The  trail  in  these  wells  reflects  left‐over  ssDNA  bridges,  which  were  added  in  the 
hybridization operation at a 100x ratio relative  to  lanes’ concentration.   The  two visible bands  (marked 
with red rectangles) assumed to be the intended assemblies were excised and purified.  Well 8 is a control 









PCR  reactions were carried out, using  templates  from  the excised and purified bands 
shown in Figure 4.9b. The rationale behind using PCR for verification is that, if a band is assumed 
to  contain  ݈௫, ݈௬,  and  ݈௭  lanes,  then  using  that  band  as  a  template  in  three  separate  PCR 
reactions:  the  first  containing  primers  of ݈௫,  the  second  primers  of  ݈௬  etc.  then  the  three 
reactions should produce exponential amounts of ݈௫, ݈௬, and ݈௭ respectively. The mutual success 
of all these PCR reactions (as their outcome is loaded into agarose gel and electrophoresed) is a 
clear  indication  that  all  lanes making  up  the  assumed  assembly were  in  fact  present  in  the 
excised band and so the assembly must have formed.   
Figure 4.10 shows the results of PCR verification. For each excised band (red rectangle 
in Figure 4.9),  two PCR  reactions were performed, one  to amplify  the green  lane, and one  to 
amplify the red lane. As the result below show, PCR conclusively proves that the two lanes were 
present20. No amplification of the blue lane was performed since the 3‐lane assembly (Well 2 of 


































































DNA,  i.e.  the  computational perspective,  to Adleman’s  insightful HPP demonstration  [4]. One 
can only  look at  the many new avenues of using DNA  for  solving problems,  fabricating nano‐








“what  combinations of on/off  states of  genes  result  in  the  release of  chemical X?”  is quickly 
spotted by a computer scientist as the SAT problem itself. Nano‐technologists rushing to design 
a computer program to generate a set of half‐tiles that would grow into nano‐scale structures of 
their  interest would be  in a much better position with the knowledge that finding such set  is a 
computationally  hard  problem,  and  that  a  lot  of  time  and  money  would  be  saved  if  they 
accepted a  set of half‐tiles  that approximately but not exactly produces  that  shape. DNA  can 








We  have  formally  defined  the  half‐tile model which we  used  to  devise  a DNA‐based 
solution to the NP‐Complete bounded edge‐matching puzzles. The PCR‐enabled half‐tile model 





DNA  oligonucleotides  can  be  synthesized  by  commercial  vendors  relatively  cheaply 
(~$0.08‐0.20/nucleotide  at  the  time  of  writing)  and  in  concentrations  of  up  to  micro‐mole 
amounts  (~10ଵ଻  copies,  maybe  slightly  more).  This  is  the  primary  limit  on  how  much 
computation can be done. Beyond the first pool generation step (which, again, is limited by the 
molarity  of  synthesis),  PCR  comes  into  play  as  a  supremely  powerful,  efficient  and  cheap 
heuristical and processing‐power tool. We must, however, let go of the illusion1 that the massive 





molarity2.  In other words, were  it not  for PCR, we would have  to  synthesize  at much higher 
molarity  so  as  to  be  able  to  yield  the  correct  computation  in  sufficiently  large/detectable 









of  PCR.  The  importance  of  BEMP’s NP‐Completeness  in  this  context  is  as  the  benchmark  by 
which one can make statements about DNA computational power.   
 









Using  an  example  from  our  context,  if  stapler  strands  are  of  length  16‐bp,  then  the 
design  problem  need  only  ensure  that  no  two  strands  have,  say,  >12  strands  common 
subsequences, and any commonalities of less (or more in fact) need not be ruled out.  TMA+ and 
TEA+  (as  opposed  to  Na+  in  most  buffers)  seem  to  cause  a  remarkable  increase  in  the 
dependence  of melting  temperature  on  sequence  length  [28b].  Furthermore,  as  few  as  2‐bp 
difference can result in big difference in Tm. This prevents a strand of length ݔ from hybridizing 
at the melting temperature of strands of  length ݔ േ 2. A demonstration of the utility of TEACl 



















Half‐tile assembly model  (hTAM)  is  then Turing‐complete because,  trivially,  the 
union operation can be applied to get the original mother tiles –and tiles have already 
been proven  to be  capable of  simulating a Turing machine. That  is a weak version of 
proving  the  Turing‐completeness  of  the  half‐tile  assembly model. Weak  in  the  sense 
that what we have shown is the equivalence between tiling with half‐tiles and tiling with 
their mother  tiles,  and  concluded  that  since  Tile Assembly Model  is  Turing‐complete 
then so must be tiling with the corresponding set of half‐tiles. 
 













The  PCR‐powered  half‐Tile  Assembly  Model  (hTAM)  has  potential  in  nano‐scale 
constructions. Not only do we have a model for defining molecular motifs that –by design– self‐
assemble into the desired nano‐structure, but it is one that allows also for the insertion of PCR 








































































































































[56b]  Tanaka, F., Kameda, A., Yamamoto,, M., Ohuchi A. Design of nucleic acid sequences for DNA   
  computing based on a thermodynamic approach Nucleic Acids Res. 33(3): 903–911. 8   

































































The  two  lanes  (lane 01  and  lane 02)  are  cloned  into  a plasmid  and  sent  for  sequencing.  The 
sequencing results below (McGill University‐Genome Quebec, Montreal) show the formation of the two 
lanes.  The  sequence  of  lane  01  and  02  are  highlighted  in  blue  and  red,  respectively;  while  their 
respective reverse complement are highlighted with dimmed red and blue.  
Lane01 
Lane02 
ReverseComplementLane01 
ReverseComplementLane02 
>ID|7823763 L22_P1002642_033.ab1 
TGCATGGAACGCCGCAGACTTCGGATGCTCGAGTTTTTCGCAGATGGTGGATATAAATAGTGAGTATGTATGAGTTATGTGATGGAAGAAAT
ATAGGGGTGAAGTTAGTAGAATAGGGTAGTGATGCTGATAGTGTAGTCTAGTTAGGTGAGAATAGTGTAAGTGTATGAAGAGGTTATTGGA
TAGGGTGGTGGATATAAATAGTGAGTATGTATGAGTTATGTGATGGAAGAAATATAGGGGTGAAGTTAGTATAATAGGGTAGCGATGCTGA
TCCTGTAATCCTACTACGCGTCTCTGGGTGACAATCGCTGTCGCGTCCGACGAGCTCTCGGATACCCCTTTCTCACATATCCCCTACCATACTCT
CTGTCGGCCCCGCCACTCCCCCCTCTCCCTCCCCACTCTCCCACGCACCCCAGCCCCCCCTATACTAGCCTATCCTCAAATCCTTCCGCCTCCCCC
ACCCCCCACACCACCCCCTCCCTCGCTGCTCGCCCTCTCTCCTGCCCTTCCCCCTCTCCTCGCCTCCCCTCCCCCCCTCCCCATCCCCCCCTCCCCC
ACCCCTACCACCTCTTTCCCCTCCCGTCCCCCCCTCACCCCCTCCTCCCCCCCCTGACCTCCCCCTCCCCTCCCCCTCCCCCTCCCACCTCCTCCCCC
CCGACACTCCTCCTCCTACCCCCCGCCCTCCCTCCCCACTCCCCACCCCCCCTCCCCGCCTCTCCTCCCCCCCCCCACTCTCCTCACCACTACATCC
CCCCCCCTCCCCTTCCTCCCTCCACTCCTCATCCCCCTCCCCCCCACCCCCCTCCCCATCCCCCCTCTCCCTCCTCTCCCCCTTCCCCTACCTCCCGC
CCCCCCCTCCCCCCCCCTCCCCCCCCCTCCCCCCTCCCCCCCCCTCCCCCCCCTCCCTCCCTCTCCCCGTCCCTCTTCCCCCCCGCTCCCCCTGCCCT
CCTCCTCTCCCCTCCCTCACCCCCTCCCCGCCCCCAACTCTTTCCCCTCGCATCTCTTCCCCCCCCTCCCCCTCTCCCCACTCCCCCCCCCCCCCCCC
CTCTCCCCCCTTCTGCGCTCCCCCGCGCCCACCCCCTCCCCTCCCCAGCCCCCCCCCCCCCCTCTCCTCCCTCCTCCCCCCCTCCCCTCCCTCCTTTC
CCCCCCCCTCCTCTCCCCCCCCACCCCTCTGCCCTCCCCCTCCCCCCTCTCCCCCTTCCCCTCCCTTCATCCCCTCCTCCCCCCTTCCCCTCCTCCCTC
CCCCTTCTC 
 
>ID|7823757 L21_P1002642_018.ab1 
TTTCTAGTTATTCGCCTGAATCTTGAGAGAATAAAGAAGACATCGATTTTCCATGGCAGCTGAGAATATTGTAGGAGATCTTCTAGAAAGATG
GTGGATATAAATAGTGAGTATGTATGAGTTATGTGATGGAAGAAATATAGGGGTGAAGTTAGTAGAATAGGGTAGTGATGCTGATAGTGTA
GTCTAGTTAGGTGTTTATGGGTGAGAATAGTGTAAGTGTATGAAGAGGTTATTGGATAGATCTTGCTGAAAAACTCGAGCCATCCGGAAGAT
CTGGCGGCCGCTCTCCCTATAGTGAGTCGTATTACGCCGGATGGATATGGTGTTCAGGCACAAGTGTTAAAGCAGTTGATTTTATTCACTATG
ATGAAAAAAACAATGAATGGAACCTGCTCCAAGTTAAAAATAGAGATAATACCGAAAACTCATCGAGTAGTAAGATTAGAGATAATACAACA
ATAAAAAAATGGTTTAGAACTTACTCACAGCGTGATGCTACTAATTGGGACAATTTTCCAGATGAAGTATCATCTAAGAATTTAAATGAAGAA
GACTTCAGAGCTTTTGTTAAAAATTATTTGGCAAAAATAATATAATTCGGCTGCAGGGGCGGCCTCGTGATACGCCTATTTTTATAGGTTAATG
TCATGATAATAATGGTTTCTTAGACGTCAGGTGGCACTTTTCGGGGAAATGTGCGCGGAACCCCTATTTGTTTATTTTTCTAAATACATTCAAA
TATGTATCCCCCTCATGAGACAATAACCCTGATAAATGCTTCCATAATATTGAAAAAAGAACAGTATGATTATTCAACATTTCCGTGTCCCCCTT
TATCCCTTTTTTTGCCGCATTTTGCCTTTCCTGTTTTTGCTTCCCCCAGAAACCCCGGTTTAAAGTAAAAAGATGCCTGAAGATTCAGTTTGGGT
GCCCCAAGTGGGTTTACATCCAAACTGGGTTCTTCACCAACGGGGAAAGATTCCTTGAAGAGTTTTTCCCCCCCCGAAAAAACGTTTTTCTCAA
TGATTGAACCCCTGTTTTAAAGGTCCTTCCCTTTTTGGCGCCCCCGGAAATTATTCCTCGCTTATTGCACCCCCGGGTCCAAAAAACCCATTTCG
GGTTCCCCCCCGATTACACCTAATTTCTTCTAAAAAATACACCTGGCCTGTAAACCACCCTCACCC 
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>ID|7818507 L12_P1002632_091.ab1 
GCATGGCGAGGGCGCAGATCTTCCGGATGGCTCGAGTTTTTCGCAAGATTCACTCCACTTAACTATAACCACAAACTCATTACACCAATTCTCT
TCTCCTACAATTCCTAATGTCCAACATACTCTCATCCTCTAACATAATCTTTCTAGAAGATCTCCTACAATATTCTCAGCTGCCATGGAAAATCGA
TGTTCTTCTTTTATTCTCTCAAGATTTTCAGGCTGTATATTAAAACTTATATTAAGAACTATGCTAACCACCTCATCAGGAACCGTTGTAGGTGG
CGTGGGTTTTCTTGGCAATCGACTCTCATGAAAACTACGAGCTAAATATTCAATATGTTCCTCTTGACCAACTTTATTCTGCATTTTTTTTGAAC
GAGGTTTAGAGCAAGCTTCAGGAAACTGAGACAGGAATTTTATTAAAAATTTAAATTTTGAAGAAAGTTCAGGGTTAATAGCATCCATTTTTT
GCTTTGCAAGTTCCTCAGCATTCTTAACAAAAGACGTCTCTTTTGACATGTTTAAAGTTTAAACCTCCTGTGTGAAATTATTATCCGCTCATAAT
TCCACACATTATACGAGCCGGAAGCATAAAGTGTAAAGCCTGGGGTGCCTAATGAGTGAGCTAACTCACATTAATTGCGTTGCGCTCACTGCC
AATTGCTTTCCAGTCGGGAAACCTGTCGTGCCAGCTGCATTAATGAATCGGCCAACGCGCGGGGAGAGGCGGTTTGCGTATTGGGCGCTCTT
CCGCTTCCTCGCTCACTGACTCGCTGCGCTCGGTCGTTCGGCTGCGGCGAGCGGTATCAGCTCACTCAAAGGCGGTAATACGGTTATCCACAG
AATCAGGGGATAACGCAGGAAAGAACATGTGAGCAAAAGGCCAGCAAAAAGCCAGGAACCGTAAAAAAGCCGCGTTGCTGGCGTTTTTCCA
TAGGCTCCGCCCCCCTGACGAGCATCACAAAAATCGACGCTCAAGTCAGAGGTGGCGAAACCCGACGGGACTATAAAGA 
 
>ID|7818467 L21_P1002632_010.ab1 
TTCTACTTATTCGCCTGAAACTTGAGAGATAAAGAAGACATCGATTTTCCTGGCAGCTGAGAATATTGTAGGAGATCTTCTAGAAAGATGGTG
GATATAAATAGTGAGTATGTATGAGTTATGTGATGGAAGAAATATAGGGGTGAAGTTAGTAGAATAGGGTAGTGATGCTGATAGTGTAGTC
TAGTTAGGTGTTTATGGGTGAGAATAGCGTTAGTGTATGTAAAGGTTACTCGAATACATCTTGCTCATCCTTAGATCCCACCTCCAGGATCTGG
CTGACGCTCTCCCCATGTCTAATCGGCCCACCCCCTACGGATATGGTGTCCAGGCGCCATTGTCAAATCAAATCCTTTTACTCCCTATGCTAACT
AAAACCGTGACTGGAACCTGTCTCCCCTCACATCTCCAGATAATCCTTAACAGACATCCAGCAGCAAGAGTTACCGACGATCCACTCACTACCA
CCTCGGCTTCCAACTTTTCTCCCCCTCGTGAACCTACTCCTGAGACCACAAACTCCTCTACCCAATCATCCTCTCAGGACCTACCTCTCACTACAC
TCTCCGCACCTCCCGTACCCAGCTTATTTCGCGCCCAGCCTCCTACTAACTCGACTCTTCTTCCTAGCGCTCTCCCGCTACCCCCCCAATCATTAT
CCACTCTTCCCTTCCTGCACACTCACTACTGTTTCCACCTACGCTCCGGCCCCATACCCTTTTCGCGTACACCTCTGCACCCGCACCCCTTCAACC
TCTCTTCTATCTTCTCCCCCTTTACCCTTTCCTACTCGTCCCTCTCCCTGCCTTCCCACCCGCAATCCCCCCTCCATCAAACTCGCTCCCACTCTTAC
CTCCCCCCATCCCCTCTCACTCTCCCAATAGCCTCACCCCCTTTTCCTGCACCCCCCCCATAATTCCTTATAACCATGCCATACCCCTCACCCCCTT
CCCCCGTCTCCTACACTCCTCCTCTTCTCCCCGCTCCCATGCTTATCCTCAACAACCACTCCCCTTCTCCTCCTCCCCTCCACTCTCACTCCATACTC
CTACACTATCTCCCACCTTCCCGCCTCATTTCACTCACTTCCAGTTCCATCAACCCCGGCCCTCACTTCTCTACCACCCCACTATAACTAAGCTCA
CTCACCCACATCTACTTCCACCTGTATCTGCCCGCTTCCCACTCCATCTCTCGCACAAGCTCCTCACCACGTTTACTCCCCCTCTCAGC 
 
>ID|7818506 L11_P1002632_076.ab1 
AACTAGTTATTCGCCTGAATCTTGAGAGATAAAGAAGACATCGATTTTCCATGGCAGCTGAGAATATTGTAGGAGATCTTCTAGAAAGATTCA
CTCCACTTAACTATAACCACAAACTCATTACACCAATTCTCTTCTCCTACAATTCCTAATGTCCAACATACTCTCATCCTCTAACATAATCTTGCTG
AAAAACTCGAGCCATCCGGAAGATCTGGCGGCCGCTCTCCCTATAGTGAGTCGTATTACGCCGGATGGATATGGTGTTCAGGCACAAGTGTT
AAAGCAGTTGATTTTATTCACTATGATGAAAAAAACAATGAATGGAACCTGCTCCAAGTTAAAAATAGAGATAATACCGAAAACTCATCGAGT
AGTAAGATTAGAGATAATACAACAATAAAAAAATGGTTTAGAACTTACTCACAGCGTGATGCTACTAATTGGGACAATTTTCCAGATGAAGTA
TCATCTAAGAATTTAAATGAAGAAGACTTCAGAGCTTTTGTTAAAAATTATTTGGCAAAAATAATATAATTCGGCTGCAGGGGCGGCCTCGTG
ATACGCCTATTTTTATAGGTTAATGTCATGATAATAATGGTTTCTTAGACGTCAGGTGGCACTTTTCGGGGAAATGTGCGCGGAACCCCTATTT
GTTTATTTTTCTAAATACATTCAAATATGTATCCGCTCATGAGACAATAACCCTGATAAATGCTTCAATAATATTGAAAAAGGAAGAGTATGAG
TATTCAACATTTCCGTGTCGCCCTTATTCCCTTTTTTGCGGCATTTTGCCTTCCTGTTTTTGCTCACCCAGAAACGCTGGTGAAAGTAAAAGATG
CTGAAAATCAGTTGGGTGCACGAGTGGGTTACATCGAACTGGATCTCAACAGCGGTAAGATCCTTGAAAAGTTTCGCCCCGAAAAAAGTTTT
CCAATGAAGAACACTTTTAAAGTTTTGCTATGTGGCGCGGTTATTATCCCCGTAATGGACCCCGGGCAAAAACCAAACTCGGTCCGCCGCAAA
AACCTATTTT 
 
>ID|7818513 L21_P1002632_009.ab1 
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TTATTGGGGGCGGCCGCCGATCTTCCGGATGGCTCGAGTTTTTCGCAAGATCTATCCAATAACCTCTTCATACACTTACACTATTCTCACCCATA
AACACCTAACTAGACTACACTATCAGCATCACTACCCTATTCTACTAACTTCACCCCTATATTTCTTCCATCACATAACTCATACATACTCACTATT
TATATCCACCATCTTTCTAGAAGATCTCCTACAATATTCTCAGCTGCCATGGAAAATCGATGTTCTTCTTTTATTCTCTCAAGATTTTCAGGCTGT
ATATTAAAACTTATATTAAGAACTATGCTAACCACCTCATCAGGAACCGTTGTAGGTGGCGTGGGTTTTCTTGGCAATCGACTCTCATGAAAAC
TACGAGCTAAATATTCAATATGTTCCTCTTGACCAACTTTATTCTGCATTTTTTTTGAACGAGGTTTAGAGCAAGCTTCAGGAAACTGAGACAG
GAATTTTATTAAAAATTTAAATTTTGAAGAAAGTTCAGGGTTAATAGCATCCATTTTTTGCTTTGCAAGTTCCTCAGCATTCTTAACAAAAGACG
TCTCTTTTGACATGTTTAAAGTTTAAACCTCCTGTGTGAAATTATTATCCGCTCATAATTCCACACATTATACGAGCCGGAAGCATAAAGTGTAA
AGCCTGGGGTGCCTAATGAGTGAGCTAACTCACATTAATTGCGTTGCGCTCACTGCCAATTGCTTTCCAGTCGGGAAACCTGTCGTGCCAGCT
GCATTAATGAATCGGCCAACGCGCGGGGAGAGGCGGTTTGCGTATTGGGGGCTCTTCCGCTTCCTCGCTCACTGACTCGCTGCGCTCGGTCG
TTCCGGTGGGGGCGAGCGGTATCAGCTCACTCCAAAGGCGGGAAATACGGGTTATCCCACAGAATCAGGGGGAAAAACGCAGGAAAGAAA
CATGTGAAGCCAAAAGGGCCAGCAAAAAGGGCCAGGAAAACCCGTAAAAAAGGCCCGCCGTTTGCCTTGGCGGTTTTTTTCCCAAAGGGGC
TCCGGGCCCCCCCCTGGAACGAAGCCATTCCACCAAAAAAATCTCGACGCG 
 
>ID|7818468 L22_P1002632_025.ab1 
TTCCCATGGAAAACGGCCGCCCGAATCTCTCCGGATGGCCTCAGTTTTTCCAGCCAAGATGGTGGATATAAATAGTGCAGTATGCTATTGAGT
TATGCTCGATGCGAAGCAAATATCAGGCGGCTCGAAGCTTAGCTACGCAATACCGGCTAGCTCGATCGCCTGCACTAGTGCTACCTCCCAGCT
CTCGGCTGCACAACTACCTGCTCACCTGCTCCTGCAACACGGCCTATCTCCCCACCCGCCCCCCGCGCCACCCCCCGCCCCCCCCACCCTCCTCC
CCCCCCTCCCCCCTCCATCACCTCCCCCCCCCCCCCCCTCCCCCCCCTCCCCACCCCCTCCCCGCCCCCCCCTCCCCCCCCCCCCCACCCCCCCTTC
CCTCCCCTCCCTCTTCCCCCCCCCCCCCCCCCCCCCCTCTCCCCCCCCCTCCCCCTCCCCCCCCCCCCCACCCTCCCCCCCCCCCCCCCCCTCCCTCT
CCCCCCCCTCTCCCCCCCCTCCCCCCCCCCTCCCCCCCCCCCCCTCTCCCCCTCCTCCTCTCCCCCCCCCCCCCCCGCCACCCCCCCCCCCCCCCTTC
ACACTCACCCTCCCCCCCCCTCCCCCACCCCCACCCCCCCCCCTCCCCCGCCCCCCCCCCCCACACCCCCCCCCACCCCCCTTCCCCCCCCCCCCCC
CCCCCTCCTCCCCCTCCCCCCCCCCTCTCCCCCCCCCCCCCCCCCCCCCCTCCCCCCCTCCCCTCCCCCCCCCCCCCCTCTCCCCTCCCGCTCTTCCT
CCCTCCCCCTCCCCTCCTCCCCCCCTCTCCTCTCCTCTCCCCCTCCCCCCCCCTCCCCCGCCTCCTTCCCCCCCCCCTCCCTCTCCCCCCCCCCCTCC
CCCCTCCCCTCCCCCCCCTCTCCCCCCCTCCACCCCTCTCCCCCACCCCCCTCCCTCCCCCTCCCTTCCCCCCCCCTCCTCCTCCCCCCCCCCCCTCC
CTCCCCTCCCTCCCACCCCTCTCCCCCTCGCCCCCCCCCCCCACCTTCCTCCCCCCCCACCCCCCCCCTCCCCCCCCCTCGCCCCCCCCTCTCCCAC
CCCCCCTCTCCCCTCCCCCCCTCCCACCCCCCTCCTCTCCTCCCTCCCCCCTCCCCACCACCCACCCTCCCCCTCCCTCTCCCCGCCCCCCTCTTCCC
CTCCCCCCTACCCCTCCCCCCCCTCCTCCTCTCACCCCCCTCCCCCCCTCTCTCCCTCCCCCTCTGTCTACCTCCTCCCTCACCTCCCTCCCCCTCCT
CTTCCTCCTCCTCCCCTACTCTCCCTCACTCCCTCCCCCGTCCCCCCCTCCCTCCCCCTCACCTCTCCCCTCCCGCCCCTCCCCTCCTCCCTCTCCCC
CCACCTCCACCCTCCTCTCCGCCCCTCCCTTCTCCTCCTCCCCCCCCACTCCCCCCACCCCCCCCCTTCCCCTCCTCCCCCACCTCTCCCCCCCCCCC
TCCCTCCCTCCCCCCTCTCCCTGCCCCCCGCCCACCTTCACCTTCTCCCGCCACCCCCTCCTCCTCCCACCCTCCCTCGCCTCTCCCCCTCCCCACTC
CCCCTCACACCACTCCCCCCTCCCCACCTCCTCCGCCCTC 
 
>ID|7818511 L11_P1002632_075.ab1 
GGCTAGGGACGGCGCAGATCTTCGGATGGCTCGAGTTTTTCAGCAAGATTATGTTAGAGGATGAGAGTATGTTGGACATTAGGAATTGTAG
GAGAAGAGAATTGGTGTAATGAGTTTGTGGTTATAGTTAAGTGGAGTGAATCTTTCTAGAAGATCTCCTACAATATTCTCAGCTGCCATGGAA
AATCGATGTTCTTCTTTTATTCTCTCAAGATTTTCAGGCTGTATATTAAAACTTATATTAAGAACTATGCTAACCACCTCATCAGGAACCGTTGT
AGGTGGCGTGGGTTTTCTTGGCAATCGACTCTCATGAAAACTACGAGCTAAATATTCAATATGTTCCTCTTGACCAACTTTATTCTGCATTTTTT
TTGAACGAGGTTTAGAGCAAGCTTCAGGAAACTGAGACAGGAATTTTATTAAAAATTTAAATTTTGAAGAAAGTTCAGGGTTAATAGCATCCA
TTTTTTGCTTTGCAAGTTCCTCAGCATTCTTAACAAAAGACGTCTCTTTTGACATGTTTAAAGTTTAAACCTCCTGTGTGAAATTATTATCCGCTC
ATAATTCCACACATTATACGAGCCGGAAGCATAAAGTGTAAAGCCTGGGGTGCCTAATGAGTGAGCTAACTCACATTAATTGCGTTGCGCTCA
CTGCCAATTGCTTTCCAGTCGGGAAACCTGTCGTGCCAGCTGCATTAATGAATCGGCCAACGCGCGGGGAGAGGCGGTTTGCGTATTGGGCG
CTCTTCCGCTTCCTCGCTCACTGACTCGCTGCGCTCGGTCGTTCGGCTTGCGGCGAACGGTAACAGCTCACTTCAAAGGCGGAAATAACGGTT
ATCTCACACAATCAGGGGAATAACGCCAGGAAAAAAACCTTGTGAACCAAAGGGCCTTGCAATAAGGGCCAGGAAACCCGACAAAAAGGGC
CCCCCTTTGCTTGACTGCTTTTTTCCCATTAGGCCTCCCGCCCCCCCCCTGAATCCAGCCCACCCCCAAAACAAATCCTGGCCCCTTCTAACATTC
AAAAAGGTTGGGGCGAATAACCCCCCGATCCGGGGAACCTAATTAAACAGAATTCCCTCCTGGGCCCGTTTTATCCTCCCCCCTGTGAA 
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>ID|7818512 L12_P1002632_092.ab1 
AACTGTTATTCGCCTGAATCTTGAAGATAAAGAAGACATCGATTTTCCTGGCAGCTGAGAATATTGTAGGAGATCTTCTAGAAAGATTATGTT
AGAGGATGAGAGTATGTTGGACATTAGGAATTGTAGGAGAAGAGAATTGGTGTAATGAGTTTGTGGTTATAGTTAAGTGGAGTGAATCTTG
CTGAAAAACTCGAGCCATCCGGAAGATCTGGCGGCCGCTCTCCCTATAGTGAGTCGTATTACGCCGGATGGATATGGTGTTCAGGCACAAGT
GTTAAAGCAGTTGATTTTATTCACTATGATGAAAAAAACAATGAATGGAACCTGCTCCAAGTTAAAAATAGAGATAATACCGAAAACTCATCG
AGTAGTAAGATTAGAGATAATACAACAATAAAAAAATGGTTTAGAACTTACTCACAGCGTGATGCTACTAATTGGGACAATTTTCCAGATGAA
GTATCATCTAAGAATTTAAATGAAGAAGACTTCAGAGCTTTTGTTAAAAATTATTTGGCAAAAATAATATAATTCGGCTGCAGGGGCGGCCTC
GTGATACGCCTATTTTTATAGGTTAATGTCATGATAATAATGGTTTCTTAGACGTCAGGTGGCACTTTTCGGGGAAATGTGCGCGGAACCCCT
ATTTGTTTATTTTTCTAAATACATTCAAATATGTATCCGCTCATGAGACAATAACCCTGATAAATGCTTCAATAATATTGAAAAAGGAAGAGTAT
GAGTATTCAACATTTCCGTGTCGCCCTTATTCCCTTTTTTGCGGCATTTTGCCTTCCTGTTTTTGCTCACCCAGAAACGCTGGTGAAAGTAAAAG
ATGCTGAAGATCAGTTGGGTGCACGAGTGGGTTACATCGAACTGGATCTCAACAGCGGGTAAGATCCTTGAGAGTTTTCCCCCCCAAAGAAC
GTTTTTCCAATGATGACCACTTTTAAAAGTTCTTGCTATGTGGGCCCGGGATTTATCCCCCTAATTGACCCCC 
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CCTATGTTATTCGCCTGAATCTTGAGAGAATAAAAGAAGACATCGATTTTCCATGGCAGCTGAGAATATTGTAGGAGATCTTCTAGAAAGATC
TATCCAATAACCTCTTCATACACTTACACTATTCTCACCCATAAACACCTAACTAGACTACACTATCAGCATCACTACCCTATTCTACTAACTTCA
CCCCTATATTTCTTCCATCACATAACTCATACATACTCACTATTTATATCCACCACCCTATCCAATAACCTCTTCATACACTTACACTATTCTCACC
TAACTAGACTACACTATCAGCATCACTACCCTATTCTACTAACTTCACCCCTATATTTCTTCCATCACATAACTCATACATACTCACTATTTATATC
CACCATCTTGCTGAAAAACTCGAGCCATCCGGAAGATCTGGCGGCCGCTCTCCCTATAGTGAGTCGTATTACGCCGGATGGATATGGTGTTCA
GGCACAAGTGTTAAAGCAGTTGATTTTATTCACTATGATGAAAAAAACAATGAATGGAACCTGCTCCAAGTTAAAAATAGAGATAATACCGA
AAACTCATCGAGTAGTAAGATTAGAGATAATACAACAATAAAAAAATGGTTTAGAACTTACTCACAGCGTGATGCTACTAATTGGGACAATTT
TCCAGATGAAGTATCATCTAAGAATTTAAATGAAGAAGACTTCAGAGCTTTTGTTAAAAATTATTTGGCAAAAATAATATAATTCGGCTGCAG
GGGCGGCCTCGTGATACGCCTATTTTATAGGTTAATGTCATGATAATAAGGGTTTCTTAGACGTCAGGTGGCACTTTTCGGGGAAATGTGCGC
GGAACCCCTATTTGTTTATTTTTCTAAAATCATTCAAATATGGTTTCCGCTCATGAGAACATAACCCTGAATAAAGGGTTCCAATAATTTTGGAA
AAAGGGAAGAAGTAGGAGTATTTCCACATTTCCCGGGTCGCCCTTTATTCCCCTTTTTTTGGCGGGAATTTTGGCCCTTCCGGGTTTTTGGCTC
CACCCCAAAAACGCTTGGGGTAAAAAGTAAAAGAAAGGCTTAAAAAATCAAGTTGGGGGGGGACT 
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A.2 Bridging Trial Experiment: 
 
oligo role in assembly
3‐TCATCTTATCCCATCACTACGACTATCACA‐5 Lane 1
5‐TCACTCCACTTAACTATAACCACAAACTCA‐3 5‐ ATGTCCAACATACTCTCATCCTCTAACATA ‐3 Lane 2
3‐ CCACCTATATTTATCACTCATACATACTCAA‐5 3‐ CACATTCACATACTTCTCCAATAACCTATC‐5     Lane 3
5‐TTGGACATTGAGTTTG‐3 a filler oligo on Lane2
5‐ TATGAGTTGTGTAAGT ‐3 a filler oligo on Lane3
5‐ ATAAATAGGTTAAGTG‐3
together bridge Lane2 and Lane3 
5‐TGGTTATAGAGTATGT‐3
5‐ GTATGAAGAGAGTATG‐3
together bridge Lane2 and Lane3 
5‐AGAGGATGAGGTTATT‐3
5‐TAGGGTAGTGAGTTTG‐3
together bridge Lane1 and Lane2 
5‐ TTGGACATTGATGCTG ‐3 
 
 
 
 
Assembly of two lanes: 
 
Lane2 (shown green in Chapter 5)                    5‐TCACTCCACTTAACTATAACCACAAACTCA|ATGTCCAACATACTCTCATCCTCTAACATA ‐3 
                                                                                    3‐GTGAATTGATATTGGT‐5 3‐GTTTGAGTTACAGGTT‐5 3‐GTATGAGAGTAGGAGA‐5 
                                                                                     5‐ ATAAATAGGAGTATGT ‐3 5‐TATGAGTTGTGTAAGT‐35‐GTATGAAGAGGTTATT‐3   
Lane3 (shown red in Chapter 5)                      3‐ CCACCTATATTTATCACTCATACATACTCAA|CACATTCACATACTTCTCCAATAACCTATC‐5     
 
 
Assembly of three lanes: 
 Lane1 (shown blue in Chapter 5)                                                             3‐TCATCTTATCCCATCACTACGACTATCACA‐5 
                                                                                                                                      5‐TAGGGTAGTGATGCTG‐3 
                                                                                                                                       3‐GTTTGAGT TACAGGTT‐5 
Lane2                                                                     5‐TCACTCCACTTAACTATAACCACAAACTCAATGTCCAACATACTCTCATCCTCTAACATA ‐3 
                                                                                                 3‐GTGAATTGATATTGGT‐5                             3‐GTATGAGAGTAGGAGA‐5 
                                                                                  5‐ ATAAATAGGAGTATGT ‐3 5‐TATGAGTTGTGTAAGT‐35‐GTATGAAGAGGTTATT‐3   
Lane3                                                                     3‐ CCACCTATATTTATCACTCATACATACTCAACACATTCACATACTTCTCCAATAACCTATC‐5     
 
 
 
