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1. Introduction 
The development of this paper has been strongly influenced by the work [9] of Gedrich 
and Gruenberg in which the concepts of complete resolutions and the invariants spli and 
silp, amongst others, were introduced into the study of infinite group rings. Here we 
combine their methods with the complete cohomology theory axiomatised by Mislin [ 141 
to develop simple criteria for constructing complete resolutions for modules over group 
algebras and strongly graded rings, and show that complete resolutions can be used to 
compute complete cohomology. 
Tom Gedrich followed our research project with great enthusiasm characteristic of his 
lively personality, and so we have chosen to dedicate this paper to his memory. 
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Throughout this paper S will denote a ring, A and B will be right S-modules, G will 
be a group and k will be a commutative ring. Following Mislin [14] the nth complete 
Ext group associated to A and B is defined as 
@(A, B) = lim _ S-jExt;+‘(A, B), 
ja, n+j>o 
where S-j Extz+’ ‘(A, _) denotes the jth left satellite of the functor Extg+j(A_,). Alter- 
native (but equivalent) definitions were introduced by Benson and Carlson [3] and Vogel 
(see [lo]). 
It is known that proj.dim,(A) < cc if and only if l%:(A, A) = 0 [l l] and gener- 
alizations of this result have been used to study cohomological properties of modules 
over group algebras and strongly group graded rings [6,7,12,13]. Important information 
about A is therefore contained in the complete Ext groups but unfortunately none of the 
aforementioned definitions lend themselves very easily to actual computation. 
When G is a group and A4 is a kG-module we call i?*(G, n/r) = l%tlG(k, M) the 
complete cohomology groups of G with coefficients in 111. As the notation suggests 
these cohomology groups are canonically isomorphic to Tate-Farrell cohomology when 
G is a group of finite virtual cohomological dimension [14, Lemma 3.11 and this was 
in fact the original motivation for inventing complete cohomology. Recall that Tate- 
Farrell cohomology is defined using complete resolutions. If G is a group of finite virtual 
cohomological dimension over k then a complete resolution of k is an acyclic complex 
of projective kG-modules P = (P*, 6) which agrees with a projective resolution of k 
above a certain dimension, and H* (G, M) is defined to be H* (Homkc (P, Ad)). 
The purpose of this paper is to show that complete cohomology can be calculated using 
complete resolutions under more general circumstances, but not always. The advantage 
with this approach is that we then have computational devices such as the Eckmann- 
Shapiro lemma and certain spectral sequences. 
Complete cohomology vanishes on projective modules and so we superficially modify 
the definition of complete resolution. 
Definition 1.1. Let S be a ring and let A be an S-module. Then a complete resolution of 
A is an acyclic complex of projective S-modules P = (P,, 6), indexed by the integers, 
such that 
(1) P coincides with a projective resolution of A in sufficiently high dimensions. 
(2) Homs(P, Q) is acyclic for every projective S-module Q. 
As previously mentioned only the first part of this definition is used in defining com- 
plete resolutions in Tate-Farrell cohomology. However, if H is a subgroup of finite index 
in G with cdk H < co, then P is split as a sequence of IcH-modules and the Eckmann- 
Shapiro lemma implies that En (G, M) = 0 f or every n, when M is a (direct summand 
of a) module (co)induced from H and in particular if M is projective. 
In Section 2 we investigate some basic properties of complete resolutions. Mislin has 
shown that complete cohomology satisfies a certain universal property with respect to 
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cohomological functors which vanish on projective modules. Using this fact together 
with a dimension shifting lemma also due Mislin we prove 
Theorem 1.2. Let P = (P, ,6) b e a complete resolution of the S-module A and let B 
be an arbitrary S-module. Then 
gtz(A, B) 2 H” (Homs(P,, B)) 
We shall mainly be concerned with modules over strongly group graded rings, and in 
particular when the grading group belongs to the class H5. 
Definition 1.3. Let 5 denote the class of finite groups. Then 
(1) HI 5 is the class of groups which admit a cellular action on a finite dimensional 
contractible cell complex with isotropy groups in 5. 
(2) Hz is the smallest class of groups containing 5 such that G belongs to H5 when- 
ever it acts cellularly on a finite dimensional contractible complex with isotropy groups 
already in HE. 
We refer the reader to [ 1 l] and [ 121 for a detailed discussion of these classes. However 
we point out that Hz is a very large class which is extension closed and contains all 
countable linear and countable soluble groups. The class H15 is smaller but includes all 
groups of finite virtual cohomological dimension and seems to be a natural setting for 
studying such groups. 
In Section 3 we prove that complete resolutions for modules over strongly graded 
rings can be constructed under certain conditions. For the convenience of the reader we 
recall: 
Definition 1.4. Let G be a group. 
(1) A ring R is strongly G-graded if it admits a Z-module decomposition 
R=$R, 
9EG 
such that R,Rh = Rgh for all g, h E G. 
(2) If H is a subgroup of G then 
KY=@& 
gEH 
is the subring of R supported on H. In particular Ri is a subring of R. 
For example a group algebra R = kG is strongly G-graded with RI = k. Other 
examples are provided by skew group rings, twisted group rings and crossed products 
(see [ 1.51). 
Working in this general setting we prove the following theorem. 
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Theorem 1.5. Let G be a group in the class H3, let R be a strongly G-graded ring and 
let M be an R-module such that proj.dimR, A4 < 00. Suppose that either 
(1) G E HI% or 
(2) M is a module of type FP,. 
Then M has a complete resolution. 
There are various corollaries to this theorem, including a version of Shapiro’s lemma 
for modules over strongly graded rings and the existence of certain spectral sequences. 
If A is a module of type FP, then by definition it has a projective resolution by 
finitely generated projective modules, and this is well known to be equivalent to the 
property that Ext>(A, -) commutes with direct limits. 
Since I%t>(A, -) also commutes with direct limits if A is of type FP, [l l] it seems 
reasonable to expect that such a module will have a complete resolution by finitely 
generated projective modules if a complete resolution exists. We prove in Section 4 that 
this is indeed the case if M is an R-module of type FP, satisfying the hypotheses of 
Theorem 1.5. One consequence of this result is that if G is a group in HZ of type FP, 
then g”(G, Z) is finite. 
In Section 5 we construct examples to show that complete resolutions do not always 
exist. In particular complete resolutions may not exist for modules over group algebras 
if the hypotheses of Theorem 1.5 are weakened. 
The final section is a discussion of certain (unanswered) questions which arise from 
the results in this paper. 
2. Properties 
To show that complete resolutions can be used to compute complete cohomology 
we first recall some general properties of complete cohomology functors which were 
established in [14, Section 21. A sequence of additive functors T* = {T” 1 n E Z} is a 
(-00, oo)-cohomological functor from S-modules to Abelian groups if there is a natural 
long exact sequence 
. . + T”B’ + T”B - Tng” + T”+‘B’ ---_) . . 
associated to any short exact sequence B’ H B -+ B” of S-modules. 
Definition 2.1. A (-co, oo)-cohomological functor T* = {T” ( n E Z} is called P- 
complete if T”(P) = 0 for every projective module P and for every n. 
A morphism U* -+ V’ of (--00, oo)-cohomological functors is called a P-completion 
if 
(1) V* is P-complete, and 
(2) every morphism U* + IV* into a P-complete cohomological functor W* factors 
uniquely through U” ---) V”. 
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We regard Ext>(A, -) as (--00, co)-cohomological functor with the convention that 
Ext;( A, -) = 0 for n < 0. The following theorem is then a restatement of [ 14, Theo- 
rem 2.21. 
Theorem 2.2. %$(A, -) is the (unique) P-completion ofExt>(A, -). 
We shall also need the following lemma which follows directly from [ 14, Lemma 2.51. 
Lemma 2.3. IfO* : Exti(A -) + V* is a morphism of (-DC;, cc)-cohomologicalfunctors 
such that V” is P-complete and Oi is an equivalence for i 3 n (a fixed integer), then 
the induced morphism J&t>(A, _) + V” is an equivalence. 
Now suppose that P = (P*, 6) . IS a complete resolution of the S-module A. It is 
obvious that H*(Homs(P, _)) . IS a P-complete (-co, oo)-cohomological functor from 
S-modules to Abelian groups, and so we construct a morphism 
Ext;(A, -) --) H* ( Horns (P, -)) . 
This will follow from the following general result. 
Lemma 2.4. Let P = (P*, 6) be an exact sequence of projective S-modules such that 
Homs(P, Q) is acyclic for every projective S-module Q. Suppose that Q = (Q*, d) is a 
complex of projective S-modules and that there is a partial chain map 
d=(di>,):P+Q. 
..P,+,++P,--+P7L_, 6, 6,-I __f.. . 
. ..$ At+, + n+~ -Qn- dn Qn_, dn_C.. 
Then C$ may be extended to a chain map in all dimensions which is unique up to chain 
homotopy. In particular 
(1) If Q --H A is a projective resolution of A and P is a complete resolution of A 
which coincides with Q in sufficiently high dimension then there is a chain map C$J : P + Q 
(where we assume that Qi = 0 if i < 0). 
(2) Any two complete resolutions of the S-module A are chain homotopy equivalent. 
Proof. We proceed by induction. Assume that $k has been constructed for k > i (of 
course this is true if k 3 n which starts the induction), then we need to construct a map 
&r : P,_l + &%_I such that $,_i& = di$t. The sequence 
Homs(P,-I! &%-I) -+HOms(P,,Q,-1) +H~~,s(P~+I,QGI) 
is exact at Homs( Pi, Qi_ 1) by hypothesis. The element d,& E Homs(Pi, Qi- 1) maps 
to 
&$i&+i = &&+I&+I = 0 E Homs(Pi+i, Qi-1) 
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and so there exists 
6-1 E Homs(P,-1, Qn-l) 
such that &-IS, = di& as required. 
Now suppose that 4’ is another extension of 4. We must show that for all i there 
exists si E Homs(&, &%+I) such that & - 4: = di+tsi +si-I&. Clearly we may choose 
si = 0 if i 2 n - 1 and proceeding by induction assume that Sk has been constructed 
for Ic 3 i. The sequence 
Homs(Pi-t ,Qi) - Hom.dP,, QJ ------t How(Pi+~, Qi) 
is exact at Homs(P,, Qi) by hypothesis. The element (& - 4:) - di+t si E Homs(Pi, Qi) 
maps to 
((b - $i) - &+I%)&+1 = &+I ((#%+I - 46+1) - %&+I) = di+ldz+2%+1 
= 0 E Homs(P,+l, Qi), 
and SO there exists ~~-1 E Homs(Pi-t , Qi) such that .s- 1 S, = (& - 4:) - &+I si as 
required. 
The two specific cases follow easily. For the second note that two projective resolutions 
Q + A and Q’ + A are chain homotopy equivalent and so without loss of generality we 
may assume they are equal. Furthermore we may assume that two complete resolutions 
P and P’ coincide with Q above dimension n. Then we have partial chain maps 4 = 
($i>n) : P -+ P’ and 0 = (0i>n) : P’ 4 P which extend to chain maps which are chain 
homotopy inverses. 0 
Proof of Theorem 1.2. Suppose that Q ++ A is a projective resolution of A and P is 
a complete resolution of A which coincides with Q in dimensions 3 n. Then by the 
previous lemma there is a chain map 4 : P -+ Q which induces a morphism 
Exti(A, _) + H* (Homs(P, _)) 
of (-oo, co)-cohomological functors. Since 4 is the identity map in dimensions n and 
above it is clear that 
Extg(A, _) Z Hi (Homs(P, -)) for all i > n, 
and so the result follows from Theorem 2.2 and Lemma 2.3. 0 
Corollary 2.5. Zf A has a complete resolution P then 
(1) Zf Q is a projective module then Extk(A, Q) = 0 in suficiently high dimensions. 
(2) If I is an injective module then &&(A, I) = 0. 
Proof. (1) If P coincides with a projective resolution in dimensions 3 n then we have 
seen in the proof of the theorem that Exti (A, -) = l%ti(A, -) for i > n, and so the 
statement follows because complete cohomology vanishes on projective modules. 
(2) Let K, = Ker(Pi 4 I’_,) denote the ith kernel in P. Then it is easy to see that 
&:(A, B) = Ext$(Kn_z, B) for any module B and so %;(A, I) = 0. 0 
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3. Constructing complete resolutions 
Throughout this section R = egtG R, will be a strongly G-graded k-algebra, and Al 
will be an R-module. If H is a subgroup of G then RH is the subring of R supported 
on H, and R is projective as both a right and left RH-module [7, Lemma 6.21. 
If V is a kG-module then M & V is an R-module via the semidiagonal action defined 
by then (m, @ 0)~ := rnr Q: 11y for ,n E Al, ‘(1 E V and r E R,. Similarly there 
is a semidiagonal action of R on hom,,(V,M) defined by ,I![&-] := ((ttg-‘)4)r for 
Q E homk(V, A/), ~1 E V and T E R,. 
Definition 3.1. Let G be a group. Then 
( 1) B(G, Z) is the ring of bounded functions from G to Z. 
(2) B(G; k) := B(G, Z) @ k is the k-algebra of functions from G to k which take 
only finitely many values. 
There is a natural action of G on B(G, k) defined by $“(g’) = 4(gg’) for g, g’ E G 
and (i E B(G, I;) and so A/1 @ B(G; k) IS an R-module via the semidiagonal action. The 
reader is referred to [7, Sections 3 and 91 for a more detailed discussion of semidiagonal 
actions and the k-algebra B(G, k). 
It is perhaps not surprising that B(G, k) should play some part in the construction of 
complete resolutions. We identify Coindyk with the ring of all functions from G to k, 
and IndFk with the ideal of functions with finite support and so there are inclusions of 
kG-modules 
Indfk 2 B(G, k) C CoindFk 
which are equalities if G is finite but not in general. If r is a group of finite virtual coho- 
mological dimension over k and N is a normal subgroup of finite index with cdk N < oc 
then there are equalities 
lnd f IN k == Coind f ‘” k 
and one uses this fact to construct complete resolutions over r [4, Chapter lo]. 
The following results illustrate that we use B(G, k) because it shares some properties 
with Indyk and some with Coindfk . 
Lemma 3.2. Ll(G. k) is free as a k-module. 
Proof. If k = Z then this can be deduced from [8, Lemma 97.21. The general case 
follows directly from the definition. 0 
Lemma 3.3. There is a k-split inclusion k H B(G, k) of kG-modules, and so the 
cokernel B(G, k) of this map is a kG-module which is free over k. 
Proof. The inclusion of k into B(G, k) as the constant functions is clearly a kG-homo- 
morphism. This map is split by the k-module map B(G, k) + k defined by 4 H 4( 1). 
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Thus, in particular, B(G, Z) is free and the result follows because B(G, k) = B(G, Z) @ 
k. 0 
If X is a projective R-module then there is an R-module map 
homk(B(G, k), X) A X 
defined by 0 H 19(l), where 0 E homk(B(G, k)! X) and 1 is the multiplicative iden- 
tity element of B(G, k) (that is the function which maps every element in G to the 
multiplicative identity of k). This map splits because X is projective and so we have 
Lemma 3.4. X is a direct summand of homk(B(G, k), X) as R-modules. 
We are now in a position to prove the following theorem. 
Theorem 3.5. If R is a strongly graded ring and M is an R-module such that 
proj.dim, M @ B(G, k) < KI then M has a complete resolution. 
Proof. To simplify the notation we put B := B(G, k) and B := B(G, k). The functor 
_ @ B is exact because B is k-free, and so we may replace M by a suitable kernel in a 
projective resolution of M over R and assume that M 8 B is a projective R-module. 
Let r/; denote the kG-module ??@” @ B (with the convention that g@’ = k). By 
tensoring the k-split sequence 
k-B--k?? 
with Vi we have short exact sequences 
B@‘i H K + B@‘if’. 
for every i 2 0. We splice these sequences together to obtain a long exact sequence of 
kG-modules 
0 + k -----f VO --) V, i . 
Since M @ B is projective it follows from [7, Corollary 3.31 that M @ B @ V is 
also projective over R for any kG-module V which is k-projective (with R acting 
semidiagonally). Consequently M @ Vi is projective for every i 3 0 because B is k- 
projective (Lemma 3.3), and so there is a long exact sequence of R-modules 
in which all the modules (other than M) are projective. 
Now let Q + 111 be a projective resolution of M as an R module. Setting P, = Qi 
for i 3 0, and P-i = M @ Vi-1 for i > 1 we have an exact sequence P of projective 
R-modules which coincides with a projective resolution of M above dimension 0. 
Let X be a projective R-module. To prove that P is a complete resolution of h/l 
we must show that HomR(P, X) is acyclic and by Lemma 3.4 it suffices to show that 
HomR(P, homk(B, X)) is acyclic. But 
Homn (P, homh(B, X)) FZ HomR(P @ B, X) 
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and we claim that P ~2 B is split. 
If i > 0 then the kernel of Pi @ B 4 P,_l @ B is projective because M c!$ B is 
projective over R. 
If i < 0 then the kernel of P, @ B + P,_I @ B has the form 
Al@, B@‘(-‘-i) @ B g Al @ B @ B@(-‘-“) 
which is also projective over R. •I 
Theorem 1.5 now follows immediately from [7, Proposition 9.21 which we state below: 
Proposition 3.6. Let G be a group in the class HS, let R be a strongly G-graded ring 
and let M be an R-module such that proj.dim,, M < x. Suppose that either 
(1) G E HI% or 
(2) M is a module of type FP,. 
Then 
proj.dimR M @G B < 00 
where R acts semidiagonally. 
Corollary 3.7. Let G, R and M be as in the theorem and let H be a subgroup of 
G. Then the complete resolution of M constructed in the theorem is also a complete 
resolution of M as an RH-module. 
Proof. The first condition for a complete resolution is clearly satisfied since R is pro- 
jective as an RH-module. If Y is a projective RH-module then repeating the argument 
in the proof of the theorem shows that Y is a direct summand of Homk (B(G, k), Y) as 
RH-modules and the result follows as before. 0 
Corollary 3.8 (Eckmann-Shapiro lemma). Let G, H, R and M be as in the previous 
corollary, and suppose that N is an RH-module, then there are natural isomorphisms 
i%tt;iH (M, N) g I?& (M, HomRH (R. N)) 
for every integer n. 
Proof. We have shown above that the complete resolution P constructed in the theorem 
is a complete resolution for A4 as an RH-module. The result then follows from the 
natural isomorphisms HomRH (Pi, N) N HomR (Pi, HomRH (R, N)). 0 
Another application of the theorem is to construct spectral sequences analogous to 
the Lyndon-Hochschild-Serre spectral sequence in ordinary cohomology (e.g., [2, Chap- 
ter 3.51). 
Corollary 3.9. Let G be a group in Hg, let k be a commutative ring of finite global 
dimension, and let H be a normal subgroup of G. 
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Suppose that MI is a k/G/HI-module of finite projective dimension, Mz is a kG- 
module which is of type FP, (or arbitrary if G E HIP), and Mj is any kG-module. 
Then there is a jirst and fourth quadrant spectral sequence 
which converges because proj.dim,lG,H1 Mi < 00. 
Proof. Let Q * Ml be a (finite length) projective resolution of Mi as a k[G/N]-module, 
and let P be a complete resolution of M2 as a kG-module. Then by the first corollary P 
is also a complete resolution of M2 as a kN-module. We claim that Q @ P is a complete 
resolution of MI 18 MZ as a kG-module. 
Q @ P is clearly an acyclic complex of projective kG-modules and it coincides with 
a projective resolution of MI @ Mz in sufficiently high dimensions because P coincides 
with a projective resolution of M2 in sufficiently high dimensions and Q has finite length. 
Let X be a projective kG-module. There are isomorphisms 
Homk[G/N] (Qp,Homm(Pq, -1) ” HomkG(Q, ~23 Pq, -) 
and so HomkG(Q @ P, X) is acyclic because HomkN(P. X) is acyclic. 
Therefore we obtain the stated spectral sequence because 
H*( Homk,v(P, M3)) “i 6&(lLl,, M3) 
and 
H* (HomkG(Q @ P, M3)) ” gtEG(Mt 63 A&, M3). 0 
Finally we point out that there is another way to construct complete resolutions which 
was discovered by Gedrich and Gruenberg [9]. Let S be a ring, then spli(S) is defined 
to be the supremum of the projective lengths of the injective S-modules, and silp(S) is 
the supremum of the injective lengths of the projective S-modules. 
Unfortunately their terminology is slightly different from ours, they define a complete 
resolution using only the first part of our definition. However using their results we have: 
Theorem 3.10. Let S be a ring. Then the following are equivalent: 
(1) spli(S) = silp(S) < 0;). 
(2) Every S-module has a complete resolution. 
Proof. First note that if spli(S) and silp(S) are both finite then they are equal [9, Sec- 
tion 1.61 and in this case every module has a complete resolution (in our sense) [9, 
Section 41. 
By standard arguments, to show that silp(S) is finite it suffices to show that every 
projective S-module has finite injective dimension, and similarly for spli(S). If every 
S-module has a complete resolution then in particular every injective module I has a 
complete resolution. Thus by Corollary 2.5, &;(I, I) = 0 and so I has finite projective 
dimension [ 111. 
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Now let M be an arbitrary S-module and let Q be a projective S-module. Then by 
Corollary 2.5 there exists an n such that Exti(AJ. Q) = 0 for all i 3 n. We claim that 
rz can be chosen to be independent of the module A/ from which it will follow that Q 
has finite injective dimension < 71. 
Suppose for a contradiction that for every nonnegative integer j there exists a module 
MJ and an integer j,j,l > j such that Extp (AI] ~ Q) # 0. Then the module AI = 
eJ>a MI has a complete resolution by hypothesis, but there does not exist an integer 71 
such that 
Remark 3.11. We do not know of a ring S such that one of these dimensions is finite 
and the other infinite. 
If S = kG where G is an H?+group of type FP, and k is a commutative ring of finite 
global dimension then spli(S) = silp(S) < M [6. Corollary C], and so every module 
over S has a complete resolution. 
4. Complete resolutions of finite type 
The main goal of this section is to show that if AI is a module of type FP, over a 
strongly graded ring R, which satisfies the hypotheses of Theorem 3.5, then n/l has a 
complete resolution P = (P+> S) of finite type, i.e., such that P, is a finitely generated 
free R-module for every i. 
Lemma 4.1. Let K be a finitely generated R-module such that K @ B is a projective 
R-module. Then there is a short exact sequence K ++ P + L, where P and L are 
finitely generated R-modules and P is free, such that 
is split, 
Proof. Recall from Section 3 that there is a k-split short exact sequence k H B it B 
and so by tensoring this sequence with K we obtain a short exact sequence of R-modules 
KHK@B-K@B, 
which splits upon tensoring with B. 
Since K @I B is projective over R we can choose a projective complement Q and so 
there is a short exact sequence 
which also splits upon tensoring with B. 
Finally since K is finitely generated and K @ B 6% Q is free we may choose a finitely 
generated free direct summand P of K @ B @ Q such that K H P and K @J B t--) P ‘% B 
is split. The result follows if we set L = P/K. 0 
246 J. Comick, P.H. Kropholler / Topology and its Applications 78 (1997) 235-250 
Theorem 4.2. If G is a group in Hg, is strongly G-graded ring and M is an R- 
module of type FP, such that proj.dim,l M < co, then M has a complete resolution of 
finite type. 
Proof. We have seen in the previous section that these conditions on M imply that 
proj.dimR M ~3 B < CO. Once again we may replace M by a kernel in a projective 
resolution (which is still of type FP,) and assume that M @ B is projective over R. 
We construct an acyclic complex P of projective R-modules, which coincides with a 
projective resolution M above dimension zero, in such a way that P @ B is split. As in 
the proof of Theorem 3.5 this will be sufficient to show that P is a complete resolution. 
For reasons which will become apparent we denote M by K- 1. The module M is 
finitely generated, and so by repeated applications of Lemma 4.1 we have for very i > 1 
a short exact sequence of R-modules 
K-i * P-i + K-i-1 
such that P-i is a finitely generated free R-module, and such that K_i@B and K-i_ 1 @B 
are projective. 
By splicing these short exact sequences together we obtain a long exact sequence 
M-P_, -P-2-... 
in which every P-i is finitely generated and free. 
Since M is of type FP, we can choose a projective resolution 
. i P2 ------f P, --i PO + M 
such that every P, is finitely generated and free, and which splits uport tensoring with B 
because M @ B is projective. We splice these sequences together to obtain a long exact 
sequence 
p:= . . . -Pz+P, -Po+P_, -P-z+... 
of finitely generated free R-modules which coincides with a projective resolution of M 
above dimension zero. This resolution has been constructed so that the kernels Ki in this 
sequence are such that Ki @ B are projective, and so P @ B is split. 0 
Corollary 4.3. Let G be a group in H$, let k be a commutative noetherian ring, and 
let R be a strongly G-graded k-algebra. 
Suppose that A41 is an R-module of type FP, such that proj.dim,, MI < a, and 
M2 is an R-module which is finitely generated over k. Then E<tk(Mi , Mz) is a finitely 
generated k-module 
Pzoof. It follows from the theorem that Ml has a complete resolution P of finite type. 
Extk(Mi , M2) is a subquotient of the finitely generated k-module Hom,(P,, M2) and 
the result follows because k is noetherian. 0 
Corollary 4.4. Zf G is a group in Hs of type FP, then g’(G, Z) is finite. 
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Proof. The ZG-module Z satisfies the hypotheses of the previous corollary and thus 
i?” (G , Z) is a finitely generated Abelian group. However it is known that g”( G : Z) is 
a torsion group under these conditions [ 1 l] and the result follows. 0 
5. Counterexamples 
If il is an S-module of finite projective dimension then it is clear from the definition 
that the sequence of zero modules is a complete resolution of A and this is reflected in 
the fact that &$.(A, _) E 0. However the next example illustrates that even if A has 
finite projective dimension one can not assume that any acyclic complex of projective 
modules which coincides with a projective resolution of A in high enough dimension is 
automatically a complete resolution of A (as we have seen is the case for Tate-Farrell 
cohomology). 
Example 5.1. Let k be a field, let R = k(zl , x2, ~3, . . .) be the free k-algebra on count- 
ably many variables and let I be the ideal of R generated by the set {Q+I CC~ / i 3 0} 
Then S = R/I has as a k-basis the set 
{Xi, Ic,, . . xi,, 1 l<i,<o~, l<n<oc, ij#ij+l-1) 
and in particular 
r.anns(zr) = 0. r.anns(zi) = xi-1 S if i > 1. 
For every i we have right S-module homomorphisms XZt : S H S defined by s H xis 
for s E S, which is a monomorphism if i = 1 and has kernel xi_ I S if i > 1. The cokernel 
of the inclusion xi5’ k S is S/x$ E ;ci+l S and so there are short exact sequences 
.cis H s + xi+,s 
for every i. 
Splicing these sequences together we have a long exact sequence 
x x 
S := O-S&S2S-. . . 
which we may truncate to a projective resolution of x,S for every i.. 
However the sequence 
Homs(S, S) 
.- . ..- Homs(S, S) X:‘-Homs(S, S) AHoms(S, S) -0 
may be identified with the sequence 
PZ7 Pn1 “.-S-S-S-O 
where pZ, : S + S is defined by s H sxi. Therefore Homs(S, S) is not exact because 
pZ, is not onto (XI does not have a left inverse) and so S is not a complete resolution of 
2iS. 
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However to find examples of modules which never have complete resolutions one 
must concentrate on modules of infinite projective dimension. To this end we have 
the following proposition which essentially says that modules for which the Eckmann- 
Shapiro lemma fails can not have complete resolutions. 
Proposition 5.2. Let k be a commutative ring ofjnite global dimension and let S be a 
k-projective k-algebra. If A is a nonzero S-module such that Extz (A, Q) = 0 for every 
projective S-module Q andfor every n 3 0 (so that necessarily proj.dims A = CXJ), then 
A does not have a complete resolution. 
Proof. If Ext;(A , _) vanishes on projective modules then it follows from Lemma 2.3 
that 
Ext;(A, -) ” &;(A, _). 
Suppose for a contradiction that A has a complete resolution P as an S-module. Since 
S is projective over k, it follows that P is an acyclic complex of projective k-modules 
which coincides with a projective resolution of A as a k-module in sufficiently high 
dimensions. Furthermore P is split as a sequence of k-modules because k has finite 
global dimension, and so P is a complete resolution of A over k. 
Therefore we have 
&$!(A, A) E H”( homk(P, A)) % H”( Horns (P, homk(S, A))) 
?I 6%; (A, homk(S, A)) E Exti (A, homk(S, A)) 
“r homk (A, A). 
But &$(A, A) = 0 because k has finite global dimension and Homk(A, A) # 0 because 
it contains the identity map and we have our contradiction. 0 
We illustrate this proposition with the following examples of group algebras for which 
the trivial module does not satisfy the hypotheses of Theorem 1.5. 
Example 5.3. Suppose G is a group which is 
(1) free Abelian of infinite rank, or 
(21 G&(K) h w ere K is a subfield of the algebraic closure of CJ, or 
(3) the Brown-Geoghegan group (21,x2,. . . 1 x~‘z,x~ = x,+1, i < n). 
Then H”(G, Q) = 0 f or every projective ZG-module Q and for all 72 > 0. This is obvious 
for a free Abelian group of infinite rank. For the other cases the reader is referred to [ 14, 
Theorem 3.21 and [5] respectively. 
We deduce from the proposition that Z cannot have a complete resolution as a ZG- 
module. In the first two cases G is in HS but not of type FP, (or even finitely generated) 
and in the third case G is of type FP, but not in Hg [ 111. 
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6. Questions 
The proof of Lemma 2.4 does not require P to be exact and so the results in Section 2 
still hold if one weakens Definition 1.1 by allowing P to have homology. (Of course it 
must still be exact in high dimensions to coincide with a projective resolution.) 
Thus if G is a group as in Example 5.3 and Q 4 Z is a ZG-projective resolution then 
Q would be a complete resolution of Z with the weakened definition. 
It is unclear how useful this observation might be. In the example Q does not restrict to 
a complete resolution over Z, and as we have seen this means that the Eckmann-Shapiro 
lemma fails even for modules coinduced from the trivial group. 
One of the motivations for writing this paper was to find methods for computing 
I%: (A, A) and in particular Go (G. Z) when G is a group of type FP, in the class Hz. 
When G is torsion-free il”(G, Z) = 0 and cdG < X, so in general how is the torsion 
in G reflected in fi’(G, Z) which we now know to be finite? 
Let m denote the least common multiple of the orders of the finite subgroups of G 
and let n be the exponent of E?‘(G, Z). Then one has ring homomorphisms 
H”(G, Z) -+ Ho@‘. Z) = Z/lFIZ 
for every finite subgroup F of G, and since this is a unital homomorphism it follows 
that ‘~1, divides 7~~ [ 111. One might guess that that m = n, but this is not always true as 
demonstrated by examples of Adem and Carlson [ 11. 
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