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Abstract
In this thesis, we present a detailed investigation of the electronic properties of particular tran-
sition-metal dichalcogenides. Applying electron-energy loss spectroscopy, the connection be-
tween the negative plasmon dispersion of 2H-TaSe2 and the occurrence of a charge-density
wave state (CDW) in this compound as well as related materials is observed. Our studies in-
clude doping experiments with alkali metal addition altering the charge density of the com-
pounds. This is known to suppress the CDW. We show that it further changes the plasmon dis-
persion from negative to positive slope. To estimate the doping rate of the investigated TaSe2
samples, a density functional theory approach is introduced, giving reliable results for a quanti-
tative analysis of our findings. We refer to a theoretical model to describe the connection of the
charge ordering and the plasmon dynamics. Investigations of the non-CDW compound NbS2
give further insights into the proposed interaction. Experimental results are further evaluated
by a KRAMERS-KRONIG-analysis. A structural analysis, by means of elastic electron scattering,
shows the CDW to be suppressed upon doping, giving space for an emerging superstructure
related to the introduced K atoms.
Kurzdarstellung
In der vorliegenden Arbeit wird eine detaillierte Untersuchung der elektronischen Eigenschaf-
ten von ausgewählten Übergangsmetall-Dichalcogeniden präsentiert. Unter Anwendung von
Elektronenenergieverlust-Spektroskopie wird die Verbindung der negativen Plasmomendis-
persion in 2H-TaSe2 zum Auftreten eines Ladungsdichtewelle-Zustands (CDW) in diesem und
in verwandten Materialien untersucht. Die Untersuchungen schließen Dotierungsexperimente
mit dem Zusatz von Alkalimetallen ein, die die Ladungsdichte der Proben beeinflussen. Ein-
erseits unterdrückt dies die CDW. Es wird außerdem gezeigt, dass sich der Anstieg der Plas-
monendispersion von negativ zu positiv ändert. Ein Dichtefunktional-Theorie-Zugang zur Ab-
schätzung der Dotierungsraten der untersuchten TaSe2-Proben wird genutzt, um verlässliche
Ergebnisse für die quantitative Analyse unserer Messungen zu erhalten. Ein theoretisches Mod-
ell wird einbezogen, welches die Verbindung der Ladungsordung zur kollektiven Anregung
der Ladungsdichte beschreibt, Untersuchungen der nicht-CDW Substanz NbS2 geben weitere
Einblicke in die Verbindung der beiden Phänomene. Die experimentellen Resultate werden
weiterhin mit einer KRAMERS-KRONIG-Analyse ausgewertet. Strukturelle Untersuchungen mit
elastischer Elektronenstreuung zeigen, wie die CDW unterdrückt wird und einer auftauchen-
den Überstruktur, verursacht von den interkalierten K-Atomen, Raum gibt.
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CHAPTER 1
Introduction
“Could anything at first sight seem more impractical than a body which is
so small that its mass is an insignificant fraction of the mass of an atom of
hydrogen?” [1]
In 1897, discussing the results of his experiments, JOSEPH JOHN THOMSON (1856 –
1940) posed this question.
The “body”—THOMSON chose the name corpuscle—he was referring to and which
later was termed electron, he just had identified to be a subatomic particle [2]. For him,
the motivation of research on this field was an interest in the composition of matter.
Therefore, having split up the atom to another level of even smaller building blocks
might have seemed “impractical”.
How “practical”, in fact, the electron turned out to be, was hard to imagine for THOM-
SON when he received the Nobel Prize in physics in 1906 honoring his discovery.
Nowadays, not only the commonly used term electronics expresses how this particle
plays a relevant role in the life of every single human being, since it is the basis for the
function of myriads of different devices.
Within a network of particles, e. g., the lattice of a crystal, the electron can be exposed
to various interactions with the constituents of the lattice or with other electrons as
well. This results in a variety of phenomena that go far beyond the concept of simply
forming a solid block of regularly arranged atoms. Of course, the understanding of
many phenomena is a matter of fundamental research and the consequences to the “real
world” are not always apparent at first sight. It is the aim of such research activities to
gain knowledge on basic contexts and on how the properties influence each other.
One example—and here we build the bridge to the present thesis—is the state of perio-
dically ordered electron density, commonly termed charge-density wave (CDW), where
the charges form a static superlattice on top of the basic structure of a single crystalline
material. This phase, which exists under particular conditions, was introduced by
RUDOLPH ERNST PEIERLS (1907 – 1995) back in 1930 [3]. He proposed a mechanism
for the transition to this phase, which carries his name and which is—though being in-
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troduced for one dimensional structures—still the most widely applied model also for
electronic structures in higher dimensions.
Since the CDW affects the electron density in general, it is thought to interfere with
other phenomena that are linked to the charges of the crystal as there are, for example,
electrical conductivity or superconductivity.
An experimental investigation of the general properties of the charge density can give
insight into the phenomena altering its response. A prominent spectroscopic feature of
the electron density is the plasmon, a name brought up by DAVID PINES (born in 1924)
in 1956 [4]. It describes the collective excitation of the free charge carriers of the system
and, in our case, is represented by a peak structure in the dielectric function. This peak
can change its shape, energy position and its momentum dependence, respectively,
upon varying effects on the charge density.
With electron energy-loss spectroscopy (EELS), also termed inelastic electron scattering
it is on one hand possible to study electronic excitations and their momentum depen-
dence (e. g., the plasmon) and on the other hand to map the structure of the crystal.
This makes this device a versatile tool to investigate the CDW (structurally represented
by its superlattice) and the electronic structure of the system under different boundary
conditions, temperature being the most important for the study of the phase transition
effects of the CDW.
To understand complex physical relationships it is a common strategy to study simple
model systems. While this is often done within a theoretical framework, there some-
times are simplified structures at hand for an experimental investigation. The transition-
metal dichalcogenides (TMDCs) are such a simple system bearing phenomena such as
the CDW or superconductivity. Consisting only of two different chemical elements,
the crystal structure exhibits a rather simple composition, which is well known for a
long time. Also the basic physical properties of the representatives of this materiel
class where studied in great detail already in the sixties of the last century [5–11]. All
together, these investigations helped to establish a rather complete picture of these ma-
terials. However, we can make fascinating observations of the electronical properties
pointing towards a complex interplay of the phenomena mentioned above demanding
for extended experimental and theoretical studies. In the last years, many different
attempts, both theoretical and experimental, have been made to add new pieces to the
puzzle of a complete understanding of these materials and the phenomena they exhibit.
Nevertheless, from the spectroscopic point of view, questions arise summarizing the
lack of knowledge that we want to focus on in the following presentation:
• What is the nature of the unusual momentum dependence of the plasma reso-
nance in some of the TMDCs?
• Why is it not observed for all different, though chemically and structurally re-
lated, representatives?
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• Does altering the electron density by intercalation influence the structural or elec-
tronical composition of the host material?
Following these issues, we concentrate on 2H-TaSe2 as a representative of the TMDCs
showing a CDW phase transition and 2H-NbS2 as a related material without a charge
ordered state and perform EELS measurements as well as theoretical analyses.
With our contribution we want to shed some light on the physical properties and their
interaction in this—though simply structured—fascinating and manifold material class.
Outline
In the first chapter, Transition-Metal Dichalcogenides, an overview on the materials
under investigation is given. Within the context of the material class of the TMDCs,
special focus is lying on the compound 2H-TaSe2 but also its relations to other com-
pounds with comparable structure and stoichiometry are outlined. Additionally, the
phenomenon of the charge density wave (CDW) is introduced together with an experi-
mental and theoretical classification of this phase transition.
In the chapter Electron Energy-Loss Spectroscopy (EELS), general theoretical concepts
laying the foundations for this study are discussed. This includes the dielectric function
and its properties as well as the plasmon in the variety of its appearances. With the
DRUDE-LORENTZ-model, a famous model of the dielectric function is presented being
important for the evaluation of the experimental results. The chapter is closed by giving
an overview on the mechanisms of electron scattering—the basic principle of the EELS
experiment.
The experimental details are explained in the chapter Experimental Work, which in-
cludes the setup of the devices necessary for the experiments as well as the demands in
sample preparation techniques.
Starting with a theoretical investigation, the fifth chapter deals with the possibilities of
the quantification of the experimentally achieved intercalation rates in the experiment
both with a simple approach from the literature as well as a very recent method inclu-
ding extended calculations within a cooperation with KLAUS KOEPERNIK (IFW Dres-
den).
The electronic properties of 2H-TaSe2 in general and upon doping in particular are dis-
cussed in the following chapter on the plasmon and its dispersion in the TMDCs. Ap-
plying the analysis of the preceding chapter, experimental spectra are evaluated within
the DRUDE-LORENTZ-model and a KRAMERS-KRONIG-analysis. The momentum de-
pendence of the plasma resonance is discussed in detail including a presentation of a
model developed during a collaboration with JASPER VAN WEZEL (University of Bris-
tol). Finally, potassium intercalation studies extend the discussion before we close with
a treatment of the peculiar properties of the compound NbS2.
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In chapter seven, the influences of the CDW on the structural properties of 2H-TaSe2
are presented, again with the reference to intercalation effects.
The discussion is closed by a summary and an outlook on requirements for further
studies on the topic.
Remarks
The present thesis was typesetted using TEX1 and the macro package LATEX2. Three-
dimensional figures of the technical aspects of the experiments were prepared using
POV-Ray, 3 while the other charts as well as the data plots—as long as they were not
taken from the denoted references—were created with LATEX’s TikZ and PGF package,
4 respectively. For the underlying data evaluation, IGOR PRO5 as well as the Python
programming language6 were employed.
1D. E. Knuth, The TeXbook, Addison-Wesley, MA, USA (1986)
2L. Lamport, Latex: a document preparation system, Addison-Wesley, MA, USA (1986)
3http://www.povray.org/
4http://www.sourceforge.net/projects/pgf/;http://sourceforge.net/projects/
pgfplots/
5http://www.wavemetrics.com/
6http://www.python.org/
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CHAPTER 2
Transition-Metal Dichalcogenides
This paragraph introduces the material class of the transition-metal dichalcogenides
(TMDCs) in general as well as those representatives investigated in the present studies.
For a deeper insight, we recommend Refs. 8, 10 as well as 13.
2.1. Overview
The TMDCs are composed of transition-metals (T) of group four till ten of the periodic
system and the chalcogene elements (X) of group sixteen in the composition TX2. In
particular, the chalcogenes are sulfur (S), selenium (Se) and tellurium (Te) (cf. Fig. 2.1).
Even though all TMDCs are structurally and chemically related—as for example most
of them show a layered structure—they offer a wide range of physical properties. There
are insulating candidates (e. g., HfS2) as well as semiconductors (e. g., MoS2), and of
course metals like in the present case of TaSe2. At low temperatures, superconductivity
can be observed in niobium and tantalum based structures.
The layered TMDCs are made up of stacks of hexagonal planes in a sandwich-like se-
quence shown in Fig. 2.2(a). The bonding within the sandwiches—two X sheets wrap-
ping one T sheet—is covalent and the resulting coordination units appear either trigo-
nal prismatic (cf. Fig. 2.2(b)) or octahedral (cf. Fig. 2.2(c)). The former ones, for example,
form the 2H polytype, where two opposed prismatic coordination units are stacked on
each other, leading to a hexagonal symmetry.1
Note that for all polytypes there is an unoccupied T site in the inter sandwich gap
with octahedral coordination. Bonding between the sandwiches is mediated by weak
VAN-DER-WAALS-type coupling. This gap also is the space where doping species are
assumed to be incorporated into the crystal structure [14, 15].
Moreover, not all of the TMDCs show a regular structure but can be distorted in some
way, e. g., the metallic tellurides show a flattening of the TMDC sandwiches and a con-
traction of the VAN-DER-WAALS-gap. For others, e. g., the sulphides and selenides of
1In 2H, 2 stands for the two basic units, while the H denotes the hexagonal symmetry.
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Figure 2.1.: The elements that form the transition-metal dichalcogenide com-
pounds as well as the dopants (red) used in the present study. Transition-
metals that build layered compounds are marked in dark yellow, those build-
ing non layered ones in light yellow. Chalcogenes are colored blue. This figure
is a modification of Ref. 12 following Ref. 8.
Tc and Re, the metal atoms are displaced from the centre of the coordination units,
resulting in some buckling of the chalcogenide sheets.
The basic structure of the VAN-DER-WAALS-coupled atom sheet sandwiches makes
these materials extremely anisotropic regarding mechanical as well as electrical proper-
ties. The thermal expansion coefficient perpendicular to the layers is about a factor of
ten larger than parallel to them, while the sound velocity in this direction is twice that
parallel to c. Thermal conductivity is also considerably higher parallel to the layers [8].
Comparing electrical conductivity in both directions, even higher differences can be
found. For example, the above mentioned semiconductor MoS2 exhibits a conductivity
parallel to the planes, which is a factor of thousand higher than that perpendicular to
the planes.
The structural details of the various layer compounds are determined by the size and
interaction of their basic atoms. Table 2.1 gives an idea of the unit cells order of magni-
tude for different compounds, closely related structurally and chemically. In general,
it can be assumed that the bigger the X atoms are compared to the T atom, the bigger
the c/a ratio is. Furthermore, it is noteworthy that the c/a ratio increases as the atom
number of the involved chalcogenes becomes larger [8]. Upon doping, these structural
parameters tend to change as can be seen from Tab. 2.1, where the c axis of the alkaline
metal doped compounds are remarkably larger than for the undoped case as well as
14
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X
X
X
X
T
T
Dopant
(a) (b) trigonal prism (c) octahedron
Figure 2.2.: Structural composition of the layered TMDCs: (a) Representation
of stacked layers of transition-metal (T) and chalcogene (C) atoms with a pos-
sible layer of doped atoms within the VAN-DER-WAALS-gap. (b) and (c) Dif-
ferent basic coordination units of the varying polytypes.
Table 2.1.: Structural parameters of some TMDCs.
material a/Å c/Å c/a Ref.
2H-NbS2 3.31 11.89 3.59 [8]
2H-TaS2 3.32 12.10 3.65 [8]
2H-TaSe2 3.43 12.71 3.71 [5]
2H-NbSe2 3.45 12.54 3.64 [5]
2H-K0.67TaSe2 3.46 17.1 4.92 [16]
2H-Na0.67NbSe2 3.48 15.37 4.42 [16]
the changes of the c axis compared to those of the a axis. However, changes within
the ab plane were observed by slightly shifting superstructure2 peaks in Cs doped 1T-
TaSe2 [17] as well as in KxTiS2 [18]. However, doping not always happens continuously,
since staging effects have also been reported. In Ag doped TiS2 as well as TaS2 stable
phases form at x = 1/3 and x = 2/3 [19]. This staging is a first link to the intercalated
graphite compounds, where distinct phases form upon addition of, e. g., potassium,
too, and to which we will refer to later in this study.
Figure 2.3 shows two examples of possible phase transitions in the TMDCs. On the
one hand, there is the prominent CDW ordering, which—with its properties and links
2Upon doping the added material arranges periodically within the crystal structure and can form a super-
structure, which is visible in elastic scattering investigations. This effect will be discussed in detail in
Ch. 7.
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Figure 2.3.: Superconducting (Tc) as well as CDW (TCDW) phase transition tem-
peratures for selected TMDCs. This figure is reproduced from Ref. 23.
to the electronic structure of the systems—will be discussed in detail in the following
chapters. On the other hand, some of the TMDC compounds also show a transition
to a superconducting state. The clear dependence of the CDW phase transition tem-
perature on the c/a ratio was also discussed in terms of the character of the bonds of
the compound. In this model, it would be even possible to predict Tc without knowing
the actual band structure [20]. Furthermore for the case of 2H-NbSe2, angle resolved
photoemission spectroscopy (ARPES)3 revealed evidences for a CDW enhanced super-
conducting state [22].
2.2. Charge-Density Waves
It is the aim of this section to introduce the fundamentals of charge-density wave
(CDW) formation and the phenomena associated to this ordered state of the electronic
structure of a compound. A deeper insight—primarily in the theoretical aspects—can
be found in Refs. 24 and 25.
In general, the CDW is the periodic modulation of the distribution of the conduc-
tion electron density in a metal, connected to a distortion of the atomic lattice. In the
mechanism introduced by PEIERLS in 1955 [24], CDWs were discussed as an effect in
a one-dimensional electron gas. In fact, one-dimensional compounds, as for example
K2Pt(CN)4, predominantly show CDW phases, although there are also many examples
for CDWs in higher dimensional systems, such as in the layered TMDCs [9, 26].
3In the ARPES experiment photon excited electrons leave the sample and are measured with respect to
their kinetic energy and conserved momentum. Thereby it is possible to measure the band structure of
the sample in the vicinity of the FERMI surface. Cf. Ref. 21 for an example.
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a
a− δ a+ δ
k
E(k)
EF
−kF kF−pia pia
(a) (b)
Figure 2.4.: (a) Sketch of the PEIERLS distortion in a one-dimensional chain of
atoms. (b) FERMI surface of 2H-TaSe2 at temperatures above (T = 180 K –
upper panel) and below (T = 30 K – lower panel) the CDW phase transition
measured in an ARPES experiment. Arrows indicate the possible nesting vec-
tors. Figure 2.4(b) is taken from Ref. 21.
Figure 2.4(a) depicts a one-dimensional chain as a model system for the explanation of
the PEIERLS distortion. All atoms of the chain are arranged equidistant with distance a
and the unit cell in the reciprocal space is the interval
−pi
a
< k <
pi
a
. (2.1)
It changes by moving every nth atom by δ in one direction and therefore changing the
atom number in the unit cell to n
− pi
na
< k <
pi
na
. (2.2)
As a consequence of the reduced reciprocal cell, the band structure opens a gap at the
FERMI level at the intersection points of the bands.
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In 2.4(a), moving every second atom results in a doubling of the unit cell—or accord-
ingly a bisection of the reciprocal unit cell. A stable state forms, when the energy gain
due to the lowering of occupied bands is larger than the strain energy costs for the
deformation of the lattice. Since both energies scale differently
Eband ∝ δ2 ln δ, Elattice ∝ δ2 (2.3)
a stable phase can form for finite values of the lattice distortion [27]. The resulting
modulation of the charge density is the so called charge-density wave with the wave
vector of the lattice distortion having the absolute value pi/na.
If the ratio of the periodicity of the superlattice and that of the basic structure is irra-
tional, the CDW is termed incommensurate . In the experiments, the CDW often occurs
first as an incommensurate state, showing a lock-in transition at some lower tempera-
ture, as is discussed for 2H-TaSe2 in the following section (Sec. 2.3).
Since there are two connected phenomena involved in the phase transition—the mod-
ulation of the charge density and the deformation of the lattice—the question arises,
which of them is the driving force. The experimental approaches to investigate the
charge ordering phenomena are as different as the aims they put focus on. While
diffraction experiments with electrons and X-rays are able to directly probe the dis-
tortion of the lattice [27–33], scanning tunneling microscopy (STM)4 experiments map
the charge density (at least at the surface of a sample) and therefore the CDW itself [35–
47]. Furthermore, ARPES investigates the band structure near the FERMI level and is
therefore able to image the opening of the gap, as can be nicely seen from Fig. 2.4(b)
for the case of 2H-TaSe2[21]. The electron pocket “dogbone” structure around the M
point (upper panel of Fig. 2.4(b)) splits into two new pockets (both electrons and holes)
by coming below the phase transition temperature. Finally, measuring electrical resis-
tivity, which is determined by electron-phonon coupling, gains information about both
the electronic as well as the lattice structure [27, 48].
The fact the CDW not only occurs within distinct directions within the crystal but
can have very special symmetries is nicely demonstrated by the example of 1T-TiSe2.
There—applying STM—the charge order was observed in chiral manner, which has its
origin in the so-called orbital order of the electron density in this system [49–51].
The classical characteristic of a one-dimensional FERMI surface likely to distort is the
ability of superimposing one section of the FERMI surface onto another by a wave vector
~q, a principal termed nesting . The tendency of the FERMI surface to show nesting is
characterised by the non-interacting electronic susceptibility χ0(~q,ω) defined as
4Scanning tunneling microscopy (STM) is scanning the sample’s surface by measuring the tunnel current
between the latter and a metallic tip with respect to their distance. Therefore the surface’s density of
states down to atomic resolution can be mapped [34].
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Figure 2.5.: Electronic susceptibility for an electron gas in different dimensions.
Reproduced from Ref. 14.
χ0(~q,ω) =∑
~k
n~k+~q − n~q
ω− (ε~k − ε~k+~q) + iδ
, (2.4)
where n~k is the occupation factor for the state
~k with energy ε~k [14]. Obviously, maxi-
mal contributions of the sum are reached for small energy differences. Figure 2.5 shows
the electronic susceptibility for the electron gas in different dimensions and is demon-
strating how it diverges for a momentum of 2kF in the one-dimensional case, fulfilling
the nesting condition. The corresponding FERMI surface for a one-dimensional chain is
shown in Fig. 2.6.
The arrows in Fig. 2.6 and 2.4(b) connect the parallel portions of the FERMI surface.
From these figures it is tempting to speculate that the tendency to show nesting is a
sufficient condition for a compound to show CDW behaviour, independent on the di-
mensionality of its electron gas.
In fact, it is still discussed what is the applicable picture for the occurrence of a CDW in
dimensions larger than one.
RICE and SCOTT developed a mechanism based on band structure calculations [52],
where electron scattering with a fixed momentum vector between saddle points of the
band structure at the FERMI level is driving the CDW formation. Different effects of the
phase transition, such as the gapping of the FERMI surface as well as the lowered re-
sistivity within the ordered state, could be explained within this picture [23, 53]. How-
ever, the band structures saddle points are not close enough to the FERMI surface, as
was shown later [54].
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Figure 2.6.: The left panel shows the FERMI surface (sheets perpendicular to
the c∗ axis) of non-interacting chains in the real space c-direction. Interaction
of the chains results in a deformation of the FERMI surface that itself can result
in nesting, indicated by the arrows (right panel). This figure is reproduced
from Ref. 27.
At the same time, an investigation supporting the nesting mechanism was brought up
by WILSON and coworkers. Electron diffraction experiments on a set of 1T-TixTa1−xS2
compounds showed the dimensions of the superlattice to scale with (1− x)1/2 for 0 <
x < 1, in the same way the dimensions of the FERMI surface are expected to change [9,
10].
How the electric conductivity could be enhanced within the ordered state was de-
scribed in a theoretical model. BARNETT et al. emphasised hopping to play a dom-
inant role for CDW formation. Starting from an ab-initio calculation they assumed
second-nearest neighbor hopping to be stronger than that of the nearest neighbors, as
for example in the Ta dxy/dx2−y2 orbitals. This leads to an effective splitting of the trian-
gular lattice in three sub-lattices, of whom only two are gapped leaving the third being
responsible for an enhanced conductivity [55].
Recent theoretical studies completely rule out the nesting mechanism and instead state
that electronic transitions in connection with electron-phonon coupling dominate the
electronic susceptibility [56, 57]. It was also emphasised that the divergence in the
one-dimensional susceptibility is unstable against pertubations likely to occur in a real
material, such as temperature or scattering effects and that therefore a pure nesting
scenario is implausible [56].
2.3. Tantalum Diselenide (TaSe2)
The polytypes of TaSe2 are structurally distinguishable by their different type and or-
der of stacking units. While 2H-TaSe2 consists of two prismatic sandwiches stacked
on each other and forming a hexagonal symmetry, 1T-TaSe2 has no alternation in the
octahedral units orientation, resulting in a trigonal symmetry. As a final example, 4Hb-
TaSe2 combines both basic units in alternating orientation, having a periodicity of four
layers and a hexagonal symmetry, too.
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(a) 1T (b) 2H (c) 4Hb
Figure 2.7.: Examples of stacking of the basic coordination units depicted in
2.2(b) and 2.2(c), respectively. The viewing direction is [110]. The number
index refers to the periodicity, while the letters (T and H) represent the unit
cells symmetry (e. g., hexagonal or tetragonal). Since there are more hexagonal
stacking possibilities for four layers, these are distinguished by a second letter
index (e. g., b). This figure is a reproduction from Ref. 10.
Belonging to the group 5 transition-metal representatives TaSe2 shows metallic be-
haviour because of the half filled dz2 band. Furthermore, this band is not fully involved
in the bonding with the chalcogene atom [14]. Though structurally nearly identically,
the layers itself show different physical properties, depending on their symmetry [58].
This is due to different crystal fields5 seen by the transition-metal of the prismatic and
octahedral coordination unit, respectively. Moreover, the splitting of the d band, which
plays a dominant role in the density of states [52, 59], was shown to be sensitive to the
interlayer spacing.
Although TaSe2 was shown to be metallic, one notices an obvious difference of up
to three orders of magnitude to values for classical metals such as Cu (ρ(300 K) =
1.7× 10−6 Ωcm) [34] (see 2.8(a)).
The charge density wave transition in 2H-TaSe2 appears as an incommensurate super-
lattice formation at Tincom= 122 K showing a hexagonal symmetry with an absolute
value of the wave vector of k = 1/3(1− δ)a∗.6 By decreasing the temperature, δ de-
creases and at Tcom= 90 K it drops discontinuously to zero and the CDW locks in at
Tcom= 90 K to a commensurate modulation of the charge density [10, 11]. While the
former transition is observable as a strong change of slope in resistivity measurements
(cf. Fig. 2.8(a)), the latter is only observable as a break in the strength of the superlattice
5Interactions of the electrical field of the anion (thought of as a point charge) and the electrons of the
cations d orbitals are described within the crystal field theory [34].
6a∗ denotes the absolute value of the reciprocal lattice vector ~a∗, which can be calculated from the real
space lattice vectors by
~a∗ = 2pi
~b×~c
~a(~b×~c) .
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Figure 2.8.: (a) Resistivity within the ab plane of TaSe2 polytypes. (b) Suscep-
tibility for powder samples of 1T-TaSe2 and 2H-TaSe2, respectively, as well as
for 4Hb-TaSe2 single crystals with different orientation of the magnetic field.
This figures are reproduced from Ref. 48.
as can be seen by neutron scattering experiments7 [26]. However, this transition was
found to possibly occur at temperatures in the range of 90 to 110 K [60]. It is noteworthy
that the resistivity does not increase at the transition to the ordered state as one would
expect due to the opening of a gap at the FERMI level (see also Sec. 2.2).
How the superstructures of the CDW arise by going down below the transition tem-
peratures can be seen in the EELS experiment, too, as is shown in 2.9. In the respective
directions, the superstructures arise at one and two-thirds of the reciprocal unit vectors,
respectively, and their intensity is relatively low, what makes them hard to recognise,
especially for the [110]-direction (cf. Fig. 2.9(b) – upper panel). In an intensity plot of
the respective interval of the momentum transfer regime, the superstructures can be
observed to set in at around 120 K and to gain intensity for measurements down to low
temperatures (lower panel of 2.9).
However, the ordered states in 2H-TaSe2 and 1T-TaSe2 are different in their appear-
ance. Not only the transition temperature to the commensurate phase in 1T-TaSe2 is
remarkably higher (473 K). Also the superstructure itself exhibits a
√
13 times larger
unit vector in the real space and is rotated by 13.9◦ with respect to the basic lattice.
This difference actually results in two different CDW states in 4Hb-TaSe2 that emerge
from the mixing of prismatic and octahedral layers (cf. 2.7). This can be seen from the
resistivity data, showing Tincom= 400 K to be similar to 1T-TaSe2 and Tcom≈ 70 K com-
7Neutron scattering often is applied to not only probe the spatial distribution of scattering sites but
also their magnetic properties, since the neutron carries a magnetic moment. Furthermore, neutrons
are neutrally charged, therefore have a larger penetration depth and for this reason are suitable for
scattering experiments to probe structural properties [34].
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Figure 2.9.: At temperatures below the CDW phase transition in 2H-TaSe2 at
122 K, superstructures arise at one and two-thirds, respectively, of the basic
vectors of the reciprocal lattice. In the elastic scattering experiment in the EELS,
they are visible as small peaks in the spectrum (see upper panels) and also
show a slight temperature dependence. This figure was already published in
Ref. 61 as well as 62.
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parable to 2H-TaSe2. On the other hand, this effect was shown in electron and neutron
diffraction experiments [48].
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CHAPTER 3
Electron Energy-Loss Spectroscopy
This chapter intends to give an introduction to the theoretical background of the experi-
mental method. Technical aspects of the experiment can be found in Chap. 4.
3.1. The Dielectric Function
The following section gives an overview on the nature of the dielectric function and
how—within the random phase approximation (RPA)—it is treated to determine the
frequency and the momentum dependence of the collective electronic excitations of a
solid. Detailed information can be found in Refs. 34, 63 as well as 64.
In general, the dielectric function ε(~q, E) is introduced as the reaction of the electronic
system on a time dependent external perturbation
~E(~r, t) =
∫
d3r′
∫
dt′ε−1(~r,~r′, t− t′)~D(~r′, t′) (3.1)
with ~E(~r, t) being the electric field determined by the external and the induced charge of
the perturbed system. ~D(~r′, t′) represents the electrical displacement field determined
by the perturbing charge:
div~E ∝ ρind + ρext, (3.2)
div~D ∝ ρext. (3.3)
Assuming a homogeneous field, ε only depends on the difference~r−~r′. This yields
~E(~q,ω) =
1
ε(~q,ω)
· ~D(~q,ω) (3.4)
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after a FOURIER transformation.
Taking into account realistic interactions, the problem can be treated inside the jellium
model 1 by averaging over the possible states of the interacting system.
Applying the RPA [64], where the influence on the dielectric function is assumed to
solely come from the perturbing potential, while the contribution from the resulting
total potential averages out, one gets the so-called LINDHARD function , a generalised
dielectric function:
εRPA(~q,ω) = 1− 1V
e2
ε0q2
∑
~k,σ
〈
n~kσ
〉(0) − 〈n(~k+~q)σ〉(0)
ω− (Ω(~k+~q)−Ω(~k)) . (3.5)
With the occupation numbers 〈nν〉(0) of the non-interacting system and Ω(ν) being the
kinetic energy of state ν.
From the connection of the induced ρind and the external charge density ρext
ρind(~q,ω) =
(
1
ε(~q,ω)
− 1
)
ρext(~q,ω) (3.6)
it can be seen that the reaction of the system on small perturbations is biggest for small
values of ε. Hence, the zeros of Eqn. 3.5 give the solutions for the excitation modes of
the system.
The function that follows from this condition reads
f~q(ω) ≡ 1V
e2
ε0q2
∑
~k,σ
〈
n~kσ
〉(0) − 〈n(~k+~q)σ〉(0)
ω− (Ω(~k+~q)−Ω(~k))
!
= 1 (3.7)
in analogy to the one published by LINDHARD [65]. It is depicted in Fig. 3.1, where
it can be seen that in addition to the numerous excitations within the single particle
continuum we can find a higher lying excitation (ωp(~q)) , which is of collective nature
and therefore termed plasmon , a name going back to PINES in 1956 [4]. In Fig. 3.2, a
schematic representation of the momentum dependence of the zeros shows the decay of
the plasmon into the continuum of single particle excitations (i. e., electron hole pairs).
1In the jellium—or homogeneous electron gas—the electrons are treated as COULOMB interacting parti-
cles in front of a smeared out positive background that leads to the term jellium [64].
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1
ωp(~q) ω
f~q
Figure 3.1.: Zeros of the LINDHARD function according to 3.7. This figure is a
reproduction from Ref. 64.
The LINDHARD function links the dielectric function to the susceptibility discussed
above in terms of FERMI surface nesting (see p. 19 in Sec. 2.2).
3.2. The Plasmon and Its Dispersion
With the dispersion of the plasmon energy ωp(~q), the momentum dependence of the
collective mode is described. Starting from the k-sign independent expression
ω(~k) =
h¯2k2
2m∗
, (3.8)
where m∗ denotes the effective mass of the electrons, it can be assumed that
〈
n~kσ
〉(0)
=
〈
n−~kσ
〉(0)
(3.9)
and~k can be replaced by −(~k−~q) in the second summand of Eqn. 3.7. Together with
Eqn. 3.8 this yields
ω2p =
e2
ε0m∗Vq2 ∑~k,σ
〈
n~kσ
〉(0)
(q2 + 2~k ·~q)
1− h¯2
ω2p
(
q2
2m∗ +
~k~q
m∗
)2 . (3.10)
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2
ωp
|~q|/kF
ω
Figure 3.2.: The plasmon decaying into single particle excitations according to
the momentum dependence of the LINDHARD function. The value 2|~q|/kF rep-
resents the possible maximum momentum of an excitation determined by the
sum of the momentum of the electron and the hole.This figure is a reproduc-
tion from Ref. 64.
For the case, where |~q| goes to zero we obtain the plasma frequency is obtained
ωp = ωp(~q = 0) =
√
noe2
ε0m∗
. (3.11)
Expanding the denominator of Eqn. 3.10 for small~q and even powers of~k
ω2p(~q) ∼ ω2p(0) +
3e2h¯2
ε0m∗3ω2p(~q)
1
V ∑
~k,σ
〈
n~kσ
〉(0)
(~k ·~q)2 (3.12)
and taking into account the particle density of noninteracting electrons
n0 =
k3F
3pi2
, (3.13)
the plasmon dispersion reads as follows
ωp(~q) = ωp
(
1+
3
10
h¯2kF
m∗2ω2p
q2
)
+O(q4) . (3.14)
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Thus, in general the plasma frequency of the electron gas depends on the square of the
momentum, a result that holds for a “typical” metal, such as aluminum [66–68].
Typical plasmon energies are in the energy regime up to 30 eV, where the higher ener-
gies refer to so called volume plasmons, i. e., collective excitations of the charge density.
An example is shown in the spectrum of 2H-TaSe2 in Fig. 6.1. At lower energies, only
a part of the charge density is excited, leading to the charge-carrier plasmon. In the
particular case of 2H-TaSe2, this plasmon is the main topic of this thesis.
Another example for the variety of collective excitations in solids is the surface plas-
mon, which confines the excitation to states at the border of the probe. This becomes
rather important for very small cluster samples, where the optical properties are, to a
great extent, determined by the plasma resonance of the surface [34].
3.3. The DRUDE-LORENTZ-Model
From a phenomenological point of view, the DRUDE-LORENTZ-model is a famous rep-
resentation of the dielectric function and often is applied to study its basic properties
and that of the related spectral functions at momentum transfer equal to zero. Within
this model, all electronic excitations are represented by driven oscillators. The equation
of motion for a single oscillator for one dimension is given by
x¨+ γx˙+ω2i x = −
Q
m
E(x, t), (3.15)
with m, γ, ω0 and Q being the mass, the damping factor, the eigenfrequency and the
charge, respectively. Taking into account the relation of the macroscopic polarization P
and the electric field E as well as the dielectric function
P = −nQx = (ε(ω)− 1)E, (3.16)
where n is the particle density, we arrive at the following description of the dielectric
function by solving Eqn. 3.15
ε(ω) = 1+∑
i
ωp,i
ω2i −ω2 − iγiω
, (3.17)
where ωp,i is the strength of each oscillator [69].
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Figure 3.3.: Dielectric function (real part ε1 and imaginary part ε2) as well as
the loss function for (a) a metal and free-electron gas, respectively and (b) an
insulator within the DRUDE-LORENTZ-model. The corresponding parameters
of the oscillators are given within the respective plots.
Figure 3.3 depicts two examples of the DRUDE-LORENTZ-model. On the one hand it
shows a pure DRUDE oscillator representing a metallic structure bearing free electrons
(see Fig. 3.3(a)). The damping γ is determined by the scattering of the charges by impu-
rities or phonons. The maximum in the loss function is at the same energy as the zero
crossing of ε1, marking the collective excitation of the electron gas, introduced earlier
as the plasmon. For the case of an insulator as depicted in Fig. 3.3(b), the collective
excitation lies by far higher in energy due to the influence of the gap, whose energy
value is represented by the respective ω0 [69]. Of course, a real system, with a variety
of electronic transitions at different energy levels, requires a description including more
than one oscillator. This is taken into account in a application of the DRUDE-LORENTZ-
model for a quantitative analysis of the dielectric properties of 2H-TaSe2 outlined in
Chap. 6.
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3.4. Electron Scattering
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Figure 3.4.: Electron scattering geometry in transmission.
Figure 3.4 shows the scattering geometry of the EELS experiment,i. e., the transmission
of a beam of electrons through a thin film sample (see Chap. 4 for experimental details).
With energy and momentum being conserved, an incoming electron with energy E0
and momentum ~k0 is scattered, leaving the sample with energy E1 and momentum ~k1
ω = E0 − E1, (3.18)
~q = ~k0 − ~k1 (3.19)
with
q2 = q2‖ + q
2
⊥. (3.20)
Since the EELS electrons have a rather high energy of about E0 ≈ 172 keV and corre-
spondingly a high momentum of k0 ≈ 230 Å−1 compared to the typical dimensions of
the BRILLOUIN zone, the scattering angles can be assumed to be very small. This leads
to the conclusion that the momentum transfer happens virtually perpendicular to the
beam direction. This fact is crucial for the actual experiments, since it restricts the ob-
tained information to a quasi two dimensional plane of the sample. For the case of the
TMDCs, this is the ab plane of the samples and also the plane at which the samples are
cleaved during sample preparation (see Sec. 4.2).
The quantity measured in scattering experiments is the doubly differential cross sec-
tion, which gives the probability of detecting a particle in the angle element dΩ and
with its energy lowered by dω
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d2σ
dΩdω
. (3.21)
In the first BORN approximation [70], it is given by
d2σ
dΩdω
∝
∣∣〈k1, 1|H′|k0, 0〉∣∣2 · δ(ω− E0 + E1), (3.22)
where |k0, 0〉 (initial state) and 〈k1, 1| (final state) represent the quantum mechanic states
of the system and the momenta of the incoming and scattered electron, respectively.
With the free electron wave function
|k j〉 ∝ ei~k j~r (3.23)
and a potential for the two-particle interactions
H′ =∑
j
V(~r−~rj), (3.24)
the matrix elements in Eqn. 3.22 reads
〈k1, 1|H′|k0, 0〉 = 〈1|
∫
d3r ei~q~r∑
j
V(~r−~rj)|0〉 (3.25)
= ξq〈1|∑
j
ei~q~rj |0〉, (3.26)
with ξq being the FOURIER transformed COULOMB potential
ξ~q =
∫
d3r ei~q~r V(~r). (3.27)
Applying the FOURIER representation of the δ-function
δ(ω) =
∫
eiωt dt, (3.28)
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the FOURIER transform of the electron density
n~q =∑
j
e−i~q~rj (3.29)
and the HEISENBERG representation of the time dependence, the cross section reads
d2σ
dΩdω
= ξ2q
∫
dt eiωt
〈
n~q(t)n ~−q(0)
〉
. (3.30)
This can be written as
d2σ
dΩdω
=
(
dσ
dΩ
)
RUTH
· S(~q,ω) (3.31)
where the RUTHERFORD cross section (dσ/dΩ)RUTH represents the interaction of charged
particles
(
dσ
dΩ
)
RUTH
∝ ξ2q ∝
1
q4
, (3.32)
while S(~q,ω) contains the time dependent electron density fluctuation and the influ-
ence of the sample itself, respectively
S(~q,ω) ∝
∫
dt eiωt
〈
n~q(t)n ~−q(0)
〉
. (3.33)
Its connection to the loss function can be expressed in the following way [69]
S(~q,ω) =
q2
4pie2
Im
[
− 1
ε(~q,ω)
]
. (3.34)
We finally arrive at a result for the relation of the cross section and the loss function
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d2σ
dΩdω
=
h¯
(piea0)2
1
q2
· Im
[
− 1
ε(q,ω)
]
. (3.35)
Note that the 1/q2 dependence is an important detail with consequences for the exper-
imental work as it limits the measurements to low momentum transfers: In order to
achieve a comparably good signal to noise ratio of the spectra for all momenta, we have
to increase measuring time quadratically in q. However, it is practically, especially for
the present case of TaSe2, very hard to achieve the same smoothness of the measured
spectra for a momentum transfer of 0.1 Å−1 and, e. g., 0.5 Å−1.
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Experimental Work
On the following pages we give an overview over the technical details of the EELS ex-
periment. The setup of the spectrometer and the different ways of sample preparation
are presented.
4.1. Spectrometer Setup
1 29 10 11 12
345678
Figure 4.1.: Schematic representation of the electron energy-loss spectrome-
ter: 1 - Source, 2 - Monochromator, 3 - Zoom lenses, 4 - Accelerator, 5 - Sample
holder with cryostate, 6 - Deflection plates, 7 - Decelerator, 8 - Zoom lenses, 9 -
Analyser, 10 - Multiplier, 11 - Preperation chamber, 12 - Sample magazine and
Fast entry (not true to scale).
The employed spectrometer is a purpose-built device in the IFW Dresden, depicted in
Fig. 4.1. The source is a planar diode with a small hole in the anode and a tungsten dis-
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penser cathode. This cathode has the advantage of having a high beam current, which
is in turn not point shaped. An electrostatic lens focusses the beam onto the monochro-
mator, which, with its radial electric field—due to its hemispherical design—deflects
and thereby selects the electrons with respect to their kinetic energy. The electrostatic
lenses are a system of tubes with different electrostatic potentials. They can change the
path of the beam and focus it into the accelerator and on the sample, respectively—a
computer program manages the optimization of the beam1. The accelerator is com-
posed of three tubes that altogether increase the electron energy from 3.5 keV at the
injection up to 170 keV at the exit. After interacting with the sample—which is on
ground potential—the electrons are channeled into the decelerator by the potentials of
the deflection plates. With this plates, arranged in two pairs (horizontal and vertical),
different scattering angles, and hence different momentum transfers can be selected.
The decelerator is designed like the accelerator and decreases the electron energy by
the same amount by which the former one has increased it minus the specific energy
loss, which is controlled by the potential difference between accelerator and decelera-
tor side of the setup. Finally, the analyser deflects the electrons to another electrostatic
lens system that focusses the beam onto the anode of a multiplier. Monochromator,
analyser and the accelerators are surrounded by µ-metal to reduce the earth’s magnetic
field and the stray field of the ion pumps. Varying arrangements of the accelerator and
lens potentials can be controlled by a computer and lead to a set of beams with different
resolutions (see below).
The whole setup is under ultra high vacuum (UHV) conditions (10−11 to 10−8 mbar)
and is completed by an arrangement to insert and store the samples. They can be fur-
ther prepared in-situ by doping applying different dispenser system (see Fig. 4.3) or
annealing. A 4He flow cryostat is combined with the manipulator of the measuring
chamber and allows investigations down to temperatures of about 20 K. The manipu-
lator allows shifting the sample within the plane perpendicular to the beam direction
as well as rotation around the vertical z axis. This however, is limited to angles up to
around 30◦, where the sample is not masked by the surrounding manipulator material.
Resolution
Depending on the demand of the experiment for intensity or resolution of the electron
beam, different configurations can be chosen. For measurements of energetically higher
excitations (e. g., 1s or 2p core levels), a more intense beam with a poorer resolution is
convenient. For the majority of the measurements, a beam set with a resolution of
∆E =80 meV and ∆q =0.03 Å−1 (Full width at half maximum (FWHM) in Fig. 4.2),
respectively, is used.
1The program iterativly varies the potential of different sets of deflection plates along the accelerator
as well as the monochromator side of the spectrometer with respect to the measured intensity of the
beam.
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Figure 4.2.: Energy (a) and momentum (b) resolution of the most commonly
used beam in the EELS experiment. The measured spectra (black line, circles
added for better visibility) are fitted by a GAUSSian (red line) to derive the
FWHM (arrow).
4.2. Sample Preparation
Starting from single crystalline samples, with which we were provided by the group
of K. ROSSNAGEL2 as well as H. BERGER,3 different techniques are available for the
preparation of suitable thin films.
Usually, an Ultramicrotome is employed for cutting specimens. After glueing the crys-
tal onto a brass cube and mounting it to the microtome, the device is able to cut several
equally thin films of the adjusted thickness, which—in the present case—is about 80 to
120 nm. The cut off films fall into distilled water, from where they are collected onto
commercial transmission electron microscope (TEM) grids. These are made of plat-
inum and have a diameter of about 3 mm and can be mounted into the EELS sample
holder depicted in Fig. 4.3.
Another common approach is the cleaving of crystals by either adhesive tape, which
afterwards is dissolved in acetone (C3H6O) or xylol (C6H4(CH3)2) or glue stick on pa-
per, which can be easily dissolved in water.
It depends on crystal consistence and size, which one of the explained techniques is
used. However, an influence on the chemistry of the samples and the experiments,
respectively, could be ruled out by comparing the measurements following different
preparation techniques.
2University of Kiel, Germany
3EPFL Lausanne, Switzerland
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Figure 4.3.: Dispensers for doping in the preparation chamber of the spectro-
meter. (a) Commercial4 potassium dispensers; (b) Purpose-built calcium evap-
orator consisting of a filament heated crucible.
Sample transfer into the spectrometer is realised by the fast entry setup the UHV sys-
tem is equipped with. The sample magazine as well as the preparation chamber are
prevented from being flooded with air.
Doping
The IFW Dresden EELS is equipped with a preparation chamber (cf. Fig. 4.1), where the
samples can be intercalated. This can be done with commercial dispensers4 that evap-
orate, e. g, potassium due to resistivity heating as is shown in the setup (see Fig. 4.3(a)).
As a matter of fact, this method has been shown to be reliable in the sense of repro-
ducibility of the evaporated amounts of doping species and their distribution within
the chamber and on the sample, respectively.
A second—recently established—method, which allows to use dopants unavailable as
commercial sources is the evaporator shown in 4.3(b). It consists of a molybdenum
crucible as the evaporation source, which is heated by an e-beam, accelerated from a
filament within the electrical field between the latter and the crucible itself. The calcium
is inserted into the crucible in form of solid metallic crumbs and leaves it through a
small hole in the cap generating an even distribution of the evaporated material.
4SAES GETTERS S.P.A., Italy
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CHAPTER 5
Theoretical Investigations for Quantitative
Analysis
Due to the setup of the doping devices (see p. 38) in the EELS preparation chamber, it is
not possible to determine the actual amount of intercalant evaporated from the source
or—more importantly—how much of it is absorbed by the sample.
To quantitatively determine our measured data with respect to doping effects, a theo-
retical approach is chosen to estimate the doping rate of our samples. A first possibility
was introduced by CAMPAGNOLI and coworkers [71], starting from a rigid band model,
where a single half filled band gets filled up (or emptied) by adding electrons (holes) to
the material. Since the plasma resonance frequency is proportional to the charge carrier
density (cf. Eqn. 3.11), a change in the equilibrium of the half filled band directly lowers
the plasmon energy. With this model, the doping concentration can be directly calcu-
lated from the plasma frequencies measured in the energy-loss studies. However, this
assumption does not take into account further aspects of the real TaSe2 sample. First, as
can be seen from 2.4(b) [21] and from HALL measurements1 [73], two bands are hosting
the charge carriers that take part in the collective oscillation. Secondly, the system must
be assumed to undergo further changes upon addition of atoms. Most prominently,
due to its layered structure, which allows intercalates to go between the basic building
blocks (cf. Fig. 2.2(a)), strong changes in the crystal structure are observed, in particular
within the stacking direction [16]. Therefore, also the band structure is supposed to
change at least within the stacking direction or the c axis, respectively.
To include these possible effects, we performed an extended calculation of the plasma
frequencies for various doping concentrations.2 One approach was to model the struc-
tures in a so-called virtual crystal approximation , where K18+x layers3 are inserted be-
tween adjacent TaSe2 layers.
1In an electrical transport measurement setup, where a current flows perpendicular to an applied mag-
netic field, the HALL potential can be measured in the third perpendicular direction. While its sign
gives information about the type of charge carriers dominating the electrical transport, its absolute
value is representing the charge carrier concentration [72].
2Calculations were perforemd by K. KOEPERNIK of the IFW Dresden theory department.
318 + x gives the number of protons and electrons on the intercalated VCA potassium atom to ensure a
stoichiometry of KxTaSe2.
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(a) x = 0
(b) x = 0.125 (c) x = 0.25 (d) x = 0.33 (e) x = 0.33
(f) x = 0.5 (g) x = 0.5 (h) x = 0.5
(i) x = 0.66 (j) x = 0.75 (k) x = 0.875
Figure 5.1.: Modelled crystal structures as a basis for a calculation of the plasma
frequencies of 2H-KxTaSe2 for different doping levels x (Ta – yellow, Se – blue,
K – red).
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Figure 5.2.: (a) Calculated plasmon energies within the virtual crystal approxi-
mation (VCA) as well as for the constructed supercells (SC) together with a fit
for the latter. (b) c axis length for the constructed supercells.
In another attempt, to gain a more realistic FERMI surface reconstruction, supercells
were constructed. They are depicted in Fig. 5.1 and take into account the absorption of
the potassium into the VAN-DER-WAALS-gap and a periodic arrangement of the atoms
within the unit cell, both within the c axis and the ab plane. Note that especially for
small potassium concentrations it is not obligatory that every interlayer is occupied
by intercalant atoms (visible from the small inset figure in the upper right corners of
each subfigure). This leads to a series of different structures with equal doping con-
centration, showing distributions in every or every other interlayer (as an example we
refer to Figs. 5.1(f), (g) as well as (h), where only the first two have potassium atoms
incorporated in every layer, while all of them have a doping rate of x = 1/2.
Density functional theory calculations within the local density approximation (LDA)
were carried out using the full potential local orbital (FPLO) code [74]. The results for
the calculated optical properties revealed a spin-orbit-splitting of the bands in the vicin-
ity of the FERMI level of about 400 meV. While this reduces the out-of-plane plasma
resonance, its effect on the basal plane plasmon energy averages out over the whole
BRILLOUIN zone.
In Fig. 5.2(a), the calculated values for the VCA (blue circles) as well as for the supercells
(green triangulars) are depicted. The supercell values show a drop for low potassium
concentrations. This is due to the prompt widening of the lattice that occurs when
th first atoms are added, which can be nicely seen for the calculated c axis lengths
shown in Fig. 5.2(b). By further increasing the doping concentration of the crystal, the
lattice slightly shrinks, because of attractive chemical forces. However, the c axis value
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Figure 5.3.: Sulfur core-level excitations of 2H-NbS2.
16.2 Å for a doping rate of 66 % is slightly smaller than that found in X-ray scattering
experiments (17.05 Å) [16].
As the plasmon energy in theory and in our experiment are in very good agreement for
the undoped case (as is shown in Ch. 6), it stands to reason that the data fit in Fig. 5.2(a)
(red line) is used to read off the potassium content for the measured plasma frequencies.
This fit with a third-degree polynomial does not include any theoretical description of
the actual doping dependence but is chosen to describe the progression of the calcu-
lated values. The procedure is adapted for all spectra in the following discussion of the
experimental results.
It is, in general, also possible to check the determined doping rates by measuring the
core-levels (e. g., K 2p) for every doping step and relate them to those of the transition
metals. The latter, however, are hard to access in our experiment due to the large band-
width of the unoccupied states of the respective materials, which smear out the specific
features as is shown in Fig. 5.3. There, the S 2p and S 2s levels (obtained from the EELS
experiment) are shown to be hard do distinguish from the surrounding spectral infor-
mation.
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CHAPTER 6
Plasmon and Plasmon Dispersion in the
Layered Transition-Metal Dichalcogenides
This section shall give a detailed insight into the dependence of the collective electronic
excitation of 2H-TaSe2 and other TMDC substances on different parameters, such as
momentum transfer, temperature and doping. In parts, the following discussion is also
published in various publications of our research group [61, 75–77].
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Figure 6.1.: An energy-loss spectrum of 2H-TaSe2 over a broad energy range,
corrected for the elastic line contribution. The inset shows a detailed view of
the low energy regime with the 1 eV charge carrier plasmon.
Figure 6.1 shows a first overview of an energy-loss spectrum of 2H-TaSe2 at room tem-
perature and a fixed momentum transfer. Fitting the zero energy contribution of the
unscattered electrons and the first excitation by a GAUSSian function and a DRUDE-
peak, respectively, the elastic line can be subtracted
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I(ω) = I
[
αe−βω
2
+ Im
(
− 1
ε(ω)
)]
with ε(ω) = 1− ω
2
p
ω2p + iγω
, (6.1)
where α and β are the steepness and the width of the elastic line’s tail.
This correction meets the fact that the elastic line is simply an effect of the transmission
setup of the experiment. The intensity factor I takes into account experimental details
such as the beam intensity or the sample quality. It was shown in transport measure-
ments [73, 78] that 2H-TaSe2 shows metallic behaviour both above and below the phase
transition, such that a metal-like dielectric function can be assumed for the elastic line
correction. Therefore, we adapt this fitting procedure also to spectra measured within
the CDW ordered state since effects like the opening of the CDW gap—which is in the
order of magnitude of 20 to 50 meV [21]—are not observable in the EELS investigations.
The elastic line’s influence together with the 1 eV charge carrier plasmon is displayed
in the inset of Fig. 6.1. In the region around 21 eV, the so called volume plasmon, i. e.,
the collective excitation of all free electrons in the sample (see main plot of Fig. 6.1) is
located.
Another important experimental impact is the multiple scattering of electrons that are
scattered more than once on their way through the sample. To some extent, this effect
is an indication for the thickness of the sample and results in a broadened peak at twice
the plasmon energy, which can not be examined quantitatively. Nevertheless, the peak
is an effect beyond the spectral information of the sample and therefore should also
be subtracted. However, the core level excitations in this region, as for example the
Ta 5p (32 eV and 42 eV) and Se 3d (55 eV) levels, make a correction of the multiple scat-
tering effects problematic. As we will see below (p. 46), the influence of the multiple
scattering effects is small in comparison to the background intensity, since no specific
features are visible (see 6.3). Therefore, the treatment of the spectrum’s background
also compensates the multiple scattering effects.
In the following discussion, we want to focus on the low energy plasmon and its prop-
erties for different temperatures, momentum transfers, and doping levels.
6.1. Low Momentum
Upon addition of potassium—as technically described on p. 38—various effects alter
the energy-loss spectrum. In this section, we want to focus on the changes concerning
the spectroscopic information at a constant low momentum transfer of q = 0.1 Å−1,
which is near the optical limit of zero momentum transfer.
The doping levels in our experiments are determined by the theoretical investigations
described in Ch. 5. From Fig. 6.2(b) (lower panel), it can be seen how our doping lev-
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Figure 6.2.: Upon doping the charge carrier plasmon position is shifted to
lower energies, while its peak height and width, respectively, is decreased.
els are chosen to fit the values obtained in the LDA calculation of the supercells (see
Fig. 5.2(a) and the fit therein).
As is shown in Fig. 6.2, where all spectra are normalised in the region around 2.5 eV, the
position of the 1 eV plasmon is shifted to lower energies upon doping while the peak
height is reduced, too, circumstances that can be understood already within a rigid
band model. As already mentioned in Ch. 5, doping fills up the previously half-filled
band and therefore reduces the plasma resonance frequency [71].
At the same time, also the peak width is decreasing as is plotted in Fig. 6.2(b) (upper
panel). As the spectral width of charge carrier plasmons is determined by a damping
via interband transitions [79, 80], the reduction of the plasmon width can be addressed
to the shift in energy, since there are less interband transitions in the lower energy re-
gion damping the plasmon. Moreover, mid-infrared transitions observed for undoped
2H-TaSe2 are suppressed upon intercalation [81], which also might reduce the plasmon
damping.
Finally, 6.2(a) nicely shows a continuous doping of the sample without the formation
of distinct phases. This is demonstrated by the continuous doping dependence of the
plasmon peak width and will be further discussed below (see p. 57).
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Figure 6.3.: Measured energy-loss spectrum multiplied by ω3 to compensate
the expected ω−3 dependence for high energies. However, an expected con-
stant value for this region can not be observed, making a correction of the
spectrum necessary (see text).
KRAMERS-KRONIG-Analysis
The real and the imaginary part of Im(−1/ε(ω)) are linked via the KRAMERS-KRONIG
relations [34]
Re
(
1
ε(~q,ω)
)
− 1 = 1
pi
P
∫
dω′
 Im
(
1
ε(~q,ω)
)
ω′ −ω
 (6.2)
Im
(
1
ε(~q,ω)
)
= − 1
pi
P
∫
dω′
1− Re
(
1
ε(~q,ω)
)
ω′ −ω
 , (6.3)
with P being the principal value of the integration.1 The great importance of these
relations is the possibility to determine the real part of the dielectric function from its
imaginary part and vice versa. This of course leads to the knowledge on other optical
functions, such as the optical conductivity or reflectivity [83], which then can be deter-
mined from the dielectric function. As the integral suggests, it is necessary to know the
spectral information on an at least very large energy interval. Nevertheless, since the
spectrum is measured only in a comparably small energy regime, it is assumed to con-
tinue with an ω−3 dependence for energies going to infinity. Figure 6.3 demonstrates
1For a function f (x) that is defined in [a, c) and (c, b] but is divergent in c, the limit∫ b
a
f (x)dx = lim
ζ→0
∫ c−ζ
a
f (x)dx+
∫ b
c+ζ
f (x)dx
is termed principal value (or CAUCHY principal value) [82].
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that this is not the case for the present study. The measured spectrum is multiplied by
the energy to the power of three, expecting the high energy regime then to be constant.
Due to an energy dependent cross section, the intensity values for the higher energy
regime are much larger than expected. Therefore, we cut our spectra at an energy value
of 70 eV and then continue the spectrum by the predicted ω−3 dependence in the com-
puter based KRAMERS-KRONIG-analysis (KKA).
Obtaining the optical functions from the KKA, it is possible to not only derive prop-
erties such as reflectivity and optical conductivity but also to gain information about
absolute values such as the effective mass and the background dielectricity ε∞. While
the former represents an electron mass normed by the crystals influence on the electron
dynamics [34], the latter describes screening effects of interband transitions lying at en-
ergies above the plasmon energy. For the undoped case, where no additional charge
carriers influence the plasma resonance, it is then possible to determine the unscreened
plasma frequency and the effective mass of the system from the knowledge of the back-
ground dielectricity, which was discussed in detail in a former study [84].
Figure 6.4 and 6.5 show the results for the optical conductivity σ (left panels) and the
real part of the dielectric function ε1 (right panels) from the KKA at zero and full dop-
ing, respectively. The optical conductivity presents a small shoulder at around 3.5 eV
for the undoped case, which becomes a well defined peak at highest doping. This also
holds for a feature in ε1 at around 4 eV, which becomes pronounced by the sharpening
of the first peak at 2 eV. These observations signal a change in the band structure upon
doping, which contradicts the assumption of a simple band filling mechanism in this
doping compounds, a point, to which we will come back later.
In the energy regime up to 9 eV, the spectra are fitted within the DRUDE-LORENTZ-
model with a set of five oscillators according to Eqn. 3.17, one of them being the DRUDE
part representing the plasmon. The data is shown as solid red lines in Figs. 6.4 and 6.5.
The reason for choosing σ and ε1 is the finite value at zero energy of the former and the
zero crossing of the latter, which both give a reliable value in contrast to divergences as
for example in ε2. However, an uncertainty is introduced by the elastic line correction
mentioned above for the low energy regime of the spectra. Hence, it is hardly possible
to fit the spectral functions down to zero energy, as can be seen for the fits of the optical
conductivity (see Figs. 6.4(a) and 6.5(a)).
Technically, a sufficient fitting result was achieved by finding a set of oscillators describ-
ing both the optical conductivity and the dielectric function as a compromise. Consis-
tently fitting different results of the KKA reduces the degrees of freedom in summing
up different sets of oscillators. Hence, the quality of the KKA as well as the accord-
ing fits can be checked. The corresponding values can be found in Tabs.6.1 and 6.2,
respectively as well as in Tab. A.1 on page 75 for the full range of doping steps.
By subtracting the DRUDE contribution from the ε1 fit, we can evaluate ε∞. The dashed
red line in Figs. 6.4(b) and 6.4(b), respectively, represents the ε1 spectrum without the
DRUDE contribution. The absolute value of ε∞ can now be read off from the y axis’
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Figure 6.4.: (a) Optical conductivity σ as well as (b) the real part of the dielectric
function ε1 for the undoped sample as derived from the KKA with fits accord-
ing to the DRUDE-LORENTZ-model. Values are given in the tabular below. The
edited fit (dashed) in (b) shows the determination of the respective value of ε∞.
Table 6.1.: Fitting parameters of the DRUDE (second column) and LORENTZ
(third to sixth column) oscillators, respectively, used in the fits shown in
Fig. 6.4.
ω0 0 2.51 2.97 4.46 8.15
Γ 0.39 0.78 0.66 2.65 13.12
ωp 3.71 2.67 2.56 8.01 20.61
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Figure 6.5.: (a) Optical conductivity σ as well as (b) the real part of the dielec-
tric function ε1 for the fully doped sample as derived from the KKA with fits
according to the DRUDE-LORENTZ-model. Values are given in the tabular be-
low. The edited fit (dashed) in (b) shows the determination of the respective
value of ε∞.
Table 6.2.: Fitting parameters of the DRUDE (second column) and LORENTZ
(third to sixth column) oscillators, respectively, used in the fits shown in
Fig. 6.5.
ω0 0 1.8 2.54 5.01 8.2
Γ 0.27 0.67 1.33 2.03 8.5
ωp 2.65 3.17 4.88 6.14 15.8
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Figure 6.6.: ε∞ for increasing doping levels as obtained by the KKA (see text).
crossing of the dashed line. The values of ε∞ with respect to the according doping
level are shown in Fig. 6.6. They constantly are in the regime between 11 and 13 for the
undoped sample as well as for the whole range of doping rates, while the distribution
of the values becomes slightly larger for high doping rates. This might be due to larger
deviances in fitting the spectra for high doping levels, which can be seen from Fig. 6.5,
where the fits deviate more from the actual spectrum than they do for the undoped case
(Fig. 6.4).
The uncertainty of ∆ε∞ ≈ 1 indicated by the error bars in 6.6, however, is a rough esti-
mation resulting from the fitting procedure. Furthermore, also the KKA itself contains
errors, since—as mentioned above—not the complete spectrum up to high energies is
measurable and information is covered by the elastic line. A rough estimation on the
quality of the KKA can be obtained by calculating the unscreened plasma frequency for
the undoped case, as ωp/unscr. =
√
ε∞ · ωp. The result of ωp/unscr. ≈ 3.5 eV is in good
agreement to theoretical values from the treatment described in Chap. 5 as well as from
ARPES experiments2 giving results of ωp/unscr. = 3.4 eV and ωp/unscr. = 3.3 eV, respec-
tively. We take this as an argument for our analysis giving reasonable results, with the
above mentioned uncertainties.
The independence of ε∞ on the doping level leads to the conclusion that the energy
shift of the charge carrier plasmon upon potassium intercalation, as seen in Fig. 6.2(a),
predominantly results from the addition of charge carriers itself, namely the filling of
the bands in contrast to a possible change of their shape. However, a rigid band model
does not meet the fact of various bands at the Fermi level [21]. Supporting this argu-
ment, the band structure is reported to most extensively change in the c direction and
not within the basal plane [86].
2From the ARPES measurements, the unscreened plasma frequency can be determined by integrat-
ing over the experimentally obtained FERMI velocities [85]. Calculations were carried out by
D. V. EVTUSHINSKY, IFW Dresden.
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Figure 6.7.: (a) Loss spectra for 2H-TaSe2 at different momentum transfers in
the regime of 0.1 to 0.5 Å−1. (b) Plasmon dispersion for different representa-
tives of the layered TMDCs. Dispersions are normalised to 1 in energy as well
as to the CDW ordering vector’s absolute value Q in momentum transfer. The
data for 2H-NbS2 are taken from Ref. 87.
6.2. Momentum Dependence
An important quantity to investigate the properties of a solid is the momentum depen-
dence of its electronic excitations. In the following, we want to discuss the observations
for 2H-TaSe2 and structurally related compounds at different temperatures and doping
levels.
Plasmon Dispersion
Figure 6.7(a) shows room temperature loss spectra of 2H-TaSe2 for increasing momen-
tum transfers up to 0.5 Å−1. It is obvious that the charge carrier plasmon peak loses
strength and becomes broadened. Furthermore, the momentum dependence of the
position of the plasmon peak can be seen, which—in contrast to Eqn. 3.14—is neither
quadratic nor just increasing for the displayed momentum transfer range. It has a neg-
ative slope for 2H-TaSe2 and related compounds instead (see Fig. 6.7(b)) up to a mini-
mum and changes slope to positive only for rather high values of momentum transfer.
An exception to this outstanding dependency is the compound 2H-NbS2, which in ad-
dition shows no CDW phase transition, a point to which we will come back later. The
dispersion is not only negative at a temperature of 300 K but also for higher (up to
400 K) as well as very low temperatures (down to 400 K), as was shown in Refs. 76 and
84. There, a connection to the CDW phase transition temperature is emphasised for the
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case of 2H-TaSe2, too. At this critical temperature, the band width of the dispersion
(introduced as the difference of the plasmon energies for q = 0.5 Å−1 and q = 0.1 Å−1,
respectively) changes from a constant above TCDW to an increasing value for temper-
atures below. In simple words, the trend of the negative dispersion is supported by
the occurence of the charge order, giving a strong indication for the connection of the
charge ordering phenomenon and the collective charge dynamics, which we will dis-
cuss in detail below.
What is the reason for the negative dispersion of the plasmon? This question is under
discussion for a few years time [75, 76, 88] and in the following we want to briefly
discuss the different pictures explaining this finding.
In general, the phenomenon of a negative or at least non-positive dispersion of a plas-
mon is not a peculiarity of the aforementioned compounds. Another representative of
this effect is, for example, elementary Cs [89, 90], where band structure effects substan-
tiate the findings of a negative dispersion. Zero dispersion or no momentum depen-
dence was found for the alkali-metal-doped fulleride crystals K3C60 and Rb3C60, where
band structure and local-field effects together cancel out the dispersion [91].
Within the framework of the RPA, local-field corrections [92] can reduce the influence
of the quadratic term in the plasmon dispersion (Eqn. 3.14). When the COULOMB repul-
sion and the PAULI principle become less effective due to a decreasing charge density,
a negative plasmon dispersion can be the result 3 [89].
However, the crucial parameters to apply such effects to the TMDCs contradict their
metallicity. Furthermore, the structural relatedness would result in comparable disper-
sion effects for all compounds, which obviously is not the case. Also, the band structure
effects that apply to Cs can be ruled out by the argument of the presumably comparable
band structures of the four candidates shown in Fig. 6.7(b).
With the observations of the four compounds shown in Fig. 6.7(b) and with the fact
that 2H-NbS2 does not show a CDW ordering, it is tempting to address the negative
dispersion to the tendency to show a charge ordered state. In a recent publication in
collaboration with JASPER VAN WEZEL4 a model is outlined, where the plasmon dy-
namics together with the charge ordering give rise to the negative dispersion [76]). In
the semiclassical approach, the starting point is a HAMILTONian combining a plasmon
part as well as a GINZBURG-LANDAU energy functional containing effects of the phase
transition
H = HPlasmon +HGL , (6.4)
3 Local-field effects follow from the general periodicity of a solid, where electrons can be concentrated
on specific sites (e. g., the lattice). An applied field will then induce a field with the periodicity of the
crystal [93, 94]. In cluster compounds, these effects are thought to play an important role due to the
unique charge density distribution [95].
4University of Bristol, United Kingdom; formerly Argonne National Laboratory, Illinois, USA
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where the collective excitation is introduced as
HPlasmon = ∑
k<kc
(
P2k
2m
+
m
2
ω2p(k)X
2
k
)
. (6.5)
The operators P2k and X
2
k describe momentum and location of the plasmon excitation.
The two contributions in Eqn. 6.4 are coupled by an ordering parameter ψ that describes
the fluctuations on top of an average charge density, which is of course dependent on
the collective modes of the plasmon. However, these two live in different energy scales.
While the plasmon excitation has an energy value of around 1 eV and includes electrons
of the conduction band, the CDW fluctuations lie in the order of magnitude of meV
affecting electrons in the vicinity of the FERMI level [96]. The relation of the two can be
expressed by
n2CDW(k)
n2p(k)
=
n′
n
(6.6)
with nCDW and np being the density modulations of the two phenomena, n′ the number
of electrons involved in the CDW and n the number of all conduction electrons. Thus,
Eqn. 6.4 becomes
H =∑
k
[
P2k
2m
+
[
m
2
ω2p(k) +
k2
2n′
(2a+ bk2)
]
X2k
]
(6.7)
with a = a0(T − TCDW −
√
bc), (6.8)
where a drives the CDW transition and b and c represent the stiffness of the CDW and
the COULOMB interaction, respectively. They also determine the CDW ordering vector
Q by
Q = 4
√
c
b
. (6.9)
The plasmon dispersion above the transition temperature reads
ω(k) =
√
ω2p +
(
α+
2a
n′m
)
k2 +
(
b
n′m
)
k4. (6.10)
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Figure 6.8.: Qualitative dispersions for different parameter sets in the semiclas-
sical GINZBURG-LANDAU model (see text).
Together with a and b, α defines the form of the plasmon dispersion near the CDW
phase transition.
Figure 6.8 shows different quantitative representations of Eqn. 6.10. The topmost curve
represents a bare quadratic dispersion (a = b = 0), while the second graph shows
the first occurrence of the minimum. The curve at the bottom depicts a pronounced
maximum at the CDW ordering vector. This minimum exists for temperatures
T < TCDW +
(√
bc− α( n′m2 )
)
a0
. (6.11)
Thus, for temperatures above TCDW, the minimum is observable if the interplay of COU-
LOMB interaction and CDW stiffness overcome the bare dispersion. This also means
that the tendency to show a CDW transition is already imprinted in the high tempera-
ture band structure. This idea is supported by findings of reflectivity as well as resis-
tivity measurements showing a partial gapping of the FERMI surface for temperatures
well above the phase transition [78].
However, it is noteworthy that the theoretical model is in good agreement with the
experimental findings depicted in Fig. 6.7(b) when it comes to the dispersion’s slope
and its change after passing the minimum around the critical momentum value identi-
fied with the CDW ordering vector. The point that NbS2 shows a positive dispersion,
although it is structurally related, will be discussed in the following section (see below).
The fact that there are CDW bearing compounds showing a positive dispersion (e. g.,
the so-called blue bronze [97]) might also be explained by the condition of Eqn. 6.11.
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Figure 6.9.: Loss spectra of 2H-KxTaSe2 at increasing momentum transfer for
(a) zero and (b) highest doping (x = 0.77) at room temperature.
In a recently published ab initio investigation, CUDAZZO et al. also reproduce the mea-
sured plasma frequencies for 2H-TaSe2 and related materials [88]. They rule out the
CDW coupling contribution but explain their findings of a negative plasmon disper-
sion by intraband transitions, which damp the plasmon dynamics.
Of course, it is a matter of perspective to argue whether the two models support each
other or if there is “no need to invoke an effect of the CDW” [88]. Since the parameters
in the GINZBURG-LANDAU formalism are chosen such that the CDW has not set in for
high temperatures, it can be argued that also in this formulation the negative dispersion
is a pure band structure effect—namely that of a band structure with the tendency to
reveal CDW ordering below a critical temperature.
As a final remark, it has to be mentioned that there are also evidences contradicting
the general linkage between the plasmon dynamics and the CDW as well as the band
structure. On the one hand, the isotropy of the negative dispersion is in contrast to the
constraints of the CDW to specific crystallographic directions. On the other hand, the
similarity of the plasmon behaviour of 2H-TaSe2 and 2H-NbSe2 is not in accordance
with the differences their FERMI surfaces show [98].
Plasmon Dispersion upon Doping
Figure 6.9 shows loss spectra at increasing momentum transfer values in the range of
0.1 up to 0.3 Å−1 and in the energy regime around the 1 eV charge carrier plasmon at
room temperature. As can be seen from Fig. 6.2(a), too, the respective peak at lowest
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Figure 6.10.: Plasmon dispersion for temperatures below (20 K) and above
(300 K) the CDW phase transition for increasing doping levels in 2H-KxTaSe2.
Color bars indicate the shift of the plasmon at 0.1 Å−1 for changing tempera-
tures, red lines show the line fits (see text).
momentum transfer shifts to lower energies by going from zero to finite doping (x =
0.77). The observed negative doping for the undoped case changes to a clear positive
dependence in Fig. 6.9(b).
This is analysed in more detail in Fig. 6.10, where plasmon dispersions as read off from
the measured peak maxima are presented. In addition to the loss spectra shown in
Fig. 6.9, further measurements for medium doping levels are depicted. The slope of
the dispersion increases from negative for the undoped case to positive values upon
potassium addition. This holds for low (20 K, Fig. 6.10(a)) as well as for room tem-
perature (Fig. 6.10(b)). Furthermore, a blue-shift in plasmon energy is observable by
lowering the temperature (the shaded bars indicate the change at the respective lowest
momentum transfers). The contraction of the crystal structure upon cooling results in
an enhanced charge density causing the increase in plasmon energy (cf. Eqn. 3.11). The
shift, however, can not be observed to exhibit a clear dependence on momentum but is
different for all doping levels.
The momentum dependencies were fitted by straight lines (also shown in Fig. 6.10) to
allow for a more quantitative analysis of the dispersion changes. These fits might not
describe the real momentum dependence of the plasmon energy [75, 99] but provide
a reasonable quantification of the visible effects at momentum transfers below 0.3 Å−1.
The respective slopes are depicted in Fig. 6.11.
The first substantial change in the dispersion slope, which even includes a change of
sign, is already observed for a small increase of the charge carrier concentration (15 %).
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Figure 6.11.: The doping dependent slope of the dispersion as evaluated by the
fits in 6.10.
In addition to this increase, already slight potassium doping results in a larger crystal
c-axis [61].5 This change of the lattice dimension itself results in an altered charge car-
rier density. Therefore, the down-shift of the plasmon energy at smallest momentum
transfer is an effect of both charge addition and changing lattice, while the latter can be
assumed to have the major influence at initial K intercalation [61]. However, the mas-
sive change of the dispersion and the changing sign of the slope asks for an extended
explanation. It is an important fact that already for small doping concentrations (such
as 15 %) the charge density wave in 2H-TMDC materials becomes considerably weak-
ened or even suppressed [61, 100, 101]. Keeping in mind the description of the neg-
ative dispersion in the framework of the semiclassical GINZBURG-LANDAU approach,
discussed above (see pp. 52ff.), it is tempting to assign the changes in the plasmon dis-
persion for the initial doping step to the suppression of the charge density wave on the
one hand and to the resulting dissappearance of the interaction, introduced within the
theoretical model, on the other.6
While the addition of more than 15 % potassium notably affects the energy position and
width of the plasmon at small momenta (see Fig. 6.2), the plasmon dispersion hardly
changes up to intercalation rates of about 60 %. Then again, a substantial rise of the
slope can be observed.
It is noteworthy that all intercalation stages represent a homogeneous potassium dis-
tribution, i. e., the potassium intercalation occurs in a solid-solution manner. This is
demonstrated by the fact that the plasmon is a well-defined peak in the spectrum with
a continuous doping dependence of the peak width for all doping levels, i. e., no distinct
phases form at specific doping stages, as it is observable for related doping compounds
5see also Chap. 5 as well as 7 for a detailed analysis of the doping dependent crystal structure of 2H-TaSe2
6The suppression of the CDW with respect to structural distortions is also discussed in the following
Chap. 7.
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(see Ref. 19 as well as Sec. 2.1). In a free-electron gas description, we would expect both
the plasmon energy and the plasmon dispersion coefficient to be proportional to the ef-
fective charge carrier concentration (see Eqn. 3.11) [69, 71]. The contradicting behaviour
of the plasmon dispersion slope, as shown in Fig. 6.11, might be assigned to the multi
band character of the FERMI surface of 2H-TaSe2 [21, 88, 102].
The temperature dependence of the dispersion is also depicted in 6.10 as well as 6.11.
While the plasmon energy at small momentum transfers underlines the temperature
dependence of the charge carrier density (due to the contraction of the lattice), the
behaviour of the dispersion slope again contradicts the simple model, as it is always
smaller for lower temperatures.
6.3. Niobium Disulfide (NbS2)
As was already mentioned before and as is also visible from Fig. 6.7(b) and 2.3, 2H-NbS2
is a somewhat special candidate of the four related compounds. Though comparable in
aspects of chemical composition and crystal structure as well as band structure [88], it
is lacking CDW ordering. In addition, it is showing a positive dispersion of the charge
carrier plasmon.
This is explained in different ways. The argumentation is obvious in the picture, where
the coupling of the CDW order to the collective excitations yields the negative disper-
sion. In the absence of the charge order, the framework collapses leaving the plasmon
dispersion positive.
However, the peculiarity of 2H-NbS2 can not be explained that easy in a model, where
the plasmon behaviour is derived from the pure band structure. In the calculated dy-
namics presented by CUDAZZO et al. the result for 2H-NbS2 is therefore—as one might
say—also negative. The fact that the result in Ref. 87 (see Fig. 6.7(b)) shows a posi-
tive slope of the dispersion might come from a possibly non-stoichiometric sample
used in the latter study. This seems likely as this very compound is hard to synthe-
sise [103] tending to be doped during the growth process and therefore showing simi-
lar behaviour as the related compound 2H-TaSe2 upon intercalation, namely a positive
dispersion.
To check the measurements of MANZKE et al. [87], we repeated the EELS measurements
with new samples,7 which were investigated with respect to stoichiometry in advance
to our measurements. This was done on one the hand by magnetisation measurements
in a SQUID8 to check the superconducting transition temperature. The sample was
found to be non-superconducting, which leads to the conclusion of having a sample
72H-NbS2 samples were provided by K. ROSSNAGEL, Kiel University.
8A SQUID (superconducting quantum interference device) consists of a superconducting ring inter-
rupted at two points by, e. g., a normal metal, every half ring having an electrical contact. A magnetic
flux through the ring is disturbing the equilibrium in the two half rings and the constant phase differ-
ence at the contacts, respectively. Therefore, it is possible to measure changes in the magnetic flux to
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Figure 6.12.: EDX intensities of a 2H-NbS2 sample in an energy range up to
20 keV.
showing a deviation from the presumed stoichiometry of a Nb-S-ratio of 1 : 2, for which
a critical temperature of Tc = 5.8 K was reported [105]. Further on, the chemical com-
position of the sample was investigated applying EDX.9 Analysing the spectra at four
different spots of the sample’s surface, as representatively shown in Fig. 6.12, an aver-
age stoichiometry of Nb1.24S2 was evaluated. This confirms the discrepancy to the real
compound.
Figure 6.13 depicts a comparison of different 2H-NbS2 studies as well as the Cu doped
compound 2H-Cu0.2NbS2, which is reported to be 20 % electron doped [98]. The results
for the KxCu0.2NbS2 sample will be discussed in detail below.
By only comparing the dispersions of the different—presumably undoped—NbS2 com-
pounds up to a momentum transfer of 0.3 Å−1 (marked by the dashed line in Fig. 6.13),
there are striking similarities to the dispersions shown for 2H-TaSe2 in Fig. 6.10. There
is a negative one, which comes from the calculations [88] and therefore corresponds to
the true composition NbS2. Furthermore, there are two positive dispersions with in-
creasing slope, which then can be attributed to increasing charge carrier density, i. e., a
deviation from the pure compound. However, going to higher momentum transfer val-
ues, the measurements do not fulfill this general doping dependency, with their disper-
sion slopes changing from negative (undoped, CUDAZZO et al.) to positive (MANZKE
et al.) and back to negative (this study). Furthermore, the doped compound Cu0.2NbS2,
where the Cu is incorporated stoichiometrically in the crystal growth process, follows—
a very small extent. These changes can be induced by the temperature dependent magnetisation in a
superconductor [104]. Measurements were carried out by Y. KRUPSKAYA, IFW Dresden.
9An EDX (energy-dispersive X-ray spectroscopy) probe is part of most commercial scanning electron
microscopes. Besides the electrons scattered or emitted from the sample’s surface, element specific
x-rays can be analysed to gain information on the samples composition [106]. Measurements were
carried out by G. KREUTZER, IFW Dresden.
59
6. Plasmon and Plasmon Dispersion
0.1 0.2 0.3 0.4 0.5 0.6
0.6
0.8
1
Momentum Transfer (Å−1)
En
er
gy
(e
V
)
NbS2
this study
MANZKE et al. [87]
CUDAZZO et al. [88]
—
Cu0.2NbS2
this study
—
KxCu0.2NbS2
this study
Figure 6.13.: Dispersions for pristine and doped (Cu and K) 2H-NbS2 from
EELS (our studies and former measurements of MANZKE et al.) as well as cal-
culated (CUDAZZO et al.). Note that for the experimental studies all samples
are denoted with the same compositions, although these are not reliable (see
text).
for the lower momentum values—the (some how) doped compound, switching to the
dependence of the calculated values for higher momentum transfer.
In Fig. 6.14, the results of further doping experiments on the Cu doped NbS2 samples
are depicted. The loss spectra for a constant momentum transfer of q = 0.1 Å−1 upon
increasing potassium content are shown. Again, all doping steps represent equal in-
tervals of K evaporation of 3 min. Starting from the potassium free sample, an initial
doping (as for KxTaSe2) leads to an obvious shift of the plasmon energy position. The
lattice can be assumed to already be widened by Cu intercalation and therefore easily
incorporates additional addatoms of the potassium. However, saturation is reached
after a few further K doping steps at an plasmon energy of about 0.75 eV.
The dispersion of the saturated KxCu0.2NbS2 sample is also shown in Fig. 6.13. Inter-
estingly, it shows nearly the same progress in the lower momentum transfer region as
the undoped—but known to be non-stoichiometric—NbS2 sample. This leads to the
conclusion that the latter is also fully doped (with Nb) leading to the composition of
Nb1.24S2 (see above).
All these investigations, however, do not answer the question, whether pure NbS2 has a
negative dispersion changing to a positive dependence upon doping—may it be alkali
metal evaporation, crystal growth with the addition of Cu or simply off-stoichiometry.
In this case, the measurements of MANZKE et al. would not fit into the general picture.
On the other hand, assuming the positive dispersion for NbS2 to be true (because of
the absence of the CDW) would in turn challenge the theoretical results of CUDAZZO
et al. and in addition leave the question, why the dispersion changes from positive to
negative for increasing doping in the high momentum transfer regime.
60
6.3. Niobium Disulfide
0 0.5 1 1.5 2
Energy (eV)
In
te
ns
it
y
(a
rb
.u
ni
ts
)
Cu0.2NbS2
Kx/minCu0.2NbS2
|
Kx/maxCu0.2NbS2
q = 0.1 Å−1
Figure 6.14.: Loss spectra of KxCu0.2NbS2 for increasing potassium content
from top (x = 0) to bottom at a constant momentum transfer of q = 0.1 Å−1.
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CHAPTER 7
Structural Aspects of the Charge-Density
Wave in 2H-TaSe2
This chapter intends to line out the CDWs effect on the crystal structure of the material
under investigation. Of course, just as for the electronic structure, intercalation also
has dominant effects on the compound’s structure, as was already discussed in the
theoretical investigations above (see Chap. 5).
As mentioned in Sec. 2.2, in the EELS experiment, the CDW can be probed by its su-
perstructures appearing below the transition temperature at TCDW= 120 K. This can
be realised by setting the energy-loss to zero and in this way perform elastic electron
scattering. Since the setup is sensitive only to the plane perpendicular to the beam di-
rection (see Sec. 3.4), the CDW structure within the ab plane of the crystals can directly
be mapped.
This was already shown in Fig. 2.9 for the crystallographic [110] and [100] directions,
respectively. To extend this view, Fig. 7.1(a) depicts the whole reciprocal space’s a∗b∗
plane1 at a temperature of 20 K, i. e., far below the temperature, at which the CDW
phase sets in. There are a lot of randomly distributed spots, which can be assigned to a
lack of resolution of the measurement’s intensity. It is nonetheless obvious that in the
a∗-direction, highlighted by the upper white bar, the CDW superstructure spots can be
seen at one and two-thirds of the a∗-vector.
Above the phase transition temperature, the CDW is not present anymore and therefore
the superstructures completely vanish as can be seen from Fig. 7.1(b). There, only the
bright reflections of the basic structure are observable in the highlighted directions.
Doping Dependence of Superstructures
As we have seen in the last chapter, the electronic properties of 2H-TaSe2 and its rela-
tives can be assumed to be closely linked to the ability of these compounds to exhibit a
charge ordered phase. It was also shown that this linkage is strongly affected by dop-
1In the hexagonal lattice, the a∗b∗ plane of the reciprocal space is lying in the same plane as the real
space’s ab plane, rotated around the c axis.
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Figure 7.1.: Intensity map of the a∗b∗ plane of 2H-TaSe2 at temperatures (a)
below and (b) well above the CDW phase transition temperature. Low tem-
perature superstructure peaks can be recognised best for the [100]-direction at
1/3 and 2/3 of the unit vector, respectively.
ing. It is the aim of this section to analyse the influences of incorporation of additional
atoms on the structural appearance of the discussed materials. This discussion follows
the considerations published in Ref. 61.
Figure 7.2 shows sections of the a∗b∗ plane congruent to those in Fig. 7.1. Here, the
potassium content increases from the top most plot (x = 0.15) to the bottom plot (x =
0.77) both for T = 20 K (Fig. 7.2(a)) as well as room temperature (Fig. 7.2(b)).
Various changes in the scattering image can be observed during the successive doping.
Most prominently, a hexagon-like ring appears at a doping rate of x = 64 % (see mid-
dle figures for both temperatures). Considering only the measurements at low tempera-
tures (Fig. 7.2(a)) for increasing potassium content, a mixing of the CDW superstructure
(at one-third and two-third) and a new superstructure appears. This new structure is
indicated by the reflections at one-half (see the measurement at x = 0.15) as well as one
and three quarters (for x = 0.64). In the latter plot, the charge ordering reflections are
no longer visible. At maximal doping (x = 0.77), again a ring-like structure around the
[100] reflection can be observed at low temperatures, accompanied by diffuse scattering
reflections. Such diffuse distributions can also be observed comparing the findings at
x = 0.15 at both temperatures. Slight distortions within the lattice as well as the incor-
poration of additional atoms due to doping might cause these extra reflections [9]. The
fact that there are no additional diffuse scattering peaks in the medium doping level
(x = 0.64) might be due to a well-ordered arrangement of the potassium addatoms
within the lattice at this doping rate.
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Figure 7.2.: Intensity map of the a∗b∗ plane of 2H-TaSe2 at temperatures (a)
below and (b) well above the CDW phase transition temperature.
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Finally, at maximal doping, the hexagon structure is barely visible in the high tempera-
ture regime due to the limited resolution during the measurements.
It can be concluded that the CDW observed in 2H-TaSe2 is suppressed by K interca-
lation, as was also shown for the related compound 2H-TaS2 [100, 101, 107]. The new
features arising upon intercalation must be assigned to an increasing potassium fill-
ing of the crystal structure, whose distribution can be assumed to be well established
within the crystal for certain doping levels.
Since similar superstructures were observed for alkaline metal intercalated graphite, it
stands to reason to compare effects in the latter and in the TMDCs. In general, both
exhibit a hexagonal layer structure, where the layers are coupled via VAN-DER-WAALS
interaction. From the electrical properties point of view, both show metallic behav-
ior in their room temperature phase [108]. Furthermore, at low temperatures, alkali
metal doping supports the formation of a superconducting phase [101, 109]. Upon
addition of, for example, Rb or K, graphite forms distinct phases, distinguishable as
stage 1 and stage 2 (C8X and C14X, respectively, with X being the alkaline metal). The
different superstructures forming upon increased doping are also assigned to the inter-
calant [110–113]. Phase formation as in the graphite compounds could not be observed
for 2H-TaSe2 neither from the emerging superstructures nor—as discussed in Sec. 6.2
on p. 57—from the electronic information.
Our observed superstructures can be linked to the proposed doping arrangements in
Fig. 5.1 by interpreting the superstructure peak at one half of the basic unit length (see,
e. g., middle row of Fig. 7.2) as a signature of a doping arrangement with a periodicity of
twice the unit cell. This is realised by the model compound depicted in Fig. 5.1(d) with a
doping level of x = 0.33. This assumption, seemingly contradicting the experimentally
determined doping rate of x = 0.64 does—from our point of view—not exclude the
persistence of the resepctive peaks for higher doping levels.
As mentioned above, the EELS experiment is limited to the plane perpendicular to the
electron beam direction. In the present case, this plane is equal to the ab plane and the
a∗b∗ plane, respectively, of the layer structure. However, an investigation within the
crystallographic axes beyond this plane is possible—to a limited extent—by rotating
the sample around an axis perpendicular to the beam. The accessible angle range is
about 0◦ to 35◦ with respect to the unrotated sample plane. For larger rotation angles,
fractions of the electron beam are absorbed by parts of the manipulator due to the shape
of the sample slot of the latter.
Figure 7.3 shows elastic scattering measurements of the maximally doped sample with-
in a plane rotated with respect to the original sample plane by a fixed polar angle. On
the one hand, the [110]-peak intensity (around 3.6 Å−1) clearly decreases by turning
away from the a∗b∗ plane (Fig. 7.3(a)). On the other hand, features of reflections with a
non-zero l component in their [11l] representation emerge at higher momentum trans-
fers (see Fig. 7.3(b)). These can be assigned to the [114] (3.9 Å−1), the [115] (4 Å−1)
as well as the [116] reflection (4.2 Å−1) of the reciprocal lattice. From this peaks, the
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Figure 7.3.: Elastic scattering measurements of a maximally doped sample
(x = 0.77) rotated with respect to the original sample plane showing (a) a de-
creasing intensity of the [110] reflection and (b) emerging [11l] reflections (see
text). Note that the intensity in (b) is scaled by a factor of 19 relative to that in
(a).
corresponding l component can be determined geometrically to be around 0.37 Å−1,
which is in agreement with an X-ray investigation of 2H-TaSe2 with a doping level of
x = 2/3 [16]. Since the c axis is supposed to undergo only slight changes within the
high doping regime (see Fig. 5.2(b)), we again take this as an agreement between, on
the one hand, the experimental X-ray investigation of a crystal with known stoichiom-
etry [16] and, on the other hand, our study, where the doping levels are determined via
a theoretical investigation of the constructed supercells of 2H-KxTaSe2.
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CHAPTER 8
Summary and Outlook
The compounds under investigation in this thesis are first of all 2H-TaSe2 and 2H-NbS2,
while related materials are basically studied for the sake of comparison.
Bearing a charge-density wave (CDW) phase transition at around 120 K, 2H-TaSe2 is
a famous and extensively examined representative of the transition-metal dichalco-
genides. The periodical charge ordering is accompanied by a deformation of the lat-
tice, which leads to a change of the band structure. While the CDW mechanism in
one-dimensional electronic systems is described within the PEIERLS distortion, it is still
unclear what drives the CDW in higher dimensions and especially in the investigated
materials. A possible mechanism governing the electronic susceptibility and thereby
leading to the CDW phase transition is the FERMI surface nesting. However, to de-
scribe all phenomena accompanying the CDW, also band structure effects apart from
nesting as well as electron-phonon coupling are discussed to be driving forces of the
phase transition.
Investigating the dynamics of the electronic structure of 2H-TaSe2 and related CDW
bearing compounds, the dispersion of the charge carrier plasmon was found to be nega-
tive, a behaviour, which contradicts the metal-like appearance of these materials. Thus,
it is tempting to speculate on the negative dispersion being a consequence of the charge
ordering. Then, it should be possible to influence this connection by altering the charge
density by means of intercalation with electron donors.
Different aspects of the linkage of the different phenomena are investigated applying
experimental approaches including doping experiments and spectroscopic measure-
ments with a purpose build electron energy-loss spectrometer. Theoretical considera-
tions and models complement the treatment.
In a first approach, possible crystal structures of increasingly K doped 2H-TaSe2 sam-
ples are modelled to calculate the plasmon energies by means of density functional
theory. It is shown that initial doping notably widens the c axis of the lattice, while the
cell again shrinks for further doping steps due to COULOMB interactions. At the same
time, the plasmon energy becomes smaller for increasing doping levels. The obtained
plasmon energy values are used to determine the actual doping rate in our experiments
by comparing them to the calculated values for the predefined stoichiometries.
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Electron energy-loss spectroscopy (EELS) measurements show a prominent feature at
around 1 eV, which represents the excitation of a charge-carrier plasmon. Alkali metal
doping, K in the present case, causes a continuous down shift of the plasmon’s energy
position due to the filling of the half-filled conduction band by K charges. The width
of the plasmon can be related to less interband transitions damping the plasmon in the
lower energy regime.
By evaluating our spectra via a KRAMERS-KRONIG-analysis, we obtain spectral func-
tions such as the optical conductivity σ and the real part of the dielectric function ε1
for increasing doping levels. They are fitted to according sets of DRUDE-LORENTZ-
oscillators to determine the background dielectricity ε∞, indicating screening effects by
the interband transitions above the plasma resonance energy. Although this fitting pro-
cedure is susceptible to deviations, ε∞ can be shown to be rather doping independent,
leading to the conclusion that the doping effects in 2H-TaSe2 result from a subsequent
filling of the bands in contrast to a possible change of the bands shape. However, var-
ious bands present at the FERMI level do not justify the general conclusion of a rigid
band model.
Upon increasing momentum up to values of q = 0.5 Å−1, the charge carrier plasmon
not only looses strength and becomes broadened but also shows a general momentum
dependence contradicting the quadratic dispersion of a simple metal. It is, however,
negative for the particular compounds (2H-TaSe2, 2H-TaS2 and 2H-NbSe2), changing
to a positive slope above a minimum at a critical momentum transfer value. This be-
haviour holds for both room temperature and at T = 20 K. Since the negative disper-
sion is not observable for the non-CDW compound 2H-NbS2 and a link of the disper-
sion’s slope to the CDW transition temperature was reported for 2H-TaSe2, it is tempt-
ing to speculate about a connection between the tendency to show charge ordering and
the negative plasmon dispersion in these compounds. Within a theoretical approach,
discussing the phase transition within a semiclassical GINZBURG-LANDAU model, it is
shown that a combined treatment of the charge ordering and the collective dynamics
can indeed lead to a negative dispersion of the plasmon. This includes that the CDW
occurrence, though being observable only below the phase transition temperature, is al-
ready imprinted in the high temperature band structure. Another theoretical approach
discusses the negative dispersion as an effect of the band structure, where intraband
transitions damp the plasmon dynamics. This leads to the open question whether these
two approaches are pointing in the same direction or contradict each other.
Furthermore, the dispersion is examined under addition of potassium, according to
the doping steps for the measurements at constant low momentum. Upon doping, the
dispersion’s slope is changing from negative to positive, again for low and high temper-
atures. A blue-shift of the plasmon energy upon cooling can be attributed to the shrink-
ing of the unit cell, which in turn increases the charge density. The dispersion slopes
plotted versus the doping concentration reveal a discontinuous dependency, which for
the first strong change at initial doping might be assigned to the suppression of the
CDW resulting in a vanishing coupling to the plasmon dynamics.
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It remains, however, unclear what is the reason for the drastic increase of slope for
doping values near the saturation limit. The multi band character of the FERMI surface
might be an explanation for this observation.
2H-NbS2 gets out of line since it is structurally and chemically related to the other
compounds under investigation but does not exhibit a CDW ordering. Whether it is
showing a positive dispersion—supporting the theory of the linked phenomena—is a
matter of perspective and the reliability of different experimental and theoretical re-
sults. On the one hand, a positive dispersion for the undoped compound would result
in a change of the dispersion to a negative dependence upon doping within the high
momentum transfer regime. In addition, the band structure calculations would not sat-
isfy the apparent complexity of this compound. Alternatively, a negative dispersion
for pristine NbS2—as suggested by the calcualtions—would exclude the MANZKE et al.
measurements.
Thus, in particular 2H-NbS2 emphasises the need for further investigations. Especially
from the experimentalist’s point of view there is the demand for provably stoichio-
metric single crystals to extend spectroscopic studies including doping experiments.
This will undoubtedly clarify the question whether NbS2 is a special candidate of the
TMDCs bearing no CDW and (therefore) showing a positive momentum dependence
of the plasma resonance frequency. This in turn would shed light on the discussion on
the linkage of charge order and collective charge dynamics in general.
The EELS spectrometer also can be applied to perform elastic electron scattering to map
the CDW as a superstructure within the a∗b∗ plane below the transition temperature.
Upon intercalation, this CDW superstructure vanishes and gets replaced by an emerg-
ing superstructure, which might refer to the arrangement of K addatoms within the
crystal. Thus, the suppression of the CDW reported in literature, can be mapped di-
rectly within the EELS experiment. An investigation on effects within the c direction of
the crystal shows the elastic scattering results of a doped sample confirming the c axis’s
changes upon doping both within the theoretical assumptions outlined in this thesis as
well as literature data.
Also, the use of alternative dopant materials can be an approach to gain more insight
into these complex relations. First experiments with Ca were done for several reasons.
From the technical point of view, it is as easy to evaporate in situ as K is, although it is
more reactive and has to be handled with care during the mounting of the evaporater
setup. To keep the dopant clean from oxidation, it has to be kept under vacuum—
preferably during the whole mounting process.
On the other hand, Ca belongs to the alkaline earth metals and therefore has the ten-
dency to transfer more than one charge to the material the Ca atoms are incorporated.
Applying the evaporation setup explained on p. 38, the 2H-TaSe2 samples were first
doped for 15 min. Since this evaporation itself did not lead to a change in the plas-
mon’s energy position, apparently leaving the sample undoped, the samples were an-
nealed for 5 h at 300 ◦C. After the annealing process, the spectrum shown in Fig. 8.1
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Figure 8.1.: Energy-loss spectra of an undoped and Ca doped sample of 2H-
TaSe2 (upper half) as well as a corresponding K doped sample having the same
plasmon energy position as the Ca doped one.
was determined. With the rigid band approach of CAMPAGNOLI et al. described above
(see Chap. 5), the doping rate is estimated to be 50 %, assuming the Ca to transfer two
elementary charges per atomic unit to the host material. However, the 2H-K0.15TaSe2
spectrum shown for comparison in Fig. 8.1 has nearly the same plasmon energy po-
sition as the Ca doped sample’s spectrum, indicating a lower Ca doping rate. This
would imply that Ca does not transfer the full amount of two charges per atomic unit
to the sample. Consequently, despite a rather long time of evaporation and subsequent
annealing, no particularly high doping rate can be achieved applying this alternative
doping procedure.
Ca intercalation was shown to lead to interesting effects also in other materials. In
graphite, whose similarities to TaSe2 are outlined on pp. 66f. in Chap. 7, Ca doping is
reported to generate hybrid states with C states forming a band in between the basic
sheets well-separated from the C layers [114, 115]. In addition, the development of a
new excitation at energies below 2 eV is reported. This might be assigned to a so-called
acoustic plasmon, a term representing the fact that it is vanishing for zero momentum
transfer [115, 116].
Figure 8.2 shows dispersions of the undoped as well as Ca doped samples starting with
the plasmon energies determined from Fig. 8.1. For this alternative doping procedure
a changing dispersion from a negative to a positive dependence could be shown, too.
For comparison, the 2H-K0.15TaSe2 samples dispersion is shown again. Just as the plas-
mon position at a momentum transfer of 0.1 Å−1 (see also Fig. 8.1), the slope of the
dispersion for CaxTaSe2 agrees with the one of the K doped sample. However, as can
be seen from Fig. 8.1, the plasmon peak of the doped sample becomes weakened, mak-
ing a qualitative analysis of the obtained spectra difficult. Nevertheless, the agreement
between the two doped sample’s plasmon positions and dispersions may again lead
to the conclusion of a charge transfer of 15 % in the Ca case, too. However, it remains
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Figure 8.2.: Plasmon dispersion for an undoped 2H-TaSe2 sample, for the Ca
doped sample as well as for the K doped sample with the respective plasmon
position at the lowest momentum transfer value (0.1 Å−1).
unclear to how much Ca addatoms this refers and how much charge is transferred to
the sample by the single Ca atoms, respectively.
Thus, it is also essential to develop reliable tools to quantify the amount of charges
being transfered to the host material. The theoretical approach outlined in this thesis is
just one possibility.
The vastness of the material class of the TMDCs on one the hand gives rise to a broad
range of physical phenomena interacting either way and making a general description
of these compounds difficult. Then again, it is this diversity, which yields the possibil-
ity to study properties by comparing the findings for different related representatives,
just as the studies on 2H-TaSe2 and 2H-NbS2 nicely show. Undoubtedly, research will
proceed in this field and explanations will become more and more satisfying.
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APPENDIX A
Parameters of DRUDE-LORENTZ-Fitting of
the KKA Results
Table A.1 shows fitting parameters for the analysis of the KKA results as described in
Sec. 6.1. Regarding the individual oscillators, doping dependent changes are observ-
able. From the first column, which represents the DRUDE contribution, the changes of
the charge carrier plasmon, as shown in Fig. 6.2, can directly be read off. The position
(ωp) of the plasmon shifts to lower energies, while its width is also reduced (γ).
Table A.1.: Fitting parameters for the analysis of the KKA results, as represen-
tatively shown in Fig. 6.4 (set of parameters for x = 0) as well as Fig. 6.5 (set of
parameters for x = 0.77).
x = 0
ω0 0 2.51 2.97 4.46 8.15
γ 0.39 0.78 0.66 2.65 13.12
ωp 3.71 2.67 2.56 8.01 20.61
x = 0.15
ω0 0 2.24 2.76 4.67 8.5
γ 0.33 0.6 0.97 2.7 11
ωp 3.47 2.6 3.9 8.3 17.3
x = 0.36
ω0 0 2.15 2.7 4.81 8.3
γ 0.33 0.5 1.01 2.33 9.8
ωp 3.22 2.54 4.39 7.77 16.5
x = 0.64
ω0 0 2.02 2.65 4.81 7.7
γ 0.3 0.58 1.11 2.03 7.5
ωp 3.04 2.93 4.55 6.6 15
continued on next page
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A. Parameters of DRUDE-LORENTZ-Fitting
x = 0.68
ω0 0 1.99 2.67 4.96 8.3
γ 0.31 0.71 1.13 2.09 9.5
ωp 2.79 3.04 4.1 5.79 16.9
x = 0.72
ω0 0 1.9 2.6 4.99 8.1
γ 0.28 0.68 1.26 2.13 7.8
ωp 2.71 3.11 4.64 6.4 15.2
x = 0.77
ω0 0 1.8 2.54 5.01 8.2
γ 0.27 0.67 1.33 2.03 8.5
ωp 2.65 3.17 4.88 6.14 15.8
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