Abstract. In Model-Driven Engineering (MDE), models conform to metamodels. In flexible modelling, engineers construct example models with free-form drawing tools; these examples may later need to conform to a metamodel. Flexible modelling can lead to errors: drawn elements that should represent the same domain concept could instantiate different types; other drawn elements could be left untyped. We propose a novel type inference approach to calculating types from example models, based on the Classification and Regression Trees (CART) algorithm. We describe the approach and evaluate it on a number of randomly generated models, considering the accuracy and precision of the resultant classifications. Experimental results suggest that on average 80% of element types are correctly identified. In addition, the results reveal a correlation between the accuracy and the ratio of known-to-unknown types in a model.
Introduction
In traditional MDE approaches, engineers build models that conform to (typically pre-defined) metamodels. Flexible modelling tools [1, 2] seek to combine free-form modelling (e.g., sketching on a whiteboard) and more formal modelling (e.g., modelling with a MDE tool). Flexible modelling tools sacrifice some formality to facilitate exploratory modelling of the domain, but as a result cannot provide the powerful domain-specific editors generated by MDE tools. Flexible modelling is arguably accessible to domain experts, who may sketch elements that represent concepts of a future metamodel; these experts may also assign types to these drawn elements, when they believe it is suitable to do so.
When examples are constructed using flexible modelling tools, there is no guarantee that they will consistently obey syntactic and semantic rules that a rigid metamodel would impose: elements that in traditional MDE would instantiate the same class could have different types assigned by domain experts. This could happen for a variety of reasons:
1. User input errors: incorrectly assigning different types to nodes/edges that should have the same type due to typing errors. This paper addresses the challenges associated with identifying and managing omissions during type assignment in flexible modelling; such challenges need to be overcome in order to provide support for eventual transition from flexible to more rigorous (metamodel-based) modelling approaches. There are at least two approaches that can help to address these challenges. The first is to provide a mechanism to validate that all elements drawn on the canvas have exactly one type assigned to them. If not, the domain expert could be prompted to assign missing types and resolve any inconsistencies; a constraint and repair language [3] can be used to support this. However, this approach may force users to make decisions about types when they are not ready to do so. Also, such approaches tend to reveal all omissions and inconsistencies at once, and so it can be difficult to find and repair specific problems.
The second alternative is that of type inference [4] : missing types could be inferred by computing and analysing matches between untyped and typed elements that share the same characteristics. The benefit of this approach is that users can avoid re-applying the same type to elements that are already defined in the diagram. This paper contributes a novel approach to type inference for flexible models, allowing types to be calculated from example models using classification algorithms, specifically CART [5] . In our approach, the metamodel of the example models is not needed to perform the type inference, as it runs on instances only. We present the approach in detail, using an illustrative flexible modelling approach based on GraphML and the flexible modelling technique called Muddles [1] . We demonstrate the approach's accuracy, precision and limitations via experiments on a number of randomly generated models. The 80% success rate indicates that fully automated CART-based type derivation shows promise when applied to arbitrary muddles.
Related Work
In this section, we present literature from the fields of type or metamodel inference and model matching. Flexible modelling is also briefly summarised. We describe classification algorithms in more detail in Section 4.2.
Type inference has been widely studied in programming languages, particularly for dynamically typed languages. Type inference often relies on the Hindley-Milner [6] [7] algorithm and its extension by Milner and Damas [8] . In these approaches, program statements are reduced to basic constructs for which
