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ésta me la hubiese pagado de buen grado.




y a todo aquel(lla) que lea esta tesis.
i
Agradecimientos
A Dios por su amor infinito.
Al asesor de la tesis Dr. Hernán Neciosup; por su colaboración y ayuda.
A los profesores de la Pontificia Universidad Católica del Perú: Dr. Percy
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RESUMEN DE LA TESIS
Paucar Rojas, Rina Roxana
Maestŕıa en Matemáticas
Desingularización de Superficies Casi Ordinarias Irreducibles
El objetivo de este trabajo de tesis es describir la resolución (parcial y
estricta) de superficies (algebroides) casi ordinarias irreducibles, mediante el
enfoque de Lipman.
Con dicho objetivo, definimos a las superficies (algebroides) casi ordinarias
y describimos su parametrización por ramas casi ordinarias, también defini-
mos a los anillos casi ordinarios, anillos locales de las superficies casi ordinarias
irreducibles, y estudiamos la relación que existe entre el cono tangente y lugar
singular de un anillo casi ordinario (invariantes que aparecen en estas resolu-
ciones) y los pares distinguidos de una rama casi ordinaria normalizada que
representa a este anillo. Asimismo, definimos las transformadas especiales de
un anillo casi ordinario y mostramos que ellas son otra vez casi ordinarias.
Concluimos con un ejemplo de estas resoluciones.
Palabras clave: Superficies (algebroides) casi ordinarias, Resolución de sin-





Paucar Rojas, Rina Roxana
Master in Mathematics
Desingularization of Irreducible quasi ordinary Surfaces.
The aim of this thesis is to describe the resolution (partial and strict) of
irreducible quasi ordinary surfaces (algebroids), by Lipman’s approach.
To achieve our goal, we define to the quasi ordinary surfaces (algebroids)
and describe their parametrization by quasi ordinary branches, we also define
the quasi ordinary rings, local rings of the quasi ordinary irreducible surfaces,
and we study the relationship that exists between the tangent cone and singu-
lar locus of a quasi ordinary ring (invariants that appear in these resolutions)
and the distinguished pairs of a quasi ordinary normalized branch that repre-
sents this ring. Also, we define the special transforms of a quasi ordinary ring
and show that they are again quasi ordinary. We conclude with an example
of these resolutions.
Keywords: Cuasi ordinary (algebroids) surfaces , Resolution of singularities,
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1.6. Una Introducción a la Teoŕıa de Esquemas . . . . . . . . . . . 25
2. Singularidad Casi Ordinaria 30
2.1. Superficies Algebroides . . . . . . . . . . . . . . . . . . . . . . 30
2.2. Superficies Casi Ordinarias . . . . . . . . . . . . . . . . . . . . 35
2.3. Normalización de una Rama Casi Ordinaria . . . . . . . . . . 47
2.4. Cono Tangente y Lugar Singular de un Anillo Casi Ordinario . 53
3. Resolución de Singularidades 62
3.1. Resolución de Curvas Planas mediante Explosiones . . . . . . 62
3.2. Definición de Explosión de Esquemas . . . . . . . . . . . . . . 73
3.3. Resolución Parcial de un Anillo Casi Ordinario . . . . . . . . 80





El objetivo de este trabajo de tesis es describir la resolución de superficies
(algebroides) casi ordinarias irreducibles, siguiendo el enfoque de Lipman (vea
[9], [10]).
Cuando se estudia la resolución de singularidades de curvas planas, ya se
sabe cómo sacar ventaja del hecho de que es posible obtener una parametriza-
ción local de ellas, en una vecindad de un punto singular por series de Puiseux
y de la finitud del lugar singular. Para el caso de superficies ninguna de estas
dos cosas se cumplen en general, es más se dice que el mundo seŕıa perfecto si
se podŕıa obtener para toda superficie embebida (en una vecindad de un punto
singular) una parametrización de Puiseux, pero esto no es aśı. Sin embargo,
no todo está perdido, pues en el año 1908 Jung mostró que si la vecindad de
un punto singular de una superficie puede ser proyectada sobre el plano de tal
forma que el lugar discriminante sea un divisor con cruzamientos normales,
entonces la vecindad completa del punto puede ser parametrizada por series
de Puiseux de un tipo especial llamadas casi ordinarias, las superficies con
esta propiedad son llamadas superficies casi ordinarias.
El estudio de las superficies casi ordinarias se inició con Jung en el año
1908, cuando estas aparecieron en su enfoque de desingularización, donde
empieza proyectando una superficie arbitraria V ⊂ C3 sobre el plano C2,
luego aplica transformaciones cuadráticas al lugar discriminante hasta que
esta no tenga singularidades diferentes a los puntos dobles ordinarios. Aśı,
usando solamente la desingularización de curvas planas se puede modificar
localmente cualquier superficie a una que solamente tenga singularidades casi
ordinarias. De este modo, el problema de resolver singularidades arbitrarias se
reduce al problema de resolver singularidades casi ordinarias. Todo lo anterior
motiva estudiar la resolución de superficies casi ordinarias, y es el objetivo del
presente trabajo de tesis.
En cuanto al problema de resolución de singularidades, cabe señalar que
fue Zariski, en 1939, quien dio la primera demostración puramente algebraica
de la existencia de desingularización de superficies sobre un cuerpo de carac-
teŕıstica 0, y en 1944 nuevamente Zariski demostró la desingularización de
superficies inmersas y variedades de dimensión 3, también para el caso de
caracteŕıstica 0. Más tarde, en 1956 Abhyankar demostró la desingularización
para superficies en caracteŕıstica p > 0 y luego, en 1966, la de variedades de
dimensión 3 para caracteŕıstica p > 5. Mientras tanto, en 1964 Hironaka de-
mostró la desingularización de variedades y la desingularización de variedades
inmersas, en dimensión arbitraria, en el caso de caracteŕıstica 0. El caso de
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caracteŕıstica positiva, en dimensión arbitraria, aún sigue siendo un problema
abierto en la actualidad.
Con la finalidad de lograr nuestro objetivo, este trabajo de tesis se ha
distribuido de la siguiente manera:
En el caṕıtulo 1, describimos de manera esquemática los preliminares para
el desarrollo de la tesis. Este caṕıtulo está organizado como sigue: en la sección
1.1, presentamos definiciones básicas con las que trabajaremos a lo largo de la
tesis. En la sección 1.2, definimos al anillo de series de potencias formales R =
k[[X1, ..., Xn]] y estudiamos sus propiedades, debido a que las superficies casi
ordinarias son definidas por elementos de este anillo. Asimismo, estudiamos las
propiedades de los homomorfismos e isomorfismos del anillo R, pues haremos
un uso tácito de la existencia de tales isomorfismos a lo largo de este trabajo de
tesis. En la sección 1.3, presentamos el Teorema de Preparación de Weiertrass
(Teorema 1.3.5), ya que este teorema juega un rol fundamental en el proceso de
normalización de las ramas casi ordinarias, aśı como en el proceso de resolución
de los anillos casi ordinarios o en lenguaje geométrico de las superficies casi
ordinarias. En la sección 1.4, describimos de forma breve el anillo de series
de potencias fraccionarias en n variables, puesto que gracias al teorema de
Jung-Abhyankar (Teorema 1.4.6) las hipersuperficies casi ordinarias pueden
ser parametrizadas por elementos de este anillo. En la sección 1.5, definimos
la resultante y discriminante de polinomios, fundamental para definir a las
superficies casi ordinarias. En la sección 1.6, debido a que el lenguaje más
fluido para describir la resolución de singularidades es el de esquemas, en
esta sección damos una introducción a la teoŕıa de esquemas, enfocándonos
especialmente en los esquemas afines, puesto que una superficie algebroide es
definida como un esquema af́ın con ciertas propiedades.
En el caṕıtulo 2, presentamos nuestro objeto de estudio, las superficies
casi ordinarias y su parametrización por ramas casi ordinarias, también defi-
nimos a los anillos casi ordinarias (anillos locales de superficies casi ordinarias
irreducibles). Asimismo, definimos el cono tangente y lugar singular de un
anillo casi ordinario y estudiamos su relación con los pares distinguidos de
una rama casi ordinaria normalizada que representa a este anillo. Cabe men-
cionar que en este trabajo usamos el término superficie para referirnos a
una superficie algebroide. Este caṕıtulo está organizado como sigue: en la
sección 2.1, definimos a las superficies algebroides (puesto que las superficies
casi ordinarias son un tipo particular de estas), las cuales son hipersuperficies
algebroides de dimensión 2; es decir, esquemas del tipo V = Spec(A), donde
A es un anillo noetheriano, local, completo, equicaracteŕıstico, equidimensio-
nal, reducido, y tal que el ideal maximal de A tiene una base de 3 elementos.
El ideal maximal de A visto como un punto de V es llamado el origen de
V y es denotado por O. Cualquier base mı́nimal del ideal maximal de A es
llamado un sistema de cordenadas locales para V en O. En el caso
de que A sea no regular, cualquier base del ideal maximal de A es mı́nimal,
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generalmente estamos en este caso. Sea {x, y, z} un sistema de coordenadas
locales de V = Spec(A) en O, gracias a las propiedades de A y haciendo
uso del Teorema de Cohen (Teorema 3.4.25) tenemos que A ' k[[X, Y, Z]]
〈f〉
,
la ecuación f = 0 representa un embebimiento de V en A3k y es llamada la
ecuación que define o representa a V respecto al sistema de coorde-
nadas locales {x, y, z} y está uńıvocamente determinado por este sistema de
coordenadas (salvo multiplicación por unidades). En este caso, decimos que
un subconjunto de {x, y, z}, digamos {x, y}, forman un sistema de parámetros
locales de V en O si, f(0, 0, Z) = cZs+términos de orden mayor a s; es decir,
cuando f es regular en Z de orden s ≥ ν = mult(f). ν es la multiplicidad
del anillo local A o usando la terminoloǵıa geométrica, O es un punto de
multiplicidad ν; mientras que s es la multiplicidad del ideal m−primario
p = 〈x, y〉A. Cuando esto es aśı, por el Teorema de Preparación de Weiers-
trass (Teorema 1.3.5) existe u ∈ k[[X, Y, Z]]∗ y f ′ un polinomio distinguido
(vea Definición 1.3.7) tal que f = u.f ′. De aqúı, se concluye que si {x, y} es
un sistema de parámetros locales de V en O, siempre podemos tomar una
ecuación de V respecto a dicho sistema de parámetros tal que sea un poli-
nomio distinguido y este polinomio es llamado el polinomio que define o
representa a la superficie V = Spec(A) o simplemente polinomio que
define o representa a A, respecto a este sistema de parámetros. Aśı, la
noción de discriminante de V (del polinomio que la define) está bien definida
y es denotada por ∆x,y. Asimismo, definimos el sistema de coordenadas
locales de V en O adaptada a una subvariedad W de V. Finalizamos
esta sección haciendo notar que, dada una subvariedad W de V se le puede ha-
cer corresponder su punto general p ∈ V = Spec(A), por esta correspondencia
es natural que al tratar con las propiedades de las subvariedades nos refiramos
indistintamente a estas o a sus ideales; aśı, se dirá que W es una subvariedad
permitida de V o que p es un ideal permitido de A, etc. En la sección 2.2, defi-
nimos a las superficies casi ordinarias. La superficie algebroide V = Spec(A),
es llamada casi ordinaria si, existe un sistema de parámetros locales de V
en O digamos {x, y}, tal que la discriminante ∆x,y de V respecto a este siste-
ma de parámetros es una curva lisa o una curva con un punto doble (unión de
2 curvas lisas transversales). Cuando V es una superficie casi ordinaria, me-






. Supongamos que {x, y} son parámetros que cumplen
la condición anterior z ∈ m tal que {x, y, z} es un sistema de coordenadas lo-
cales de V en O y f el polinomio de V respecto a este sistema de coordenadas,
entonces la Z−discriminante de f , polinomio que define a V , es de la forma
Xa.Y bε(X, Y ), donde ε(X, Y ) ∈ k[[X, Y ]]∗. El polinomio f que define a la su-
perficie casi ordinaria V , es llamado un polinomio casi ordinario. Cuando
f es un polinomio casi ordinario (de cierto orden digamos m) y además es
irreducible, por el Teorema de Jung-Abhyankar (Teorema 1.4.6) posee ráıces
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ζ1, ζ2, ..., ζm ∈ φn que son series de potencias fraccionarias en 2 variables,
aśı en forma análoga al caso de curvas, las cuales admiten una parametriza-
ción por series de potencias fraccionarias en una variable también conocidas
como series de Puiseux, las superficies casi ordinarias irreducibles pueden ser
parametrizadas (representadas) por series de potencias fraccionarias en 2 va-
riables. Usamos el término A es un anillo casi ordinario si f , el polinomio
que define a A, es casi ordinario e irreducible. Si ζ es una ráız de f , decimos
que ζ representa a A. Las ráıces ζ1, ζ2, ..., ζm del polinomio casi ordinario
e irreducible f , son llamadas ramas casi ordinarias de f . Las ramas casi
ordinarias se caracterizan por ser no unidades y por que tienen la siguiente
propiedad: ζi− ζj = Mijεij,∀i 6= j, donde Mij = Xλij/nY µij/n es un monomio
en X1/n, Y 1/n; λij, µij son enteros que dependen de i, j y ε(X
1/n, Y 1/n) es una
unidad en φn; rećıprocamente, si ζ ∈ φn y cumple las dos propiedades ante-
riores, entonces es una ráız de un polinomio casi ordinario. Los monomios Mij









exponentes de estos monomios son llamados pares distinguidos. Los mono-
mios distinguidos satisfacen ciertas propiedades, que enunciamos y demostra-
mos en esta sección, de donde se concluye que toda rama casi ordinaria es de
una de las 2 formas ζ ∈ k[[X, Y ]] o ζ = H0(X, Y )+XλY µH(X1/nY 1/n), donde
H0(X, Y ) ∈ k[[X, Y ]], H(0, 0) 6= 0 y (λ, µ) es el menor par distinguido de ζ.
En la sección 2.3, describimos el proceso de normalización de las ramas casi
ordinarias (usando los lemas 2.3.1 y 2.3.2) aśı como el procedimiento para
obtener ramas fuertemente normalizadas a partir de las ramas casi ordinarias,
las ramas normalizadas y fuertemente normalizadas son ramas casi ordinarias
que nos facilitan ciertos cálculos a realizarse con ellas durante el proceso de
resolución de singularidades. En la sección 2.4, se define el cono tangente y el
lugar singular de un anillo casi ordinario A los cuales son invariantes asociados
con los sucesivos anillos locales (transformadas especiales de A) que aparecen
en la resolución (parcial y formal) de A, y se dan las demostraciones de re-
sultados (vea Proposición 2.4.4, Teorema 2.4.7) que garantizan que los pares
distinguidos de cualquier rama casi ordinaria normalizada representando a un
anillo casi ordinario A determinan y están determinados por el cono tangente
y la naturaleza del lugar singular de este anillo, todos estos resultados han
sido obtenidos de [9].
El caṕıtulo 3 está dedicado a presentar el objetivo de la tesis, la resolu-
ción (parcial y estricta) de superficies casi ordinarias irreducibles, para ello
definimos la noción de explosión de esquemas enfocándonos principalmente
en la explosión del esquema S = Spec(k[[X, Y, Z]]), que geométricamente
corresponde a una vecindad arbitrariamente pequeño del origen del espacio
af́ın, y estudiamos el comportamiento de las superficies inmersas en S bajo
explosiones de S. Asimismo, definimos a las transformadas especiales de un
anillo casi ordinario y mostramos que ellas son otra vez casi ordinarias. Este
caṕıtulo está organizado como sigue: en la sección 3.1, empezamos con una
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motivación geométrica para entender la noción de explosión y resolución de
singularidades mediante explosiones, luego definimos la explosión de C2 con
centro en el origen y finalizamos esta sección describiendo el comportamiento
de las curvas inmersas en C2 bajo explosiones de C2 con centro en el origen.
En la sección 3.2, comenzamos dando una introducción de la construcción
proj (en el espacio proyectivo), la cual es una construcción análoga a la de
esquema af́ın (en el espacio af́ın), seguidamente se estudia la noción de ex-
plosión de esquemas. Más precisamente, El morfismo estructural de esquemas
π : T = Proj(C) −→ S = Spec(R) es llamada la aplicación explosión del
esquema af́ın S con centro en P , y el S−esquema T es llamada la explosión
de S con centro en P (R anillo noetheriano, local; M ideal maximal de R;
P ∈ S; C = BlPR =
⊕
n≥0 el álgebra explosión de P en R) y se tiene que
π−1(M), la pre imagen del origen v́ıa la explosión, como espacio topológico
es un subespacio cerrado. Cuando el centro de explosión es un ideal primo
P 6= M , π es llamada la transformación monoidal de S con centro en
P , y T es llamada la transformada monoidal de S con centro en P .
Cuando el centro es P = M , π es llamada la transformación cuadrática
de S, y T es llamada la transformada cuadrática de S. La explosión
del anillo R es definida como el anillo R′, la cual es el anillo local de algún
punto cerrado de π−1(M). Seguidamente, estudiamos la explosión del esque-
ma S = Spec(k[[X, Y, Z]]) (vecindad arbitrariamente pequeña del origen del
espacio af́ın). Más precisamente, si π : T −→ S = Spec(k[[X, Y, Z]]) es la
transformación cuadrática de S, entonces T , está cubierta por 3 esquemas
afines TX , TY , TZ (abiertos isomorfos al espacio af́ın) y π
−1(M) es isomorfo al
plano proyectivo, aśı sus puntos cerrados están en correspondencia uno a uno
con las direcciones (α : β : γ) ((0 : 0 : 0) siendo excluido de la consideración),
además se tiene que cualquier punto de π−1(M) digamos η correspondiente
a la dirección (α : β : γ), esta en TX si y solo si α 6= 0, esta en TY si y
solo si β 6= 0, esta en TZ si y solo si γ 6= 0. Puesto que la explosión es un
fenómeno local, pasamos luego a estudiar su representación local en el abierto
TX ; es decir, en un punto cerrado η de π
−1(M) correspondiente a la dirección
(α : β : γ), con α 6= 0, teniendo los siguientes resultados: la transformada














y si f ∈M su transformada
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y si además f ′ no es unidad,
R
〈f ′〉




en el punto (α : β : γ) (α 6= 0). Resultados análogos
se tiene en los otros abiertos. Cuando A ' R
〈f〉
usamos el término trans-
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formación cuadrática formal de A, para referirnos a la transforma-
ción cuadrática formal de
R
〈f〉
. Observe que si f es el polinomio que define
a una superficie casi ordinaria irreducible V = Spec(A), respecto a algún
sistema de parámetros, lo anterior nos da la transformada estricta de f y la
transformada cuadrática formal del anillo casi ordinario A. Por otro lado, si
π : T −→ S = Spec(k[[X, Y, Z]]) es la transformación monoidal de S con
centro en P 6= M . Procediendo en forma análoga al anterior y usando la su-




es un centro permitido de A =
R
〈f〉
) definimos la transfor-










en A es la imagen de P ⊂ R,
usamos el término transformación monoidal formal de A con centro







. Observe que si f es el polinomio de una superficie
casi ordinaria irreducible V = Spec(A), respecto de algún sistema de coor-





, lo anterior nos da
A′ la transformada formal del anillo casi ordinario A con centro P . En la
sección 3.3, empezamos definiendo a las transformadas especiales de un anillo
casi ordinario, pues la resolución parcial del anillo casi ordinario A, es una
sucesión A0, A1, . . . At, donde A = A0 y Ai es isomorfo a una transformada
especial de Ai−1, para todo i = 1, ..., t. Con la finalidad de asegurar que esta
resolución tiene un número finito de miembros, mostramos que las transfor-
madas especiales de A son otra vez casi ordinarias. A continuación, una idea
de como hacemos este análisis. Sea A un anillo casi ordinario representada por
ζ = Xu/nY v/nH(X1/n, Y 1/n), u, v ∈ Z, H(0, 0) 6= 0 una rama casi ordinaria




(Z −Xu/nY v/nHi(X1/n, Y 1/n)),
es un polinomio casi ordinario que define a A. Si A tiene centro permitido que
es una curva, entonces la transformada especial de A es la transformada mo-
noidal formal de A con centro en esta curva y si A no tiene centros permitidos
que sean curvas, las transformadas cuadráticas especiales de A ocurrirán en
las direcciones (1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1) (vea [9]). Supongamos que esta-
mos en el siguiente caso particular, supongamos que A tiene centro permitido









≥ 1, de donde tenemos que f ′′ el polinomio representante de A′′, trans-
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cuyas ráıces son de la forma ζ ′′i =
ζi
X
, los cuales no son unidades y son conjuga-
dos entre si, de donde f ′′ es un polinomio irreducible; además se tiene que los
ζ ′′i son casi ordinarios de donde f
′′ es un polinomio casi ordinario irreducible y
por lo tanto A′′ es casi ordinario y además si (λi, µi) son los pares distinguidos
de la rama original ζ, entonces (λi − 1, µi) son los pares distinguidos de ζ ′′
(aśı, vemos que están totalmente determinados por los pares distinguidos de
la rama original ζ). En resumen, se tiene que si A es un anillo casi ordina-
rio, cualquier transformada especial A′ de A es otra vez casi ordinaria y si ζ
es una rama casi ordinaria representando a A, entonces ζ ′ representante de
A′ no necesariamente es normalizado y sus pares distinguidos dependen de
los pares distinguidos de ζ y del proceso (transformación cuadrática o mo-
noidal) empleado (para una descripción mas exacta vea Proposición 3.3.6).
Finalizamos esta sección enunciando y dando la idea de la demostración de
la Proposición 3.3.7 que garantiza que toda resolución parcial de un anillo
casi ordinario tiene un número finito de miembros y con un ejemplo donde
describimos la resolución parcial de una superficie casi ordinaria irreducible
(de su anillo casi ordinario). En la sección 3.4, definimos resolución estricta de
un anillo casi ordinario y desarrollamos un ejemplo, donde detallamos la re-
solución estricta de la superficie casi ordinaria irreducible del ejemplo tratado
en la sección anterior.
Este trabajo de tesis consta de un apéndice, donde se da una introducción
a la bonita interacción que existe entre el álgebra y la geometŕıa, y donde
tratamos de forma resumida con los principales conceptos utilizados a lo largo




En este caṕıtulo, presentamos los conceptos de carácter general y las no-
taciones que usamos a lo largo de la tesis. Asumiremos que todo anillo es
conmutativo y con unidad.
1.1. Definiciones Básicas
Sea R un anillo, I ⊂ R es un ideal si 0 ∈ I y af + bg ∈ I para todo
a, b ∈ R y f, g ∈ I.
S ⊂ R es llamado un conjunto multiplicativamente cerrado de R si
contiene a la unidad del anillo (1 ∈ S) y si f, g ∈ R tal que f ∈ S y g ∈ S
entonces f.g ∈ S.
Un ideal I ⊂ R es llamado un ideal primo si su complemento es un
conjunto multiplicativamente cerrado. Equivalentemente, un ideal primo de
R es un ideal I de R tal que I 6= R y si f.g ∈ I entonces f ∈ I o g ∈ I. Se
prueba que P es un ideal primo si y solo si
R
P
es un dominio de integridad.
Un ideal M ⊂ R es maximal respecto al subconjunto multiplicativo
S de R, si M no intercepta a S y todo ideal que contiene propiamente a M
intercepta a S. Se dice que el ideal M es maximal de R si este es maximal
con respecto a S = {1}. Como todo cuerpo es un anillo R cuyos únicos ideales






1. Si I ⊂ R es un ideal entonces existe un anillo R
I
y un homomorfismo
sobreyectivo ϕ : R −→ R
I
llamado el homomorfismo cociente cuyo
núcleo coincide con I; es decir, Ker(ϕ) = I.
2. Existe una correspondencia biyectiva que conserva el orden entre ideales
J de R que contienen a I y los ideales J de
R
I
, dada por J = ϕ−1(J).
Un elemento f ∈ R es nilpotente, si fn = 0 para algún n > 0. El conjunto
de elementos nilpotentes de R forman un ideal llamado el nilradical de R y
denotado por nil(R). Se prueba que nil(R) es igual a la intersección de todos
los ideales primos de R (vea [1]).
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El anillo R es reducido si no tiene elementos nilpotentes excepto el cero;
es decir, nil(R) = {0}.
La intersección de los ideales primos que contienen al ideal I ⊂ R es
llamado el radical de I y es denotado por
√
I. Equivalentemente, el radical
del ideal I es definido por
√
I = {f ∈ R/f s ∈ I para algún s entero positivo}.
Si I =
√




es reducido si el ideal I de R es un ideal radical.
Si ϕ : R −→ R
I
es el homomorfismo cociente,
√
I consiste exactamente


















son nilpotentes; es decir, si f, g ∈ R y f.g ∈ Q entonces f ∈ Q o
gn ∈ para algún n entero positivo. Se prueba que todo ideal primario es primo
y que la pre imagen de un ideal primario es primario.
Un ideal primo P de R es llamado divisor primo minimal de un ideal
I, si P es minimal entre los ideales primos que contienen a I. En [4] P es
llamado primo mı́nimal sobre I.
Proposición 1.1.2. Si Q es un ideal primario de un anillo R, entonces su
radical P es primo y es el menor ideal primo que contiene a Q, es decir, P
es el divisor primo minimal de Q.
Demostración. Vea [1].
Si P es el radical del ideal primario Q decimos que Q es un ideal primario




I es un ideal maximal, entonces I es primario. En
particular, las potencias de un ideal maximal M son M−primarias.
Demostración. Vea [1].
La siguiente proposición nos dice el comportamiento de los ideales prima-
rios respeto de la localización
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Proposición 1.1.4. Sea P un divisor primario minimal de un ideal I de R,
entonces (IRP ) ∩R es P−primario.
Demostración. Vea[14].
(IRP )∩R es llamado la componente primaria de I perteneciendo a P
(es decir, es P−primario).
Proposición 1.1.5. Sea S un subconjunto multiplicativamente cerrado de R
y sea Q un ideal P−primario
1. Si S ∩ P 6= ∅ entonces QRS = PRS = RS.
2. Si S ∩ P = ∅ entonces S−1Q es S−1P−primaria y (PRS) ∩ R = P y
(QRS) ∩R = Q (la contracción de Q en R es Q).
Demostración. Vea [14] o [1].
Definición 1.1.6. Sea P un ideal primo, P es el único divisor primo mı́nimal
de P r (r ∈ N). Por lo tanto, la componente primaria P (r) = (P rRP )∩R de P r
perteneciendo a P está bien definida. P (r) es llamada la r-ésima potencia
simbólica de P .
Sea R un anillo. Un R-álgebra es un anillo A junto con un homomorfismo
de anillos ϕ : R −→ A. El producto en A se define de la siguiente forma:
f.g = ϕ(f).g; f ∈ R, g ∈ A.
Ejemplo 1.1.7.
1. Sea A un R−álgebra. Si R = k, donde k es un cuerpo, se tiene que el
homomorfismo ϕ : k −→ A es inyectivo, k puede identificarse con su
imagen en A. Aśı, un k−álgebra es un anillo que contiene a un cuerpo
como un subanillo.
2. k[[X1, ..., Xn]] y k[X1, ..., Xn] son k−álgebras. En efecto: basta conside-
rar los homomorfismos (inclusión) ϕ : k −→ k[[X1, ..., Xn]] y ϕ : k −→




(I un ideal de R) es un R−álgebra.
Sea R un anillo. M es un R−módulo, si M es un grupo abeliano con una
acción de R; es decir, con una aplicación
R×M →M
(f,m) 7→ fm
tal que para todo f, g ∈ R y m,n ∈M se cumple
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1. f(gm) = (fg)m (asociatividad mixta).
2. f(m+ n) = fm+ fn (distributividad respecto a M).
3. (f + g)m = fm+ gm (distributividad respecto a R).
4. 1m = m (identidad).
Ejemplo 1.1.8. Sea R un anillo y I ⊂ R un ideal. I, R y R
I
son R−módulos.
Observe que un módulo sobre un cuerpo es un espacio vectorial.
Una base del móduloM es un subconjunto {m1,m2, ...} deM que genera a
M , esta base es llamada mı́nimal, si cualquier subconjunto propio de dicha
base no es una base para M . Si la base consiste de un número finito de
elementos es llamada una base finita .
Un cuerpo k es algebraicamente cerrado si y solo si todo polinomio no
constante f(X) en k[X] tiene un cero en k.
Sea R un anillo, se dice que R es Noetheriano si todo ideal de R es finita-
mente generado o equivalentemente si toda cadena estrictamente ascendente
de ideales de R se estabiliza.
Un anillo local R es un anillo que solo tiene un ideal maximal..
Definición 1.1.9. Decimos que un anillo R tiene dimensión de Krull
igual a n (o simplemente dimensión n), si en R hay una cadena de ideales
primos P0 ⊃ P1 ⊃ · · · ⊃ Pn y no hay otra cadena con más términos. Además,
n es llamado la longitud de la cadena. Si tal n no existe, decimos que R es
de dimensión infinita.
Proposición 1.1.10. Sea R es un anillo local de dimensión n y M su ideal
maximal. Un conjunto de n elementos f1, ..., fn de M es llamado un sistema
de parámetros de R, si estos generan un ideal M−primario y no hay ideal
M−primario que sea generado por n− 1 elementos.
Demostración. Vea [14].
Definición 1.1.11. Un sistema de parámetros f1, ..., fn de un anillo local R,
es llamado regular si este genera el ideal maximal de R. Un anillo local que
tiene un sistema de parámetros regular es llamado un anillo local regular.
Equivalentemente, supongamos que R es un anillo local de dimensión n y M
su ideal maximal, R es llamado regular si M es generado exactamente por
n elementos.
Los anillos k[X1, ..., Xn](X1,...,Xn) y k[[X1, ..., Xn]], donde k es un cuerpo,
son ejemplos de anillos locales regulares. En ambos casos X1, ..., Xn forman
un sistema de parámetros regulares. Los anillos locales regulares ocupan el
11
centro del escenario en geometŕıa algebraica desde que Zariski notó que estos
corresponden a puntos no singulares sobre una variedad algebraica.
Un anillo local es llamado equicaracteŕıstico si contiene a un cuerpo.
La multiplicidad de un elemento de un anillo R con respecto a un ideal P
de R se define de la siguiente forma
Definición 1.1.12. Sean 0 6= f ∈ R y P un ideal en R, la multiplicidad u
orden de f en P viene dado por
multP (f) = max{d ≥ 0/f ∈ P d}.
Teorema 1.1.13. Si R es un anillo local regular y M su ideal maximal.





=grado de f con respecto a M .
Demostración. Vea [14].
1.2. Anillo de Series de Potencias Formales
En esta sección definimos y describimos propiedades del anillo de series de
potencias formales en n variables con coeficientes en un cuerpo k.
Sea k un cuerpo y X1, ..., Xn indeterminadas en k, denotamos por R =




fi = f0 + f1 + f2 + · · · ,
donde fj es un polinomio homogéneo también llamado forma de grado
j en las variables X1, ..., Xn.
Sean f, g ∈ R y α ∈ k, la suma y el producto por un escalar en R, se
definen respectivamente por:








Se prueba que R, con estas operaciones, es un anillo conmutativo y con uni-
dad conocido como el anillo de series de potencias formales en las
indeterminadas X1, ..., Xn con coeficientes en k.
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El anillo polinomial k[X1, ..., Xn] es un subanillo de k[[X1, ..., Xn]], me-







fi, poniendo fi = 0 para todo i > n.
Proposición 1.2.1. Un elemento f = f0 + f1 + f2 + · · · ∈ R es invertible
o unidad (f ∈ R∗) si f0 6= 0.
Demostración. Vea [13].
Definición 1.2.2. Sean f, g ∈ R. Decimos que f y g son asociados si existe
u ∈ R∗ tal que f = ug.
Definición 1.2.3. Sea f = fn + fn+1 + · · · ∈ R, con fn 6= 0. El polinomio
homogéneo de menor grado no nulo fn de f , es llamado la parte inicial o
forma inicial de f y es denotado por fI .
Definición 1.2.4. Sea f ∈ R.
1. Si 0 6= f ∈ R, entonces la multiplicidad u orden de f , es el grado
de su forma inicial, denotada por mult(f).
2. Si f = 0, entonces se define mult(f) =∞.
Observación 1.2.5. Note que la multiplicidad de un elemento f del anillo
R = k[[X, Y, Z]] coincide con la multiplicidad de f con respecto al ideal ma-
ximal M de R; es decir, 0 6= f ∈ R, mult(f) = n si y solo si f ∈ Mn y
f /∈Mn+1.
Proposición 1.2.6. Sean f, g ∈ R,
1. mult(f.g) = mult(f) +mult(g).
2. mult(f ± g) ≥ min{mult(f),mult(g)}. La igualdad se da cuando las
multiplicidades de f y g son diferentes.
Demostración. Vea [19].
Proposición 1.2.7. R es un dominio de integridad.
Demostración. Sean f, g elementos no nulos de R, entonces por la Definición
1.2.4, tenemos que mult(f) < ∞ y mult(g) < ∞ y por la Proposición 1.2.6
se tiene que mult(f.g) = mult(f) +mult(g) <∞, de donde fg 6= 0.
Sea M = 〈X1, ..., Xn〉, al ideal de R generado por X1, ..., Xn y Mn la
n-ésima potencia de M (M0 = R).
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Proposición 1.2.8.




M i = {0}.
Demostración. Vea [13].
Observación 1.2.9. El item 1. de la Proposición 1.2.8, nos dice que R es
un anillo local y que M es su único ideal maximal.
Teorema 1.2.10. Si k es un cuerpo, R = k[[X1, ..., Xn]] es un dominio de
factorización única.
Demostración. Vea [19].
Teorema 1.2.11. si k es un cuerpo, el anillo de series de potencias formales
R = k[[X1, ..., Xn]] es noetheriano.
Demostración. Vea [19].
A continuación, trataremos con homomorfismos e isomorfismos de series
de potencias formales en varias variables. Básicamente se mostrará que todo
homomorfismo es un homomorfismo sustitución y se darán las condiciones
necesarias y suficientes para que los homomorfismos sean isomorfimos.
Sean R = k[[X1, ...,Xn]] y S = k[[X1, ..., Xm]] dos anillos de series de
potencias formales en n y m variables respectivamente, con coeficientes en el
cuerpo k, y MR y MS sus ideales maximales respectivamente.
Proposición 1.2.12. Sean m1, ...,mn ∈MS; f, h ∈ R; a ∈ k. Se cumplen
1. (f + ah)(m1, ...,mn) = f(m1, ...,mn) + ah(m1, ...,mn),
2. (fh)(m1, ...,mn) = f(m1, ...,mn)h(m1, ...,mn),
3.
ψm1,...,mn : R −→ S
f(X1, ..., Xn) 7−→ f(m1, ...,mn)
es un homomorfismo de k−álgebras, llamado k−homomorfismo sustitu-
ción o homomorfismo sustitución sobre k.
Demostración. Vea [13].
Proposición 1.2.13. Sea ϕ : R → S un homomorfismo de k−álgebras. En-
tonces ϕ tiene las siguientes propiedades
14
1. ϕ(MR) ⊂MS,
2. ϕ es continua,
3. existen m1, ...,mn ∈MS tal que ϕ = ψm1,...,mn.
Demostración. Vea [1].
La proposición anterior dice que todo k−homomorfismo es un homomor-
fismo evaluación.
A continuación, probaremos las condiciones necesarias que deben cumplir
m1, ...,mn para que el homomorfismo ϕ = ψm1,...,mn sea un k-isomorfismo.
Para ello necesitaremos el siguiente lema.
Lema 1.2.14. Sea ϕ : R → S un homomorfismo de k−álgebras. Si ϕ =
ψm1,...,mn es un k−isomorfismo, entonces
mult(f) = mult (ϕ(f)) .
Demostración. Vea [13].
Proposición 1.2.15. Sea ϕ : R → S un homomorfismo de k−álgebras.
Si ϕ = ψm1,...,mn es un k−isomorfismo, entonces las formas iniciales de
m1, ...,mn ∈ MS deben ser formas lineales; linealmente independientes. En
particular, se tiene que m = n.
Demostración. Vea [13].
Las condiciones de la proposición anterior (Proposición 1.2.15) también
son suficientes como lo indica la Proposición 1.2.16.
Proposición 1.2.16. Sea ϕ : R → S un homomorfismo de k- álgebras.
Supongamos que m = n y sean m1, ...,mn ∈ MS, con formas iniciales li-
neales l1, ..., ln k-linealmente independientes, entonces ϕ = ψm1,...,mn es un
k-isomorfismo de R en S.
Demostración. Vea [13].
1.3. Teorema de Preparación de Weierstrass
En esta sección se demostrará el Teorema de preparación de Weierstrass.
El nombre del teorema se debe a que en este teorema se “prepara” a toda
serie de potencias para el estudio de sus ceros.
Sean R = k[[X1, ..., Xn]], R
′ = k[[X1, ..., Xn−1]] anillos de series de poten-
cias formales en n y n − 1 indeterminadas respectivamente y denotemos por
MR, MR′ a sus respectivos ideales maximales.
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Definición 1.3.1. f ∈ R es llamado regular de orden m, con respecto a la
indeterminada Xr, si f(0, ..., Xr, ..., 0) es divisible exactamente por Xr
m.
Es importante indicar que si f es regular de orden m en Xr y m = mult(f),
entonces solo se suele decir que f es regular en Xr sin hacer referencia al orden.
En este caso, mult(f) = multf(0, ..., Xr, ..,0).
Observación 1.3.2. Siempre es posible transformar todo f ∈ R en una serie
de potencias regular en alguna de sus indeterminadas elegidas al azar. Cuando
k es infinito esto se hace componiendo f con un automorfismo lineal de R con
f ([13]).
Lema 1.3.3. f, g ∈ R son regulares con ciertos ordenes en Xr si y solo si f.g
es regular de cierto orden en Xr.
Demostración. Vea [13].
Teorema 1.3.4 (Teorema de la División). Sea f ∈MR ⊂ R regular de orden
m con respecto a la variable Xn. Dado cualquier g ∈ R, existen q ∈ R y
r ∈ R′[Xn] con r = 0 o degXn(r) < m (degXn(r) = grado del polinomio r en
la indeterminada Xn), únicamente determinados por f y g tal que g = fq+r.
Demostración. La demostración de este teorema se encuentra en muchos tex-
tos como [2], [3] y [13].
A continuación, enunciamos y probamos el Teorema de Preparación de
Weierstrass.
Teorema 1.3.5 (Teorema de preparación de Weierstrass). Sea f ∈ R regular
de orden m respecto a Xn. Entonces existen U ∈ R∗ y c1(X), ..., cm(X) ∈MR′
(ci(0) = 0, i = 1, ...,m) únicamente determinados por f tal que
f.U = Xn
m + c1(X)Xn
m−1 + · · ·+ cm(X).
Además, si f es regular en Xn (f regular de orden m y m = mult(f)),
entonces
mult(ci(x)) ≥ i, ∀i = 1, ...,m.
Demostración. La existencia se sigue del Teorema de la División, en efecto:
poniendo g = Xn
m, se tiene que existen U = q ∈ R y r = −(c1(X)Xnm−1 +
· · ·+ cm(X)) ∈ R′ tal que
Xn




m−1 + · · ·+ cm(X) = fU.
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El hecho de que U sea invertible se sigue del Lema 1.3.3. Por otro lado, como
Xn divide a f se tiene que c1(0) = · · · = cm(0) = 0.
Finalmente, si f es regular en Xn (f regular de orden m y m = mult(f)),
entonces mult(Xn
m+c1(X)Xn
m−1 + · · ·+cm(X)) = mult(fU) = m, de donde
mult(ci) ≥ i, ∀ i = 1, ...,m.
La prueba de la unicidad se sigue de la unicidad del Teorema de la División.
Observación 1.3.6. Desde que U no se anula en una vecindad de 0 ∈ Ank ;
en dicha vecindad los ceros de f coinciden con los ceros de
Xr
m + c1(X)Xr
m−1 + · · ·+ cm(X).
Definición 1.3.7. Un pseudo polinomio (resp. polinomio de Weiers-
trass) en Xn es una serie de potencia de la forma:
p(X1, ..., Xn) = Xn
m + c1(X)Xn
m−1 + · · ·+ cm(X) ∈ R
′
[Xn],
tal que m ≥ 1 y mult(ci) ≥ 1 (resp. mult(ci) ≥ i), para i = 1, ...,m.
Nos referiremos como polinomios distinguidos a cualquiera de estos
dos polinomios.
1.4. Series de Potencias Fraccionarias
En toda esta sección consideraremos a k como un cuerpo algebraicamente
cerrado y de caracteŕıstica cero. Seguiremos la siguiente notación
Sea R = k[[X1, ..., Xn]], L = k((X1, ..., Xn)) el cuerpo de fracciones de
R, y L a la clausura algebraica de L.
X
1/d
i ∈ L, denota a un cero del polinomio Zd −Xi ∈ L[Z], i = 1, ..., n;







i , para todo d, e ∈ N.
Xr/d = X
ρ1/d
1 · · ·Xnρn/d ∈ L, para todo d ∈ N, r = (ρ1, ..., ρn) ∈ Nn0 ,
denota un monomio fraccionario.
Proposición 1.4.1. Sea d1, ..., dn ∈ N. Entonces
L[[X
1/d1
1 , ..., X
1/dn
n ] : L] = d1 · · · dn.
Demostración. Vea [8].
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Dado d ∈ N, definimos
Rd = k[[X
1/d
1 , ..., X
1/d
n ]] ⊂ L y Ld = k((X1/d1 , ..., X
1/d
n )).





es llamado anillo de series de potencias fraccionarias en n indeter-




1 , ..., X
1/d
n ] y Ld = L[X
1/d
1 , ..., X
1/d
n ].
Veamos estos hechos y su demostración para el caso n = 2.
Proposición 1.4.2. Sean k[[X, Y ]] (k[[X1/n, Y 1/n]]) el anillo de series de
potencias formales en las variables X, Y (el anillo de series de potencias
formales en las variables X1/n, Y 1/n) se tienen los siguientes isomorfismos
1.
k[[X1/n, Y 1/n]] = k[[X, Y ]][X1/n, Y 1/n].
2.
k((X1/n, Y 1/n)) = k((X, Y ))[X1/n, Y 1/n].
Demostración. Basta mostrar el item 1; es decir, basta probar que
k[[X1/n, Y 1/n]] = k[[X, Y ]][X1/n, Y 1/n],
pues el segundo resultado se sigue de inmediato pasando al cuerpo de fraccio-
nes. Para probar lo deseado observemos lo siguiente
1. El anillo k[[X, Y ]][X1/n, Y 1/n] es una extensión del anillo k[[X, Y ]], más
precisamente, es el anillo más pequeño que contiene a k[[X, Y ]], X1/n,
y Y 1/n.





1/n)i(Y 1/n)j, con aij ∈ k; i, j ∈ Z+0 .
3. Un elemento t́ıpico del anillo
k[[X, Y ]][X1/n, Y 1/n] = {h(X1/n, Y 1/n) : h(X, Y ) ∈ k[[X, Y ]][X, Y ]}
es de la forma





con bij ∈ k[[X, Y ]]; i, j ∈ Z+0 .
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Ahora, veamos que todo elemento de k[[X1/n, Y 1/n]], se puede ver co-


























Notemos que ζ∗ ∈ k[[X, Y ]]. Por otro lado, en ζ∗∗ los valores que pueden
tomar i y j son:
i = 0, 1, ..., n− 1,
j = 0, 1, ..., n− 1,
el único caso que no puede ocurrir al mismo tiempo es i = 0 y j = 0; de esto
se concluye que tenemos n2− 1 formas posibles de escoger al par i y j en ζ∗∗;











































































Esto muestra que ζ∗∗ es un elemento de k[[X, Y ]][X1/n, Y 1/n] y como ζ =
ζ∗ + ζ∗∗ (note que ζ∗ ∈ k[[X, Y ]]), se concluye que
ζ ∈ k[[X, Y ]][X1/n, Y 1/n].
Aśı, todo elemento de ζ ∈ φn se puede escribir de la forma:
ζ = H(X, Y )(X1/n, Y 1/n) = H(X1/n, Y 1/n), con H(X, Y ) ∈ k[[X, Y ]].
Además, Ld es el cuerpo de descomposición sobre L del polinomio (Z
n −
X1)...(Z
n −Xn) ∈ L[Z]. Por lo tanto, Ld es una extensión de Galois de L y
por la Proposición 1.4.1, tenemos que
[Ld : L] = d
n.
El conjunto de monomios
{Xr/d | r = (ρ1, ..., ρn) ∈ Nn0 y 0 ≤ ρi < d, para todo i = 1, ..., n},
es una base del R-módulo Rd y una L-base de la extensión Ld de L.
Proposición 1.4.3. La extensión Ld del cuerpo L (Ld/L), es una extensión





Teorema 1.4.4. Cualquier cuerpo intermedio I, L ⊂ I ⊂ Ld, es generado
sobre L por un número finito de monomios; es decir, existen r1, ..., rh ∈ Nn0
tal que I = L[Xr1/d, ..., Xrh/d].
Demostración. Vea [8].
Proposición 1.4.5. La correspondencia entre cuerpos intermedios L ⊂ I ⊂
Ld y Z-submódulos de Zn conteniendo dZn es una aplicación biyectiva que
preserva la inclusión.
Demostración. Vea [8].
Teorema 1.4.6. [Teorema de Jung-Abhyankar] Sea f ∈ k[[X1, ..., Xn]][Z]
irreducible y sea Q el cuerpo de descomposición de f sobre L en L. Si DZ(f) =
Xµ11 ...X
µh
h U , donde h ∈ {0, ..., n}, µ1, ..., µh ∈ N y U ∈ k[[X1, ..., Xn]] es una
unidad, entonces existen enteros naturales e1, ..., eh tal que Q está contenido
en L[X
1/e1
1 , ..., X
1/eh
h ]; en particular, todo cero de f en L cae en el anillo
de series de potencias k[X
1/e1
1 , ..., X
1/eh
h , Xh+1, ..., Xn], y tenemos L(ζ) = Q
donde ζ es un cero de f .
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Demostración. Vea [8].
A continuación, definimos el anillo de series de potencias fraccionarias en
dos variables de orden menor o igual a n, pues toda superficie casi-ordinaria
puede ser parametrizada por elementos de este anillo, gracias al Teorema
1.4.6.





αY β; cαβ ∈ k,
es llamada una serie de potencias fraccionarias en X y Y de or-
den menor o igual a n . El conjunto formado por este tipo de elementos









αY β en φn; la suma y
el producto se definen respectivamente por:










α′ + α′′ = α
β′ + β′′ = β
(cα′β′ .dα′′β′′)X
αY β.
Con estas operaciones, φn es un anillo y como φn ⊂ Φ, donde Φ denota al
anillo de series de potencias fraccionarias en dos variables, se tiene que φn es
también un subanillo de Φ.





αY β, donde Γ1 = {α ∈ Q+0 /1.α = α ∈ Z+0 } = Z+0 .
Aśı, φ1 es isomorfo a k[[X, Y ]]; es decir, algebraicamente definen la misma















; i, j ∈ Z+0 .
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1/n)i(Y 1/n)j, con dij ∈ k; i, j ∈ Z+0 .
Ahora veamos que todo elemento de φn se puede ver como un elemento




αY β ∈ φn, entonces ζ se pue-









1/n)i(Y 1/n)j, luego ζ ∈ k[[X1/nY 1/n]].
Además, desde que k[[X1/n, Y 1/n]] = k[[X, Y ]][X1/n, Y 1/n] (vea Proposi-
ción 1.4.2), se tiene que
k[[X1/n, Y 1/n]] = φn = k[[X, Y ]][X
1/n, Y 1/n].
En consecuencia, cualquier elemento de φn puede ser escrito de la forma
ζ = H(X1/n, Y 1/n), donde H = H(X, Y ) es una serie de potencias en 2 varia-
bles de exponentes enteros. El conjunto de conjugadas de ζ sobre k[[X, Y ]] es
entonces el conjunto {H(w1X1/n, w2Y 1/n)}, donde w1, w2 son ráıces n−ésimas
de la unidad.
Definición 1.4.8. ζ ∈ φn es una unidad (ζ ∈ φ∗n) si y solo si H(0, 0) 6= 0.
1.5. Resultante y Discriminante
Definición 1.5.1. Sean A un anillo y f, g ∈ A[Y ] tales que
f = a0Y
n + a1Y
n−1 + · · ·+ an,
g = b0Y
m + b1Y
m−1 + · · ·+ bm.
La Y -resultante de f y g, denotada por RY (f, g), está dada por
RY (f, g) = det

a0 a1 . . . . . an 0 . 0
0 a0 . . . . . . an . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . a0 . . . . . . an
b0 b1 . . bm 0 . . . . 0
0 b0 . . . bm . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . b0 . . . bm

Es decir, es la determinante de una matriz de orden m + n, donde las m
primeras filas contienen los coeficientes de f y las n siguientes filas contienen
los coeficientes de g.
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Si n = m = 0, por convención, se tiene que RY (f, g) = 1. Si n = 0 y
m ≥ 1, entonces la matriz asociada a RY (f, g) es una matriz cuadrada de
orden m×m diagonal con todos sus elementos diagonales iguales a a0 y por
lo tanto, RY (f, g) = a0
m; similarmente si m = 0 y n ≥ 1, entonces la matriz
asociada a RY (f, g) es una matriz cuadrada de orden n×n diagonal con todos
sus elementos diagonales iguales a b0 de donde RY (f, g) = b0
n.
Uno de los resultados importantes de la resultante y la discriminante, que
usaremos en este trabajo de tesis, es que bajo la suposición de que el anillo A
es un dominio de factorizción única (DFU), la resultante nos dice cuando 2
polinomios f, g ∈ A[Y ] tienen un divisor común no constante, como se precisa
en la siguiente proposición.
Proposición 1.5.2. Sea A un DFU,
f = a0Y
n + a1Y
n−1 + · · ·+ an,
g = b0Y
m + b1Y
m−1 + · · ·+ bm,
con f, g ∈ A[Y ] y a0 6= 0, b0 6= 0.
f y g tienen un factor común no constante si y solo si RY (f, g) = 0.
Demostración. Vea [2].
La siguiente proposición da otra descripción de la resultante cuando f y
g se descomponen en factores lineales.
































Desde el punto de vista geométrico, la resultante es la proyección de in-
tersección; es decir, dados
f = a0Y
n + a1Y
n−1 + · · ·+ an ∈ A[X][Y ],
g = b0Y
m + b1Y
m−1 + · · ·+ bm ∈ A[X][Y ];
(note que ai = ai(X) y bj = bj(X), i = 1, ..., n, j = 1, ...,m) entonces la
Y -resultante RY (f, g) es un polinomio en X y los valores α de X donde
RY (f, g)(α) = 0 corresponden a los puntos comunes (α, β) de las curvas f y
g, cuya X coordenada es α (vea figura 1). En general, los coeficientes ai y
Figura 1: Interpretación geométrica de la resultante
bj podŕıan ser funciones de 2 o más variables; es decir, f y g podŕıan definir
superficies o también hipersuperficies en Ank con n ≥ 3, y la resultante en
estos casos también darán la proyección del lugar de intersección de f y g.
Definición 1.5.4. Sean A un anillo y f ∈ A[Y ]. La Y -resultante de f y f ′
es llamado la Y -discriminante de f y es denotado por DY (f).
Ejemplo 1.5.5. Sea f = X3 + bX + a ∈ R[X], tenemos que f ′ = 3X2 + b y
la X−resultante de f viene dada por
DY (f) = det

1 0 b a 0
0 1 0 b a
3 0 b 0 0
0 3 0 b 0
0 0 3 0 b
 = 4b3 + 27a2
Dado que f y f ′ tienen un factor común propio si y solo si f tiene factor
múltiple, del Corolario 1.5.2, tenemos
Corolario 1.5.6. Sea f = a0Y
n+a1Y
n−1 + · · ·+an ∈ A[Y ]. f tiene múltiples
factores si y solo si DY (f) = 0.
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1.6. Una Introducción a la Teoŕıa de Esquemas
Al igual que las variedades topologicas y diferenciales, las cuales son he-
chos pegando bolas abiertas del espacio euclidiano, los esquemas son hechos
pegando conjuntos abiertos llamados esquemas afines.
Un esquema af́ın es un objeto (geométrico) hecho de un anillo conmu-
tativo (con unidad), la relación entre el esquema af́ın y el anillo del cual es
hecho generaliza la relación que hay entre un conjunto algebraico y su anillo
de coordenadas. Más generalmente, recordemos que la correspondencia básica
en la geometŕıa algebraica clásica esta dada por la biyección
{conjuntos algebraicos afines} ↔ {anillos afines}.
Es decir, si estamos interesados en estudiar los conjuntos algebraicos afines,
en el mundo algebraico, esto será equivalente al estudio anillos afines (anillos
finitamente generados y reducidos). La noción de esquemas surgió cuando se
pregunto que pasaŕıa si ampliamos el conjunto de anillos afines al conjunto de
los anillos arbitrarios (conmutativos con unidad); es decir, no aceptamos las
restricciones: finitamente generado, reducido, k−álgebra. ¿Cuáles seŕıan los
objetos geométricos asociados a estos anillos arbitrarios?. La respuesta es: los
esquemas afines. En otras palabras, la equivalencia anterior se puede ampliar
a la equivalencia
{esquemas afines} ↔ {anillos conmutativos con unidad}.
La idea de su construcción es la siguiente: dado un anillo A (conmutativo
y con unidad), recordando que hay una relación uno a uno entre los puntos de
un conjunto algebraico y los ideales maximales de su anillo de coordenadas,
lo más natural seŕıa pensar que el objeto geométrico asociado a este anillo
sea el conjunto de los ideales maximales de A denotado por m− Spec(A). Al
realizar esta asociación debemos garantizar que las propiedades que existen
entre los conjuntos algebraicos y sus anillos de coordenadas se preserven, una
de las más importantes es la siguiente: sean X, Y conjuntos algebraicos y
A(X), A(Y ) sus anillos de coordenadas. Se cumple que cada homomorfismo
de anillos ϕ : A(X) −→ A(Y ) induce una aplicación regular ϕ : Y −→ X
de conjuntos algebraicos. Un intento de generalizar esta propiedad seŕıa del
siguiente modo: consideremos los anillos A, B y el homomorfismo ϕ : A −→ B
entre ellos, la aplicación inducida a partir de este homomorfismo seŕıa la
aplicación ϕ : m−Spec(B) −→ m−Spec(A) tal que a cada b ∈ m−Spec(B)
se le hace corresponder a = ϕ−1(b), sin embargo nada nos asegura que a sea
un elemento de m − Spec(A), pues las pre imagen de un ideal maximal no
necesariamente es maximal, por ejemplo si A es un dominio de integridad que
no es un cuerpo y consideremos la inclusión A −→ k de A en un cuerpo,
entonces el ideal 〈0〉 es máximal en k cuya pre imagen es el ideal 〈0〉 en
A que no es maximal. Este problema se soluciona asociando al anillo A el
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objeto geométrico Spec(A), conjunto de los ideales primos de A, en lugar del
m− Spec(A).
El esquema af́ın como todo esquema consta de un conjunto, una topoloǵıa
(la topoloǵıa de Zariski) y de un haz llamado haz de funciones regulares o haz
estructural.
Dado un anillo R, el esquema af́ın definido de R será denotado Spec(R)
y llamado el espectro de R. El esquema af́ın Spec(R), como conjunto, tiene
por elementos a los ideales primos de R.
Si R es el anillo de coordenadas de una variedad af́ın V , entonces Spec(R)
tiene puntos (los ideales maximales de R) correspondientes a los puntos de
V y puntos (ideales primos de R que no son maximales) correspondientes a
cada subvariedad irreducible de V .
El anillo R se puede ver como el conjunto de funciones regulares de
Spec(R) hacia un cuerpo; es decir, cada elemento f de R define una función
f : Spec(R) −→ K(P ) = Frac(R
P
)
P 7−→ f(P )




En general, estas “funciones” se caracterizan por que toman valores en dife-
rentes cuerpos según vaŕıa P . Por ejemplo, cuando R = Z podemos ver a cada




y en 〈0〉 esta en Q. Aśı, una función regular sobre Spec(R)
es simplemente un elemento de R.
Usando a estas funciones regulares se define una topoloǵıa sobre Spec(R)
de la siguiente manera: sea S ⊂ R un subconjunto de R, definimos
Z(S) = {P ∈ Spec(R) | f(P ) = 0; f ∈ S} = {P ∈ Spec(R) | S ⊂ P}
(Observe que S ⊂ P significa que todo f ∈ S cae a 0 en la aplicación
R −→ R
P
). El impulso tras esta definición es hacer que f se comporte lo
más parecido a una función continua, pero desde que esta “función” vaŕıa
según vaŕıa P , la noción de continuidad no tiene sentido. Estos conjuntos sa-
tisfacen las propiedades de los conjuntos cerrados de un espacio topológico.
Aśı, se define una topoloǵıa sobre Spec(R) tomando como los cerrados de
esta topoloǵıa a los conjuntos Z(S) esta topoloǵıa es llamada la topolǵıa de
Zariski.
De forma análoga a lo que sucede entre los conjuntos algebraicos y sus
anillos de coordenadas, hay una propiedad que relaciona a los anillos con sus
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respectivos esquemas afines definidas a partir de ellos; más claramente, dado
un homomorfismo de anillos ϕ : A→ B, induce una aplicación entre Spec(B)
y Spec(A)
ϕ(a) : Spec(B) → Spec(A)
p → ϕ−1(p)
llamada la aplicación asociada a ϕ.
Ejemplo 1.6.1. Consideremos el homomorfismo de anillos ϕ : R → R
I
,
donde I es un ideal de R, y ϕ(a) : Spec(
R
I
)→ Spec(R) la aplicación asociada
a ϕ, se prueba que ϕ(a)(Spec(
R
I





En particular, este ejemplo nos dice que todo conjunto cerrado de Spec(R)
es homeomorfo al espectro de un anillo; es decir, desde el punto de vista
topológico definen la misma estructura.
Notemos que es igual trabajar con S ⊂ R o con el ideal generado por él,
pues si I = 〈S〉 es el ideal generado por S, se tiene que Z(I) = Z(S). Además,
se demuestra que Z(I) = Z(
√
I).
Sea P ∈ Spec(R) la clausura de P es Z(P ) que es homeomorfo a Spec(R
P
).
Aśı, el punto P es cerrado si y solo si es maximal. En el caso de que R sea
el anillo af́ın de una variedad algebraica V definida sobre un cuerpo alge-
braicamente cerrado, los puntos de X corresponden a los puntos cerrados de
Spec(R) y los puntos cerrados en la clausura de un punto P corresponden a
los puntos de X en la subvariedad definida por P .
Los conjuntos abiertos en la topoloǵıa de Zariski son simplemente los com-
plementos de los conjuntos Z(S), pero los abiertos de mayor interés y por ello
tienen una notación y un nombre especial son los complementos de Z(S), don-
de S consta de un solo elemento (S = {f | f ∈ R}); es decir Spec(R) \ Z(f);
estos abiertos son denotados por D(f) = Spec(R) \ Z(f) o por Xf . Obser-
ve que D(f) consta de los ideales primos de R que no contienen a f y son
llamados abiertos básicos o principales.
Consideremos el homomorfismo




ϕ(a) : Spec(RS)→ Spec(R)
la aplicación asociada a ϕ. Se prueba que ϕ(a)(Spec(RS)) = US, donde US es
el conjunto de ideales primos que no intersectan a S y también que hay un
homeomorfismo entre Spec(RS) y US.
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En particular, si S = {f | f ∈ R} (con f no nilpotente) tenemos que
US = D(f) y se tiene un homomorfismo entre Spec(Rf ) y D(f) y por lo tanto
podemos identificarlos. De este modo, los ideales primos que no contiene a
f están en correspondencia uno a uno con los ideales primos de Rf . Aśı, los
conjuntos abiertos básicos son otra vez espectro de un anillo.
Los abiertos básicos forman una base para los abiertos en la topoloǵıa de











Aśı, todo abierto es unión de abiertos distinguidos.
El espacio topológico Spec(R) casi nunca es Hausdorff, pues los abiertos
son simplemente muy grandes y como consecuencia de ello Spec(A) tiene
puntos que no son cerrados y por tanto hay jerarquia entre sus puntos.
Sea R un anillo y supongamos que si nil(R) fuera primo, entonces nil(R)
seŕıa un punto de Spec(R), el cual esta contenido en todos los ideales primos
y por tanto su clausura seŕıa todo el espacio topológico Spec(R), los puntos
de Spec(R) con esta propiedad son llamados puntos genéricos. Un punto
genérico cuando existe es único y es definido por el nilradical.
Ejemplo 1.6.2. Sea R un anillo. Si R no tiene divisores de cero, entonces
el ideal 〈0〉 ⊂ R es un ideal primo y define un punto en Spec(R). Además,
sabemos que el ideal 〈0〉 esta contenido en todo ideal, en particular en todos
los ideales primos de R, entonces su clausura es todo Spec(R). Aśı 〈0〉 es
denso en todas partes, esto es 〈0〉 es un punto genérico.
Lema 1.6.3. Spec(R) tiene un punto genérico si y solo si nil(R) es primo.
La noción de punto genérico nos sirve para determinar la reducibilidad o
irreducibilidad de un espacio topológico. Para el caso particular del espacio
topológico Spec(R), se tiene que Spec(R) es irreducible si y solo si Spec(R)
tiene un punto genérico; y usando el Lema 1.6.3 tenemos
Lema 1.6.4. Spec(R) es irreducible si y solo si nil(R) es primo.
Este resultado también se cumple para todo cerrado de Spec(R) por ser
homeomorfo al espectro de un anillo.
El espacio Topológico Spec(R) viene equipada con un haz de anillos O tal
que OP (el tallo del haz en P ) es isomorfo a RP (la localización de R con
respecto al conjunto multiplicativo R − P ) y O(D(f)) (el anillo de secciones
de O sobre el subconjunto abierto D(f)) es isomorfo a Rf (la localización
del anillo R con respecto al conjunto multiplicativo {1, f, ..., fn, ...}). Intuiti-
vamente OP corresponde a germenes de funciones definidas al rededor de P
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y O(D(f)) a funciones definidas en el subconjunto abierto f 6= 0, para mas
detalles vea por ejemplo [15] o [5].
RP es llamado el anillo local de Spec(R) en P . La noción de anillo local
de un esquema en un punto es fundamental en toda la teoŕıa de esquemas, se
le utiliza para definir ciertas nociones geométricas, por ejemplo:
1. Sea X = Spec(R) un esquema af́ın, la dimensión dim(X) de X en un
punto P = x ∈ X es la dimensión de Krull de RP .
2. Si X = Spec(R) es noetheriano, X es no singular si y solo si el anillo
local RP es un anillo local regular.
Ejemplos 1.6.5 (Ejemplos de esquemas afines).
Spec({0}) = ∅.
Spec(k[X1, ..., Xn]) = Ank .
Un morfismo de esquemas es un morfismo de sus espacios anillados. Ob-
serve que si f : X −→ Y es un morfismo de esquemas, entonces para cada
y ∈ Y con imagen x = f(y), hay un homomorfismo inducido OX,x −→ OY,y,
por lo tanto un homomorfismo entre los cuerpos residuales k(x) −→ k(y).
En particular si X es una variedad af́ın o una k− variedad proyectiva cada
cuerpo residual es una extensión de k.
Definición 1.6.6. Sea S un esquema (fijo). Un S−esquema X, es un esquema
equipada con un morfismo X −→ S. El morfismo X −→ S es a veces llamado
morfismo estructura.
Los esquemas de la forma Spec(R), donde R es el anillo de coordenadas de
una variedad; es decir, R es un anillo finitamente generado y reducido también
conocido como anillo af́ın. En este caso, Spec(R) es llamado el esquema
asociado a la variedad X, algunas veces estos son simplemente llamados
variedades.
Finalizamos esta sección, dando una idea de la geometŕıa de Spec(R).









P , luego X puede ser escrita de forma única
como Z(I) con I un ideal radical, aśı tenemos la siguiente correspondencia
{Ideales radicales de R} ←→ {conjuntos cerrados de Spec(R)}.








2. Singularidad Casi Ordinaria
En este caṕıtulo presentamos y definimos a las superficies (algebroides)
casi ordinarias y describimos su parametrización por ramas casi ordinarias.
Asimismo, definimos el cono tangente y lugar singular de un anillo casi ordi-
nario y describiendo su relación con los pares distinguidos de una rama casi
ordinaria normalizada que representa a este anillo.
2.1. Superficies Algebroides
En esta sección vamos a introducir la noción de superficies algebroides
que son hipersuperficies algebroides de dimensión 2, para ver la definición de
hipersuperficies algebroides de dimensión n (n ∈ Z+) vea [11] o [18].
En todo lo que sigue de esta sección consideraremos k ⊂ A, el cuerpo
de coeficientes de A, fijo donde k algebraicamente cerrado y de caracteŕıstica
cero.
Definición 2.1.1. El esquema S = Spec(A) es llamado esquema algebroi-
de, cuando A es un anillo noetheriano, local, completo y equicaracteŕıstico.
Si k ⊂ A es el cuerpo de coeficientes de A, decimos que S está definido sobre
k o que es un k−esquema. El ideal maximal m de A visto como un punto de
S es llamado el origen de S y es denotado por O.
Por el Teorema de Estructura de Cohen (Teorema 3.4.25), A es la imagen
homomorfa de un anillo de series de potencias formales sobre k, entonces
existen n ∈ Z+ e I ideal de k[[X1, ..., Xn]] tales que
A ' k[[X1, ..., Xn]]
I
,







La dimensión de S es definido como la dimensión de Krull del anillo local A
(el máximo de las dimensiones de sus ideales primos de I; es decir, los ideales
primos de A que contienen a I). Si todos los ideales primos de I tienen la
misma dimensión, digamos n, entonces decimos que S es equidimensional,
de dimensión n.
30
Definición 2.1.2. Un esquema algebroide S = Spec(A) que es reducido (es
decir, cuando A es reducido) es llamada una variedad algebroide y la de-
notamos por V = Spec(A).
Definición 2.1.3. Un esquema algebroide S = Spec(A) de dimensión 2 es
embebida si el ideal maximal m de A, tiene una base de 3 elementos. Una
superficie algebroide es una variedad algebroide embebida equidi-
mensional V = Spec(A). El anillo A es llamado el anillo local de la
superficie V .
Definición 2.1.4. Sea V = spec(A) una superficie algebroide. Cualquier ba-
se mı́nimal {x, y, z} del ideal maximal m de A se le llama un sistema de
coordenadas locales de V en O.
Observación 2.1.5. Cuando A no es un anillo regular, si el ideal maximal
m de A tiene una base de 3 elementos, entonces tal base es minimal (m no
tiene ninguna base con menos de 3 elementos).
Sea V una superficie algebroide y sean {x, y, z} un sistema de coordenadas
locales de V enO. Por el Teorema de la Estructura de Cohen (Teorema 3.4.25),
existe un homomorfismo sobreyectivo




cuyo núcleo, ker(ϕ), sabemos que es un ideal de k[[X, Y, Z]]; desde que V es
equidimensional y como dim(V ) = 2, se tiene que ker(ϕ) es un ideal principal,
entonces existe f(X, Y, Z) ∈ k[[X, Y, Z]] no unidad, que genera ker(ϕ); es
decir, tal que ker(ϕ) = 〈f〉, y se dice que la ecuación
f(X, Y, Z) = 0, (1)
representa un embebimiento de V en A3k. La ecuación ( 1) es llamada la ecua-
ción de V respecto al sistema de coordenadas locales {x, y, z} y f está uni-
vocamente determinada por el sistema de coordenadas locales {x, y, z} salvo
multiplicación por unidades en k[[X, Y, Z]]. La transición a otro sistema de
coordenadas {x′, y′, z′} producirá otro embebimiento de V obtenido de ( 1)
mediante una transformación anaĺıtica formal de coordenadas afines biholo-





Observe que f , de la ecuación ( 1) de V , no tiene factores múltiples desde
que A es reducido y si f = f1...fm es la descomposición de f en factores
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Vi es la descomposición de V en
componentes irreducibles.
Definición 2.1.6. Sea V = Spec(A) es una superficie algebroide. Un con-
junto de 2 elementos digamos {x, y} del ideal maximal m de A es llamado
un sistema de parámetros locales de V en O, si cumple las siguientes
condiciones
1. {x, y} son parámetros del anillo A; es decir, si el ideal 〈x, y〉A es un
ideal m−primario (vea Definición 1.1.10).
2. Existe z ∈ m tal que {x, y, z} es un sistema de coordenadas locales de
V .
Si {x, y, z} es un sistema de coordenadas locales de la superficie algebroide
V = Spec(A) en O y f(X, Y, Z) = 0 es la ecuación de V respecto a dicho
sistema de coordenadas, entonces {x, y} es un sistema de parámetros locales
de V si y solo si
f(0, 0, 1) 6= 0;
es decir, si y solo si f es regular (de algún orden) en Z. Más precisamente, si
f(0, , 0, Z) = cZs+términos de orden mayor a s,
con 0 6= c ∈ k y s ≥ ν = multiplicidad de f .
En este caso, s es la multiplicidad de intersección de V con el espacio lineal
X = Y = 0 o, en términos de álgebra local, s es la multiplicidad del ideal
m−primario 〈x, y〉A. Observe que s también es la multiplicidad de Ap
(p = 〈x, y〉A), vea Definición 2.1.10.
ν = deg(fI), donde fI es la forma inicial de f , es la multiplicidad del
anillo local A o, en terminoloǵıa geométrica, O es un punto de multiplicidad
ν de V .
Como f es regular en Z de orden s, por el Teorema de Preparación de
Weierstrass, existen
U ∈ k[[X, Y, Z]]∗;C1, ..., Cs ∈ k[[X, Y ]] \ k[[X, Y ]]∗
tal que
f.U = Zs + C1Z
s−1 + · · ·+ Cs.
De este resultado, tenemos la siguiente observación
Observación 2.1.7. Si {x, y} es un sistema de parámetros locales de V =
Spec(A) en O, podemos siempre tomar una ecuación de V respecto a dicho
sistema de parámetros tal que sea un polinomio distinguido (vea Definición
1.3.7).
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El polinomio f ′ = Zs + C1Z
s−1 + · · · + Cs es llamado polinomio que
define o representa a la superficie V = Spec(A) o simplemente poli-
nomio que define o representa a A.
Definición 2.1.8. Si la multiplicidad del ideal 〈x, y〉A es igual a la multipli-
cidad de A (s = ν), el sistema de parámetros se llama transversal.
Observaciones 2.1.9.
1. Si A no es regular, entonces s > 1.
2. mult(f(0, 0, Z)) no depende de Z.
Definición 2.1.10. Si f es un polinomio que define a A (A ' R
〈f〉
) y sea
P ∈ Spec(R) la imagen inversa de p ∈ Spec(A), entonces f ∈ P (vea item 2
de la observación 1.1.1). La multiplicidad de Ap es el único entero “e” tal
que f ∈ P (e) mientras f /∈ P (e+1) (P (e) = (P eRP ) ∩R, vea Definición 1.1.6),
la cual es denotada por mult(Ap).
Observe que desde que P e es P primario (vea Definición 1.1.6) se tiene que
P (e) = P e, luego por la Proposición 1.1.5 podemos decir que la multiplicidad
de Ap es el único entero e tal que f ∈ P e mientras f /∈ P e+1.
Se prueba que mul(Ap) es 1 si y solo si Ap es regular y también que
mult(Ap) ≤ mult(A) (vea [14]).
Definición 2.1.11. Sea p ∈ Spec(A). Decimos que p tiene multiplicidad e
en A si Ap tiene multiplicidad e.
Definición 2.1.12. Sea p ∈ Spec(A). Se dice que p es una curva plana con
un punto de multiplicidad ν en su origen si
A
p
es un anillo local de
dimensión 1 y de multiplicidad ν cuyo ideal maximal tiene una base de 2
o menos elementos. En Particular, p es una curva plana con un punto de




en este caso decimos que p es una curva plana no singular (regular).
Dos curvas planas p y q se interceptan transversalmente si p y q
generan el ideal maximal de A.
Definición 2.1.13. Si A es el anillo local. p ∈ Spec(A) es un centro per-





2. mult(Ap) = mult(A).
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Ejemplo 2.1.14. Considere el anillo local A =
R
〈f〉
, donde f el polinomio casi
ordinario del Ejemplo 2.2.4. El ideal p = 〈Y, ζ〉 ∈ Spec(A) es un centro permi-
tido de A, pues
A
p
es principal, de donde p es regular (vea Definición 2.1.12)
y además mult(A) = 4 = mult(p), para más detalles vea Ejemplo 3.3.8.





) = 1), entonces
existe {x, y, z} un sistema de coordenadas de V en O tal que {x, y} es un
sistema de parámetros transversal y tal que p = 〈y, z〉A; este sistema de
coordenadas es llamado sistema de coordenadas locales de V en O





de V . Si f = 0 es la ecuación
que define a V respecto a este sistema de coordenadas de V adaptada a W ,
entonces f ∈ 〈Y, Z〉R; en este caso, se dice que p = 〈y, z〉A es un centro
permitido (mult(Ap) = mult(A) = ν) si y solo si f ∈ 〈Y, Z〉νR, Cuando esto
ocurre (f ∈ 〈X, Y, Z〉νR→ f ∈ 〈Y, Z〉νR), podemos escribir
f = Fν + Fν+1 + · · · ,
donde Fi es una forma de grado i en Y y Z con coeficientes en k[[X]].
Dada la subvariedad W de V = Spec(A) se le puede hacer corresponder





(vea Ejemplo 1.6.1). El punto p es llamado el punto general asociado a la
subvariedad W . Esta correspondencia permite, al tratar con las propiedades
de las subvariedades, que uno se refiera indistintamente a estas o a sus ideales.
Aśı, se dice W es una subvariedad permitida de V o que p es un ideal permitido
de A, etc.
Finalizamos esta sección, definiendo la noción de discriminante de V . Sea
{x, y} un sistema de parámetros de V en O (o de A) y z ∈ m tal que {x, y, z}
es un sistema de coordenadas locales de V (en este caso sabemos que es
regular en Z y por ello podemos tomar una ecuación de V en k[[X, Y ]][Z]).
Sea f ∈ k[[X, Y ]][Z] una ecuación de V , como f no tiene factores múltiples
(desde que A es reducida) y como k[[X, Y ]] es un dominio de factorización
única tenemos que el Z−discriminante de f , DZ(f) = D(X, Y ) ∈ k[[X, Y ]]
es no nulo (vea Proposición 1.5.2). Sea DZ = D
β1
1 · · ·Dβnn la descomposición
de DZ en factores irreducibles, denotaremos por red(DZ) = D1 · · ·Dn a la
descomposición reducida de DZ .
Definición 2.1.15. La discriminante de V respecto del sistema de parámetros
{x, y} es una subvariedad de Spec(k[[X, Y ]]) cuya ecuación es red(DZ), y es
denotado por ∆x,y.
34
2.2. Superficies Casi Ordinarias
Definición 2.2.1. Decimos que V = Spec(A) es una superficie casi ordina-
ria si existe un sistema de parámetros de V , {x, y}, tal que el discriminante
∆x,y, de V es una curva lisa o una curva con un punto doble ordinario (unión
de 2 curvas lisas transversales).
Cuando V = Spec(A) es una superficie casi ordinaria, mediante un cambio
de parámetros de la forma
x′ = h(x, y),
y′ = g(x, y),
(h, g son polinomios lineales en dos variables) se puede conseguir que el dis-
criminante ∆x′,y′ de V tenga por ecuación XY .
Supongamos que el sistema de parámetros {x, y} cumplen la condición
anterior, y sea z ∈ m ⊂ A tal que {x, y, z} es un sistema de coordenadas de
V . Consideremos el polinomio que define o representa a V respecto a dicho
sistema de coordenadas,
f(X, Y, Z) = Zm + g1(X, Y )Z
m−1 + · · ·+ gm(X, Y ),
con 0 6= gi(X, Y ) ∈ k[[X, Y ]], gi(0, 0) = 0; para todo i = 1, ...,m. (vea ob-
servación 2.1.7). Desde que ∆x,y tiene por ecuación XY , el Z-discriminante
DZ(f) de f es de la forma
DZ(f) = X
aY bε(X, Y ),
con ε(X, Y ) ∈ (k[[X, Y ]])∗; a, b ∈ Z+0 .
En este caso a f , polinomio que define o representa a la superficie casi
ordinaria V = Spec(A), es llamado polinomio casi ordinario.
Si f es un polinomio casi ordinario y f =
s∏
i=1
fi es su descomposición
en factores irreducibles, entonces cada fi, i = 1, ..., s, es un polinomio casi
ordinario, pues cada DZ(fi), con i = 1, ..., s divide a DZ(f) y por tanto es de
la forma
DZ(fi) = X
aiY biεi(X, Y ), con ai ≤ a, bi ≤ b y εi(X, Y ) 6= 0.
Ahora, si V1, ..., Vs es la descomposición de V en componentes irreducibles,
cada Vi tiene ecuación fi, luego es casi ordinaria.
En este caso, usaremos el término f es un polinomio que define o
representa al anillo A si f es un polinomio que define o representa a la
superficie casi ordinaria V = Spec(A).
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Cuando f es un polinomiocasi ordinario e irreducible de orden m en Z
sobre k[[X, Y ]], por el Teorema de Jung-Abhyankar (Teorema 1.4.6) exis-
ten, n ∈ Z+ (no necesariamente n = m, ver Observación 2.2.5) y series de
potencias fraccionarias ζ = H1(X
1/n, Y 1/n), ..., ζm = Hm(X
1/n, Y 1/n), tal que




donde, ζi = Hi(X
1/n, Y 1/n) = H(wi1X
1/n, wi2Y
1/n), con wni1 = w
n
i2 = 1 (wi1,
wi2 son ráıces n-ésimas de la unidad).
Las ráıces ζ1, ζ2, ..., ζm del polinomio casi ordinario irreducible f son lla-
madas ramas de f . Fijado ζ = ζ1, una ráız de f , las otras ráıces del mismo
polinomio ζ1, ζ2, ..., ζm son llamadas conjugadas de ζ.
Definición 2.2.2. Diremos que A es un anillo local casi ordinario o sim-
plemente un anillo casi ordinario si el polinomio que representa o define a
A es casi ordinario e irreducible. Si ζ es una ráız del polinomio casi ordinario
f (rama casi ordinaria), entonces diremos que ζ es un representante de A.
Notemos que en este caso, A siempre será un dominio de integridad desde
que f es irreducible.
Observación 2.2.3. Una rama casi ordinaria ζ de f representa al anillo A
si y solo si A ' k[[X, Y ]][ζ].
Ejemplo 2.2.4. (Vea [8]). Sea f el polinomio de Weierstrass en Z sobre
K[[X, Y ]] e irreducible dado por:
f(X, Y, Z) = Z4 + (−2XY 3 − 4XY 4 − 2XY 5)Z2 + (−4X2Y 6 − 4X2Y 7)Z
+(X2Y 6 + 4X2Y 7 + 6X2Y 8 + 4X2Y 9 +X2Y 10 −X3Y 9).
Observe que el Z-discriminante de f viene dada por:
DZ(f) = −256X7Y 21((1 + Y )4 +XY 3),
luego f es un polinomio casi-ordinario irreducible. Una ráız de este polinomio
casi-ordinario es:
ζ = H(X1/4, Y 1/4) = X2/4Y 6/4 +X2/4Y 10/4 +X3/4Y 9/4 ∈ C[[X1/4, Y 1/4]].
Fijando esta ráız y denotando m1 = X
2/4Y 6/4 , m2 = X
2/4Y 10/4 y m3 =
X3/4Y 9/4 a los monomios que componen a ζ, las otras ráıces de f deben
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obtenerse del siguiente cálculo:
ζ1 = H1((1)X
1/4, (1)Y 1/4) = m1 +m2 +m3
ζ2 = H2((1)X
1/4, (−1)Y 1/4) = m1 +m2 −m3
ζ3 = H3((1)X
1/4, (i)Y 1/4) = −m1 −m2 + im3
ζ4 = H4((1)X
1/4, (−i)Y 1/4) = −m1 −m2 − im3
ζ5 = H5((−1)X1/4, (1)Y 1/4) = m1 +m2 −m3
ζ6 = H6((−1)X1/4, (−1)Y 1/4) = m1 +m2 +m3
ζ7 = H7((−1)X1/4, (i)Y 1/4) = −m1 −m2 − im3
ζ8 = H8((−1)X1/4, (−i)Y 1/4) = −m1 −m2 + im3
ζ9 = H9((i)X
1/4, (1)Y 1/4) = −m1 −m2 − im3
ζ10 = H10((i)X
1/4, (−1)Y 1/4) = −m1 −m2 + im3
ζ11 = H11((i)X
1/4, (i)Y 1/4) = m1 +m2 +m3
ζ12 = H12((i)X
1/4, (−i)Y 1/4) = m1 +m2 −m3
ζ13 = H13((−i)X1/4, (1)Y 1/4) = −m1 −m2 + im3
ζ14 = H14((−i)X1/4, (−1)Y 1/4) = −m1 −m2 −m3
ζ15 = H15((−i)X1/4, (i)Y 1/4) = m1 +m2 +m3
ζ16 = H16((−i)X1/4, (−i)Y 1/4) = m1 +m2 −m3
donde, 1, −1, i y −i son ráıces cuartas de la unidad. De este cálculo tenemos
que las conjugadas de ζ son:
ζ1 = m1 +m2 +m3 = X
2/4Y 6/4 +X2/4Y 10/4 +X3/4Y 9/4
ζ2 = m1 +m2 −m3 = X2/4Y 6/4 +X2/4Y 10/4 − (X3/4Y 9/4)
ζ3 = −m1 −m2 + im3 = −(X2/4Y 6/4)− (X2/4Y 10/4) + i(X3/4Y 9/4)
ζ4 = −m1 −m2 − im3 = −(X2/4Y 6/4)− (X2/4Y 10/4)− i(X3/4Y 9/4).
En todo lo que sigue trabajamos con polinomios casi ordinarios irredu-
cibles, y decir que f es un polinomio casi ordinario significará que f es un
polinomio casi ordinario irreducible.
Observación 2.2.5. Este ejemplo muestra que las ráıces de f son series de
potencias fraccionarias ζ ∈ C[[X1/4, Y 1/4]] de orden ≤ 4 = degZ(f); es decir,
el orden de las ráıces coinciden con el grado de f , en general esto no siempre
se cumple, por ejemplo considere el polinomio casi ordinario
f(X, Y, Z) = Z4 − 8Y Z3 + (24Y 2 − 2Y 3 − 2XY 4)Z2+
(−32Y 3 + 8Y 4 + 8XY 5)Z + 16Y 4 − 8Y 5+
Y 6 + 2XY 7 − 8XY 6 +X2Y 8 − 4XY 7
cuya discriminante es
DZ(f) = 4096X
2Y 2(1− 2XY +X2Y 2).
Una ráız de f es ζ = H(X1/2, Y 1/2) = 2(Y 1/2)2 +Y 3/2 +X1/2(Y 1/2)4, tenemos
entonces, que degZ(f) = 4, pero ζ ∈ C[[X1/2, Y 1/2]]..
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Las siguientes proposiciones ( 2.2.6 y 2.2.9) nos dan las caracteŕısticas de
las ráıces de un polinomio casi ordinario f .
Proposición 2.2.6. Si f es un polinomio casi ordinario en Z sobre k[[X, Y ]]
de orden m y ζ = H1, ..., ζm = Hm sus ráıces, entonces ζi−ζj = Mijεij,∀i 6= j,
donde Mij = X
λij/nY µij/n es un monomio en X1/n y Y 1/n, λij, µij son enteros
que dependen de i, j y ε(X1/n, Y 1/n) es una unidad en φn.
Demostración. El Z-discriminante de f , DZ(f), es:∏
i6=j
(Hi(X
1/n, Y 1/n)−Hj(X1/n, Y 1/n))
y como f es casi ordinario se tiene∏
i6=j
(Hi(X
1/n, Y 1/n)−Hj(X1/n, Y 1/n)) = XaY bε(X, Y ),
donde a, b ∈ Z+0 ; ε(X, Y ) ∈ (k[[X, Y ]])∗.
Como k[[X1/n, Y 1/n]] es un dominio de factorización única (DFU) y
k[[X1/n, Y 1/n]] = φn,
tenemos que φn es un DFU. Aśı,
Hi(X
1/n, Y 1/n)−Hj(X1/n, Y 1/n) = Xλij/nY µij/nε(X1/n, Y 1/n),
donde Mij = X
λij/nY µij/n es un monomio en X1/n y Y 1/n, λij, µij son enteros
que dependen de i, j y ε(X1/n, Y 1/n) es una unidad en φn (ε(0, 0) 6= 0).
Definición 2.2.7. Los monomios descritos en la Proposición 2.2.6, Mij =
Xλij/nY µij/n, son llamados los monomios distinguidos de ζ y los pares
ordenados (λij, µij) son llamados los pares distinguidos de ζ.
Ejemplo 2.2.8. Calculemos los monomios distinguidos y pares distinguidos
del polinomio casi ordinario del Ejemplo 2.2.4.
Del Ejemplo 2.2.4 se tiene que las ráıces de f son:
ζ1 = m1 +m2 +m3 = X
2/4Y 6/4 +X2/4Y 10/4 +X3/4Y 9/4
ζ2 = m1 +m2 −m3 = X2/4Y 6/4 +X2/4Y 10/4 − (X3/4Y 9/4)
ζ3 = −m1 −m2 + im3 = −(X2/4Y 6/4)− (X2/4Y 10/4) + i(X3/4Y 9/4)
ζ4 = −m1 −m2 − im3 = −(X2/4Y 6/4)− (X2/4Y 10/4)− i(X3/4Y 9/4).
Luego, los monomios distinguidos se calculan de la siguiente manera:
M12 = ζ1 − ζ2 = 2m3 = m3(2)
M13 = ζ1 − ζ3 = 2m1 + 2m2 + (1− i)m3 = m1(2 + 2Y + (1− i)X1/4Y 3/4)
M14 = ζ1 − ζ4 = 2m1 + 2m2 + (1 + i)m3 = m1(2 + 2Y + (1 + i)X1/4Y 3/4)
M23 = ζ2 − ζ3 = 2m1 + 2m2 − (1 + i)m3 = m1(2 + 2Y − (1 + i)X1/4Y 3/4)
M24 = ζ2 − ζ4 = 2m1 + 2m2 + (i− 1)m3 = m1(2 + 2Y + (i− 1)X1/4Y 3/4)
M34 = ζ3 − ζ4 = (i+ 1)m3 = m3(i+ 1).
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Aśı, los monomios distinguidos distintos de ζ son: M1 = m1 = X
2/4Y 6/4,
M2 = m3 = X
3/4Y 9/4, y los pares distinguidos son: (2/4, 6/4), (3/4, 9/4).
Proposición 2.2.9. Sea f un polinomio casi ordinario en Z de orden m sobre
k[[X, Y ]]. Si ζ una ráız de f , entonces las conjugadas de ζ no son unidades.
Demostración. Se tiene que:
m∏
i=1
(z −Hi(X1/n, Y 1/n)) = f(X, Y, Z) = zm + g1(x, y)Zm−1 + · · ·+ gm(X, Y ).
Cuando X = Y = 0, tenemos
m∏
i=1
(Z −Hi(0, 0)) = f(0, 0, Z) = Zm,
entonces
ζi = Hi(0, 0) = 0, i = 1, ...m.
Por lo tanto, las conjugadas de ζ no son unidades.
Rećıprocamente, la siguiente proposición nos dice que si ζ ∈ φn cumple
las propiedades descritas en las proposiciones 2.2.6 y 2.2.9, ζ es una ráız de
un polinomio casi ordinario.
Proposición 2.2.10. Si ζ no es unidad en φn y para cada conjugada ζi 6= ζ
de ζ se tiene ζ − ζi = Miεi, donde Mi es algún monomio en X1/n, Y 1/n y εi
es una unidad en φn. Entonces el polinomio
m∏
i=1
(Z − ζi) es casi ordinario.
Demostración. Sean ζi, ζj dos conjugadas distintas de ζ, se tiene
Mjεj −Miεi = (ζ − ζj)− (ζ − ζi) = ζi − ζj.
Por propiedad de los monomios distinguidos (vea Proposición 2.2.20) se cum-
ple Mj < Mi o Mi < Mj, denotando al menor de ellos por Mij se tiene
ζi − ζj = Mijεij,
donde Mij = X
λij/nY µij/n es un monomio en X1/n, Y 1/n y ε(X1/n, Y 1/n) es




(Z− ζi) es de la forma XaY bε(X, Y ), donde a, b ∈ Z+




(Z − ζi) es casi ordinario.
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(Z − ζi) es llamado el polinomio mı́nimo de ζ.
Definición 2.2.12. ζ ∈ φn es una rama casi ordinaria si su polinomio
mı́nimo es un polinomio casi ordinario.
A continuación, describimos las propiedades de los monomios caracteŕısti-
cos.
Proposición 2.2.13. Cualquier conjugada de una rama casi ordinaria ζ tiene
el mismo conjunto de monomios caracteŕısticos.
Demostración. Sean ζ = ζ1, ζ2, ..., ζm las conjugadas de ζ (ráıces del mismo
polinomio casi ordinario sobre k[[X, Y ]]), entonces
ζi − ζj = Xλij/nY µij/nεij, para todo i 6= j,
donde λij, µij son enteros que dependen de i, j, y εij(X
1/nY 1/n) es una unidad
en φn.
Ahora, pensemos en ¿Cómo son los monomios distinguidos de las conju-
gadas de ζ = ζ1, digamos de ζj con j 6= 1?. Para responder a esta pregunta
notemos que las conjugadas de ζj son: ζ = ζ1, ζ2, ..., ζm; es decir, tiene las mis-
mas conjugadas que ζ y como los monomios distinguidos de ζj dependen de
las conjugadas de ζj , se tiene que ζj tiene los mismos monomios distinguidos
que ζ.
Sea ζ = H(X1/n, Y 1/n) una rama casi ordinaria, denotemos por L =
k((X, Y )), L(ζ) = k((X, Y ))(ζ) y Ln = k((X
1/n, Y 1/n)) el cuerpo de frac-
ciones de k[[X, Y ]], k[[X, Y ]](ζ) y k[[X1/n, Y 1/n]] respectivamente. La relación
entre ellos es
L ⊂ L(ζ) ⊂ Ln.
Ln es una extension de Galois de L (el caso general de esta afirmación se ha
probado en el caṕıtulo 1 en Proposición 1.4.3) y por tanto, también lo es
L(ζ). A continuación, demostraremos que Ln es una extension de Galois de
L, para ello necesitamos los siguientes resultados
Proposición 2.2.14. Ln = L(X
1/n, Y 1/n).
Demostración. En el caṕıtulo 1 probamos que
k[[X1/n, Y 1/n]] = k[[X, Y ]](X1/n, Y 1/n).





[L(X1/n1 , Y 1/n2) : L] = n1n2.
Demostración. Vea [8].
Observación 2.2.16. Como consecuencia de la Proposición 1.4.3, dado θ ∈
G(Ln/L) también podemos escribirlo de la siguiente forma:
θ : Ln → Ln
X1/n → w1θX1/n





n = 1; esto es, w1θ y w2θ son ráıces n-ésimas de la
unidad (no necesariamente primitivas).
De la observación anterior, se tiene que un elemento del grupo de Galois
G(Ln/L) actúa sobre una rama casi ordinaria de la siguiente forma:
θ(ζ) = θ(H(X1/n, Y 1/n)) = H(w1θX
1/n, w2θY
1/n).
Es decir, la imagen de la rama ζ v́ıa θ es un conjugado de ζ. Aśı, dados
ζ = ζ1, ζ2, ..., ζm, conjugadas de ζ, para todo ζi existe θi ∈ G(Ln/L) tal que
θi(ζ) = ζi con i = 1, ...,m.
En particular, dado ζj es posible encontrar un automorfismo θ ∈ G(Ln/L)
tal que θ(ζj) = ζ1 con j ∈ {1, 2, ...,m}, entonces θ(ζi) = ζk con k ≥ 2 para
i 6= j. Además, se sabe que
ζi − ζj = Mijεij,
entonces
θ(ζi − ζj) = θ(Mijεij)
θ(ζi)− θ(ζj) = θ(Xλij/nY µij/nεij(X1/nY 1/n))


























Mk = Mij = X
λij/nY µij/n.
Aśı, los monomios distinguidos son {Mk}2≤k≤m, pues se puede dar el caso
Mi = Mj con i 6= j; i, j ∈ {2, ...,m} como se muestra en el Ejemplo 2.2.8.
A partir de aqúı denotaremos a los exponentes de los monomios Mk =
xλk1/nyµk1/n; es decir, a los pares distinguidos (λk1/n, µk1/n) simplemente por
(λk, µk).
Proposición 2.2.17. Todos los monomios distinguidos aparecen en la expre-
sión de ζ como serie de potencia fraccionaria.
Demostración. Se sabe que toda conjugada de ζ = ζ1 = H(X
1/n, Y 1/n) es de




n = 1 y que
ζ − ζi = Miεi, i ∈ {2, ....,m},
es decir, al restar ζ con cada una de sus conjugadas, ζi, nos quedan los mono-
mios distinguidos Mi en producto con una unidad de φn. Para que esto suceda
necesariamente los Mi deben aparecer con coeficiente no nulo en la expresión
de ζ.
Definición 2.2.18. Sean (λ, µ), (σ, τ) ∈ Q×Q diremos que (λ, µ) ≤ (σ, τ) si
y solo si λ ≤ σ y µ ≤ τ .
Definición 2.2.19. Dados dos monomios distinguidos Mi = X
λY µ, Mj =
XσY τ diremos que Mi ≤Mj si y solo si (λ, µ) ≤ (σ, τ).
Proposición 2.2.20. Dados dos monomios distinguidos de la rama ζ, Mi =
XλY µ y Mj = X
σY τ se tiene que Mi ≤ Mj ((λ, µ) ≤ (σ, τ)) o Mj ≤ Mi
((σ, τ) ≤ (λ, µ)).
Demostración. Sean ζi, ζj conjugadas de ζ distintas de ζ, entonces
ζ − ζi = Miεi
y
ζ − ζj = Mjεj
de donde
Mjεj −Miεi = (ζ − ζj)− (ζ − ζi) = ζi − ζj = Mijεij
y supongamos que no se cumple Mi ≤Mj ni Mj ≤Mi, entonces debe ocurrir
uno de los siguientes casos
1. λ < σ ∧ µ > τ
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2. λ > σ ∧ µ < τ
Si se diera el primer caso tendŕıamos que
Mjεj −Miεi = XσY τεj −XλXµεi = XλY τ (Xσ−λ − Y µ−τ ).
Como (Xσ−λ−Y µ−τ ) no es unidad esto implicaŕıa que ζ no cumple la propie-
dad de una rama casi ordinaria lo que es una contradicción. Procediendo de
forma análoga en el segundo caso obtendŕıamos la misma contradicción.
Observación 2.2.21. Sea θ ∈ G(Ln/L) tal que θ(ζ) = ζi con i ≥ 2 (recor-
demos que ζ = ζ1) entonces θ(Mi) 6= Mi. En efecto: Desde que θ(ζ) = ζi
con i ≥ 2 se tiene que ζ − ζi = Miεi. Por contradicción supongamos que
θ(Mi) = Mi entonces se tendŕıa
ζ − ζi = ζ − θ(ζ) = (· · ·+ ciMi + · · · )− (· · ·+ ciMi + · · · ) = 0 (6= Miεi),
donde ci ∈ k. Entonces ζ no seŕıa una rama casi ordinaria, lo cual es una
contradicción.
Proposición 2.2.22. Si {Mr}1≤r≤s es el conjunto de los monomios distin-
guidos diferentes de la rama casi ordinaria ζ. Entonces L(ζ) = L(M1, ...,Ms)
Demostración. Supongamos que θ /∈ G(Ln/L(ζ)), entonces θ(ζ) = ζi, i 6= 1,
por la Observación 2.2.21 θ(Mi) 6= Mi, entonces θ /∈ G(Ln/L(M1, ...,Ms))
por el método de la contrareciproca se concluye que G(Ln/L(M1, ...,Ms)) ⊂
G(Ln/L(ζ)), esto implica que
L(ζ) ⊂ L(M1, ...,Ms).
Reciprocamente, si θ ∈ G(Ln/L(ζ)) entonces θ(ζ) = ζ y por la Proposi-
ción 2.2.17, se tiene θ(Mi) = Mi, para todo i = 1, ..., s. Entonces θ ∈
G(Ln/L(M1, ...,Ms)). Se concluye que G(Ln/L(ζ)) ⊂ G(Ln/L(M1, ...,Ms)),
esto implica
L(M1, ...,Ms) ⊂ L(ζ).
De ambas inclusiones se tiene que L(ζ) = L(M1, ...,Ms).
Proposición 2.2.23. Sea s ∈ Z y Mi = XλiY µi, i = 1, ..., s monomios
arbitrarios con exponentes fraccionarias. Entonces XλY µ ∈ L(M1, ...,Ms) si
y solo si
(λ, µ) = q1(λ1, µ1) + (λ2, µ2) + · · ·+ qs(λs, µs) mod Z× Z.
Demostración. Vea [9].
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Proposición 2.2.24. Sean Mi = X
λiY µi, i = 1, ..., s; los monomios distin-
guidos de la rama casi ordinaria ζ enumerados de tal forma que (λ1, µ1) <
(λ2, µ2) < · · · < (λs, µs). Supongamos que cλµXλY µ es un término de ζ
(cλµ 6= 0) tal que M = XλY µ ∈ L(M1, ...,Mt) y XλY µ /∈ L(M1, ...,Mt−1).
Entonces
1. Existe un automorfismo θ que deja fijo a M1, ...,Mt−1 y mueve a M
(θ(M) 6= M).
2. θ debe mover a Mt y (λt, µt) ≤ (λ, µ)
Demostración. Primero veamos que 1.−→ 2. En efecto: como M = XλY µ ∈
L(M1, ...,Mt), entonces
(λ, µ) = q1(λ1, µ1) + · · ·+ qt(λt, µt) + Z× Z
como θ mueve a M , tenemos que
θ(M) 6= M
esto es equivalente a
θ(Xq1λ1+···+qtλt+ZY q1µ1+···+qtµt+Z) 6= Xq1λ1+···+qtλt+ZY q1µ1+···+qtµt+Z
como θ que deja fijo a M1, ...,Mt−1, se tiene
θ(XλtY µt) 6= XλtY µt
θ(Mt) 6= Mt.
Por otro lado, Mt y M aparecen con coeficientes no nulos en ζ − θ(ζ); es
decir,
ζ − θ(ζ) = · · ·+ cλtµtXλtY µt + cλµXλY µ + · · ·
además, como ζ es una rama casi ordinaria
ζ − θ(ζ) = Mrεr.
Luego, por la Propiedad de una rama casi ordinaria dada en la Proposición
2.2.20, (λr, µr) ≤ (λ, µ) y (λr, µr) ≤ (λt, µt); entonces Mr ∈ {M1, ...,Mt},
pero θ deja fijos a {M1, ...,Mt−1} y Mr no debe quedar fijo por θ. Aśı, la
única posibilidad es que Mr = Mt. Luego (λt, µt) ≤ (λ, µ).
Observación 2.2.25. Para todo 1 ≤ t ≤ s, existe θ ∈ G(Ln/L) tal que
ζ− θ(ζ) = Mtεt. Si XλY µ es movido por θ, de la proposición 2.2.24 tenemos
que (λt, µt) ≤ (λ, µ); esto nos dice que θ fija a M1, ...,Mt−1. Por otro lado,
como Mt es movido por θ entonces Mt /∈ L(M1, ...,Mt−1).
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El siguiente teorema da las condiciones necesarias y suficientes para que
una serie de potencias fraccionarias sea una rama casi ordinaria.




αY β una serie de potencias frac-
cionarias, para que ζ sea una rama casi ordinaria es necesario y suficiente
que existan (λ1, µ1), ..., (λs, µs) ∈ Γn × Γn tales que
1. (0, 0) < (λ1, µ1) < (λ2, µ2) < ... < (λs, µs) y cλiµi 6= 0 para todo i =
1, ..., s. Por comodidad hacemos (0, 0) = (λ0, µ0).
2. Si cλµ 6= 0 entonces (λ, µ) = q1(λ1, µ1)+ · · ·+qj(λs, µs)+Z×Z.; qi ∈ Z.
3. Si cλµ 6= 0 y τ = τ(λ, µ) es el menor de los enteros t ≥ 0 tal que (λ, µ)
se escribe como una combinación lineal de (λ0, µ0), (λ1, µ1), ..., (λt, µt)
módulo Z× Z entonces (λ, µ) ≥ (λτ , µτ ).
4. τ(λi, µi) = i, para todo i = 1, ..., s.
Si estos pares existen, ellos están únicamente determinados por ζ.
Demostración. La condición necesaria se sigue de las propiedades de los mo-
nomios distinguidos descritas anteriormente. En efecto: supongamos que ζ es
una rama casi ordinaria, entonces:
1. Sean ζ = ζ1, ..., ζm las conjugadas de ζ. Sabemos que para todo i =
1, ...,m existe θi ∈ G(Ln/L) tal que θi(ζ) = ζi. Aśı, se obtienen los
monomios distinguidos dados por ζ − θj(ζ) = Mjεj, Mj = XλjY µj con
2 ≤ j ≤ m. Quitando los monomios repetidos y usando la Proposición
2.2.20 se obtiene el conjunto de monomios distinguidos {Mi}si=1 con
1 ≤ s ≤ m distintos y totalmente ordenados. Finalmente mediante
una re-enumeración podemos asumir que M1 < M2 < · · · < Ms o
equivalentemente (0, 0) < (λ1, µ1) < · · · < (λs, µs).
Por otro lado, se tiene que cλiµi 6= 0, pues si cλiµi = 0 para algún
i ∈ {1, ..., s}, entonces Mi no estaŕıa en ζ, luego no seŕıa un monomio
distinguido.
2. Si cλµ 6= 0 entonces el monomio cλµXλY µ está presente en la expre-
sión de ζ, entonces cλµX
λY µ ∈ L(ζ), por la Proposición 2.2.22 L(ζ) =
L(M1, ...,Ms) y por la Proposición 2.2.23,
(λ, µ) = q1(λ1, µ1) + · · ·+ qs(λs, µs) + Z× Z.
3. Si cλµ 6= 0 y τ = τ(λ, µ) es el menor de los enteros t ≥ 0 tal que (λ, µ)
se escribe como una combinación lineal de (λ0, µ0), (λ1, µ1), ..., (λt, µt)
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módulo Z × Z; esto es equivalente a decir que τ = τ(λ, µ) es el me-
nor de los enteros t ≥ 0 tal que XλY µ ∈ L(M1, ...,Mτ ) y XλY µ /∈
L(M1, ...,Mτ−1), entonces usando la Proposición 2.2.24 se tiene (λ, µ) ≥
(λτ , µτ ).
4. τ(λi, µi) = i es equivalente a decir Mi /∈ L(M1, ...,Mi−1) y Mi ∈
L(M1, ...,Mi), lo cual queda probado por la Observación 2.2.25.





es una serie de potencias fraccionarias y que existen (λ1, µ1), ..., (λs, µs) ∈
Γn×Γn tales que cumplan las propiedades del teorema. Se mostrará que ζ es
una rama casi ordinaria, es decir:






αY β, i = 0, 1, ..., s,
donde τ(α, β) = i significa que i es el menor entero mayor o igual a cero tal
que
(α, β) = q0(λ0, µ0) + ...+ qi(λi, µi), qi ∈ Z.
Por 1.), 3.) y 4.) los Hi son de la forma
H0 = cλ0µ0X
λ0Y µ0 + cλµX
q0λ0+ZY q0µ0+Z + · · ·
H1 = cλ1µ1X
λ1Y µ1 + cλµX
q0λ0+q1λ1+ZY q0µ0+q1µ1+Z + · · ·
...
Hs = cλsµsX
λsY µs + cλµX




1/n, Y 1/n) = Miui, ∀i ≥ 1,
donde Mi = X
λiY µi y ui(0, 0) 6= 0.
Como todos los monomios de ζ satisfacen la propiedad (2)
ζ = H0 + · · ·+Hs.
Sea θ ∈ G(Ln/L), recordemos que esto significa que θ es un automorfismo de
Ln que deja fijo a L, y sea 1 ≤ t ≤ s, se tiene que θ deja fijo a H1, ..., Ht
si y solo si deja fijos a M1, ...,Mt, esto se cumple por la forma como están
definidos los Hi’s.
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Además, θ(ζ) 6= ζ implica que existe j ∈ {1, ...s} tal que θ(Mj) 6= Mj. Sea
t el menor j tal que cumple la condición anterior, entonces θ debe dejar fijo a
M1, ...,Mt−1, luego
θ(ζ)− ζ = Mtεt, donde Mt = XλtY µt , εt(0, 0) 6= 0.
Aśı, hemos probado que ζ es una rama casi ordinaria.
También podemos ver que los pares distinguidos están entre los (λi, µi),
i = 1, ..., s. Rećıprocamente, la Proposición 2.2.25 muestra que para todo i ≥
1, Mi /∈ L(M1, ...,Mi−1); por lo tanto, existe un automorfismo ϕ ∈ G(Ln/L)
dejando fijo a M1, ...,Mi−1 y moviendo a Mi. Claramente se tiene que ζ −
ϕ(ζ) = Miεi, con εi(0, 0) 6= 0. De aqúı se ve que (λi, µi) es un par distinguido,
para todo i ≥ 1.
De la demostración del Teorema 2.2.26 se tiene el siguiente corolario.
Corolario 2.2.27. Si ζ ∈ φn es una rama casi ordinaria, entonces
1. ζ ∈ k[[X, Y ]] o
2. ζ = H0 +X
λY µH(X1/nY 1/n),
donde H0(X, Y ) ∈ k[[X, Y ]], H(0, 0) 6= 0 y (λ, µ) es el menor par distinguido
de ζ.
2.3. Normalización de una Rama Casi Ordinaria
En esta sección describiremos las ramas casi ordinarias normalizadas, y
fuertemente normalizadas.
Empezamos describiendo a las ramas casi ordinarias normalizadas, las cua-
les forman un subconjunto de las ramas casi ordinarias que tienen una forma
especial que será de mucha utilidad para facilitar cálculos que realizaremos
más adelante con las ramas casi ordinarias.
Lema 2.3.1.
1. Si ζ es un representante del anillo casi ordinario A, entonces ζ − h con
h ∈ k[[X, Y ]] y h(0, 0) = 0 también es un representante de A.
2. ζ y ζ − h tienen los mismos pares distinguidos.
Demostración. Sean ζ = ζ1, ..., ζm conjugadas de ζ. Como las ζi son dadas
por ζi = θi(ζ), con θi ∈ G se cumple:
ζ − θi(ζ) = ζ − ζi = Miεi, para todo i = 2, ...,m.
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Luego,
(ζ − h)− θi(ζ − h) = ζ − h− ζi + h = ζ − ζi = Miεi.
Aśı, ζ−h también es una rama casi ordinaria que tiene los mismos monomios
distinguidos de ζ.
Ahora, para mostrar que ζ − h también representa a A basta notar que
A ' k[[X, Y ]][ζ − h]. En efecto:
tenemos que
A ' k[[X, Y ]][ζ],
pues ζ representa a A, y mediante la identificación ζ = ζ − h se tiene
k[[X, Y ]][ζ] ' k[[X, Y ]][ζ − h],
entonces
A ' k[[X, Y ]][ζ − h].






denotando por h =
∑′ cαβXαY β donde la suma se realiza sobre los (α, β) ∈
Z× Z, entonces por del Lema 2.3.1, ζ ′ = ζ − h también es una rama repre-
sentante de A en la cual no aparecen monomios con exponentes enteros. Del
Corolario 2.2.27, tenemos
1. ζ ′ = 0 o
2. ζ ′ = XλY µu(X1/n, Y 1/n),
donde (λ, µ) es el menor par distinguido de ζ ′ y u(0, 0) 6= 0.
Lema 2.3.2. (Lema de la inversión) Sea ζ = Xu/nH(X1/n, Y 1/n), con 0 <
u < n y H(0, 0) 6= 0 una rama que define al anillo casi ordinario A, entonces
A tiene una rama que la define de la forma ζ ′ = Xn/uH ′(X1/u, Y 1/n) con
H ′(0, 0) 6= 0.
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Demostración. Sea f(X, Y, Z) el polinomio mı́nimo de ζ. Las conjugadas de ζ
son de la forma ζi = X
u/nHi(X
1/n, Y 1/n), con Hi(0, 0) 6= 0, i = 1, ...,m donde
m es el grado de f en Z. Aśı,
f(X, Y, Z) =
m∏
i=1
(Z −Xu/nHi(X1/n, Y 1/n)).
Veamos que f es regular en X de orden mu/n. Para ello, notemos que
f(X, 0, 0) =
m∏
i=1
(0−Xu/nHi(X1/n, 0) = Xmu/nH̃(X1/n, 0),
con H̃(0, 0) 6= 0. Luego, f es regular en X de orden mu/n. Por el Teorema de
preparación de Weierstrass, existe E(X, Y, Z) ∈ k[[X, Y, Z]], conE(0, 0, 0) 6= 0
tal que Ef = g, donde g es un pseudo polinomio en X de grado mu/n sobre
k[[Y, Z]]. Desde que A ' k[[X, Y, Z]]
(f)
' k[[X, Y, Z]]
(g)
, basta probar
1. g es un polinomio casi ordinario en X sobre k[[Y, Z]].
2. g tiene una ráız de la forma Zn/uH ′(Z1/u, Y 1/n) con H ′(0, 0) 6= 0.
Denotando por
H(X, Y ) = XuH(X, Y ),
entonces
H(X1/n, Y 1/n) = Xu/nH(X1/n, Y 1/n) = ζ.
Construyamos una serie de potencias G, en 2 variables (sobre k), tal que
H(Z1/nG(Z1/n, Y 1/n), Y 1/n) = Z.
Para ello, observe que si W es una indeterminada, entonces
H(X, Y )−W u = XuH(X, Y )−W u
tiene un factor de la forma
XG(X, Y )−W,
con G(0, 0) 6= 0 y G(X, Y )u = H(X, Y ). Observe que XG(X, Y ) − W tie-
ne grado 1 en X, (pues, G(0, 0) 6= 0 ). Por el Teorema de preparación de
Wieiertrass, existe una unidad E(X, Y, Z) tal que
E(X, Y, Z)(XG(X, Y )−W ) = X −G′(W,Y ). (2)
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Haciendo X = 0, tenemos
E(0, Y, Z)(W ) = G′(W,Y ),
entonces








E(0, Y, Z)(W ) = G(W,Y ),
entonces
G(0, 0) 6= 0.
Poniendo X = G′(W,Y ) = WG en ( 2), tenemos
E(WG,Y,W )(WGG(WG,Y )−W ) = 0
y como E(0, 0, 0) 6= 0, se cumple
WGG(WG, y)−W = 0
(WG)u(G(WG,Y ))u = W u
(WG)uH(WG,Y ) = W u
H(WG,Y )−W u = 0.
Realizando la identificación Z1/u = W y Y = Y 1/n, tenemos
H(Z1/uG, Y 1/n)− Z = 0
H(Z1/uG, Y 1/n) = Z. (3)
Ahora, que ya se ha probado la existencia de tal serie, denotemos con λ =
G(Z1/u, Y 1/n), entonces en la ecuación ( 3) nos queda
H(Z1/uλ, Y 1/n) = Z;
y desde que
f(X, Y, ζ) = f(X, Y,H(X1/n, Y 1/n)) = 0. (4)
Sustituyendo X1/n por Z1/uλ (X = Zn/uλn) en ( 4) se tiene que
f(Zn/uλn, Y,H(Z1/uλ, Y 1/n)) = 0
f(Zn/uλn, Y, Z) = 0.
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De aqúı, se tiene que Zn/uλn es una ráız de f y por lo tanto de g. Esto
demuestra 2.
El X-discriminante de g es el producto de todas las conjugadas, sobre
k[[Y, Z]], de todos los elementos gX(Z
n/uλn, Y, Z); es decir, si se denota por
τ = Zn/uλn a la ráız de g y por τi a sus conjugadas, la afirmación anterior




























(Zn/uλn) = Zn/u−1ε′(Z1/u, Y 1/n),
















pues, f(Zn/uλn, Y,H(Z1/uλ, Y 1/n)) = 0. De aqúı
gZ(Z
n/uλn, Y, Z) = E(Zn/uλn, Y, Z)fZ(Z
n/uλn, Y, Z).
Debido a que el producto de todas las conjugadas sobre k[[X, Y ]] del elemento
fZ(X, Y, ζ) es el Z-discriminante y como f es casi ordinario se tiene que
DX(f) = X
aY bε(X, Y ), con ε(0, 0) 6= 0, entonces
fZ(X, Y,H(X











con c, d ∈ Z, ε′′(0, 0) 6= 0.
Aśı,
gZ(Z
n/uλn, Y, Z) = E(Zn/uλn, Y, Z)Zc/uλcY d/nε
′′
((Z1/uλ), Y 1/n)
= Zs/uY t/nε∗(Z1/u, Y 1/n),
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con s, t ∈ Z, ε∗(0, 0) 6= 0.
Por lo tanto, el producto de las conjugadas de gX(Z
n/uλn, Y, Z) es de la forma
ZpY qU(Y, Z), con U(Y, Z) unidad en k[[Y, Z]], donde p, q son enteros no ne-
gativos, desde que gX(Z
n/uλn, Y, Z) es integral sobre k[[Y, Z]]. De esta forma,
se ha mostrado que g es un polinomio casi ordinario.
Aśı, si µ = µ1 = 0 y λ = λ1 < 0, tenemos que f es regular en X (respecto
al sistema de parámetros {y, z}) y los pares caracteŕısticos (respecto al sistema









; 1 ≤ i ≤ s,
con excepción del primer par ordenado en el caso en que resultará tener ambas








Observación 2.3.3. Notemos que en la demostración del lema de inver-
sión se ha terminado con una rama casi ordinaria en Y y Z de la forma
Zn/uH ′(Z1/u, Y 1/n). Por motivos de uniformidad podemos sustituir la letra Z
por X para obtener una rama casi ordinaria “estándar” en X e Y de la forma
Xn/uH ′(X1/u, Y 1/n).
Del Lema de la Inversión y del Lema 2.3.1 se tiene que todo anillo casi
ordinario A puede ser representado por una rama casi ordinaria ζ tal que
1. ζ = 0, o
2. ζ = XλY µH(X1/n, Y 1/n); (nλ, nµ ∈ Z; H(0, 0) 6= 0) tal que λ, µ no
pueden ser ambos enteros y si λ+ µ < 1 entonces λ > 0 y µ > 0.
Definición 2.3.4. Si ζ es de una de las dos formas descritas anteriormente
se le llama rama casi ordinaria normalizada.
A continuación, definimos a las ramas casi ordinarias fuertemente nor-
malizadas ya que los pares distinguidos de estas ramas están relacionadas a
ciertas resoluciones de los anillos a quienes representan.
Dada ζ = XλY µH(X1/n, Y 1/n) una rama casi ordinaria normalizada que
representa al anillo A, con pares distinguidos (λi, µi), intercambiando X e
Y obtenemos otra rama casi ordinaria normalizada ζ ′′ = Y λXµH(Y 1/n, X1/n)
que también representa al anillo A, cuyos pares distinguidos son (µi, λi); salvo
esta ambigüedad los pares distinguidos de dos ramas casi ordinarias normali-
zadas que representan al anillo casi ordinario A son iguales.
Para eliminar esta ambigüedad se definen las ramas casi ordinarias fuer-
temente normalizadas
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Definición 2.3.5. ζ una rama casi ordinaria normalizada es fuertemente
normalizada si
1. ζ = 0 o
2. ζ 6= 0 y si (λi, µi) con i = 1, ..., s. son sus pares distinguidos, se cumple
que (λ1, λ2, ..., λs) ≥ (µ1, µ2, ..., µs) en el orden lexicográfico; es decir,
(λ1, λ2, ..., λs) ≥ (µ1, µ2, ..., µs) si y solo si existe j ∈ {1, ..., s} tal que
λj > µj y λi = µi para todo i < j.
Note que toda rama casi ordinaria ζ puede ser asociada con una rama
casi ordinaria fuertemente normalizada ζ ′′ de la siguiente manera: si ζ es una
rama casi ordinaria y ζ ′ la rama casi ordinaria normalizada asociada a ζ si
ζ ′ es fuertemente normalizada, tomamos ζ ′′ = ζ ′ y si ζ ′ no es fuertemente
normalizada intercambiamos X con Y en ζ ′ y luego tomamos ζ ′′ = ζ ′.
2.4. Cono Tangente y Lugar Singular de un Anillo Casi
Ordinario
En esta sección estudiamos la relación la relación entre los invariantes
que aparecen en las resoluciones parciales y estrictas del anillo casi ordinario
A (el cono tangente aśı como la naturaleza del lugar singular de A) y los
pares distinguidos de cualquier rama normalizada representante de A, estos
resultados han sido obtenidos y adaptados de [9].
Definición 2.4.1. Sea A un anillo local casi ordinario, el cono tangente
de A es el esquema af́ın definido por el anillo graduado asociado grmA de A
con respecto a su ideal maximal m (vea Definición 3.4.20).
Sea A un anillo local casi ordinario y f un polinomio que define a A.
Entonces grmA ' k[X, Y, Z]/〈fI〉, donde fI es la forma inicial de la serie de
potencias f (visto como un elemento de k[[X, Y, Z]]).
Definición 2.4.2. Sea A un anillo. El lugar singular de A , el cual será de-
notado por Sing(A), viene dado por
Sing(A) = {p ∈ Spec(A) | Ap no es un anillo local regular}.
Ap es regular si tiene multiplicidad 1.
Definición 2.4.3. Un anillo local R es anaĺıticamente no ramificado si
la completación R̂ de R no tiene elementos nilpotentes excepto del cero.
Proposición 2.4.4. Sean A un anillo local casi ordinario, ζ una rama nor-
malizada representante de A, f el polinomio mı́nimo de ζ sobre L y fI la
forma inicial de f cuando f es visto como una serie de potencias en X, Y, Z.
Entonces una de las afirmaciones siguientes se cumple:
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1. λ+ µ > 1, y fI = Z
m; donde m = [L(ζ) : L].
2. λ + µ = 1, y fI = (Z
t − X tλY tµ)r; donde t = [L(XλY µ) : L] y r =
[L(ζ) : L(XλY µ)].
3. λ + µ < 1, y fI = cX
mλY mµ; donde c ∈ k, mλ > 0, mµ > 0, m =
[L(ζ) : L].
Demostración. Recordemos que las conjugadas de ζ son de la forma
ζi = X
λY µHi(X
1/n, Y 1/n);Hi(0, 0) 6= 0; i = 1, ...,m.
Aśı,
f(X, Y, Z) =
m∏
i=1




Veamos algunos casos particulares de este producto.
Si m = 1, entonces
f = Z − ζ1
= Z −XλY µH1.




(Z − ζi) = Z2 − (ζ1 + ζ2)Z + ζ1ζ2
= Z2 −XλY µ(H1 +H2)Z +X2λY 2µH1H2.
Si m = 3, entonces
f = Z3 − (ζ1 + ζ2 + ζ3)Z2 + (ζ1ζ2 + ζ1ζ3 + ζ2.ζ3)Z + ζ1ζ2ζ3






(Z − ζi) = Zm + S1Zm−1 + ...+ Sm,
donde Si es la i−ésima suma simétrica del conjunto {ζ1, ..., ζm}. De estas
observaciones,
1. Si λ+ µ > 1, es fácil ver que el término de menor orden (grado) es Zm;
es decir,
fI = Z
m; donde m = [L(ζ) : L].
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2. Si λ + µ < 1, Se tiene que el término de menor orden se encuentra en
XmλY mµH1 . . . Hm = X
mλY mµ(c+ términos de mayor orden ), c ∈ k.
De aqúı,
fI = cX
mλY mµ; donde m = [L(ζ) : L].
y como ζ es normalizada mλ > 0 y mµ > 0.




[Z −XλY µHi(0, 0)].
Desde que un automorfismo θ ∈ G(L(X1/n, Y 1/n)/L) que deja fijo a
ζ = XλY µH(X1/n, Y 1/n) deja también fijo a XλY µ, se concluye que
XλY µ ∈ L(ζ) = L(M1, ....,Ms), con s ≤ m. Esto significa que (λ, µ) =
q1(λ1, µ1) + ... + qs(λs, µs); qi ∈ Z. Por otro lado, el automorfismo
θi ∈ G(L(ζ)/L) que lleva ζ hacia XλY µHi(X1/n, Y 1/n), lleva a XλY µ
hacia XλY µHi(0, 0). Desde que θi env́ıa X
1/n hacia w1X




n = 1, se sigue que la familia de elementos
{XλY µHi(0, 0)}, con i = 1, ...,m es un conjunto completo de conjuga-
das de XλY µ, cada conjugada repitiéndose r = [L(ζ) : L(XλY µ)] veces.
El hecho de que hay t =
m
r
conjugadas distintas da un producto de la
forma (Zt −X tλY tµ) y como cada una de estas se repiten r veces
fI = (Z
t −X tλY tµ)r.




= [L(XλY µ) : L].
Observe que la multiplicidad del anillo casi ordinario A está dada por la
multiplicidad del polinomio (casi ordinario e irreducible) que la define (vea
Teorema 1.1.13) y la multiplicidad del polinomio esta determinado por su
forma inicial; luego, la multiplicidad de A quedará determinada por los pares
distinguidos de la rama casi ordinaria normalizada representante de A(ráız
del polinomio casi ordinario). Aśı, tenemos el siguiente resultado
Proposición 2.4.5.
1. mult(A) = m; si λ+ µ ≥ 1.
2. mult(A) = m(λ+ µ); si λ+ µ < 1.
Demostración. Se sigue inmediatamente del Lema 2.4.4.
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El siguiente teorema nos dice que si A es un anillo local casi ordinario, grmA
está determinado, salvo isomorfismos, por los pares distinguidos de cualquier
rama representante normalizada de A.
Teorema 2.4.6. Sea A un anillo local casi ordinario, N el ideal de elementos
nilpotentes de grmA, ζ cualquier representante de A y sea (λ, µ) el menor par
distinguido de ζ. Entonces solamente una de las siguientes pares de afirma-
ciones se cumple:
1. i) A es un anillo regular, y grmA es un anillo polinomial sobre k.




es un anillo polinomial sobre k y N 6= 0 es un ideal primo.




es de la forma
k[X, Y, Z]
〈Zt −XaY b〉
; donde t, a, b ∈ Z con a+ b = t y
N es un ideal primo.
ii) ζ 6= 0 y λ+µ = 1. El par no ordenado (a, b) y t dependen solo de A;




es de la forma
k[X, Y, Z]
〈XcY d〉
; donde c, d ∈ Z+ y N no es un ideal
primo.
ii) ζ 6= 0 y λ + µ < 1. El par no ordenado (c, d) depende solo de A y
(c, d) = (tλ, tµ) (en algún orden).
Demostración. En primer lugar, grmA es determinado por el par (λ, µ) y el
grado m = [L(ζ) : L]. Desde que L(ζ) = L(M1, ...,Ms), s ≤ m; es decir L(ζ)
se obtiene adjuntando los monomios caracteŕısticos de ζ a L (vea Proposi-
ción 2.2.22) tenemos que m está determinado por los pares distinguidos de
ζ.
Si ζ = 0, entonces por la forma como están definidas las conjugadas de ζ




(Z − 0) = Zm




' k[[X, Y ]] es un anillo local regular. Por otro
lado, fI = Z, entonces grmA =
k[X, Y, Z]
〈Z〉
' k[X, Y ] es un anillo polinomial
sobre el cuerpo k y por tanto un dominio de integridad, de donde N = 〈0〉.
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Si ζ 6= 0 es una rama representante normalizada de A, entonces del lema
anterior (Lema 2.4.4) tenemos las siguientes posibilidades para grmA
1. Si λ + µ > 1, entonces fI = Z
m;m > 1. Luego, grmA =
k[X, Y, Z]
〈Zm〉
(anillo polinomial donde las potencias en Z solo llegan hasta Zm−1)
y N = {g ∈ k[X, Y, Z] | ∃ 0 < n ∈ N; gn ∈ 〈Zm〉} = 〈Z〉 (note
que N 6= 0). Aśı, grmA
N
' k[X, Y ] y como k[X, Y ] es un dominio de
integridad N es un ideal primo.
2. Si λ+ µ = 1, entonces fI = (Z




y N = 〈Zt − XcY d〉 (note que N 6= 0). Aśı,
grmA
N
' k[X, Y, Z]
〈Zt −XcY d〉
, donde t, c, d ∈ Z+ y c+ d = t. Como Zt−XcY d
es irreducible, entonces N = 〈Zt −XcY d〉 es primo.
3. Si λ+µ < 1, entonces fI = X




y N = 〈XcY d〉 (note que N 6= 0). Aśı,
grmA
N
' k[X, Y, Z]
〈XcY d〉
. Como XcY d es reducible, N = 〈XcY d〉 no es primo.
Aśı, hemos probado las implicaciones ii)→ i). Rećıprocamente,
1. i)→ ii) Si ζ 6= 0 es una rama representante normalizada de A, entonces
grmA no es un anillo polinomial y por tanto A no es un anillo regular.
2. i)→ ii) Se sigue del Lema 2.4.4.
3. i)→ ii) El lugar singular de Zt = XcY d o bien tiene dos componentes,
en cuyo caso estás componentes tienen multiplicidades c y d respecti-
vamente, o tiene menos de dos componentes, en cuyo caso uno de los
enteros c, d es 1 y el otro es t − 1 (t es la multiplicidad del origen). Lo
demás se sigue del Lema 2.4.4.
4. i)→ ii) el anillo cociente total de k[X, Y, Z]
〈XcY d〉
, es decir la localización de
k[X, Y, Z]
〈XcY d〉




, es una suma de dos anillos artinianos de longitudes
c y d respectivamente. Lo demás se sigue del lema 2.4.4.
57
El siguiente teorema describe la relación entre la naturaleza del lugar sin-
gular del anillo casi ordinario A (Sing(A)) y los pares distinguidos de cualquier
representante normalizada ζ = XλY µH(X1/n, Y 1/n) de A. Uno de hechos im-
portantes que afirma este teorema es que las únicas curvas (centros) permi-
tidas que pueden aparecer son las que están asociadas a los ideales 〈X, ζ〉A,
〈Y, ζ〉A. Más precisamente, si λ ≥ 1 entonces 〈X, ζ〉A es un centro permitido
de A y si µ ≥ 1, entonces 〈Y, ζ〉A es un centro permitido de A. La demostra-
ción de este teorema y de sus corolarios, que presentamos a continuación, son
reproducciones de las dadas en [9].
Teorema 2.4.7. Sea A un anillo local, entonces una de las siguientes afir-
maciones se cumple.
1. Sing(A) = ∅, esto es, A es un anillo regular.
2. El único miembro de Sing(A) es el ideal maximal m de A.
3. Sing(A) tiene precisamente una componente p 6= m y p es una curva
plana no singular.
4. Sing(A) tiene 2 componentes las cuales son curvas planas que se in-
terceptan transversalmente. Si una de las curvas tiene multiplicidad
ν > 1 en su origen, entonces esta componente tiene multiplicidad <
e = mult(A) en A, mientras que la otra componente es no singular y
tiene multiplicidad e en A.
Además, los pares distinguidos nos dicen: Cual de las 4 afirmaciones se
cumple para A; cual es la multiplicidad de A; cuales son las multiplici-
dades en A de las curvas en el lugar singular de A; la multiplicidad del
origen de cada curva.
Demostración. Podemos asumir que A = k[[X, Y ]][ζ], donde ζ 6= 0 es alguna
rama casi ordinaria normalizada. Aśı el polinomio mı́nimo de ζ tiene la forma
f(X, Y, Z) =
m∏
i=1
[Z −XλY µHi(X1/nY 1/n)]; H(0, 0) 6= 0.
Supongamos que λ > 0. Sea P = 〈X,Z〉R ideal en R = k[[X, Y, Z]].
Entonces P (a) = (P aRP ) ∩ R = P a, a ∈ Z+. En efecto: como P es primo y
P a es P−primaria (vea Definición 1.1.6) y por Proposición 1.1.5 se concluye
que P (a) = (P aRP ) ∩ R = P a, donde P a es a−ésima potencia simbólica
de P . Además, es fácil ver que f ∈ P a si y solo si a ≤ min{m,mλ}; por
lo tanto, si q es el ideal 〈X, ζ〉A en A, entonces q es una curva plana no
singular de multiplicidad min{m,mλ} en A. De forma similar se ve que A
tiene multiplicidad min{m,mλ+mµ}.
Si µ > 0 se tiene resultados similares.
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Supongamos que p ∈ Spec(A) no contiene al discriminante XaY bε de f
(sobre k[[X, Y ]]), entonces Ap es una extensión no ramificada (vea [14]) del
anillo local regular k[[X, Y ]]q (donde q = p∩ k[[X, Y ]]); desde que dim(Ap) =
dim(k[[X, Y ]]q) y que el ideal maximal de Ap es generado por los generadores
del ideal maximal de k[[X, Y ]]q; Ap es regular. Por lo tanto, cualquier ideal
primo en el lugar singular de A contiene a X o a Y . Si suponemos que λ y µ no
se anulan, entonces ambos X e Y dividen f(X, Y, Z)−Zm (en k[[X, Y, Z]]); de
este modo, ambos X e Y dividen ζm en A. Si p contiene uno de X, Y , entonces
p contiene ζ, y p es uno de los ideales 〈X, ζ〉A, 〈Y, ζ〉A, 〈X, Y, ζ〉A. Aśı, (si λ
y µ no se anulan), no hay ideales primos diferentes a estos 3 perteneciendo
al lugar singular de A y vemos que precisamente una de las afirmaciones se
mantiene.
Supongamos que µ = 0. Como ζ es normalizada se tiene que λ > 1, y
aśı el ideal 〈X, ζ〉A es una curva no singular cuya multiplicidad en A es igual
a la multiplicidad de A (es decir, m).
Supongamos que p ∈ Sing(A). Si X ∈ p, entonces, como antes, p es uno
de los ideales 〈X, ζ〉A, 〈X, Y, ζ〉A.
Supongamos que X /∈ p. Entonces Y ∈ p. Desde que f(X, Y, ζ) = 0,
f(X, 0, ζ) ∈ p. Ahora, f(X, 0, Z) =
∏
i
[Z − XλHi(X1/n, 0)]. Afirmamos que
f(X, 0, Z) es una potencia del polinomio mı́nimo g(X,Z) de
ζ = XλH(X1/n, 0),
sobre k[[X]] (o sobre k[[X, Y ]]). Esto significa que la familia de elementos
{XλHi(X1/n, 0)} (i = 1, ...,m) es un conjunto completo de conjugadas de ζ0,
cada conjugada siendo repetida r veces, donde r = [L(ζ) : L(ζ0)]; la prueba
de la ultima afirmación es la misma que la dada para el Lema 2.4.4. Aśı,
f(X, 0, Z) = g(X,Z)r.
Como f(X, 0, ζ) ∈ p, tenemos que g(X, ζ) ∈ p. Por otro lado, desde que
g es un elemento irreducible de k[[X,Z]], el ideal 〈Y, g(X,Z)〉R es un ideal
primo de k[[X, Y, Z]]. Se sigue que p es el ideal 〈Y, g(X, ζ)〉A en A.
Si q es el ideal 〈Y, g(X, ζ)〉A, ¿Cuál es la multiplicidad de Aq?, como un
primer paso para contestar esta pregunta, notemos que L(ζ0) = L(X
1/u), para
algún entero u donde L el cuerpo de cocientes de k[[X]] (para esto es claro que
ζ0 es una rama casi ordinaria, en una variable, cuyos monomios distinguidos
son de la forma Xλ1 , ..., Xλt , donde los λi son números racionales) y por
Proposición 2.2.22, tenemos que L(ζ0) = L(X
λ1 , ..., Xλt) = L(X1/u), donde u
es el máximo común divisor de los denominadores de los λi cuando estos son
escritos como fracciones reducidas.
Ahora, consideremos el anillo B = A[X1/u] = k[[X1/u, Y ]][ζ]. Los ideales
primos de B, los cuales contienen a q, son aquellos que contienen a Y (desde
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mı́nimo (en Z) de ζ (sobre k[[X1/u, Y ]]); tenemos h(X1/u, 0, Z) = (Z − ζ0)r,
se sigue que cualquier ideal primo en B conteniendo Y contiene (ζ − ζ0)r y se
sigue que cualquier ideal primo en B conteniendo Y contiene (ζ − ζ0)r; por lo
tanto, contiene el ideal Q = (Y, ζ − ζ0).
El idealQ es un ideal primo enB, y desde queB es integral sobreA,Q debe
ser el único ideal primo en B cayendo sobre q. Se sigue que Bq = B ⊗A Aq es
un anillo local, luego Bq = BQ. Bq es un Aq−módulo finito. El cuerpo residual
de Bq es obtenida del cuerpo residual k{{X}}(ζ) de Aq por adjunción de un
elemento cuyo u−ésima potencia es X. Desde que k{{X}}(ζ0) = k{{X1/u}},






donde ζ0 = ζ
(1)
0 , ..., ζ
(t)
0 son las conjugadas de ζ0 sobre k[[X]], y desde que,
para j 6= 1, ζ − ζ(j)0 ∈ B, pero no en Q (caso contrario ζ0 − ζ
(j)
0 , el cual es de
la forma Xv/u.(unidad en B)) cae sobre Q, de donde X1/u cae en Q y Q es el
ideal maximal de B, lo cual es absurdo) vemos que de hecho QBq es generado
por Y y g(X, ζ), aśı que Bq es no ramificado sobre Aq. Los hechos precedentes
implican que BQ = Bq = Aq (vea [14]).
Queda por determinar la multiplicidad de BQ. Ahora, B es isomorfo a
k[[X, Y ]][ζ] donde ζ es obtenido de ζ − ζ0 reemplazando X por Xu, y bajo el
homomorfismo indicado, Q llega a ser el ideal 〈Y, ζ〉A. Como ζ es casi ordinario
se tiene que (ζ) también es una rama casi ordinaria. Además, examinando ζ
en la prueba de la Proposición 2.2.26 tenemos que
i ζ = Y G(X, Y ) ∈ k[[X, Y ]], ó
ii ζ es de la forma Y G(X, Y ) + XσY τG1(X
u/n, Y 1/n), con G ∈ k[[X, Y ]]






es el menor par distinguido de ζ cuyo
segundo miembro no se anula.
El primer caso ocurre sólo si todos los pares distinguidos (λi, µi) de ζ son
tales que µi = 0 (esto significa que hay equisingularidad a lo largo de la curva
〈X, ζ〉); en este caso, BQ tiene multiplicidad 1. En el segundo caso, encon-
tramos por razonamientos previos que BQ tiene multiplicidad min(r, rτ). Por
lo tanto, hemos determinado la multiplicidad de Aq en términos de los pares
distinguidos de ζ.
Notando que r < m =multiplicidad de A, vemos que la afirmación 4 se
mantiene en este caso. Si λ = 0, un argumento similar nos lleva otra vez a la
condición 4.
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Para completar la prueba, notemos que toda la información mencionada
en la afirmación de la segunda parte del teorema han sido determinadas por
los pares distinguidos de ζ, y por el grado de ciertas extensiones de cuerpos,
que a la vez son determinados por los pares distinguidos.
Corolario 2.4.8. Si p ∈ Spec(A), entonces Ap es anaĺıticamente irreducible
(anillo local cuyo completación no tiene divisores de cero).
Demostración. Claramente podemos restringir nuestra atención a ideales pri-
mos en el lugar singular. La ultima parte del Teorema 2.4.7, en la cual re-
emplazamos Aq por BQ, muestra que nosotros podemos asumir que ni λ ni µ
se anulan. Por lo tanto, podemos asumir que Ap =
Rp
〈f〉
, donde P es el ideal
〈X,Z〉R en R = [[X, Y, Z]], y f es el polinomio mı́nimo de ζ. La comple-
tación de RP es claramente el anillo k{{Y }}[[X,Z]], como f es irreducible
sobre k{{Y,X}}, concluimos que la completación de Ap es un dominio de
integridad.
La condición 2 del Teorema 2.4.7 se cumple si y solo si A es integralmente
cerrado y no regular. En particular, si A tiene una ecuación que la define de
la forma Zm − XY ; es decir, A es isomorfo a k[[X, Y ]][X1/mY 1/m], entonces
A es normal. La inversa también se cumple.
Corolario 2.4.9. Si A es normal, entonces A tiene un polinomio que la define
dela forma Zm −XY para algún m ∈ Z.
Demostración. Si A es regular, entonces m = 1. Por otro lado, sea A =
k[[X, Y ]][ζ], donde ζ = XλY µH(X1/nY 1/n) como en la demostración del
Teorema 2.4.7. Debido a que A es normal se tiene que A no tiene curvas
en su lugar singular y concluimos que 0 < λ < 1, 0 < µ < 1; entonces
es claro que mλ = mµ = 1, donde m es el grado de la ecuación mı́ni-
ma de ζ (todo esto se sigue de la primera parte de la prueba del Teore-
ma 2.4.7). Aśı, X1/mY 1/m es un monomio distinguido de ζ, y desde que
m = [L(ζ) : L] = [L(X1/mY 1/m) : L], donde L es el cuerpo cociente de
k[[X, Y ]], tenemos que L(ζ) = L(X1/mY 1/m). Ahora, como A es la clausu-
ra integral k[[X, Y ]] en L(ζ), y como k[[X, Y ]][X1/mY 1/m] es integralmente
cerrado, tenemos que




3. Resolución de Singularidades
La resolución de singularidades es aplicado para demostrar teoremas de di-
versos objetos como por ejemplo: variedades algebraicas, ecuaciones diofánti-
cas, cohomoloǵıa de grupos, ecuaciones diferenciales, sistemas dinámicos, etc.
La existencia de la resolución ya esta demostrada aunque hasta el presente
no hay un procedimiento fácil para construir dicha resolución.
En 1970, Hironaka propuso un juego denominado Hironaka´s Poliedra Ga-
me, donde cada estrategia para ganar dicho juego produce un método diferente
de resolver singularidades (vea[6]).
Con la finalidad de tener un acercamiento con la noción de explosión y
resolución de singularidades, a continuación tratamos con estas nociones para
el caso de curvas planas.
3.1. Resolución de Curvas Planas mediante Explosio-
nes
Con la finalidad de tener un acercamiento con la noción y explosión y reso-
lución de singularidades mediante explosiones de curvas planas, consideremos
el siguiente ejemplo que hemos adaptado de la dada en [6].
Sea la curva plana dada por el conjunto de ceros del polinomio X2 −
Y 3 = 0, más conocida como la cúspide; cuyo punto singular es el origen de
coordenadas. Con la finalidad de eliminar esta singularidad podemos jalar de
sus ramas, pero para lograr nuestro objetivo necesitamos más espacio, aśı que
empezamos a jalar las ramas verticalmente saliendonos del plano hacia el
espacio, vea figura 2, donde se muestra que la singularidad de la cúspide es
resuelta jalando de sus ramas verticalmente.
Este hecho hace sospechar que las curvas singulares son la sombra, en
el plano, de curvas regulares en el espacio. Note que obtener estas curvas
espaciales geometricamente es fácil, pero ¿como proceder algebraicamente? el
problema es: reconstruir curvas espaciales a partir de sus sombras singulares
en el plano. La buena noticia es que hay un procedimiento regular para esto,
y es pensar a las curvas espaciales como las gráficas de ciertas aplicaciones
(sobre la curva singular).
Por ejemplo, para el caso de la cúspide considere la gráfica de la aplicación
(x, y) → x/y, el cuál env́ıa a cada punto (x, y) de la cúspide al punto en el
espacio (x, y, x/y), produciendo la curva espacial parametrizada por α(t) =
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Figura 2: Figura obtenido de [6]
.
(t3, t2, t) y desde que α′(t) 6= 0 se concluye que α(t) es una curva regular.
Es importante mencionar que en este caso, la curva espacial regular se ha
encontrado en un solo paso, pero esto no siempre es aśı, generalmente es
requerido varios pasos.
El asociar al conjunto cero de un número finito de polinomios (por ejemplo
a la cúspide) la gráfica de una aplicación (razón de variables), sobre ella,
se conceptualiza en la noción de explosión y la obtención del conjunto cero
regular es expresado diciendo que que hemos resuelto la singularidad mediante
explosiones.
Más generalmente, una forma sencilla de definir la noción de explosión es
como sigue: supongamos que tenemos una superficie suave S y un punto p
de S empezamos en este punto y construiremos una nueva superficie suave T
llamada la superficie explosión y una aplicación π : T −→ S tal que π−1(p)
es una curva, E, llamada divisor excepcional y π define un isomorfismo
de T \ π−1(p) en S \ {p}. Los puntos sobre E corresponden a los diferentes
direcciones, en S, de p . La aplicación π es llamada explosión de S con
centro en p.
A continuación, pasamos a describir de la explosión de C2 con centro en
el origen. Para ello, primero necesitamos describir algunas propiedades de
P1C, el espacio proyectivo 1-dimensional ó ĺınea proyectiva , el cual
denotaremos simplemente por P1.




U0 = {(x0 : x1) ∈ P1/x0 6= 0}
U1 = {(x0 : x1) ∈ P1/x1 6= 0}
que son llamadas vecindades coordenadas y para las cuales hay aplicacio-
nes continuas
φ0 : U0 −→ C
(x0 : x1) −→ x1/x0
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y
φ1 : U1 −→ C
(x0 : x1) −→ x0/x1
cuyas inversas dadas por
φ−10 : C −→ U0
x1 −→ (1 : x1)
y
φ−11 : C −→ U1
x0 −→ (x0 : 1)
respectivamente, también son continuas. Por lo tanto, φ0 y φ1 son homeomor-
fismos. Aśı, U0 es homeomorfo a C y U1 es homeomorfo a C. Esto nos dice
que P1 localmente luce como C, el espacio af́ın de dimensión 1. Aśı, P1 es una
variedad topológica de dimensión 1.
Las aplicaciones φi, i = 0, 1, son llamadas cartas, y con su ayuda podemos
usar las coordenadas cartesianas en C como coordenadas locales en Ui ⊂ P1.
Para aquellos puntos (elementos en U0∩U1) que se puedan asignar coorde-
nadas mediante las dos cartas, es natural plantearse el cambio de un sistema
de coordenadas a otro, este cambio de coordenada se realiza mediante los
homeomorfismos
φ1 ◦ φ−10 : φ0(U0 ∩ U1) −→ φ1(U0 ∩ U1)
y
φ0 ◦ φ−11 : φ1(U0 ∩ U1) −→ φ0(U0 ∩ U1)
dichos homeomorfismos son llamados funciones de transición, cambio
de cartas o cambio de coordenadas de P1.
Observación 3.1.1. P1 esta cubierta por 2 vecindades coordenadas U0, U1
definidas como arriba. P1 tiene coordenadas afines sobre U0 definidas por (x1 :





















Aśı, el cambio de coordenadas sobre U0 ∩ U1 viene dado por 1v = u.
Luego, de esta breve descripción de la ĺınea proyectiva, pasamos a definir
la explosión o resolución de C2 con centro en el origen; es decir, deseamos
construir una superficie suaveM y una aplicación π tal que cumpla lo siguiente
1. La preimagen del origen, sea una curva regular compacta.
2. π sea un isomorfismo de M \ Y en C \ {0}.
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La construcción es como sigue: consideremos la aplicación canónica de C2\
{(0, 0)} en P1 que asocia a cada punto (x, y) ∈ C2 la ĺınea (x0 : x1) que pasa
por (x, y) ((x, y) = t(x0, x1); 0 6= t ∈ C), la gráfica de esta aplicación es una
superficie compleja de dimensión 2 en la variedad compleja de dimensión 3,
C2×P1. La gráfica no es cerrado y con la finalidad de construir la clausura uno
tiene que agregar la curva excepcional, E = {0} × P1 ⊂ C2 × P1, el resultado
es una superficie no singular que vamos a denotar por T . Más precisamente,
T = {(x, y, (x0 : x1))/(x, y) ∈ (x0 : x1)} ⊂ C2 × P1
ó equivalentemente
T = {(x, y, (x0 : x1))/yx0 = xx1} ⊂ C2 × P1.
La restricción de la proyección, C2 × P1 −→ C2 (hacia la primera compo-
nente) sobre T
π : T −→ C2
(x, y, (x0 : x1)) 7−→ (x, y),
es una aplicación holomorfa que satisface las siguientes propiedades
1. E = π−1(0, 0) = {(0, 0)} × P1 es una curva ' P1.
2. π define un isomorfismo de T \ π−1(0, 0) en C2 \ {(0, 0)}.
La superficie T es la llamada la superficie explosión, la aplicación π es
llamada la aplicación explosión de C2 con centro en el origen y la curva
E es llamado el divisor excepcional.
A continuación, describimos los abiertos de la superficie de explosión. Re-
cordemos que P1 = U0 ∪ U1; es decir, P1 esta cubierta por dos abiertos iso-
morfos a C. Esta propiedad de P1 induce un cubrimiento para la superficie de
explosión, por abiertos Ũ0, Ũ1, los cuales son definidos de la siguiente manera
Ũ0 = {(x, y, (x0 : x1)) ∈ T | x0 6= 0} = {(x, x
x1
x0
, (x0 : x1)) | x0 6= 0}.
Ũ1 = {(x, y, (x0 : x1)) ∈ T | x1 6= 0} = {(y
x0
x1
, y, (x0 : x1)) | x1 6= 0}.






, mediante el isomorfismo




































U0 = {x0(1 : x1/x0) ∈ P1(C)/x0 6= 0} = {(1 : v) ∈ P1(C)/v ∈ C}
U1 = {x1(x0/x1 : 1) ∈ P1(C)/x1 6= 0} = {(u : 1) ∈ P1(C)/u ∈ C}
Ũ0, Ũ1 quedaŕıan definidos de la siguiente forma
Ũ0 = T ∩ (C2 × U0) = {(x, xv, (1 : v))/x, v ∈ C}
Ũ1 = T ∩ (C2 × U1) = {(yu, y, (u : 1))/y, u ∈ C}.
Se cumple que: Ũ0 ' C2 con coordenadas (x, v), v́ıa el isomorfismo
ϕ0 : Ũ0 −→ C2
(x, xv, (1 : v)) 7−→ (x, v)
y Ũ1 ' C2 con coordenadas (u, y), v́ıa isomorfismo
ϕ1 : Ũ1 −→ C2
(uy, y, (u : 1)) 7−→ (u, y).




y por y = xv.
A continuación, pasamos a describir la representación local de la explosión.
Sea π : T −→ C2 la explosión de C2 en el origen.
π vista desde el abierto de la superficie de explosión Ũ0 (isomorfa a C2 con
coordenadas (x, v)), es denotada por π0 y viene dada por
π0(x, v) = π ◦ ϕ−10 (x, v) = π((x, xv; 1 : v)) = (x, xv)
y vista desde el abierto de la superficie de explosión Ũ1 (isomorfa a C2 con
coordenadas (u, y); la denotamos por π1 y viene dada por
π1(u, y) = π ◦ ϕ−11 (u, y) = π((yu, y;u : 1)) = (yu, y)
y de esta forma expresamos
π := π0 t π1.
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Observación 3.1.3. En general, podemos definir la explosión de Cn con cen-
tro en el origen; en este caso, la superficie de explosión seŕıa
T = {(x1, x2, ..., xn, (z1 : z2 : ... : zn)) ∈ Cn × Pn−1 | ∃λ con xi = λzi},
la cual esta cubierta por n abiertos isomorfos a Cn:





, ..., ui−1 =
zi−1
zi




Entonces, la aplicación explosión π : Ũi −→ Cn tiene la forma
π : Ũi −→ Cn
(u1, ..., un) 7−→ (u1ui, ..., ui, ..., unui).
Ahora, pasamos a estudiar el comportamiento de curvas inmersas en C2
bajo la explosión de C2 con centro en (0, 0).
1. Debido a que π es un biholomorfismo de T \ π−1(0, 0) en C2 \ {(0, 0)},
si la curva C no pasa por el origen se corresponde con una única curva
π−1(C) en T .
2. Si la curva C pasa por el origen: consideremos que C es definida en una




αyβ y f(0, 0) = 0.
Sabemos que T esta cubierto por dos abierto T = Ũ0 ∪ Ũ1. Escojamos
la vecindad coordenada Ũ0 para analizar el comportamiento de la curva
bajo la explosión de C2 con centro en el origen.
Relativa a esta coordenada π se describe por
π0 : Ũ0 ' C2 −→ C2
(x, v) 7−→ (x, xv)
Sea m el orden de f en 0, entonces π−1(C) ∩ Ũ0 viene dado por:











Aśı, vemos que (π−1(C))∩ Ũ0 consiste de P1(C)∩ Ũ0 y de la curva C(1)0
con ecuación f
(1)
0 (x, v), donde f
(1)
0 (x, v) no se anula sobre x = 0.
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Figura 3: Gráfico de la curva C.
Definición 3.1.4. La transformada estricta o propia, C(1), de la curva
C en T , bajo la explosión de C2 con centro en el origen es la unión de C(1)0 y
C
(1)






Ejemplo 3.1.5. Sea C la curva dada por C : (f(x, y) = x.y = 0).
En el abierto Ũ0: π
−1(C) ∩ Ũ0: f(π0(x, v)) = f(x, xv) = x2v = 0 (vea
figura 4(a)).
En el abierto Ũ1: π
−1(C) ∩ Ũ1: f(π1(u, y)) = f(uy, y) = y2u = 0 (vea
figura 4(b)). Dibujando a π en su totalidad (vea figura 5):
Figura 4: Vista de las transformada estricta en cada uno de los abiertos
Figura 5: Idea de la preimagen estricta de la curva (figura adaptada de la
dada en [2])
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1 de C; por lo tanto, consiste
de dos lineas, los cuales ya no se interceptan y esto se esperaba ya que la
explosión se ha construido precisamente para separar todas las lineas que
pasen por el origen (vea figura 6).
Figura 6: Comportamiento de las ĺıneas que pasan por el origen bajo la ex-
plosión (Figura obtenido de [2])
Definición 3.1.6 (Cruzamientos normales). Una colección de curvas en una
superficie suave se dice que tienen cruzamientos normales si las curvas
son suaves; tres de ellas no se interceptan en un mismo punto, y cualquier
intersección de dos de ellas es transversal.
Definición 3.1.7. La resolución estándar o minimal de la singularidad
de una curva plana es aquella resolución con cruzamientos normales que se
obtiene con el mı́nimo número de explosiones.
A continuación, describimos la resolución estándar de la singularidad de
la curva plana C : f(x, y) = y8 − x11 = 0 (ejemplo adaptado de la dada en
[20]).
El punto singular de la curva es (0, 0) ∈ C2. Por lo tanto, realizamos
una explosión de C2 con centro en el origen con la finalidad de resolver esta
singularidad.
1. Primera explosión.
Al realizar la primera explosión de (la superficie suave) C2 con centro





aplicación π1 : T1 −→ C2.
? Análisis de la transformada total (pre-imagen) de la curva C en el
abierto Ũ1
1
: haciendo los cálculos se sabe que la transformada estricta
C(1) de C en este abierto no interceptará a la curva excepcional y como la
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explosión fuera del origen es un biholomorfismo, la transformada estricta
no es singular en este abierto.
?Análisis de la transformada total (pre-imagen) de la curva C en el
abierto Ũ0
1
: este abierto viene dado por la transformación: x = x1;
y = x1y1. Aśı, la transformada total de la curva C viene dada por;




1 − x31) = 0. De aqúı, tenemos
La curva excepcional viene dada por: E(1) : x1 = 0 (contada 8
veces, pues la multiplicidad de la curva C en el origen es 8).
C(1) de C viene definida por la ecuación: f1(x1, y1) = y
8
1 − x31.
Punto de intersección de C(1) y E(1): C(1) ∩ E(1) = {(0, 0)}.
punto singular de C(1): (0, 0).
ν0(C
(1)) = 3.
Como la transformada estricta C(1) en T1 de C es aún singular (0, 0) se
debe explotar ahora T1 con centro en (0, 0).
Observaciones 3.1.8.
i En las siguientes explosiones únicamente se detallará la explosión
en los abiertos adecuados de las nuevas superficies producidas al
realizar sucesivas explosiones, sobreentendiendo que en el abierto
no analizado la singularidad está resuelta.
ii Al realizar la explosión i denotaremos por el mismo E(j) a las trans-
formadas estrictas de E(j), donde j < i.
2. Segunda explosión (en el abierto Ũ1
2
).
Hacemos x1 = x2y2; y1 = y2. Aśı, la transformada total de la curva C
(1)




2 − x32) = 0. De aqúı, tenemos
La curva excepcional viene dada por: E(2) : y2 = 0 (contada 3
veces).
La transformada estricta C(2) de C es: C(2) : f2(x2, y2) = y
5
2 − x32.
La transformada estricta de E(1) viene dada por: E(1) : x2 = 0.
Punto de intersección: C(2) ∩ E(2) = {(0, 0)}.
punto singular de C(2): (0, 0).
ν0(C
(2)) = 3.
3. Tercera explosión (en el abierto Ũ1
3
).
Hacemos x2 = x3y3; y2 = y3. Aśı, la transformada total de la curva C
(2)




3 − x33) = 0. De aqúı tenemos
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La curva excepcional viene dada por E(3) : y3 = 0 (contada 3
veces).
La transformada estricta C(3) de C viene dada por:
C(3) : f3(x3, y3) = y
2
3 − x33.
La transformada estricta de E(1), viene dada por: E(1) : x3 = 0.
La transformada estricta de E(2) no intercepta al dominio de este
abierto (pues, su transformada estricta en este abierto se definiŕıa
como los ceros de la ecuación 1 = 0).
Punto de intersección C(3) ∩ E(3) = {(0, 0)}.
punto singular de C(3):(0, 0).
ν0(C
(3)) = 2.
4. Cuarta explosión (en el abierto Ũ0
4
).
Hacemos x3 = x4; y3 = x4y4. Aśı, la transformada total de la curva C
(3)




4 − x4) = 0. De aqúı, tenemos
La curva excepcional viene dada por E(4) : x4 = 0 (contada 2
veces).
La transformada estricta C(4) de C viene dada por
C(4) : f4(x4, y4) = y
2
4 − x4
La transformada estricta de E(1) no intercepta al dominio de este
abierto.
La transformada estricta de E(2) no intercepta al dominio de este
abierto.
La transformada estricta de E(3) : y4 = 0.
Punto de intersección C(4) ∩ E(4) = {(0, 0)}.
ν0(C
(4)) = 1. Aśı, la singularidad ha quedado resuelta. Las 4 ex-
plosiones son ilustrados en la figura 7.
Figura 7: Comportamiento de la curva y las curvas excepcionales bajo las
primera 4 explosiones
Sin embargo esta resolución no satisface aún la siguiente situación: La
curva excepcional no intercepta a la trasformada estricta de C transver-
salmente y se dice que esta resolución no tiene cruzamientos normales.
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Para la obtención de una resolución estándar debemos seguir explotan-
do.
5. Quinta explosión (en el abierto Ũ1
5
).
Hacemos x4 = x5y5; y4 = y5. Aśı, la transformada total de la curva C
(4)
viene dada por: f4(x5y5, y5) = y5(y5 − x5) = 0. De aqúı, tenemos
E(5) : y5 = 0 (contada 1 vez).
C(5) : f5(x5, y5) = y5 − x5.
E(4) : x5 = 0.
Las transformadas estrictas de E(3), E(2), E(1) (denotadas por ellas
mismas) no interceptan al dominio de este abierto.
Punto de intersección C(5) ∩ E(5) = {(0, 0)}.
ν0(C
(5)) = 1.
A continuación, en la figura 8, se muestra el gráfico de la transformada
total de esta quinta explosión. Como se muestra en la figura 8, tenemos
Figura 8:
una mejor situación, pero todav́ıa no hay cruzamientos normales, lo cual
se logra una nueva que explosión (vea figura 9).
6. Sexta explosión (en cualquiera de los abiertos).
E(6) : x6 = 0 (contada 1 vez).
C(6) : f6(x6, y6) = y6 − 1.
E(5) : y6 = 0.
Las transformadas estrictas deE(4), E(3), E(2), E(1) (denotadas por
ellas mismas) no interceptan al dominio de este abierto.
Punto de intersección C(6) ∩ E(6) = {(0, 1)}.
Aśı, hemos logrado la resolución estándar.
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Figura 9: Resolución estándar
3.2. Definición de Explosión de Esquemas
Previamente a la definición de la explosión de esquemas, damos un breve
tratamiento de la construcción proj.
La construcción proj, es una construcción análoga a la de esquema af́ın.
Esta construcción es fundamental en la teoŕıa de esquemas.
Proj como un conjunto: sea C =
⊕
i≥0 Si un anillo graduado (vea Defini-
ción 3.4.16), el conjunto proj(C) es el conjunto de todos los ideales primos
homogéneos que no contienen al ideal irrelevante C+ =
⊕
i>0 Si (vea Defini-
ción 3.4.17).
proj como un espacio topológico: podemos darle una topoloǵıa (la topo-
loǵıa de Zariski) a proj(C) definiendo como los cerrados de esta topoloǵıa a
los conjuntos
Z(I) = {P ∈ proj(C) | I ⊆ P},
donde I denota a un ideal homogéneo de C. Se prueba que los conjuntos
Z(I) satisfacen las propiedades de los cerrados de un espacio topológico. Los
conjuntos abiertos D(I) en Proj(C) son simplemente los complementos de
los cerrados; es decir,
D(I) = {P ∈ proj(C) | I * P},
los abiertos de la forma D(f) = D(〈f〉), f ∈ C homogéneo, forman una base
para los abiertos de Proj(C) y son indispensables como lo son los abiertos
básicos, en el caso af́ın.
Proj como un esquema: se construye un haz para proj(C) que como en el
caso af́ın es llamado haz estructural, que convierte a proj en un esquema.
Luego de esta breve introducción a la estructura proj, a continuación
definimos la explosión de esquemas.




y P ∈ Spec(R), y C = BlPR =
⊕
n≥0 P
n, el álgebra explosión de P
en R (vea Defición 3.4.21), que es de forma natural un R−álgebra graduada
con lo que T = proj(C) es un S−esquema.
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Definición 3.2.1. El S−esquema T = proj(C) es llamada la explosión
de S con centro en P y el morfismo estructural π : T → S es llamada la
aplicación explosión de S con centro en P .
Cuando el centro P = M , entonces T es llamada la transforma-
da cuadrática de S y π : T → S es llamada la transformación
cuadrática de S y
cuando el centro es P 6= M , entonces T es llamada la transforma-
da monoidal de S con centro en P y π : T → S es llamada la
transformación monoidal de S con centro en P.
π−1(P ) es llamado el divisor excepcional de la explosión, y se cumple
que







De forma análoga, se tiene que π−1(M) la pre imagen de M (del origen) en















En otras palabras, si P = 〈X1, ..., Xn〉R, entonces π−1(M) es el esquema
proyectivo sobre k definido por el anillo graduado k[x1, ..., xn], donde
xi = XimodMP, deg(xi) = 1; i = 1, ..., n.
Como un espacio topológico π−1(M) es un subespacio cerrado de T .
Además, cuando P = 〈X1, ..., Xn〉R, entonces T está recubierto por n















; i = 1, ..., n.
Definición 3.2.2. Se dice que un anillo R′ es una transforma monoidal
(o cuadrática, cuando P = M) del anillo R, si R′ es el anillo local sobre T
de algún punto cerrado de π−1(M).
Ejemplo 3.2.3. Consideremos el caso particular en el que R = k[[X, Y, Z]],
k algebraicamente cerrado, entonces π−1(M) se define como sigue:
Si el centro de explosión es P = 〈X, Y 〉R, π−1(M) es definido por el
anillo polinomial k[x, y]; es decir, π−1(M) es la ĺınea proyectiva sobre
k.
Aśı, los puntos cerrados de π−1(M) están en correspondencia biuńıvoca
con las direcciones (α : β) 6= (0 : 0), α, β ∈ k.
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Si el centro de explosión es P = M = 〈X, Y, Z〉R, entonces π−1(M) es
definido por el anillo polinomial k[x, y, z]; es decir, π−1(M) es el plano
proyectivo sobre k.
Aśı, los puntos cerrados de π−1(M) están en correspondencia biuńıvoca con
las direcciones (α : β : γ) 6= (0 : 0 : 0), α, β, γ ∈ k.
Sea π : T −→ S = Spec(k[[X, Y, Z]]) la explosión de S = Spec(R) cuando
R = k[[X, Y, Z]] con centro en P = M = 〈X, Y, Z〉 también llamada transfor-
mación cuadrática de S = Spec(R) y sea T la explosión del esquema af́ın S
con centro en P = M = 〈X, Y, Z〉 también llamada transformada cuadrática
de S


































Además, π−1(M) = k[x, y, z] es isomorfo al plano proyectivo y por lo tanto,
los puntos cerrados de π−1(M) están en correspondencia con las direcciones
(α : β : γ) 6= (0 : 0 : 0) (vea Ejemplo 3.2.3).
Sea ρ un punto cerrado de π−1(M) y sea (α : β : γ) la dirección corres-
pondiente a ρ en el plano proyectivo (y por lo tanto podemos pensarlos como
iguales, ρ = (α : β : γ)), se tiene lo siguiente:
i)ρ ∈ TX ↔ α 6= 0,
ii)ρ ∈ TY ↔ β 6= 0,
iii)ρ ∈ TZ ↔ γ 6= 0.
Puesto que la transformación cuadrática de S es un fenómeno local, a conti-
nuación nos centramos en estudiar su representación local en el abierto TX .
Es decir, en el punto cerrado ρ de π−1(M) correspondiente a la dirección
(α : β : γ), α 6= 0. En este caso se tiene que R′, la transformada cuadrática












es un sistema regular de parámetros para R′ (vea [9])


















es un sistema regular de paráme-
tros para R′, la transformada cuadrática de R = k[[X, Y, Z]] (en el abierto
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TX). Denotemos por

























Si f es escrito en la forma:
f(X, Y, Z) = fs(X, Y, Z) + fs+1(X, Y, Z) + · · · ,
donde fi(X, Y, Z) es una forma homogénea de grado i en X, Y, Z, entonces,
























1, Y ′ +
β
α






1, Y ′ +
β
α




+ . . .
donde s es el mayor entero tal que f ∈ P s = M s. Notemos que f ′ no es unidad











fs(α, β, γ) = 0.
Definición 3.2.4. Cuando f ′ no es unidad en R′ (fs(α, β, γ) = 0) y R̂
′ es la
completación de R′, entonces
R̂′
〈f ′〉
es un anillo local completo de dimensión














. En los otros abiertos se
tienen resultados análogos como se resume en la siguiente proposición.
Proposición 3.2.5. Sean f = fs(X, Y, Z) + fs+1(X, Y, Z) + · · · ∈ R =
k[[X, Y, Z]] (s > 0) y fi polinomio homogéneo de grado i en X, Y, Z. Sea
(α, β, γ) 6= (0, 0, 0), donde α, β, γ ∈ k tal que fs(α, β, γ) = 0.
Si α 6= 0, definimos:


















+ · · ·
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(f ′α,β,γ no es unidad en R por hipótesis) y
R
〈f ′α,β,γ〉
es isomorfo a la




ρ = (α : β : γ) ∈ π−1(M) con α 6= 0.
Si β 6= 0; definimos:


















+ · · ·
(f ′α,β,γ no es unidad en R por hipótesis) y
R
〈f ′α,β,γ〉
es isomorfo a la




ρ = (α : β : γ) ∈ π−1(M) con β 6= 0.
Si γ 6= 0; definimos:




















+ · · ·
(f ′α,β,γ no es unidad en R, por hipótesis) y
R
〈f ′α,β,γ〉
es isomorfo a la




ρ = (α : β : γ) ∈ π−1(M) con γ 6= 0.









la transformación cuadrática formal de
R
〈f〉





Definición 3.2.6. Cuando A ' R
〈f〉
usaremos el término transformada





En particular, si f es el polinomio de una superficie casi ordinaria irre-
ducible V = Spec(A) respecto de algún sistema de coordenadas locales de
V en O, lo anterior nos da la transformada cuadrática formal del anillo casi
ordinario A de V .
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A continuación, pasamos a describir la explosión de S = Spec(R) cuando
R = k[[X, Y, Z]] con centro un ideal primo P 6= M de R, también llamada la
transformación monoidal de S = Spec(R), con P 6= M de R.
Sea π : T −→ S = Spec(k[[X, Y, Z]]) la transformación monoidal de S con
centro en P 6= M generado por dos de las variables X, Y, Z, digamos por X,
Y ; es decir, P = 〈X, Y 〉 y sea T la transformada monoidal de S con centro
en P .
En este caso T , la transformada monoidal de S con centro en P , es cubierto

















y π−1(M) = k[x, y] es isomorfo a la ĺınea proyectiva y por lo tanto, los puntos
cerrados de π−1(M) están en una correspondencia uno a uno con las direccio-
nes (0 : 0) 6= (α : β) de la ĺınea proyectiva (vea Ejemplo 3.2.3).
Puesto que la transformación monoidal de S es un fenómeno local, nos
centramos en estudiar su representación local en el abierto TX ; es decir, en
el punto cerrado ρ de π−1(M) correspondiente a la dirección (α : β), con
α 6= 0. En este caso, R′′, la transformada monoidal de R con centro en P en
la dirección ρ = (1 :
β
α
) (el anillo local de ρ sobre T ) es un anillo local regular










En este caso, la transformada estricta de 0 6= f ∈ P y la transformada
monoidal formal de R =
R
〈f〉
con centro en P =
P
〈f〉
(en el abierto TX)
son definidas de la siguiente manera: como primer paso, es necesario imponer
la suposición adicional de que los anillos locales R y RP tienen la misma
multiplicidad; esto se traduce en que existe t ∈ Z tal que si f ∈M t, entonces
f ∈ P t o equivalentemente P es un centro permitido en R, cuando esto ocurre
entonces podemos escribir
f = Fs(X, Y, Z) + Fs+1(X, Y, Z) + · · · ,
donde Fi es polinomio homogéneo de grado i en X, Y con coeficientes en k[[Z]]










son los parámetros regulares de R′′. Deno-
temos por





; Z ′′ = Z,
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de donde,






X ′′; Z = Z ′′.


















+ · · ·

















fs(α, β) = 0,
donde fs(X, Y, Z) = fs(X, Y ) es la forma inicial de f .























. En los otros abiertos se
tienen resultados análogos como se muestra de forma resumida en la siguiente
proposición
Proposición 3.2.8. Sea P = 〈X, Y 〉 un ideal primo en R. Supongamos que
f ∈ P , P = 〈X, Y 〉R es un centro permitido, entonces podemos escribir a f
como:
f = Fs(X, Y, Z) + Fs+1(X, Y, Z) + · · · ,
donde s = mult(f), Fi(X, Y, Z) ∈ k[[Z]][X, Y ] es una forma homogénea de
grado i en X, Y ; con coeficientes en k[[Z]]. Además, se tiene que Fs(X, Y, 0) 6=
0.
Sea (α, β) 6= (0, 0), α, β ∈ k tal que Fs(α, β, 0) = 0 ó lo que es lo mismo
fs(α, β) = 0 (pues, fs es independiente de Z por las suposiciones hechas sobre
f y P por lo tanto, fs(X, Y, Z) = fs(X, Y )).
Si α 6= 0 escribimos:














+ · · ·
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(f ′′α,β no es unidad en R, por hipótesis) y
R
〈f ′′α,β〉
es isomorfo a la com-












con α 6= 0.
Si β 6= 0 escribimos:














+ · · ·
(f ′′α,β no es unidad en R or hipótesis) y
R
〈f ′′α,β〉
es isomorfo a la comple-













con β 6= 0.












en la dirección (α : β) (una para cada dirección adecuada).
Definición 3.2.9. Si A ' R
〈f〉
y P en A es la imagen de P en R (luego
A
P
es regular), se usará el término transformada monoidal formal de A








En particular, observe que si f es el polinomio de una superficie casi or-
dinaria irreducible V = Spec(A), respecto de algún sistema de coordenadas





, lo anterior nos da A′ la
transformada formal del anillo casi ordinario A con centro P .
3.3. Resolución Parcial de un Anillo Casi Ordinario
En esta sección definimos lo que se entiende por transformada especial
de un anillo casi ordinario y resolución parcial de un anillo casi ordinario,
conceptos obtenidos de [9].
Definición 3.3.1. Sea A un anillo local casi ordinario. A′ es una trans-
formada especial de A si A′ es un anillo local no regular y si una de las
siguientes condiciones se cumple:
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1. A tiene un centro permitido p el cual es una curva, y A′ es la transfor-
mada monoidal formal de A con centro en p.
2. A no tiene centro permitido que es una curva, y A′ es la transformada
cuadrática formal de A (con centro en p = M , M ideal maximal de A)
y hay una curva q ∈ sing(A), para la cual existe un ideal primo q′ en
A′ que se contrae a q en A.
3. A no tiene centro permitido el cual es una curva y A′ es la transfor-
mada cuadrática formal de A en la dirección del punto singular de la
curva excepcional de la transformación cuadrática de Spec(A) (esquema
reducida subyacente al cono tangente π−1(M) de A).
Es importante indicar que cuando el anillo local casi ordinario A es re-
presentada por una rama casi ordinaria normalizada, cualquier transformada
cuadrática especial de A ocurre en las direcciones (1 : 0 : 0), (0 : 1 : 0), (0 : 0 :
1) (vea [9]).
Definición 3.3.2. La resolución parcial de un anillo casi ordinario
A, es una sucesión A0, A1, ..., At, donde A = A0 y Ai es isomorfo a una
transformada especial de Ai−1, para i = 1, ..., t.
Como una consecuencia del teorema de resolución de una singularidad de
una superficie algebroide embebida, dada por Zariski (vea [17]) se sabe que
toda resolución parcial de un anillo casi ordinario tiene un número finito de
miembros. Con la finalidad de demostrar este hecho, por inducción sobre la
multiplicidad de A, es necesario probar que las transformadas especiales de
anillos casi ordinarios son otra vez casi ordinarios y es el objetivo de las si-
guientes dos subsecciones, para ello se mostrarán que las ráıces de polinomios
asociados a las transformadas especiales de A son otra vez ramas casi ordina-
rias, además se mostrará que los pares distinguidos de estas ráıces dependen
de los pares distinguidos de la rama casi ordinaria normalizada original que
representa a A y de la transformación realizada (monoidal o cuadrática).
Recordemos que en el caso de que A esta representado por una rama casi
ordinaria normalizada y tiene centros permitidos que son curvas, la trans-
formada especial de A es la transformada monoidal formal de A con centro
en dicha curva y si A no tiene centros permitidos que son curvas, entonces
las transformaciones especiales cuadráticas de A ocurren en las direcciones
(1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1).
Ya que la explosión de un anillo regular es otra vez regular, en toda esta
sección se supondrá que el anillo casi ordinario A no es regular.
Sea A (A = k[[X, Y ]][ζ]) un anillo casi ordinario representada por ζ =
Xu/nY v/nH(X1/n, Y 1/n), u, v ∈ Z,H(0, 0) 6= 0 una rama casi ordinaria norma-








(Z −Xu/nY v/nHi(X1/n, Y 1/n)),







es el menor par distinguido.
Comportamiento de un anillo casi ordinario bajo transformaciones
monoidales
Si en A existe un centro permitido el cual es una curva, entonces por la










cuyo caso 〈X, ζ〉A es un centro permitido o v
n
≥ 1 en cuyo caso 〈Y, ζ〉A es un
centro permitido mientras que si
u
n
≥ 1 y v
n
≥ 1, entonces 〈X, ζ〉A y 〈Y, ζ〉A




≥ 1. En este caso, el ideal primo P = 〈X, ζ〉A es
un centro permitido, luego su imagen inversa P = 〈X,Z〉R en R es
un centro permitido de R (pues cuando esto es aśı, si f ∈ 〈X, Y, Z〉m
implicará que f ∈ 〈X,Z〉m) en este caso f puede ser puede ser escrito
de la siguiente forma:
f(X, Y, Z) = Fm(X, Y, Z) + Fm+1(X, Y, Z) + . . . ,
donde Fi es una forma con coeficientes en k[[Y ]] y de grado i en X, Z;
y que demás se cumple que fm(X, 0, Z) 6= 0 (Fm(X, Y, Z) = fm(X,Z),







por el teorema 2.4.4 se tiene que fI = fm(X,Z) = Z
m, aśı que la
transformada estricta de f no será unidad si y solo si fm(α, β) = β
m = 0,
esto nos dice que solamente hay una transformada monoidal formal de
R
〈f〉
' A, la cual es en la dirección (1 : 0) (en el abierto TX).
Por lo estudiado, en la sección anterior, sabemos que la transformada









. Denotemos a dichos paráme-
tros por




de donde, se tiene que
X = X ′′; Y = Y ′′; Z = X ′′Z ′′,
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luego, la transformada estricta de f , polinomio asociado a la transfor-
mada monoidal formal de A con centro en 〈X,Z〉R, viene dada por
f ′′ =
f(X ′′, Y ′′, X ′′Z ′′)
X ′′m
.
A partir de aqúı, por abuso de notación, denotaremos a X ′′ por X; a
Y ′′ por Y y Z ′′ por Z, obteniendo




















Aśı, las ráıces de f ′′ son de la forma
ζi
X
las cuales no son unidades.
• Desde que ζi
X
, con i = 1, 2, ...,m son claramente conjugados entre
si sobre k[[X, Y ]], se tiene que f ′′ es irreducible.
• Desde que ζi − ζj = Mijεij, donde Mij es un monomio en X1/n,
















Además, si {(λj, µj)} es el conjunto de pares distinguidos de ζ, entonces







≥ 1. En este caso, el ideal primo P = 〈Y, ζ〉A es un centro permitido
cuya imagen inversa P = 〈Y, Z〉R en R es centro permitido de R (pues
en este caso, si f ∈ 〈X, Y, Z〉m, entonces f ∈ 〈Y, Z〉m). Luego, f puede
ser puede ser escrito de la siguiente forma:
f(X, Y, Z) = Fm(X, Y, Z) + Fm+1(X, Y, Z) + . . . ,
donde Fi es una forma con coeficientes en k[[X]] y de grado i en Y , Z, y
donde además se cumple que fm(0, Y, Z) 6= 0 (Fm(X, Y, Z) = fm(Y, Z),
la forma inicial de f no depende de X).
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> 1, por el teorema 2.4.4 se tiene que fI =
fm(Y, Z) = Z
m, aśı que la transformada estricta de f no será unidad
si y solo si fm(α, β) = β
m = 0, esto nos dice que hay solamente una
transformada monoidal formal de
R
〈f〉
' A, la cual es en la dirección
(1 : 0) (en el abierto TY ).
Por lo estudiado, en la sección anterior, sabemos que la transformada









. Denotemos a dichos paráme-
tros por




de donde, se tiene que
X = X ′′; Y = Y ′′; Z = Y ′′Z ′′,
luego, la transformada estricta de f , polinomio asociado a la transfor-
mada monoidal formal de A con centro en 〈Y, Z〉R, viene dada por
f ′′ =
f(X ′′, Y ′′, Y ′′Z ′′)
Y ′′m
.
A partir de aqúı, por abuso de notación denotando a X ′′ por X; a Y ′′
por Y y Z ′′ por Z, tenemos
f ′′(X, Y, Z) =



















Aśı, las ráıces de f ′′ son de la forma
ζi
Y
las cuales no son unidades.
• Desde que ζi
Y
, con i = 1, 2, ...,m son claramente conjugados entre
si sobre k[[X, Y ]], se tiene que f ′′ es irreducible.
• Desde que ζi − ζj = Mijεij, donde Mij es un monomio en X1/n,













Observe que, si {(λj, µj)} es el conjunto de pares distinguidos de ζ,




Aśı, cualquier transformación monoidal formal A′′ de un anillo local casi







, según cada caso, es una rama representante (no
necesariamente normalizada) de A′′.
Comportamiento de un anillo casi ordinario bajo transformaciones
cuadráticas















< 1. (caso no transversal, pues el sistema de parámetros no
es transversal).
Para describir el comportamiento del anillo casi ordinario bajo transformacio-
nes cuadráticas, en cada uno de los casos anteriores, utilizaremos la siguiente
definición
Definición 3.3.3. Se usa el término curva excepcional de la transfor-
mación cuadrática π de Spec(A) para el esquema reducido subyacente














> 1, tenemos que fI = fm(X, Y, Z) = Z
m y la curva excep-








= 1, tenemos que fI = fm(X, Y, Z) = (Z
t−XaY b)r, donde
a + b = t y la curva excepcional en este caso es la curva proyectiva definida
por Zt = XaY b.
En estos casos, observemos que fm(0, 0, 1) 6= 0; luego, los puntos (α : β : 1)
no están sobre la curva excepcional y no son de interés, aśı podemos restringir
nuestra atención a las direcciones de la forma (1 : β : γ) o (α : 1 : γ), por
razones de simetŕıa (vea [9]) basta analizar la transformación en la dirección
(1 : β : γ) (en la carta TX) y como estamos interesados en las transformaciones
cuadráticas formales especiales de basta analizar en la dirección (1 : 0 : 0)
(dirección (1 : β : γ) con β = γ = 0).
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En la dirección (1 : 0 : 0).
Por lo estudiado en la sección anterior sabemos que la transformada
cuadrática de R en la dirección (1 : 0 : 0), es un anillo regular de
























, de aqúı se sigue
que X = X ′; Y = (Y ′)X ′; Z = (Z ′)X ′.
Se tiene que, la transformada estricta de f , polinomio asociado a la
transformación cuadrática de A en la dirección (1 : β : γ), viene dado
por
f ′ =
f(X ′, X ′Y ′, X ′Z ′)
X ′m
.
Por abuso de notación, podemos identificar X ′ con X, Y ′ con Y , y Z ′
















[Z −X(u+v−n)/n(Y 1/n)vHi(X1/n, X1/nY 1/n)].
m∏
i=1
[Z −X(u+v−n)/nY v/nHi(X1/n, X1/nY 1/n)].
Aśı, las ráıces de f ′, el cual aún es un polinomio sobre k[[X, Y ]], son las
series de potencias fraccionarias
ζ ′i = X
(u+v−n)/nY v/nHi(X
1/n, X1/nY 1/n); i = 1, ...,m;
y se prueba que ellas no son unidades en φn; además, estas son conju-
gadas entre si, de donde se tiene que f ′ es irreducible.
Por otro lado, desde que
ζi − ζj = Xu/nY v/n[Hi(X1/n, Y 1/n)−Hi(X1/n, Y 1/n)] = Mijεij,
donde Mij es un monomio en X
1/n, Y 1/n y εij una unidad en φn se tiene
que
ζ ′i − ζ ′j = X(u+v−n)/nY v/n[Hi(X1/n, X1/nY 1/n)−Hi(X1/n, X1/nY 1/n)].
86
Por lo tanto, los ζ ′i son ramas casi ordinarias, y f
′ es casi ordinario.
Todo lo anterior nos dice que la trasformada cuadrática especial A′ de
A es otra vez casi ordinario.
Observación 3.3.4. En el caso que β 6= 0, se tiene que f ′, el polinomio
representante de la transformación cuadrática en esta dirección, puede
ser reducible y de acuerdo a la definición de anillo casi ordinario, la
transformada cuadrática de A en esta dirección ya no seŕıa casi ordi-
naria. Esto no es una pérdida, porque en este caso la discriminante de
f ′ seŕıa una potencia únicamente de X. Esto indica una situación de
equisingularidad y el análisis de tal situación depende de la teoŕıa de
curvas planas.
El análisis para el caso general (dirección (1 : β : γ)) lo puede encontrar
en [9].







Como la rama casi ordinaria ζ es normalizada, tenemos que u > 0 y v > 0 y
la forma inicial es fI = f(m(u+v))/n(X, Y, Z) = cX
mu/nY mv/n, con c ∈ k. Aśı,
la curva excepcional es el par de ĺıneas en el plano proyectivo dado por la
ecuación XY = 0. Además, f ′ la transformada estricta de f no será unidad si
fI(α : β : γ) = 0, luego cualquier punto (α : β : γ) sobre la curva excepcional
es tal que α = 0 o β = 0 y por tanto podemos restringir nuestra atención
a transformaciones cuadráticas en las direcciones (1 : 0 : γ), (0 : 1 : γ) y
(0 : 0 : 1), donde el primer y segundo caso son simétricos.
Además, como las transformadas especiales deben ocurrir en las direccio-
nes (1 : 0 : 0), (0 : 1 : 0) y (0 : 0 : 1) a continuación hacemos un estudio breve
las transformaciones cuadráticas en las direcciones (1 : 0 : 0) y (0 : 0 : 1). El
análisis para los casos más generales (en las direcciones (1 : 0 : γ) y (0 : 0 : 1))
lo puede encontrar en [9].
En la dirección (1 : 0 : 0). Procediendo en forma análoga al caso
transversal, se tiene que un polinomio representante de la transformada
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cuadrática del anillo casi ordinario A en esta dirección, viene dada por:























ZX(n−u−v)/n − Y v/nHi(X1/n, (XY )1/n)
]
.
De aqúı, es claro que f ′(0, Y, 0) = Y mv/nε(Y ), donde ε(Y ) es una unidad




Teorema de Preparación de Weierstrass (Teorema 1.3.5), existe una
única serie de potencia g′(X, Y, Z) tal que g′ es un polinomio de grado
mv
n
en Y , y tal que g′ = f ′ε(X, Y, Z), donde ε(X, Y, Z) es una unidad







, será suficiente para nuestro proposito



















1/n, (XY )1/n)) donde wj es una v−ésima ráız de la unidad.
Sea T una indeterminada y sea Ei(X, Y, T ) tal que E(0, 0, 0) 6= 0, y
Ei(X, Y, T )(T − Y Gi(X,XY )) = Y − TGi(X,T ), (5)
Gi(0, 0) 6= 0. Desde que Gi(0, 0) 6= 0, la existencia de Ei está garanti-
zada por el Teorema de Preparación de Weierstrass (Teorema 1.3.5).
Remplazado X por X1/n, Y por Y 1/n y T por wjX
(n−u−v)/nvZ1/v en la
ecuación ( 5), tenemos






Y 1/n − wjX(n−u−v)/nvZ1/v(Hi(X1/n, (XY )1/n))1/v
)
.
Para alguna unidad η en k[[X1/nv, Y 1/n, Z1/v]]. Ahora, el producto de
la derecha es claramente el pseudo polinomio distinguido en Y 1/n aso-
ciado con f ′(X, Y, Z), cuando f ′(X, Y, Z) es pensado como un elemento
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de k[[X(1/nv),Y








Y 1/n − wjX(n−u−v)/nvZ1/v(Hi(X1/n, (XY )1/n))1/v
)
.
Se sigue que las ráıces de g′, considerado como un polinomio en Y sobre




. Aśı, las ráıces de g′
son series de potencias las cuales no son unidades.
Se prueba, que las ráıces de g′ son ramas casi ordinarias (en las variables
X y Z). Además, como en el caso transversal, la transformada formal es
un dominio de integridad, y que los pares distinguidos de cualquiera de
las ráıces de g′ dependen solamente de los pares distinguidos de ζ (vea
[9]).
En la dirección (0 : 0 : 1) (en la carta TZ). Un representante de A
′,
la transformada cuadrática del anillo local casi ordinario A, viene dado
por:




Sea Fi(X, Y ) tal que [Fi(X, Y )]




















Z1/n − wjXu/n(n−u−v)Y v/n(n−u−v)εi
)
,
donde wj es una (n − u − v)−ésima ráız de la unidad. Se prueba que
todas las ráıces del pseudo polinomio distinguido en Z asociado con
f ′ son series de potencias fraccionarias y que los pares distinguidos de
cualquiera de ellas dependen de los pares distinguidos de ζ (vea [9]).
Observación 3.3.5. En cada uno de los procesos de transformación hemos
empezado con una rama casi ordinaria normalizada y hemos terminado con
una rama casi ordinaria (no necesariamente normalizada).
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Note que en el caso de la transformación cuadrática en la dirección (1 : 0 : 0)
hemos terminado con una rama casi ordinaria en X y Z. Por el bien de la
uniformidad, podemos sustituir la letra Y por Z para obtener una rama ca-
si ordinaria “estándar” en X e Y , la cual aún representa la transformación
cuadrática considerada. De forma similar cuando consideramos la transforma-
ción en la dirección (0 : 1 : 0) (vea [9]) se culmina con una rama en Y y Z,
sustituyendo X por Z obtenemos una rama en Y y X, luego podemos inter-
cambiar X e Y , para obtener una forma estándar para la rama representante.
Estas son las ramas representantes a las cuales nos referimos en la siguiente
proposición que resume los resultados obtenidos en esta sección
Proposición 3.3.6. si (λi, µi) son los pares distinguidos de la rama casi
ordinaria normalizada original ζ, entonces los pares distinguidos de la rama
transformada ζ ′ son dadas como se muestra a continuación, para i = 1, ..., s
(a menos que suceda que el primer par ordenado (i = 1) resulte ser un par de
enteros, en dicho caso, este primer par es omitido).
TRANSFORMADA MONOIDAL:
1. Con centro (X, ζ). En este caso, los pares distinguidos de ζ ′ son:
(λi − 1, µi).
2. Con centro (Y, ζ). En este caso, los pares distinguidos de ζ ′ son:
(λi, µi − 1).
TRANSFORMADA CUADRÁTICA
CASO TRANSVERSAL
1. En la dirección (1 : 0 : 0). En este caso, los pares distinguidos de la
rama resultante son de la forma
(λi + µi − 1, µi).
2. En la dirección (0 : 1 : 0) (en la carta TY ). En este caso, los pares
distinguidos de la rama resultante son de la forma
(λi, λi + µi − 1).
CASO NO TRANSVERSAL
1. En la dirección (1 : 0 : 0). En este caso, los pares distinguidos de la
rama resultante son de la forma:(
λi +
(












2. En la dirección (0 : 1 : 0). En este caso, los pares distinguidos de la
rama resultante son de la forma:(
µi +
(











3. En la dirección (0 : 0 : 1). En este caso, los pares distinguidos de la
rama resultante son de la forma:(
λi(1− µi) + µiλ1
1− λ1 − µ1
;
λiµ1 + µi(1− λ1)
1− λ1 − µ1
)
.
LEMA DE LA INVERSIÓN (Lema 2.3.2)(





Note que en el caso de transformaciones cuadráticas solamente se ha dado
los pares distinguidos de transformaciones en direcciones especiales, esto no
es problema, ya que esta información puede ser usada para obtener los pares
distinguidos en direcciones no especiales.
Aśı, dado A un anillo local casi ordinario. Cualquier transformada especial
A′ de A es otra vez un anillo local casi ordinario. Si ζ es una rama normalizada
que representa a A, entonces ζ ′ representante de A′ es también una rama
casi ordinaria que no necesariamente es normalizada cuyos pares distinguidos
dependen solamente de los pares distinguidos de ζ.
Finalizamos esta sección con la demostración de la proposición que asegura
que toda resolución parcial de un anillo casi ordinario tiene un número finito
de miembros.
Proposición 3.3.7. Para cualquier anillo local casi ordinario A, existe un
entero n tal que cualquier resolución parcial de A tiene menos de n miembros.
Demostración. La demostración esta basada en la inducción sobre la multi-
plicidad de A.
Si la multiplicidad del anillo casi ordinario A es 1, entonces A no tiene
transformaciones especiales y el números de miembros de su resolución parcial
seŕıa igual a cero.
Supongamos que la multiplicidad del anillo casi ordinario A es j, entonces
por inducción asumimos como verdadera la proposición para todo 1 ≤ j ≤ k,
k ≥ 1, k ∈ Z; es decir, existe un entero Nj tal que cualquier resolución parcial
de A tiene menos de Nj elementos.
Supongamos que la multiplicidad del anillo casi ordinario A es k + 1,
entonces debemos probar que existe un entero N tal que la resolución parcial
de A tiene menos de N elementos.
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En efecto: sea A un anillo casi ordinario de multiplicidad k + 1.
Si A tiene centros permitidos los cuales son curvas, entonces luego de un
número finito de transformaciones monoidales obtenemos un anillo local
casi ordinario que ya no tiene centros permitidos o bien cuya multipli-
cidad es menor que la de A, en el segundo caso aplicando la hipótesis
inductiva y la proposición queda demostrada.
Supongamos que A no tiene centros permitidos que son curvas.
∗ Si el cono tangente de A es irreducible estamos en el caso trans-
versal, entonces luego de un número finito de transformaciones
cuadráticas en cualquiera de las direcciones (1 : 0 : 0) y (0 : 1 : 0)
hay una disminución en la multiplicidad y mientras no haya dicha
disminución estaremos en el caso transversal y no se crean centros
permitidos que sean curvas.
∗ Si el cono tangente de A es reducible estamos en el caso no transver-
sal, entonces una transformación en cualquiera de las direcciones
(1 : 0 : 0) o (0 : 1 : 0) produce una disminución en la multiplici-
dad de A, y que luego de un número finito de transformaciones en
la dirección (0 : 0 : 1) (bajo el cual el cono tangente permanece
reducible) produce una disminución de la multiplicidad de A o en
caso contrario llegamos al caso transversal. En cualquier caso por
inducción se completa la demostración.
En la resolución de singularidades, la elección de los centros de explosión
constituyen el objeto primario de interés. En el caso de superficies casi ordi-
narias, según el enfoque de Lipman, en cada etapa de la resolución se explota
una curva permitida, siempre que sea posible y un punto en otro caso. En
el caso de que haya más de una curva permitida, se explota aquella curva
permitida que es la curva excepcional de la etapa anterior.
Siguiendo este enfoque y la Propocición 3.3.7, a continuación detallamos
la resolución parcial del anillo local casi ordinario de la superficie del Ejem-
plo 2.2.4.
Ejemplo 3.3.8. Considere la superficie casi ordinaria del Ejemplo 2.2.4, S :
f(X, Y, Z) = 0, donde
f(X, Y, Z) = Z4 + (−2XY 3 − 4XY 4 − 2XY 5)Z2 + (−4X2Y 6 − 4X2Y 7)Z
+(X2Y 6 + 4X2Y 7 + 6X2Y 8 + 4X2Y 9 +X2Y 10 −X3Y 9).
92
cuyas ráıces son:
ζ1 = m1 +m2 +m3 = X
2/4Y 6/4 +X2/4Y 10/4 +X3/4Y 9/4
ζ2 = m1 +m2 −m3 = X2/4Y 6/4 +X2/4Y 10/4 − (X3/4Y 9/4)
ζ3 = −m1 −m2 + im3 = −(X2/4Y 6/4)− (X2/4Y 10/4) + i(X3/4Y 9/4)
ζ4 = −m1 −m2 − im3 = −(X2/4Y 6/4)− (X2/4Y 10/4)− i(X3/4Y 9/4).
Sea ζ = ζ1 = X
2/4Y 6/4+X2/4Y 10/4+X3/4Y 9/4. Del Ejemplo 2.2.8 tenemos
que
Los monomios distinguidos de ζ son: X2/4Y 6/4, X3/4Y 9/4
Los pares distinguidos de ζ son:
(λ1, µ1) = (2/4, 6/4) y
(λ2, µ2) = (3/4, 9/4).
El menor par distinguido de ζ es: (λ, µ) = (2/4, 6/4).
El menor par distinguido nos da toda la información, que mostramos a con-




lizar la primera explosión.
Desde que λ + µ = 2/4 + 6/4 = 2 > 1 −→ fI = Zm = Z4 (pues
m = [L(ζ) : L] = 4). De aqúı,
• mult(A) = 4.
Sing(A) = {(X, ζ), (Y, ζ), (X, Y, ζ)}.
Pues el origen ((X, Y, ζ)) es un punto de multiplicidad 4; por otro la-
do, como λ = 2/4 > 0, la curva (X, ζ) es una curva de multiplicidad
= min{m,mλ} = min{4, 4(2/4)} = 2 (vea Teorema 2.4.7); de forma
análoga, como µ = 6/4 > 0 la curva (Y, ζ) es una curva de multiplicidad
= min{m,mµ} = min{4, 4(6/4)} = 4 (vea Teorema 2.4.7).
Desde que µ = 6/4 > 1, A tiene como centro permitido a la curva (Y, ζ)
(vea Teorema 2.4.7). Esto también puede verse del item anterior (pues
la multiplicidad de la curva (Y, ζ) es igual a la multiplicidad del origen
((X, Y, ζ))).
Entonces, ya que A tiene un centro permitido, siguiendo el enfoque de
Lipman (Proposición 3.3.7), la primera explosión será la transformación
monoidal con centro en la curva permitida (Y, Z) (eje X).
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Observación 3.3.9. Cabe mencionar que L denota al cuerpo de fracciones
de k[[X, Y ]]; es decir, L = k((X, Y )) y
m = [L(ζ) : L] = [L(X2/4Y 6/4, X3/4Y 9/4) : L] = 4,
pues L(ζ) = L(X2/4Y 6/4, X3/4Y 9/4) (vea Proposición 2.2.22).
1ra. EXPLOSIÓN (Transformación Monoidal con centro en
(Y, Z)).
En este caso, hay solamente una transformación monoidal formal de A '
R/〈f〉 la cual es en la dirección (1 : 0) (en el abierto TY ) que es donde las
cosas interesantes pasan, pues en el abierto TZ la transformada estricta de f
es unidad, es decir; en este abierto la singularidad ya esta resuelta.
En este abierto, la transformación monoidal viene dada por: {X = X;Y =
Y ;Z = Y Z}. Sean f (1) = f(X, Y, Y Z)
Y 4
, la transformada estricta de f bajo la
1ra explosión, A(1) =
k[[X, Y, Z]]
〈f (1)〉
, la transformada monoidal formal del anillo
A. Por la Proposición 3.3.6, tenemos que los pares distinguidos de ζ(1), rama










2 ) = (λ2, µ2 − 1) = (3/4, 9/4− 1) = (3/4, 5/4).
Luego, el menor par distinguido de ζ(1) es: (λ(1), µ(1)) = (2/4, 2/4).
Este menor par distinguido de ζ(1), nos da toda la información que mostra-
mos a continuación sobre el anillo casi ordinario A(1) necesarias para realizar
la segunda explosión.
Como λ(1) + µ(1) = 2/4 + 2/4 = 1 −→ f (1)I = (Zt −XλtY µt)r = (Z2 −
cXY )2
(pues t = [L(X2/4Y 2/4) : L] = 2 y r = [L(ζ(1)) : L(X2/4Y 2/4)] = 2)(vea
Proposición 2.4.4). De aqúı,
• mult(A(1)) = 4.
Observación 3.3.10. Debido a que conocemos f , el polinomio repre-
sentante del anillo casi ordinario A, podemos calcular directamente f (1),
transformada estricta bajo la primera explosión de f ; es decir, mediante
la transformada monoidal con centro en (Y, Z) en la dirección (1 : 0)
(X = X, Y = Y , Z = Y Z) y obtendŕıamos
f (1) =
f(X, Y, Y Z)
Y 4
= Z4 + (−2XY − 4XY 2 − 2XY 3)Z2 + (−4X2Y 3 −
4X2Y 4)Z + (X2Y 2 + 4X2Y 3 + 6X2Y 4 + 4X2Y 5 +X2Y 6 −X3Y 5).
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f (1) = (Z2 − XY )2 + (−4XY 2 − 2XY 3)Z2 + (−4X2Y 3 − 4X2Y 4)Z +
(4X2Y 3 + 6X2Y 4 + 4X2Y 5 +X2Y 6 −X3Y 5). De donde fácilmente po-
demos observar que f
(1)
I = (Z
2 −XY )2, como ya sab́ıamos mediante el
menor par distinguido de ζ(1).
Sing(A(1)) = {(X, ζ(1)), (Y, ζ(1)), (X, Y, ζ(1))}.
Pues el origen ((X, Y, ζ(1))) es un punto de multiplicidad 4; por otro la-
do, como λ(1) = 2/4 > 0, la curva (X, ζ(1)) es una curva de multiplicidad
= min{m,mλ} = min{4, 4(2/4)} = 2 (vea Teorema 2.4.7); de forma
análoga, como µ(1) = 2/4 > 0 la curva (Y, ζ(1)) es una curva de multi-
plicidad = min{m,mµ} = min{4, 4(2/4)} = 2 (vea Teorema 2.4.7).
Desde que λ(1) = 2/4 < 1 y µ(1) = 2/4 < 1, A(1) no tiene centros
permitidos que sean curvas (vea Teorema 2.4.7). Esto también puede
verse del item anterior (pues la multiplicidad de las curvas (X, ζ(1)),
(Y, ζ(1)), no coinciden con la multiplicidad del origen).
Como A1 no se tiene centros permitidos que sean curvas, y además, desde
que el cono tangente de A(1) es irreducible, estamos en el caso transversal
(λ(1) + µ(1) = 2/4 + 2/4 = 1), luego siguiendo el enfoque de Lipman (vea
Proposición 3.3.7), hacemos transformaciones cuadráticas en cualquiera de
las direcciones (0 : 1 : 0) (en el abierto TY ) o (1 : 0 : 0) (en el abierto
TX). Para este ejemplo haremos la transformación cuadrática en la dirección
(0 : 1 : 0); es decir, en el abierto TY .
2da. EXPLOSIÓN (Transformación Cuadrática en la dirección
(0 : 1 : 0)).
La transformación cuadrática en la dirección (0 : 1 : 0) viene dada por
{X = XY ;Y = Y ;Z = Y Z}. Sean f (2) = f
(1)(XY, Y, Y Z)
Y 4
, la transforma-




cuadrática formal del anillo A(1). Por la Proposición 3.3.6, tenemos que los























2 − 1) = (3/4, 3/4 + 5/4− 1) = (3/4, 1).
Luego, el menor par distinguido de ζ(2) es: (λ(2), µ(2)) = (2/4, 0).
En este caso, como λ(2) = 2/4 < 1 y µ(2) = 0, ζ(2) es una rama casi ordi-
naria no normalizada y para continuar con el proceso de resolución debemos
normalizar esta rama, para ello aplicaremos el lema de la inversión.
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Observación 3.3.11. Note que esta rama casi ordinaria no normalizada, nos
da la siguiente información del anillo A(2).
Como λ(2) + µ(2) = 2/4 + 0 < 1 −→ f (2)I = cX2
(pues m = [L(ζ(2)) : L] = 2)(vea Proposición 2.4.4). De aqúı,
• mult(A(2)) = 2.
Denotemos por ζ
(2)
a la normalización de ζ(2). Por la Proposición 3.3.6,


















1 ) = (2, 0) tiene ambas coordenadas enteras, este par distin-





, µ(2)) = (5/2, 1).
Este menor par distinguido de ζ
(2)
(rama que aún representa a A(2)), nos




sarias para realizar la tercera explosión.
Desde que λ
(2)
+ µ(2) = 5/2 + 1 > 1 −→ f (2)I = Zm = Z2 (pues m =
[L(ζ
(2)
) : L] = 2). De aqúı,
• mult(A(2)) = 2.
Sing(A(2)) = {(X, ζ(2)), (Y, ζ(2)), (X, Y, ζ(2))}.
Pues el origen ((X, Y, ζ
(2)
)) es un punto de multiplicidad 2; por otro
lado, como λ = 5/2 > 0, la curva (X, ζ
(2)
) es una curva de multiplicidad
= min{m,mλ} = min{2, 2(5/2)} = 2 (vea Teorema 2.4.7); de forma
análoga, como µ = 1 > 0 la curva (Y, ζ
(2)
) es una curva de multiplicidad
= min{m,mµ} = min{2, 2(1)} = 2 (vea Teorema 2.4.7).
Desde que λ
(2)
= 5/2 > 1 y µ(2) = 1, tenemos 2 centros permitidos que




) (vea Teorema 2.4.7). Esto también pue-









Ya que A(2) tiene 2 centros permitidos, siguiendo el enfoque de Lipman, de-
bemos elegir como centro de la transformación monoidal a la curva que fue
excepcional (pre imagen de la explosión de un punto o una curva) de la trans-
formación de A(1) a A(2); que en este caso, es la ĺınea proyectiva definida en
el plano proyectivo por Y = 0; es decir elegimos como centro de explosión a
la curva (X, ζ
(2)
).
3ra. EXPLOSIÓN (Transformación Monoidal con centro en
(X,Z)).
En este caso, hay solamente una transformación monoidal formal de A2 '
R/〈f 2〉 la cual es en la dirección (1 : 0) (en el abierto TX) que es donde las
cosas interesantes pasan, pues en el abierto TZ la transformada estricta de f
es unidad, es decir; en este abierto la singularidad ya esta resuelta.
En este abierto, la transformación monoidal viene dada por: {X = X;Y =
Y ;Z = XZ}. Sean f (3) = f
(2)(X, Y,XZ)
X2
la transformada estricta de f (2)
bajo la 3ra explosión, A(3) =
k[[X, Y, Z]]
〈f (3)〉
la transformada monoidal formal de
A(2) con centro en (X,Z). Por la Proposición 3.3.6, tenemos que el único par
distinguido (y por lo tanto el menor) de ζ(3) rama representante de A(3) es:
(λ(3), µ(3)) = (λ(2)1 − 1, µ(2)1) = (5/2− 1, 1) = (3/2, 1)
El menor par distinguido de ζ(3) nos da toda la información que mostramos
a continuación, sobre el anillo casi ordinario A(3) necesarias para realizar la
cuarta explosión.
Desde que λ(3) + µ(3) = 3/2 + 1 > 1 −→ f (3)I = Zm = Z2 (pues m =
[L(ζ(3)) : L] = 2). De aqúı,
• mult(A(3)) = 2.
Sing(A(3)) = {(X, ζ(3)), (Y, ζ(3)), (X, Y, ζ(3))}.
Pues el origen ((X, Y, ζ(3))) es un punto de multiplicidad 2; por otro
lado, como λ(3) = 3/2 > 0, la curva (X, ζ(3)) es una curva de multi-
plicidad = min{m,mλ} = min{2, 2(3/2)} = 2 (vea Teorema 2.4.7); de
forma análoga, como µ(3) = 1 > 0 la curva (Y, ζ(3)) es una curva de
multiplicidad = min{m,mµ} = min{2, 2(1)} = 2 (vea Teorema 2.4.7).
Desde que λ(3) = 3/2 > 1 y µ(3) = 1 ≥ 1, A(3) tiene centros permitidos
que son las curvas (X, ζ(3)), (Y, ζ(3)) (vea Teorema 2.4.7). Esto también
puede verse del item anterior.
Como A(3) tiene 2 centros permitidos, debemos elegir como centro de la trans-
formación monoidal a la curva que fue excepcional de la transformación de
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A(2) a A(3), es decir, la ĺınea proyectiva definida en el plano proyectivo por
X = 0.
4ta. EXPLOSIÓN (Transformación Monoidal con centro en
(Y, Z)).
En este caso, hay solamente una transformación monoidal formal de A '
R/〈f〉 la cual es en la dirección (1 : 0) (en el abierto TY ) que es donde las
cosas interesantes pasan, pues en el abierto TZ la transformada estricta de f
es unidad, es decir; en este abierto la singularidad ya está resuelta.
En este abierto, la transformación monoidal viene dada por: {X = X;Y =
Y ;Z = Y Z}. Sean f (4) = f
(3)(X, Y, Y Z)
Y 2
, la transformada estricta de f bajo
la cuarta explosión, A(4) =
k[[X, Y, Z]]
〈f (4)〉
la transformada monoidal formal del
anillo A(3). Por la Proposición 3.3.6, tenemos que el único par distinguido (y
por lo tanto el menor) de ζ(4) la rama representante de A(4) es
(λ(4), µ(4)) = (λ(3), µ(3) − 1) = (3/2, 1− 1) = (3/2, 0).
Este menor par distinguido de ζ(4) nos da toda la información que mostramos
a continuación sobre el anillo casi ordinario A(4) necesarias para realizar la
quinta explosión.
Desde que λ(4) + µ(4) = 3/2 + 0 > 1 −→ f (4)I = Zm = Z2 (pues m =
[L(ζ(4)) : L] = 2). De aqúı,
• mult(A(4)) = 2.
Sing(A(4)) = {(X, ζ(4)), (X, Y, ζ(4))}.
Pues el origen ((X, Y, ζ(4))) es un punto de multiplicidad 2; por otro
lado, como λ = 3/2 > 0, la curva (X, ζ(4)) es una curva de multiplicidad
= min{m,mλ} = min{2, 2(3/2)} = 2 (vea Teorema 2.4.7);
Desde que λ(3) = 3/2 > 1, A(4) tiene como centro permitido a la cur-
va (X, ζ(4)) (vea Teorema 2.4.7). Esto también puede verse del item
anterior (pues la multiplicidad de la curva (X, ζ(4)), es igual a la multi-
plicidad del origen ((X, Y, ζ(4)))).
Como A(4) tiene como centro permitido a la curva (X, ζ(4)), siguiendo el en-
foque de Lipman (vea Proposición 3.3.7) la quinta explosión será una trans-
formación monoidal con centro en (X,Z).
5ta. EXPLOSIÓN (Transformación Monoidal con centro en
(X,Z)).
En este caso, hay solamente una transformación monoidal formal de A '
R/〈f〉 la cual es en la dirección (1 : 0) (en el abierto TX) que es donde las
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cosas interesantes pasan, pues en el abierto TZ la transformada estricta de f
es unidad, es decir; en este abierto la singularidad ya está resuelta.
La transformación monoidal en este caso viene dada por: {X = X;Y =
Y ;Z = XZ}. Sean f (5) = f
(4)(X, Y,XZ)
X2
la transformada estricta de f (4)
bajo la 5ta explosión, A(5) =
k[[X, Y, Z]]
〈f (5)〉
transformada monoidal formal del
anillo A(4). Por la Proposición 3.3.6, tenemos que el único par distinguido (y





1 ) = (λ
(4) − 1, µ(4)) = (3/2− 1, 0) = (1/2, 0).
El menor par distinguido de ζ(5) nos da toda la información sobre el anillo
casi ordinario A(5).
Como λ(1) + µ(1) = 1/2 + 0 < 1 −→ f (5)I = X2(1/2)Y 2(0) = X
(pues m = [L(ζ(5)) : L] = 2)(vea Proposición 2.4.4). De aqúı,
• mult(A(5)) = 1, donde
Luego, A5 es regular.
Por lo tanto, la resolución parcial del anillo A es: A,A(1), A(2), A(3), A(4).
Note que A(4) es el último miembro de la resolución parcial de A, pues es un
anillo casi ordinario que tiene un centro permitido que es una curva y que
A(5), su correspondiente transformada monoidal formal es regular.
3.4. Resolución Estricta de un Anillo Casi Ordinario
Definición 3.4.1. Sea A un anillo local casi ordinario, A′ una transformación
cuadrática o monoidal de A con centro en p, entonces decimos que la curva
p′ en A′ es una curva excepcional para la transformación de A en
A′ si p′, como un ideal primo, se contrae a p en A.
Śı A′ es la transformada cuadrática o monoidal del anillo casi ordinario A
y si A′ tiene dos curvas en su lugar singular, entonces por lo menos una de
estas dos curvas es excepcional para la transformación de A en A′.
Hay precisamente una curva en A′ el cual es excepcional para la transfor-
mación de A en A′, excepto cuando el cono tangente de A es reducible y A′ sea
la transformación formal la cual cae en la intersección de los dos componentes
de la curva excepcional de la transformación cuadrática de Spec(A).
Definición 3.4.2. Sea un anillo local casi ordinario. Una resolución es-
tricta de A es una sucesión A = A0, A1, ..., Ar tal que:
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1. Ar es normal o no tiene transformaciones especiales.
2. Ai+1 (0 ≤ i < r) es una transformación especial de Ai sujeto a las
siguientes condiciones de exactitud.
Ai+1 contiene exactamente una curva excepcional.
Si Ai (0 < i < r) tiene dos curvas en su lugar singular, nin-
guna de las cuales es un centro permitido, entonces Ai+1 es una
transformación cuadrática formal de Ai a través de la cual pasa
la transformada estricta o propia de la curva excepcional para la
transformación de Ai−1 a Ai.
Si Ai (0 < i < r) tiene dos centros permitidos los cuales son curvas,
entonces Ai+1 es una transformada monoidal formal de Ai y el
centro de la transformación de Ai a Ai+1 es la curva excepcional
de la transformación de Ai−1 a Ai.
A continuación, realizamos la resolución estricta de la superficie casi or-
dinaria del Ejemplo 3.3.8. Para ello en cada etapa necesitamos trabajar con
una rama fuertemente normalizada.
Ejemplo 3.4.3. Considere la superficie casi ordinaria del Ejemplo 3.3.8, S :
f(X, Y, Z) = 0, donde
f(X, Y, Z) = Z4 + (−2XY 3 − 4XY 4 − 2XY 5)Z2 + (−4X2Y 6 − 4X2Y 7)Z
+(X2Y 6 + 4X2Y 7 + 6X2Y 8 + 4X2Y 9 +X2Y 10 −X3Y 9).
Sea ζ = ζ1 = X
2/4Y 6/4 +X2/4Y 10/4 +X3/4Y 9/4, ráız de f , la rama repre-




vio en el ejemplo anterior, los pares distinguidos de ζ son (λ1, µ1) = (2/4, 6/4)
y (λ2, µ2) = (3/4, 9/4), los cuales son normalizados, pero no son fuertemente
normalizados.
Denotemos por ζ ′ a la rama fuertemente normalizada asociada a ζ (la
cuál aún representa a A), sus pares distinguidos serán: (λ′1, µ
′
1) = (6/4, 2/4)
y (λ′2, µ
′
2) = (9/4, 3/4).
Aśı, el menor par distinguido de ζ ′ es (λ′, µ′) = (6/4, 2/4) y esta nos
da toda la información de A que mostramos a continuación, necesarias para
realizar la primera explosión. Cabe mencionar que todas estas informaciones
sobre el anillo A han sido obtenidas de forma como se ha descrito en detalle
en el Ejemplo 3.3.8.
Desde que λ′ + µ′ = 6/4 + 2/4 = 2 > 1 −→ fI = Zm = Z4 (pues
m = [L(ζ ′) : L] = 4). De aqúı,
• mult(A) = 4.
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Sing(A) = {(X, ζ ′), (Y, ζ ′), (X, Y, ζ ′)}. Pues,
• El origen ((X, Y, ζ)) es un punto de multiplicidad 4.
• mult(X, ζ ′) = 4
• mult(Y, ζ ′) = 2
centro permitido de A es la curva (X, ζ ′).
Como A tiene un centro permitido a la curva (X, ζ ′), la primera explosión
será la transformación monoidal con centro en la curva (X,Z) (eje Y ).
1ra. EXPLOSIÓN (Transformación Monoidal con centro en
(X,Z)).
En este caso, se sabe que hay solamente una transformación monoidal
formal de A la cual es en la dirección (1 : 0) (en el abierto TX) que es donde
las cosas interesantes pasan, pues en el abierto TZ la transformada estricta de
f es una unidad y por definición, en este abierto no se tendrá transformadas
formales del anillo A.
En este abierto, la transformación monoidal viene dada por: {X = X;Y =
Y ;Z = XZ}. Sean f (1) = f(X, Y, Y Z)
X4
, la transformada estricta de f bajo la
1ra explosión, A(1) =
k[[X, Y, Z]]
〈f (1)〉
la transformada monoidal formal del anillo
A. Por la Proposición 3.3.6, tenemos que los pares distinguidos de ζ(1), rama





1 ) = (λ
′





2 ) = (λ
′
2 − 1, µ′2) = (5/4, 3/4).
Luego, el menor par distinguido de ζ(1) es: (λ(1), µ(1)) = (2/4, 2/4). El cual
nos da toda la información sobre el anillo casi ordinario A(1) que mostramos
a continuación, necesarias para realizar la segunda explosión.
Como λ(1) + µ(1) = 2/4 + 2/4 = 1 −→ f (1)I = (Zt −XλtY µt)r = (Z2 −
cXY )2
(pues t = [L(X2/4Y 2/4) : L] = 2 y r = [L(ζ(1)) : L(X2/4Y 2/4)] = 2)(vea
Proposición 2.4.4). De aqúı,
• mult(A(1)) = 4.
Sing(A(1)) = {(X, ζ(1)), (Y, ζ(1)), (X, Y, ζ(1))}.
• El origen ((X, Y, ζ(1))) es un punto de multiplicidad 4.
• mult((X, ζ(1))) = 2.
• mult((Y, ζ(1))) = 2
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A(1) no tiene centros permitidos que sean curvas.
Como A(1) no se tiene centros permitidos que sean curvas y además el cono
tangente de A(1) es irreducible, estamos en el caso transversal (λ(1) + µ(1) =
2/4 + 2/4 = 1), luego siguiendo el enfoque de Lipman (Proposición 3.3.7)
debemos realizar transformaciones cuadráticas en cualquiera de las direcciones
(1 : 0 : 0) o (0 : 1 : 0), pero de acuerdo a la definición de resolución estricta,
A(2) debe ser la transformada cuadrática de A(1) a través de la cual pase la
transformada propia de la curva excepcional de la transformación de A a
A(1); es decir, debemos realizar la transformación cuadrática en la dirección
(0 : 1 : 0) (en el abierto TY ).
2da. EXPLOSIÓN (Transformación Cuadrática en la dirección
(0 : 1 : 0)).
En este caso, la transformación cuadrática viene dada por {X = XY ;Y =
Y ;Z = Y Z}. Sean f (2) = f
(1)(XY, Y, Y Z)
Y 4
, la transformada estricta de f bajo
la segunda explosión, A(2) =
k[[X, Y, Z]]
〈f (2)〉
la transformada cuadrática formal
del anillo A(1). Por la Proposición 3.3.6, tenemos que los pares distinguidos










2 ) = (5/4, 1).
Luego, el menor par distinguido de ζ(2) es: (λ(2), µ(2)) = (2/4, 0).
En este caso, como λ(2) = 2/4 < 1 y µ(2) = 0, ζ(2) es una rama casi ordi-
naria no normalizada y para continuar con el proceso de resolución estricta
debemos normalizar fuertemente a esta rama.
Denotemos por ζ
(2)
a la normalización de ζ(2). Por la Proposición 3.3.6

















1 ) = (2, 0) tiene ambas coordenadas enteros este par distin-





, µ(2)) = (7/2, 1), y es fácil ver que ζ
(2)
es una rama
fuertemente normalizado que aún representa a A(2).
Este menor par distinguido de ζ
(2)
, nos da toda la información sobre el
anillo casi ordinario A(2) =
k[[X, Y, Z]]
〈f (2)〉
, que mostramos a continuación, ne-




+ µ(2) = 7/2 + 1 > 1 −→ f (2)I = Zm = Z2 (pues m =
[L(ζ
(2)
) : L] = 2). De aqúı,
• mult(A(2)) = 2.
Sing(A(2)) = {(X, ζ(2)), (Y, ζ(2)), (X, Y, ζ(2))}, pues
• El origen ((X, Y, ζ(2))) es un punto de multiplicidad 2.
• mult((X, ζ(2))) = 2.
• mult((Y, ζ(2))) = 2.





Como A(2) tiene 2 centros permitidos, por definición de resolución estricta
debemos elegir como centro de transformación monoidal a la curva que fue
excepcional de la transformación de A(1) a A(2); que en este caso, es la ĺınea
proyectiva definida en el plano proyectivo por Y = 0.
3ra. EXPLOSIÓN (Transformación Monoidal con centro en
(X,Z)).
En este caso, como ya se mencionó anteriormente, hay solamente una
transformada monoidal formal de A2 la cual es en la dirección (1 : 0) (en
el abierto TX). En este abierto, la transformación monoidal viene dada por:
{X = X;Y = Y ;Z = XZ}.
Sean f (3) =
f (2)(X, Y,XZ)
X2




la transformada monoidal formal de A(2) con
centro en (X,Z). Por la Proposición 3.3.6, tenemos que el único par distin-
guido (y por lo tanto el menor) de ζ(3) rama representante de A(3) es:
(λ(3), µ(3)) = (λ(2)1 − 1, µ(2)1) = (5/2, 1).
Observe que este par distinguido corresponde a una rama fuertemente nor-
malizada. Este par distinguido nos da toda la información sobre el anillo ca-
si ordinario A(3), que mostramos a continuación, necesarias para realizar la
cuarta explosión
Desde que λ(3) + µ(3) = 5/2 + 1 > 1 −→ f (3)I = Zm = Z2 (pues m =
[L(ζ(3)) : L] = 2). De aqúı,
• mult(A(3)) = 2.
Sing(A(3)) = {(X, ζ(3)), (Y, ζ(3)), (X, Y, ζ(3))}, pues
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• El origen ((X, Y, ζ(3))) es un punto de multiplicidad 2.
• mult((X, ζ(3))) = 2.
• mult((Y, ζ(3))) = 2
A(3) tiene centros permitidos que son las curvas (X, ζ(3)), (Y, ζ(3)).
Como A(3) tiene 2 centros permitidos, por definición de resolución estricta,
debemos elegir como centro de la transformación monoidal a la curva que fue
excepcional de la transformación de A(2) a A(3), es decir, a la ĺınea proyectiva
definida en el plano proyectivo por X = 0.
4ta. EXPLOSIÓN (Transformación Monoidal con centro en
(Y, Z)).
En este caso, como ya se menciono anteriormente, hay solamente una
transformada monoidal formal de A(3) la cual es en la dirección (1 : 0) (en
el abierto TY ). En este abierto, la transformación monoidal viene dada por:
{X = X;Y = Y ;Z = Y Z}.
Sean f (4) =
f (3)(X, Y, Y Z)
Y 2




la transformada monoidal formal del anillo A(3).
Por la Proposición 3.3.6, tenemos que el único par distinguido (y por tanto el
menor) de ζ(4) la rama representante de A(4) es:
(λ(4), µ(4)) = (λ(3), µ(3) − 1) = (3/2, 1− 1) = (5/2, 0),
Observe que este par distinguido corresponde a una rama fuertemente nor-
malizada. Este par distinguido nos da toda la información sobre el anillo casi
ordinario A(4), necesarias para realizar la quinta explosión.
Desde que λ(4) + µ(4) = 3/2 + 0 > 1 −→ f (4)I = Zm = Z2 (pues m =
[L(ζ(4)) : L] = 2). De aqúı,
• mult(A(4)) = 2.
Sing(A(4)) = {(X, ζ(4)), (X, Y, ζ(4))}.
• Pues el origen ((X, Y, ζ(4))) es un punto de multiplicidad 2.
• mult((X, ζ(4))) = 2.
A(4) tiene como centro permitido a la curva (X, ζ(4)).
Como A(4) tiene como centro permitido a la curva (X, ζ(4)), siguiendo el en-
foque de Lipman, la quinta explosión debe ser una transformación monoidal
con centro en (X,Z).
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5ta. EXPLOSIÓN (Transformación Monoidal con centro en
(X,Z)).
En este caso, hay solamente una transformación monoidal formal de A(4),
la cual es en la dirección (1 : 0) (en el abierto TX). En este abierto, la trans-
formación monoidal viene dada por: {X = X;Y = Y ;Z = XZ}.
Sean f (5) =
f (4)(X, Y,XZ)
X2




, transformada monoidal formal del anillo A(4).
Por la Proposición 3.3.6, tenemos que el único par distinguido (y por lo tanto





1 ) = (λ
(4) − 1, µ(4)) = (5/2− 1, 0) = (3/2, 0).
Observe que este par distinguido corresponde a una rama fuertemente nor-
malizada. Este par distinguido nos da toda la información sobre el anillo casi
ordinario A(5), necesarias para realizar la sexta explosión.
Desde que λ(5) + µ(5) = 3/2 + 0 > 1 −→ f (5)I = Zm = Z2 (pues m =
[L(ζ(5)) : L] = 2). De aqúı,
• mult(A(5)) = 2.
Sing(A(5)) = {(X, ζ(5)), (X, Y, ζ(5))}.
• Pues el origen ((X, Y, ζ(5))) es un punto de multiplicidad 2.
• mult((X, ζ(5))) = 2.
A(5) tiene como centro permitido a la curva (X, ζ(5)).
Como A(5) tiene como centro permitido a la curva (X, ζ(5)), la sexta explosión
debe ser una transformación monoidal con centro en la curva (X,Z).
6ta. EXPLOSIÓN (Transformación Monoidal con centro en
(X,Z)).
En este caso, hay solamente una transformación monoidal formal de A(5)〉
la cual es en la dirección (1 : 0) (en el abierto TX). En este abierto, la trans-
formación monoidal viene dada por: {X = X;Y = Y ;Z = XZ}.
Sean f (6) =
f (5)(X, Y,XZ)
X2




transformada monoidal formal del anillo A(5).
Por la Proposición 3.3.6, tenemos que el único par distinguido (y por lo tanto






1 ) = (λ
(5) − 1, µ(5)) = (3/2− 1, 0) = (1/2, 0).
y él nos da toda la información sobre el anillo casi ordinario A(5).
Como λ(6) + µ(6) = 1/2 + 0 < 1 −→ f (6)I = X2(1/2)Y 2(0) = X
(pues m = [L(ζ(6)) : L] = 2)(vea Proposición 2.4.4). De aqúı,
• mult(A(6)) = 1.
Luego, A6 es regular.
Aśı, la resolución estricta del anillo A es: A,A(1), A(2), A(3), A(4), A(5). Note
que A5 es el último miembro de la resolución estricta de A, pues es un anillo
casi ordinario que tiene un centro permitido que es una curva y que A6, su




El propósito de esta sección es dar una introducción a la bonita interacción
que hay entre el álgebra y la geometŕıa que nos permitirá una mejor compren-
sión de la este trabajo. La idea básica es que a menudo es posible ver a un
anillo como cierto anillo de funciones sobre un espacio X, para recuperar X
como el conjunto de ideales primos y maximales del anillo.
El Teorema de los Ceros de Hilbert
En todo lo que sigue consideramos que k es un cuerpo algebraicamente
cerrado.
Como todo polinomio f ∈ k[X1, ..., Xn] puede ser visto como una función
f : kn → k, llamado función polinomial de kn en k; cuando k es un cuer-
po algebraicamente cerrado e infinito (entonces, distintos polinomios definen
distintos funciones polinómicas) el anillo polinomial k[X1, ..., Xn] puede ser
visto como el anillo de funciones polinomiales de kn en k.
Observación 3.4.4. kn visto con su anillo de funciones polinomiales, es
usualmente llamado el espacio af́ın de dimensión n sobre k y es deno-
tado por Ank o simplemente por An. Cuando k no es algebraicamente cerrado
es necesario hacer distinción entre kn y An.
Dado un ideal I de k[X1, ..., Xn] definimos el subconjunto algebraico en
kn correspondiente a I por
Z(I) = {(a1, ..., an) ∈ kn | f(a1, ..., an) = 0; ∀f ∈ I} .
Estos conjuntos son llamados conjuntos algebraicos afines.
Observación 3.4.5. Como todo ideal I de k[X1, ..., Xn] es finitamente gene-
rado (Teorema de las Bases de Hilbert), todo conjunto algebraico puede ser
definida como los ceros de un número finito de funciones polinomiales.
Si X = Z(I), entonces el subconjunto algebraico Y ⊂ X es de la forma
Y = Z(J), para algún ideal J de k[X1, ..., Xn], y se cumple que I ⊂ J .
El conjunto algebraico X = Z(I) es irreducible si X no es la unión de dos
subconjuntos algebraicos más pequeños. Los conjuntos algebraicos irreducibles
son llamados variedades algebraicas.
Cuando k = C o R, kn es un espacio topológico, entonces X ⊂ kn hereda la
topoloǵıa de subespacio, la cual es llamada la topoloǵıa clásica. Sin embargo,
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cuando X esta definida sobre un cuerpo arbitrario k se puede definir una to-
poloǵıa sobre X (en donde las funciones polinomiales sobre X juegan el papel
de funciones continuas), para ello se observó que los subconjuntos algebraicos
de X cumplen las propiedades de los cerrados en un espacio topológico. Aśı,
se define la topoloǵıa sobre X tomando como los conjuntos cerrados a los
subconjuntos algebraicos de X. Esta topoloǵıa es llamada la topoloǵıa de
Zariski (la cual es débil; es decir, tiene muy pocos conjuntos cerrados, pero
aún aśı es útil).
La siguiente operación es una especie de aplicación inversa a la construc-
ción de conjuntos algebraicos: dado un subconjunto de X ⊂ kn definimos
I(X) = {f ∈ k[X1, ..., Xn] | f(a1, ..., an) = 0, ∀ (a1, ..., an) ∈ X}.
Se prueba que I(X) es un ideal, el cual es llamado el ideal de X ó ideal
asociado a X.
Sea X un conjunto algebraico, una función polinomial o regular sobre
X es por definición la restricción de una función polinomial de kn sobre k a
puntos de X, identificando dos funciones polinomiales que coinciden en todos
los puntos de X se obtiene el anillo de coordenadas de X denotada por
A(X), llamada aśı por que es el k−álgebra generada por las las “funciones
coordenadas” Xi.
Proposición 3.4.6. A(X) =
k[X1, ..., Xn]
I(X)
Demostración. Cada polinomio de k[X1, ..., Xn] puede ser asociado con un
elemento de A(X), mirando a cada f como una función polinomial sobre X,
de esta forma se obtiene un homomorfismo sobreyectivo
ϕ : k[X1, ..., Xn] −→ A(X)
f 7−→ f |X
cuyo núcleo es Ker(ϕ) = {f ∈ k[X1, ..., Xn] | ϕ(f) = 0A(X)}, el ideal de
polinomios en k[X1, ..., Xn] que se anulan en cada punto de X; es decir,
Ker(ϕ) = I(X), que induce el siguiente isomorfismo: A(X) ' k[X1, ..., Xn]
I(X)
.
Aśı, A(X) es determinado por I(X).
No todo imagen homomorfa A =
k[X1, ..., Xn]
I
(I ideal de k[X1, ..., Xn])
es el anillo de coordenadas de un conjunto algebraico, más precisamente se
tiene
Proposición 3.4.7. Si A(X) es el anillo de coordenadas del conjunto alge-
braico X, entonces A(X) es reducido.
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Demostración. Sea f ∈ A(X) y supongamos que fn = 0, entonces como la
evaluación en un punto a = (a1, ..., an) ∈ X
ϕa : A(X) −→ k
f 7−→ f(a)
es un homomorfismo se tiene que ϕa(f
n(X1, ..., Xn)) = (f(a))
n = 0; es decir,
f(a) es nilpotente para todo a ∈ X, pero los valores de f son elementos del
cuerpo k, luego todos ellos son ceros, y f es el elemento nulo de A(X). Esto
nos dice que A(X) =
k[X1, ..., Xn]
I(X)
no tiene elementos nilpotentes excepto del
cero; es decir, es reducido (luego, I(X) es un ideal radical).
En particular, la proposición anterior nos dice que los ideales asociados
a conjuntos algebraicos son radicales, cuando el cuerpo es algebraicamente
cerrado, la rećıproca también se cumple.
Teorema 3.4.8. Si I ⊂ k[X1, ..., Xn] es el ideal del conjunto algebraico X;
es decir, X = Z(I), entonces X es irreducible si y solo si I es primo.
Demostración. Vea [4].
Teorema 3.4.9 (Teorema de los ceros de Hilbert). Sea k un cuerpo algebrai-
camente cerrado. Si I ⊂ k[X1, ..., Xn] es un ideal, entonces
1. X = Z(I) 6= ∅.
2. I(Z(I)) =
√
I. Es decir, f(a) = 0, ∀a ∈ X ↔ fn ∈ I para algún n.
Aśı, las correspondencias I −→ Z(I) y X −→ I(X) inducen una biyección
entre la colección de subconjuntos algebraicos de kn = An y los ideales radicales
de k[X1, ..., Xn].
Demostración. Vea [4].
El teorema de los Ceros de Hilbert, puede ser usada para transferir el estu-
dio geométrico de variedades algebraicas al álgebra. Los siguientes resultados
son consecuencias del Teorema de los Ceros de Hilbert que nos muestran como
hacer esta transferencia.
Corolario 3.4.10. Sea k un cuerpo algebraicamente cerrado y A un k-álgebra.
A = A(X) para algún conjunto algebraico X si y solo si A es reducido y
finitamente generado como un k−álgebra.
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Demostración. Supongamos que A = A(X) para algún conjunto algebraico
X ⊂ kn, entonces A = k[X1, ..., Xn]
I(X)
(donde I(X) es el ideal de X), el cual es
generado como k−álgebra por X1, ..., Xn y como I(X) es un ideal radical, A
es reducida.
Rećıprocamente, si A es finitamente generada como k−álgebra después de
elegir generadores podemos escribir A =
k[X1, ..., Xn]
I
, para algún ideal I.
Desde que A es reducido, I es radical; luego, I = I(Z(I)), y podemos tomar
X = Z(I).
Definición 3.4.11. Los anillos reducidos y finitamente generados se les llama
k-álgebras afines y cuando no es necesario referirnos al cuerpo se les llama
simplemente anillos afines.
Corolario 3.4.12. Sean k algebraicamente cerrado, a = (a1, ..., an) ∈ kn y
I(a) = {f ∈ k[X1, ..., Xn] | f(a) = 0} el ideal de polinomios anulándose en el
punto a. Se cumple
1. I(a) = 〈X1 − a1, ..., Xn − an〉.
2. I(a) es maximal.
3. Todo ideal maximal de k[X1, ..., Xn] es de la forma 〈X1−a1, ..., Xn−an〉.
En particular, los puntos de kn están en correspondencia uno a uno con
los ideales maximales de k[X1, ..., Xn].
Demostración.
1. f ∈ 〈X1 − a1, ..., Xn − an〉, entonces f = h1(X1 − a1) + ... + hn(Xn −
an), donde hi ∈ k[X1, ..., Xn], luego f(a) = 0, de donde f ∈ I(a).
Rećıprocamente, sea f ∈ I(a) entonces f(a1, ..., an) = 0 y por el teorema
del resto se tiene que
f(X1, ..., Xn)− f(a1, ..., an) ∈ 〈X1 − a1, ..., Xn − an〉
luego, f ∈ 〈X1 − a1, ..., Xn − an〉.
2. Consideremos el homomorfismo (sobreyectivo) evaluación
ϕa : k[X1, ..., Xn] −→ k
f 7−→ f(a1, ..., an)




y como k es un cuerpo se sigue que I(a) es maximal.
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3. Sea M un ideal maximal de k[X1, ..., Xn], como todo ideal maximal (e
incluso, primo) es radical tenemos que I(Z(M)) = M . Si p ∈ Z(M),
es decir, {p} ⊂ Z(M) entonces I(Z(M)) ⊂ I({p}) es decir, M ⊂ I(p).
Rećıprocamente, desde que hemos asumido que M es maximal se tiene
que I(p) ⊂M . Por lo tanto; I(p) = M . La segunda afirmación se sigue
de inmediato.
Observación 3.4.13. Tenemos las siguientes correspondencias
An ↔ k[X1, ..., Xn].
{puntos en An} ↔ {ideales maximales de k[X1, ..., Xn]}
{conj. algebraicos en An} ↔ {ideales radicales de k[X1, ..., Xn]⋃ ⋃
{variedades en An} ↔ {ideales primos de k[X1, ..., Xn].}
En forma análoga podemos establecer las correspondencias entre los sub-
conjuntos algebraicos del conjunto algebraico X y los ideales de su anillo de
coordenadas A(X), como se muestra a continuación
Corolario 3.4.14. Sea k un cuerpo algebraicamente cerrado. Todo ideal ma-
ximal de A(X) es de la forma 〈x1 − a1, ..., xn − an〉, donde xi = Xi mod
I(X) para algún p = (a1, ..., an) ∈ X. En particular, tenemos la siguiente
correspondencia
{puntos en X} ↔ {ideales maximales en A(X)}.
Demostración. Como los ideales maximales de A(X) corresponden a los idea-
les maximales de k[X1, ..., Xn] que contienen a I(X), aśı que basta tratar el
caso X = An.
Además, se cumple que si J ⊂ A(X) es el ideal del subconjunto algebraico
Y (Y = Z(J)), entonces Y es irreducible si y solo si J es primo.
Más claramente, tenemos las siguientes correspondencias
X ↔ A(X).
{puntos en X} ↔ {ideales maximales de A(X)}
{subvariedades en X} ↔ {ideales primos de A(X)}.
Aśı, dado un álgebra af́ın A sobre un cuerpo algebraicamente cerrado, el
Corolario 3.4.10 nos dice que A = A(X) es el anillo de coordenadas de algún
conjunto algebraico X ⊂ kn y el Corolario 3.4.14 nos da tal X como un
conjunto.
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Dados X ⊂ kn y Y ⊂ km conjuntos algebraicos la aplicación natural entre
ellas es la restricción de la aplicación polinomial ϕ : kn −→ km, las cuales son
llamadas morfismos o aplicaciones polinomiales o aplicaciones regulares
de X a Y . Estas aplicaciones inducen una aplicación entre sus anillos de
coordenadas ϕa : A(Y ) −→ A(X), y rećıprocamente se tiene tiene que dada
una aplicación de k−álgebras ϕa : A(Y ) −→ A(X) induce una aplicación
ϕ : X −→ Y de X a Y .
Se prueba que A(X) refleja todas las propiedades de X como un “conjunto
algebraico”, pues se tiene que dos conjuntos algebraicos son isomorfos si y solo
si sus anillos de coordenadas lo son (como k−álgebras).
Aśı, el teorema de los ceros de Hilbert nos da una equivalencia entre los
conjuntos formados por los conjuntos algebraicos con sus morfismos y el con-
junto de las k−álgebras afines con las aplicaciones entre ellas. Más claramente,
se tiene el siguiente corolario.
Corolario 3.4.15. La categoŕıa de conjuntos algebraicos y sus morfismos,
sobre un cuerpo algebraicamente cerrado, es equivalente a la categoŕıa de los
k−álgebras afines con las flechas invertidas.
Anillos Graduados
Definición 3.4.16. Un anillo graduado es un anillo R junto con una des-
composición en suma directa
R = R0 ⊕R1 ⊕ . . . ,
donde los Ri son grupos abelianos tal que RiRj ⊂ Ri+j para todo i, j ∈ Z. Un
anillo R es graduada no negativamente si Ri = 0, para todo i ≤ 0.
Un elemento homogéneo de grado n es simplemente un elemento de
Rn. Todo elemento f de R puede ser escrito de forma única como
f = f0 + f1 + . . . ,
donde los fi son elementos homogéneos de los distintos Ri, llamadas compo-
nentes homogéneas de f .
R0 es un subanillo de R, de hecho la identidad aditiva 0 y la identidad
multiplicativa 1 son elementos de R0.
Un ideal I ⊂ R es homogéneo cuando es generado por elementos ho-
mogéneos de R. De forma equivalente, I es un ideal homogéneo si todo ele-
mento f ∈ I tiene componentes homogéneas que pertenecen a I.
Si R es un anillo graduado y I es un ideal homogéneo de R, entonces
R
I
también es un anillo graduado.
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Definición 3.4.17. Sea R =
⊕∞
i=0Ri (un anillo graduado positivamente),
el ideal más importante de R es el ideal R+ =
⊕∞
i=1Ri consistiendo cuyos
elementos son de grado mayor que cero es llamado ideal irrelevante.
Considerando R = Z[X1, ..., Xn], R+ seria 〈X1, ..., Xn〉, el cual no nece-
sariamente es maximal (
R
R+
' Z, donde Z no es un cuerpo, luego R+ no es
maximal)
Ejemplo 3.4.18. El anillo polinomial R = k[X1, ..., Xn] es un anillo gra-
duado, pues
R = R1 ⊕R2 ⊕ · · · ⊕Rn,
donde Ri es el espacio vectorial de polinomios homogéneos de grado i (también
llamados formas de grado i).
Definición 3.4.19. Sea R un anillo graduado y M un R−módulo. Se dice
que M es un R−módulo graduado si
M = M1 ⊕M2 ⊕ . . . ,
donde los Mi son subgrupos de M tal que Ri.Mj ⊂Mi+j, para todo i, j ∈ Z. Un
módulo graduado que también es un anillo graduado es llamado un álgebra
graduado.
Espacio Proyectivo y Variedades Proyectivas
La introducción de puntos imaginarios llamados puntos en el infinito,
junto a la introducción de la noción de coordenadas del plano por Plucker
en 1830, hizo posible definir la noción de conjuntos algebraicos en el plano
proyectivo.
Sea k un cuerpo. El espacio proyectivo n dimensional sobre k de-
notado por Pnk o por Pn es el conjunto de rectas L que pasan por el origen de
un espacio vectorial de dimensión n+ 1 sobre k. Cada recta L ⊂ kn+1 puede
ser representado por un punto 0 6= (a0, ..., an) de L, junto con una relación de
equivalencia dada por




n)↔ (a′0, ..., a′n) = t(a0, ..., an); 0 6= t ∈ k.
Los a0, ..., an son llamados coordenadas homogéneas de L. Aśı, Pn pue-
de ser considerado como el conjunto de las clases de equivalencia de puntos
(a0, ..., an) ∈ kn+1, las cuales son denotadas por (a0 : ... : an) o (por abuso de
notación) simplemente por (a0, ..., an).
Dado un polinomio f(X0, ..., Xn) en n+1 variables y un punto L represen-
tado por (a0, ..., an) no tiene sentido evaluar f en L, pues f(a0, ..., an) depende
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del representante escogido. Sin embargo, si f es homogéneo de grado d, tiene
sentido firmar si f evaluado en L se anula o no, pues en este caso tenemos
f(ta0, ..., tan) = t
df(a0, ..., an), t ∈ k.
Aśı, la afirmación f(a0, ..., an) = 0 es independiente del representante tomado.
Análogamente al caso af́ın, dado R = k[X0, ..., Xn] (anillo graduado), e I
ideal homogéneo de R, definimos el conjunto algebraico proyectivo Z(I)
asociado al ideal I como
Z(I) = {(a0, ..., an) ∈ Pn | f(a0, ..., an) = 0; f ∈ I homogéneo}.
El ideal irrelevante (vea Definición 3.4.17) corresponde al conjunto vació.
Dado un subconjunto X ⊂ Pn, se le puede asociar I(X), el ideal ho-
mogéneo en R generado por las formas que se anulan en puntos de X llama-
do ideal homogéneo asociado al conjunto algebraico proyectivo X.
Además, es importante observar que los radicales de ideales homogéneos es
homogéneo.
Si k es algebraicamente cerrado, en forma análoga al caso af́ın, por el
Teorema de los Ceros de Hilbert se tiene la siguiente correspondencia uno a
uno
{ Ideales radicales homogéneos (no irrelevantes) de R }
l
{ conjuntos algebraicos proyectivos de Pn }.
Observe que si se incluye al ideal irrelevante ya no se tendŕıa una correspon-
dencia uno a uno, pues tanto el ideal irrelevante y el ideal (1) = R correspon-
deŕıan al conjunto vaćıo.
Si I(X) es el ideal asociado al conjunto algebraico proyectivo X, entonces
R
I(X)
es llamado el anillo de coordenadas homogéneo de X, este no es
solamente un invariante de X (como en el caso af́ın), sino que es un invariante
de X junto con su embebimiento en el espacio proyectivo.
El espacio proyectivo puede ser visto como el espacio af́ın “completado”
adicionando algunos puntos en el infinito de la siguiente forma: consideremos
U el complemento en Pn del hiperplano H : X0 = 0 (H = {(a0 : ... : an) ∈
Pn | a0 = 0}); es decir, U = {(a0 : ... : an) ∈ Pn | a0 6= 0}, como las
coordenadas son definidas salvo el producto por un escalar no nulo, todo punto




. La asociación (1 : b1 : ... : bn) 7−→ (b1, ..., bn) es una biyección
entre U y An (aśı, un punto (a0 : ... : an) ∈ Pn con a0 6= 0 corresponde a el
punto (b1, ..., bn) en An) cuya inversa viene dada por (b1, ..., bn) 7−→ (1 : b1 :
... : bn) (de esta forma obtenemos todos los puntos de Pn con a0 6= 0). Aśı,
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Pn = U t H = An t H, H es llamado hiperplano en el infinito y como
puede ser identificado con Pn−1 podemos continuar con esta descomposición
y aśı obtener Pn = AntAn−1t· · ·tA0, donde t representa la unión disjunta.
Alternativamente podemos notar que la noción de isomorfismo entre U
y An está relacionada con las coordenadas; es decir, que si consideramos U
como el complemento del hiperplano H : X1 = 0, tenemos que todo punto de




. La asociación (b1 : 1 : ... : bn) 7−→ (b1, ..., bn) es una biyección entre
U y An. De hecho, Pn contiene n+ 1 copias de An (Ani si ai 6= 0; i = 0, ..., n)
las cuales se intersectan; es decir; Pn tiene una cobertura por copias de An.
Todo punto de Pn está en al menos una de estas piezas y puede ser escrito
abajo en las coordenadas afines de esa pieza.
Para que estas identificaciones sean útiles es necesario notar que un con-
junto algebraico en Pn intersecta a U en un conjunto algebraico af́ın; en
efecto: si X ⊂ Pn es un conjunto algebraico definido por ecuaciones ho-
mogéneas Fi(X0, ..., Xn), entonces X∩U puede ser descrito Fi(1, X1, ..., Xn) =
fi(X1, ..., Xn) = 0. Aśı, X ∩U es naturalmente un conjunto algebraico en An.
Todo conjunto algebraico en An es la intersección de U con un conjunto al-
gebraico en Pn; en efecto: cualquier polinomio f(X1, ..., Xn) puede escribirse de
la forma F (1, X1, ..., Xn) para algún polinomio homogéneo F (X0, X1, ..., Xn)
de la siguiente manera: supongamos que el grado del polinomio f sea s y F el
resultado de multiplicar cada componente homogéneo de f por una potencia
de X0 para aumentar su potencia a s; es decir,









Se sigue que F (1, X1, ..., Xn) = f(X1, ..., Xn). La forma F es llamada la ho-
mogenización de f con variable homogenizante X0. La existencia de
estas homogenizaciones muestran lo deseado.
Estas observaciones muestran que es razonable identificar a U con An y
además que: dado un conjunto algebraico X ∈ An, la clausura proyectiva
X ⊂ Pn de X se define como el conjunto algebraico más pequeño tal que
X ∩ U = X (U = An).
El Anillo Graduado Asociado y el Álgebra Explosión
Sean R un anillo y I ideal de R. A continuación, describiremos el anillo
graduado asociado y el álgebra explosión . La importancia de describir
estas dos estructuras algebraicas es debido a que el anillo graduado asociado,
geométricamente corresponde al conjunto excepcional (cuando I es un ideal
primo) y al cono tangente (cuando I es maximal) en la explosión, mientras
que BlIR corresponde a la superficie explosión.
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Sean I un ideal del anillo R y Fn =
In
In+1
(n = 0, 1, 2, ...). Cuando f ∈ Fn
y g ∈ Fm definimos la operación f.g de la siguiente manera: tomamos f ′ ∈ In
y g′ ∈ Im tal que f = (f ′ mod In+1) y g = (g′ mod Im+1), entonces
f.g = (f ′g′ mod In+m+1) ∈ Fn+m,
este producto define una estructura de anillo en





⊕ . . .
y grIR llega a ser un anillo graduado (vea Definición 3.4.16).
Definición 3.4.20. El anillo grIR es llamado el anillo graduado de R
con respecto a I.
Ahora, pasamos a definir el álgebra explosión.
Definición 3.4.21. Si I es un ideal del anillo R, entonces el álgebra ex-
plosión de I en R es el R−álgebra









⊕ · · · = grIR.









El contexto geométrico en el que surge el k-álgebra explosión es la siguien-
te: Sean R el álgebra de coordenadas del conjunto algebraico X sobre el cuerpo
k e I el ideal de un subconjunto algebraico Y ⊂ X, entonces hay un conjun-
to algebraico Z obtenido explotando Y ⊂ X, cuyo anillo de coordenadas es
BlIR, el cual es definido como sigue: sean f1, ..., fn generadores del k−álgebra
R y g0, ..., gs generadores del ideal I (como un ideal de R). El álgebra BlIR
es imagen homomorfa del anillo k[X1, ..., Xn, Y0, ..., Ys] mediante la aplicación
ϕ : k[X1, ..., Xn, Y0, ..., Ys] −→ BlIR
Xi 7−→ fi
Yj 7−→ gj
el núcleo de esta aplicación, ker(ϕ), es un ideal que es homogéneo en las
variables Yj, el cual corresponde al subconjunto algebraico Z ⊂ An×Ps (pues
observe que,
k[X1, ..., Xn, Y0, ..., Ys]
ker(ϕ)
' BlIR).
La aplicación proyección An×Ps −→ An env́ıa Z hacia X y es un isomor-
fismo lejos de la pre imagen de Y . El conjunto Z es llamada la explosión de
X con centro en Y .
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La pre imagen de Y en Z corresponde al anillo
BlIR
IBlIR
= grIR. Esta pre
imagen, la cual es llamada el conjunto excepcional de la explosión, es la
variedad proyectiva asociado al anillo graduado grIR.
El hecho de que el grIR anillo graduado corresponda al conjunto excep-




(k algebraicamente cerrado), I = 〈X1, ..., Xn〉. Sea
X = Z(J) ⊂ An y supongamos que J ⊂ I (Z(I) ⊂ Z(J) = X), luego 0 ∈ X.
El cono tangente de X en 0 (compuesto de todas las ĺıneas que son las
posiciones ĺımites de rectas secantes a X que pasan a través del 0) viene
definido por el ideal in(J) ⊂ k[X1, ..., Xn]. Luego, el anillo de coordenadas del
cono tangente es gr〈X1,...,Xn〉R, para una ilustración gráfica vea la figura 10.
Figura 10: Figura obtenida de [4]
Localización y Completaciones
Sea X ⊂ kn un conjunto algebraico, I = I(X) su ideal asociado, A(X)
su anillo de coordenadas, p ∈ X. La idea de localización surgió del deseo de
estudiar la naturaleza de X, en X \Y (donde Y es un subconjunto algebraico
de X que no contiene a p) un abierto de Zariski arbitrariamente pequeño de p
(en este caso se puede considerar que Y es definido por una sola ecuación f ,
y note que se tiene f(p) 6= 0). En este caso, X \ Y es isomorfo a un conjunto
algebraico embebido en kn+1, y es llamado vecindad af́ın abierta de p,
cuyo anillo de coordenadas es obtenida de A(X) adjuntando la inversa de f ,
si invertimos todas las funciones en A(X) que no se anulan en p, el objeto
obtenido es un buen representante algebraico del germen de X en p, el anillo
de coordenadas de p. Para un análisis más detallado de esta situación vea [4].
Esta es la noción geométrica, a continuación damos la definición “formal” de
la localización.
De forma análoga a como se construye el conjunto de los números raciona-
les a partir de los enteros, dado R un dominio de integridad, es posible definir
el cuerpo de fracciones de R de la siguiente manera: sean (a, r), (b, s) ∈ R×R,
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donde s 6= 0, r 6= 0 y consideremos la relación
(a, r) ≡ (b, s)←→ a.s = br.
Se prueba que esta relación es de equivalencia siempre y cuando R sea un
dominio de integridad (la transitividad solo se cumple en este caso). Se prueba
que el conjunto de las clases de equivalencias
a
r

















tiene la estructura de cuerpo, denotado por Frac(R).
Cuando R no es un dominio de integridad, la noción anterior se generaliza
del siguiente modo: sea S un subconjunto multiplicativamente cerrado de R
en R× S definimos la relación:
(a, r) ≡ (b, s)←→ ∃ t ∈ S | t(a.s− br) = 0.
Se prueba que esta relación es de equivalencia. Se denota por RS al conjunto
de las clases de equivalencia
a
r
de (a, r) y se prueba que RS con las operaciones
descritas arriba tiene la estructura de anillo conmutativo con unidad. RS es
llamada el anillo de fracciones de R con respecto a S y el proceso de
pasar de R a RS se le llama localización.
Observación 3.4.22. Note que cuando R es un dominio de integridad y
S = R \ {0}, la localización RS es el cuerpo de fracciones de R.
Toda localización viene equipada con un homomorfismo (el cual en general
no es inyectivo)
ϕ : R −→ RS
a 7−→ a
1
con las siguientes propiedades:
1. Si s ∈ S, entonces f(s) es una unidad en RS.
2. f(a) = 0, entonces existe s ∈ S tal que a.s = 0.
3. Cada elemento de RS es de la forma f(a).f(s)
−1, a ∈ R y s ∈ S.
Ejemplos 3.4.23.
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1. Sea P un ideal primo de R. Entonces S = R \ P es un conjunto mul-
tiplicativamente cerrado de R y en este caso denotamos RS por RP . El








/∈ PP , entonces b /∈ P y t /∈ P , entonces
b
t
es una unidad en RP
(pues, b ∈ S). Además, si Q es un ideal en RP tal que Q * PP entonces
contiene una unidad y por tanto Q = RP , luego PP es el único ideal
maximal de RP y por tanto es local. k(P ) =
RP
PP
es llamado el cuerpo
de clases residuales de R en P . Veamos algunos casos particulares
Sean R = k[X1, ..., Xn], donde k es un cuerpo infinito y algebrai-





| f ∈ R, g /∈ P
}
.
Si X = Z(P ) = {(a1, ..., an) ∈ kn | f(a1, ..., an) = 0,∀f ∈ P} es la
variedad algebraica definida por el ideal P , entonces RP puede iden-
tificarse con el anillo de todas las funciones racionales que están
definidas en casi todos los puntos de X (excepto, en los puntos don-
de el denominador no este en P , sin embargo se anule) llamado el
anillo local de kn a lo largo de la variedad X..
Sea R = A(X) el anillo de coordenadas de la variedad X, p ∈ X
y P = I〈p〉 el ideal de todos los elementos de R que se anulan
en p (por tanto es P es maximal), entonces RP , el anillo obtenido
invirtiendo todas las funciones que no se anulan en p, es el anillo
local de la variedad X en p.
2. Sea f ∈ R y S = {fn | n ≥ 0}, en este caso denotamos a RS por Rf .




| h = fn, n ∈ Z+
}
es el conjunto de números racionales cuyo denominador es una potencia
de f .
3. Sea R arbitrario y S conjunto de no divisores de cero R, entonces RS es
llamado el cociente total de R y se denota por K(R), esta es la mayor
localización tal que la aplicación R −→ RS es inyectiva.
De forma análoga se define la localización de un R-módulo ([4]).
A continuación, pasamos a definir la noción de completaciones. Las com-
pletaciones de un anillo R con respecto a un ideal M , suele denotarse por R̂M
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o simplemente por R̂ cuando M es claro, el caso de mayor interés es cuando
R es local y M el ideal maximal.
Si R = A(X) es el anillo de una variedad algebraica af́ın X y M es su
ideal maximal, la localización de R respecto a su ideal máximal M refleja
las propiedades de la variedad en vecindades abiertas de Zariski del punto
correspondiente a M ; mientras que R̂M , la completación de R con respecto
a M , representa las propiedades de la variedad X en vecindades mucho más
pequeñas.
Si k es un cuerpo, R = k[X1, ..., Xn] y M = 〈X1, ..., Xn〉 su ideal Maxi-
mal, entonces la completación del anillo polinomial R con respecto a M es




R con respecto a M es
k[[X1, ..., Xn]]
Ik[[X1, ..., Xn]]
. En general, toda completación puede
ser definida en términos de series de potencias formales.
El Teorema de la Estructura de Cohen
La caracteŕıstica de un anillo R es el entero positivo que genera el núcleo
del homomorfismo natural Z −→ R.
Para R un anillo local, M su ideal maximal y K =
R
M
su cuerpo de clases
residuales, se prueba que: R contiene un cuerpo si y solo si la caracteŕıstica
de R es igual a la caracteŕıstica de K. En este caso R es llamado un anillo
local equiracteŕıstico.
El teorema de la estructura de Cohen establece que cualquier anillo noet-
heriano, local y completo R es imagen homomorfa de un anillo de series de
potencias en un número finito de variables sobre un “agradable” anillo. Cuan-
do R es equicaracteŕıstico, el anillo “agradable” puede ser un cuerpo. Como
los anillos noethrianos locales completos son finitamente generados, compar-
ten ciertas propiedades con los anillos afines, aśı estas tienen mejor compor-
tamiento que anillos noetherianos locales arbitrarios.
El siguiente teorema nos dice que una aplicación del anillo de series de
potencias formales R[[X1, ..., Xn]] hacia otro anillo completo S, puede ser es-
pecificado simplemente diciendo donde enviar cada Xi.
Teorema 3.4.24. Sea R cualquier anillo y sea S un R−álgebra que es com-
pleta respecto a un ideal I. Dado f1, ..., fn ∈ I
1. Hay un único homomorfismo de R−álgebras
ϕ : R[[X1, ..., Xn]] −→ S
Xi 7−→ fi
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esta aplicación lleva g(X1, ..., Xn) ∈ R[[X1, ..., Xn]] hacia g(f1, ..., fn) ∈
S.
2. Si la aplicación inducida R −→ S
I
es un epimorfismo y si f1, ..., fn
generan a I, entonces ϕ es un epimorfismo.
3. Si la aplicación asociada de anillos graduados asociados
grϕ : R[X1, ...Xn] ' gr〈X1,...,Xn〉R[[X1, ..., Xn]] −→ grIS
es un monomorfismo, entonces ϕ es un monomorfismo.
Demostración. 1. La única aplicación de R−álgebras R[X1, ..., Xn] −→
S
I t
















hay una única aplicación ϕ : R[[X1, ..., Xn]] −→ S que env́ıa a los Xi





t, para todo t, luego la imagen de g en S es g(f1, ..., fn), lo
que tiene sentido precisamente debido a que S es completo con respecto
a I.





es sobreyectiva, luego la aplicación inducida grϕ : gr〈X1,...,Xn〉R −→ grIS
es también sobreyectiva. Ahora, dado 0 6= g ∈ S sea i el número mas
grande tal que g ∈ I i (tal i existe por que S es completo), aśı ∩Ij = 0.
Desde que grϕ es sobreyectiva podemos encontrar un g1 ∈ 〈X1, ..., Xn〉i
cuya forma inicial es llevado a la forma inicial de g. Se sigue que g −
ϕ(f1) ∈ I i+1.
Repitiendo este proceso, se obtiene una sucesión de elementos gj ∈
〈X1, ..., Xn〉i+j tal que g =
∑∞
j=1 ϕ(gj). Puesto que ϕ preserva infini-





3. Si 0 6= g ∈ R[[X1, ..., Xn]], entonces in(g) es una forma no nula, d́ıga-
mos de grado d, y de la hipótesis se tiene grϕ(in(g)) 6= 0 en la parte
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de grado d de grIS. Pero g ≡ in(g)mod〈X1, ..., Xn〉d+1, luego ϕ(g) =
grϕ(in(g))modId+1, de donde ϕ(g) 6= 0.
Teorema 3.4.25 (Teorema de estructura de Cohen). Sea R un anillo noethe-
riano, local y completo con ideal maximal M y cuerpo de clases residuales K.
Si R contiene un cuerpo (equicaracteŕıstico), entonces R ' K[[X1, ..., Xn]]
I
para algún n y algún ideal I.
Demostración. Escoja un cuerpo de coeficientes K ⊂ R, y sea a1, ..., an
un conjunto de generadores del ideal maximal de R. Desde que R es com-
pleto, el item 1 del Teorema 3.4.24 muestra que hay una aplicación ϕ :
K[[X1, ..., Xn]] −→ R que env́ıa a los Xi hacia los ai. El item 2 del Teo-
rema 3.4.24 muestra que esta aplicación es sobreyectiva, aśı que si I es el
núcleo de la aplicación ϕ (I = ker(ϕ)), entonces R ' K[[X1, ..., Xn]]
I
. Para
mas detalles sobre la demostración de este teorema y sus aplicaciones vea
[4].
Sean que X sea una variedad af́ın, p ∈ X un punto de X, A(X) anillo
de coordenadas de X y Mp ideal maximal de A(X) correspondiente al punto
p. Sea R = A(X)Mp ser la localización (anillo local de X en p) cuyo anillo
maximal es M (M es la localización de Mp). La completación R̂ = R̂M de-
be considerarse como el “anillo de funciones definidos en una vecindad muy
pequeña de p”, y como se esperaba R̂ no tiene elementos nilpotentes.
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