Abstract-Information dissemination in communication networks is a key function whose effectiveness depends both on the chosen dissemination algorithm and on the underlying network topology. A series of contributions in statistical physics has uncovered the specific topological properties of small-world networks that potentiate the spread of information, most strikingly small network diameters and large clustering coefficients. Simultaneously, the spectra of dissemination algorithms, typically based on message replication, was recently enlarged by the advent of the network coding paradigm, in which intermediate nodes are allowed to mix information flows through non-trivial linear operations. Intrigued by the dissemination of information in broadcast environments with small-world topologies, we compare the behavior of competing replication based algorithms and their network coding counterparts. We show, both analytically and through simulation, that network coding requires a smaller number of transmissions and shorter propagation delays, conjugated with impressive steadiness under distinct topological configurations.
I. INTRODUCTION
Small-world network (SWN) graphs [1] have shown to capture fundamental properties of relevant phenomena and structures in sociology, biology, statistical physics and manmade networks. Examples range from Milgram's "six degrees of separation" between any two people in the United States to such diverse networks as the U.S. electric power grid, the nervous system of a nematode worm, food webs, telephone call graphs, citation networks of scientists, and, most remarkably, the World Wide Web [2] .
A series of contributions in statistical physics has uncovered the specific topological properties of SWNs that potentiate the spread of information: small network diameters and large clustering coefficients. Therefore SWN topologies are becoming potentially attractive in the context of communication networks. Resource discovery in wireless networks [3] , design of heterogeneous networks ( [4] , [5] ), and application to overlay networks for peer-to-peer communications ( [6] , [7] ) are just a few examples on which SWN topological properties are deemed to be particularly useful.
Information dissemination algorithms play a key role on efficient information spreading. Flooding is arguably the simplest form of information dissemination. Typically, flooding resorts to replication based forwarding where nodes replicate and forward the information they receive. Since optimal flooding constitutes an NP-complete problem [8] , polynomial-time approximation algorithms are normally used ( [9] , [10] , [11] , [12] ). The spectra of dissemination algorithms was recently enlarged ( [13] , [14] ) by the advent of the network coding (NC) paradigm ( [15] , [16] ), in which intermediate nodes are allowed to mix information flows through algebraic operations. In particular, in [14] we address the communication cost and the impact of the topology on replication based flooding and network coding based flooding in Erdős Rényi Random Graphs and Random Geometric Graphs.
Seeking to understand how information dissemination techniques compete over SWN topologies with broadcast medium, we compare replication and network coded based flooding techniques with respect to the number of transmissions and the end-to-end delay. We highlight the impact of topology parameters of the SWN model on these performance metrics. More specifically, we base our analysis on two main representatives: the NC flooding algorithm of [13] and the replication based Multipoint Relaying (MPR) flooding algorithm of [12] . We present the following main contributions: (a) an analytical characterization of NC flooding in SWN topologies; (b) a set of simulation results for the number of transmissions and delay with NC and MPR flooding over SWNs; (c) a critical discussion of the interplay between SWN topologies and replication and network coded based flooding algorithms. The rest of the paper is organized as follows. Section II overviews SWNs and recalls some basic definitions from graph theory. Section III presents the problem statement and the algorithms under study. Section IV gives an asymptotic analysis of the NC algorithm. Section V presents the simulation study.
II. DEFINITIONS FROM GRAPH THEORY

A. Small-World Networks
Random graphs play an important role as mathematically tractable models for complex, large-scale networks. A recent addition to this set of tools is a class of objects generally designated by SWN graphs, which exhibit high clustering coefficients (i.e. neighboring nodes are likely to be connected) and small average path length -the diameter of a graph with n nodes is in fact bounded by a polynomial in log n. The term "Small-world networks" itself was coined by Watts and [17] ) where instead of reconnecting existing edges, new edges are added with probability p.
Kleinberg [18] introduced an SWN model that has the property of navegability, where short paths not only exist, but can also be easily found using merely local information. The model consists of a grid to which shortcuts are added not uniformly but according to a harmonic distribution, such that the number of outgoing links per node is fixed and the link probability depends on the distance between the nodes. For this class of small-world networks a greedy routing algorithm, in which a message is sent through the outgoing link that minimizes the distance to the destination, was shown to be effective.
Typical contributions on the study of SWNs have targeted connectivity parameters, such as the degree distribution, the clustering coefficient, or the shortest path length between two nodes (see e.g. [2] and references therein). Reference [19] addresses the max-flow min-cut capacity of distinct SWN models, and [20] surveys communication processes in complex networks (including SWNs), such as search and navigation, network transmission, epidemics, and information dissemination processes.
B. Definitions from Graph Theory
Let G = (V, E) be a graph with a set of nodes V and a set of edges E. The number of nodes in G is denoted by n = |V |.
The degree d(u) of a node u is the number of edges adjacent to u, i.e., the number of neighbors of u. The distance L u,v between a pair of nodes (u, v) in a graph G (also known as the geodesic distance) is the number of edges in a shortest path connecting them. A node with distance z ∈ Z + to a node u is called z-hop neighbor of u. The z-hop neighborhood of a node u is the set of z-hop neighbors of u. The 1-hop neighborhood of a node u is also called the neighborhood of u. The average distance L for a whole graph G is the average of the distances between every distinct pair of nodes in G. The diameter of a graph is the greatest distance between any two nodes.
The clustering coefficient C u for a node u is the ratio between the number of edges connecting the nodes within its neighborhood and the maximum number of edges that could connect them. The clustering coefficient C for a whole graph G is the average of the clustering coefficients of each node in G. The clustering coefficient of a node in a graph quantifies how close the node and its neighbors are from being a clique.
A Small-World Network with Rewiring G = (V, k, p) with set of nodes V , initial node degree k, and rewiring probability p is constructed as follows (see Fig. 1 ): the initial graph is a one-dimensional lattice of n nodes, with periodic boundary conditions (i.e. a ring), each node being connected to its k-hop neighborhood. The nodes are then visited one after the other; each edge connecting a node to one of its k/2 nearest neighbors in the clockwise sense is left in place with probability 1 − p, and with probability p is reconnected to a randomly chosen other node. From now on we will use the acronym SWN to specifically refer to Small-World Networks with Rewiring. [12] Let N (u) denote the set of one-hop neighbors of u, and N 2 (u) denote the set of two-hop neighbors of u.
III. ALGORITHMS AND PROBLEM STATEMENT
A. Multipoint Relaying
Algorithm 1 MPR Selection
1) Start with an empty multipoint relay set MPR(u).
2) Select those one-hop neighbor nodes in N (u) as multipoint relays which are the only neighbor of some node in N 2 (u), and add these one-hop neighbor nodes to the multipoint relay set MPR(u).
3) While there still exist some nodes in N 2 (u) which are not covered by the multipoint relay set MPR(u): a) For each node in N (u) not in MPR(u) compute the number of nodes that it covers among the uncovered nodes in the set N 2 (u). b) Add that node of N (u) in MPR(u) for which this number is maximum.
In its simplest form, pure flooding means that all nodes retransmit the received messages. In a network with n nodes, the number of retransmissions of a source message using pure flooding is n − 1.
Multipoint relaying ( [12] , [21] ) is deemed to reduce the number of duplicate retransmissions while forwarding a broadcast message. This technique reduces the set of nodes retransmitting the message in such a away that a message forwarded by a node is guaranteed to reach (assuming lossless transmissions) all the two-hop neighbors of that node. For this purpose, each node selects a subset of its neighbors ("multipoint relays") that ensure connectivity to every twohop neighbor. Although finding the optimal MPR set is an NP-complete problem, efficient heuristics are available for its calculation [22] . [21] 1) A source node u broadcasts its source message mu. 2) Each node v that receives m u re-broadcasts it only if: a) v is a multipoint relay of the previous hop of the message, and b) the message was not previously forwarded by v.
Algorithm 2 MPR Flood
In this paper we resort to the heuristic described in Algorithm 1 for the MPR set computation, and Algorithm 2 for MPR-based flooding. Asymptotic analysis of these two MPR algorithms can be found in [21] .
B. Random Linear Network Coding
Random linear network coding can be viewed as a distributed method for combining different data flows ( [23] , [24] ). The basic principle is that each node in the network selects independently and randomly a set of coefficients and uses them to form linear combinations of the messages it receives. These linear combinations are then sent over the outgoing links. The global encoding vector, i.e. the matrix of coefficients corresponding to the operations performed on the messages, is sent along in the packet header to ensure that the end receivers are capable of decoding the original data. Specifically, it was shown that if the coefficients are chosen at random from a large enough field, Gaussian elimination succeeds with high probability [23] . [13] 1) Associate with each node v a forwarding factor f (v).
Algorithm 3 NC FWB
2) Node v transmits its source message max{1, f (v) } times,
and an additional time with
3) When a node v receives linearly independent messages, it broadcasts a linear combination over the span of the received coding vectors f (v) times, and an additional time with
The NC algorithm used in our study ([13] ). combines random linear network coding with a probabilistic forwarding algorithm. The proposed algorithm (Algorithm 3), resorts to a heuristic that assigns to each node v a probabilistic forwarding factor f (v). This forwarding factor is set to be inversely proportional to the degree
, where γ ≥ 0 is a scaling factor whose optimum value depends on the topology [13] . A node that receives a linearly independent combination of messages will form and broadcast new random linear combinations of the current and previously received messages depending on this forwarding factor.
C. Problem Statement
Let G = (V, k, p) be a connected SWN and furthermore let M = {m u : u ∈ V } be a set of messages. Assume that every node u ∈ V acts as a source node intending to deliver a source message m u to every other node. One transmission of a node refers to broadcasting a message or a linear combination of messages to all neighbors of the node.
We are interested in the expected values E(T MP R ) (MPR algorithm) and E(T NC ) (NC algorithm), of required transmissions per source message, such that all nodes can decode all messages m u ∈ M .
IV. ASYMPTOTIC ANALYSIS
We now derive the asymptotic behavior of the expected value of the number of transmissions per message for the NC flooding algorithm in SWNs.
Theorem 1: Let G = (V, k, p) be a connected SWN, and let D be a random variable representing the degree of an arbitrary node in G. For a transmission scheme defined by the NC algorithm (Algorithm 3) with γ chosen to ensure that all nodes can decode all messages, we have
Proof: In [14] we show that E D (T NC ) in any connected graph is: (2) where
is the first negative moment of D.
The specialization of E D (T NC ) for SWNs is achieved by calculating
The probability mass function of the degree in SWN for large n is ( [25] ):
The degree distribution P(D) presents two useful properties to derive an upper and lower bound for ξ D . One is the expected degree E D (D) = k. The other is the minimum degree min(D) ≥ k/2, which arises from the lower cutoff of P(D) at degree k/2. Conjugating these results with the following inequation that holds for any discrete random variable D > 0 (see [26] and references therein):
we get:
Replacing (6) in (2) we prove the above result.
Theorem 1 suggests that using the NC algorithm over SWNs, E D (T NC ) is independent of the rewiring probability p. Moreover, it shows that E D (T NC ) lies between two linear functions of n that differ by a factor of 2. Fig. 2(a) and Fig. 2(b) plot the analytical and simulation results of T NC (γ = 2.5) in SWN graphs. They show that the average value , and in particular that it is very close to the lower bound. Section V addresses in detail the simulation study.
V. SIMULATION BASED ANALYSIS
In this section we present a simulation study where we evaluate NC and MPR information flooding in SWN topologies.
We developed a network simulator written in C++ for this study. For the implementation of random linear NC, we followed the framework described in [24] with coding operations over the F 2 8 finite field. This field size is sufficient for practical networking scenarios ( [24] , [13] ) and has the advantage of allowing each field symbol to be stored in one byte. Decoding uses Gaussian-Jordan elimination allowing progressive decoding while coded messages are being received. The simulation time is divided in discrete rounds (time units), and each transmission/reception lasts one simulation round. In each round, the order of the node transmissions is randomly chosen, and each idle node is scheduled to transmit if and only if all its neighbors are idle (not in a receiving or transmitting state).
Each data point (mean, 10% and 90% quantile) in the simulation results is obtained from 100 repetitions of a simulation using different seeds for the random number generator.
A. Topology and Performance Metrics
Aiming at a reasonable evaluation of the dissemination algorithms, we consider the following metrics: a) Clustering coefficient C and average distance L: defined in Section II-B; b) MPR set size: the cardinality of the MPR set of each node averaged over all nodes; c) Normalized rank (NR): ratio between the rank of the decoding matrix of a node and the total number of source messages, averaged over all nodes; d) Delivery ratio (DR): ratio between number of source messages and the number of messages successively received or decoded at a node; e) Number of transmissions per message (T ): defined in Section III-C; f) Delay: rounds elapsed between the transmission of a message by a source node and the reception (with MPR), or successful decoding (with NC) at a node;
B. Simulation Results
We compare MPR and NC flooding in SWNs with n = 50 nodes, mean degree k = 8, and edge rewiring probability p ∈ [0, 1]. The complexity of decoding via Gaussian-Jordan elimination (O(h 3 ), where h is the number of messages) is a limiting factor to the number of messages that can be combined (i.e. the generation size). In our communication scenario all nodes act as sources and all messages are combined. Thus the generation size is equal to n. Therefore the aforementioned decoding complexity constrains the number of nodes that can be used in the simulations.
The NC algorithm (Algorithm 3) is simulated with scaling factors γ ∈ {0.5, 1.5, 2.5}, chosen via simulation on an iterative trial-and-error approach to guarantee the existence of (γ, p) tuples that achieve 100% DR. Fig. 3(a) presents the normalized values of clustering coefficient C(p)/C(0) and the average path length L(p)/L(0), with C(0) 0.64 and L(0) 3.57. These curves follow the typical behavior of the topological properties of SWNs ( [27] , [20] ). Fig. 3(b) presents the average MPR set size. This metric increases sharply for small p, stabilizing thereafter. Moreover, comparing Fig. 3(b) with Fig. 3(a) we find a correlation between the mean MPR set size and the reciprocal of C. This correlation can be interpreted as follows: since C v is roughly equivalent to the probability of two neighbors of v being also neighbors of each other, a higher C v implies a more 'cliquish' neighborhood. Therefore, the number of 1-hop neighbors necessary to reach all the 2-hop neighbors of v (MPR set) is expected to increase when C v decreases. This is the observed case in our simulations when p converges from 0 to 1. For successfull decoding with random linear NC, the number of linearly independent combinations of coded messages received by a node needs to be equal to the number of source messages. Otherwise, a node may still decode a fraction of the source messages. This is illustrated in Fig. 3(c) and Fig. 3(d) which plot the NR and the DR respectively. For γ = 0.5 the NR is around 0.35 while the DR only reaches 0.2 (20%). For γ = 1.5 the NR is almost 1 and the DR is slightly smaller. With γ = 2.5 the NR is 1, yielding a DR of 100%. We also notice that for the same γ (e.g. γ = 0.5) both the NR and the DR keep fairly constant with p. This suggests that in SWNs the rewiring probability does not significantly affect the performance of the NC algorithm. This behavior can be interpreted as follows. Given that our NC algorithm is probabilistic, we might expect that the reduction of the diameter would contribute to an increase in the NR. On the other hand, since a larger C implies a higher number of redundant paths between nodes, we would expect the decrease of C to cause a decrease in NR. We argue that the combined reduction of L and C cancel one another yielding an almost constant NR (and DR) regardless of p. Fig. 3 (e) presents the number of transmissions per message for NC, MPR, and pure flooding. We observe that T MP R degrades significantly with p, converging to the number of transmissions per message attained with pure flooding. As expected, T MP R increases with the MPR set size (Fig. 3(b) ). In contrast, T NC is almost constant with the rewiring probability p, presenting a fairly low transmission cost when compared to pure flooding or MPR flooding. The fraction T NC /T MP R ranges from 0.77 (p = 0, with γ = 1.5) to 0.4 (p = 1, with γ = 2.5).
The delay behavior (Fig. 3(f) ) presents the same trend as the number of transmissions. For sufficiently large γ, the delay ratio between NC and MPR ranges from around 0.5 (p = 0, with γ = 1.5) to 0.3 (p = 1, with γ = 2.5).
VI. CONCLUSIONS
Aiming at understanding how information dissemination with distinct forwarding paradigms performs in SWNs, we selected one representative of each paradigm for our study: the network coding algorithm of [13] and replication based flooding algorithm of [12] .
The analytical part of our work shows, as evidenced by Theorem 1, that the number of transmissions per message of the network coding algorithm under consideration scales linearly with the number of nodes. This result contrasts with our previous results in Erdős Rényi and Random Geometric Graphs [14] where we showed the asymptotic independence of this metric to the number of nodes. The reason for these distinct results can be understood with the following observation. While in Erdős Rényi and Random Geometric Graphs the average node degree increases linearly with the number of nodes, in SWNs with rewiring the average node degree remains fixed. Moreover, the analytical expression for the number of transmissions per message of network coding shows no dependency on the rewiring probability of the SWN model. This result is corroborated by the simulation results. In fact, the simulations highlight the stability of the NC performance metrics (delivery ratio, number of transmissions per message and delay) within all the rewiring range of the SWN model (i.e. with distinct clustering coefficients and average geodesic distance values).
Another concluding remark is that replication based flooding techniques based on scoped connected dominating set approximations (represented by MPR flooding in our study) do not produce significant overhead reduction in poorly clustered topologies. Their Achilles' heel resides on the use of algorithms where each node exploits a scoped and limiting view of the topological properties centered in its neighborhood. In contrast, the studied network coded flooding technique demonstrates to be relatively immune to changes in local connectivity parameters (i.e. presence or absence of strong local connectivity), suggesting that the strengths of the studied network coding algorithm stems from its network-wide coding/decoding operation paradigm.
