Abstract. Population based metaheuristics are commonly used for global optimization problems. These techniques depend largely on the generation of initial population. A good initial population may not only result in a better fitness function value but may also help in faster convergence. Although these techniques have been popular since more than three decades very little research has been done on the initialization of the population. In this paper, we propose a modified Particle Swarm Optimization (PSO) called Improved Constraint Particle Swarm Optimization (ICPSO) algorithm for solving constrained optimization. The proposed ICPSO algorithm is initialized using quasi random Vander Corput sequence and differs from unconstrained PSO algorithm in the phase of updating the position vectors and sorting every generation solutions. The performance of ICPSO algorithm is validated on eighteen constrained benchmark problems. The numerical results show that the proposed algorithm is a quite promising for solving constraint optimization problems.
Introduction
Most of the problems occurring in the field technology and engineering can be formulated as global optimization problems. Mathematical models of such problems is often complex. The objective function may be multimodal having several local and global optima. Many real-world optimization problems are solved subject to sets of constraints. Such problems are called constrained optimization problems (COP). The search space in COPs consists of two kinds of solutions: feasible and infeasible. Feasible points satisfy all the constraints, while infeasible points violate at least one of them. Therefore, the final solution of an optimization problem must satisfy all constraints. A constrained optimization problem may be distinguished as a Linear Programming Problem (LPP) and Nonlinear Programming Problem (NLP). In this paper we have considered NLP problems where either the objective function or the constraints or both are nonlinear in nature. There are many traditional methods in the literature for solving NLP. However, most of the traditional methods require certain auxiliary properties (like convexity, continuity etc.) of the problem and also most of the traditional techniques are suitable for only a particular type of problem (for example Quadratic Programming Problems, Geometric Programming Problems etc). Keeping in view the limitations of traditional techniques researchers have proposed the use of stochastic optimization methods and intelligent algorithms for solving NLP which may be constrained or unconstrained. Based on the research efforts in literature, constraint handling methods have been categorized in a number of classes [2, 3, 4, 5] .
In the past few decades researchers have shown significant interest in population based stochastic search techniques for dealing with global optimization problems. Some popular population based metaheuristics include Genetic Algorithms [6, 7, 8] , Ant Colony Optimization [9] , Particle Swarm Optimization [10] , Differential Evolution [11] etcetera. The first step in all these algorithms is "generate an initial population"; but how the population is to be generated finds little or no mention.
The initial generation of random numbers plays an important role in the population based search techniques for optimization. The uniform distribution of points in the search domain is very likely to improve the performance of a search technique that depends largely on the generation of random number numbers. Now the question arises which method should be used to generate random numbers which will result in faster convergence of the algorithm without compromising with the quality of solution. The most commonly used method for generating the initial population is the use of an inbuilt subroutine available in most of the programming languages for generating random numbers. Though this method is very simple from the programming point of view, it is not very efficient because the computer generated numbers do not cover the search space uniformly. Despite the relevance of distribution of initial population this topic has not gained much attention in the EA community.
In the present study we have made use of quasi random Vander Corput sequence to initialize the population. Some previous instances where low discrepancy sequences have been used to improve the performance of optimization algorithms include [12, 13, 14, 15, 16] . Kimura and Matsumura [12] have used Halton sequence for initializing the Genetic Algorithms (GA) population and have shown that a real coded GA performs much better when initialized with a quasi random sequence in comparison to a GA which initialized with a population having uniform probability distribution. Instances where quasi random sequences have been used for initializing the swarm in PSO can be found in [13, 14, 15, 16] . In [14, 15, 16] authors have made use of Sobol and Faure sequences. Similarly, Nguyen et al. [13] have shown a detailed comparison of Halton Faure and Sobol sequences for initializing the swarm. In the pre-vious studies, it has already been shown that the performance of Sobol sequence dominates the performance of Halton and Faure sequences.
The authors suggested the use of quasi random sequences for the initial generation of population in PSO and recoded its performance for unconstrained optimization. In [17] , the authors used Vander Corput sequence and Sobol sequence for the initial generation of random numbers in the basic PSO and compared its performance with the PSO in which computer generated random numbers were used for initial population. The numerical results showed that the proposed quasi random sequences significantly improve the performance of basic PSO. Encouraged by the versions made for solving unconstrained optimization problems in [17] , in this paper the authors propose the use of quasi random Vander Corput sequence for solving constrained optimization problems.
This paper presents an Improved Constraint Particle Swarm Optimization (ICPSO) algorithm for solving constrained optimization problems. Its initial population is generated using Vander Corput sequence and its constraint solving approach is similar to the approach used by K. Zielinski et al. [18] where a personal or neighborhood best solutionḡ is substituted by a new solutionx if:
• Both vectors are feasible, butx yield the smaller objective function value.
•x is feasible andḡ is not.
• Both vectors are infeasible, butx results in the lower sum of constraint violations.
The proposed ICPSO is different from the algorithm proposed in [18] , as the swarm is initialized by Low discrepancy Vander Corput Sequence and above rules are applied during the updating of position vectors. In the present study we have concentrated our work on PSO which is relatively a new member to a class of population based search technique. To the best of our knowledge, no results are available on the performance of low discrepancy sequence for solving constrained optimization problems. Moreover, the proposed concept may be applied to any of the population based search technique for solving constrained optimization problems.
The structure of the paper is as follows: in Section 2, we give a brief definition of low discrepancy sequences and Vander Corput sequence. In Section 3, we explain the Particle Swarm Optimization Algorithm, in Section 4, the proposed ICPSO algorithm is given. Section 5 deals with experimental settings and test problems, Section 6 gives the numerical results and discussion and finally the paper conclude with Section 7.
Quasi Random Vander Corput Sequence

Low discrepancy or Quasi Random Sequences
The most common practice of generating random numbers is the one using an inbuilt subroutine (available in most of the programming languages), which uses a uniform probability distribution to generate random numbers. This method is not very proficient as it has been shown that uniform pseudorandom number sequences have discrepancy of order (log(log N )) 1/2 and thus do not achieve the lowest possible discrepancy. Subsequently, researchers have proposed an alternative way of generating 'quasirandom' numbers through the use of low discrepancy sequences. Their discrepancies have been shown to be optimal, of order (log N ) s /N [19] , [20] . Quasirandom sequences, on the other hand are more useful for global optimization, because of the variation of random numbers that are produced in each iteration.
Many of the relevant low discrepancy sequences are linked to the Van der Corput sequence introduced initially for dimension s = 1 and base b = 2 [21] . The Van der Corput discovery inspired other quasi random sequences like Halton [22] , Faure, Sobol [23, 24] , etc. However, it has been reported that Halton and Faure sequences do not work too well when the search space has large dimensions. Keeping this fact in mind we decided to scrutinize the performance of PSO using Van der Corput sequence along with Sobol sequence (which is said be superior than other low discrepancy sequences according to the previous studies) for swarm initialization and tested them for solving global optimization problems in large dimension search spaces.
Van der Corput Sequence
A Van der Corput sequence is a low-discrepancy sequence over the unit interval first published in 1935 by the Dutch mathematician J. G. Van der Corput. It is a digital (0, 1)-sequence, which exists for all bases b ≥ 2. It is defined by the radical inverse function
with a j ∈ {0, . . . , b − 1}, and T = ⌊log b n⌋ then ϕ b is defined as
In other words, the jth b-adic digit of n becomes the jth b-adic digit of ϕ b (n) behind the decimal point. The Van der Corput sequence in base b is then defined as (ϕ b (n)) n≥0 .
The elements of the Van der Corput sequence (in any base) form a dense set in the unit interval: for any real number in [0, 1] there exists a sub sequence of the Van der Corput sequence that converges towards that number. They are also uniformly distributed over the unit interval. Figures 2 and 3 depict the initial 500 points generated by using the inbuilt subroutine and by using Vander Corput sequence respectively. The figures clearly show that the initial points generated by using quasi random sequences cover the search space more evenly in comparison to the pseudo random numbers generated by using computer subroutine. The distribution of sample points in space using computer generated pseudo random numbers and sample points generated using quasi random Vander Corput sequence are shown in Fig  1 and 2 respectively. From these figures it can be easily seen that the sample points generated by quasi random sequence are far more uniformly distributed in comparison to the computer generated pseudo random sample points generated by using inbuilt subroutine.
Particle Swarm Optimization Algorithm
Particle Swarm Optimization (PSO) is a relatively newer addition to a class of population based search technique for solving numerical optimization problems. Its mechanism is inspired from the complex social behavior shown by the natural species like flock of birds, school of fish and even crowd of human beings. The particles or members of the swarm fly through a multidimensional search space looking for For a D-dimensional search space the position of the ith particle is represented as X i = (x i1 , x i2 , . . ., x iD ). Each particle maintains a memory of its previous best position P i = (p i1 , p i2 , . . . , p iD ) and a velocity V i = (v i1 , v i2 , . . . , v iD ) along each dimension. At each iteration, the P vector of the particle with best fitness in the local neighborhood, designated g, and the P vector of the current particle are combined to adjust the velocity along each dimension and a new position of the particle is determined using that velocity. The two basic equations which govern the working of PSO are that of velocity vector and position vector are given by:
The first part of equation (3) represents the inertia of the previous velocity, the second part is the cognition part and it tells us about the personal thinking of the particle, the third part represents the cooperation among particles and is therefore named as the social component [25] . Acceleration constants c 1 , c 2 [26] and inertia weight ω [27] are predefined by the user and r 1 , r 2 are the uniformly generated random numbers in the range of [0, 1].
Proposed ICPSO Algorithm
The proposed algorithm ICPSO is a simple algorithm for solving constraint optimization problems, it is easy to implement. It is initialized using Vander Corput sequence and it differs from unconstrained PSO in the phase of updating the position vectors and sorting every generation solutions. The proposed ICPSO algorithm uses the low discrepancy Vander Corput Sequence for initializing the population and uses the following three selection criteria after calculating the new particle 1. If the new particle and the previous particle are feasible then select the best one 2. If both the particles are infeasible then select the one having smaller constraint violation 3. If one is feasible and the other one is infeasible then select the feasible one.
Also at the end of every iteration, the particles are sorted by using the three criteria: 
Benchmark problems, Experimental Settings
Benchmark problems
The general NLP is given by nonlinear objective function f , which is to be minimized/maximized with respect to the design variablesx = (x 1 , x 2 , . . . , x n ) and the nonlinear inequality and equality constraints. The mathematical models of the problems considered in the paper are of the type:
Algorithm 1 ICPSO Algorithm
Step 1 Initialize the population (X i ) using low discrepancy Vander Corput Sequence Step 2 For all particles Evaluate the objective function Calculate the constraint violation End for Step 3 While stopping criterion is not satisfied Do w linearly decreases from 0.9 to 0.4 For all particles Calculate velocity vector using eqn (3) Calculate a new particle (NX) using eqn (4) i.e. NX = X i t + V i t+1 
If (NX and X
End if End if End for Sort the particles using the three sorting rules Go to next generation
Step 4 End while
Subject to:
, where p and q are the number of inequality and equality constraints respectively.
A set of 18 constrained benchmark problems is considered to evaluate the performance of the proposed ICPSO. All the problems are nonlinear in nature i.e. either the objective function or the constraints or both have a nonlinear term in it. The mathematical models of the problems along with the optimal solution are given in Appendix A.
Experimental settings
A total of 25 runs for each experimental setting are conducted and the average fitness of the best solutions throughout the run is recorded. The population size is taken as 50. A linearly decreasing inertia weight is used which starts at 0.9 and ends at 0.4, with the user defined parameters c 1 = c 2 = 2.0 and r 1 , r 2 as uniformly distributed random numbers between 0 and 1. The proposed ICPSO algorithm is compared with two more variations of PSO.
Comparison Criteria, Results and Discussion
Comparison Criteria
We used several criteria to measure the performance of the proposed ICPSO algorithm and to compare it with other versions of PSO. In Tables 1 -4 , we recorded the performance the proposed ICPSO in terms of best worst and average fitness function value along with the standard deviation (Std) while increasing the NFE (number of function evaluations) to three different values 5 × 10 3 , 5 × 10 4 , 5 × 10 5 .
In Tables 5 and 6 , the performance of ICPSO is compared with two other variants of PSO for solving constrained optimization problems. The comparison criteria for all the algorithms taken in the present study are given as:
Feasible Run: A run during which at least one feasible solution is found in Max NFE. Successful Run: A run during which the algorithm finds a feasible solution x satisfying (f (x) − f (x * )) ≤ 0.0001. Feasible Rate = (# of feasible runs) / total runs Success Rate = (# of successful runs) / total runs Success Performance = mean (FEs for successful runs) ×x (# of total runs) / (# of successful runs)
Results and Discussion
From Tables 1 -4, we can see that the performance of the proposed ICPSO improves with the increase in the number of function evaluations. This is quite an expected out come. However it can be seen that 5 × 10 4 NFE is sufficient for reaching a good optimum solution which lies in the vicinity of the true optimum value, under the present parameter settings. Also, we can see that except for problem number 5 (g05), where the standard deviation (std) is 56.177, the std for all the remaining problems is quite low. This shows the consistency of the proposed ICPSO algorithm. The superior performance of ICPSO is more visible from Tables 5 and 6 where the results are recorded after fixing the accuracy at 0.0001. In these tables we can see that the proposed ICPSO gave a better or at par performance with the other two algorithms. We will now take the comparison criteria one-by-one and discuss them briefly. The first criterion is that of a feasible run. A run is said to be feasible if at least one feasible solution is obtained in maximum number of function evaluations. According to this criterion all the algorithm gave 100% feasible rate for all the test problems except ICPSO which gave 96% feasible rate for test problem f17. However, if we observe the second criterion which is of successful run and is recorded when the algorithm finds a feasible solution satisfying the given accuracy (=0.0001) it can be seen that the proposed ICPSO outperforms the other algorithms in all the test cases including f17. In f17, the percentage of success rate for ICPSO is 72, whereas the other algorithms were not able to reach the prescribed accuracy in any of the run. The third criterion is that of the success performance which depends on the feasibility rate and success rate, as described in the previous subsection. Here also ICPSO gave a better performance in comparison to the other two algorithms taken for comparison.
Conclusion
In the present study a low discrepancy Vander Corput sequence initialized particle swarm optimization called ICPSO is proposed for solving constrained optimization. Besides the initialization process, the proposed algorithm differs from the basic PSO in the updating of position vectors and sorting of every generation solutions. The proposed technique for solving constrained optimization problems, though used for PSO in this paper, can be applied to any other population based search technique with minor modifications. The empirical analysis of the proposed ICPSO algorithm on 18 constrained benchmark problems and its comparison with other algorithms show that the proposed algorithm is quite promising for solving constrained problems. In the present study we have used the Vander Corput sequence however any other low discrepancy sequences like Sobol or Halton may also be used to initialize the population.
We are continuing the further study of the algorithm and are using it for solving constrained real life problems taken from various fields of Science and Engineering.
A. Appendix
The optimum value is f (x * ) = −15 at x * = (1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3, 3, 1)
Constraints g 1 , g 2 , g 3 , g 7 , g 8 , g 9 are active.
F02:
Maximize
The optimum value is unknown. The known best value is f (x * ) = 0.803619
Constraint g 1 is active.
F03:
Minimize
The optimum value is f (x * ) = −1 at x * = (1/ √ n), n = 10.
F04
Minimize f (x) = 5. Subject to: The optimum value is f (x * ) = 5126.4981 at x * = (679.9463, 1026.067, 0.1188764, −0.3962336).
F06
Minimize f (x) = (x 1 − 10) 3 + (x 2 − 20) 3
The optimum value is f (x * ) = −6961.81388 at x * = (14.095, 0.84296).
F07:
The optimum value is f (x * ) = 24.3062091 at x * = (2. 
The optimum value is f (x * ) = 0.095825at x * = (1.2279713, 4.2453733).
F09:
Minimize f (x) = (x 1 −10) 2 +5(x 2 −12) 2 +x 4 3 +3(x 4 −11) 2 +10x 6 5 +7x 2 6 +x 4 7 −4x 6 x 7 −10x 6 −8x 7 Subject to:
The optimum value is f (x * ) = 680.6300573at x * = (2.330499, 1.951372, −0.4775414, 4.365726, −0.624487, 1.038131, 1.5942270).
F10:
Minimize f (x) = x 1 + x 2 + x 3 Subject to:
The optimum value is f (x * ) = 7049.25at 
F11:
Minimize f (x) = x 2 1 + (x 2 − 1) 2 Subject to:
12. F12:
The optimum value is f (x * ) = −1at x * = (5, 5, 5).
F13:
Minimize f (x) = e x 1 x 2 x 3 x 4 x 5
Subject to: h 1 (x) = x 1 + 2x 2 + 2x 3 + x 6 + x 10 − 2 = 0h 2 (x) = x 4 + 2x 5 + x 6 + x 7 − 1 = 0h 3 (x) = x 3 + x 7 + x 8 + 2x 9 + x 10 − 1 = 0 
F17:
Minimize f (x) = f 1 (x 1 ) + f 2 (x 2 )
Constraints: 
F18:
Minimize f (x) = −0.5(x 1 x 4 − x 2 x 3 + x 3 x 9 − x 5 x 9 + x 5 x 8 − x 6 x 7 )
Subject to: g 1 (x) = x 2 3 +x 2 4 −1 ≤ 0g 2 (x) = x 2 9 −1 ≤ 0g 3 (x) = x 2 5 +x 2 6 −1 ≤ 0g 4 (x) = x 2 1 +(x 2 −x 9 ) 2 −1 ≤ 0g 5 (x) = (x 1 − x 5 ) 2 + (x 2 − x 6 ) 2 − 1 ≤ 0g 6 (x) = (x 1 − x 7 ) 2 + (x 2 − x 8 ) 2 − 1 ≤ 0g 7 (x) = ( 
