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Abstract
An important part of reaping computational advantage from a quantum computer is to
reduce the quantum resources needed to implement a desired quantum algorithm. Quantum
algorithms that are too large to be practical on noisy intermediate scale quantum (NISQ) devices
will require fault-tolerant error correction. This work focuses on reducing the physical cost of
implementing quantum algorithms when using the state-of-the-art fault-tolerant quantum error
correcting codes, in particular, those for which implementing the T gate consumes vastly more
resources than the other gates in the gate set.
More specifically, in this paper we consider the group of unitaries that can be exactly im-
plemented by a quantum circuit consisting of the Clifford+T gate set. The Clifford+T gate set
is a universal gate set and in this group, using state-of-the-art surface codes, the T gate is by
far the most expensive component to implement fault-tolerantly. So it is important to minimize
the number of T gates necessary for a fault-tolerant implementation. Our primary interest is
to compute a circuit for a given n-qubit unitary U , using the minimum possible number of T
gates (called the T-count of U). We consider the problem COUNT-T, the optimization version
of which aims to find the T-count of U . In its decision version the goal is to decide if the
T-count is at most some positive integer m. Given an oracle for COUNT-T, we can compute
a T-optimal circuit in time polynomial in the T-count and dimension of U . We give a prov-
able classical algorithm that solves COUNT-T (decision) in time O
(
N2(c−1)⌈
m
c
⌉poly(m,N)
)
and
space O
(
N2⌈
m
c
⌉poly(m,N)
)
, where N = 2n and c ≥ 2. We also introduce an asymptotically
faster multiplication method that shaves a factor of N0.7457 off of the overall complexity.
Lastly, beyond our improvements to the rigorous algorithm, we give a heuristic algorithm
that solves COUNT-T (optimization) with both space and time poly(m,N). While our heuristic
method still scales exponentially with the number of qubits (though with a lower exponent) ,
there is a large improvement by going from exponential to polynomial scaling with m. We
implemented our heuristic algorithm with up to 4 qubit unitaries and obtained a significant
improvement in time as well as T-count.
∗michele.mosca@uwaterloo.ca
†mukhopadhyay.priyanka@gmail.com, p3mukhop@uwaterloo.ca
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1 Introduction
Circuit synthesis and optimization is a significant part of any computer compilation process whose
primary goal is to translate from a human readable input (programming language) into instructions
that can be executed directly on a hardware. This is true for classical computers and also for
quantum computers, which can solve problems believed to be classically intractable, like integer
factorization [Sho99, Sho94]. In quantum circuit synthesis the aim is to decompose an arbitrary
unitary operation into a sequence of gates from a universal set, which usually consists of Clifford
group gates and at least one more non-Clifford gate. Beyond just synthesizing a unitary, we also
aim to minimize the overall cost of implementing the corresponding sequence of gates, or circuit,
that implements the unitary.
In order to deal with errors due to noise on quantum information, faulty quantum gates, faulty
quantum state preparation, faulty measurements, we need a fault-tolerant design, for which a
process of quantum error correction is essential. In particular, for long computations, where the
number of operations in the computation vastly exceeds the number of operations one could hope
to execute before errors make negligible the likelihood of obtaining a useful answer, fault-tolerant
quantum error correction is the only known way to reliably implement the computation. To achieve
universality, a non-Clifford gate is required [Got98, AG04]. As the non-Clifford T gate has known
constructions in most of the common error correction schemes, the standard universal fault-tolerant
gate set is taken to be “Clifford+T” and {H,T,CNOT} is a minimal generating set for it.
Most of the popular fault tolerant schemes implement Clifford group gates transversally, allow-
ing the logical operations to be performed precisely and with time proportional to the physical gate
time. The non-Clifford gates, however, require large ancilla factories and additional operations like
gate teleportation and state distillation [BK05, GC99]. These are less accurate procedures which
require both additional time and space compared to a single physical gate. In fact, the cost of
fault tolerant implementation of the T gate [FSG09, AGP06] exceeds the cost of the Clifford group
gates by as much as a factor of hundred or more. While alternative fault-tolerance methods such as
completely transversal Clifford+T scheme [PR13] and anyonic quantum computing [Kit03] are also
being explored, minimization of the number of T gates in quantum circuits remain an important
and widely studied goal. With recent advances in quantum information processing technologies
[BSK+12, BWC+11, CGC+12, RGP+12] and fault-tolerant thresholds [BAO+12, FSG09, FWH12],
as scalable quantum computation is becoming more and more viable we need efficient automated
design tools targeting fault-tolerant quantum computers.
Quantum circuit synthesis algorithms can be broadly divided into two classes : those that
synthesize approximately and others that synthesize exactly. Some of these work for single qubit
unitaries, while others have been generalized to multiple qubits. An n-qubit unitary can be imple-
mented using the Clifford+T gate set if and only if its matrix elements are in the ring Z
[
i, 1√
2
]
[GS13, KMM13b]. Additionally, if its determinant satisfies a certain condition [GS13] then it be-
longs to the group Jn of unitaries implementable without ancillae. For example, the Toffoli and
Fredkin gates belong to J3. An algorithm for exactly synthesizing unitaries over the Clifford+T
gate set was given in [GS13] and a superexponentially faster version of this algorithm was given in
[Kli13].
In this paper we focus on the group (J an ) of unitaries that can be exactly synthesized (both
with and without ancilla) and the following problem:
Given U ∈ J an , compute a T-optimal n-qubit quantum circuit for it.
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The T-count of U is defined to be the minimum number of T gates in a Clifford+T circuit that
implements it (up to a possible global phase), and is denoted by T (U). In other words, T (U) is
the minimum m for which
eiφU = CmT(qm)Cm−1T(qm−1) . . . T(q1)C0 (1)
where φ ∈ [0, 2π), Ci are in the n-qubit Clifford group, qj ∈ {1, 2, . . . , n} and T(r) indicates the T
gate acting on the rth qubit.
The T-count of a unitary U may change with the use of additional ancilla qubits and/or mea-
surements with classically controlled operations. For example, Jones [Jon13] has shown how to
perform a Toffoli gate using these additional ingredients and only 4 T gates, while the T-count of
this unitary without these is 7 [GKMR13]. In our case ancilla qubits are the only extra resources
allowed.
We consider the following problem.
Problem 1.1 (COUNT-T or COUNT-T (optimization)). Given U ∈ J an determine its T-count.
The decision version of this problem is as follows:
Problem 1.2 (COUNT-T (decision)). Given U ∈ J an and m ∈ N, decide if T (U) ≤ m.
It has been shown in [GKMR13] that an algorithm which computes T (U) can be converted into
an algorithm which outputs a T-optimal circuit for U , with overhead polynomial in T (U) and the
dimension of U .
1.1 Our results
In this paper we consider the complexity of COUNT-T as a function of m and N = 2n and in
the RAM model. We treat arithmetic operations on the entries of U at unit cost, and we do not
account for the bit-complexity associated with specifying or manipulating them.
We work with the channel representation of unitaries (described in Section 2.3). Let U and W
are N2 × N2 unitary matrices such that W = R̂(P )V , where R̂(P ) is the channel representation
of R(P ) (defined in Section 2.4). P is an n-qubit non-identity Pauli operator (defined in Section
2.1). We give an algorithm that computes W in time O(N4). Currently the fastest algorithm for
matrix multiplication has a time complexity O(N4.7457278) [LG14] for multiplying two N2 × N2
matrices. This fast matrix multiplication is not only useful for our algorithms, but also may be of
independent interest.
We give a provable algorithm for COUNT-T (decision) having space complexity O
(
N2⌈
m
c
⌉poly(m,N)
)
(where c ≥ 2) and time complexity O
(
N2(c−1)⌈
m
c
⌉poly(m,N)
)
. The meet-in-the-middle algorithm
of [GKMR13] has a space and time complexity of O (Nmpoly(m,N)). Thus our scheme matches
the space × time complexity, and importantly allows for a full space × time trade-off.
We also give a heuristic algorithm for COUNT-T (optimization) with both space and time
complexity O (poly(N,T (U))), thus (partly) answering a question left open in [GKMR13]. We
tested our heuristic algorithm on some circuits whose T-count is known like 3-qubit Toffoli, Fredkin,
Peres, Quantum OR, Negated Toffoli gate and 4 qubit 1-bit reversible full adder. All of them gave
an optimal T-count 7, thus confirming what was already known [AMMR13, GKMR13, DMM16].
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But our algorithm is much faster and has a much smaller storage requirement. For example, it
gives the T-count (and a partial circuit) of the 4-qubit adder in about 6 minutes with 8 processors.
In comparison the current fastest parallel algorithm in [DMM16] takes about 12.5 hours with 4096
processors. Here we note that we have a serial algorithm. We also implemented some larger 4-qubit
circuits like U1 = (TOF ⊗I)(I⊗TOF ) [AMMR13] and U2 = (TOF ⊗I)(I⊗TOF )(TOF ⊗I), where
TOF is the 3-qubit Toffoli gate. Had we just plugged in a T-count optimal circuit for Toffoli we
would have obtained a T-count 14 and 21 respectively. The T-par algorithm in [AMMR13] obtains
a T-count 12 for U1. Instead we obtain T-count 11 and 7 respectively in time about 2.2 hours and
6.5 minutes respectively. We also tested our algorithms with several random 2 and 3 qubit unitaries
formed using 10, 20, 30 and 40 T gates. Of course, the T-count of the resulting untiaries may be
less than the number of T gates in the circuit used to generate them. So this number serves as an
upper bound. Using only the unitaries as input, our algorithm was able to synthesize all of them
very rapidly with a T-count either equal to or less than the upper bound. We are not aware of any
circuit synthesis algorithms that are able to exactly synthesize these unitaries.
The details of both these algorithms can be found in Sections 4 and 5.
1.2 Related work
The meet-in-the-middle technique was first used by Amy et al. [AMMR13] to reduce T-depth
(primarily) in the decomposition of unitaries that can be implemented exactly. Their algorithm
was extended by Gosset et al. [GKMR13] to directly optimize T-count, leading to proofs of T-count
minimality for various 3 qubit circuits. Selinger [Sel13] showed that a general class of Clifford+T
circuits can be parallelized to T-depth 1 with sufficiently many ancillas. Using similar ideas and the
concept of matroid partitioning, Amy, Maslov, Mosca [AMM14] created an automated, polynomial-
time tool for reducing and parallelizing T gates called T-par. However, their heuristic algorithm
does not compute T-count exactly. Abdessaied et al. [ASD14] studied the effect of Hadamard
gates on T-count and depth reductions, developing a tool that reduces Hadamard gates in quantum
circuits leading to further T gate optimizations. Maslov [Mas16] developed new designs for multiple
control Toffolis using fewer ancillas, CNOT and in some cases T gates. Di Matteo and Mosca
[DMM16] constructed a parallel framework using deterministic walks for performing optimal T-
count synthesis and confirmed that the 4-qubit 1-bit full adder has optimal T-count 7 and T-
depth 3. Like the other exact synthesis algorithms, the running time of this parallel algorithm
is exponential in the number of qubits as well as depth of the circuit. The problem of reducing
T-count with the help of ZX calculus has also been studied [dBBW19] and in some cases it gives
better results than previously known ones.
Much work has been done to optimize T-count and depth in exact [KMM12, KMM13b] and
approximate [KMM13a, Sel15, RS16] synthesis of single qubit circuits, as well as repeat-until-success
circuits [PS14, BRS15].
1.3 Organization
We give some necessary preliminaries and notations in Section 2. Some results about channel
representation of unitaries have been given in Section 3. The provable and heuristic algorithms
have been given in Section 4 and 5 respectively. Finally we conclude in Section 6.
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2 Preliminaries
We write N = 2n and [K] = {1, 2, . . . ,K}. The (i, j)th entry of any matrix M is denoted by Mi,j
or Mij or M [i, j]. We denote the i
th row of M by M [i, .] and the jth column by M [., j]. We denote
the n× n identity matrix by In or I if the dimension is clear from the context.
We call the number of non-zero entries in a matrix as its Hamming weight.
2.1 Cliffords and Paulis
The single qubit Pauli matrices are as follows:
X =
[
0 1
1 0
]
Y =
[
0 −i
i 0
]
Z =
[
1 0
0 −1
]
(2)
Parenthesized subscripts are used to indicate qubits on which an operator acts. For example,
X(1) = X ⊗ I⊗(n−1) implies that Pauli X matrix acts on the first qubit and the remaining qubits
are unchanged.
The n-qubit Pauli operators are :
Pn = {Q1 ⊗Q2 ⊗ . . . ⊗Qn : Qi ∈ {I,X,Y,Z}}. (3)
The single-qubit Clifford group C1 is generated by the Hadamard and phase gate
C1 = 〈H,S〉 (4)
where
H =
1√
2
[
1 1
1 −1
]
S =
[
1 0
0 i
]
(5)
When n > 1 the n-qubit Clifford group Cn is generated by these two gates (acting on any of the
n qubits) along with the two-qubit CNOT = |0〉 〈0| ⊗ I + |1〉 〈1| ⊗ X gate (acting on any pair of
qubits).
Cliffords map Paulis to Paulis up to a possible phase of −1 i.e. for any P ∈ Pn and any C ∈ Cn
we have
CPC† = (−1)bP ′
for some b ∈ {0, 1} and P ′ ∈ Pn. In fact, given two Paulis (neither equal to the identity), it is
always possible to efficiently find a Clifford which maps one to the other.
Fact 2.1 ([GKMR13]). For any P,P ′ ∈ Pn\{I} there exists a Clifford C ∈ Cn such that CPC† = P ′.
A circuit for C over the gate set {H,S,CNOT} can be computed efficiently (as a function of n).
2.2 The group Jn generated by Clifford and T gates
The group Jn is generated by the n-qubit Clifford group along with the T gate, where
T =
[
1 0
0 ei
pi
4
]
(6)
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Thus for a single qubit
J1 = 〈H,T〉
and for n > 1 qubits
Jn = 〈H(i),T(i),CNOT(i,j) : i, j ∈ [n]〉 .
It can be easily verified that Jn is a group, since the H and CNOT gates are their own inverses
and T−1 = T7. Here we note S = T2.
We denote the group of unitaries exactly synthesized over the Clifford+T gate set by J an . Some
elements of this group cannot be exactly synthesized over this gate set without ancilla qubits.
The following characterization of this group was proved by Giles and Selinger [GS13].
Theorem 2.1. Let U(N) (where N = 2n) is the group of n-qubit unitaries.
1. (Theorem 1 from [GS13])
J an =
{
U ∈ U(N) : Each entry of U is an element of Z
[
i,
1√
2
]}
where
Z
[
i,
1√
2
]
=
{
a+ bi+ c
√
2 + di
√
2
√
2
k
: a, b, c, d ∈ Z, k ∈ N
}
.
At most one ancilla is always sufficient to implement U .
2. (Corollary 2 from [GS13])
Jn =
{
U ∈ J an : det(U) = ei
pi
8
Nr for some r ∈ [8]
}
is the set of unitaries that can be implemented without ancilla. For n ≥ 4 the condition on
the determinant is simply det(U) = 1.
2.3 Channel representations
An n-qubit unitary U can be completely determined by considering its action on a Pauli Ps ∈ Pn :
Ps → UPsU †. The set of all such operators (with Ps ∈ Pn) completely determines U up to a global
phase. Since Pn is a basis for the space of all Hermitian N ×N matrices we can write
UPsU
† =
∑
Pr∈Pn
ÛrsPr, (7)
where
Ûrs =
1
2n
Tr(PrUPsU
†). (8)
This defines a N2 ×N2 matrix Û with rows and columns indexed by Paulis Pr, Ps ∈ Pn. We refer
to Û as the channel representation of U .
By Hermitian conjugation each entry of the matrix Û is real. The channel representations
respect matrix multiplication i.e. ÛV = Û V̂ . Setting V = U † it follows that Û † =
(
Û
)†
, and we
see that the channel representation Û is unitary.
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Lemma 2.1. Let V and U be N1 × N1 and N2 × N2 unitaries respectively, where N1 = 2m and
N2 = 2
n. Then
̂(V ⊗ U) = V̂ ⊗ Û
The proof has been given in Appendix A (Lemma A.1).
Let U ∈ J an and |φ〉 and |ψ〉 are the ancilla and input state respectively. To be specific, U ′
is the unitary that acts on the joint state space of ancilla and input qubits. For tensor product
inputs, we have
U ′(|φ〉 ⊗ |ψ〉) = V |φ〉 ⊗ U |ψ〉 = (V ⊗ U)(|φ〉 ⊗ |ψ〉)
Since the product states span the entire state space, we must have U ′ = V ⊗ U . So from Lemma
2.1 we can calculate Û ′ from Û and V̂ .
Û ′ = V̂ ⊗ Û
Note in many cases the ancilla remains unchanged at the end of operations i.e. V = I. From here
on, with a slight abuse of notation when we write U ∈ J an we assume it is the unitary that acts on
the joint state space of input and ancilla qubits.
If U ∈ J an , implying its entries are in the ring Z
[
i, 1√
2
]
, then from Equation 8 the entries of Û
are in the same ring. Since Û is real, its entries are from the subring
Z
[
1√
2
]
=
{
a+ b
√
2
√
2
k
: a, b ∈ Z, k ∈ N
}
.
The channel representation identifies unitaries which differ by a global phase. We use the following
notation for the group of channel representations (where redundant global phases do not appear):
Ĵ an =
{
Û : U ∈ J an
}
, Ĉn =
{
Ĉ : C ∈ Cn
}
A matrix W belongs to Ĉn if and only if it is a unitary matrix with one nonzero entry in each row
and each column, equal to ±1. This is because Cliffords map Paulis to Paulis up to a possible
phase factor of −1.
Since the definition of T-count is insensitive to global phase, it is well-defined in the channel
representation : for U ∈ Ĵ an we define T (Û) = T (U).
2.4 Decomposition of unitaries in J an
In [GKMR13] the authors proved a result about the decomposition of unitaries in Jn. We can
deduce the same conclusion about unitaries which require ancillas (by considering the unitary that
acts on the joint state space).
Theorem 2.2 (Proposition 1 in [GKMR13] (re-stated)). For any U ∈ J an there exists a phase
φ ∈ [0, 2π), a Clifford C0 ∈ Cn and Paulis Pi ∈ Pn \ {I} for i ∈ [T (U)] such that
U = eiφ
( 1∏
i=T (U)
R(Pi)
)
C0 (9)
where R(P ) = 12 (1 + e
ipi
4 )I+ 12(1− e
ipi
4 )P .
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We can also write R(P ) = 12(1 + e
ipi
4 )I+ 12(1 − e
ipi
4 )CiZ(qi)C
†
i = CiT(qi)C
†
i . Using Fact 2.1 each
of these R(P ) can be synthesized very efficiently.
Fact 2.2. The channel representation inherits the decomposition from Theorem 2.2 (and in this
representation there is no global phase factor.)
Û =
( 1∏
i=T (U)
R̂(Pi)
)
Ĉ0. (10)
Computing T-optimal circuits
A simple application of the decomposition in Theorem 2.2 is the following result shown in [GKMR13]:
Suppose A is an algorithm which solves the decision problem COUNT-T. For any U ∈ J an , with
overhead polynomial in N and T (U), such an algorithm can also be used to generate a T-optimal
circuit for U over the gate set {H,T,CNOT}.
T-count for single qubit unitaries
For single qubit unitaries U ∈ J a1 it has been shown in [GKMR13] that the T-count can be directly
computed from its channel representation Û . For this the authors introduced the following quantity
and proved the following results.
Definition 2.1. For any non-zero v ∈ Z
[
1√
2
]
the smallest denominator exponent, denoted by
sde(v), is the smallest k ∈ N for which
v =
a+ b
√
2
√
2
k
with a, b ∈ Z.
We define sde(0) = 0. By the above definition a is odd when k > 0.
For a d1 × d2 matrix M with entries over this ring we define
sde(M) = max
a∈[d1],b∈[d2]
sde(Mab).
Fact 2.3 (Fact 2 in [GKMR13]). Let q, r ∈ Z
[
1√
2
]
with sde(q) > sde(r). Then
sde
(
1√
2
(q ± r)
)
= sde(q) + 1.
Fact 2.4. Let q, r ∈ Z
[
1√
2
]
with sde(q) = sde(r) > 0. Then
sde
(
1√
2
(q ± r)
)
≤ sde(q).
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Proof. Let q = a+b
√
2√
2
k and r =
c+d
√
2√
2
k such that k > 0 and a, c ∈ 2Z+1. Since (a± c) ∈ 2Z we have
1√
2
(q ± r) = 1√
2
k+1
(
(a± c) + (b± d)
√
2
)
=
1
√
2
k
(
(b± d) +
(
a± c
2
)√
2
)
.
If (b± d) ∈ 2Z we can reduce the denominator exponent further. The fact follows.
Theorem 2.3 (Theorem 1 in [GKMR13]). The T-count of a single-qubit unitary U ∈ J a1 is
T (U) = sde(Û).
But the above characterization does not generalize to n > 1 qubits. As a counter-example the
sde of the channel representation of the Toffoli gate is 2 but its T-count is 7.
3 Properties of R̂(P )
In this section we make some observations about the structure of the channel representation, R̂(P )
where P ∈ Pn. Since În×n = In2×n2 , so we focus on the non-identity Paulis. This leads to more
compact representation (and hence less storage space) and efficient computation of these unitaries.
It also gives much faster algorithms for certain operations like multiplication by these unitaries
(or their inverses). This reduces the overhead (space and time complexity) in algorithms involving
these operations.
Let U = R(P ) = 12 (1 + e
ipi
4 )I+ 12(1− e
ipi
4 )P where P ∈ Pn \ {I}. So U † = 12(1 + e
−ipi
4 )I+ 12(1−
e
−ipi
4 )P , since P † = P . Thus
PrUPsU
† =
1
4
(2 +
√
2)PrPs +
i
√
2
4
PrPsP − i
√
2
4
PrPPs +
1
4
(2−
√
2)PrPPsP. (11)
Let P =
⊗n
i=1Ai, Pr =
⊗n
i=1Bi and Ps =
⊗n
i=1 Ci where Ai, Bi, Ci ∈ {I,X,Y,Z}. Hence
K ′rs = Tr(PrUPsU
†) =
1
4
(2 +
√
2)
n∏
j=1
Tr(BjCj) +
i
√
2
4
n∏
j=1
Tr(BjCjAj)
− i
√
2
4
n∏
j=1
Tr(BjAjCj) +
1
4
(2−
√
2)
n∏
j=1
Tr(BjAjCjAj) (12)
and Ûrs =
1
2nK
′
rs.
We note the following fact.
Fact 3.1. For any P ∈ Pn if P =
⊗n
j=1Aj where Aj ∈ {I,X,Y,Z}, then Tr(P ) =
∏n
j=1Tr(Aj) = 0
if there exists any Aj 6= I.
Let Û is indexed by Paulis Pr, Ps ∈ Pn in its rows and columns and both the first row and
column has index I⊗n.
Claim 3.1. The first row and column has all 0, except the first entry at ÛI⊗n,I⊗n, which is 1.
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Proof. For the first entry we have Pr = Ps = I
⊗n. So Krs = Ûrs = 12nTr(UU
†) = 12n · 2n = 1.
Now take the first row Pr = I
⊗n i.e. Bj = I ∀j = 1, 2, . . . , n. Consider any other entry except
the first one, so Cj 6= I for some j. Then
K ′rs =
1
4
(2 +
√
2)
n∏
j=1
Tr(Cj) +
i
√
2
4
n∏
j=1
Tr(CjAj)− i
√
2
4
n∏
j=1
Tr(AjCj) +
1
4
(2−
√
2)
n∏
j=1
Tr(AjCjAj)
=
1
4
(2 +
√
2)
n∏
j=1
Tr(Cj) +
 i√2
4
n∏
j=1
Tr(CjAj)− i
√
2
4
n∏
j=1
Tr(CjAj)
+ 1
4
(2−
√
2)
n∏
j=1
Tr(AjAjCj)
= 0 [Fact 3.1 and since A2j = I].
The second equality follows by using the cyclic property of trace.
A similar argument follows for first column where Ps = I
⊗n i.e. Cj = I ∀j = 1, 2, . . . , n.
Diagonal elements of Û
Let us look at the diagonal elements when r = s, so Pr = Ps (or equivalently Bj = Cj ∀j). So
Ûrr =
1
4
(2 +
√
2)
n∏
j=1
Tr(I) +
1
4
(2−
√
2)
n∏
j=1
Tr
(
(BjAj)
2
)
. (13)
Claim 3.2. The diagonal entries of Û are 1 or 1√
2
.
Proof. From Equation (13) we have:
K ′rr =
1
4
(2 +
√
2)
n∏
j=1
Tr(I) +
1
4
(2−
√
2)
n∏
j=1
Tr(±I) = 2n or 2
n
√
2
(depending on whether there are an even or odd number of Tr(−I) terms in the product).
Since Ûrr =
1
2nK
′
rr, the claim follows.
Further observation : From Claim 3.2 (and its proof) we can say that a diagonal entry is 1√
2
if
the second summand has odd number of multiplicands with −1. This happens if for an odd number
of j we have Aj 6= Bj and Aj , Bj ∈ P1 \ {I} (and Cj = Bj).
Off-diagonal elements of Û
In an off-diagonal entry we have r 6= s, so ∃k ∈ [n] such that Bk 6= Ck. So (BkCk), (BkAkCkAk) ∈
P1 \ {I} and Tr(BkCk) = Tr(BkAkCkAk) = 0. Thus
K ′rs =
i
√
2
4
n∏
j=1
Tr(BjCjAj)− i
√
2
4
n∏
j=1
Tr(CjBjAj) [r 6= s] (14)
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Claim 3.3. If r 6= s (equivalently if ∃k ∈ [n] such that Bk 6= Ck) then Ûrs = ± 1√2 if and
only if BjCj = ±iAj for an odd number of j ∈ [n] and for the rest of the co-ordinates we have
BjCjAj = CjBjAj = I (i.e. Bj = Cj and Aj = I).
Proof. If the given condition is satisfied then from Equation 14 we have:
K ′rs = (±i)m
i
√
2
4
n∏
j=1
Tr(I)− (∓i)m i
√
2
4
n∏
j=1
Tr(I) = ± 2
n
√
2
[m is odd]
In the other direction suppose K ′rs = ± 2
n√
2
. In this case we must have (BjCjAj), (CjBjAj) = I
or ±iI for all j = 1, 2, . . . , n. From Equation 14 we can conclude that there should exist odd number
of j such that Tr(BjCjAj) = −Tr(CjBjAj). This is possible if for an odd number of j we have
BjCj = ±iAj .
Thus the claim follows.
Correlation between the row and column entries We note the following correlation between
row and column entries.
Claim 3.4. 1. If a diagonal entry is 1 then all other entries in the corresponding row and column
is 0.
2. If a diagonal entry is 1√
2
then one other entry in the corresponding row is ± 1√
2
and one other
entry in the corresponding column is ∓ 1√
2
.
The proof has been given in Appendix B (Claim B.1)
Claim 3.5. Exactly 22n−1 diagonal elements can be 1√
2
.
The proof has been given in Appendix B (Claim B.2).
3.1 A compact representation of R̂(P )
From the above discussions we can deduce that it is sufficient to represent the N2 × N2 matrix
R̂(P ) as an array of length N2/4 i.e. 22n−2.
Let R(P ) = U for some P ∈ Pn \ {I}. Assume in row i we have Ûii = 1√2 and Ûiℓ = ±
1√
2
. By
Claim 3.4 we can say that Ûℓℓ =
1√
2
and Ûℓi = ∓ 1√2 . All other entries in these two rows are 0.
So we can store all the necessary information in an array A
Û
where each entry of this array is a
pair of the form (i,±ℓ) (i < ℓ) which signifies that Ûii = 1√2 and Ûiℓ = ±
1√
2
. This implies Ûℓℓ =
1√
2
and Ûℓi = ∓ 1√2 . We need not store (ℓ,∓i). And for values k where Ukk = 1, none of the stored
pairs of integers will contain ±k. This array A
Û
is of size N2/4.
3.2 Multiplication of R̂(P ) with any matrix
Let U = R(P ) where P ∈ Pn \ {I}. We want to analyze the multiplication of Û with some matrix
V of dimension N2 ×N2. Let W = ÛV .
Wij =
N2∑
k=1
ÛikVkj (15)
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Let us consider the following cases.
Case I : Diagonal element of R̂(P ) is 1
Let Ûii = 1. Then we know from Claim 3.4 that Ûik = 0 for all k 6= i. So
Wij = Vij ∀j ∈ [N2]
Thus W [i, .] = V [i, .], in other words, the ith row of V gets copied into the ith row of the
product matrix W .
Case II : Diagonal element of R̂(P ) is 1√
2
Let Ûii =
1√
2
. Then we know from Claim 3.4 that ∃ℓ ∈ [N2] \ {i} such that Ûiℓ = ± 1√2 and
Ûℓi = ∓ 1√2 . Also Ûℓℓ =
1√
2
. Thus
Wij = ÛiiVij + ÛiℓVℓj =
1√
2
(Vij ± Vℓj) ∀j ∈ [N2].
So W [i, .] = 1√
2
[V [i, .] ± V [ℓ, .]]. Similarly
Wℓj = ÛℓℓVℓj + ÛℓiVij =
1√
2
(Vℓj ∓ Vij) ∀j ∈ [N2]
which gives W [ℓ, .] = 1√
2
[V [ℓ, .] ∓ V [i, .]]. Thus the ith and ℓth row of W becomes a linear
combination of the ith and ℓth rows of V .
To summarize, using the compact representation (A
Û
) of Û = R̂(P ) we can construct the
product W using the following algorithm (MULT).
1. For every j = 1, . . . , N2/4 do the following:
(a) Let (i,±ℓ)← A
Û
[j].
(b) W [i, .]← 1√
2
[
V [i, .] ± V [ℓ, .]
]
.
(c) W [ℓ, .]← 1√
2
[
V [ℓ, .] ∓ V [i, .]
]
.
(d) S ← S⋃{i, ℓ}. (S is a set to store the indices of non-unity diagonal elements.)
2. For every k ∈ [N2] \ S
(a) W [k, .]← V [k, .].
So this provides reduced space and time complexity for the computation of channel representa-
tion of any unitary in J an , provided we know its decomposition into product of R(P ).
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Inverse of R̂(P )
The inverse of R̂(P ) can be calculated by the following algorithm (INV).
Let A
Û
be the compact array representation of Û = R̂(P ). Then the compact representation
of its inverse Û−1 is given by the array A
Û−1
and can be calculated in the following way.
1. For every j = 1, . . . , N2/4 do the following:
(a) Let (i,±ℓ)← A
Û
[j].
(b) A
Û−1
← (i,∓ℓ).
Correctness
Let V is the matrix whose compact representation is given by A
Û−1
. It is sufficient if we prove
ÛV =W = I.
Note the rows which have a single one in the diagonal is same for both Û and V and hence in
the product matrix W these rows remain the same.
Now consider the rows which have 1√
2
in the diagonal of Û . Let A
Û
[j] = (i, ℓ). By the above
algorithm INV A
Û−1
[j] = (i,−ℓ). This implies Vii = Vℓℓ = 1√2 , Viℓ = −
1√
2
and Vℓi =
1√
2
. Also
Ûii = Ûℓℓ =
1√
2
, Ûiℓ =
1√
2
and Ûℓi = − 1√2 .
Using the algorithmMULT we haveW [i, .] = 1√
2
[V [i, .] + V [ℓ, .]] andW [ℓ, .] = 1√
2
[V [ℓ, .] − V [i, .]].
Thus Wii =Wℓℓ = 1 and Wiℓ =Wℓi = 0. The remaining entries in these two rows are all 0.
Hence we can conclude that W = I.
Complexity of the multiplication algorithm MULT
Let W = ÛV and U = R(P ), where P ∈ Pn. Note the unitaries are of dimension N2 ×N2. From
the above algorithm we see that half of the rows of V get copied to W . For the remaining N2/2
rows we perform component-wise addition or subtraction and multiplication among pairs of rows
of V . Thus we have the following result.
Theorem 3.1. W = R̂(P )V (where P ∈ Pn) can be computed in time O
(
N4
2
)
.
Currently the fastest algorithm for matrix multiplication has a time complexity O(N4.7457278)
[LG14] for multiplying two N2 × N2 matrices. So the algorithm MULT can be very useful as the
dimension N = 2n increases or in situations where we have to do many such multiplications.
3.3 A data structure for the channel representation
We give a data structure that will avoid working with floating point arithmetic. This became
specially useful while implementing the heuristic algorithm given in Section 5, where it is crucial
we keep track of the sde of a unitary matrix.
The entries of the channel representation Û are in the ring Z
[
1√
2
]
. Thus if v = Û [i, j] is an
entry then it can be written as v = a+b
√
2√
2
k
, where a, b ∈ Z and k ∈ N. We can store v as a tuplet
[a, b, k]. We make sure that k is the sde of v. Thus every time v gets modified we make necessary
reductions. If a is odd or k = 0 it cannot be reduced any further. If a is even then we perform the
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following procedure:
While a is even and k > 0:
1. b′ ← b.
2. a← a/2.
3. b← a.
4. a← b′.
sde of product matrix
Here we make some further observations about the sde of the product matrix while multiplying by
R̂(P ) (P ∈ Pn). This again becomes useful for the heuristic algorithm in Section 5.
Let W = R̂(P )V , where V is some unitary. We look at one particular entry Wij and following
algorithm MULT assumeWij =
1√
2
(q+r). From Fact 2.3 we can deduce that sde(Wij) = sde(Vij)+1
if sde(q) 6= sde(r) and hence sde(W ) maybe sde(V ) + 1. But if sde(q) = sde(r) then from Fact 2.4
sde(Wij) ≤ sde(Vij). So sde(W ) maybe less than or equal to sde(V ).
Note that if we apply R̂(P )−1 toW then the resultant should have sde(V ). We know sde cannot
increase by more than 1. Thus we can conclude that:
Fact 3.2. sde(W ) = sde(V )± 1 or sde(W ) = sde(V ).
4 A provable algorithm for COUNT-T with reduced space
In this section we modify and extend the meet-in-the-middle algorithm in [GKMR13], and achieve
a provable algorithm for COUNT-T (decision) that can be implemented with much less space
while retaining the overall space × time complexity. The space complexity of our algorithm is
O
(
N
2m
c poly(m,N)
)
while the time complexity is O
(
N
2(c−1)m
c poly(m,N)
)
(c ≥ 2). This kind of
algorithm becomes specially useful if we want to store the database and run the algorithm a number
of times to test the T-count of a number of unitaries.
Suppose we wish to decide if T (U) ≤ m where U ∈ J an . From Theorem 2.2 we know that any
such unitary can be expressed as eiφ
(∏1
i=mR(Pi)
)
C0, for some phase φ. Utilising this result, we
can search over expressions of the form U †
∏1
i=mR(Pi) until we find one that is a global phase
times an element of the Clifford group Cn.
It might be useful to compare this procedure with building a tree, whose nodes store some
unitary and the edges represent some R(P ). Thus the unitary in a child node is obtained by
multiplying the unitary of the parent node with the R(P ) represented by the edge. Thus there can
be at most N2 − 1 children nodes of any parent node, since |Pn \ {I}| = N2 − 1. The root in this
case stores I and we assume it is at depth 0 (Figure 1).
In an exhaustive search we might have to build this tree till depth m and then search for an
unitary V in this tree such that U †V is a global phase times an element of Cn. This gives a search
space of size at most N2m. To reduce the search space and hence time, we use a slightly more
complicated procedure. Very concisely, we build this tree till depth ⌈m
c
⌉, where c ≥ 2. If we do not
find some appropriate unitary within this depth then with the help of the unitaries in the leaves
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we perform a recursive search in the remaining tree. In the meet-in-the-middle search algorithm
of [GKMR13] c = 2. We modify this and take c > 2. We call it the “nested meet-in-the-middle
algorithm” because of the recursive application of meet-in-the-middle method.
I
Figure 1: Part of the procedure of the provable algorithm can be compared to building a tree up
to a certain depth. The root of the tree stores I.
We provide some necessary definitions and results from [GKMR13] that will be useful in de-
scribing our algorithm. We work with the channel representation (the group Ĵ an ) and consider the
left cosets of Ĉn in Ĵ an . The following notion determines whether two unitaries are from the same
coset.
Definition 4.1 (Coset label). Let W ∈ Ĵ an . Its coset label W (co) is the matrix obtained by the
following procedure. (1) Rewrite W so that each nonzero entry has a common denominator, equal
to
√
2
sde(W )
. (2) For each column of W , look at the first non-zero entry (from top to bottom) which
we write as v = a+b
√
2√
2
sde(W ) . If a < 0, or if a = 0 and b < 0, multiply every element of the column by
−1. Otherwise, if a > 0, or a = 0 and b > 0, do nothing and move on to the next column. (3) After
performing this step on all columns, permute the columns so they are ordered lexicographically
from left to right.
Then the following can be shown.
Theorem 4.1 (Proposition 2 in [GKMR13]). Let W,V ∈ Ĵ an . Then W (co) = V (co) if and only
if W = V C for some C ∈ Ĉn.
Using the coset labels we can construct a sorted coset database as follows.
Definition 4.2 (Sorted coset database Dnk ). For any k ∈ N, a sorted coset database Dnk is a
list of unitaries W ∈ Ĵ an with the following three properties:
1. Every unitary in the database has T-count k. In other words, everyW ∈ Dnk satisfies T (W ) =
k.
2. For any unitary with T-count k, there is a unique unitary in the database with the same coset
label. For any V ∈ Ĵ an with T (V ) = k, there exists a uniqueW ∈ Dnk such thatW (co) = V (co).
3. The database is sorted according to the coset labels. If W,V ∈ Dnk and W (co) < V (co) (using
lexicographic ordering on the matrices) then W appears before V .
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4.1 Nested meet-in-the-middle algorithm
We build a sorted coset database of unitaries with T-count at most ⌈m
c
⌉, where c > 2 i.e. Dn⌈m
c
⌉. If
we cannot find the coset label of the given unitary U within this database, it implies its T-count
is greater than ⌈m
c
⌉. Then we check whether the T-count is at most 2⌈m
c
⌉ by a meet-in-the-middle
search, using Dn⌈m
c
⌉. If we do not find a match at this step then using Dn⌈m
c
⌉ we perform a “sort of”
meet-in-the-“middle” search and check if the T-count is at most 3⌈m
c
⌉. We carry on these iterations
till we have tested for T-count at most m. If our search has been unsuccessful in all the previous
steps then we conclude that T-count of the given unitary U is greater than m.
A more detailed description of the algorithm is given below.
Input : (i) A unitary U ∈ J an and (ii) a non-negative integer m.
Output : T (U) if it is less than m or return NO.
0. We calculate the channel representation Û and its coset label Û (co).
1. Precompute sorted coset databases Dn0 ,Dn1 , . . . ,Dn⌈m
c
⌉, for some positive integer c > 2.
We start with Dn0 which contains only the N2 ×N2 identity matrix. Then Dn1 ,Dn2 , . . . ,Dn⌈m
c
⌉
are constructed recursively as follows. To construct Dnk we consider all unitaries of the form
W = R̂(P )M (16)
where M ∈ Dnk−1 and P ∈ Pn \ {I} sequentially. We insert W into Dnk (maintaining the
ordering according to the coset labels) if and only if its coset label is new.
2. Check if T (U) ≤ ⌈m
c
⌉.
Use binary search to check if there exists W ∈ Dnj for some j ∈ {0, 1, . . . , ⌈mc ⌉}, such that
Û (co) =W (co). If so, OUTPUT T (U) = j and stop. Else, CONTINUE to step 3.
3. Nested meet-in-the-middle.
Set j = 1.
While j⌈m
c
⌉ < m do the following:
(a) Let B = min{(j + 1)⌈m
c
⌉,m}.
(b) Check if j⌈m
c
⌉ < T (U) ≤ B.
Let r = B − j⌈m
c
⌉. For each W ∈ Dnr we calculate V = W †Û . We recurse through
the steps done before to check if T (V ) ≤ j⌈m
c
⌉. If it returns i then we OUTPUT
T (Û) = T (V ) + r and STOP. Else, we set j ← j + 1 and REPEAT the while loop.
4. OUTPUT NO implying T (U) > m.
Complexity
We calculate the time and space complexity of the above algorithm assuming the RAM model. To
compute the sorted coset database we loop over all unitaries in Equation 16, with k ∈ {0, 1, . . . , ⌈m
c
⌉}.
There are O
(
N2⌈
m
c
⌉
)
such unitaries. For each unitary we need to compute the coset label
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and search to find it in database generated so far. This takes time O
(
log
(
N2⌈
m
c
⌉
))
, since the
database is sorted. The unitaries and their coset labels are of size N2 ×N2. So step 1 takes time
O
(
N2⌈
m
c
⌉poly(m,N)
)
. To store the database similarly requires space O
(
N2⌈
m
c
⌉poly(m,N)
)
. Step
2 takes time poly(m,N) for binary search through the sorted database.
Now let us consider the complexity of the while loop in step 3. Consider the first iteration. Let
t = ⌈m
c
⌉. There are O
(
N2⌈
m
c
⌉
)
unitaries in Dn⌈m
c
⌉ and so O
(
N2⌈
m
c
⌉
)
number of V are calculated
serially in step 3b. For each such V , to check if T (V ) is at most ⌈m
c
⌉ requires time poly(m,N).
Thus the first iteration of while loop takes time O
(
N2⌈
m
c
⌉poly(m,N)
)
. We assume time taken to
complete (j − 1)th iteration is in O
(
N2(j−1)⌈
m
c
⌉poly(m,N)
)
. Now let us consider the jth iteration.
Again we compute at most O
(
N2⌈
m
c
⌉
)
unitaries V at step 3b. For each V , to test if their T-count
is at most j⌈m
c
⌉ takes time O
(
N2(j−1)⌈
m
c
⌉poly(m,N)
)
. So total time taken to complete the jth
iteration is O
(
N2j⌈
m
c
⌉poly(m,N)
)
.
Thus by induction we can conclude that the total time taken at step 3 is at mostO
(
N2(c−1)⌈
m
c
⌉poly(m,N)
)
.
Hence the time complexity of the given algorithm is O
(
N2(c−1)⌈
m
c
⌉poly(m,N)
)
and space com-
plexity is O
(
N2⌈
m
c
⌉poly(m,N)
)
.
Correctness
The algorithm correctly generates the sorted coset databases Dn0 ,Dn1 , . . . ,Dn⌈m
c
⌉. The proof is similar
to the one given in [GKMR13] (Section 5.2) and so we skip it here. Given this fact it follows that
if 0 ≤ T (U) ≤ ⌈m
c
⌉ then step 2 of our algorithm will correctly compute T (U).
We now prove that if ⌈m
c
⌉ < T (U) ≤ m then our algorithm correctly computes it at step 3. It
is sufficient to show that this property holds for any particular iteration of the while loop. That is,
if j⌈m
c
⌉ < T (U) ≤ min{(j + 1)⌈m
c
⌉,m} then the algorithm correctly returns it in the jth iteration.
Our proof is similar to Theorem 2 in [GKMR13]. To prove the property holds in the first iteration
we can clearly re-state the result of [GKMR13] as follows.
Theorem 4.2 (Theorem 2 in [GKMR13] (re-stated) ). Let U ∈ J an and m ∈ N with ⌈mc ⌉ <
T (U) ≤ B, where B = min{2⌈m
c
⌉,m}, and let Dn0 , . . . ,Dn⌈m
c
⌉ be sorted coset databases. Then
t = T (U) is the smallest integer in {⌈m
c
⌉+ 1, ⌈m
c
⌉+ 2, . . . , B} for which(
W †Û
)(co)
= V (co)
for some W ∈ Dn
B−⌈m
c
⌉ and V ∈ Dnt−B+⌈m
c
⌉.
Now we assume that this property holds till the (j − 1)th iteration. In the next theorem we
prove that it remains true in the next iteration.
Theorem 4.3. Let m ∈ N, c ≥ 2 and j ≥ 1 are integers. U ∈ J an is a unitary with j⌈mc ⌉ <
T (U) ≤ B, where B = min{(j + 1)⌈m
c
⌉,m}. Let Dn0 ,Dn1 , . . . ,Dn⌈m
c
⌉ are sorted coset databases.
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Then t = T (U) is the smallest integer in {j⌈m
c
⌉+ 1, j⌈m
c
⌉+ 2, . . . , B} for which(
W †Û
)
= V (17)
for some W with W (co) ∈ Dnr , where r = B − j⌈mc ⌉, and V is a unitary such that T (V ) ≤ j⌈mc ⌉,
and t = r + T (V ).
The proof of this theorem has been given in Appendix C (Theorem C.1)
If none of the iterations of the while loop in step 3 return T (U) then it implies T (U) > m and
the algorithm returns NO.
This completes the proof of correctness of our algorithm.
5 A polynomial time and space heuristic algorithm
In this section we describe a heuristic polynomial time and space algorithm for COUNT-T. In the
provable algorithm described in Section 4 we used a nested meet-in-the-middle technique to search
for a set of R̂(Pi) such that Û
†∏1
i=T (U) R̂(Pi) is Ĉ0 for some C0 ∈ Cn.
Alternatively, we can also search for a set of R̂(Pi)
−1
such that
(∏m
i=1 R̂(Pi)
−1)
Û is Ĉ0 for
some C0 ∈ Cn, which is the approach taken by our heuristic algorithm. As in Section 4 we build a
tree but instead we store Û in the root. This time the edges represent R̂(P )
−1
for some P ∈ Pn\{I}.
We stop building this tree the moment we reach a node which stores Ĉ0 for some C0 ∈ Cn. This
implies that the path from the root to this leaf gives a decomposition of Û . Unlike Section 4
we solve the optimization version of COUNT-T and we build a number of trees with increasing
depth. We stop at the first tree which gives us a decomposition. In other words, in the COUNT-T
(optimization) algorithm we perform a number of iterations of a procedure A, in which we build
one such tree with target depth increasing by 1 in each iteration. In these kinds of searches the
size of the tree is one of the important factors that determine the complexity of the algorithm. To
reduce the complexity we try to prune this tree (Figure 2).
At each level we try to group the nodes according to some “properties” or “parameters” of the
unitaries stored in them. We hope that these parameters will “distinguish” the “correct” nodes at
each level or depth of the tree and thus we would get a decomposition. Note there can be more than
one decomposition of Û with the same or different T-count. By “correct” nodes we mean those
that occur in a minimal decomposition (with minimum number of T gates) of Û . If the parameters
always select only the correct nodes then we expect to get much fewer nodes at each level of the
tree and the number of levels we have to build is T (U). But the parameters we selected did not
always distinguish the correct nodes and there were some false positives. In order for the algorithm
to succeed we have to be careful so that we do not lose all correct nodes at any level and to make it
efficient we have to ensure that the number of false positives are not too large and they eventually
get eliminated.
We selected two parameters - sde and Hamming weight of the unitaries. We know from Fact
3.2 that sde of a child node unitary can differ by at most 1 from its parent node unitary. While
building a unitary we start with În and multiply by subsequent R̂(Pi) till we reach Û . We have
observed that in most of these multiplications the sde increases by 1 and the Hamming weight also
gradually increases until it (Hamming weight) reaches the maximum. So while doing the inverse
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operations i.e. decomposing Û we expect that in most of the steps sde will decrease by 1 and as we
get close to the identity, the Hamming weight will also likely decrease. If we multiply by a “wrong”
R̂(P )
−1
we expect to see the same changes with much less probability, which is the probability of
the false positives. This helps us distinguishe the “correct” and “wrong” nodes.
Specifically, at each level we divide the set S of nodes into some subsets and select one of them.
Below are three possible ways to divide the nodes that we have found effective. Suppose in one
instance of A, m is the target depth (maximum depth of the tree to be built) and we have built
the tree till depth i.
A. We divide into two sets - S0 (sde increase) and S1 (sde decrease). We select the set with
the minimum cardinality such that the sde of the unitaries in this set is at most m − i. We
include the nodes with unchanged sde in it.
B. We divide into 4 sets - S00 (both sde and Hamming weight increase), S01 (sde increase,
Hamming weight decrease), S10 (sde decrease, Hamming weight increase) and S11 (both sde
and Hamming weight decrease). Nodes with unchanged Hamming weight but sde increase
are put in both S00 and S01, while nodes with unchanged Hamming weight but sde decrease
are put in both S10 and S11. We select the set with the minimum cardinality such that the
sde of the unitaries in this set is at most m− i. We include in it the nodes with unchanged
sde (irrespective of the change in Hamming weight).
C. We divide into 9 sets - S00 (both sde and Hamming weight increase), S01 (sde increase but
Hamming weight decrease), S02 (sde increase but Hamming weight same), S10 (sde decrease,
Hamming weight increase) and S11 (both sde and Hamming weight decrease), S12 (sde de-
crease but Hamming weight same), S20 (sde same but Hamming weight increase), S21 (sde
same but Hamming weight decrease), S22 (both sde and Hamming weight same). We select
the set with the minimum cardinality such that the sde of the unitaries in this set is at most
m− i.
We follow any one of the above methods of divide-and-select throughout the algorithm. Note in
each of the above methods, if the cardinality of the unitaries in the selected set is more than m− i
then it implies we cannot get sde 0 nodes within the next few levels.
The algorithm for COUNT-T (optimization) is as follows:
Input : Û such that U ∈ J an .
Output : [Pτ(U), Pτ(U)−1, . . . , P1, Ĉ0] such that Û =
(∏1
i=T (U) R̂(Pi)
)
Ĉ0 where C0 ∈ Cn.
1. m = sde(Û).
2. While(1)
(a) Call A (described below) with input (Û ,m).
(b) If returns a decomposition:
Return the decomposition.
Break
(c) Else m← m+ 1.
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ÛFigure 2: The tree built in the heuristic procedure. At each level we select a set of nodes according
to some changes in the properties of the child unitaries with respect to their parents, for example
change in sde and Hamming weight. Unitaries in the next level are generated from the selected
set (black nodes). We stop building the tree as soon as we reach a unitary with sde 0. The path
length to this node (in this case 3) is the T-count of the unitary U . It also gives us the optimal
decomposition of U .
A description of sub-routine A is as follows.
Input : (i) Û such that U ∈ J an and (ii) a non-negative integer m.
Output : If a decomposition exists then [Pm′ , Pm′−1, . . . , 1, Ĉ0] such that m′ ≤ m and
Û =
(∏1
i=m′ R̂(Pi)
)
Ĉ0 where C0 ∈ Cn, else NO.
1. Path← []; U˜ ← {(Û , Path)}.
/* Path is an array that stores the path (or sequence of R̂(P )
−1
) to the current node. */
2. For i = 1, 2, . . . ,m do the following:
(a) Multiply each unitary in U˜ by R̂(Pi)
−1
, for Pi ∈ Pn \ {I}.
(b) Note the changes in sde and Hamming weight. If sde of any product unitary is 0 then
STOP and return the Path till this node and the unitary itself (Ĉ0).
(c) Else, apply a divide-and-select method (A, B or C, which should be followed throughout
the algorithm) described before. Note (by the above discussion) the selected set Smin
(say) has unitaries with sde at most m− i. If no such set is found then STOP and return
NO.
/* sde > m− i implies we cannot decrease it to 0 within the next m− i iterations.*/
(d) Empty U˜ and include the product unitaries in Smin along with their Path.
Space and time complexity The analysis of space and time complexity of the algorithm
COUNT-T is based on the following assumptions.
Conjecture 1. A. The cardinality of the set U˜ in each iteration of COUNT-T is at most
poly(N), when method A of divide-and-select is applied.
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Unitary #qubits T-count Time of
[DMM16]
#cores
used in
[DMM16]
Time of our
algo
#cores we
used
Toffoli 3 7 25.9870s 4096 5.75s 8
Fredkin 3 7 25.0031s 4096 5.9s 8
Peres 3 7 25.4931s 4096 5.74s 8
Quantum OR 3 7 24.1854s 4096 5.74s 8
Negated Toffoli 3 7 26.9162s 4096 5.752 8
1-bit full adder 4 7 12.5hr 4096 429.17s 8
U1 4 11 N/A N/A 2.17hr 8
U2 4 7 N/A N/A 391.269s 8
Table 1: Comparison of running time of our algorithm (serial) with the parallel algorithm in
[DMM16]. Time given in hours (hr), minutes (min) and seconds (s).
B. The cardinality of the set U˜ in each iteration of COUNT-T is at most poly(N), when method
B of divide-and-select is applied.
C. The cardinality of the set U˜ in each iteration of COUNT-T is at most poly(N), when method
C of divide-and-select is applied.
In fact in our experiments (where we apply method C of divide-and-select) this number is
constant in most of the iterations.
Consider the sub-routine A. There are N2 − 1 multiplications by R̂(Pi)−1 in each iteration for
each unitary in U˜ . And by the above conjecture |U˜ | ∈ poly(N). Thus both the time and space
complexity of A are in poly(N,m).
We have to call A at most T (U) times to solve COUNT-T (optimization). Thus space and time
complexity of COUNT-T (optimization) are in poly(N,T (U)).
5.1 Implementations and results
We implemented our heuristic algorithm COUNT-T (optimization) in Python on a machine with
Intel(R) Core(TM) i7-7700K CPU at 4.2GHz, having 8 cores and 16 GB RAM and running Linux
Debian 9.12. We have observed that in the first level of the tree for every iteration of COUNT-T
(decision) the sde of all the nodes increases for all the untiaries we tested. So we joined the first
two iterations i.e. we took set of nodes with minimum cardinality (with necessary restrictions) in
level 2 of the tree (considering root is at level 0). After that we perform the rest of the iterations
successively, as described. This improved the running time. We also note here that we can synthe-
size part of the circuit (except the Clifford C0) from the output of COUNT-T (optimization) using
Fact 2.1 (Section 2.4). We can use the algorithm in [AG04] to synthesize C0. This procedure is
very efficient. The main bottleneck is to get the decomposition.
We tested some known 3 and 4 qubit gates like Toffoli, Fredkin, Peres, Quantum OR, Negated
Toffoli and also 4-qubit 1-bit reversible adder circuit. We found the T-count for all these gates is
7. This is in agreement with the results in [AMMR13, GKMR13, DMM16] but our algorithm is
much more efficient. For example the largest circuit that could be synthesized with the parallel
algorithm in [DMM16] was the 4-qubit 1-bit reversible adder and it took 12.5 hours using 4096
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cores (processors). In comparison our COUNT-T (optimization) takes about 7 min 9 sec to get a
decomposition into R(P )s using 8 cores. It takes an additional few seconds to synthesize a circuit
for this part.
We also tested some 4-qubit circuits like U1 = (TOF ⊗ I)(I ⊗ TOF ) [AMMR13] and U2 =
(TOF ⊗ I)(I⊗ TOF )(TOF ⊗ I), where TOF is the 3-qubit Toffoli gate. We obtained a T-count of
11 and 7 respectively instead of 14 [AMMR13] and 21, had we just plugged in an optimized circuit
for Toffoli. A comparison of performance of our algorithm (serial) with the parallel algorithm in
[DMM16] has been given in Table 1. (We note that the running time of our algorithm does not
include the synthesis of C0, but this part is usually more efficient.)
For completeness we have given the circuits for the known unitaries like Toffoli, Fredkin, Peres
and 1-bit reversible adder in Figure 5 and 6 of Appendix D. We drew a partial circuit (from the
first T to last T gate) of U1 and U2 in Fig 3 and 4 respectively. In the figures the connected X
gates indicate swaps which can be implemented by CNOT gates.
In order to test the speed of our method as T-count increases we selected several random 2 and
3 qubit unitaries formed using 10, 20, 30 and 40 T-gates. As mentioned in the introduction, 10, 20,
30 and 40 serve as upper bounds on the T-counts of the resulting unitaries. Using only unitaries
as input our algorithm was able to synthesize all of them (return a decomposition) with T-count
equal to or less than the upper bound. The running time was also fast. For example, for 2 qubit
unitaries generated with 10, 20, 30 and 40 T-gate circuits the average running time of our algorithm
was 0.0551s, 1.1926s, 7.556s and 2663.568s with a standard deviation 0.0094s, 0.6587s, 2.563s and
99.8533s respectively. The maximum number of nodes at any level had mean 7.3, 45.2, 135.6 and
933.4 with standard deviation 1.273, 17.89, 44.26 and 282.098 respectively. For 3 qubit unitaries
generated with 10 and 20 T-gate circuits the average running time was 1.375s and 235.7675s with
standard deviation 0.439s and 118.73s respectively. The maximum number of nodes at any level
had mean 19.1 and 434.8 and standard deviation 11.086 and 198.348 respectively.
× × × × T T T T H
T H× T × H× ×H× T ×H • • HSH • • T T
• • • × T × ×• •× • • • T • • • • •
• • • × ×
Figure 3: A partial circuit of U1 over the Clifford+T gate set. The circuit has
been drawn from the first T to last T gate. The path obtained for U1 was
[IIYI, IZYI, IIYX, IZYX, IIXX, IZII, IZXX,ZIIX,ZIXI,ZZIX,ZZXI, Ĉ0] for some C0 ∈ Cn.
H T T × × T H
• • T • • T × T ×
• • ×• •×• • T
• •× ×
Figure 4: A partial circuit of U2 over the Clifford+T gate set. The circuit has been drawn from the
first T to last T gate. The path obtained for U1 was [IIIX, IZII, IZIX,ZIZI,ZIZX,ZZZI,ZZZX, Ĉ0]
for some C0 ∈ Cn.
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6 Conclusion
In this paper we have studied the complexity of COUNT-T. Modifying the meet-in-the-middle
algorithm of [GKMR13] we gave a provable nested meet-in-the-middle algorithm for COUNT-T
(decision), that has better space complexity but worse time complexity. However, both the time
and space complexity is exponential in m.
We gave a heuristic algorithm for COUNT-T (optimization) that has space and time complexity
polynomial in N and m, thus (partly) answering a question left open in [GKMR13]. While our
method still scales exponentially with the number of qubits (though with a lower exponent), there
is a large improvement by going from exponential to polynomial scaling with m. We tested our
(serial) algorithm on some 3 and 4 qubit circuits and were able to obtain optimal T-count with
a much lower running time compared to previous algorithms like the parallel one in [DMM16].
Future work includes increasing the performance further and testing larger unitaries by mapping
to a parallel framework. Proving the conjecture would also be a significant contribution.
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A Proof of some results in Section 2
Lemma A.1. Let V and U are N1 ×N1 and N2 ×N2 unitaries respectively, where N1 = 2m and
N2 = 2
n. Then
̂(V ⊗ U) = V̂ ⊗ Û
Proof. ̂(V ⊗ U) is a N21N22 ×N21N22 matrix. Any index (r, s) can be written as r = N22 (r1 − 1) + r2
and s = N22 (s1−1)+s2. Let Pr =
⊗m
i=1Bi
⊗m+n
j=m+1Bj = B˜1⊗B˜2 and Ps =
⊗m
i=1Ci
⊗m+n
j=m+1 Cj =
C˜1 ⊗ C˜2 are the row and column indices respectively. Here B˜1 =
⊗m
i=1Bi, B˜2 =
⊗m+n
j=m+1Bj, C˜1 =⊗m
i=1 Ci and C˜2 =
⊗m+n
j=m+1 Cj. Think of these as base 4 strings.
(V̂ ⊗ U)rs = 1
2m+n
Tr
[
(B˜1 ⊗ B˜2)(V ⊗ U)(C˜1 ⊗ C˜2)
]
=
1
2m
Tr(B˜1V C˜1)
1
2n
Tr(B˜2UC˜2)
= V̂r1s1Ûr2s2
= (V̂ ⊗ Û)N22 (r1−1)+r2,N22 (s1−1)+s2
This proves the lemma.
B Proof of properties of R̂(P )
We give the proof of Claim 3.4 in Section 3.
Claim B.1. 1. If a diagonal entry is 1 then all other entries in the corresponding row and
column is 0.
2. If a diagonal entry is 1√
2
then one other entry in the corresponding row is ± 1√
2
and one other
entry in the corresponding column is ∓ 1√
2
.
Proof. 1. From Claim 3.2 we note that a diagonal entry is 1 if for even number of (co-ordinates) j
we have BjAj = ±iGj where Gj ∈ P1 \ {I} and for the rest we have BjAj = G′j where G′j ∈ P1.
In the former case we have Aj , Bj ∈ P1 \ {I} and Aj 6= Bj and in the latter at least one is identity.
W.l.o.g. let 1, . . . ,m′ are the places where the former case holds. Then in the remaining row entries
we can have BjCj = ±iAj for even number of places or there exists k ∈ [n] such that BjCj 6= ±Aj
or BjCjAj 6= I. Thus by Claim 3.3 these entries are 0. Similar argument holds for the remaining
entries in the column.
2. A diagonal entry is 1√
2
if for an odd number of j we have BjAj = ±iGj and for the rest
we have BjAj = G
′
j (Claim 3.2) where Gj and G
′
j are as defined above. Note G
′
j = Aj or Bj and
at least one of Aj or Bj is I in the second case. Let w.l.o.g 1, . . . ,m are the co-ordinates where
BjAj = ±iGj . Now consider the off-diagonal entries in the same row. It is not difficult to see that
there can be only one column (Ps =
⊗n
i=1Ci) in this row such that BjCj = ±iAj for each j ∈ [m]
and BjCjAj = I for j ∈ [n] \ [m]. By Claim 3.3 at this entry in the row we have ± 1√2 .
Similar argument holds for the column. Note for the column we have Cj ← Bj and Bj ← Cj ,
i.e. the indices get swapped. So from Equation 14 we have the corresponding entry as ∓ 1√
2
.
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Now we give the proof of Claim 3.5 in Section 3.
Claim B.2. Exactly 22n−1 diagonal elements can be 1√
2
.
Proof. It is enough to calculate the number of
⊗n
j=1Bj that can satisfy the conditions of Claim
3.2. We must have BjAj = ±iGj (where Gj ∈ P1 \ {I}) at odd number of j ∈ [n]. Equivalently at
these co-ordinates Aj 6= Bj where Aj , Bj ∈ P1 \ {I}.
Let
⊗n
j=1Aj has non-identity Paulis in m co-ordinates. Without loss of generality let m is
odd and the co-ordinates are [m]. Given Aj there can be two possible values of Bj to satisfy
BjAj = ±iGj . In the remaining places if Aj is non-identity then by condition of Claim 3.2 Bj = Aj
or Bj = I. Thus number of j ∈ [m] satisfying this condition is((m
1
)
22m−1 +
(
m
3
)
232m−3 + · · ·+
(
m
m
)
2m20
)
= 22m−1
Now in the co-ordinates j ∈ {m+ 1, . . . , n} we must have (BjAj)2 = I. Since Aj = I so Bj can be
any of the Paulis. Thus total number of ways we can satisfy the conditions of Claim 3.2 is
22m−14n−m = 22m−1+2n−2m = 22n−1
Thus there can be exactly 22n−1 diagonal elements with 1√
2
.
C Proof of Theorem 4.3
In this section we give the proof of Theorem 4.3 in Section 4.
Theorem C.1. Let m ∈ N, c ≥ 2 and j ≥ 1 are integers. U ∈ J an is a unitary with j⌈mc ⌉ <
T (U) ≤ B, where B = min{(j + 1)⌈m
c
⌉,m}. Let Dn0 ,Dn1 , . . . ,Dn⌈m
c
⌉ are sorted coset databases.
Then t = T (U) is the smallest integer in {j⌈m
c
⌉+ 1, j⌈m
c
⌉+ 2, . . . , B} for which(
W †Û
)
= V (18)
with W (co) ∈ Dnr , where r = B − j⌈mc ⌉. V is a unitary such that T (V ) ≤ j⌈mc ⌉.
Proof. Using Theorem 4.1 we see that Equation 18 implies
Û =WVC
for some C ∈ Ĉn. Hence, whenever Equation 18 holds we have
T (U) ≤ T (W ) + T (V ) = r + T (V ) = B − j
⌈m
c
⌉
+ T (V )
Now since the algorithm reached the jth iteration it implies that T (U) > j⌈m
c
⌉ and we are checking
if it is less than B. Also T (W ) = r, so 0 ≤ T (V ) ≤ j⌈m
c
⌉ and since the property holds till the
(j − 1)th iteration so the recursive step correctly returns it and we get T (U) as the above sum.
For completion we prove that Equation 18 holds with t = T (U). From Theorem 2.2 we can
write
Û =W0V0C0
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where C0 ∈ Ĉn and
W0 =
j⌈m
c
⌉+1∏
i=B
R̂(Pi) and V0 =
1∏
i=t+j⌈m
c
⌉−B
R̂(Pi)
for some Paulis Pi ∈ Pn \ {I}. Note T (W0) = B − j
⌈
m
c
⌉
= r and T (V0) = t+ j
⌈
m
c
⌉−B.
From property 3 of Definition 4.2 there exists W ∈ Dnr satisfying W (co) =W (co)0 , which implies
WC1 =W0
for some C1 ∈ Ĉn by Theorem 2.2. Hence
Û =WC1V0C0
Now T (C1V0C0) = T (V0) = j
⌈
m
c
⌉− (B − t) ≤ j ⌈m
c
⌉
. By our assumption the algorithm correctly
returns T (C1V0C0) by a recursive loop. This implies there exists some V and some C2 ∈ Ĉn such
that T (V C2) = T (C1V0C0) and their coset labels are equivalent. Thus
Û =WVC2
or equivalently W †Û = V C. Applying Theorem 2.2 we get
(
W †Û
)(co)
= V (co).
D Some quantum circuits
In this section we give the complete circuits of some untiaries implemented by our algorithm. We
have given the circuits known in literature like in [GKMR13] and [DMM16].
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1 T • • T † • 1
2 T • T † T † • 2
3 H T • T † • H 3
(a)
1 • T • • • 1
2 T † T T † T 2
3 • H T • T † • H • 3
(b)
1 T • • • 1
2 T T † T T † 2
3 H • T † T • H 3
(c)
Figure 5: Decomposition of the (a) Toffoli gate, (b) Fredkin gate and (c) Peres gate over the
Clifford+T gate set.
1 S† • H • H • × T • 1
2 • S† • • H • H T • T • × •× 2
3 • S† • S† H H • T • • T • × 3
4 H • • • • S† T † • T H 4
Figure 6: Decomposition of 4-qubit adder over the Clifford+T gate set.
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