Abstract. In this paper, we introduce and study a new class of generalized nonlinear variational-like inequalities. By employing the auxiliary principle technique we suggest an iterative algorithm to compute approximate solutions of the generalized nonlinear variational-like inequalities. We discuss the convergence of the iterative sequences generated by the algorithm in Banach spaces and prove the existence of solutions and convergence of the algorithm for the generalized nonlinear variational-like inequalities in Hilbert spaces, respectively. Our results extend, improve and unify several known results due to Ding, Liu et al, and Zeng, and others.
Introduction
Variational inequality theory has become a rich source of inspiration in pure and applied mathematics, and variational inequalities have been used in a large variety of problems arising in elasticity, structural analysis, economics, optimization, physical and engineering sciences, etc. For details, we refer to [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] and the references therein. A useful and important generalization of variational inequalities is the variational-like inequalities. In [5, 7, [9] [10] [11] 14] , the authors have studied several classes of variational-like inequalities. It is worth mentioning that the standard projection technique can no longer be applied to suggest the iterative algorithm for variational-like inequalities. Glowinski-Lions-Tremolieres [8] suggested another technique, which does not depend on the projection. This technique is called the auxiliary principle technique. Ansari-Yao [1] and Zeng [14] studied mixed variational-like inequalities in real Hilbert spaces, Ding-Yao [7] obtained the existence of solutions for mixed quasi-variational-like inclusions in reflexive Banach spaces, and Ding [5] proved the existence and uniqueness theorems of solutions for nonlinear mixed variational-like inequalities dealing with a nonlinear form b (u, v) in reflexive Banach spaces. Recently, Ding-Tarafdar [6] and Liu-Ume-Kang [11] suggested the existence of solutions for general nonlinear variational inequalities and generalized nonlinear variational-like inequalities involving a bilinear functional a (u, v) , a nonlinear form b (u, v) and some nonlinear monotone mappings in reflexive Banach spaces.
Motivated and inspired by the results in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , we introduce and study a new class of generalized nonlinear variational-like inequalities, including as special cases of the variational inequalities and the variational-like inequalities due to Ansari-Yao [1] , Ding [3] [4] [5] , Ding-Tarafdar [6] , Ding-Yao [7] , Liu-Ume-Kang [11] and Zeng [14] . By using a new auxiliary variational-like inequality technique, firstly we give an existence and uniqueness theorem of solution for an auxiliary problem dealing with the generalized nonlinear variational-like inequalities, secondly we suggest an iterative algorithm to compute the approximate solutions of the generalized nonlinear variational-like inequalities, at last the convergence of the iterative sequences generated by the algorithm is also proved. The results presented here improve previously known results in this field.
Preliminaries
Let B be a reflexive Banach space with norm · and B * be the topological dual space of B. Let u, v be the pairing between u ∈ B * and v ∈ B. In particular, if B is a Hilbert space, u, v denotes an inner product in it. Let D be a nonempty closed convex subset of B and let a : D × D → (−∞, +∞) be a continuous linear functional in both arguments and there exist positive constants α > 0 and β > 0 such that there exists a constant γ > 0 satisfying
It is easy to show that b is continuous in the second argument by (2c) and (2d). 
where a satisfies (1a) and (1b), b satisfies (2a)-(2d) and b is not necessarily differentiable.
Special cases (A) If w * = 0 and gu = u for all u ∈ D, then GNVLIP (3) reduces to the following problem:
which was introduced and studied by Liu-Ume-Kang [11] .
where f : D → B is a given mapping and w
which was studied by Ding-Tarafdar [6] .
which was called mixed variational-like inequality and studied by Zeng [14] .
which was introduced and studied by Siddiqi and Ansari [12] . For suitable and appropriate choices of the mappings T, A, N, η, g, a and b, one can obtain various new and previously known variational inequalities and variational-like inequalities as special cases of GNVLIP (3). In brief, GNVLIP (3) is a more general and unifying one, which is also one of the main motivations of this paper. (1) T is said to be (t, η)-relaxed Lipschitz with respect to the first argument of N if there exists a constant t > 0 such that
(2) A is said to be (t, η)-pseudocontractive with respect to the second argument of N if there exists a constant t > 0 such that
(3) If t = 0 in (4) (resp. (5)), then T is called η-antimonotone with respect to the first argument of N (resp. η-antimonotone with respect to the second argument of N ); (4) T is said to be t-Lipschitz continuous if there exists a constant t > 0 such that
(6) T is said to be t-relaxed Lipschitz with respect to the first argument of N if there exists a constant t > 0 such that
(9) N is said to be t-Lipschitz continuous in the first argument if there exists a constant t > 0 such that
In a similar way, we can define the Lipschitz continuity of the mapping N (·, ·) in the second argument.
Definition 2.2 ([1]). A differential function
where h (x) is the Fréchet derivative of h at x; (2) η-strongly convex if there exists a constant µ > 0 such that
It is easy to prove the following result.
Proposition 2.1. Let h be a differentiable and η-strongly convex functional on a convex subset D of B, and let
Proof. Since h is a differentiable and η-strongly convex functional on a convex subset D of B,
Adding (6) and (7), we have
that is, h is η-strongly monotone. This completes the proof.
Lemma 2.1 ([2])
. Let E be a topological vector space, X a nonempty convex subset of E and f, g : 
In order to obtain our results, we need the following assumption. 
Existence and uniqueness theorem of solution for the auxiliary problem
Now we extend the auxiliary principle technique to study the existence and uniqueness of solution for GNVLIP (3) .
Let h : D → (−∞, +∞] be a given Fréchet differentiable convex functional and ρ > 0 be a constant. For given u ∈ D and w * ∈ B * , we consider the following auxiliary problem: Find w ∈ D such that
Firstly, we prove the existence and uniqueness of solution for the auxiliary problem (8). 
We verify that the mappings ϕ, ψ satisfy all conditions of Lemma 2.1. It follows from the strong convexity of h and Proposition 2.1 that h is strongly monotone with constant µ > 0 and 
Note that a is linear in both arguments, b is convex in the second argument and
which is a contradiction. Hence, condition (c) of Lemma 2.1 is satisfied. Let v * be an arbitrary element in D.
For any w ∈ D\K, we know that 
For each t ∈ (0, 1] and v ∈ D, let x t = tv + (1 − t)w. Replacing v by x t in (11), we get that
that is,
− ρb(gu, v) + ρb(gu,w) − ρa(u, v −w).
Letting t → 0 + in the above inequality, we have
That is,w is a solution of the auxiliary problem (8).
Next we prove the uniqueness of the solution of the auxiliary problem (8) . For given w * ∈ B * and u ∈ D, suppose that w 1 and w 2 are two different solutions of the auxiliary problem (8) . It is clear that (12) 
Taking v = w 2 in (12) and v = w 1 in (13), respectively, and adding them, we obtain that
which is contradiction with the strong monotonicity of h . Hence the auxiliary problem (8) has a unique solution. This completes the proof. 
Let u n+1 denote the solution of the above problem. That is,
Convergence of iterative sequence in reflexive Banach spaces
Now we prove that the sequence {u n } n≥0 generated by Algorithm 3.1 converges strongly to a solution of GNVLIP (3). (f) h is strongly convex with constant µ > 0 and h is continuous; (g) there exists a constant ρ > 0 satisfying (3) is nonempty. Then the sequence {u n } n≥0 defined by (14) converges strongly to a solution u ∈ D of GNVLIP (3).
Suppose that the solution set of GNVLIP

Proof. Let u be a solution of GNVLIP (3). Define
Since h is µ-strongly monotone, it follows that
Taking v = u n+1 in (3) and v = u in (14), by (1a), (1b), (2a)-(2d) and conditions (a)-(f), we get that
for all n ≥ 0. It follows from (g) that
Thus, (15) and (16) ensure that the nonnegative sequence {C(u n )} n≥0 is nonincreasing, hence it is convergent. Letting n → ∞ in (16), we conclude that lim n→∞ u n − u = 0. This completes the proof.
Existence of solutions for GNVLIP (3) in Hilbert spaces
In this section, we study the existence of solutions for GNVLIP (3) and convergence of the iterative sequence generated by Algorithm 3.1 in Hilbert spaces. 
Then the sequence {u n } n≥0 defined by (14) converges strongly to a solution u ∈ D of GNVLIP (3).
Proof. In order to show that GNVLIP (3) has a solution u ∈ D, it is enough to prove that the mapping F : D → D defined by (8) has a unique fixed point u ∈ D. Let x, y be arbitrary elements in D. It follows from Theorem 3.1 that
Taking v = F y in (17) and v = F x in (18), respectively, and adding the inequalities, we obtain that Using (20)- (22) It follows from (e) that 0 < θ < 1 and F is a contraction mapping. Hence F has a unique fixed point u ∈ D, which is a solution of GNVLIP (3). Now we show that lim n→∞ u n = u. Since u is a solution of GNVLIP (3), it follows that for given w * ∈ B * , Taking v = u in (14) and v = u n+1 in (23) and adding them, we can easily obtain that u n+1 − u ≤ θ u n − u ≤ θ n+1 u 0 − u and u n → u as n → ∞. This completes the proof.
