An orthogonal coloring of a graph G is a pair If G has n vertices, then the definition implies that
Introduction
All graphs considered here are finite, undirected, and have no loops or multiple edges. For the standard graph-theoretic and design-theoretic notations the reader is referred to [4] and to [6] . A k-orthogonal coloring of a graph G, is a set {c 1 since otherwise, there are less than n possible color pairs. We can therefore summarize:
There are many graphs which satisfy Oχ(G) = √ n . For example, Oχ(C 5 ) = 3 as we may color the cycle once by the colors (1, 2, 3, 1, 2) and then by the colors (3, 1, 3, 1, 2) . Note that we have Oχ(C 5 ) = χ(C 5 ). These observations naturally raise the following definitions:
1. G is said to have an optimal k-orthogonal coloring (k-OOC) for short) if Oχ k (G) = √ n . A 2-OOC is simply called an OOC.
2.
If n is an integer square and G has a k-OOC we say that G has a perfect k-orthogonal coloring (k-POC for short), as, in this case, each ordered color pair appears in each ordered pair of colorings in exactly one vertex. A 2-POC is simply called a POC.
An example of a graph having a POC is C 9 , since we may color the cycle first by (1, 2, 3, 1, 2, 3, 1, 2, 3) and then by (1, 2, 1, 2, 3, 2, 3, 1, 3).
The notion of k-orthogonal colorings is strongly related to the notion of orthogonal Latin squares. Recall that two Latin squares L 1 , L 2 of order r are orthogonal if for any ordered pair (s, t) where 1 ≤ s ≤ r and 1 ≤ t ≤ r, there is exactly one position (i, j) for which L 1 (i, j) = s and L 2 (i, j) = t. It is well-known that orthogonal Latin squares exist for every r / ∈ {2, 6} (cf. [6] ). A family of k-orthogonal Latin squares of order r, is a set of k Latin squares every two of which are orthogonal. It is well-known that for every k, there exists L(k), such that for every r ≥ L(k), there exists a family of k-orthogonal Latin squares of order r (cf. [6] , and [3] who showed that L(k) = O(k 14.8 )).
Given a family F = {L 1 , . . . , L k } of k-orthogonal Latin squares of order r, we define the graph U (F ) as follows: G has r 2 vertices, which are denoted by the ordered pairs (i, j)
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The crucial fact is that Oχ k (U (F )) = r, since we can define the colorings {c 1 , . . . , c k } in the obvious way:
The pairwise-orthogonality of the members of F , and the definition of U (F ) show that this is a k-orthogonal coloring of U (F ). Since the coloring only uses r colors, and since the number of vertices is r 2 , we have that Oχ k (U (F )) = r, and that U (F ) has a k-POC. This discussion yields the following fact:
FACT 1: Let k and r be positive integers with r ≥ L(k). Let G be a subgraph of every graph X with r 2 vertices where X is r 2 − k(r
addition, G has r 2 vertices, then G has a k-POC.
U (F ) is a graph which can be obtained from the complete graph K r 2 be deleting k
where every K r in this factor corresponds to r cells having the same symbol in L i . The fact that the distinct K r -factors are edge-disjoint follows from the pairwise-orthogonality of the members of F . It is interesting to note that in case k = 2, the graph U (F ) (considered as an unlabeled graph) is independent of the actual Latin squares {L 1 , L 2 }. This is because whenever we delete two edge-disjoint K r -factors from K r 2 , we always get the same graph, which we denote by U r . We therefore call U r the universal orthogonal graph of order r.
Note that U r exists for every r ≥ 1, although for r = 2, 6 there is no corresponding pair of orthogonal Latin squares. For example, U 2 = 2K 2 , since by deleting two independent edges from K 4 we get C 4 , and then deleting another pair of independent edges we get 2K 2 . 
Theorem 1.2 Let G be a graph with n vertices, and with χ = χ(G). Then
For k ≥ 4 we have that 
Furthermore, for every χ and k there exists
In Section 3 we consider graphs having an OOC or a POC. We prove several extensions of Facts 1 and 2, and, in particular, we show that every graph with maximum degree which is not too large has a k-OOC:
In particular, if n is a perfect square, then G has a k-POC.
(Note that for k = 2, 3 the condition n ≥ L(k − 2) 2 is vacuous, so in these cases, Theorem 1.5 applies to every n). In section 4 we consider strong orthogonal colorings in which no vertex is allowed to receive the same color in both colorings. We will show the existence of a non-trivial family of graphs which are perfect w.r.t strong orthogonality. The final section contains some concluding remarks and open problems.
Upper bounds
In this section we prove Theorems 1.
1-1.4 which all give upper bounds to Oχ(G) and
Oχ k (G). Depending on the graph, each theorem may give a different estimate. The first theorem supplies a useful upper bound for graphs with a rather large chromatic number.
Proof of Theorem 1.1:
We shall use the result of Hajnal and Szemerédi [7] , which states it follows that
We can improve this bound in case n > ∆(∆ + 1). We will show that in this case, G 1 satisfies the conditions of the theorem of Brooks [4] . Put x = ∆ + n/(∆ + 1) . We first show that G 1 does not have a clique of order x. Assume X is any set of x vertices in G 1 .
There are at most x · ∆/2 edges of G with both endpoints in X. Each vertex is adjacent in G 1 to at most n/(∆ + 1) − 1 vertices to which it was not adjacent in G. Thus, there are at most x · ( n/(∆ + 1) − 1)/2 such edges with both endpoints in X. Summing up, there are at most x(x − 1)/2 edges in G 1 with both endpoints in X, where the only way to achieve this number is if X is a union of y = x/ n/(∆ + 1) vertex classes of c 1 with size that ∆ be a multiple of n/(∆ + 1) . This, however, is impossible, since n > ∆(∆ + 1).
Thus, X is not a clique. Consequently, G 1 does not have a clique of order x. Also, note that if ∆ > 1 then x > 3, and if ∆ = 1 the claim holds trivially, so in any case, the Theorem of Brooks applies to G 1 , and G 1 has a coloring c 2 with x − 1 colors. As before, c 1 and c 2 are orthogonal, and c 1 uses only ∆ + 1 colors, which is not greater than x − 1. Thus,
For k ≥ 2 we may use a recursive application of the Hajnal and Szemerédi Theorem.
Instead of coloring G 1 using a greedy coloring, we can color it once again using ∆(G 1 ) + 1 colors using the Hajnal and Szemerédi result. Denote this coloring by c 2 . We now define G 2 by adding to G 1 edges between two vertices having the same color in c 2 . Clearly,
We may color G k−1 greedily using, say, ∆(G k−1 ) + 1 colors, and denote the final coloring by c k . The construction shows that
Note that whenever ∆ ≥ k 1/4 √ n the estimate (k − 1) n/(∆ + 1) + ∆ is better than the
If the chromatic number of G is large (say, greater than √ n), and close to the maximum degree, then the estimate in Theorem 1.1 is very good. For example, consider a graph with χ(G) = n α and ∆(G) = n α+ where α > 0.5 and ≥ 0 is small. By (1) and by Theorem 1.1 we have that
Theorem 1.2 supplies a useful bound for graphs with a rather small chromatic number.
Before proving it, we need the following lemma:
Proof: Let p be a positive integer, and let k ≥ 3. Suppose there exist k − 2 orthogonal
Latin squares of order p. We claim that 
we also have Oχ(
Proof of Theorem 1.2: We partition the vertices of G into χ independent sets, denoted by C 1 , . . . , C χ . By using disjoint color sets for each C i , i = 1, . . . , χ, and by applying Lemma 2.1 to each C i we obtain that for k = 2, 3
and for k ≥ 4,
follows by an elementary convexity argument that the last two inequalities are maximized when all the sets have equal size. Thus, for k = 2, 3
and for k ≥ 4, if s denotes the number of vertex classes whose size is less than
, and thus 
We now need to show that any orthogonal coloring requires at least this number of colors.
Let The overall number of colors used by the pair
Since a i b i ≥ s i , the r.h.s. of the last inequality is minimized when
and when
2
As an example, we have that Oχ(K 6,6 ) = 5 since 6 is not an integer square and 2 · 3 ≥ 6, so m = 2 in this case. Note that the same reasoning yields Oχ(K 5,5 ) = 5 and Oχ(K 5,4 ) = 5. 
. , v i−1 (i > d)
by using no more than t colors. We now wish to color v i . Let R be the set of neighbors of 
For k = 2 we can solve this inequality explicitly and obtain that if t > d 
Optimal and perfect orthogonal colorings
In this section we focus on graphs having a k-OOC or a k-POC. that X is not empty. This is true since
where the last inequality follows from the fact that ∆ ≤ (
Now let x ∈ X. We can interchange the k colors given to x with the k corresponding colors given to v, and remain with a proper coloring. This is because after the interchange, have an OOC since they contain K 1,17 and Oχ(K 1,17 ) = 6. It is, however, an easy exercise to establish that when n − 2 is an integer square, and T is a tree with n vertices which is not a star, then T has an OOC.
There are trees with a much lower maximal degree which do not have an OOC. Let n be an integer square, and assume (although this is not necessary) that n is even. Let T be the double star obtained by joining two K 1,n/2−1 at the roots. T has maximum degree n/2, and we claim that T does not have an OOC whenever ( √ n )( √ n − 1 ) < n. Let c 1 and c 2 be two orthogonal colorings using x colors. The roots must have distinct colors in c 1 , denote these colors by 1 and 2. At most x − 2 leaves may have color 1 (otherwise c 2 must the electronic journal of combinatorics 6 (1999), #R5 use x + 1 colors if it is to be proper), and similarly, at most x − 2 leaves may have color 2.
Consequently, there are at least n − 2 − 2(x − 2) = n + 2 − 2x leaves that have colors other than 1 or 2 in c 1 . No other color may appear x times at a leaf, so the number of other colors is at least (n + 2 − 2x)/(x − 1) So we must have (n + 2 − 2x)/(x − 1) + 2 ≤ x. Consequently,
Strong orthogonal colorings
A 1 ≤ j ≤ r + 1, and i = j.
All the theorems proved in Section 2 and Section 3 have analogous versions when strong orthogonality is required, where only minor modifications are needed. We will therefore not prove them here. We will, however, show that an interesting family of graphs, namely the family of the complement graphs of U r , denoted by U c r , has a strong orthogonal scheme, with the exception of r ∈ {2, 3, 6}. In other words, U c r is a spanning subgraph of X r , unless r ∈ {2, 3, 6}. In fact we will show something more general: , l) ) then we must have j = l, and therefore l) ). Now assume that r is even. We define c 1 ((i, j)) = (i + j − 2) mod r for all 1 ≤ i ≤ r and for all 1 ≤ j ≤ r/2, and we define c 1 ((i, j)) = (i + j − 1) mod r for all
Once again, it is easy to check that c 1 and c 2 are both proper, orthogonal, and no vertex has the same color in both c 1 and c 2 .
For the second part of the proof, it suffices to show that G r,r has a strong orthogonal scheme. The proof of this relies on the existence of self-orthogonal Latin squares for every order r / ∈ 2, 3, 6 [5] . A Latin square L is called self-orthogonal if the Latin square L t (the transpose of L) is orthogonal to L. Let, therefore, L be a self-orthogonal Latin square of order r. We define a strong orthogonal scheme c 1 , c 2 of G r,r as follows. In the cases r = 2 or r = 3 it is easy to check that G 2,2 and G 3,3 do not have a strong orthogonal scheme. The fact that there is no strong orthogonal scheme for G 6,6 is less trivial, and relies on the fact that there are no two orthogonal Latin squares for r = 6. (It is also possible to check this by computer since one only needs to check that W 6 does not contain G 6, 6 . A very small fraction of the 36! possible mappings need to be checked since there are many equivalences and restrictions, which result from the large automorphism group of G 6,6 ). 
