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Abstract
We study a deterministic model for the dynamics of a population infected by macroparasites.
The model consists of an infinite system of partial differential equations, with initial and boundary
conditions; the system is transformed in an abstract Cauchy problem on a suitable Banach space, and
existence and uniqueness of the solution are obtained through multiplicative perturbation of a linear
C0-semigroup. Positivity and boundedness are proved using the specific form of the equations.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The system of equations we analyse in this paper arises in the context of population
biology: it describes the dynamics of a population of individuals (“hosts”), infected by one
species of macroparasites. The host population is age-structured and is subdivided into a
countable number of classes according to the number of parasites a host carries: for each
i ∈N, pi(a, t) denotes the density of hosts of age a harbouring i parasites at time t . More
precisely, if 0 a1 < a2 the integral
a2∫
a1
pi(a, t) da
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the variable a is supposed to vary in [0,+∞).
The dynamics of the host population is specified through the fertility and mortality rates:
for the sake of simplicity, we assume here that only fertility depends on population size,
while mortality is density-independent (see [7] or [13] for a general background on the
equations for age-structured populations). Moreover, we assume that parasites affect host
fertility and mortality according to the rules proposed in [11].
Namely, we assume that the fertility rate of hosts carrying i parasites is βi(a,p) =
ψ(N)β(a)ξ i , where p = (p0(a),p1(a),p2(a), . . .) and
N =
+∞∫
0
+∞∑
i=0
pi(a) da (1.1)
represents the total number of hosts. The parameter ξ (0< ξ  1) describes the reduction in
host fertility per parasite harboured, the function β(a) specifies the age-dependence of fer-
tility, and ψ is the function of the total population that represents the density-dependence.
Hosts die at a natural death rate µ(a), to which a death rate α > 0 is added for each
parasite carried. The parasites also die, at a constant death rate σ > 0.
Finally, it is assumed that a host can acquire or lose one parasite at a time; the epi-
demic spreads among hosts according to an infection rate ϕ(t) which, following [1], has
the following shape:
ϕ(t)= hP
c+N , (1.2)
where
P =
+∞∫
0
+∞∑
i=1
ipi(a) da
represents the total number of parasites in the population.
All these assumptions lead to the following infinite system of differential equations:

∂
∂t
pi(a, t)=− ∂∂a pi(a, t)− (µ(a)+ ϕ(t)+ i(α+ σ))pi(a, t)
+ σ(i + 1)pi+1(a, t)+ ϕ(t)pi−1(a, t), i  0,
p0(0, t)=ψ(N(t))
∫ +∞
0 β(a)
∑+∞
i=0pi(a, t)ξ
i da,
pi(0, t)= 0, i > 0,
pi(a,0)= hi(a), i  0,
(1.3)
where N(t), P(t), and ϕ(t) are given in (1.1) and (1.2), and p−1(a, t)≡ 0.
To sum up, the equations in (1.3) are a model for an immigration–death process with
two nonlinearities: the first one due to the infection rate ϕ(t) and the second one because
of the boundary condition that describes density-dependent fertility.
Infinite systems to model parasitism were first introduced in 1934 by Kostizin [9] that
wrote down a system of ordinary differential equations, involving birth and death rates,
coefficients of contamination, competition coefficient, all depending on the number of par-
asites in a host; however, in his paper only an analysis of the equilibrium points and their
stability for some very special cases is accomplished.
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Dietz [6], and by Kretzschmar [10,11]. The difference between their models and ours is
in the form of ϕ(t), and in the boundary condition that is linear in their models: therefore,
host population would grow exponentially in absence of parasites, and, due to their choice
of ϕ(t), exponential solutions may exist also in presence of parasites. Their approach is
based on transforming the infinite system in a single partial differential equation satisfied
by the generating function G(a, t, z)=∑i pi(a, t)zi . This method, however, works only
under specific choices for the transition rules; it seems, for instance, difficult to handle a
general nonlinear boundary condition in this approach.
Instead, we prefer to set system (1.3) within the framework of semigroup theory. In
this approach, it would be possible to allow the coefficients σ , α, and ξ to depend rather
arbitrarily on the number i of parasites, and to use more general forms for the host fertility
and mortality functions, but, for the sake of simplicity, we stick to system (1.3) as written.
System (1.3) will be transformed into an abstract Cauchy problem of the form{
p′(t)=A(I +H)(p(t))+ F(p(t)),
p(0)= p0, (1.4)
where A is the generator of a C0-semigroup and H and F are nonlinear operators on a
suitable Banach space. The multiplicative perturbation of a linear operator A by means
of a nonlinear operator H , that is A(I +H), was introduced by Desch et al. [5] to study
some differential equations with nonlinear boundary conditions, following previous work
on linear boundary conditions [4]. They studied the Cauchy problem{
p′(t)=A(I +H(t))p(t),
p(0)= p0 (1.5)
in a Banach space X, where the linear operator A is the generator of a C0-semigroup
on X. They found suitable, but general enough, hypotheses on the family of operators
H(t), that guarantee well-posedness for (1.5) even if R(H(t)) 
⊂ D(A). We follow and
extend their results about existence and uniqueness of solutions to case (1.4). In Section 2
we give conditions for existence, uniqueness and continuous dependence of solutions of
the Cauchy problem (1.4). In Section 3 we prove the positivity of these solutions under
suitable assumptions. Finally, in Section 4 we show how these results can be applied to
system (1.3), proving global existence and uniqueness of positive solutions. In a sequel to
this paper, this framework is used to study the equilibria of (1.3) and their stability.
2. Well-posedness of an abstract Cauchy problem
2.1. Existence and uniqueness
Throughout this section (X,‖ · ‖) will denote a Banach space and A :D(A)→ X will
be a linear operator with domain D(A)⊂X generating a C0-semigroup etA on X such that
‖etA‖Meωt , t  0, (2.1)
for some M  1 and ω ∈R.
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FA =
{
p ∈X: lim sup
t→0+
1
t
‖etAp−p‖<+∞
}
,
which is a Banach space with the norm
|p|FA := ‖p‖ + lim sup
t→0+
1
t
‖etAp− p‖.
Clearly, D(A)⊂ FA and, if X is reflexive, D(A)= FA.
We state a crucial property (see [5]) that we will repeatedly use in the sequel: if f ∈
C([0, T ];FA) then
t∫
0
e(t−s)Af (s) ds ∈D(A)
and ∥∥∥∥∥A
t∫
0
e(t−s)Af (s) ds
∥∥∥∥∥M
t∫
0
eω(t−s)
∣∣f (s)∣∣
FA
ds (2.2)
for all 0 t  T .
Let now H :X→ FA and F :X→X be locally Lipschitz continuous, i.e., for all R > 0
there exist LR,KR > 0 such that∣∣H(p)−H(q)∣∣
FA
 LR‖p− q‖,
∥∥F(p)− F(q)∥∥KR‖p− q‖ (2.3)
for all p,q ∈X such that ‖p‖,‖q‖R.
We are now ready to state the result (see [5]) about existence and uniqueness of solu-
tions. Let p0 ∈X be fixed and consider the abstract Cauchy problem{
p′(t)=A(p(t)+H(p(t)))+ F(p(t)),
p(0)= p0. (2.4)
Theorem 2.1. Let A :D(A)→X be a linear operator with D(A)⊂X which generates a
C0-semigroup etA. Let H :X→ FA and F :X→X satisfy (2.3). Then
(a) For each p0 ∈X there exists a unique mild solution of (2.4), i.e., a continuous function
t → p(t) satisfying the integral equation
p(t)= etAp0 +A
t∫
0
e(t−s)AH
(
p(s)
)
ds +
t∫
0
e(t−s)AF
(
p(s)
)
ds; (2.5)
(b) If [0, tmax) is the maximal interval of existence of the solution, then tmax = +∞ or
limt→t−max ‖p(t)‖ =+∞;
(c) If H and F are continuously differentiable and (p0 +H(p0)) ∈D(A) then p(t) is a
classical solution of (2.4), i.e., p(t)+H(p(t)) ∈D(A) for each t ∈ [0, tmax), p(t) is
differentiable and satisfies Eq. (2.4) for each 0 t < tmax.
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of the proof of part (a), since the tools introduced will be useful later. For R > 0 introduce
the projection πR :X→X,
πR(x)=
{
x if ‖x‖R,
x
‖x‖R if ‖x‖>R,
and define
HR(x) :=H
(
πR(x)
)
and FR(x) := F
(
πR(x)
)
. (2.6)
The maps HR and FR are globally Lipschitz continuous, with Lipschitz constants 2LR and
2KR , respectively. Then consider the integral operator Vp0,R defined on the Banach space
C([0, T ],X),
(Vp0,Rq)(t)= etAp0 +A
t∫
0
e(t−s)AHR
(
q(s)
)
ds +
t∫
0
e(t−s)AFR
(
q(s)
)
ds. (2.7)
It is easy to see that, for T small enough, Vp0,R is a contraction so that a unique continuous
solution pR(t) of
q(t)= etAp0 +A
t∫
0
e(t−s)AHR
(
q(s)
)
ds +
t∫
0
e(t−s)AFR
(
q(s)
)
ds (2.8)
exists. Repeating the same argument for VpR(T ),R , C([T ,2T ],X) and so on, one sees that
a continuous solution of (2.8) exists for t ∈ [0,+∞). Now, taking R > ‖p0‖, the solution
will satisfy, for small t , ‖pR(t)‖R, whence HR and FR can be replaced by H and F in
(2.8) and pR(t) is the local solution of (2.5). ✷
2.2. Continuous dependence on initial data
We prove here that the mild solution of the abstract Cauchy problem (2.4) depends
continuously on the initial datum. Continuous dependence is part of the classical definition
of well-posedness. In the following we denote by p(t,p0) the mild solution of (2.4) with
initial point p0.
Theorem 2.2. Let p0 ∈X and let (qn)n∈N be a sequence in X converging to p0 . Then for
each t > 0 such that p(t,p0) exists, we have
lim
n→∞p(t, qn)= p(t,p
0)
and the convergence is uniform for t ∈ [0, T ], where T > 0 is such that p(T ,p0) exists.
Proof. Let [0, T ] ⊂ [0, tmax),R > 2 max0tT ‖p(t,p0)‖ and recall the definition of HR
and FR in (2.6). If pR(t, qn) and pR(t,p0) are the mild solutions of the equation p′(t)=
A(I +HR)p(t)+FR(p(t)) with initial values qn and p0, respectively, set
wR,n(t) := pR(t, qn)−pR(t,p0).
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wR,n(t)= etAwn +A
t∫
0
e(t−s)A
(
HR
(
pR(s, qn)
)−HR(pR(s,p0)))ds
+
t∫
0
e(t−s)A
(
FR
(
pR(s, qn)
)− FR(pR(s,p0)))ds.
It follows that
∥∥wR,n(t)∥∥Meωt‖wn‖ +
t∫
0
Meω(t−s)
∣∣HR(pR(s, qn))−HR(pR(s,p0))∣∣FA ds
+
t∫
0
Meω(t−s)
∥∥FR(pR(s, qn))− FR(pR(s,p0))∥∥ds
Meωt‖wn‖ + 2LRM
t∫
0
eω(t−s)
∥∥wR,n(s)∥∥ds
+ 2KRM
t∫
0
eω(t−s)
∥∥wR,n(s)∥∥ds.
From this, multiplying each member by e−ωt and using Gronwall’s lemma, we obtain∥∥wR,n(t)∥∥M‖wn‖e(2M(LR+KR)+ω)t M‖wn‖e(2M(LR+KR)+ω+)T , (2.9)
where ω+ = max(ω,0). Set CR,T := (2M(LR +KR)+ω+)T . For n such that
‖wn‖ = ‖qn − p0‖ R − 2 max0tT ‖p(t,p
0)‖
MeCR,T
it results that ‖wR,n(t)‖R− 2 max0tT ‖p(t,p0)‖ and hence∥∥pR(t, qn)∥∥ ∥∥wR,n(t)∥∥+ ∥∥pR(t,p0)∥∥R − 2 max
0tT
∥∥p(t,p0)∥∥+ ∥∥pR(t,p0)∥∥.
Because of the choice of R, pR(t,p0)≡ p(t,p0) in [0, T ] and therefore∥∥pR(t,p0)∥∥ 2 max
0tT
∥∥p(t,p0)∥∥,
whence ‖pR(t, qn)‖ R and finally pR(t, qn)= p(t, qn) in [0, T ]. Replacing in (2.9) we
get ∥∥p(t, qn)− p(t,p0)∥∥M‖qn − p0‖eCR,T ,
which clearly proves the statement. ✷
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Our model system (1.3) describes the dynamics of a host population infected by para-
sites; therefore, the only solutions that make biological sense are positive solutions. When
using the abstract formulation (1.4), Banach lattices (see [2]) are the natural abstract frame-
work. By definition a (real) Banach lattice is a real Banach space (X,‖ · ‖) endowed with
an order relation  such that (X,) is a lattice and the ordering is compatible with the
Banach space structure of X.
The order is completely determined by the positive cone of X which is X+ = {p ∈X:
p  0}. This means that p  q if and only if p − q ∈ X+. It is easy to verify that X+ is
a closed, convex set. For instance, if X = L1(Ω,µ) and  is the natural order between
functions, then X+ = {f ∈X: f (ω) 0, µ a.e. in Ω}.
Definition 3.1. A linear operator T on a Banach lattice X is called positive if Tp ∈X+ for
all p ∈X+.
We are now able to state the main result of the section.
Theorem 3.2. Let X be a Banach lattice and let A be the generator of a positive
C0-semigroup on X, i.e., etAX+ ⊂ X+ for all t  0. Suppose that for each R > 0 there
exists α > 0, such that
(I + αFR)X+ ⊂X+
and
A
t∫
0
e(t−s)(A−I/α)HR
(
u(s)
)
ds ∈X+ for all u ∈ C
([0, T ];X+),
where F and H satisfy (2.3), and HR and FR are defined in (2.6). Then, if p0 ∈ X+,
p(t,p0) ∈X+ for all t ∈ [0, tmax).
We need first the following lemma.
Lemma 3.3. Let X be a Banach space, let α > 0, R > 0, and p0 ∈X, and let HR and FR
be defined as in (2.6). A function t → p(t) satisfies the integral equation
p(t)= etAp0 +A
t∫
0
e(t−s)AHR
(
p(s)
)
ds +
t∫
0
e(t−s)AFR
(
p(s)
)
ds, t  0, (3.1)
if and only if it satisfies the integral equation
p(t)= et(A−I/α)p0 +A
t∫
0
e(t−s)(A−I/α)HR
(
p(s)
)
ds
+ 1
α
t∫
e(t−s)(A−I/α)(I + αFR)
(
p(s)
)
ds, t  0. (3.2)0
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(3.2) (by the same arguments sketched in the proof of Theorem 2.1 it is easy to see that
Eq. (3.2) has a unique global solution). From Gronwall’s lemma, it is easy to see that the
functions pR(t), pR,α(t), f (t) := FR(pR,α(t)), and h(t) :=HR(pR,α(t)) all satisfy∥∥pR(t)∥∥,∥∥pR,α(t)∥∥,∥∥f (t)∥∥,∥∥h(t)∥∥Keηt
for suitable K  1 and η 0.
Hence pR , pR,α , f (t), and h(t) are Laplace transformable for Reλ > η. From (3.2) it
follows that
pˆR,α(λ)=
(
λ+ 1
α
−A
)−1
p0 +A
(
λ+ 1
α
−A
)−1
hˆ(λ)
+ 1
α
(
λ+ 1
α
−A
)−1(
pˆR,α(λ)+ αfˆ (λ)
)
,
and applying (λ−A)−1 to each member, one obtains, using the resolvent identity,
0 = α(λ−A)−1p0 + αA(λ−A)−1hˆ(λ)+ α(λ−A)−1fˆ (λ)
− α
[(
λ+ 1
α
−A
)−1
p0 +A
(
λ+ 1
α
−A
)−1
hˆ(λ)
+ 1
α
(
λ+ 1
α
−A
)−1(
pˆR,α(λ)+ αfˆ (λ)
)]
= α[(λ−A)−1p0 +A(λ−A)−1hˆ(λ)+ (λ−A)−1fˆ (λ)− pˆR,α(λ)].
This implies
pˆR,α(λ)= (λ−A)−1p0 +A(λ−A)−1hˆ(λ)+ (λ−A)−1fˆ (λ)
and hence
pR,α(t)= etAp0 +A
t∫
0
e(t−s)AH
(
pR,α(s)
)
ds +
t∫
0
e(t−s)AF
(
pR,α(s)
)
ds.
The same steps in the opposite order show that the converse is also true and the claim is
proved. ✷
Proof of Theorem 3.2. Fix T < tmax and R > sup0tT ‖p(t,p0)‖.
Choose α > 0 such that (I + αFR)u 0 if u 0. Consider the nonlinear operator Vα,R
on WT = C([0, T ],X),
[Vα,Rv](t) := et(A−I/α)p0 +A
t∫
0
e(t−s)(A−I/α)HR
(
v(s)
)
ds
+ 1
α
t∫
e(t−s)(A−I/α)(I + αFR)v(s) ds.0
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positive, i.e., Vα,R(W+T )⊂W+T , where W+T := C([0, T ],X+). Moreover, W+T is closed in
WT and hence complete. Hence, the fixed point qR of Vα,R , that is the unique solution
of (3.2), satisfies qR ∈W+T . By Lemma 3.3, qR satisfies also (3.1). Furthermore, as far as‖qR(t)‖R, it satisfies
qR(t)= etAp0 +A
t∫
0
e(t−s)AH
(
qR(s)
)
ds +
t∫
0
e(t−s)AF
(
qR(s)
)
ds
and hence coincides with p(t,p0). Because of the choice of R it follows that ‖qR(t)‖R
for each t ∈ [0, T ], whence
qR(t)≡ p(t,p0)
on [0, T ] and therefore p(t,p0) is positive on the same interval.
Iterating this argument, p(t,p0) is shown to be positive on [0, tmax). ✷
Remark 3.4. Note that, under the assumptions of Theorem 3.2, we only need that F and H
are defined on X+ in order to construct p(t,p0) for p0 ∈X+.
4. Application to the model for parasitic infections
To prove the existence of a solution for (1.3) we transform it into an abstract Cauchy
problem of the form (2.4) and then apply the results obtained in the previous sections.
The space in which the equation will be studied is
X :=
{
p = (pi)i∈N: pi ∈ L1(0,+∞), ∀i  0,
+∞∑
i=1
i
+∞∫
0
∣∣pi(a)∣∣da <∞
}
endowed with the norm
‖p‖ :=
+∞∫
0
∣∣p0(a)∣∣da + +∞∑
i=1
i
+∞∫
0
∣∣pi(a)∣∣da.
It is easy to see that (X,‖ · ‖) is a Banach space.
About the functions µ and β we assume the following (see for instance [14]):
(H1) µmeasurable, positive and there exist valuesµ−, µ+ such that 0 <µ−  µ(a)µ+
for a.e. a ∈ [0,+∞);
(H2) β ∈L∞[0,+∞), β(a) 0.
Finally, a minimal assumption on the function ψ that allows for global existence of solu-
tions is
(H3) ψ ∈ C1([0,+∞)), ψ(s) 0, sups∈[0,+∞) ψ(s)= 1.
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If we assume that host population growth is of generalized logistic type, we can assume
instead
(H3′) ψ ∈ C1([0,+∞)), ψ(0)= 1, ψ ′(s) < 0, lims→+∞ψ(s)= 0.
Another condition is needed to obtain a parasite-free stationary solution of (1.3). If p =
(p0(a),p1(a), . . .) is a stationary solution of (1.3) corresponding to ϕ = 0, then pi(a)≡ 0
for i > 0 and p0(a)= p0(0)π(a), where π(a)= e−
∫ a
0 µ(s) ds
. Setting
R0 =
+∞∫
0
β(a)π(a) da,
it can be easily seen that there is a stationary solution with ϕ = 0 if and only if there exists
K > 0 such that
ψ(K)= 1
R0
,
that is if and only if R0 > 1, because of (H3′). In such a case it is unique. Under (H3′),
if R0  1, it is not difficult to show that the host population will decrease to 0 (see for
instance [7]). Hence, a usual assumption will be
(H4) R0 > 1.
We show the well-posedness of system (1.3) by setting it in the abstract framework (1.5).
With this aim, we define first the linear operator A on X,
D(A)= {p ∈X: pi ∈W 1,1(0,+∞), pi(0)= 0, ∀i  0, and such that
there exists N ∈N such that pi ≡ 0 for all i > N
}
,
(Ap)i(a) := −p′i (a)−
(
µ(a)+ i(α+ σ))pi(a)+ (i + 1)σpi+1(a) for i  0.
(4.1)
As we will prove below, A is closable and its closure A¯ generates a C0-semigroup on X.
Let now
E :=
{
p ∈X: c+
+∞∑
i=0
+∞∫
0
pi(s) ds 
= 0
}
and consider the nonlinear operator F :E→X defined by
(
F(p)
)
0 =−
h
∑+∞
i=1 i
∫ +∞
0 pi(a) da
c+∑+∞i=0 ∫ +∞0 pi(a) dap0,(
F(p)
)
i
= h
∑+∞
i=1 i
∫ +∞
0 pi(a) da
c+∑+∞ ∫ +∞ p (a) da (pi−1 − pi), i  1.i=0 0 i
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boundary condition in (1.3) (see [5] for more details) is
(Hp)0(a)=−ψ
( +∞∫
0
+∞∑
i=0
pi(s) ds
)( +∞∫
0
β(s)
+∞∑
i=0
pi(s)ξ
i ds
)
π(a),
(Hp)i ≡ 0 for i  1.
H is an operator on X such that (p+Hp) ∈D(A) if and only if the components of p are
in W 1,1 and p satisfies the boundary conditions
p0(0)=ψ
( +∞∫
0
+∞∑
i=0
pi(s) ds
)( +∞∫
0
β(s)
+∞∑
i=0
pi(s)ξ
i ds
)
,
pi(0)= 0 for i  1,
which are exactly the boundary conditions in (1.3).
Hence, the evolution equation (1.3) has been transformed into the abstract Cauchy prob-
lem {
p′(t)=A(p(t)+H(p(t)))+ F(p(t)),
p(0)= p0. (4.2)
To prove that (4.2) is well-posed we start with
Theorem 4.1. The linear operator A is closable in X, and A¯ generates a positive, strongly
continuous semigroup of contractions.
Proof. We will prove that A is dissipative, that D(A)= X and R(λI − A) is dense in X
for λ > 0.
In fact, by Theorem 4.5 in [12], under these assumptions A is closable and A¯ is dissipa-
tive too.
Moreover, if A is dissipative and R(λI − A) is dense in X, then R(λI − A¯) = X. In
fact, take y ∈X, (xn)n∈N sequence in D(A) such that λxn −Axn → y. Since, because of
the dissipativity of A, we have ‖(λI − A)(xn − xm)‖  λ‖xn − xm‖ and the left-hand
side is a Cauchy sequence by assumption, it follows that the right-hand side is also a
Cauchy sequence; therefore, there exists x ∈ X such that xn → x; we can then conclude
thatAxn → λx−y which implies, by the definition of closure, that x ∈ A¯ and A¯x = λx−y .
This means (λI − A¯)x = y so that R(λI − A¯)=X.
At this point, applying Theorem 4.3 in [12] to A¯, we can conclude that A¯ generates a
C0-semigroup of contractions.
Finally, the positivity is shown by direct computation.
To prove that A is dissipative consider the subdifferential of the norm, i.e., for x ∈ X,
x 
= 0,
∂‖x‖ = {ϕ ∈X∗: 〈ϕ,x〉 = ‖x‖, ‖ϕ‖ = 1} (4.3)
and
∂‖0‖ = {ϕ ∈X∗: ‖ϕ‖ 1}.
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brackets denote the usual duality product). For q = 0 this is trivial. If q 
= 0 it is known
(see, for instance, [3]) that, via the identification
X∗ =
{
ϕ = (ϕi)i∈N: ϕi ∈L∞(0,+∞), sup
i∈N
‖ϕi‖<+∞
}
,
ϕ ∈ ∂‖q‖ if and only if for each i = 0,1,2, . . . ,
ϕi(a)= 1 if a ∈Ω+i =
{
s ∈ [0,+∞): qi(s) > 0
}
,
ϕi(a)=−1 if a ∈Ω−i =
{
s ∈ [0,+∞): qi(s) < 0
}
,
−1 ϕi(a) 1 if a ∈Ω0i =
{
s ∈ [0,+∞): qi(s)= 0
}
. (4.4)
Hence
〈Aq,ϕ〉 =
+∞∑
i=1
i
[ ∫
Ω+i
(Aq)i(a) da−
∫
Ω−i
(Aq)i(a) da
]
+
∫
Ω+0
(Aq)0(a) da−
∫
Ω−0
(Aq)0(a) da
=
+∞∑
i=1
i
∫
Ω+i
(−q ′i (a)− (µ(a)+ i(α+ σ))qi(a)+ σ(i + 1)qi+1(a))da
−
+∞∑
i=1
i
∫
Ω−i
(−q ′i (a)− (µ(a)+ i(α+ σ))qi(a)+ σ(i + 1)qi+1(a))da
+
∫
Ω+0
(−q ′0(a)−µ(a)q0(a)+ σq1(a))da
−
∫
Ω−0
(−q ′0(a)−µ(a)q0(a)+ σq1(a))da, (4.5)
where ϕ ∈ ∂‖q‖ has been chosen such that, for each i , ϕi ≡ 0 in Ω0i . Now, since qi ∈
W 1,1(0,+∞) for every i , Ω+i is the union of a family, at most countable, of pairwise
disjoint intervals, i.e.,
Ω+i =
+∞⋃
n=1
(
ain−1, a
i
n
)
with qi(aij )= 0 if aij ∈R and
lim
a→ai
qi(a)= 0
j
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BV(0,+∞) ∩ L1(0,+∞); since qi ∈ L1(0,+∞), lim infa→+∞ |qi(a)| = 0; since qi ∈
BV(0,+∞), lim supa→+∞ |qi(a)| = lim infa→+∞ |qi(a)|. It follows that lima→+∞ qi(a)
= 0, which is our claim.
Hence∫
Ω+i
q ′i (a) da = 0;
in an analogous way,
∫
Ω−i
q ′i (a) da = 0. Rearranging the sums in (4.5) (remember that all
the sums are, in fact, finite) we get
〈Aq,ϕ〉 = −
+∞∑
i=1
i
∫
Ω+i
(
µ(a)+ iα)qi(a) da+ +∞∑
i=1
i
∫
Ω−i
(
µ(a)+ iα)qi(a) da
+ σ
+∞∑
i=1
[
−
∫
Ω+i
i2qi(a) da+
∫
Ω−i
i2qi(a) da+
∫
Ω+
i−1
(i − 1)iqi(a) da
−
∫
Ω−i−1
(i − 1)iqi(a) da
]
+ σ
( ∫
Ω+0
q1(a) da−
∫
Ω−0
q1(a) da
)
−
∫
Ω+0
µ(a)q0(a) da+
∫
Ω−0
µ(a)q0(a) da
=−
+∞∑
i=1
i
+∞∫
0
(
µ(a)+ iα)∣∣qi(a)∣∣da −
+∞∫
0
µ(a)
∣∣q0(a)∣∣da
− σ
+∞∑
i=2
[ ∫
Ω+i ∩Ω+i−1
iqi(a) da+
∫
Ω+i ∩Ω−i−1
i(2i− 1)qi(a) da
−
∫
Ω−i ∩Ω−i−1
iqi(a) da−
∫
Ω−i ∩Ω+i−1
i(2i − 1)qi(a) da
]
− 2σ
( ∫
Ω+1 ∩Ω−0
q1(a) da−
∫
Ω−1 ∩Ω+0
q1(a) da
)
 0. (4.6)
Clearly, D(A)= X and hence, as argued above, A is closable and A¯ is dissipative. Now,
to prove that R(λI −A) is dense in X for all λ > 0, it is sufficient to prove that for each
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then take q = (qi)i∈N such that qi ≡ 0 for i > N and qN is the solution of{
q ′N(a)=−(λ+µ(a)+N(α + σ))qN(a)+ pN(a),
qN(0)= 0, (4.7)
i.e.,
qN(a)=
a∫
0
e−
∫ a
s (λ+µ(τ)+N(α+σ)) dτpN(s) ds. (4.8)
Then, for i < N , qi is the solution of{
q ′i (a)=−(λ+µ(a)+ i(α + σ))qi(a)+ pi(a)+ σ(i + 1)qi+1(a),
qi(0)= 0, (4.9)
where qi+1 has been found in the previous steps.
Clearly, q ∈D(A), and by construction λq −Aq = p which proves our claim.
To see that the semigroup is positive, take q0 ∈D(A)∩X+ and suppose that q0i ≡ 0 for
all i > N . The solution of{
q ′(t)=Aq(t),
q(0)= q0 (4.10)
can be constructed as follows. For i > N , qi(a, t)≡ 0 solve the equations. For i = N the
problem{
∂
∂t
qN(a, t)=− ∂∂a qN(a, t)− (µ+N(α + σ))qN(a, t),
qN(a,0)= q0N(a)
has the solution defined by{
qN(a, t)= qN(a − t,0)e−
∫ a
a−t µ(s)+N(α+σ) ds, a > t  0,
qN(a, t)= 0, t  a  0.
For i < N the problem{
∂
∂t
qi(a, t)=− ∂∂a qi(a, t)− (µ(a)+ i(α + σ))qi(a, t)+ σ(i + 1)qi+1(a, t),
qi(a,0)= q0i (a)
has the solution defined by

qi(a, t)= qi(a − t,0)e−
∫ a
a−t µ(s)+N(α+σ) ds
+ (i + 1) ∫ t0 σe− ∫ aa−t+s µ(r)+N(α+σ) drqi+1(a − t + s, s) ds, a > t  0,
qi(a, t)= 0, t  a  0.
Clearly the solution q(t)≡ (qi(·, t))i∈N ∈X+. By density, the same will be true for etA¯q0
for all q0 ∈X+, that is the semigroup generated by A¯ is positive. ✷
From now on, we will write A meaning, in fact, its closure A¯ whenever this will not
cause ambiguity.
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Proof. It is H(p)= (C(p)π(·),0,0, . . .), where C(·) is a real function, precisely
C(p)=−ψ
( +∞∫
0
+∞∑
i=0
pi(a) da
)( +∞∫
0
β(a)
+∞∑
i=0
pi(a)ξ
i da
)
.
Moreover, if p = (p0,0,0, . . .), etAp is represented by the well-known [I] semigroup
of age-structured populations without fertility, namely
(etAp)0 =
{
p0(a − t) π(a)π(a−t ) if a > t,
0 if a < t,
and (etAp)i ≡ 0 for i  1.
Hence, for each t > 0, we have
1
t
∥∥etA(Hp)−Hp∥∥= 1
t
t∫
0
∣∣C(p)π(a)∣∣da, (4.11)
whence
lim sup
t→0+
1
t
∥∥etA(Hp)−Hp∥∥= lim
t→0+
1
t
t∫
0
∣∣C(p)∣∣π(a) da= ∣∣C(p)∣∣
and therefore H(p) ∈ FA. ✷
Before stating the main result we need two more lemmas.
Lemma 4.3. Let α > 0. The operator Uα on WT = C([0, T ],X) defined by
[Uαu](t) :=A
t∫
0
e(A−1/α)(t−s)H
(
u(s)
)
ds
is positive, i.e., it takes positive functions into positive functions.
Proof. Set
It (u) :=
t∫
0
e−(t−s)/αe(t−s)AH
(
u(s)
)
ds.
It is easy to see (see, for instance, [7]) that
e−(t−s)/α
[
e(t−s)AH
(
u(s)
)]
0(a)=
{
e−(t−s)/αC(u(s))π(a) if a  t − s,
0 otherwise,
and
e−(t−s)/α
[
e(t−s)AH
(
u(s)
)]
(a)≡ 0 if i  1.
i
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[
It (u)
]
0(a)=
{
e−t/απ(a)
∫ t
0 e
s/αC(u(s)) ds if t  a,
e−t/απ(a)
∫ t
t−a e
s/αC(u(s)) ds if t > a.
Finally,[
A
(
It (u)
)]
0(a)=
{
0 if t  a,
−e−a/απ(a)C(u(t − a)) if t > a,
and [A(It (u))]i ≡ 0 if i  1. If u(s)  0 for each s ∈ [0, T ] then C(u(s))  0 and
[A(It (u))]0  0, which proves the claim. ✷
Lemma 4.4. For each R > 0 there exists α > 0 such that (I + αFR)X+ ⊂X+.
Proof. Take u 0; then, setting u¯= πR(u), we see that (I + αFR)u 0 if and only if
αh
∑+∞
j=1 j
∫ +∞
0 u¯j
c+∑+∞j=0 ∫ +∞0 u¯j (u¯i−1 − u¯i)+ ui  0
for each i  0, always setting u¯−1 = 0. Recalling that 0 u¯i  ui , we see that this inequal-
ity is true for all i if 1 − αϕ(u¯) 0, where
ϕ(u¯)= h
∑+∞
j=1 j
∫ +∞
0 u¯j (s) ds
c+∑+∞j=0 ∫ +∞0 u¯j (s) ds .
Since it can be easily seen that ϕ(u¯) hR/c, the thesis holds if α  c/(hR). ✷
Finally, we are able to state
Theorem 4.5. If (H1)–(H3) hold, the Cauchy problem on X,{
p′(t)=A(p(t)+H(p(t)))+ F(p(t)),
p(0)= p0, (4.12)
where X, A, H , and F have been defined above, has, if p0 ∈X+, a unique mild solution
in X+. If moreover p0 +H(p0) ∈D(A), then the mild solution is classical.
Proof. It follows from Theorems 2.1 and 3.2 (see also Remark 3.4).
In fact, it can be easily seen that the maps F and H are Lipschitz continuous and differ-
entiable on X+ because of the hypotheses on ψ and β . Moreover, Lemmas 4.3 (the same
proof, with the necessary and obvious adjustments, works with HR instead of H ) and 4.4
show that the assumptions of Theorem 3.2 hold. ✷
The remaining of the section is devoted to prove that the solution yielded by Theo-
rem 4.5 is, in fact, global.
Proposition 4.6. Let (H1)–(H3) hold. Let p(t) = (pi(·, t))i∈N be a positive solution of
(4.12) defined on [0, tmax). Then there exists L> 0 such that ‖p(t)‖ ‖p(0)‖eLt for each
t ∈ [0, tmax).
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smaller domain, then, by a density argument, we conclude that the same is true for all
p0 ∈X.
Consider the Banach space
X1 :=
{
p = (pi)i∈N: pi ∈L1(0,+∞), ∀i  0,
+∞∑
i=1
i2
+∞∫
0
∣∣pi(a)∣∣da <∞
}
endowed with the norm
‖p‖1 :=
+∞∫
0
∣∣p0(a)∣∣da + +∞∑
i=1
i2
+∞∫
0
∣∣pi(a)∣∣da.
The operator A defined in (4.1) satisfies Theorem 4.1 also in X1, one needs only to modify
(4.6) in a straightforward way. Hence A1, the closure of A in X1, generates a positive,
strongly continuous semigroups of contractions. Consider now{
p′(t)=A1(p(t)+H1(p(t)))+ F1(p(t)),
p(0)= p0, (4.13)
where F1 := F |X1∩E and H1 :=H |X1 .
It is not difficult to prove that H1 and F1 are locally Lipschitz continuous with respect to
‖·‖1 and | · |F(A¯1) and are continuously differentiable on (X1)+.Moreover, Proposition 4.2,
Lemmas 4.3 and 4.4 can be rephrased for the space X1 and the operators A¯1,F1,H1. The
conclusion is that problem (4.13) is well-posed on (X1)+.
Now, if p(t)= (pi(a, t))i∈N is a classical positive solution of (4.12) with the additional
hypothesis that p0+H(p0) ∈D(A1) then p(t) is a solution of (4.13). Therefore p(t) ∈X1
for all t .
For a positive solution, ‖p(t)‖ = L(p(t)), where L is the bounded linear operator, de-
fined by
Lp :=
+∞∫
0
p0(a) da+
+∞∑
i=1
i
+∞∫
0
pi(a) da.
Since L is a bounded linear operator on X and p ∈C1([0, T ],X), we have
d
dt
∥∥p(t)∥∥= (L(p(t)))′ = L(p′(t))
=
+∞∫
0
∂
∂t
p0(a, t) da+
+∞∑
i=1
i
+∞∫
0
∂
∂t
pi(a, t) da. (4.14)
Now, for i = 0,1,2, . . . we have
+∞∫
∂
∂t
pi(a, t) da −
+∞∫
∂
∂a
pi(a, t) da −
+∞∫ (
µ− + ϕ(t)+ i(α + σ)
)
pi(a, t) da0 0 0
A. Pugliese, L. Tonetto / J. Math. Anal. Appl. 284 (2003) 144–164 161+
+∞∫
0
σ(i + 1)pi+1(a, t) da+
+∞∫
0
ϕ(t)pi−1(a, t) da (4.15)
setting, as usual, p−1 ≡ 0. As already shown, pi(a, t) are, for all t , absolutely continuous
function in the variable a, satisfying lima→∞pi(a, t)= 0. Hence, from (4.15) we obtain
+∞∫
0
∂
∂t
pi(a, t) da  pi(0, t)−
(
µ− + ϕ(t)+ i(α + σ)
)
Pi(t)
+ σ(i + 1)Pi+1(t)+ ϕ(t)Pi−1(t), (4.16)
where
Pi(t)=
∞∫
0
pi(a, t) da.
Inserting (4.16) into (4.14), we have
d
dt
∥∥p(t)∥∥−+∞∑
i=1
(
µ− + ϕ(t)+ i(α + σ)
)
iPi(t)+
+∞∑
i=1
σ i(i + 1)Pi+1(t)
+ ϕ(t)
+∞∑
i=1
iPi−1(t)+ p0(0, t)−
(
µ− + ϕ(t)
)
P0(t)+ σP1(t)
=−µ−
+∞∑
i=1
iPi(t)− ϕ(t)
+∞∑
i=1
iPi(t)− α
+∞∑
i=1
i2Pi(t)− σ
+∞∑
i=1
i2Pi(t)
+ σ
+∞∑
i=1
(i + 1)2Pi+1(t)− σ
+∞∑
i=1
(i + 1)Pi+1(t)+ ϕ(t)
+∞∑
i=1
iPi−1(t)
− (µ− + ϕ(t))P0(t)+ σP1(t)+ p0(0, t)
−µ−
∥∥p(t)∥∥− α +∞∑
i=1
i2Pi(t)− σ
+∞∑
i=1
(i + 1)Pi+1(t)
+ ϕ(t)
+∞∑
i=1
Pi(t)+ p0(0, t). (4.17)
Note that all the series converge, and all rearrangements are justified because, for each t ,
p(t) ∈X1 whence ∑+∞i=1 i2Pi(t) <∞.
Thus
d
dt
∥∥p(t)∥∥−µ−∥∥p(t)∥∥− α +∞∑
i=1
iPi(t)− σ
+∞∑
i=1
(i + 1)Pi+1(t)
+ h
∑+∞
i=1 iPi(t)
c+∑+∞ Pi(t)
(+∞∑
Pi(t)
)
+ ‖β‖L∞
+∞∑
Pi(t)i=0 i=1 i=0
162 A. Pugliese, L. Tonetto / J. Math. Anal. Appl. 284 (2003) 144–164
[
h+ ‖β‖L∞ −µ−
]∥∥p(t)∥∥
and then ‖p(t)‖ ‖p(0)‖e(h+‖β‖−µ−)t .
By a density argument the same estimate holds for all p0 ∈X+. ✷
Corollary 4.7. If p0 ∈X+, then the mild solution of (4.12) is global.
Proof. Apply Theorem 2.1(b). ✷
Finally, we wish to show that, under assumption (H3′), the positive solutions are ulti-
mately bounded. Precisely
Theorem 4.8. Let (H1), (H2), and (H3′) hold; assume moreover
(H5) sup{a: β(a) > 0}<+∞.
Then there exists M such that ∀p0 ∈X+, N(t)M , and P(t)M for all t > T for some
suitable T .
Proof. Choose initially p0 such that p0 +H(p0) ∈D(A1).
Take
u(a, t)=
∞∑
i=0
pi(a, t)
the age-density of total host population. With some algebra, we have
∂
∂t
u(a, t)=−µ(a)u(a, t)− α
∞∑
i=0
ipi(a, t)=−µ˜(a, t)u(a, t)
with
µ˜(a, t)=
{
µ(a)+ α
∑∞
i=0 ipi (a,t)
u(a,t)
if u(a, t) > 0,
µ(a) if u(a, t)= 0.
(4.18)
Analogously, one can write
u(0, t)=
∞∫
0
β˜
(
a, t, S(t)
)
u(a, t) da
with
β˜(a, t, s)=
{
ψ(s)β(a)
∑∞
i=0 ξ ipi (a,t)
u(a,t)
if u(a, t) > 0,
ψ(s)β(a) if u(a, t)= 0,
(4.19)
and S(t)=N(t).
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the fertility and mortality functions are not supposed to depend directly on time t , but it is
straightforward modifying its proof to cover this case, since assumptions (16) and (17) of
that theorem are satisfied. Moreover, assumption (H5) can be used in place of the maximal
age a† <+∞ used in [8].
Now, we compute P ′(t) as in (4.17), obtaining
P ′(t)−µ−P(t)− α
+∞∑
i=1
i2Pi(t)− σP(t)+ ϕ(t)N(t).
From Holder’s inequality, we have
+∞∑
i=0
i2Pi(t)
(
∑+∞
i=0 iPi(t))2∑+∞
i=0 Pi(t)
= P
2(t)
N(t)
.
Using also ϕ(t)N(t) hP(t), we obtain
P ′(t) (h−µ−)P (t)− αP
2(t)
N(t)
 P(t)
(
h−µ− − α
M
P(t)
)
.
From this, one immediately sees lim supt→∞P(t)M(h−µ−)/α, which is the thesis.
By density, the same will hold for all p0 ∈X+. ✷
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