This work develops properties of a class of multi-type mean-field models represented by solutions of stochastic differential equations with random switching. Using stochastic calculus, we prove the existence and uniqueness of the global solution and its positivity. In addition to deriving bounds on the moments of the solutions, we derive upper and lower bounds of the growth, and decay rates of the solutions.
Introduction
Mean-field models are originated from statistical mechanics and physics (for instance, in the derivation of Boltzmann or Vlasov equations in kinetic gas theory). They are concerned with many particle systems having weak interactions. To overcome the complexity of interactions due to a large number of particles (or many body problems), all interactions with each particle are replaced by a single average interaction. Studying the limits of mean-field models has been a long-standing problem and presents many technical difficulties. Some of questions were concerned with characterization of the limit of the empirical probability distribution of the systems when the size of the systems tend to infinity, the fluctuations and large deviations of the systems around the limit. The first breakthroughs were due to Henry McKean; see, e.g., [25, 26] . The problems were then subsequently investigated in various contexts by a host of authors such as Braun and Hepp [4] , Dawson [9, 12] Tanaka and collaborators [31] [32] [33] [34] , etc. A very nice and systematic introduction to the topic and many related problems can be found in Sznitman [30] .
There has been interest in mean-field models in the past decades. Initiated independently by Huang, Malhamé, and Caines [14, 15] , and Lasry and Lions [21] [22] [23] , mean-field differential games have drawn much attentions and became a very active area of research; see Huang et al. [16] , Nguyen and Huang [27] , Nourian and Caines [29] , Bensoussan et al. [2] , Carmona et al. [6] , among others. Along with the renewed interest in the classical models, the studies for some other type of mean-field models were also carried out; see for example, the regime-switching models [35] and models with two-time scales [13] . Another type of mean-field models being investigated recently is the class of models with multi-types. In these models, the particles come from finitely many different populations or types, which appear in social sciences [8] , statistical mechanics [7] , neurosciences [1] , as well as finance [3] . In particular, in [1] , the authors established a result on law of large numbers and propagation of chaos for a class of such models. In [5] , the authors study fluctuations about the law of large numbers of a class of multi-type mean-field models where there is one more driving Brownian motion used by all particles in the system. In [3] , the authors considered a sector-wise allocation in a portfolio consisting of a very large number of stock modeled by a multi-type mean-field model. The authors established the existence and uniqueness and the McKean-Vlasov limit of the model. However, in the aforementioned study, the regularity and asymptotic properties with a fixed and finite number of particles have not been considered yet. This work aims to provide a better understanding about the system in this direction.
The rest of the paper is organized as follows. Section 2 provides the detailed problem formulation. Section 3 proceeds with the main results. We prove the existence and uniqueness of the strong solution for the model and establish certain bounds on the moments. Section 4 concentrates of asymptotic bounds. In addition to positive recurrent, we derive estimates on the upper and lower bounds of the growth, and decay rates of the solutions. We conclude the paper with some further remarks in Section 5.
Problem formulation
This section provides the set up of our problem and gives the assumptions and notations used throughout the paper. Let (Ω, {F t } {t≥0} , F, P) be a filtered probability space satisfying the usual conditions, i.e. the filtration is increasing, right continuous and complete.
x i , and denote by |x| the Euclidean norm of x. We will use C to denote a generic constant whose value may change from appearance to appearance in the paper. Let x N 1 , . . . , x N N be R-valued stochastic processes that represent trajectories of N particles, each belongs to one of K types (populations) with membership map denoted by p : {1, . . . , N} → {1, . . . , K} := K. So the i-th particle is of type α if p(i) = α. For α ∈ K, let N α = {i ∈ N : p(i) = α} and we use N α to denote the number of particles belonging to the α-th population, namely N α = |N α |, the cardinal of N α . The dynamics of the system are given by a collection of stochastic differential equations. The N stochastic processes interact with each other through the coefficients of the SDEs which, for the i-th process, with p(i) = α, depend on not only the i-th state process and the α-type but also the empirical measures defined as follows: For any Borel set A ⊂ R,
To simplify the notation, we shall suppress the A in what follows and write it simply as μ γ,N (t) instead. To be more precise,
where b αγ : R × R → R and σ αγ : R × R → R are suitable functions where the related conditions will be specified later. Here w = (w 1 (·), . . . , w K (·)) is an R K -valued standard Brownian motion. We also use the notation f, μ to denote the integral fdμ of a function f with respect to a probability measure μ. Since we concentrate on the asymptotic properties of the fixed and finite size system, we will, from now on, suppress the superscript N in the solution x N i as well as the induced empirical measure μ γ,N .
Throughout the paper, we use L to denote the infinitesimal generator associated with the system (2.2). For any sufficient smooth real-valued func-
and μ γ is the empirical measure induced by components of x that belong to the population γ as was defined in (2.1). We assume the following assumptions on the drift and diffusion part of the system (2.2) throughout the paper. A1. For all α, γ ∈ K, the function b αγ are locally Lipschitz, continuous and there exists c 2 ∈ R and d 2 ∈ R + such that
where R + is the set of positive real numbers.
The above condition indicates that the growth of b α,γ can be controlled by a linear function. Along with the above condition, we will discuss the results corresponding to the two following set of conditions regarding the diffusion coefficients.
A2. For all α, γ ∈ K, the functions σ α,γ : R × R → R are Lipschitz continuous. Moreover, for all α, γ ∈ K, for all x ∈ R N + , we haveã α,γ (·, ·) ≥ 0, a α,α (·, ·) > 0 and there exists Λ 1 , Λ 2 > 0 such that
A2'. For all α, γ ∈ K, the functions σ α,γ : R × R → R are Lipschitz continuous. Moreover, for all α, γ ∈ K, for all x ∈ R N + , we haveã α,γ (·, ·) ≥ 0,
Remark 2.1. We note the following points regarding the assumptions (A1), (A2), (A2') and the driving Brownian motion.
(i) By localization procedure and using some simple estimates in the proofs, we can indeed weaken the assumption (A1) as follows: There
To maintain the clarity of the exposition and avoid cumbersome computations, we will however content with assumption (A1).
(ii) We can easily see that if all σ α,γ are of the form σx and σ > 0, the assumption (A2) holds; if σ α,γ are positive constants, the assumption (A2') trivially holds.
(iii) In (2.2), if we replace dw γ by dw i,γ and dw i,γ are independent for all i = 1, . . . , N, γ ∈ K, i.e., the random fluctuations now depend both on the state of the particle and the population that the particle interacts with, we can still obtain the similar results by using the same method with some minors changes in arguments and computations.
Existence and uniqueness of solution
In this section, we prove the existence and uniqueness of the solution to the system (2.2). First, we derive here some estimates regarding the coefficients of the system to be used frequently in the paper. For x ∈ R N + , using (A1) and the definition of the empirical measure μ γ we have
For p ≥ 1, an application of Schwartz inequality gives us
. Using this inequality, under assumption (A2), we have
for all x ∈ R N + . Similarly, using (A2'), we derive
We first prove the existence and uniqueness of the solution to (2.2) and establish some bounds on the moments of the solution. Note that in [3] , the authors used a comparison principle coupled with Khasminskii's criterion to prove the global existence of the solution. Here we use the Lyapunov function to obtain the same conclusion. Moreover, using this technique, we are also able to prove that the solution is indeed a.s positive at every t ≥ 0. This is an important property that was only mentioned briefly in a simple case there.
Theorem 3.1. Assume (A1) and (A2). Then for any initial conditions
x(0) = x 0 ∈ R N + ,
there is a unique solution x(t) to (2.2) on t ≥ 0, and the solution remains in
Proof. Since the coefficients of (2.2) are locally Lipschitz, there is a unique local solution x(t) on t ∈ [0, ζ), where ζ is the explosion time (please see [19] ). Let k 0 ∈ N be sufficiently large such that every components of the initial value x 0 are contained in the open interval (
we define the corresponding stopping time
It is straight forward to see that the sequence τ k is non-decreasing. Let
We prove τ ∞ = ∞ and thus ζ = ∞ and the solution is indeed the global one. Assume that τ ∞ < ∞, then there would
We now consider the following Lyapunov function
Using (A1), (A2), (3.1), and (3.2), we compute
for some positive constant C. This fact is obtained by noting that the coefficient of the leading term in the last expression is negative. It then follows from Itô's formula that for any k ≥ k 1 ,
Taking expectation on both sides, using (3.7) and noting the last term being a martingale, we get
and it follows that,
Note that on the set {τ k ≤ T }, there is some component i of x such that
Therefore, in view of (3.6), (3.9), and (3.8), we get
Sending k → ∞ we get a contradiction and thus τ ∞ = ∞ a.s.
Using (A1) and (A2'), we can obtain the following lemma regarding the existence of global solution to the system (2.2).
Lemma 3.2. Assume (A1) and (A2'). Then for any initial conditions
there is a unique solution x(t) to (2.2) on t ≥ 0, and the solution remains in R N
+ almost surely.
Proof. The proof can be carried out by considering the Lyapunov function,
and repeating the arguments of Theorem 3.1. 
and thus, by (2.3),
for some constant C. Applying the Itô lemma to e t V (x(t)), we have
where τ k is the stopping time defined in (3.5). Thus taking expectation both sides, one yields
Recall that lim k→∞ τ k = ∞, as in the proof of Theorem 3.1, letting k → ∞ and applying Fatou's lemma yields,
We then obtain the desired claim by taking sup with respect to t ≥ 0. An application of Chebysev inequality gives us (ii).
Lemma 3.4. Let assumption (A1) and (A2') hold and assume further that for all α, γ ∈ K and x, y ∈ R + , there exists c 1 > 0, d 1 > 0 such that
.
Proof. By similar calculation as in (3.1), with the additional assumption on b α,γ we can derive
We now choose θ, ρ > 0 and small enough and such that 
Using (3.1), (3.4) and (3.11), we derive the following estimate
By virtue of Itô's lemma, we have
Using the estimate (3.12),
Thanks to the way we chose θ and ρ, we deduce that
Therefore,
where τ k is the stopping time defined in (3.5). Combining this fact and repeating the arguments used at the end of proof of Theorem 3.3 we have
which is the desired result. Proof. Thanks to Theorem 3.9 and Corollary 3.2 in [19] , to show the positive recurrence of x(t), it suffices to prove that it is regular and there exist a nonnegative twice continuously differentiable function
It is easy to see that
Since d 2 > 0, LV is bounded above on R N + and lim |x|→∞ LV (x) = −∞, hence there exists ρ > 0 such that LV (x) ≤ −1 on R N + − G ρ . The desired claim then follows.
Asymptotic bounds
In this section, we prove several bounds on the growth rate of the system (2.2). The main thrust of the proofs, beside using suitable Lyapunov functions, is to utilize the exponential martingale inequality and the BorelCantelli lemma. These techniques are very popular and used extensively to investigate the longtime behavior of population models (please see, for example, [24, 28, 36] and references there in).
Upper bounds
We first prove some upper bounds on the growth rate of the solution to the system (2.2) under the assumption (A2) on the diffusion part. We remark that if we replace (A2) by (A2') we still achieve the same results as those in Theorem 4.1 and Theorem 4.2 below by using the same Lyapunov functions and repeating the same arguments (with some minor changes) as those used in the Theorems.
Theorem 4.1. Assume (A1) and (A2) hold. Then for any initial condition
where κ and C are constants (to be specified in the proof).
Proof. Define V (x) = ln S(x), x ∈ R N + . Then we can readily verify that
, and
Applying Itô's lemma to V (·) yields, ln S(x(t)) − ln S(x(0))
where
is a real-valued continuous local martingale vanishing at t = 0 with quadratic variation
For an arbitrary but fixed 0 < ε < 1, for any k ≥ 1, using the exponential martingale inequality (see [11] ) gives us
By virtue of the Borel -Cantelli lemma, we can find a set Ω 0 ⊂ Ω with P(Ω 0 ) = 1 and for any ω ∈ Ω 0 , there exists k 0 (ω) such that, for all k ≥ k 0 (ω),
Thus for any ω ∈ Ω 0 and for all k ≥ k 0 (ω).
Substituting (4.2) into (4.1) we get ln S(x(t))
Using (3.2) and letting κ = N 2 Λ 2 , we have
This implies ln S(x(t))
Using (3.1), we deduce
Combining this inequality and (4.4), we get
for some constant C. We therefore arrive at
Theorem 4.2. Assume (A1) and (A2) hold. Then for any initial condition
Then M (t) is a real-valued continuous local martingale whose quadratic variation is
By virtue of the exponential martingale inequality, and the Borel-Cantelli lemma, for 0 < ε < 1, θ > 1 and λ > 0, there exists Ω 1 ⊂ Ω such that P(Ω 1 ) = 1 and for each ω ∈ Ω 1 , there exists k 1 (ω) such that for every k ≥ k 1 (ω),
Combining (4.6) and (4.7), we have that
Using similar arguments as that in Theorem 4.1, we can prove that for all 0 ≤ s ≤ kλ and
From (4.8) and (4.9), it follows that for all 0 ≤ t ≤ kλ with k ≥ k 1 (ω),
Now letting k → ∞ (and so t → ∞), we then obtain lim sup t→∞ 
Lower bounds
We are now in position to prove a lower bound on the growth rate of the solution to the system (2.2) under the assumption (A2').
Theorem 4.3. Suppose the assumptions of Lemma 3.4 hold. Then, with probability 1, the solution x(t) of (2.2) with any initial value x(0)
Proof. Similar to the proof of Lemma 3.4, let U : R N + → R be defined by U (x) = 1 S(x) and let V (x) = (1 + U (x)) θ . Thanks to (3.12), we have
where C 1 , C 2 , and C 3 are some constants. As a by product of Lemma 3.4,
for all t ≥ 0, which together with (4.11) implies that for k = 1, 2, . . . and for any given δ > 0,
We now compute
By the well-known Burkholder-Davis-Gundy inequality, and using the assumption (A2'), we have the following estimate for the stochastic integral
Substituting (4.13) and (4.14) into (4.12) yields
Choosing δ small enough so that Cθ(δ + δ 1 2 ) < 1 2 and using the fact that
Let ε > 0 be arbitrary. Then, by the Chebyshev inequality, we have
By virtue of Borel-Cantelli lemma again, there exist Ω 2 such that P(Ω 2 ) = 1 and for all ω ∈ Ω 2 , there exists
holds whenever k > k 2 (ω). Consequently, for almost all ω ∈ Ω, if k > k 2 (ω) and (k − 1)δ < t < kδ,
Hence, we have lim sup
Letting ε → 0, we have lim sup
By definition of U , from the previous estimates we obtain lim sup
This concludes the proof.
Bounds on decay rate
In this section we study the decay rate to zero of the system (2.2) under the assumption (A2) on the diffusion part. The idea is to use the time change method and comparison principle (please see [17, Section 4, Chapter IV and Section 4, Chapter VI respectively]) to study a one-dimensional stochastic differential equation that is closely related to S −1 (x(t)). This investigation is inspired by the work [28] and the motivation for it comes from the following observation. Let us consider the following one-dimensional stochastic differential equation
where the coefficients satisfy c > 0, d < 0 and
x 2 for some constants C 1 , C 2 > 0. Then by Theorem 3.1 in Chapter VI of [17] , we have that
Since the above equation serves as the one-dimensional prototype for the system (2.2), we expect that (2.2) behaves somehow the same and this leads to the question about the decay rate to zero of system (2.2). 
Then, with probability 1, there exists two positive constants
Proof. For convenience, for each i ∈ {1, · · · , N}, let
. It is easy to see that,
We further define
As noticed in (4.4), there exists κ > 0 such that
where D(ξ, p) = {x ∈ R N + : p(x) = ξ} for every ξ > 0. From the definition of a and since σ α,γ are locally Lipschitzian, we can check that a ± (ξ) and b ± (ξ) are local Lipschitz positive continuous functions. Let Φ + and Φ − are two functions defined by
It can be easily seen that
Let Ψ + and Ψ − be the inverse functions of Φ + and Φ − respectively. From (4.20) , it is also easy to check that
Let x + (t) = x(Ψ + (t)) and x − (t) = x(Ψ − (t)). As in Chapter IV, Section 4 of [17] , we can conclude that x + and x − satisfy the following stochastic differential equations
and
are two K-dimensional Brownian motions defined on (Ω, F, {F t }, P). Using the Itô formula, we have dp(
By (4.17) and Lévy's celebrated martingale characterization of Brownian motion (see [18, Theorem 3.16] ), if we set
thenB + andB − are 1-dimensional Brownian motions and we have dp(x + (t)) = a + (p(x + (t)))b( 
Concluding remarks
This paper focuses on multi-type mean-field models. The problems under consideration enrich the mean-field models and enlarge their applicability. The equations under consideration are highly nonlinear with an additional empirical measure. The use of multiple types further complicates the matter. First, sufficient conditions are presented, under which not only are the existence and uniqueness of solutions obtained, but also the solutions are shown to remain in the positive (first) quadrant of R N . Moreover, starting with a point outside a bounded open set with compact closure, we derive conditions to ensure that the expect return time to the bounded set is finite. Such positive recurrence is the key for the study of ergodicity. Furthermore, we derive upper and lower bounds on the moments of the solutions. These results will be essential for subsequent study on control, optimization, and related issues.
