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ANALYSIS OF THE NULL-CONTROLLABILITY OF DEGENERATE
PARABOLIC SYSTEMS OF GRUSHIN TYPE VIA THE MOMENTS
METHOD
D. ALLONSIUS∗, F. BOYER† , AND M. MORANCEY∗
Abstract. In this article we compute the exact value of the minimal null control time for
the Grushin equation controlled on a strip. This result is already known from a recent work by
K. Beauchard, J. Darde´ and S. Ervedoza but we propose a different approach based on the moments
method. Our approach requires a careful spectral analysis of a truncated harmonic oscillator. We
have also extended known results on biorthogonal families to real exponentials in the absence of a
gap condition in order to obtain uniform estimates with respect to the asymptotic beahviour of the
associated counting function. As a byproduct of our approach we also characterize the minimal null
control time for systems of coupled Grushin equations with a distributed control on a strip or with
a boundary control.
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1. Introduction.
1.1. The problem under study.
Let T > 0, Ω := (−1, 1) × (0, 1) and ω be an open subset of Ω. Let D be the
degenerate elliptic operator D := −∂xx − x2∂yy. We are interested in the distributed
null-controllability properties of the associated parabolic equation (Grushin’s equa-
tion) with Dirichlet boundary condition, that reads
∂tf(t, x, y) +Df(t, x, y) = 1ωu(t, x, y), (t, x, y) ∈ (0, T )× Ω
f(t, x, y) = 0, (t, x, y) ∈ (0, T )× ∂Ω
f(0, x, y) = f0(x, y) ∈ L2(Ω), (x, y) ∈ Ω.
(1.1)
More precisely, given T > 0 we will say that (1.1) is null controllable at time T if
for any f0 ∈ L2(Ω) there exists a control u ∈ L2((0, T ) × Ω) such that ∀(x, y) ∈
Ω, f(T, x, y) = 0.
It turns out that when ω = (a, b) × (0, 1) where 0 < a < b ≤ 1, see Figure 1.1,
there exists a positive minimal null control time, that is, a time T ∗ > 0 such that
• when T ≤ T ∗, equation (1.1) is not null controllable at time T ,
• when T > T ∗, equation (1.1) is null controllable at time T .
More precisely, it was proved in [6] that T ∗ ≥ a22 and, very recently, the following
sharp result was obtained in [7].
Theorem 1.1. Let 0 < a < b ≤ 1. The minimal null control time of (1.1) with
ω = (a, b)× (0, 1) is exactly given by
T ∗ =
a2
2
.
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Figure 1.1: The geometrical setting
The first motivation of our work is to give another proof of this result using moments
method. We will take the opportunity of this work to develop new estimates for
biorthogonal sequences to real exponentials (see Theorem 1.3) that may have a wider
range of applications. Our approach will also enable us to treat coupled systems of
such Grushin equations (see Theorem 1.4).
Let Γ1 = {1} × [0, 1]. With classical arguments (see [18, Appendix A] for details
in this setting), based on extensions of the spatial domain and cut-off functions, it
directly comes from Theorem 1.1 that the minimal null control time for the boundary
control problem
∂tf(t, x, y) +Df(t, x, y) = 0, (t, x, y) ∈ (0, T )× Ω
f(t, x, y) = 0, (t, x, y) ∈ (0, T )× (∂Ω\Γ1)
f(t, x, y) = u(t, y), (t, x, y) ∈ (0, T )× Γ1
f(0, x, y) = f0(x, y) ∈ L2(Ω), (x, y) ∈ Ω,
(1.2)
is given by T ∗ = 12 . We will prove directly this result since it extends at no cost to
coupled systems of such Grushin equations (see Theorem 1.5) with a single boundary
control. To the best of our knowledge, this result is out of reach with other techniques.
1.2. State of the art.
The counter-example proving that (1.1) is not null controllable in time T ≤ a22
has been exhibited in the pioneering work [6, Section 3.3]. We will thus focus on the
positive null controllability result in time T > a
2
2 . In [8] the value of the minimal
null control time T ∗ has been proved to be exactly a
2
2 when the control domain
is symmetric with respect to the degeneracy i.e. ω =
(
(−b,−a) ∪ (a, b)) × (0, 1).
In [7], it has been recently proved that T ∗ := a
2
2 also when ω = (a, b) × (0, 1), that
is Theorem 1.1. We mention that the results obtained in [7] cover more general
situations than the one considered in Theorem 1.1: non symmetric space domains,
higher dimension (in the y variable), Dirichlet or Neumann controls and more general
degeneracies.
Let us mention that, as detailed in [5, Section 4.1.3], the reason for the appearance
of such a minimal time, is the insufficient observation of some eigenvectors of D that
localizes near the singular set {x = 0} too quickly with respect to the desired control
time.
The appearance of a minimal null control time in this context is very much related
to the geometry of ω. Indeed, it is proved in [25] that if Ω\ω contains an horizontal
strip (−1, 1)×(a, b), then equation (1.1) is not null controllable whatever the time T is.
3The proof is done by contradiction using for instance Runge’s approximation theorem
with quite subtle estimates coming from complex analysis. An (almost) complete
study of the value of the minimal null control time with more complex geometries for
ω is done in [18].
The common point between the results obtained in [6, 7, 8] and the analysis
proposed in this article is to take advantage of the cartesian geometry of Ω and ω
to reduce the study to the one of a family of one dimensional problems. To be more
precise, let us introduce the operators
An := −∂xx + (npix)2, D(An) := H2(−1, 1) ∩H10 (−1, 1),
and let φn be the n
th normalized eigenfunction of Dirichlet Laplace operator on (0, 1):
φn(y) :=
√
2 sin(npiy), y ∈ (0, 1).
Then, as proved in [8, Section 2.3], for any u ∈ L2((0, T )× ω), expanding
u(t, x, y) =
∑
n∈N∗
un(t, x)φn(y), (1.3)
we get that the solution f of (1.1) can be written as
f(t, x, y) =
∑
n∈N∗
fn(t, x)φn(y),
where fn is the solution of the following one dimensional non-degenerate parabolic
equation
∂tfn(t, x) +Anfn(t, x) = un(t, x)1(a,b)(x), (t, x) ∈ (0, T )× (−1, 1),
fn(t,±1) = 0, t ∈ (0, T ),
fn(0, x) = f
0
n(x), x ∈ (−1, 1).
(1.4)
The null controllability of (1.4) is well known (see for instance [20]) and holds for
any T > 0. Thus, proving null controllability of (1.1) amounts to estimate a control
un realizing null controllability of (1.4) with respect to n. Indeed, if for a given
T > 0, the cost of null controllability of (1.4) is bounded with respect to n i.e. if
there exists C > 0 such that for any n and any f0n ∈ L2(−1, 1) there exists a control
un ∈ L2((0, T )× (a, b)) satisfying
‖un‖L2((0,T )×(a,b)) ≤ C‖f0n‖L2(−1,1),
we will get that (1.3) actually defines a control u ∈ L2((0, T ) × ω) for our initial
problem and thus gives null controllability of (1.1) in time T .
In [6, 7], the study of the cost of controllability of (1.4), or equivalently the
cost of observability of the adjoint problem, is done using Carleman estimates with
adapted weights. In [8], this analysis relies on the transmutation that reduces the
problem to estimating the cost of observability of the wave equation associated with
An. This study is then done, as the equation is one dimensional, using sideways
energy estimates (i.e. energy estimates where the role of the time and space variables
are interchanged).
In this article we propose a new strategy, based on the the moments method,
allowing to recover Theorem 1.1 that we describe in the next section.
41.3. Our method.
As already mentioned, we reduced our problem to the one of proving that, when
T > a
2
2 , the cost of null-controllability of (1.4) is bounded with respect to n. We will
achieve this objective by using the moments method, that is why we first recall the
construction of a null control of (1.4) with this strategy.
For any n ≥ 1, we denote by Λn := (λk,n)k≥1 the increasing sequence of eigenval-
ues of the operator An. We also denote by (gk,n)k≥1 the associated Hilbert basis of
L2(−1, 1) of eigenfunctions and by e−·An the semigroup generated by −An.
Let un ∈ L2((0, T ) × (a, b)) and fn be a solution of (1.4). Testing the equation
against the solution t 7→ e−(T−t)Angk,n = e−(T−t)λk,ngk,n of the backward problem,
we obtain the following identity∫ T
0
〈
un(t, ·), e−λk,n(T−t)gk,n
〉
L2(a,b)
dt = 〈fn(T, ·), gk,n〉L2(−1,1)
− 〈f0n, e−λk,nT gk,n〉L2(−1,1) .
As (gk,n)k≥1 is an Hilbert basis of L2(−1, 1), it comes that fn(T, ·) = 0 if and only if
the control un satisifes the following moments problem: for any k ∈ N∗,∫ T
0
〈
un(t, ·), e−λk,n(T−t)gk,n
〉
L2(a,b)
dt = − 〈f0n, e−λk,nT gk,n〉L2(−1,1) . (1.5)
Following for instance [27, Theorem 4], it comes that for any n ∈ N∗, ∑k∈N∗ 1λk,n <
+∞. Thus, using for instance [28, §7 and §12], we have that, for any n ≥ 1, there
exists a biorthogonal family to the exponential functions associated to Λn i.e. a family
(qj,n)j∈N∗ ⊂ L2(0, T ;R) such that∫ T
0
e−λk,ntqj,n(t)dt = δk,j , ∀k, j ∈ N∗.
Thus, following the strategy proposed in [26], the control
un(t, x) = −
∑
k∈N∗
e−λk,nT
〈
f0n, gk,n
〉
L2(−1,1)
gk,n(x)
‖gk,n‖2L2(a,b)
qk,n(T − t), (1.6)
formally solves (1.5). It remains to prove that the above series actually converges and
to get a bound on un which is uniform with respect to n. Thus, the two main issues
will be to give precise estimates (with respect to k and n) of the following type
• a lower bound on ‖gk,n‖L2(a,b) ;
• an upper bound on ‖qk,n‖L2(0,T ).
The first estimate is given in the following proposition.
Proposition 1.1. Let a > 0. For any η > 0 sufficiently small (depending only
on a), there exists Cη > 0 such that for any k, n ∈ N∗,∫ 1
a
g2k,n(x)dx ≥ Cη
e−npi(a
2+η)
n2pi2
. (1.7)
This estimate is a straightforward application of [8, Proposition 4.5] (see for in-
stance [8, Section 4.3]) and will not be detailed. The only difference is that the
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(
(−1,−a)∪ (a, 1)) norm. As the considered
eigenfunctions are even or odd (see Lemma 2.1) this directly implies Proposition 1.1.
Note that (1.7) is an estimate of gk,n on L
2(a, 1) and not L2(a, b). As mentioned in
section 4.1, one can carry the analysis on the control domain (a, 1) × (0, 1) then use
a cut-off argument to prove the desired controllability property on (a, b)× (0, 1).
The second estimate will require a careful spectral analysis of the operator An.
In this direction, let us recall the classical result obtained in [21].
Let ρ > 0 and N : R+ → N. For an increasing sequence of positive numbers
Θ = (θk)k≥1 such that
∑
k
1
θk
< +∞ we say that Θ belongs to the class L(ρ,N ) if
θk+1 − θk > ρ, ∀k ∈ N, (1.8)
and ∑
k≥N (ε)
1
θk
≤ ε, ∀ε > 0. (1.9)
With such class of sequences H.O. Fattorini and D.L. Russell proved the following
result (see [21, Theorem 1.5]).
Theorem 1.1. Let ρ > 0 and N : R+ → N. For any T > 0, for any ε > 0,
there exists a constant Cε,T,ρ,N > 0 depending only on ε, T, ρ and N such that, for
any sequence Θ ∈ L(ρ,N ), there exists a biorthogonal family (qσ)σ∈Θ to the family of
exponentials (t 7→ e−θt)θ∈Θ in L2(0, T ;R) satisfying
‖qσ‖L2(0,T ;R) ≤ Cε,T,ρ,N eεσ, ∀σ ∈ Θ.
In order to apply this result to estimate the control (1.6) achieving null control-
lability of (1.4), uniformly with respect to n, one should at least prove the following
uniform (with respect to n) gap property
inf
n∈N∗
(
inf
k∈N∗
|λk+1,n − λk,n|
)
> 0. (1.10)
Even though numerical results seem to confirm that this property holds true (see
Figure 1.2), we were not able to prove it for the whole spectrum. Therefore, in order
to conclude to the null controllability of (1.1) in optimal time, we will generalize the
estimate of biorthogonal families given in Theorem 1.1 under weaker assumptions.
This result is stated and discussed in Section 1.4.2 and may have its own interest in
other situations.
The different spectral results obtained in the analysis of such property are pre-
sented in the next subsection.
Notation.
• In all this article, C denotes a positive number that may vary from line
to line. If necessary, we add information about dependency on parameters
p1, p2, . . . , pk in the following way: Cp1,p2,...,pk .
• For any α, β ∈ R, we will use the following notation: Jα, βK = N ∩ [α, β].
• We shall use the Kronecker symbol δx,y which is 1 if x = y and 0 otherwise.
• The real part (resp. imaginary part) of any complex number z ∈ C will be
denoted by <z (resp. =z).
61.4. Results.
As already said in subsection 1.3, one of the main achievements concern the
spectral analysis of operator An. The results are presented in Section 1.4.1 and
proved in Section 2.
We also extend the results of [21] to obtain uniform estimates on biorthogonal
families to real exponentials in the absence of a uniform gap property. This analysis,
which has its own interest, is presented in Section 1.4.2 and the detailed proofs are
given in Section 3.
Gathering these results, we finally obtain the null controllability of (1.1) for T >
a2
2 using the moments method. This result is extended to cascade systems of Grushin
equations. The Theorem is stated in Section 1.4.3 and proved in Section 4.
1.4.1. Results on the spectrum of An.
To analyze the uniform gap property we have performed numerical simulations.
In Figure 1.2 we represent, for different values of n, the gap λk+1,n − λk,n divided by
npi, as a function of k. It clearly appears that the uniform gap property (1.10) seems
to hold true, and in fact even more since we observe that |λk+1,n − λk,n| ≥ 2npi for
any k, n. More precisely, this (normalized) gap appears to be roughly constant equal
to 2 for low frequencies whereas it presents a linear growth in k for high frequencies.
Moreover, we observe that the position of the transition point between those two
regimes seems to grow linearly with respect to the parameter n.
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Figure 1.2: Gap divided by npi : k 7→ λk+1,n−λk,nnpi .
To carefully analyze this gap property we will use two different strategies for low
frequencies and high frequencies. Let us precisely define those two regimes: for any
τ ∈ (0, 1) and n ∈ N∗, we define a lower and an upper range of indices by
Lτ,n :=
{
k ∈ N∗ : k ≤ τ pi
2
n
}
and Un :=
{
k ∈ N∗ : k ≥ npi
2
+ 1
}
. (1.11)
The parameter τ is intended to be chosen close to 1 (see (4.5) in the controllability
proof).
Theorem 1.2. There exists γ > 0 such that for any τ ∈ (0, 1) there exists
n0 := n0(τ) ∈ N∗ such that the following gap property holds
λk+1,n − λk,n > γ, ∀k ∈ Lτ,n ∪ Un, ∀n ≥ n0.
Since for any n ≤ n0(τ) each sequence of eigenvalues (λk,n)k∈N∗ satisfies a gap
property depending on n, the next result follows directly.
7Corollary 1.2. For any τ ∈ (0, 1), there exists γτ > 0 such that, the following
gap property holds
λk+1,n − λk,n > γτ , ∀k ∈ Lτ,n ∪ Un, ∀n ≥ 1. (1.12)
As highlighted by Figure 1.2, the whole spectrum Λn seems to enjoy a uniform
gap property. However, we were not able to prove it for the indices in the intermediate
set
Mτ,n := N∗\ (Lτ,n ∪ Un) ,
and obtained the much weaker estimate below, that will also play an important role
in the analysis.
Proposition 1.2. Let τ ∈ [ 34 , 1). For any n ∈ N∗, we have
λk,n ≥ n
2pi2
4
, ∀k ≥ τnpi
2
, (1.13)
and
|λk,n − λj,n| ≥
√
λk,n
2
exp
(
−8
3
√
λk,n
)
, ∀k ≥ τnpi
2
, ∀j 6= k. (1.14)
The last ingredient needed is the fact that, the number of eigenvalues in this
intermediate region, even if it increases with n, can be chosen to be negligible in some
sense since τ can be arbitrarily close to 1. More precisely, we have
#Mτ,n ≤ (1− τ)npi
2
+ 1, ∀τ ∈ (0, 1), ∀n ≥ 1. (1.15)
The key point to prove Theorem 1.1 (see Section 4) will be that there are not too
much eigenvalues in the intermediate range: the factor (1− τ) will be crucial since we
will be able to choose it as small as necessary.
1.4.2. Existence and estimates of a biorthogonal family to the expo-
nentials.
As the uniform gap property stated in Theorem 1.2 is not established for the
whole spectrum, one cannot apply Theorem 1.1 to obtain uniform estimates of the
biorthogonal family to the associated exponentials. To cope with this difficulty, we
extend the uniform estimates obtained in [21] under weaker assumptions.
Let us first introduce a few definitions. For any countable family Λ ⊂ (0,+∞),
we denote by N its counting function defined by
N(r) := # {λ ∈ Λ ; λ ≤ r} , ∀r ∈ R. (1.16)
Moreover for any λ ∈ Λ we define
ρλ := dist (λ, {0} ∪ Λ\{λ}) , (1.17)
and for any parameter γ > 0, we set
cγλ := #
((
Λ\{λ}) ∩ (λ− γ, λ+ γ)). (1.18)
8To simplify a little the notation, we do not explicitly mention that those three defini-
tions depend on the whole family Λ.
Observe that (
cγλ = 0, ∀λ ∈ Λ
)
⇐⇒ inf
λ,µ∈Λ
λ6=µ
|λ− µ| ≥ γ, (1.19)
so that cγλ can be interpreted as a local measure of the possible defect of a uniform
gap with parameter γ for the family Λ.
Theorem 1.3. Let T > 0, α ∈ (0, 1) and N¯ > 0. Let Λ ⊂ (0,+∞) be a countable
family such that its counting function N satisfies
N(r) ≤ N¯rα, ∀r > 0. (1.20)
Then, there exists a biorthogonal family (qλ)λ∈Λ to the functions{
t 7→ e−λt ; λ ∈ Λ} ,
in L2(0, T ;R) i.e. ∫ T
0
e−λtqµ(t)dt = δλ,µ, ∀λ, µ ∈ Λ,
such that for any λ ∈ Λ, the following estimate holds, for any γ > 0,
‖qλ‖L2(0,T ) ≤ CT,α,N¯
(
λ+ γ
ρλ
)cγλ
exp
(
Cα,N¯ (1 + log(λ/γ))λ
α
)
, (1.21)
where Cα,N¯ and CT,α,N¯ only depend on the parameters α, N¯ (and T ).
In Section 3, this result is extended to biorthogonal families to{
t 7→ (−t)pe−λt ; p ∈ J0, dK , λ ∈ Λ} .
For more details we refer to Theorem 3.2.
The existence of a biorthogonal family as stated in Theorem 1.3 is classical (see for
instance [28]). The main novelty is thus the estimate (1.21) which do not require any
gap-type assumption and whose dependency with respect to the family Λ is carefully
given.
Let Λ be a family satisfying the assumptions of Theorem 1.3. Let us compare
the estimate given in Theorem 1.3 with previously known results depending on the
assumptions on Λ.
• If, in addition, Λ satisfies the classical gap condition i.e. there exists γ > 0
such that |λ − µ| > γ for any λ, µ ∈ Λ, λ 6= µ, then we have cγλ = 0 (see
(1.19)). It follows that (1.21) reduces to
‖qλ‖L2(0,T ) ≤ CT,α,N¯ exp
(
Cα,N¯ (1 + log(λ/γ))λ
α
)
.
This estimate is more accurate than the one given in [21]. On the contrary,
because of the log(λ) term in the exponential, this estimate is slightly sub-
optimal with respect to the one given in [9]. In Remark 3.1, under a more
accurate assumption on the asymptotic behaviour of N than (1.20), we drop
this log term and thus recover the estimates of [9].
For detailed estimates in the presence of a gap condition we refer to [15].
9• If we assume now that Λ satisfies a weak gap condition i.e. there exists γ > 0
and p ∈ N∗ such that
#
(
Λ ∩ [µ, µ+ γ]) ≤ p, ∀µ > 0,
then we have cγλ ≤ p − 1. With such weak gap condition, uniform estimates
(with respect to different parameters) are given in [10] as a byproduct of
the block moments method. We also mention the recent paper [23] where
precise estimates, including time-dependency of the constants, are given in
this setting.
Let us also mention that estimates for biorthogonal families with a weak gap
condition (with p = 2) were already obtained in [16]. In their work, they uses
an extra assumption stating that the gap between two eigenvalues should not
go to zero too quickly.
• In the absence of any (weak or strong) gap-type condition, the only previous
result is [4] where the biorthogonal family is estimated using the condensation
index.
In the case where the family Λ satisfies a weak gap condition with p = 2 i.e. there
exists γ > 0 such that
#
(
Λ ∩ [µ, µ+ γ]) ≤ 2, ∀µ > 0,
we recover in (1.21) the same behavior when λ→ +∞ as the one given in [4, 10, 23]. In
more general situations, the estimate given in Theorem 1.3 is sub-optimal. However,
with the spectral analysis of Theorem 1.2, let us notice that the estimates given
in [4, 10, 23] would not allow to prove Theorem 1.1. In fact, we will deal with the
sequence of families Λn which satisfies, for each n, a weak gap condition but with a
parameter p going to +∞ with n.
Thus, it is crucial to notice that Theorem 1.3 do not require any gap-type condi-
tion and that the constants appearing in estimate (1.21) only depend on the asymp-
totic of the counting function.
To be completely accurate, let us precise that most of the above mentioned results
apply in the slightly more general situation where the sequence Λ is only assumed to
satisfy
∑
λ∈Λ
1
λ < +∞, without any other assumption on the counting function. Our
assumption (1.20) is a little bit more restrictive but the absence of any gap-type
condition and the uniformity of the estimates offer a new variety of applications.
1.4.3. Results on the minimal time of null controllability of (1.1).
As already stated, one of the achievements of this article is to provide an alter-
native proof of Theorem 1.1 using the moments method. Let us roughly explain how
the results presented in Sections 1.4.1 and 1.4.2 will eventually lead to Theorem 1.1.
As already mentioned, the new term in the estimate given in Theorem 1.3 is(
λ+γ
ρλ
)cγλ
. In our application to Grushin equation (1.1), for eigenvalues λ in the
intermediate range where the uniform gap property is not proved, the size of this
term will rely on the following two facts:
• from Proposition 1.2, the term ρλ is of order exp
(
−√λ
)
;
• from (1.15) and (1.13), we have cγλ which is of order (1− τ)
√
λ.
Thus, we will obtain a biorthogonal element of order exp
(
(1− τ)λ+O(√λ log λ)
)
.
Choosing τ sufficiently close to 1, the contribution of this biorthogonal element in the
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construction of the control (1.6) will be negligible compared to the dissipation. The
need of a sufficiently large time will thus simply come from the insufficient observation
of the eigenfunctions stated in Proposition 1.1. For more details, we refer to Section 4
and particularly estimate (4.4).
One of the main advantage of the machinery developed through the moments
method is that Theorem 1.1 extends to cascade systems with one single control at no
cost.
Let d ≥ 2 and consider the controlled cascade system of d Grushin equations
∂tF (t, x, y) + (DId +Kd)F (t, x, y) = Bd1ωu(t, x, y), (t, x, y) ∈ (0, T )× Ω,
F (t, x, y) = 0, (t, x, y) ∈ (0, T )× ∂Ω,
F (0, x, y) = F 0(x, y) ∈ (L2(Ω))d, (x, y) ∈ Ω,
(1.22)
where F is now a vector of Rd and Id is the identity matrix of size d. The coupling
matrix Kd of size d× d and the control vector Bd ∈ Rd are defined as follows
Bd :=

1
0
0
 , Kd :=

0 0
0 0
1
1
0
0
 .
We then obtain the following result
Theorem 1.4. Let 0 < a < b ≤ 1. The minimal null control time of (1.22) with
ω = (a, b)× (0, 1) is
T ∗ =
a2
2
.
This theorem is proved in Section 4.2. Notice that the first component of (1.22)
is nothing but the controlled scalar Grushin equation (1.1). Thus, the lack of null
controllability in time T ≤ a22 follows directly from [6].
Moreover, our strategy also allows to consider the following cascade system of d
Grushin equations with a single boundary control
∂tF (t, x, y) + (DId +Kd)F (t, x, y) = 0, (t, x, y) ∈ (0, T )× Ω,
F (t, x, y) = 0, (t, x, y) ∈ (0, T )× (∂Ω\Γ1),
F (t, x, y) = Bdu(t, y), (t, x, y) ∈ (0, T )× Γ1,
F (0, x, y) = F 0(x, y) ∈ (L2(Ω))d, (x, y) ∈ Ω,
(1.23)
where Γ1 has been defined by Γ1 = {1}× [0, 1]. The functional space considered here
for the boundary control is L2((0, T )× (0, 1)). We then obtain the following result
Theorem 1.5. The minimal null control time of (1.23) is
T ∗ =
1
2
.
This theorem is proved in Section 4.3. Contrarily to the scalar case, this result cannot
be deduced from Theorem 1.4 using extensions and cut-off functions. It also seems to
be out of reach using the Carleman inequalities as in [7].
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2. Spectral analysis of operator An.
In this section, we prove respectively Theorem 1.2 in Lτ,n, Theorem 1.2 in Un
and Proposition 1.2.
2.1. Study of the gap property.
To deal with low frequencies it is fundamental to notice that the operator An is
somehow related to the quantum harmonic oscillator. This idea was already present
in [6]. Indeed, for any n ∈ N∗, let Ωn := (−
√
npi,
√
npi) and define the following
operator
A˜n := −∂xx + x2, D(A˜n) := H2(Ωn) ∩H10 (Ωn). (2.1)
Introducing the following change of variables
vk,n(x) :=
1
(npi)
1
4
gk,n
(
x√
npi
)
, ∀x ∈ Ωn, ∀k ∈ N∗, (2.2)
it turns out that vk,n are eigenvectors of the truncated harmonic oscillator A˜n with
associated eigenvalue
λk,n
npi i.e.
A˜nvk,n = λk,n
npi
vk,n. (2.3)
Thus it is reasonable to expect, at least for large values of n, to obtain valuable
informations from the quantum harmonic oscillator on the real line defined by
A := −∂xx + x2, D(A) :=
{
G ∈ H2(R) ; x 7→ xG(x) ∈ L2(R)} ,
and more precisely, on its eigenelements which are explicitly given by (see for in-
stance [29])
µk = 2k − 1, Gk(x) = 1
pi1/42
k−1
2
√
(k − 1)!
e−
x2
2 Hk(x), ∀k ∈ N∗,
where Hk is the (k − 1)th Hermite polynomial.
Let us notice that since the potential x 7→ x2 is even, the following Lemma holds.
Lemma 2.1. Let n ∈ N∗.
• If k is even, then gk,n,vk,n and Gk are odd functions.
• If k is odd, then gk,n,vk,n and Gk are even functions.
The comparison between A and A˜n is at the heart of Section 2.1.2 where we
prove the uniform gap-property for low frequencies. It will also allow us to obtain, in
Section 2.1.1, a general lower bound on λk,n that will be used all along this article.
The regime of frequencies in which this comparison is relevant is exactly the one given
by Lτ,n where, in some sense, n is large with respect to k (see Figure 1.2).
The gap property for high frequencies is proved in Section 2.1.3.
2.1.1. A general lower bound on eigenvalues.
We start proving an inequality, which is, unlike Theorem 1.2, valid for the whole
spectrum of An.
Proposition 2.1. The following lower bound holds
λk,n ≥ npi(2k − 1), ∀k, n ∈ N∗.
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Proof. The proof is a direct consequence of the min-max principle. Let k ∈ N∗
and consider the form domain of the operator A i.e.
D := {G ∈ H1(R) ; x 7→ xG(x) ∈ L2(R)} .
We have
µk = min
Vk⊂D
dimVk=k
max
G∈Vk
∫
R
G′(x)2 + x2G(x)2dx
‖G‖2L2(R)
.
For any n ∈ N∗, let us consider
Vk,n := span {v1,n, . . . , vk,n} ,
as a subspace of L2(R) where the functions vj,n are extended by 0 outside Ωn. Notice
that,
Vk,n ⊂ D, and dimVk,n = k.
Thus,
µk ≤ max
G∈Vk,n
‖G‖L2(R)=1
∫
R
G′(x)2+x2G(x)2dx = max
G∈Vk,n
‖G‖L2(Ωn)=1
∫
Ωn
G′(x)2+x2G(x)2dx =
λk,n
npi
,
which ends the proof.
2.1.2. Uniform gap property for low frequencies.
We start dealing with low frequencies. As we will compare the truncated harmonic
oscillator on Ωn with the harmonic oscillator A we will need to prove that, if k is not
too large compared to n, the k-th eigenfunction Gk of A is small outside the interval
Ωn = (−
√
npi,
√
npi). We can precisely state the following two results, whose proofs
are postponed to Appendix (see respectively Section 5.2 and Section 5.1).
Lemma 2.2. There exists an integer n0 ∈ N∗ such that∫
Ωn
G2k(x)dx ≥
1
2
, ∀k ≤ pi
2
n, ∀n ≥ n0.
Lemma 2.3. Let τ ∈ (0, 1). There exist n0(τ) ∈ N∗, C1(τ), C2(τ) ∈ R∗+ such that
0 ≤ Gk(x) ≤ C1e−C2n, ∀x ≥
√
npi, ∀k ≤ τnpi
2
, ∀n ≥ n0. (2.4)
The rest of this section is dedicated to the proof of the following proposition.
Proposition 2.2. Let τ ∈ (0, 1). There exist n0(τ) ∈ N∗, c1(τ), c2(τ) ∈ R∗+,
such that
λk,n
npi
≤ µk + c1e−c2n, ∀k ∈ Lτ,n, ∀n ≥ n0. (2.5)
Together with Proposition 2.1, this states that for low frequencies, the rescaled
eigenvalues of the truncated harmonic oscillator are exponentially close (with respect
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to the parameter n) to the eigenvalues of the harmonic oscillator A. As µk = 2k − 1,
we immediately get the following corollary.
Corollary 2.1. Let τ ∈ (0, 1). There exist n0(τ) ∈ N∗ such that we have the
gap property
λk+1,n − λk,n ≥ 1, ∀k ∈ Lτ,n, ∀n ≥ n0. (2.6)
Proof (of Proposition 2.2). We fix τ ∈ (0, 1). Let n0(τ) be such that Lemmas 2.2
and 2.3 hold. We fix n ≥ n0 and we are going to prove (2.5) by a strong induction on
k.
The case k = 1 is already proved in [6, p. 83]. More precisely, those authors
obtained
λ1,n ≤ npi +O(n9/4e−npi/2),
which is indeed the desired bound. We will actually adapt the proof of [6] to get the
general case.
Suppose now that the result is proved up to rank k − 1 ≥ 1.
• Case 1. k is odd
In that case, Gk is even. Let us define
G˜k = (Gk −Gk(
√
npi))−
k−1∑
p=1
vp,n
(
Gk −Gk(
√
npi), vp,n
)
L2(Ωn)
.
Notice that, by construction, we have G˜k ∈ span(v1,n, v2,n, . . . , vk−1,n)⊥ and
G˜k(±
√
npi) = 0. Thus, G˜k ∈ H10 (Ωn) and from the max-min principle, it
comes that
λk,n
npi
≤
(
A˜nG˜k, G˜k
)
L2(Ωn)
‖G˜k‖2L2(Ωn)
. (2.7)
Let us now compute the image of G˜k by the operator A˜n.
A˜nG˜k =−G′′k + x2Gk − x2Gk(
√
npi)
−
k−1∑
p=1
(−v′′p,n + x2vp,n)
(
Gk −Gk(
√
npi), vp,n
)
L2(Ωn)
=µkGk − x2Gk(
√
npi)−
k−1∑
p=1
λp,n
npi
vp,n
(
Gk −Gk(
√
npi), vp,n
)
L2(Ωn)
.
Then, using that G˜k ⊥ vp,n for any p ∈ {1, ..., k−1}, and again the definition
of G˜k, we find(
AG˜k, G˜k
)
L2(Ωn)
=
∫
Ωn
µkGk(x)G˜k(x)− x2Gk(
√
npi)G˜k(x)dx
=
∫
Ωn
µkG˜
2
k(x) +Gk(
√
npi)(µk − x2)G˜k(x)dx.
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This gives the following expression for the Rayleigh quotient we are interested
in (
A˜nG˜k, G˜k
)
L2(Ωn)
‖G˜k‖2L2(Ωn)
= µk +Gk(
√
npi)
∫
Ωn
(µk − x2)G˜k(x)dx
‖G˜k‖2L2(Ωn)
. (2.8)
By (2.7) and the Cauchy-Schwarz inequality, we get
λk,n
npi
≤ µk +Gk(
√
npi)
‖µk − x2‖L2(Ωn)
‖G˜k‖L2(Ωn)
. (2.9)
Note that Gk(
√
npi) is non negative as shown in Lemma 2.3.
We now estimate the different terms in the previous right-hand side. The
behavior of Gk(
√
npi) is given by Lemma 2.3. Since µk = (2k − 1) ≤ npi,
there exists C ′ > 0 independent of n and k (for instance, C ′ = (2 + 25 )pi
5/2)
such that:
‖µk − x2‖2L2(Ωn) ≤ C ′n5/2. (2.10)
Let us now estimate ‖G˜k‖L2(Ωn). Thanks to Parseval equality and the fact
that G˜k ∈ span(v1,n, v2,n, . . . , vk−1,n)⊥, we have∫
Ωn
G˜2k(x)dx =
∑
p≥1
(G˜k, vp,n)
2
L2(Ωn)
=
∑
p≥k
(G˜k, vp,n)
2
L2(Ωn)
.
Now, since (vk,n)k≥1 are pairwise orthogonal,∫
Ωn
G˜2k(x)dx =
∑
p≥k
(Gk −Gk(
√
npi), vp,n)
2
L2(Ωn)
, (2.11)
and thus, using again Parseval equality,∫
Ωn
G˜2k(x)dx =
∫
Ωn
(
Gk(x)−G(
√
npi)
)2
dx−
∑
p<k
(Gk−Gk(
√
npi), vp,n)
2
L2(Ωn)
.
(2.12)
Let us now look at (Gk −Gk(
√
npi), vp,n)
2
L2(Ωn)
. We have
(
Gk −Gk(
√
npi), vp,n
)
L2(Ωn)
λp,n
npi
=
(
Gk −Gk(
√
npi), A˜nvp,n
)
L2(Ωn)
=
(
A˜nGk − x2Gk(
√
npi), vp,n
)
L2(Ωn)
=
(
µkGk − x2Gk(
√
npi), vp,n
)
L2(Ωn)
=µk
(
Gk −Gk(
√
npi), vp,n
)
L2(Ωn)
+Gk(
√
npi)
(
µk − x2, vp,n
)
L2(Ωn)
.
Thus,(
Gk −Gk(
√
npi), vp,n
)
L2(Ωn)
(
λp,n
npi
− µk
)
= Gk(
√
npi)
(
µk − x2, vp,n
)
L2(Ωn)
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and,
(
Gk −Gk(
√
npi), vp,n
)2
L2(Ωn)
≤ Gk(
√
npi)2
‖µk − x2‖2L2(Ωn)(
λp,n
npi − µk
)2 . (2.13)
Let p < k. By the induction hypothesis,
λp,n
npi
≤ µp + c1e−c2n.
As c1 and c2 only depend on τ , we can increase n0 (only depending on τ)
such that
c1e
−c2n ≤ 1, ∀n ≥ n0(τ). (2.14)
Therefore,
µk − λp,n
npi
≥ µk − (µp + 1) ≥ 2(k − p)− 1 > 0.
Thus, with (2.13), we obtain∑
p<k
(Gk −Gk(
√
npi), vp,n)
2
L2(Ωn)
≤ pi
2
6
Gk(
√
npi)2‖µk − x2‖2L2(Ωn). (2.15)
Using (2.10) and plugging it in (2.12) it comes that∫
Ωn
G˜2k(x)dx ≥
∫
Ωn
(Gk(x)−Gk(
√
npi))2dx− pi
2
6
C ′n5/2Gk(
√
npi)2. (2.16)
We now estimate
∫
Ωn
(Gk(x)−Gk(
√
npi))2dx thanks to Lemma 2.2. Indeed,
as n ≥ n0, we have∫
Ωn
(Gk(x)−Gk(
√
npi))2dx ≥ 1
2
∫
Ωn
G2k(x)dx− 2
√
npiG2k(
√
npi)
≥ 1
4
− 2√npiG2k(
√
npi).
Going back to (2.16), we obtain∫
Ωn
G˜2k(x)dx ≥
1
4
−Gk(
√
npi)2
(
2
√
npi +
pi2
6
C ′n5/2
)
. (2.17)
Finally, using (2.4), for n sufficiently large, depending only on τ , we obtain∫
Ωn
G˜2k(x)dx ≥
1
8
. (2.18)
Then, using (2.10), (2.18) in (2.9) leads to
λk,n
npi
≤ µk +
√
8C ′n5/4Gk(
√
npi). (2.19)
The estimate of Lemma 2.3 proves (2.5) when k is odd.
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• Case 2. k is even.
In that case, Gk is odd and we set now:
G˜k =
(
Gk − x√
npi
Gk(
√
npi)
)
−
k−1∑
p=1
vp,n
(
Gk − x√
npi
Gk(
√
npi), vp,n
)
L2(Ωn)
.
Inequality (2.8) becomes:∫
Ωn
(G˜′k(x))
2 + x2G˜2k(x)dx
‖G˜k‖2L2(Ωn)
= µk +Gk(
√
npi)
∫
Ωn
(
µk − x
3
√
npi
)
G˜k(x)dx
‖G˜k‖2L2(Ωn)
.
Inequality (2.10) is replaced by∥∥∥∥µk − x3√npi
∥∥∥∥2
L2(Ωn)
≤ C ′n5/2,
with C ′ = (2 + 27 )pi
5/2 and we conclude in the exact same way.
2.1.3. Uniform gap property for high frequencies.
The goal of this section is to prove the following theorem:
Theorem 2.1. We have the lower bound
λk+1,n − λk,n ≥ pi
1 + pi
, (2.20)
for any k, n ≥ 1 for which λk,n satisfies
λk,n ≥ n2pi2 + npi, (2.21)
Remark 2.1. According to Proposition 2.1, condition (2.21) is satisfied in par-
ticular when k ∈ Un.
Proof. Let k, n ∈ N∗, let us recall the spectral problem satisfied by the couple
(λk,n, gk,n){
− ∂xxgk,n(x) + (npix)2gk,n(x) = λk,ngk,n(x), for x ∈ (−1, 1),
gk,n(±1) = 0,
(2.22)
and we assume, possibly changing the sign of gk,n, that ∂xgk,n(−1) > 0.
We use the idea of [27], where the authors replace the eigenvalue λk,n by a new
variable, denoted here by λ. Hence, for any λ ∈ R, we consider the following Cauchy
problem:
− ∂xxhn(λ, x) + (npix)2hn(λ, x) = λhn(λ, x), for x ∈ (−1, 1),
hn(λ,−1) = 0,
∂xhn(λ,−1) is positive and chosen so that ‖hn(λ, •)‖L2(−1,1) = 1.
(2.23)
The modified Pru¨fer’s change of variable consists in introducing two functions
ρn > 0 and θn satisfying :{
hn(λ, x) = ρn(λ, x) cos(θn(λ, x))(λ− n2pi2x2)−1/4,
∂xhn(λ, x) = ρn(λ, x) sin(θn(λ, x))(λ− n2pi2x2)1/4.
(2.24)
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We impose that the variable λ satisfies λ > n2pi2, so that the expressions in (2.24)
make sense. Under this condition, existence of θn and ρn is a classical result. Notice
that, since hn(λ,−1) = 0 and ∂xhn(λ,−1) is positive, we can impose without loss of
generality
θn(λ,−1) = pi
2
,
and in that case θn and ρn are uniquely determined.
Moreover, one can show (see [11] or [24]) that θn is the unique solution of the
following Cauchy problem
∂xθn(λ, x) = −
√
λ− n2pi2x2 + n
2pi2x sin(2θn(λ, x))
2(λ− n2pi2x2) , for x ∈ [−1, 1],
θn(λ,−1) = pi
2
(2.25)
Let us start with the following lemma which is given without proof in [22, Lemma
2].
Lemma 2.4. Let λk,n be an eigenvalue such that λk,n ≥ n2pi2 +npi. The solution
θn of (2.25) satisfies
θn(λk,n, 1) =
pi
2
− kpi.
Proof. First, notice that hn(λk,n, x) = gk,n(x). According to Sturm oscillation
Theorem, the function x ∈ [−1, 1] 7→ hn(λk,n, x) has exactly k + 1 zeros. Thus, given
that ρn does not vanishes in [−1, 1], there exists exactly k+ 1 points −1 = x0 < x1 <
· · · < xk = 1 such that ∀i ∈ J0, kK , θn(λk,n, xi) = pi/2 mod pi.
Since θn(λk,n, x0) =
pi
2 , by continuity of x 7→ θn(λk,n, x) we have θn(λk,n, x1) ∈
{pi2 − pi, pi2 , pi2 + pi}. But according to (2.25), ∂xθn(λk,n, x0) = −
√
λ− n2pi2x20 < 0
thus θn(λk,n, x1) 6= pi2 + pi, otherwise, by continuity of x 7→ θn(λk,n, x) there would
exist a point x ∈ (x0, x1) such that θn(λk,n, x) = pi/2. Since also ∂xθn(λk,n, x1) < 0,
θn(λk,n, x1) 6= pi2 , hence θn(λk,n, x1) = pi2 − pi.
We deduce with an immediate induction argument that θn(λk,n, xk) =
pi
2 − kpi.
According to Lemma 2.4 and the fact that λ 7→ θn(λ, 1) is continously differen-
tiable (see [30, Theorem 2.5.2]), we have
θn(λk+1,n, 1)− θn(λk,n, 1) = −pi =
∫ λk+1,n
λk,n
∂λθn(λ, 1)dλ.
It follows that
pi ≤ (λk+1,n − λk,n) sup
λ∈[λk,n,λk+1,n]
|∂λθn(λ, 1)|, (2.26)
We shall now estimate this supremum. For this purpose, let’s compute the derivative
with respect to λ of (2.25):
∂λ(∂xθn) = − 1
2
√
λ− n2pi2x2−
n2pi2x
2(λ− n2pi2x2)2 sin(2θn)+
n2pi2x cos(2θn)
λ− n2pi2x2 ∂λθn (2.27)
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by regularity of θn, we can exchange the derivatives and use that ∂λθn(λ,−1) = 0 to
get, for any x ∈ (−1, 1),
∂λθn(λ, x) =
∫ x
−1
(
− 1
2
√
λ− n2pi2y2 −
n2pi2y
2(λ− n2pi2y2)2 sin(2θn(λ, y))
+
n2pi2y cos(2θn(λ, y))
λ− n2pi2y2 ∂λθn(λ, y)
)
dy,
so that
|∂λθn(λ, x)| ≤
∫ x
−1
(
1
2
√
λ− n2pi2y2 +
n2pi2|y|
2(λ− n2pi2y2)2 +
n2pi2|y|
λ− n2pi2y2 |∂λθn(λ, y)|
)
dy.
Applying Gronwall’s Lemma, we obtain
|∂λθn(λ, 1)| ≤
∫ 1
−1
1
2
√
λ− n2pi2y2 exp
(∫ 1
y
n2pi2|s|
λ− n2pi2s2 ds
)
dy
+
∫ 1
−1
n2pi2|y|
2(λ− n2pi2y2)2 exp
(∫ 1
y
n2pi2|s|
λ− n2pi2s2 ds
)
dy,
and finally, using the fact that the functions involved are even,
|∂λθn(λ, 1)| ≤
(∫ 1
0
1√
λ− n2pi2y2 dy +
∫ 1
0
n2pi2y
(λ− n2pi2y2)2 dy
)
× exp
(∫ 1
0
2n2pi2s
λ− n2pi2s2 ds
)
.
(2.28)
The three integrals appearing in the right-hand side can be bounded explicitely (we
recall that λ > n2pi2 + npi) as follows∫ 1
0
1√
λ− n2pi2y2 dy =
1
npi
∫ npi√
λ
0
dt√
1− t2 ≤
1
2n
,
∫ 1
0
n2pi2y
(λ− n2pi2y2)2 dy =
1
2
[
1
(λ− n2pi2y2)
]1
0
≤ 1
2(λ− n2pi2) ≤
1
2npi
,
and ∫ 1
0
2n2pi2s
λ− n2pi2s2 ds =
[− log(λ− n2pi2s2)]1
0
= log
(
λ
λ− n2pi2
)
≤ log(1 + npi).
Gathering those estimates in (2.28), we finally get
|∂λθn(λ, 1)| ≤
(
1
2n
+
1
npi
)
elog(1+npi) ≤ 1 + npi
n
≤ 1 + pi.
Injecting this upper bound in (2.26), we get
pi ≤ (λk+1,n − λk,n)(1 + pi),
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and the claim is proved.
Remark 2.2. In [1, Theorem 4.5.1], it is proved that for any ε > 1exp(pi)−1 > 0,
there exist Cε > 0 and n0 ∈ N∗ both depending only on ε such that
λk+1,n − λk,n ≥ Cε
√
λk,n, ∀n ≥ n0, ∀k ≥ pi
2
n(1 + ε).
The range of application of this estimate is slightly more restrictive than Un but gives
a lower bound for the gap that goes to infinity with k. This is coherent with the linear
behavior observed on the gap in Figure 1.2 for high frequencies and with the general
theory of Sturm Liouville operators stating that, for a fixed n ∈ N∗, one recovers an
asymptotic quadratic behavior for the eigenvalues (see for instance [2, Theorem 1.1]).
2.1.4. Conclusion.
We have proved two gap properties, one for the eigenvalues whose indices lie in
Lτ,n and another one for the eigenvalues whose indices belong to Un. To conclude,
let us show that the gap property holds for the union: Lτ,n ∪Un. Take k1 ∈ Lτ,n and
k2 ∈ Un. According to Proposition 2.2 and estimate (2.14),
λk1,n
npi
≤ (2k1 − 1) + 1 = 2k1.
Hence, applying Proposition 2.1 with k2 ∈ Un,
λk2,n − λk1,n ≥ npi
(
2(k2 − k1)− 1) ≥ npi.
2.2. Non-uniform gap estimate for middle frequencies.
This section is dedicated to the proof of Proposition 1.2.
From Proposition 2.1, as τ ≥ 34 , we have
k ≥ τnpi
2
=⇒ λk,n ≥ npi
(
2τn
pi
2
− 1
)
≥ 3
4
n2pi2 − npi,
which implies (1.13).
The estimate (1.14) will follow adapting the arguments of [2, Theorem 1.1]. Let
λ and λ˜ in Λn. Let u and u˜ the associated normalized eigenfunctions. Setting
w(x) := u′(−1)u˜(x)− u˜′(−1)u(x),
we obtain w(−1) = w′(−1) = 0 and
−w′′(x) + n2pi2x2w(x) = λw + (λ˜− λ)u′(−1)u˜(x).
Following [2, Lemma 2.2 and proof of Lemma 2.3], if we set W =
(
w
w′√
λ
)
we obtain
‖W (x)‖ ≤ exp
(∫ x
−1
n2pi2s2√
λ
ds
)∫ x
−1
∣∣∣∣∣ λ˜− λ√λ u′(−1)u˜(s)
∣∣∣∣∣ds
≤
√
2 exp
(
2
3
n2pi2√
λ
) |λ˜− λ|√
λ
|u′(−1)|.
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Noticing that the two eigenfunctions are normalized and orthogonal, thus
|u′(−1)|2 ≤
∫ 1
−1
|u′(−1)u˜(s)− u˜′(−1)u(s)|2 ds ≤
∫ 1
−1
‖W (s)‖2ds
≤ 2
(√
2 exp
(
2
3
n2pi2√
λ
) |λ˜− λ|√
λ
)2
|u′(−1)|2.
As u′(−1) 6= 0, it comes that
|λ− λ˜| ≥
√
λ
2
exp
(
−2
3
n2pi2√
λ
)
.
Let k ≥ τnpi2 and j ≥ 1, j 6= k. We apply this estimate to λ = λk,n and λ˜ = λj,n.
Taking into account (1.13), we obtain
|λk,n − λj,n| ≥
√
λk,n
2
exp
(
−2
3
4λk,n√
λk,n
)
.
which ends the proof of Proposition 1.2.
3. The biorthogonal family.
The goal of this section is to prove the existence of a biorthogonal family to the
exponentials as well as the suitable estimates stated in Theorem 1.3. We start with
some technical estimates on the inverse of Blaschke-type products and their derivatives
in the considered setting. We use these estimates in Section 3.2 to prove Theorem 1.3
and finally extend it to biorthogonal families to{
t 7→ (−t)pe−λt ; p ∈ J0, dK , λ ∈ Λ} ,
in Theorem 3.2.
3.1. Preliminary estimates.
We use in this section the notation introduced in Section 1.4.2, in particular
(1.16), (1.17) and (1.18).
For any countable family Λ ⊂ (0,+∞) such that ∑λ∈Λ 1λ < +∞ and any λ ∈ Λ,
we define the Blaschke product
WΛλ (z) :=
∏
σ∈Λ
σ 6=λ
σ − z
σ + z
, ∀z ∈ C,
which is well-defined and holomorphic on C due to the summability assumption on(
1
λ
)
λ∈Λ.
3.1.1. Estimates of Blaschke product.
We start with the following estimate of the reciprocal of the Blaschke product in
the neighborhood of λ.
Proposition 3.1. Let α ∈ (0, 1) and N¯ > 0.
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• Let Λ be a family such that its counting function N satisfies (1.20).
For any λ ∈ Λ, we have the estimate∣∣∣∣ 1WΛλ (x)
∣∣∣∣ ≤ (x+ 2γρλ
)cγλ
exp
(
Cα,N¯ (1 + log (x/γ))x
α
)
, (3.1)
∀γ > 0, ∀x ∈ R, s.t. |x− λ| ≤ min(γ, ρλ)
2
,
where Cα,N¯ only depends on the parameters α and N¯ .
• Let Λ be a family such that its counting function N satisfies the more precise
asymptotic
|N(r)− N¯rα| ≤ C, ∀r > 0. (3.2)
For any λ ∈ Λ, we have the estimate∣∣∣∣ 1WΛλ (x)
∣∣∣∣ ≤ (x+ 2γρλ
)cγλ
exp
(
Cα,N¯ (1− log (γ))xα
)
, (3.3)
∀γ > 0, ∀x ∈ R, s.t. |x− λ| ≤ min(γ, ρλ)
2
,
where Cα,N¯ only depends on the parameters α and N¯ .
Remark 3.1. The difference between the two estimates given in the previous
proposition is that, under the stronger assumption (3.2), there is no log x term in the
exponential.
Thanks to this slight improvement, the present strategy developed in the rest of
the article let us exactly recover the estimates of biorthogonal families under a gap
assumption as given in [9, Theorem 1.5] with constants depending only on α and N¯
and on the spectral gap ρ.
However, for our purpose, we focus on the weaker assumption (1.20). Thus, in
the following sections we will not consider both settings.
Before proving Proposition 3.1, let us recall some useful formulas making use of
the counting function. These results are straightforward and we omit the proofs. For
detailed proofs we refer to [14].
Lemma 3.1. Let f : (0,+∞)→ R be of class C1.
• For any r > 0, ∑
λ∈Λ
λ≤r
f(λ) = f(r)N(r)−
∫ r
0
f ′(t)N(t)dt.
• For any 0 ≤ s < r,∑
λ∈Λ
s<λ≤r
f(λ) = f(r)N(r)− f(s)N(s)−
∫ r
s
f ′(t)N(t)dt.
• For any r > 0 such that the following quantities are well defined,∑
λ∈Λ
λ>r
f(λ) = −f(r)N(r)−
∫ +∞
r
f ′(t)N(t)dt.
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From now on, we introduce the remainder of the series of the reciprocals of the
eigenvalues
R(r) :=
∑
λ∈Λ
λ>r
1
λ
,
and we observe that it is related to the counting function through the formula
N(r)−N(s) ≤ rR(s), ∀0 < s < r. (3.4)
Lemma 3.2. Assume that the counting function associated with a family Λ satis-
fies (1.20) then we have
inf Λ ≥
(
1
N¯
) 1
α
,
and
R(r) ≤ N¯
1− αr
α−1, ∀r > 0.
We now have all the ingredients to proceed to the proof of Proposition 3.1.
Proof (of Proposition 3.1).
We first observe that, by definition of ρλ we have
(λ− ρλ, λ+ ρλ) ∩ Λ = {λ},
and in particular, since |x− λ| ≤ ρλ/2, we have
(0, x) ∩ Λ = (0, λ) ∩ Λ, and (x,+∞) ∩ Λ = (λ,+∞) ∩ Λ. (3.5)
We will prove the estimate under the assumption that
x+
γ
2
6∈ Λ, (3.6)
the general case being deduced by density.
Let us write the Blaschke product as
∣∣∣∣ 1WΛλ (x)
∣∣∣∣ =
∏
σ∈Λ
σ 6=λ
(
1 + xσ
)
∏
σ∈Λ
σ 6=λ
∣∣1− xσ ∣∣ =: Q(x)D(x) .
First step: let us prove the following upper bound on the numerator
Q(x) ≤ exp (Cα,N¯xα) .
We split Q(x) into two parts
Q1(x) :=
∏
σ∈Λ
σ<λ
(
1 +
x
σ
)
and Q2(x) :=
∏
σ∈Λ
σ>λ
(
1 +
x
σ
)
,
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and by using (3.5) we have
Q1(x) =
∏
σ∈Λ
σ<x
(
1 +
x
σ
)
and Q2(x) =
∏
σ∈Λ
σ>x
(
1 +
x
σ
)
,
For the first term, we have 1 ≤ x/σ. Thus, from Lemma 3.1 and (1.20), it comes
that
logQ1(x) ≤
∑
σ∈Λ
σ<x
log
(
2x
σ
)
= N(x) log 2 +
∫ x
0
1
t
N(t) dt ≤ N¯(log 2)xα + N¯
α
xα.
For the second term, from Lemma 3.2, we have
Q2(x) ≤
∏
σ∈Λ
σ>x
e
x
σ = exp
x∑
σ∈Λ
σ>x
1
σ
 = exR(x) ≤ exp( N¯
1− αx
α
)
.
Second step: we now prove the following lower bound on D(x)
D(x) ≥ exp (−Cα,N¯ (1 + log (x/γ))xα)( ρλ2x+ γ
)cγλ
,
if N satisfies (1.20) and
D(x) ≥ exp (−Cα,N¯ (1− log γ)xα)( ρλ2x+ γ
)cγλ
,
if N satisfies (3.2).
To this end, we study the five following terms
D1(x) :=
∏
σ∈Λ
σ≤x/2
∣∣∣1− x
σ
∣∣∣ , D2(x) := ∏
σ∈Λ
x/2<σ≤x−γ/2
∣∣∣1− x
σ
∣∣∣ , D3(x) := ∏
σ∈Λ,σ 6=λ
x−γ/2<σ≤x+γ/2
∣∣∣1− x
σ
∣∣∣ ,
D4(x) :=
∏
σ∈Λ
x+γ/2<σ≤2x
∣∣∣1− x
σ
∣∣∣ and D5(x) := ∏
σ∈Λ
σ>2x
∣∣∣1− x
σ
∣∣∣ .
The only difference between assumptions (1.20) and (3.2) will appear in the estimates
of D2 and D4.
• For any σ ≤ x2 , we have
∣∣1− xσ ∣∣ ≥ 1 and thus D1(x) ≥ 1.• To treat D5(x), we notice that
1− u ≥ e−2u, ∀u ∈
[
0,
1
2
]
.
Thus,
D5(x) ≥ exp
−2x ∑
σ∈Λ
σ>2x
1
σ
 ≥ e−2xR(2x).
Then, Lemma 3.2 implies
D5(x) ≥ exp
(
− N¯
1− α (2x)
α
)
.
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• We now turn to the term D3(x). Thanks to (3.6) we have
D3(x) :=
∏
σ∈Λ,σ 6=λ
x−γ/2<σ<x+γ/2
∣∣∣1− x
σ
∣∣∣ .
Recall that ρλ and c
γ
λ are defined by (1.17) and (1.18). In particular, we have
|λ− σ| ≥ ρλ and by assumption |λ− x| ≤ ρλ/2, so that we finally have
|x− σ| ≥ ρλ/2, ∀σ ∈ Λ, σ 6= λ.
It follows that
D3(x) ≥
∏
σ∈Λ,σ 6=λ
σ∈(x−γ/2,x+γ/2)
ρλ
2(x+ γ/2)
.
There is now two subcases:
– If ρλ2(x+γ/2) ≤ 1, then we can use that (x− γ/2, x+ γ/2) ⊂ (λ− γ, λ+ γ)
(because we assumed that |x−λ| ≤ γ/2) to obtain the bound from below
D3(x) ≥
∏
σ∈Λ,σ 6=λ
σ∈(λ−γ,λ+γ)
ρλ
2(x+ γ/2)
=
(
ρλ
2x+ γ
)cγλ
, (3.7)
by definition of cγλ.
– If ρλ2(x+γ/2) > 1, then in particular γ < ρλ and we deduce that, we
necessarily have cγλ = 0, so that (3.7) is still valid and actually reduces
to D3(x) ≥ 1.
• The last terms D2(x) and D4(x) are dealt with in the exact same way. Let
us detail the treatment of D4. From Lemma 3.1 it comes that
logD4(x) ≥
∑
σ∈Λ
x+γ/2<σ≤2x
log
(
σ − x
2x
)
= N(2x) log(1/2)−N(x+ γ/2) log(γ/4x)−
∫ 2x
x+γ/2
1
t− xN(t) dt
= −(log 2)N(2x) +N(x+ γ/2) log(4x/γ)−
∫ x
γ/2
1
u
N(u+ x) du.
Notice that, ∫ x
γ/2
1
u
dt = log
(
2x
γ
)
.
Thus,
logD4(x) ≥ −(log 2)N(2x) + (log 2)N(x+ γ/2)
−
∫ x
γ/2
1
u
(N(u+ x)−N(γ/2 + x)) du. (3.8)
The difference between assumptions (1.20) and (3.2) appears in the estimate
of
N(u+ x)−N(γ/2 + x).
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– Assume first, that N satisfies (1.20). Formula (3.4) implies
N(u+ x)−N(γ/2 + x) ≤ (u+ x)R(γ/2 + x) ≤ 2xR(x),
which leads to
logD4(x) ≥ −(log 2)N(2x) + (log 2)N(x+ γ/2)− 2xR(x) log(2x/γ).
Finally, from (1.20) and Lemma 3.2, we deduce that
logD4(x) ≥ −(log 2)N¯(2x)α − 2 N¯
1− αx
α log
(
2x
γ
)
which ends the proof.
– Assume now that N satisfies (3.2). Then,
|N(x+ u)−N(x+ γ/2)| ≤ 2C + N¯ |(x+ u)α − (x+ γ/2)α|
≤ 2C + N¯ |u− γ/2|α
≤ 2C + N¯ |u|α.
Integrating this inequality we obtain∫ x
γ/2
1
u
(N(x+ u)−N(x+ γ/2)) du ≤ 2C log
(
2x
γ
)
+ N¯
∫ x
γ/2
|u|α−1
≤ 2C log
(
2x
γ
)
+
N¯
α
xα.
Getting back to (3.8), we obtain
logD4(x) ≥ −(log 2)N(2x)− 2C log (2x/γ)− N¯
α
xα.
Using again (3.2) ends the proof.
3.1.2. Estimates of derivatives of Blaschke product.
We now prove estimates similar to Proposition 3.1 but on derivatives of the inverse
of Blaschke products.
Proposition 3.2. Let α ∈ (0, 1) and N¯ > 0. Let Λ be a family such that its
counting function N satisfies (1.20).
For any λ ∈ Λ, and any k ≥ 1, we have the estimate∣∣∣∣∣
(
1
WΛλ
)(k)
(λ)
∣∣∣∣∣ ≤ k!
(
λ+ 5
ρλ
)cγλ ( 2
min(γ, ρλ)
)k
exp
(
Cα,N¯
(
1 + log
(
λ
γ
))
λα
)
,
∀γ ∈ (0, 2),
where Cα,N¯ > 0 only depends on the parameters α and N¯ .
Remark 3.2. As detailed for Proposition 3.1, the same estimate as the one given
in Proposition 3.2 holds without the log(λ) term in the exponential if one replaces
assumption (1.20) by (3.2).
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Proof. The proof relies on the Cauchy formula and Proposition 3.1. Let Γλ be
the circle centered at λ and of radius rλ :=
min(γ,ρλ)
2
Γλ :=
{
z ∈ C, |z − λ| = min(γ, ρλ)
2
}
.
By definition of ρλ the associated closed disk Dλ does not contain any other element
of Λ \ {λ} and therefore 1
WΛλ
is holomorphic in a neighborhood of Dλ, and we can
apply the Cauchy formula to get(
1
WΛλ
)(k)
(λ) =
k!
2ipi
∫
Γλ
1
WΛλ (z)
(z − λ)k+1 dz.
It follows that ∣∣∣∣∣
(
1
WΛλ
)(k)
(λ)
∣∣∣∣∣ ≤ k!rkλ supz∈Γλ
∣∣∣∣ 1WΛλ (z)
∣∣∣∣ . (3.9)
Thus, we are reduced to estimate 1
WΛλ
on Γλ.
For any z ∈ C+ := {z ∈ C : <(z) > 0}, since |λ−<z| ≤ |λ+ <z|, notice that∣∣∣∣λ− zλ+ z
∣∣∣∣2 = (λ−<z)2 + (=z)2(λ+ <z)2 + (=z)2 ≥ (λ−<z)2(λ+ <z)2 .
Thus, we obtain, for any z ∈ C+∣∣WΛλ (z)∣∣ ≥ ∣∣WΛλ (<z)∣∣ .
Notice that, for any λ ∈ Λ, thanks to (1.17), one has λ ≥ ρλ and thus Γλ ⊂ C+. From
(3.9), we get ∣∣∣∣∣
(
1
WΛλ
)(k)
(λ)
∣∣∣∣∣ ≤ k!rkλ supx∈[λ−rλ,λ+rλ]
∣∣∣∣ 1WΛλ (x)
∣∣∣∣ . (3.10)
By definition of rλ we can apply Proposition 3.1 for every x ∈ [λ− rλ, λ+ rλ]. Then,
using that rλ ≤ 1 (since we assumed γ < 2), the claim follows.
3.2. Construction of biorthogonal families.
3.2.1. A biorthogonal family to the exponentials.
In this section, we prove Theorem 1.3. We start with the following construction
of a biorthogonal family to the exponentials in infinite time.
Proposition 3.3. Let α ∈ (0, 1), N¯ > 0 and let Λ ⊂ (0,+∞) be a countable
family whose counting function N satisfies (1.20).
Then, there exists a family of functions (qλ,∞)λ∈Λ ⊂ L2(0,+∞) which is biorthog-
onal to the exponential functions{
t 7→ e−λt ; λ ∈ Λ} ,
that is ∫ +∞
0
e−λtqµ,∞(t)dt = δλ,µ, ∀λ, µ ∈ Λ,
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and that satisfies for any λ ∈ Λ, the estimate
‖qλ,∞‖L2(0,+∞) ≤ Cα,N¯
(
λ+ γ
ρλ
)cγλ
exp
(
Cα,N¯ (1 + log(λ/γ))λ
α
)
, ∀γ > 0, (3.11)
where Cα,N¯ only depend on the parameters α and N¯ , and ρλ, c
γ
λ are defined in (1.17)
and (1.18) respectively.
Remark 3.3. As detailed for Proposition 3.1, the same estimate as (3.11) holds
without the log(λ) term in the exponential if one replaces assumption (1.20) by (3.2).
Proof. The proof rely on the isometry induced by the Laplace transform
L : L2(0,+∞;C)→ H2(C+)
f 7→
(
F : λ 7→
∫ +∞
0
f(t)e−λtdt
)
onto the Hardy space H2(C+) endowed with the norm
‖F‖2H2(C+) =
∫ +∞
−∞
|F (iy)|2dy.
For more details about this isometry we refer to [28, p. 19–20] and the references
therein.
For any given λ ∈ Λ, we define
Jλ(z) :=
1 + λ
WΛλ (λ)
WΛλ (z)
1 + z
, ∀z ∈ C+,
which is clearly holomorphic in C+. Moreover, since WΛλ satisfies
|WΛλ (iy)| = 1, for any y ∈ R, (3.12)
we get that Jλ ∈ H2(C+) and that
‖Jλ‖H2(C+) =
(∫ +∞
−∞
1
1 + y2
dy
) 1
2 1 + λ
|WΛλ (λ)|
=
√
pi(1 + λ)
|WΛλ (λ)|
.
By Proposition 3.1, we finally obtain the estimate
‖Jλ‖H2(C+) ≤ Cα,N¯
(
λ+ γ
ρλ
)cγλ
exp
(
Cα,N¯ (1− log λ/γ)λα
)
.
We define qλ,∞ := <
(L−1(Jλ)) so that, by the isometry property of the Laplace
transform, the expected L2 bound for qλ,∞ holds. Moreover, by the properties of WΛλ ,
we have
Jλ(λ) = 1, and Jλ(µ) = 0, ∀µ ∈ Λ\{λ}. (3.13)
This translates, thanks to the Laplace transform definition, into the expected orthog-
onality conditions ∫ +∞
0
qλ,∞(t)e−µtdt = δλ,µ, µ ∈ Λ.
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The proof is complete.
For T ∈ (0,+∞], let us now introduce the spaces
A(Λ, T ) = Span
(
t 7→ e−λt, λ ∈ Λ)L2(0,T ).
We will use the following general result that is a consequence of the study of Remez-
type inequalities in Mu¨ntz spaces that can be found for instance in [12, 13]. A detailed
proof is proposed in [14].
Theorem 3.1. Let α ∈ (0, 1), N¯ > 0 and Λ ⊂ (0,+∞) be a family whose counting
function satisfies (1.20). For any T > 0, there exists a Cα,N¯,T > 0 depending only on
α, N¯ and T such that
‖f‖L2(0,+∞) ≤ Cα,N¯,T ‖f‖L2(0,T ), ∀f ∈ A(Λ,∞).
The invertibility of the restriction map on A(Λ,∞) was already proven for instance
in [28] and uniform estimates (with respect to different parameters) for the above
constant were proved in [21, Theorem 1.3] under an additional gap condition. Here,
we need uniform bounds with respect to the counting function and we do not require
any gap condition. This is why we will use the estimate given in Theorem 3.1.
We now have all the ingredients to prove Theorem 1.3.
Proof (of Theorem 1.3). Let (qλ,∞)λ∈Λ be the biorthogonal family to the expo-
nentials in L2(0,+∞) given by Proposition 3.3. We start by projecting those functions
onto the closed subspace A(Λ,∞) by setting
q˜λ := ProjA(Λ,∞) qλ,∞, ∀λ ∈ Λ.
By construction we have, for any µ ∈ Λ,∫ +∞
0
q˜λ(t)e
−µtdt =
∫ +∞
0
qλ,∞(t)e−µtdt = δλ,µ,
and moreover ‖q˜λ‖L2(0,∞) ≤ ‖qλ,∞‖L2(0,∞). Therefore (q˜λ)λ is also a biorthogonal
family satisfying the same bounds as (qλ,∞)λ but it has the additional property to be
included in the set A(Λ,∞).
For a finite given T > 0, let us define the restriction operator
RΛ,T : f ∈ A(Λ,∞) 7→ f|(0,T ) ∈ A(Λ, T ).
By Theorem 3.1, we know that it is invertible and that the following uniform bound
holds
‖R−1Λ,T ‖ ≤ Cα,N¯,T ,
therefore the adjoint (R−1Λ,T )
∗ is an operator from A(Λ,∞) onto A(Λ, T ) that satisfies
the same bound.
Then, setting
qλ := (R
−1
Λ,T )
∗q˜λ, ∀λ ∈ Λ,
we see that the biorthogonality property in L2(0, T ) is guaranteed as well as the
expected bounds.
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3.2.2. A more general biorthogonal family.
The previous construction can be extended to prove the existence and suitable
estimates of a biorthogonal family in L2(0, T ) to{
t 7→ (−t)je−λt ; j ∈ J0, dK , λ ∈ Λ} ,
as detailed in the following theorem.
Theorem 3.2. Let α ∈ (0, 1), N¯ > 0, d ∈ N, and let Λ ⊂ (0,+∞) be a countable
family whose counting function N satisfies (1.20).
Then, there exists a family of functions (qlλ,T )l∈J0,dK,λ∈Λ ⊂ L2(0,+∞) which has
the following biorthogonality property
∫ T
0
(−t)je−λtqlµ,T (t)dt = δλ,µδj,l, ∀λ, µ ∈ Λ, ∀j, l ∈ J0, dK , (3.14)
and that satisfies for any λ ∈ Λ and j ∈ J0, dK, the estimates
‖qjλ,T ‖L2(0,T ) ≤ Cα,N¯,T,d
(
λ+ 5
ρλ
)(d+1)cγλ ( 2
min(γ, ρλ)
)d+1
× exp (Cα,N¯,d(1 + log(λ/γ))λα) , ∀γ ∈ (0, 2), (3.15)
where Cα,N¯,d and Cα,N¯,T,d only depend on the parameters α, N¯ , d (and T ).
Remark 3.4. As detailed for Proposition 3.1, the same estimate as (3.15) holds
without the log(λ) term in the exponential if one replaces assumption (1.20) by (3.2).
Proof. The proof follows the same line as the one of Theorem 1.3. We only detail
how to adapt Proposition 3.3.
For any λ ∈ Λ and any l ∈ J0, dK, we are looking for a function J lλ ∈ H2(C+)
satisfying
1. ∀σ ∈ Λ\{λ}, ∀p ∈ J0, dK , (J lλ)(p)(σ) = 0,
2. ∀p ∈ J0, dK , (J lλ)(p)(λ) = δp,l,
with suitable estimates of its norm. Notice that condition (3.14) amounts to:
[L(qlλ)](p) (σ) = δλ,σδp,l,
which is given by conditions 1 and 2.
Let us look for J lλ in the following form
J lλ(z) := P
l
λ(z)
(
WΛλ (z)
β(z)
)d+1
,
where β(z) = 1 + z and P lλ is a polynomial of degree d to be determined so that
condition 2 is satisfied. Notice that the term
(
WΛλ
)d+1
ensures that condition 1
holds, whereas the term 1
β(z)d+1
= 1
(1+z)d
makes J lλ integrable on iR as we shall see.
Let us now determine the polynomial P lλ. For any k ∈ J0, dK, this polynomial
30
should satisfy
(
P lλ
)(k)
(λ) =
[
J lλ ×
(
β
WΛλ
)d+1](k)
(λ)
=
k∑
p=0
(
k
p
)
(J lλ)
(p)(λ)
[(
β
WΛλ
)d+1](k−p)
(λ)
=
k∑
p=0
(
k
p
)
δp,l
[(
β
WΛλ
)d+1](k−p)
(λ)
=

(
k
l
)[(
β
WΛλ
)d+1](k−l)
(λ) if k ≥ l,
0 if k < l.
Thus, setting
P lλ(z) =
d∑
k=l
(
k
l
)[(
β
WΛλ
)d+1](k−l)
(λ)
(z − λ)k
k!
(3.16)
ensures condition 2. We now turn to the estimate of ‖J lλ‖H2(C+). First, recall that
for all y ∈ R, we have ∣∣WΛλ (iy)∣∣ = 1. Therefore,
‖J lλ‖2H2(C+) =
∫ ∞
−∞
|J lλ(iy)|2dy =
∫ ∞
−∞
∣∣∣∣ P lλ(iy)(1 + iy)d+1
∣∣∣∣2 dy.
Note that, according to (3.16), there exists Cd > 0 such that, for any z ∈ C,
∣∣(P lλ)(z)∣∣ ≤ Cd(1 + |z|)d(1 + λ)2d+1 d−l∑
k=0
∣∣∣∣∣
[
1
(WΛλ )
d+1
](k)
(λ)
∣∣∣∣∣ .
Hence,
‖J lλ‖H2(C+) ≤ Cd(1 + λ)2d+1
d−l∑
k=0
∣∣∣∣∣
[
1
(WΛλ )
d+1
](k)
(λ)
∣∣∣∣∣ . (3.17)
Then, from Leibniz rule and Proposition 3.2, we obtain (3.15).
As in the proof of Theorem 1.3, the desired biorthogonal family in L2(0, T ;R)
will follow from the suitable version of Theorem 3.1 adapted to the new family of
functions we consider here, see the details in [14].
4. Application to cascade systems of Grushin equations.
We gather the spectral analysis done in Section 2 and the general construction of
biorthogonal family proved in Section 3 to prove Theorem 1.1. Then, in Section 4.2,
we extend these results to the cascade system of coupled Grushin equations (1.22).
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4.1. Minimal null control time of Grushin equation.
In this section, we prove Theorem 1.1. From the strategy detailed in Section 1,
we want to prove that for T > a
2
2 the system (1.4) is null controllable with a control
un uniformly bounded with respect to n. The same arguments as the one of [8,
Proposition 4.1] (see also [8, Proposition 3.1]) based on cut-off arguments prove that
it is sufficient to consider the case ω = (a, 1)× (0, 1).
Recall that from (1.6), the control
un(t, x) = −
∑
k∈N∗
e−λk,nT
〈
f0n, gk,n
〉
L2(−1,1)
gk,n(x)
‖gk,n‖2L2(a,1)
qk,n(T − t),
formally solves the moments problem (1.5).
To deal with the biorthogonal family (qk,n)k∈N∗ , we prove the following uniform
bound on the counting function.
Proposition 4.1. There exists C > 0, such that,
λk,n ≥ Ck2, ∀k, n ∈ N∗. (4.1)
Thus, there exists C > 0 such that, the counting function Nn of the family Λn
(see (1.16)) satisfies
Nn(r) ≤ C
√
r, ∀r > 0, ∀n ∈ N∗.
Proof. In [17, p.104, thm 11], the authors use Rayleigh’s Theorem to deduce that
λk,n =
k2pi2
4
+ rk,n, (4.2)
where |rk,n| ≤ n2pi2 for any n, k ∈ N∗. To prove (4.1), we consider two different
situations
• if k ≥ 3n then, according to (4.2), there exists c1 > 0 such that
λk,n ≥ k
2pi2
4
− n2pi2 ≥ c1k2,
• if k < 3n then, according to Proposition 2.1, there exists c2 > 0, such that
λk,n ≥ (2k − 1)npi ≥ kn ≥ c2k2.
Then we set C := min(c1, c2). The uniform asymptotic on Nn follows directly.
We now get the following bound on the biorthogonal family using Theorem 1.3.
The estimate given by Theorem 1.3 will be sufficient for our purpose: in the range of
frequencies for which we do not have a uniform gap, we have a poor gap-type inequality
(see Proposition 1.2) but which concerns not so much frequencies (see (1.15)).
Proposition 4.2. Let T > 0 and ε > 0. There exists CT,ε > 0 such that, for any
n ∈ N∗, there exists a biorthogonal family (qk,n)k∈N∗ to the exponentials associated
with Λn in L
2(0, T ;R) i.e.∫ T
0
e−λk,ntqj,n(t)dt = δk,j , ∀k, j ∈ N∗,
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which satisfies
‖qk,n‖L2(0,T ) ≤ CT,εeελk,n , ∀k ∈ N∗.
Proof. Let ε > 0. Let τ ∈ [ 34 , 1) be such that
3(1− τ) ≤ ε
2
, (4.3)
and γτ the constant given by Corollary (1.2).
Using Theorem 1.3 with the parameter γτ and Proposition 4.1, there exists such
a biorthogonal family which satisfies
‖qk,n‖L2(0,T ) ≤ CT exp
(
C (1− log γτ + log λk,n)
√
λk,n
)(λk,n + γτ
ρk,n
)cγτk,n
.
We now consider two cases.
• If λk,n ∈ Lτ,n ∪ Un, then, from Corollary 1.2, it comes that ρk,n ≥ γτ and thus
cγτk,n = 0. Then, we obtain
‖qk,n‖L2(0,T ) ≤ CT exp
(
C (1− log γτ + log λk,n)
√
λk,n
)
,
which ends the proof in this case.
• Otherwise, λk,n ∈Mτ,n. From Proposition 1.2 and Proposition 2.1, we obtain
ρk,n ≥
√
λk,n
2
exp
(
−8
3
√
λk,n
)
≥ exp
(
−3√λk,n) .
From Corollary 1.2, we have dist(Lτ,n, Un) ≥ γτ . Together with (1.15) and (1.13),
this implies
cγτk,n ≤ #Mτ,n + 1 ≤ (1− τ)
npi
2
+ 2 ≤ (1− τ)√λk,n + 2.
From (4.3), it comes that(
1
ρk,n
)cγτk,n
≤ exp
(
3(1− τ)λk,n + 6
√
λk,n
)
≤ exp
(ε
2
λk,n + 6
√
λk,n
)
. (4.4)
Finally, this implies
‖qk,n‖L2(0,T ) ≤ CT exp
(
C (1− log γτ + log(λk,n + γτ ))
√
λk,n
)
exp
(ε
2
λk,n
)
,
which ends the proof.
Remark 4.1. As mentioned in the beginning of Section 1.4.3, estimate (4.4) is
the key point to obtain the bound on the biorthogonal family given in Proposition 4.2.
The very weak gap information coming from Proposition 1.2 is somehow compensated
by the fact that this information does not concern too many eigenvalues (see (1.15)).
We can now prove Theorem 1.1.
Proof (of Theorem 1.1). Let T > a
2
2 . Let ε > 0 and η > 0 be such that
T >
a2
2
+
η
2
+ ε.
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From Proposition 1.1, it comes that
‖gk,n‖2L2(a,1) ≥ Cη
e−npi(a
2+η)
n2pi2
.
From Proposition 2.1, it comes that
λk,n ≥ npi(2k − 1) ≥ npi + 2(k − 1), ∀k, n ∈ N∗.
Together with Proposition 4.2, we obtain that the control un given by (1.6) satisfies
‖un‖L2((0,T )×(a,1)) ≤ Cε,η
(∑
k∈N∗
e−2(k−1)(T−ε)
)
n2pi2e
−npi
(
T− a22 − η2−ε
)
‖f0n‖L2(−1,1)
≤ Cε,η,T ‖f0n‖L2(−1,1),
which ends the proof of Theorem 1.1.
4.2. Minimal null control time of cascade systems of Grushin equations.
This section is dedicated to the proof of Theorem 1.4 that is the proof of null
controllability in time T > a
2
2 of the cascade system (1.22). As in the scalar case, one
of the crucial steps is the following estimate of biorthogonal families.
Proposition 4.3. Let T > 0, ε > 0 and d ≥ 2. There exists CT,ε,d > 0 such
that, for any n ∈ N∗, there exists a biorthogonal family (qlk,n)k∈N∗,l∈J0,d−1K to{
t 7→ (−t)le−λk,nt ; k ≥ 1, l ∈ J0, d− 1K}
in L2(0, T ;R) i.e.∫ T
0
(−t)pe−λk,ntqlj,n(t)dt = δk,jδp,l, ∀k, j ∈ N∗, ∀p, l ∈ J0, d− 1K ,
which satisfies
‖qlk,n‖L2(0,T ) ≤ CT,ε,deελk,n , ∀k ∈ N∗,∀l ∈ J0, d− 1K .
Proof. Let ε > 0 and d ≥ 2. Let τ ∈ [ 34 , 1) be such that
3d(1− τ) ≤ ε
2
, (4.5)
and γτ the constant given by Corollary (1.2).
The rest of the proof follows exactly the proof of Proposition 4.2 but we apply
the abstract construction given in Theorem 3.2 instead of Theorem 1.3. Again, if
λk,n ∈ Lτ,n ∪ Un, the estimate follows directly whereas, if λk,n ∈ Mτ,n the main
contribution comes from the term(
1
ρλ
)dcγτλ
≤ exp
(
3d(1− τ)λk,n + 6d
√
λk,n
)
≤ e ε2λk,n+6d
√
λk,n ,
where we used (4.5).
We now turn to the proof of Theorem 1.4.
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Proof (of Theorem 1.4). Let T > a
2
2 . Following the method presented in Sec-
tion 1.3, for every n ∈ N∗, it suffices to find a null control un, uniformly bounded with
respect to n, to the following 1D system
∂tFn(t, x) +OnFn(t, x) = Bdun(t, x)1(a,b)(x), (t, x) ∈ (0, T )× (−1, 1),
Fn(t,±1) = 0, t ∈ (0, T ),
Fn(0, x) = F
0
n(x) ∈ (L2(−1, 1))d, x ∈ (−1, 1),
(4.6)
where we have introduced the operator On := AnId +Kd.
The reduction of the null controllability of cascase systems like (4.6) to a moments
problem as well as its formal resolution cand be found for instance in [3, Section 5.1].
For an adaptation with a distributed control as considered in (4.6), we refer for in-
stance to [2, Proof of Theorem 5.2].
Following these references, we consider the Hilbert basis of L2(−1, 1;R)d of gen-
eralized eigenvectors
Φrk,n(x) := gk,n(x)er, ∀r ∈ J1, dK , k, n ∈ N∗,
where er is the r
th vector of the canonical basis of Rd i.e.
(O∗n − λk,n)Φrk,n = Φr−1k,n , (4.7)
where Φ0k,n = 0. With this notation, a formal null control of (4.6) is given by
un(t, x) = −
∑
k∈N∗
d∑
r=1
(r − 1)!〈F 0n , e−O
∗
nTΦrk,n〉L2(−1,1)
gk,n(x)
‖gk,n‖2L2(a,b)
qr−1k,n (T − t).
From (4.7), we obtain
e−O
∗
ntΦrk,n = e
−λk,nt
r−1∑
s=0
(−t)s
s!
Φr−sk,n ,
which implies ∣∣∣〈F 0n , e−O∗nTΦrk,n〉L2(−1,1)∣∣∣ ≤ Cde−λk,nT ‖F 0n‖L2(−1,1).
Then, null controllability in time T follows exactly as in the proof of Theorem 1.1.
4.3. Extension to boundary controls.
In this section we detail how to adapt our analysis to deal with boundary controls.
This leads to Theorem 1.5. First, let us consider the scalar case i.e. d = 1.
Using a classical argument based on cut-off functions, the lack of null controlla-
bility in time T < 12 follows directly from Theorem 1.1.
Now, let T > 12 and ε > 0 be such that T >
1
2 + 2ε. As previously, null
controllability of (1.2) is equivalent to the uniform (with respect to the parameter
n) controllability of the following family of problems
∂tfn(t, x) +Anfn(t, x) = 0, (t, x) ∈ (0, T )× (−1, 1),
fn(t,−1) = 0, t ∈ (0, T ),
fn(t, 1) = un(t), t ∈ (0, T ),
fn(0, x) = f
0
n(x), x ∈ (−1, 1).
(4.8)
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The moments problem equivalent to the null controllability of (4.8) now reads
g′k,n(1)
∫ T
0
e−λk,n(T−t)un(t)dt = −
〈
f0n, e
−λk,nT gk,n
〉
L2(−1,1) , ∀k ∈ N∗. (4.9)
A formal solution of this countable family of equations is given by
un(t) = −
∑
k∈N∗
e−λk,nT
〈
f0n, gk,n
〉
L2(−1,1)
g′k,n(1)
qk,n(T − t), (4.10)
where, for any n ∈ N∗, (qk,n)k∈N∗ is the biorthogonal family in L2(0, T ;R) to{
t 7→ e−λk,nt ; k ∈ N∗}
given in Proposition 4.2. Thus, there exists CT,ε > 0 such that
‖qk,n‖L2(0,T ) ≤ CT,εeελk,n , ∀k ∈ N∗, ∀n ∈ N∗. (4.11)
The only thing left to prove unifom null controllability of (4.8) in time T is to give a
suitable lower bound on |g′k,n(1)|. This lower bound is given in the following propo-
sition.
Proposition 4.4. For any ε > 0, there exists Cε > 0 such that
|g′k,n(1)| ≥ Cεe−λk,n(
1
2 +ε), ∀k ∈ N∗, ∀n ∈ N∗.
Proof. Using a classical argument of extension of the spatial domain, the analysis
of the minimal null control time done in [8] implies the null controllability in any time
T > 12 of the boundary control problem
∂tf(t, x, y) +Df(t, x, y) = 0, (t, x, y) ∈ (0, T )× Ω
f(t, x, y) = 0, (t, x, y) ∈ (0, T )× (∂Ω\Γ)
f(t, x, y) = u(t, y), (t, x, y) ∈ (0, T )× Γ
f(0, x, y) = f0(x, y) ∈ L2(Ω), (x, y) ∈ Ω,
(4.12)
where Γ = Γ−1 ∪ Γ1 with Γ±1 = {±1} × [0, 1]. Thus, this problem satisfies the
quantitative Fattorini-Hautus (proved in [19, Proposition 2.3] and studied in more
details in [5]) which is a necessary condition for null controllability in time T . In
particular, for any ε > 0, there exists Cε > 0 such that every normalized eigenvector
ϕλ of D associated with the eigenvalue λ satisfies
‖∂νϕλ‖2L2(Γ) ≥ Cελe−2λ(
1
2 +ε).
Applying this inequality to (x, y) 7→ gk,n(x)φn(y) we obtain
|g′k,n(−1)|2 + |g′k,n(1)|2 ≥ Cελk,ne−2λk,n(
1
2 +ε), ∀k ∈ N∗, ∀n ∈ N∗.
As the eigenfunctions gk,n are either odd or even (see Lemma 2.1) this ends the proof
of Proposition 4.4.
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Recall that, from Proposition 2.1,
λk,n ≥ npi(2k − 1) ≥ 2k − 1, ∀k ∈ N∗,∀n ∈ N∗.
Then, using Proposition 4.4 and estimate (4.11) in (4.10) leads to the existence of
CT,ε > 0 such that
‖un‖L2(0,T ) ≤ CT,ε
∑
k∈N∗
e−λk,nT eλk,n(
1
2 +ε)eελk,n
∣∣∣〈f0n, gk,n〉L2(−1,1)∣∣∣
≤ CT,ε
∑
k∈N∗
(
e−(2k−1)(T−
1
2−2ε)
)
‖f0n‖L2(−1,1)
which ends the proof of Theorem 1.5 in the case d = 1.
The adaptation to the minimal null control time of the cascade system (1.23)
follows exactly the lines of Section 4.2.
5. Appendix.
5.1. Proof of Lemma 2.3.
Recall that the functions (Gk)k≥1 are normalized in L2(R) and satisfy
Gk(x) =
e−x
2/2Hk(x)
pi1/42
k−1
2
√
(k − 1)!
, (5.1)
where Hk is the (k − 1)th Hermite polynomial defined by
Hk(x) = (−1)k−1ex2 d
k−1
dxk−1
e−x
2
, ∀k ≥ 1.
These polynomials are orthogonal for the following scalar product
(f, g) =
∫
R
f(x)g(x)e−x
2
dx.
Those functions are drawn in Figure 5.1.
Let us start by showing
0 < Gk(x) ≤ Gk+1(x), ∀x ≥
√
npi, ∀k ∈
r
1,
pi
2
n
z
. (5.2)
One can observe this inequality in Figure 5.1.
From the definition of Hermite polynomials, one can derive easily the classical
recurrence relation (see for instance [29, Section 5.5])
Hk(x) = 2xHk−1(x)− 2(k − 2)Hk−2(x), ∀k ≥ 2.
Then, we use (5.1) to get:
Gk(x) = 2x
e−x
2/2Hk−1(x)
pi1/42
k−1
2
√
(k − 1)!
− 2(k − 2)
pi1/42
k−1
2
√
(k − 1)!
e−x
2/2Hk−2(x)
=
√
2
k − 1xGk−1(x)−
√
k − 2√
k − 1Gk−2(x).
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Figure 5.1: Graph of some eigenfunctions of the harmonic oscillator.
Let us fix n ∈ N∗ and prove (5.2) by induction on k.
Since G1(x) =
e−x
2/2
pi1/4
and G2(x) =
xe−x
2/2
pi1/4
√
2
, inequality (5.2) holds for k = 1.
Take k ≥ 2 and suppose that (5.2) holds for k − 1: for any x ≥ √npi, Gk(x) ≥
Gk−1(x) > 0. According to the above recurrence relation, we have
Gk+1(x) =
√
2
k
xGk(x)−
√
k − 1
k
Gk−1(x). (5.3)
Thus,
Gk+1(x) ≥
(√
2
k
x−
√
k − 1
k
)
Gk(x). (5.4)
Since x ≥ √npi, we have√
2
k
x−
√
k − 1
k
≥
√
2
k
√
npi − 1 ≥
√
2
k
√
2k − 1 ≥ 1,
since k ≤ pin2 . As Gk(x) > 0, this gives (5.2).
According to inequality (5.2), Lemma 2.3 is proved, if for k0 :=
⌊
τnpi2
⌋
, the
following inequality holds
Gk0(
√
npi) ≤ C1e−C2n. (5.5)
Let us show this inequality. First, for any k ∈ N∗, Gk is decreasing in [√µk,+∞).
Indeed, when x ≥ √µk, we have proved that Gk(x) > 0. Moreover, for a such x,
G′′k(x) = (x
2 − µk)Gk(x) ≥ 0. Thus, the function Gk is convex in [√µk,+∞[ and
tends to zero at infinity. It follows that Gk is decreasing in this interval.
It suffices now to show that Gk0(x0) ≤ C1e−C2n for a x0 such that
√
npi ≥ x0 ≥√
µk0 . Recall that µk = 2k − 1.
As τ ∈ (0, 1), let α > 0 be such that cosh(α) =
√
1
τ . Let x0 :=
√
µk0 cosh(α).
Observe that, for any n ∈ N∗,
√
npi ≥ x0 ≥ √µk0 .
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Then, the estimate given in [29, formula (8.22.13), p. 201] reads
Gk0(x0) =
exp
[
(k02 − 14 )(2α− sinh(2α)
]
√
pi23/4(k0 − 1)1/4
√
sinh(α)
(
1 +Oτ
(
1
n
))
,
where Oτ
(
1
n
)
only depends on τ and n. Recall that α > 0, so using that 2α −
sinh(2α) < 0, we find, for n ≥ n0 with n0 large enough,
Gk0(x0) ≤ C1 exp(−C2n),
where C1 et C2 only depend on τ .
Remark 5.1. Lemma 2.3 is the only step in the whole spectral analysis that
requires the introduction of the parameter τ . This is what introduces a discrepancy
between the analysis of low and high frequencies and led us to the generalization of
biorthogonal families stated in Theorem 1.3. In the case τ = 1, instead of Lemma 2.3,
we only obtain a polynomial decay (with respect to n) of Gk(x) in the considered range
for k and x. This decay would not be sufficient to repeat the proof of the uniform gap
property fo low frequencies (see for instance (2.19)).
5.2. Proof of Lemma 2.2.
We shall in fact prove the following slightly more general property: for any δ ∈
(0, 1), there exists an integer n0(δ) ∈ N∗ such that∫
Ωn
G2k(x)dx ≥ 1− δ, ∀k ≤
pi
2
n, ∀n ≥ n0.
Recall that µk = 2k − 1. Let δ ∈ (0, 1) and ε ∈ (0, pi2 ) to be defined later, but
depending only on δ. Let k ≤ pi2n, we have
√
npi ≥ √µk ≥ √µk cos(ε). Since G2k is
even, ∫
Ωn
G2k(x)dx = 2
∫ √npi
0
G2k(x)dx ≥ 2
∫ √µk cos(ε)
0
G2k(x)dx.
Let us make the change of variable x =
√
µk cos(φ) with φ ∈ [ε, pi2 ],∫
Ωn
G2k(x)dx ≥ 2
∫ pi
2
ε
G2k
(√
µk cos(φ)
)√
µk sin(φ)dφ.
For any φ ∈ (ε, pi2 ), the following formula for Gk(
√
µk cos(φ)) holds (see [29, Theorem
8.22.9, p. 201])
Gk(
√
µk cos(φ)) =
21/4√
pi(k − 1)1/4√sin(φ)
(
sin
((
k
2
− 1
4
)
(sin(2φ)− 2φ) + 3pi
4
)
+ rε,k
)
, (5.6)
where rε,k only depends on ε and k and, for ε fixed, rε,k = O
k→+∞
(
1
k
)
.
Thus,∫
Ωn
G2k(x)dx ≥
2
√
2
√
2k − 1
pi
√
k − 1
∫ pi
2
ε
(
sin
((
k
2
− 1
4
)
(sin(2φ)− 2φ) + 3pi
4
)
+ rε,k
)2
dφ
≥ 4
pi
∫ pi
2
ε
(
sin
((
k
2
− 1
4
)
(sin(2φ)− 2φ) + 3pi
4
)
+ rε,k
)2
dφ.
(5.7)
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Let us focus on the term that does not involve rε,k. Let
vk : φ 7→
(
k − 1
2
)
(sin(2φ)− 2φ) + 3pi
2
.
We have
4
pi
∫ pi
2
ε
sin2
(
vk(φ)
2
)
dφ =
2
pi
1− 2
pi
∫ pi
2
ε
cos (vk(φ)) dφ
= 1− ε 2
pi
− 2
pi
∫ pi
2
ε
cos (vk(φ)) dφ.
To estimate this term, we will fix ε sufficiently small (depending on δ) and prove that
the remaining integral goes to 0 when k goes to +∞.
Indeed, integrating by parts, we obtain
4
pi
∫ pi
2
ε
sin2 (2vk(φ)) dφ = 1− ε 2
pi
− 2
pi
∫ pi
2
ε
cos (vk(φ))
v′k(φ)
v′k(φ)
dφ
= 1− ε 2
pi
− 2
pi
[
sin(vk(φ)
v′k(φ)
]pi
2
ε
sin(vk(φ))v
′′
k (φ)
(v′k(φ))2
dφ.
Since, sin
(
vk
(
pi
2
))
= 0 and
v′′k (φ)
(v′k(φ))2
=
−1
2k − 1
2 sin(2φ)
(1− cos(2φ))2 =
−1
2k − 1
cos(φ)
sin3(φ)
,
we obtain
4
pi
∫ pi
2
ε
sin2
(
vk(φ)
2
)
dφ ≥ 1− ε 2
pi
− 2
pi
1
1− cos(2ε)
1
2k − 1 −
1
sin3(ε)
1
2k − 1 . (5.8)
Now let us fix ε > 0 such that ε 2pi =
δ
3 . There exists K˜ ∈ N∗ such that
2
pi
1
1− cos(2ε)
1
2k − 1 −
1
sin3(ε)
1
2k − 1 ≤
δ
3
, ∀k ≥ K˜.
Notice that K˜ depends only on ε and thus only on δ.
Finally, let us deal with the remaining terms in (5.7). As ε is fixed and rε,k =
O
k→+∞
(
1
k
)
, it comes that, there exists Kδ ∈ N∗ depending only on δ such that
8
pi
rε,k
∫ pi
2
ε
sin
(
vk(φ)
2
)
dφ+
4
pi
(pi
2
− ε
)
r2ε,k ≤
δ
3
, ∀k ≥ Kδ.
Using this estimate and (5.8) in (5.7), we obtain that there exists K ∈ N∗ depending
only on δ such that∫
Ωn
G2k(x)dx ≥ 1− δ, ∀n, k ∈ N∗ such that
pi
2
n ≥ k ≥ K. (5.9)
Considering the finite number of k ∈ J1,K − 1K, as ‖Gk‖L2(R) = 1, it comes that∫
Ωn
G2k(x)dx →
n→+∞ 1.
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As K depends only on δ, we deduce that there exists n0 depending only on δ such
that ∫
Ωn
G2k(x)dx ≥ 1− δ, ∀k ≤
pi
2
n, ∀n ≥ n0,
which is exactly the generalized statement of Lemma 2.2 announced at the beginning
of Section 5.2.
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