This paper generalizes the discussion about disagreement versus uncertainty in macroeconomic survey data by emphasizing the importance of the (unknown) true predictive density. Using a forecast combination approach, we ask whether crosssections of survey point forecasts help to approximate the true predictive density. We find that although these cross-sections perform poorly individually, their inclusion into combined predictive densities can significantly improve upon densities relying solely on time series information.
Introduction
Decision making requires -beyond plain point forecasts -information about the uncertainty surrounding future events.
1 In economics, surveys among experts have been an important source used for constructing measures of uncertainty.
Following the seminal article by Zarnowitz and Lambros (1987) , the last decades have witnessed an extensive debate on how to best measure predictive uncertainty from expert surveys. In response to this challenge, the recent literature tends to construct variances from predictive histograms 2 which contain subjective probabilities of the target quantity falling into each of several histogram bins. An additional concept discussed in the literature is "disagreement", computed as the cross-sectional variance of experts' point forecasts. While Mankiw, Reis, and Wolfers (2003) discuss economic implications of disagreement per se, a number of studies (e.g. Bomberger (1996) , Giordani and Söderlind (2003) , Boero, Smith, and Wallis (2008) and Lahiri and Sheng (2010) ) analyze whether disagreement can serve as a proxy for uncertainty. Thereby, the benchmark measure of uncertainty is typically constructed from predictive histograms.
Two major assumptions (often implicitly made) underlie the current debate: i) uncertainty is to be measured by second moments and ii) these second moments are best constructed from predictive histograms which are perceived to represent the true predictive density.
Both assumptions are unrealistic. First, abstracting from a pure mean-variance utility concept, alternative uncertainty measures such as quantiles, ranges, number of modi and stochastic dominance considerations are important for forecast users. Second, it is by no means clear (see Giordani and Söderlind (2003) ) how to convert predictive histograms into a single variance-based measure of predictive uncertainty. Exemplary issues include the question of whether to take the average of variances constructed from individual-level histograms or the variance of an aggregate histogram, the design of the histogram bins as well as the predictive distribution within each bin.
Moreover, it seems unnecessarily restrictive to rely only on surveys as a single data source, since i) information from historical time series data can readily be added in a forecast combination setting (Wallis (2005) ) and ii) the existence of a single superior approximation to the true data-generating process appears unlikely, especially in the presence of structural breaks (Aiolfi, Capistrán, and Timmermann (2011) ). Recent studies by Kascha and Ravazzolo (2010) , Jore, Mitchell, and Vahey (2010) and Geweke and Amisano (2011) highlight the success of combining probabilistic forecasts, thereby generalizing findings from the literature on the combination of point forecasts (see Timmermann (2006) for a survey).
This paper analyzes whether the cross-sectional distribution of experts' point forecasts helps to approximate the true predictive densities of several US macroeconomic variables. If this is the case, then cross-sections of survey point forecasts are informative about "predictive uncertainty", in a precise sense and independently of the specific uncertainty measure employed by the forecast user. This question generalizes the debate on "uncertainty" versus "disagreement" along two dimensions: First, rather than focussing on the predictive variance as one specific measure of uncertainty, we consider an entire predictive distribution. Based on this predictive distribution, any desired measure of uncertainty can be constructed. Second, we analyze the information content of the entire cross-sectional distribution of experts' point forecasts, rather than "disagreement" as one specific characteristic of this distribution.
We tackle our research question in a forecast combination setting. Specifically, we construct estimates of the cross-sectional distribution of experts' point forecasts in two distinct survey data sets: The SPF data which contains quantitative forecasts, and the Financial Market Survey administered by the ZEW ("Centre of European Economic Research") containing qualitative forecasts of several US macroeconomic variables. Although qualitative forecasts convey less information than quantitative ones, they may be more reliable as they require less sophistication from survey participants. 3 We ask whether the cross-sectional distributions of point forecasts can add information to predictive densities obtained from three different time series models. These models are specifically chosen to capture a wide range of data sources and functional form assumptions, with the aim of creating a fairly tough benchmark setting for the survey data. We then analyze whether combined predictive densities including survey information lie significantly closer to the true predictive density than combined predictive densities solely relying on time series information.
Closeness to the true predictive density is defined and understood in a Maximum Likelihood sense. Hence, forecasts are evaluated by the log score criterion, which has the property that it is uniquely maximized by the true predictive density. Thus, the goal of finding the true predictive density is equivalent to the maximization of the expected log score.
The rest of this paper is organized as follows. Section 2 introduces our combination setting, Section 3 presents all individual survey-and time series models, Section 4 presents empirical results, and Section 5 concludes.
Model Setup and Data
Let Y t , t = 1, . . . , T denote the stationary transform of a macroeconomic variable sampled at quarterly frequency and F t the true information process. We are interested in the true two-quarter ahead 4 predictive density f t (Y t+2 ) ≡ f t (Y t+2 |F t ) which is usually unavailable since both the information set F t and the true functional form f t (·) are unknown. What we observe in reality are several incomplete information sets F j t ⊂ F t , j = 1, . . . , J on which we rely to specify J individual predictive densities f
. These may differ in both their underlying information sets and their functional form assumptions; in particular, we will later distinguish between survey-and time series information. In addition, we consider combined predictive densities of the form f
The specification of a loss function g(·) which expresses the forecast user's utility from the combination of a generic density forecastf t (Y t+2 ) and an ex-post realized outcome y t+2 is essential to our study. A wide range of loss functions have been suggested in the literature; see e.g. Winkler (1996) , Gneiting and Raftery (2007) as well as Boero, Smith, and Wallis (2010) . We use the log score criterion (Good (1952) ) given by g(y t+2 ;f t (Y t+2 )) = ln(f t (y t+2 )) which is the logarithmic value of the predictive density at the ex-post realized outcome. The log score is conceptually related to Maximum Likelihood and the familiar Kullback and Leibler (1951) 
The expected log score of a candidate predictive densityf t (Y t+2 ) is given by
The Kullback and Leibler (1951) distance between the true predictive density f t (Y t+2 ) and its approximationf t (Y t+2 ) is given by
Since the first term in (3) does not depend onf t , it is irrelevant for the task of choosing a good predictive density. Hence, maximizing the expected log score is tantamount to minimizing the Kullback and Leibler (1951) distance to the unknown true predictive density f t (Y t+2 ). The (unique) minimum of KL(f t ,f t ) (and hence, the unique maximum of the expected log score) is attained by settingf t (·) = f t (·); in this case, KL(f t , f t ) = 0. 5 This establishes that the log score is a "proper" scoring rule: a forecaster wishing to maximize the expected log score cannot do better than revealing what he thinks is the true predictive density f t (·) (Winkler (1969) ).
Clearly, the expected log score in (1) is unobservable in practice. Instead, the predictive density f j t is commonly evaluated on the basis of the realized log scores {ln(f j t (y t+2 ))} T −2 t=Tc corresponding to the evaluation sample y Tc+2 , ..., y T defined below, where T c < T . The negative of the log score, − ln(f j t (y t+2 )), is the loss of model f j at time t + 2. The corresponding sequence of loss differentials between model f j and a competing model f k is given by {d
t=Tc , where
Such sequences of loss differentials directly allow for statistical comparisons of the predictive accuracy of two or more competing models via tests in the spirit of Diebold and Mariano (1995, henceforth, DM) and Hansen (2005) , respectively; see Kascha and Ravazzolo (2010) and Bao, Lee, and Saltoglu (2007) for two exemplary applications.
Our empirical study uses information sets of different origins; we specify five models to estimate predictive densities on the basis of these information sets. The first two models are based on survey information, while the last three models are based on time series information. In our analysis, the latter models will serve (individually and in combined form) as benchmark predictive densities. The question we address is whether they can be significantly improved upon via combination with survey information. Our choice of time series based predictive densities is guided by the idea of spanning a wide range of data sources and functional form assumptions. This should render it fairly tough for the survey based densities to add further information.
The first model is developed around the SPF currently administered by the Federal Reserve Bank of Philadelphia. The survey provides two-quarter ahead point forecasts of important macroeconomic aggregates, at the individual forecaster level (roughly 30-40 participants per period). 6 We employ a nonparametric estimate of the cross-sectional distribution of point forecasts to obtain a predictive density. The second model exploits the ZEW Financial Market Survey which contains individual-level forecasts of roughly 300 finance professionals in qualitative form.
7 We use the Carlson and Parkin (1975) (2002)). Model five uses the same set of regressors to construct a point forecast of Y t+2 and uses the assumption that forecast errors are normally distributed. We provide a more detailed description of all models in the next section.
We consider predictive densities for four quarterly macroeconomic aggregates from the US:
The annualized growth rate of real GDP, the annualized CPI inflation rate, the three-month TBILL rate, and the ten-year TBOND rate. 8 The data we use range from 1964/4 to 2009/4; the sample paths of the four variables during this time span are depicted in Figure 1 below. In order to mimic the process of producing and combining forecasts in real time, we split our data into three subsamples: First, observations until T e ("estimation sample") are used to estimate the parameters of the individual predictive densities. Second, observations between T e + 2 and T c ("combination sample") are used to estimate unknown parameters of the combined predictive densities. Third, all combined and individual out-of sample density forecasts are finally evaluated using observations between T c + 2 and T ("evaluation sample"). We initially set T e to 1992/1 and T c to 1999/4. 9 We then shift both T e and T c in a rolling window fashion, such that the estimation sample always contains R = 110 observations and the combination sample always contains W = 30 observations. At the end of our forecasting exercise, we have thus produced 39 combined out-of sample density forecasts for observations occurring between 2000/2 and 2009/4. These forecasts form the basis for our comparison of the (individual and combined) models' relative predictive performance.
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Figure 1: Sample paths of the annualized growth rate of real GDP, the annualized CPI inflation rate, the three-month TBILL rate and the ten-year TBOND rate between 1964/4 and 2009/4. The left vertical line marks 1992/1, the end of our estimation sample in the first forecast recursion. The right vertical line marks 1999/4, the end of our combination sample in the first forecast recursion.
9 Our choice of T e is determined by the availability of the ZEW forecasts.
Individual Predictive Densities

Approaches Based on Survey Data
The first two approaches are based on the idea of interpreting the (estimated) cross-sectional distribution of point forecasts of Y t+2 among a specific group of experts as an approximation to the true predictive density f t (Y t+2 |F t ). We implement two distinct variants which rely on two different surveys: First, a nonparametric estimate of the cross-sectional distribution of forecasts among SPF participants. Second, a parametric quantification method based estimate for the qualitative forecasts of the ZEW Financial Market Survey.
Model 1: Survey forecast based on SPF data
Let y 1 it+2 be the point prediction expressed by the ith SPF participant in period t, with i ∈ {1, ..., N 1 t }. Superindex "1" expresses that a quantity refers to model 1; similar notation is used in the following whenever an analogous quantity appears in several models. We neglect the identities of the forecasters and view the N 1 t by the rule of thumb due to Silverman (1986) .
Model 2: Survey forecast based on ZEW data
Unlike the SPF forecasts, the ZEW forecasts are qualitative. Rather than a quantitative prediction y 2 it+2 , we thus observe three dummy variables (u it+2 , s it+2 , d it+2 ) ("up/ same/ down") which code the forecast of the ith survey participant, with i ∈ {1, ..., N 2 t }. The Carlson and Parkin (1975) method 10 assumes the following relationship between latent continuous and observed directional quantities:
, where λ dt+2 < λ ut+2 are the respective down and up threshold series. Carlson and Parkin (1975) assume that the cross-section of latent quantitative forecasts made at time t is drawn from a normal distribution: y 2 it+2 ∼ N(µ t+2 , σ 2 t+2 ). Computing the individual level "up" and "down" probabilities and replacing them by their sample counterparts yields:
where
denote the cross-sectional shares of "up" and "down" forecasts recorded at time t, N 2 t is the corresponding number of micro-level forecasts and Φ(·) denotes the cumulative density function (cdf) of the standard normal distribution.
(µ t+2 , σ 2 t+2 ) are identified from (5) and (6) only under the assumption that the thresholds λ dt+2 and λ ut+2 are known. Therefore, we use threshold series based on individual-level responses to an additional questionnaire sent out by the ZEW from time to time. Having estimated µ t+2 and σ 2 t+2 in this way, we construct an estimate of the cross-sectional distribution of point forecasts among the ZEW survey participants, based on the Carlson and Parkin (1975) assumptions.
Approaches Based on Time Series Data
In addition to the survey-based predictive densities we consider three different approaches based on time series data.
Model 3: Nonparametric conditional density estimation
Our third predictive density is a nonparametric estimate of the conditional distribution of Y t+2 given Y t , evaluated at the most recently observed value y t .
11 Formally, we have
Estimation of f 3 t (Y t+2 ) is performed using a rolling window of R = 110 quarterly observations. As for Model 1, we use a Gaussian kernel K(·); we select the bandwidth h
Model 4: Quantile regression
Our fourth predictive density is based on two-step ahead forecasts q αt (Y t+2 ) of the α quantile of Y t+2 :
where α ∈ (0, 1) and pc t is the first principal component extracted from a set of 92 stationary macroeconomic predictors; see the Appendix for a description of all underlying variables and their transformations and Stock and Watson (2002) for a classic reference on macroeconomic forecasting using principal components.
The estimated parameter vectorβ α = β α0 ,β α1 ,β α2
11 See Härdle, Müller, Sperlich, and Werwatz (2004, Section 3.6 ) for a textbook treatment of multivariate density estimation. 12 The idea of constructing a predictive density from quantile regressions has been pursued by Cenesizoglu and Timmermann (2008) and Coroneo and Veredas (2010) . See Komunjer (2005) for a treatment of the statistical properties of regression quantiles in a time series context. where x t = 1 y t pc t ′ and 1(·) is the indicator function. As for Model 3 above, we use a rolling window of R = 110 quarterly observations for parameter estimation and construction of the principal component pc t .
In principle, we could estimate quantile regressions for a fine grid of levels α and construct a predictive histogram directly from the resulting predictions q αt (Y t+2 ) in (8). However, this approach would be problematic for a number of reasons: First, the predicted quantiles q αt (Y t+2 ) do not necessarily satisfy the logical requirement of monotonicity in α, especially if we consider a fine grid of values for α.
13 Second, since the different quantile levels are treated in isolation, the predictions q αt (Y t+2 ) are an implausibly rough function of α. Third, the predicted "tail quantiles" (α near zero or one) are very unreliable due to our small sample size typical of macroeconomic time series.
In order to resolve the first two problems, we proceed as follows: We first obtain predicted quantiles q αt (Y t+2 ) for a fine grid of values α ∈ {0.005, 0.01, ..., 0.995}. We then run a local linear regression of q αt (Y t+2 ) on the quantile level α, subject to the constraint that the resulting predictionq αt (Y t+2 ) be strictly increasing in α. We implement the procedure of Dette, Neumeyer, and Pilz (2006) for this purpose. This provides us with a new sequence of predicted quantilesq αt (Y t+2 ) which is both smooth and monotone in α. In order to resolve the third problem, we impose normality on the predicted quantiles at levels α smaller than 0.05. This is achieved by equalizing these quantiles to the quantiles of a normally distributed variable with meanq 0.5t (Y t+2 ) and standard deviation chosen to matchq 0.05t (Y t+2 ).
We proceed analogously for quantiles at levels α exceeding 0.95.
To summarize, our transformed quantile predictions q * αt (Y t+2 ) are given by
, where Φ −1 (·) denotes the inverse of the cdf of the standard normal distribution. We finally obtain the predictive density f
Model 5: Parametric distribution around a mean forecast
For the fifth predictive density, we construct a parametric mean forecast and then impose a specific distributional assumption (normality) on the prediction errors. Specifically, we haveμ t+2 =γ 0 +γ 1 y t +γ 2 pc t ,
.
, φ(·) denotes the probability distribution function of the standard normal distribution and pc t is as in Model 4 above. The parameter vectorγ is estimated via OLS using a rolling window of R = 110 observations.
Discussion and Forecast Combinations
The five models we consider differ with respect to both their underlying information sets and their functional form assumptions. This causes them to produce very different predictive distributions, in terms of location, dispersion, skewness, kurtosis and shape. While models two and five rest on restrictive normality assumptions, the other three models can generate asymmetric, fat-tailed and/or multimodal densities. Figures 2 and 3 display examples of all five predictive distributions, for i) the TBILL rate in the fourth quarter of 2000 and ii) the CPI inflation rate during the third quarter of 2008.
In addition to analyzing individual predictive densities, we consider forecast combinations as a natural next step to approximate the true predictive density. Moreover, to address the question whether the survey based densities contain incremental information, we will later consider combinations among different sets of models (time series information only versus time series-and survey information). Combination of point forecasts has a long and successful tradition in economics; see Timmermann (2006) for a survey. Combination of predictive densities has recently been pursued by Hall and Mitchell (2007) , Geweke and Amisano (2011) , Kascha and Ravazzolo (2010) and Jore, Mitchell, and Vahey (2010) . In our study the individual predictive densities to be combined are very heterogeneous, spanning a wide range of data sources and functional form assumptions. We consider a number of combination approaches; all of them are based on the idea of specifying a mixture density
to combine the individual predictive densities (Wallis (2005) ). We consider four standard ways of specifying the weights w j t (see Kascha and Ravazzolo (2010) ):
• Equal weights (E):
• Recursive log score weights (RLS):
i.e. weights are chosen in proportion to the different models' track record during the last W periods. We set W = 30 in the following.
• Recursive best model (RB):
.e. the model with the best track record during the last W observations is selected.
• Optimal in-sample weights (OIS):
under the constraint that the ω j are positive and sum to unity. This scheme amounts to a numerical search for the weight vector which maximizes the average log score for the last W observations. Note that the equal weights combination scheme provides insurance against idiosyncratic model failure. This is particularly effective if the predictive densities are heterogeneous, so that simultaneous failure of all models is unlikely. By contrast, the second and third combination schemes aim at dynamically switching between individual models, such as to emphasize successful over less successful predictive densities. Thereby, recursive log score weights constitute a less aggressive switching mechanism than the recursive best model selector. These schemes are promising if relative model performance is persistent, so that past relative performance is a good proxy for future relative performance. Optimal in-sample weights can, in principle, produce both balanced (w j t ≈ 1 J ) and unbalanced combination weights, depending on what performed better in the past. Once again, however, some degree of stability in relative model performance is required to justify the implicit notion that historically successful combination weights will perform well in the future. 
Empirical Results
The log scores for all five individual predictive densities and the four different weighting schemes are presented in Table 1 . The associated scatter plots 15 are depicted in Figure 4 .
A first important observation is that the equally weighted mixture combination performs very well relative to all other individual and combined predictive densities. For the CPI inflation-and TBILL rate series, the equally weighted combination scheme outperforms all competitors in terms of average log score over the evaluation period. For the two other series, it performs only marginally worse than the best competitor. In terms of the Superior Predictive Ability (SPA) test by Hansen (2005) , there is no evidence that the equally weighted scheme is dominated by a competitor at any conventional level of significance; this is true for all four time series. The performance of the other three combination schemes is somewhat instable across the four series. While OIS weights perform quite satisfactory, both recursive weighting schemes (RLS and RB) yield considerably worse results. This suggests that relative model performance can hardly be predicted. Our finding that simple equal weights perform quite well mirrors a stylized fact from the literature on combinations of point forecasts (the "forecast combination puzzle"), that simple averages across all pre-dictions are often superior to more sophisticated specifications of the weights assigned to the individual forecasts; see Jose and Winkler (2008) . 16 In this literature, Smith and Wallis (2009) suggest that involved specifications of the combination weights produce estimation noise which increases the variance of the resulting combined forecast, to an extent which dominates potential bias reductions through flexible weights. Our results, as well as results by Geweke and Amisano (2011) , suggest that the "forecast combination puzzle" seems to apply also to combinations of predictive densities.
17 In the light of these results, we focus on the equally weighted combination scheme in the following. A second important observation is that the individual survey models perform poorly in terms of the log score. The two survey-based predictive densities are clearly inferior to the time series specifications we consider. For the ZEW-based density, the null hypothesis of the SPA test is rejected at the 5% level for all time series except TBOND. Similarly, for the SPF-based density and all series except TBOND, the SPA null hypothesis is rejected at the 5 % or 10 % levels. The poor average performance of the two survey densities is due to the fact that they are too narrow; this causes some realizations to fall far into the tails of their support which results in very low values of the log score criterion (again see Figure  4 ). For most points in our evaluation sample, one of the two survey densities constitutes the worst model (see Table 2 ). Thus in general, the estimated cross-sectional distribution of point forecasts appears to be an inappropriate predictive distribution. This confirms and generalizes the findings of Lahiri and Sheng (2010) and Boero, Smith, and Wallis (2008) who show that cross-sectional disagreement tends to understate (their measures of) predictive uncertainty. Note, however, that Bomberger (1996) suggests that disagreement tracks uncertainty only up to a factor of proportionality. Table 2 : Relative performance of the five individual predictive densities during our evaluation period 2000/2 to 2009/4 (39 quarterly data points): "% best" denotes the share among 39 evaluation points for which a particular density achieved the highest log score, and analogously for "% worst".
A third important observation is that the individual survey models, although they perform poorly in terms of the log score and often constitute the worst models, are also the best forecasting models for a considerable share of evaluation points (between 17.9% and 35.9%; see Table 2 ). This suggests that the estimated cross-sectional distributions of point forecasts may still contain valuable information, although they are exceedingly risky when used individually. Table 3 : Comparisons of equally weighted density combinations with-and without survey information during our evaluation period 2000/2 to 2009/4 (39 quarterly data points). "DMLS" denotes the mean log score of combination A minus the mean log score of combination B. "DM stat" gives the DieboldMariano test statistic corresponding to the null hypothesis that including survey information improves the expected log score of the combination. The test statistic is computed from an auxiliary regression of the log score differential on a constant, using HAC standard errors. The t-statistic associated with the constant yields the Diebold-Mariano test statistic. One-and two stars indicate significance at the five percent-and one percent levels (one-sided tests).
In Table 3 we report our main results of whether or not the inclusion of the survey based densities significantly improves the log score criterion and hence helps to construct a predictive density that is closer to the true one. We differentiate between including both-or either of the two survey based densities to the pool of three time series based densities. Throughout, we focus on equally weighted combinations of all involved models. We report DM test statistics for mixture combinations with-and without the survey information in Table 3 . For the GDP growth-and CPI inflation series, including or excluding the survey based densities does not make a significant difference. In contrast, including (either one or both of) the survey densities significantly improves upon an equally weighted pool of the three time series models for the TBILL-and TBOND series. The corresponding DM test statistics are significant at the 5% and 1% levels (one-sided tests).
These results suggest that although the cross-sectional distributions of point forecasts perform very poorly individually, they contain substantial information which can be exploited, for example via simple equally weighted combinations. Hence, suggestions to dismiss information in cross-sections of point forecasts altogether (e.g. Engelberg, Manski, and Williams (2009) ) might be overhasty. This is particularly true since the existing literature tends to focus on disagreement as one specific characteristic of the cross-sectional distribution of point forecasts. The more general question "What is and how do we construct the true predictive density?" has rarely been asked.
Conclusion
Measures of disagreement and predictive uncertainty prevalent in the literature are subject to fundamental statistical critique. Both conceptual and practical issues arise. We suggest that the focus of attention should be shifted to the true predictive density, which would naturally overcome the above ambiguities. Hence we present a combination approach in which models relying on distinct information sets and functional form assumptions are combined to approximate the true predictive density. Within this framework we ask the important question whether cross-sections of survey point forecasts reveal information about this density. This question generalizes the debate about disagreement versus uncertainty.
We consider cross-sectional distributions of survey point forecasts from the SPF and the ZEW for GDP growth, inflation, the TBILL rate and the TBOND rate in the US. Individually, both distributions perform poorly for all variables. Nevertheless, we show that their inclusion significantly improves the quality of combined predictive densities for the TBILL and TBOND rates while it does not affect the quality of the combination for GDP growth and CPI inflation. These results suggest that information in cross-sections of point forecasts should not be excluded a priori when considering measures of predictive uncertainty.
More generally, we find that combining predictive densities is a successful strategy in that combinations can considerably improve upon all of their components. The stable combination schemes we consider (in particular, equal weights) effectively exploit information from predictive densities which are inappropriate when considered in isolation. In contrast, we find little support for combination mechanisms which aim at recursively selecting the best individual models. This suggests that relative model performance is hard to predict in our application. However, further research is needed in order to fully understand the nature of optimal combinations of predictive densities. Work along the lines of Geweke and Amisano (2011) and Clements and Harvey (2011) , who consider the case of a binary response variable, promises to yield important insights in this respect. Table 4 above. Y t denotes the original value of the series.
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