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ABSTRACT
Sudarsanan, Varun S. M.S., Purdue University, May 2018. Cooperative Planning
System for Self-Separation in En-route Airspace. Major Professor: Daniel A. DeLaurentis.
The increase in ﬂight density and the need to integrate Unmanned Areal Vehicles
into the National Airspace demands higher ﬂexibility. Distributing the conﬂict detection and resolution (CD&R) functions among the aircraft ensures a greater ﬂexibility
in the ﬂight plans for the aircraft. A co-operative planning system is proposed for
separation assurance by distributing the CD&R in the en-route airspace among a
fully-connected network of aircraft. The aircraft cooperate to achieve the common
goal of conﬂict-free trajectories, while attempting to reduce the disruptions from
their original ﬂight plans. A pairwise CD&R algorithm is developed through heuristics which is then implemented iteratively to obtain the solution. Coordination of the
aircraft maneuvers in the distributed CD&R algorithm is ensured implicitly through
geometric criteria and explicitly through communication for multiple conﬂicts. Furthermore, a novel robust aircraft trajectory model using cubic Bezier parametric
curves is developed, which gives an accurate, minimalistic representation of ﬂight
paths for the algorithm to act on and modify for new resolutions. The algorithm is
validated by sweeping through diﬀerent parameters for a two aircraft conﬁguration
and also compared with a benchmark tactical CD&R algorithm. Furthermore, the
planning system is shown to be feasible for implementation with the current ADS-B
surveillance technology.

1

1. INTRODUCTION
The current air traﬃc control system is still reliant on technologies from the late 20th
century in order to ensure safety and manage traﬃc. While the legacy technologies
guarantee reliable performance through the vast amounts of data available, the failure to leap into the 21st century presents a huge opportunity cost from the possible
improvements in operational eﬃciency. The air traﬃc density is projected to grow
immensely in the commercial aviation sector with the global passenger demand forecast to double in the next two decades [1]. The increase in congestion is ampliﬁed by
the potential incorporation of commercial Unmanned Areal Vehicles (UAVs) into the
scheduled airspace. This poses a unique challenge as the strategic oﬄine planning will
not be suﬃcient to manage the UAV integration. The opportunity to oﬄoad some of
the planning to a real-time algorithm operating on-board the aircraft while airborne
can be advantageous for ensuring ﬂexibility and scalability of operations.

1.1

Motivation
NASA has laid a great emphasis on the need for autonomy solutions to upgrade

the current system and transform the air transportation system [2]. Air traﬃc management is a key focus area as the transition into NextGen airspace is materialized.
Ensuring adequate separation between the aircraft is a prominent goal for any air
traﬃc management system. Currently the separation assurance functions are entirely
centralized at the air traﬃc control barring the TCAS devices on the aircraft that
provide emergency advisories if there is an imminent conﬂict. Translating from the
centralized implementation of air traﬃc control functions into a distributed approach
is critical in achieving the autonomy goals. Current approaches for distributed selfseparation are limited in terms of the actual online planning capabilities on-board
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the aircraft. In this research eﬀort, a clean-slate approach is adopted to conceptualize and develop an algorithm to achieve distributed autonomous air traﬃc control.
Consequently, several assumptions are made in order to develop a skeleton conceptual framework for the algorithm. A real-world implementation would require further
reﬁnement and validation.

1.2

Overview of the document
The document broadly comprise of three diﬀerent sections, as shown in Fig. 1.1,

which covers the problem deﬁnition, solution development and validation of the solution. In Chapter 2, the diﬀerent separation assurance approaches from literature are
compared and analyzed for their usability. With a preview of the literature, Chapter 3
develops and scopes the problem of cooperative planning for separation assurance. In
Chapter 4, diﬀerent aircraft trajectory models are compared to determine an appropriate representation for the cooperative planning algorithm. Chapters 5 and 6
discus the formulation of the algorithm for a pair of aircraft and a network of multiple aircraft respectively. The validity and limits of the algorithm are established
by sweeping through diﬀerent scenario parameters in Chapter 7. Finally, Chapter 8
provides concluding remarks and comments on the future work and extendability of
the developed cooperative planning algorithm.

3

Literature
Review

Motivation
Defining
the problem
Problem Definition &
Hypotheses

Literature Review
Developing the
solution

Requirements
Generation
Aircraft Trajectory
Modeling
Algorithm
Development

Validating
the solution

Simulation &
Validation

Comparison w/
Reference Algorithm

Implementation
Feasibility

Fig. 1.1. Overview of the problem-solving approach
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2. LITERATURE REVIEW
A separation assurance system has two key functions, (i) identify conﬂicts, and (ii) determine a resolution for the conﬂict. Conﬂict Detection & Resolution (CD&R) is the
core objective of a separation assurance system. Several separation assurance approaches have been proposed in literature. In general, they can be categorized into
four groups, viz., (i) Tactical CD&R, (ii) Strategic CD&R, (iii) Cooperative planning, and (iv) Global optimization. Except for global optimization, all are distributed
approaches for achieving self-separation. A distributed approach entails that the algorithm functions independently on-board each of the aircraft within the network.

Separation Assurance
approaches

Tactical
CD&R

Strategic
CD&R

Individual aircraft-centric outlook

Cooperative
Planning

Global
Optimization

ATC System-centric outlook

Distributed Approaches

Fig. 2.1. Separation assurance approaches from literature

The resolution approaches discussed in the algorithms typically fall under one of
the following types, (i) analytic solution, (ii) heuristics resolution, or (iii) optimization. In general, the analytic and heuristics approaches are developed for a pair of
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aircraft resolution and then scaled to multiple aircraft through some form of distributed implementation. In [3], Hwang et al. directly develop a closed-form analytic
solution for resolving the conﬂict between multiple aircraft using a protocol-based geometric approach. The analytic solution allows resolution of multiple inexact conﬂicts
between the aircraft. The co-operative planning system proposed in this research is
an on-board strategic CD&R algorithm designed to be scalable for implementation
as an on-board ﬂight planning system.

2.1

Conﬂict Detection & Resolution Algorithms
The CD&R algorithms are primarily developed to ensure a safe separation between

the aircraft, when there is an unforeseen consequence resulting in reduced separation.
They are intended as a safety measure rather than a primary planning algorithm.
The CD&R algorithms in the literature can be categorized into:
1. Tactical: Determines resolutions based on the current state alone
2. Strategic: Determines resolutions based on current state and future intent

2.1.1

Chorus

The Chorus software has been developed by NASA to investigate tactical conﬂict
and Loss of Separation detection and resolution concepts for air traﬃc management.
It provides a suite of algorithms for two diﬀerent goals, namely, conﬂict avoidance
and loss of separation recovery. The state data of ownship and intruder aircraft are
taken as input by Chorus. The algorithms can generate resolutions for Track, Ground
Speed and Vertical Speed changes. The algorithms for CDR and LoS recovery are as
follows:
1. CD3D - Conﬂict Detection in 3D
2. CR3D - Conﬂict Resolution in 3D
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3. CDSS - Conﬂict Detection Self Separation
4. CRSS - Conﬂict Resolution Self Separation
The algorithms 1 and 2 come into play when loss of separation has already occurred, whereas the algorithm 3 detects a future loss of separation and algorithm
4 provides resolutions to prevent loss of separation. Describing the algorithms are
beyond the scope of this paper. Details regarding the algorithms can be obtained
from [4]. Formal mathematical veriﬁcation can be found at [5].
The Chorus resolution algorithms ensure implicit coordination for an aircraft pair,
i.e., if Chorus is running on one or both aircraft, the resolution(s) will necessarily
increase separation. In the event of an aircraft having multiple future conﬂicts or
being in Loss of Separation with more than one aircraft, Chorus determines most
urgent aircraft, i.e. the aircraft with minimum time to LoS (in the case of conﬂict
avoidance) or the closest aircraft (if it is already in LoS). The implicit coordination
is guaranteed only for the most urgent aircraft .

2.1.2

Stratway

Stratway has also been developed by NASA and extends the tactical aspects of
the Chorus algorithm to a strategic one. It adopts a heuristics approach and assumes
that the initial path is close to optimal and attempts to make only very slight changes
to it. Details about the approach can be found in [6]. In Stratway, a strategic CD&R
solver takes aircraft intent information concerning the ownship (i.e., the aircraft which
hosts the algorithm0 and an arbitrary number of traﬃc aircraft as input, and produces
a series of maneuvers that will keep the ownship conﬂict free, possibly constrained
by such things as a ﬁnal destination and arrival time. Since it is centered on the
strategic resolution only from the perspective of the ownship, the resolutions are not
implicitly coordinated with the traﬃc aircraft. Consequently, implementing it on
all the aircraft can not guarantee that the resolution trajectory obtained will be a
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valid solution. Furthermore, the representation of intent of the aircraft trajectories is
limited in Stratway.

2.1.3

Other CD&R approaches

The other tactical CD&R approach reviewed during the literature review covers
the work done by Bilimoria in [7], The geometric optimization approach developed
guarantees an optimal solution for scenarios with two aircraft with minimal deviation
from the original intent of the aircraft. The resolutions obtained from the algorithm
are either heading changes or speed changes. Similar to Chorus, the algorithm considers iterations of the pairwise algorithm to resolve multiple aircraft conﬂict. Krozel
et al. discuss a strategic conﬂict avoidance algorithm in terms of considering nondeterministic trajectories for conﬂict detection and resolution [8]. In general, all
tactical CD&R approaches employ a deterministic, geometric analysis to ﬁnd the
optimal solution that is conﬂict-free.
Hwang et al. discuss a strategic intent based probabilistic conﬂict detection in [9].
The approach involves a novel decomposition of ﬂight trajectories in terms of the ﬂight
modes. The intent of the aircraft can be represented as a waypoint plan, The conﬂict
detection approach is demonstrated to be implementable in the current air traﬃc
control system. However, the paper does not discuss a conﬂict resolution approach
for distributed implementation.

2.2

Cooperative planning
Cooperative planning is a decision-making paradigm, where the diﬀerent entities

involved in the system work towards a common goal by sacriﬁcing individual objectives. In the context of air traﬃc control, cooperative planning entails that the
aircraft communicate with each other and determine paths which are best suited for
the entire network. A cooperative approach ensures that the solutions returned by
the algorithm are suitable for the entire network rather than just the host aircraft
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(or ownship) implementing the algorithm. Consequently, from the perspective of the
entire air traﬃc control system, a cooperative planning system is more appropriate
for carrying out ﬂight path planning. Nitschke et al. discuss a cooperative approach
to determine the ﬂight path for an aircraft network, given a ﬁxed set of routes [10].
However, the scalability of the approach is limited given that the routes are ﬁxed.
Findler et al. also discuss a distributed ATC architecture, where the aircraft
are capable of collaborating with each other so as to determine safe trajectory solutions [11, 12]. The approach by Findler et al. adopts a Coordinated Coworker
Hierarchy (CCH) to carry out the air traﬃc control functions. In a CCH structure,
the network elects one of the aircraft as a coordinator that appropriately allocates
computational tasks to other aircraft (or coworkers) in the network. The conﬂict-free
paths are obtained using a shallow planning search approach with the ﬁnal solution
attained iteratively. The distributed architecture of the planning system relies on a
demand-driven grouping of the nodes (or aircraft) and termed as Location-Centered
Cooperative Planning System (LCCPS). The simulation results demonstrate the algorithm’s implementation for a network of up to four aircraft. The iterative search
approach renders scaling up to larger scenarios prohibitively complex.

2.3

Global optimization
Global optimization involves the ﬂight path for the aircraft being optimized at a

centralized location, usually at a ground center. The aircraft communicate their ﬂight
paths to the ground location and an optimization routine determines the updates to
the ﬂight paths. The global optimization approach can also be implemented with the
aircraft from the network electing a leader aircraft and the leader aircraft carrying
out the optimization routine. However, the approach limits implementation in realtime due to the computational time required to ﬁnd a solution. Durand et al. [13]
discusses the implementation of genetic algorithm at the ATC in order to ensure the
ﬂight path of the aircraft under the ATC’s control are conﬂict-free.
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2.4

Summary
The diﬀerent approaches and their attributes are summarized in Table 2.1. A

general shortcoming observed in the existing literature is the that approaches are
generally not scalable to large number of aircraft and diﬀerent types of scenarios.
Generally, tactical CD&R algorithms provide an optimal conﬂict-free resolution for
an aircraft pair. However, there is no analytic solution currently developed for solving
the strategic CD&R problem. The only algorithm that provides a strategic resolution
(i.e., conﬂict resolution which accounts for future intent of the aircraft) is NASA’s
Stratway and it adopts an iterative heuristics approach to ﬁnding a solution. Consequently ﬁnding solution for an aircraft pair requires multiple iterations, thus limiting
scalability to larger number of aircraft.
The cooperative planning approaches do not adopt any analytic CD&R algorithms
on-board and predominantly relies on existing ﬁxed trajectory routes to develop a solution. Therefore, an opportunity to coalesce characteristics of the strategic CD&R
algorithm with cooperative behavior in an aircraft network exist. The problem deﬁnition developed in Chapter 3 leverages this gap to specify requirements of the algorithm.
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Table 2.1.
Comparison of separation assurance literature
Approach

Type

Remarks

Tactical

Scalable for an arbitrary number of air-

CD&R

craft

Chorus [4]
Strategic
Stratway [6]

Small number of aircraft
CD&R
Only pairwise solutions and strategic in
Strategic

Krozel et. al. [8]

terms of probabilistic conﬂicts far ahead
CD&R
in the future

Bilimoria [7]

Tactical CDR

Only pairwise solutions

Hwang et. al. [9]

Strategic CD

No conﬂict resolution component

Global Opti-

Centralized solution using genetic algo-

mization

rithm

Cooperative

Solution found for ﬁxed routes and not

Planning

scalable to large number of aircraft

Durand et. al. [13], [14]

Nitschke [10]
Cooperative
Findler et. al. [11], [12]

Solution for maximum of 4 aircraft
Planning
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3. PROBLEM DEFINITION
The autonomous air-traﬃc control system is to be designed considering an operational context beyond the NextGen air traﬃc control and management system. Consequently, the aim is to develop a scalable concept for autonomous air traﬃc control
using current day avionics technology, while disregarding current operational procedures and condition. The scalability of the concept relies on its ability to handle
a large number of aircraft and a variety of scenarios. The key objective of the cooperative planning system is to detect potential loss of separation in real-time and
determine strategic resolutions on-board the aircraft. The strategic resolutions here
refer to those that account for the original intent of the aircraft while developing
maneuvers.

3.1

Operational Context
The aircraft are assumed to be equipped with Automatic Distributed Surveillance

- Broadcast (ADS-B) devices and are capable of making multiple rounds of communication with any aircraft within communication range. The ADS-B devices used in
commercial airspace have a communication range of 150 - 200 nMi. Consequently, for
a fully connected aircraft network to resolve conﬂicts, the maximum distance between
any pair of aircraft in the network has to be less than the 150 nMi. Moreover, in order
for the planning algorithm to determine a solution, the design space for the algorithm
(i.e., the region where the aircraft trajectories are modiﬁed to devise conﬂict-free trajectories) have to be a smaller region along the future path of the aircraft trajectories.
This ensures that the aircraft can cooperate and the algorithm can determine the solution before entering the region. Fig. 3.1 demonstrates a separation of the design
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space in the form of a circle with a radius R ≤ 130 nMi for a hypothetical scenario
of 16 aircraft converging to a point.

3.2

Scoping
Developing a distributed strategic resolution for conﬂicts is a very diﬃcult problem

and the scope of the problem has to be narrowed down. Since the algorithm is
developed assuming a cooperative system of AC, it can be assumed that the AC
does not adopt an individual centric outlook in decision-making. Furthermore, as the
method proposed in this research is novel, the focus of the discussion is to develop
the conceptual framework rather than address all the challenges posed by non-ideal
operational scenarios. Consequently, the following assumptions are made to facilitate
the development of the algorithm:
1. All the aircraft in the network are fully connected.
2. The information is perfect and error-free.
3. The aircraft trajectories are 2D and no vertical maneuvers are considered.
4. The aircraft are willing to sacriﬁce their performance for overall system goals.

3.3

Algorithm Requirements
The operational context and the scoping of the problem brings forth speciﬁc re-

quirements for the cooperative planning algorithm. The speciﬁc requirements deﬁne
characteristics of the algorithm during development. The problem deﬁnition necessitates that the cooperative planning system ﬁnds a solution by operating individually
on-board the aircraft and in real-time. Moreover the disruption to the airspace should
be minimal.
1. Minimize size and number of messages exchanged between the AC
2. The computation should be distributed among the AC
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3. The solution developed by the algorithm for an AC pair should be implicitly
coordinated1
4. The new trajectories should have the same initial & ﬁnal intent as original
trajectories
5. The average increase in time taken to reach the end point in the trajectory
should be minimal.
The requirement of implicitly coordinated solutions from the algorithm enforces
that pairwise strategic resolution can happen without multiple iterations or rounds
of communication between the aircraft. Also, the algorithm requirements are deﬁned
such that optimality of the solution is not expected. The aim of the algorithm is to
be able to ﬁnd a feasible solution which attempts to minimize the increase in average
time taken to traverse the trajectory.

1

Implicit coordination implies that the solution conceived by the algorithm operating independently
on the 2 AC (i.e., without any communication of solution trajectories) provide conﬂict-free solution
trajectories
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(b) Aircraft trajectories considered for the algorithm

Fig. 3.1. Problem setup for the planning algorithm
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4. AIRCRAFT TRAJECTORY MODELING
Modeling aircraft trajectories is a key component of the cooperative planning system
as the feasibility and eﬃcacy of the algorithm depends on a good model. The requirements laid out for the cooperative planning system demands a trajectory model
with minimum number of points, so as to reduce the size and number of messages
exchanged between the aircraft. Furthermore, the accuracy of the trajectory, i.e., the
ability to represent an accurate path traversable by an aircraft, is important since the
planning has to happen in real-time. Diﬀerent trajectory models are reviewed from
literature to compare trajectories and determine model characteristics that can eﬀectively achieve the algorithm’s requirements. Delahaye at al provides a compilation of
mathematical models for trajectory design in [15]. In the analysis for model comparison, the maximum order for the trajectory representation is restricted to three, i.e.,
only cubic, quadratic and linear curves are considered.

4.1

Comparison of Trajectory Models
Three types of trajectory models are predominantly discussed in literature, viz.,

(i) Linear trajectories, (ii) Trajectory Change Point (TCP), and (iii) Splines. Linear
trajectories can only represent aircraft path as straight lines. While the minimalistic representation is useful while carrying out optimization processes for ﬂight path
planning, its lack of accuracy is counterproductive for near-term strategic planning
which our algorithm accomplishes. The other three trajectory models provide appropriate accuracy for this research’s goals. TCPs are the model chosen for ICAO’s
4D trajectory based operations. The aircraft considers the TCPs as ﬂy-by waypoints
while making maneuvers. Consequently, ﬁnding the actual path of the aircraft can be
computationally intensive as the aircraft dynamics have to be accounted. This lim-
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(a) Natural Spline

(b) Basis Spline

Fig. 4.1. Natural and B-Spline representations for the same curve

its its applicability for distributed approaches of conﬂict resolution in scenarios with
complex trajectories and large number of aircraft. Splines, on the other hand, are
more ﬂexible to handle diﬀerent types of trajectories with a simple representation.
Splines are functions that are deﬁned piecewise by polynomials and can represent
higher levels of global non-linearity with lower degree polynomials at the local level.
There are two popular types of splines, viz., (i) Natural splines, and (ii) Basis
splines (B-splines). In a natural spline, if there are n + 1 points, a curve with n segments are generated. For a cubic spline, each of these segments is a cubic polynomial
such that the intermediate points are C 2 continuous1 . In a B-spline, the curve is generated as a linear combination of some basis function (parametric or non-parametric
polynomial). Consequently, the control points need not lie on the curve. Fig. 4.1
illustrates the same curve represented with natural and basis splines. The problem
deﬁnition in Chapter 3 required the initial and ﬁnal heading of the trajectories to
be ﬁxed for the solution provided by the algorithm. This restraint ensures that the
resolutions are strategic and minimally disruptive. It is easier to capture this requirement using a B-spline as the control points can eﬀectively lie outside the curve. Cubic
splines would require two extra control points just to ﬁx the original initial and ﬁnal
intents of the aircraft. Furthermore, in B-splines a cubic polynomial can be captured
1

C 2 continuity means that the ﬁrst derivative is same on each side of the point
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Conflict

Conflict

(a) Linear

(b) Trajectory Change Points

Conflict

Conflict

(c) Cubic splines

(d) Two cubic Bezier curves

Fig. 4.2. Example resolution trajectory represented with diﬀerent models

using linear interpolations, thus signiﬁcantly reducing the computation requirement.
Bezier curve is a special type of B-spline, which uses Bernstein basis polynomials
(shown in Eq. 4.1) to do the linear interpolation of the control points.
 
n ν
x (1 − x)n−ν , ν = 0, ..., n
bν,n (x) =
ν

(4.1)

Cubic Bezier curves have n = 3 and can represent trajectories using four control
points. Fig. 4.2 illustrates an example resolution trajectory represented with diﬀerent
trajectory models. Table 4.1 summarizes the observations. TCP approach has the
least number of additional control points and has very good accuracy. However, as
discussed before, determining any point on the path would require a propagation of
the 3-dof aircraft dynamics from the known initial state. Linear trajectories and cubic
splines each require 6 points to represent the
Consequently, for the algorithm development cubic Bezier curves are used to model
aircraft trajectories. In order to admit complex trajectories within it’s scope, a generalized set of constrained and contiguous set of cubic Bezier curves is deﬁned as the
trajectory model.

18

Table 4.1.
Comparison of aircraft trajectory models from Fig. 4.2

4.2

Trajectory Model

No. of Control Points

Accuracy

Linear Trajectories

6

Low

Trajectory Change Points

4

High

Cubic Splines

6

High

Cubic Beziers

5

High

Overview of Bezier Curves
Bezier curves are parametric curves which are developed as linear interpolations.

They are predominantly used in computer graphics to develop smooth surfaces and
edges. Bezier curves also ﬁnd application in curve ﬁtting and estimation for statistical
analysis of data. A general Bezier curve is represented as follows:
n  
X
n
B(τ ) =
(1 − τ )n−i τ i Pi
i
i=0

(4.2)

where,
n = the order of the Bezier curve
τ = the parametric variable, τ ∈ [0, 1]
Pi = the control points for the curve
In our trajectory model, n = 3 as we consider only cubic Bezier curves.

A cubic

Bezier curve is represented uniquely by the four points Pi = 0 to 3 . The start and
end points for the curve always lies on the curve, whereas the other two lie outside.
Furthermore, the tangent of the curve at τ = 0 is along (P1 − P0 ) whereas that at
τ = 1 is along (P3 − P2 ). This property is useful while enforcing constraints to ensure
that the initial and ﬁnal intent of the aircraft remain same after resolution.
For a Bezier curve, the radius of curvature of the curve at any τ is given by Eq. 4.3.
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Fig. 4.3. Example of a cubic Bezier curve

3

(Bx0 (τ )2 + By0 (τ )2 ) 2
R(τ ) = 0
|Bx (τ )By00 (τ ) − By0 (τ )Bx00 (τ )|

(4.3)

where,
Bx = x component of the Bezier curve
By = y component of the Bezier curve

4.3

Trajectory modeling
Cubic Bezier curves are selected for the trajectory model as they are easy to

represent and analyze. Any cubic Bezier curve can have at most one inﬂection point
and can be treated as convex curves by splitting the curve into two. Consequently,
instead of using higher order Bezier curves, complex trajectories can be represented as
a contiguous set of cubic Bezier curves. Contiguity implies that two adjacent curves
share a common point and the derivative at that point is same for both curves, i.e.,
it is C 2 continuous. This can be represented for two contiguous curves as shown in
Eqs. 4.4 and 4.5.
P1,3 = P2,0

(4.4)

B01 (1) = B02 (0)

(4.5)
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Fig. 4.4. Example of a contiguous set of two Bezier curves

The general Bezier curve representation is extended to account for contiguity by considering τ = 0 to N , where N represents the number of Bezier curves in the trajectory. Consequently, a contiguous cubic Bezeir curve representation can be developed
as shown in Eq. 4.6.
B(τ ) =

3  
X
3
i=0

i

(1 − (τ − [τ ]))3−i (τ − [τ ])i P3[τ ]+i
(4.6)
τ ∈ [0, N ]

where,
[τ ] is the nearest integer less than or equal to τ
Pn is the nth point on the contiguous curve, with n ∈ [0..3N ]
The trajectory model further requires to account for the dynamic constraints of the
aircraft to represent only feasible trajectories. We assume rigid body dynamics for
the aircraft and since we determine only 2-D trajectory resolutions for the aircraft,
constraints have to be imposed only on the 2-D plane. The dynamic constraint can
be achieved by ensuring that the curve’s curvature along the trajectory should be
possible for the known maximum heading rate of the aircraft. This can be achieved
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by ensuring that the minimum radius of curvature is greater than the maximum yaw
radius for the aircraft, as shown in Eq. 4.7
Rmin ≥

|v(τ )|
ψ̇max

(4.7)

where,
Rmin is the minimum radius of curvature along the trajectory
v(τ ) is the velocity
ψ̇max is the maximum yaw rate for the aircraft
There are two constraints at the beginning and end of the trajectory to ensure that
the slopes of the curve at that point is same as the direction of velocity (given by
Eqs. 4.8a and 4.8b). This ensures that the algorithm’s requirement of initial and ﬁnal
intents being the same is achieved.
v(0)
P 1 − P0
=
||P1 − P0 ||
||v(0)||
Pn − Pn−1
v(N )
=
||v(N )||
||Pn − Pn−1 ||

(4.8a)
(4.8b)

In addition to the constraints from the dynamics and the requirements, we impose
an additional constraint to ensure that the trajectories don’t loop around as shown
in Fig. 4.5. Looping is more likely to become a valid solution for short Bezier curve
segments of the trajectory. Constraints on the location of the control points imposed
by Eqs. 4.9a and 4.9b prevent looping solutions.
(P3m+1 − P3m ).(P3m+1 − P3m+3 )
≤0
||(P3m+1 − P3m ).(P3m+1 − P3m+3 )||
(P3m+2 − P3m ).(P3m+2 − P3m+3 )
≤0
||(P3m+2 − P3m ).(P3m+2 − P3m+3 )||
m ∈ [0...N ]
where,
N is the number of Bezier curves in the trajectory

(4.9a)
(4.9b)
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Fig. 4.5. Example of a looping trajectory

4.3.1

Trajectory as a function of time

The set of curves that satisfy the constraints discussed so far are valid candidates
for the aircraft trajectory. The aircraft trajectory has to be a function of time as
diﬀerent trajectory shapes and start times would require that time be factored into
conﬂict detection and resolution. However, time value cannot appear directly in the
trajectory model due to the parametric nature of the Bezier curves. Consequently,
the non-linear relation between τ and time t can be established by reparametrizing
the curve in terms of t assuming constant speed v(τ ) as given by Eq. 4.10.
∂B
τ̇ = v(τ ).
|τ =τ (t)
∂τ

−1

(4.10)

Eq. 4.10 is analytically solvable only if B is quadratic in nature. Since the trajectory
model considers cubic Bezier curves, the equation has to be solved numerically in order
to extract the relationship between τ and time t. Numerical solution is generally very
hard to implement in real-time. Consequently, the relationship is captured using a
lookup table at the aircraft each time a new trajectory information is received by the
aircraft. The lookup table maps τ values to time and make successive calculations
computationally eﬃcient. Implementation of Bezier curves for computer graphics
typically adopt the lookup table approach. There are other methods to eﬃciently
solve Eq. 4.10. However, implementing them is beyond the scope of this research.
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5. PAIRWISE CONFLICT DETECTION & RESOLUTION
ALGORITHM
At the core of the cooperative planning system is the pairwise CD&R algorithm
which ensures strategic conﬂict detection and resolution for a pair of aircraft. Identifying a strategic resolution for any conﬂict is an extremely diﬃcult problem [6]. The
algorithm relies on an assured implicit coordination guaranteed through geometric determination of the aircraft conﬁgurations. It guarantees consensus in decisions made
by the two aircraft, given there is a consensus in the state data available at both
aircraft. The key concepts are outlined in the sections below.

5.1

Terminology
The terminology used by NASA for CD&R algorithms is adopted for this re-

search [4]. The aircraft at which the algorithm is being run is referred to as the
ownship and the traﬃc aircraft is called as the intruder. The state information is
subscripted with o and i to distinguish between the two aircraft. The positions along
the Bezier trajectories of the aircraft are represented as so (τo (t)) & si (τi (t)) and the
velocities as vo (τo (t)) & vi (τi (t)).
The relative distance at any time t between the two trajectories is represented
as s(t) = so (τo (t)) − si (τi (t)). Similarly, the relative velocity is denoted as v(t) =
vo (τo (t)) − vi (τi (t)). The angle between the aircraft is deﬁned as the angle between
the the headings of the aircraft at time t calculated as shown in Eq 5.1 below.
α = sign(vo × vi ). tan−1 (

||vo × vi ||
)
vo .vi

(5.1)
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The terminology from the perspective of the ownship is summarized in Table 5.1.
Discussions in the subsequent sections to develop the algorithm will adhere to this
terminology.
Table 5.1.
Terminology for the algorithm
Value at time t
Parameter
Ownship

Intruder

Relative

Trajectory

Bo (τo (t)))

Bi (τi (t)))

N/A

Position

so (τo (t)))

si (τi (t)))

s(τo (t))) = so (τo (t))) − si (τi (t)))

Velocity

vo (τo (t)))

vi (τi (t)))

v(τo (t))) = vo (τo (t))) − vi (τi (t)))

αo = α

αi = −α

N/A

Angle b/w AC (α)

5.2

Conﬂict Detection
Identifying conﬂicts along the trajectories is straightforward given our assumptions

about perfect information and lack of uncertainty in data. The conﬂict detection
step determines whether the trajectories violate the separation standard (Dsep in our
discussion) at any point. First, we determine the Closest Point of Approach (CPA)
for the 2 trajectories by calculating the distance between the trajectories and ﬁnding
the minimum. Mathematically, it can be represented as shown in Eq.5.2.
||scpa || =

min
t[tstart ,tend ]

where,
tstart = max(tstarto , tstarti )
tend = min(tendo , tendi )

||Bo (τ (t)) − Bi (τ (t))||

(5.2)
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If dcpa < Dsep , the aircraft have a loss of separation and the algorithm needs to
determine a resolution. The aircraft’s positions at CPA are represented as Bocpa =
Bo (τ (tcpa )) and Bicpa = Bi (τ (tcpa )).

5.3

Heuristics approach to developing resolutions
The algorithm for pairwise CD&R was developed following a heuristics approach

to determine a conﬂict-free trajectory solution. The hypothesis behind the approach
is that by manually conceiving resolutions for simple scenarios (like head-on or perpendicular linear trajectories), a generalizable formula can be developed which is valid
for all conﬁgurations of the two aircraft. Since our aim is to develop solutions which
is optimal for the system as a whole, the manually developed solutions have to be
symmetric in nature, where both aircraft in conﬂict makes the same amount of deviation to resolve the conﬂict. The resolutions are obtained by the aircraft shifting their
CPA to obtain a new trajectory which is conﬂict-free. Three conﬂict scenarios with 2
aircraft with same speed, viz., head-on, perpendicular (symmetric) with dcpa = 0, and
perpendicular (asymmetric) with non-zero dcpa are considered for analysis (shown in
Fig. 5.1). A separation minimum requirement of Dsep is established in the conﬂict
resolution by shifting the CPA by dshift .
From Fig. 5.1, we can observe that the dshift is dependent on dcpa and Dsep . The
magnitude of dshift is larger for larger values of Dsep , while dshift is smaller for larger
values of dcpa . Furthermore, three key insights can be drawn from the heuristics cases.
First, the conﬂict-free trajectories with minimum deviation are always obtained by
both aircraft turning in the same direction (left or right) relative to the original
heading. Secondly, for any pair of aircraft in conﬂict with non-zero dcpa , one of the
6 0 (i.e. one of the
aircraft ”leads” the conﬂict, i.e., ahead at CPA. Lastly, if dcpa =
aircraft leads the conﬂict), turning in one of the two directions (left or right) gives
the minimum deviation solution. An example for the ﬁrst insight is how both aircraft
turn left in case (a) and turn right in cases (b) and (c) from Fig. 5.1. Similarly,
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𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =
𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =
(a) Head-on

𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠
2

CPA
AC1
AC2

𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠
2

𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐
2

(b) Perpendicular
(Symmetric)

(c) Perpendicular
(Asymmetric)

Fig. 5.1. Resolutions developed for the three heuristics cases

the second and third insights can be observed in the case (c) where AC1 leads the
conﬂict. Moreover, the aircraft have to turn right in order to obtain the minimum
deviation solution. All these observations are key to the ability of the pairwise CD&R
algorithm to determine a resolution.
The cases discussed so far assumed equal velocities for the two aircraft. In order
to generalize the observations, we will consider diﬀerent velocities for the two aircraft
(v1 and v2 for AC1 and AC2) for the cases (a) and (b) from Fig. 5.1. When the
velocities are unequal, the perpendicular symmetric case will have a non-zero dcpa ,
thereby rendering the third case redundant. The symmetric resolutions from the equal
velocity cases translate into resolution magnitudes proportional to the magnitude of
velocity as shown in Fig. 5.2. Consequently, the shift magnitude of 12 Dsep for the
head-on case with equal velocity magnitudes become

v1
D
v1+v2 sep

and

v2
D
v1+v2 sep

where

v1 and v2 are the velocity magnitudes for AC1 and AC2 respectively. Similarly, the
√1 Dsep
2

for the perpendicular case becomes

√
2v1
D
v1+v2 sep

√

and

2v2
D .
v1+v2 sep

As discussed before, the aim is to identify general characteristics from the simple
scenarios which can be applied to all kinds of conﬁgurations of two aircraft. From the
observations from these cases, we can deﬁne four steps to developing resolution, viz.,
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𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

𝑣𝑣2
𝐷𝐷
𝑣𝑣1 + 𝑣𝑣2 𝑠𝑠𝑠𝑠𝑠𝑠

CPA
AC1
AC2

𝑣𝑣1
=
𝐷𝐷
𝑣𝑣1 + 𝑣𝑣2 𝑠𝑠𝑠𝑠𝑠𝑠

𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

(a) Head-on
(𝑣𝑣1 > 𝑣𝑣2 )

𝑣𝑣2 𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐
1
𝑣𝑣1 + 𝑣𝑣2
2

𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

𝑣𝑣2 𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐
1
𝑣𝑣1 + 𝑣𝑣2
2

(b) Perpendicular (Symmetric)
(𝑣𝑣1 > 𝑣𝑣2 )

Fig. 5.2. Resolutions developed for cases with unequal velocities

(i) detect conﬂict & ﬁnd CPA, (ii) ﬁnd the leader AC for the conﬂict, (iii) determine
new point by ﬁnding a shift magnitude and shift vector, and (iv) ﬁnd a new trajectory
which adheres to the aircraft dynamics. Fig. 5.3 illustrates the process. The generic
formulas for these steps are discussed in the subsequent sections. It’s important
to note that the heuristics nature of the solution development does not allow an
analytic proof to mathematically verify the solution. However, a simulation based
validation for the algorithm is discussed in Chapter 7. The bounds and capability of
the pairwise resolution are also established in the chapter. Moreover, the iterative
approach discussed in Chapter 6 ensures that eventually a solution is reached, even
when the pairwise solution is not possible.

5.4

Finding the leader aircraft
For an aircraft pair, the leader and follower are identiﬁed based on the relative

distances and velocities at the CPA. The aircraft that is “ahead” at the CPA is
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Find CPA

Start

𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐 < 𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠

Yes

Find
Leader AC

No

End

Determine new
conflict free trajectory

Determine new-point
for the conflict free
trajectory

Fig. 5.3. Flowchart illustrating the pairwise CD&R algorithm

considered to be the leader, while the other aircraft is the follower. The concept of
being ahead in a conﬂict can be mathematically represented as shown in Eq. 5.3.
⎧
⎪
⎨ownship if s(τo (tcpa )).vo (τo (tcpa )) > −s(τi (tcpa )).vi (τi (tcpa ))
Leader AC =
⎪
⎩intruder if s(τo (tcpa )).vo (τo (tcpa )) < −s(τi (tcpa )).vi (τi (tcpa ))
(5.3)
where,
tcpa is the time at CPA
When s(τo (tcpa )).vo (τo (tcpa )) = −s(τi (tcpa )).vi (τi (tcpa )), the scenario is symmetric and
there is no clear leader for the conﬂict. In such a scenario, the AC with the lower
ID is automatically selected as the leader. The leader-follower paradigm can be
conceptually understood by examining Fig. 5.4 where AC1 leads AC2. From the
perspective of the AC1, i.e., AC1 as ownship, s.vo returns a positive value, whereas
−s.vi is negative. Consequently, from Eq. 5.3, AC1 can be determined as the leader
in the conﬂict.

5.5

Determining the conﬂict-free trajectory
The heuristic solutions developed in section 5.3 are generalized with a formula

applicable across diﬀerent conﬁgurations (i.e.,diﬀerent angles b/w the 2 AC or α).
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𝐯𝐯𝐢𝐢 (𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐 )

𝐯𝐯𝐨𝐨 (𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐 )

𝐯𝐯𝐢𝐢

𝐬𝐬(𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐 )

𝐬𝐬
−𝐬𝐬. 𝐯𝐯𝐢𝐢

𝐬𝐬. 𝐯𝐯𝐨𝐨
−𝐬𝐬

𝐯𝐯𝐨𝐨

CPA
AC1
AC2

𝐬𝐬. 𝐯𝐯𝐨𝐨 > 𝟎𝟎
−𝐬𝐬. 𝐯𝐯𝒊𝒊 < 𝟎𝟎

AC1 is
the leader

Fig. 5.4. Leader-follower concept, from the perspective of AC1

Consequently, the magnitude of shift (dshift ) and the direction of shift (denoted by
mo ) has to be functions of α, vo , vi and dcpa at t = tcpa . The magnitude of shift of
this point can be determined by Eq. 5.4.
dshift =

Dsep − dcpa
||vo ||
.
||vo + vi || 2 sin( |α| )

(5.4)

2

The term sin( |α2 | ) captures the impact of conﬁguration on the shifting requirement,
whereas the term Dsep − dcpa ensures that the shift magnitude required decreases with
increase in dcpa . The proportional shifting for diﬀerent velocities is achieved through
the scaling term

||vo ||
.
||vo +vi ||

The direction of shift ensures both aircraft chose the same and appropriate turn
direction such that their sequencing remains unaﬀected. The shift vector for the
aircraft is determined by the Eq. 5.5 and shown for an example scenario in Fig. 5.5.
⎧
⎡
⎤
⎪
αo
αo
⎪
cos( 2 ) −sin( 2 )⎥
⎪
⎪
v ⎢
⎪
.
⎪
⎣
⎦ − ||vvoo || . sin(|α|)cos(|α|) if ownship leads
⎪
||v||
⎪
⎪
⎪
sin( α2o ) cos( α2o )
⎪
⎪
⎨
(5.5)
mo =
⎪
⎪
⎡
⎤
⎪
⎪
⎪
⎪
cos( α2o ) −sin( α2o )⎥
⎪
⎪
v
−v ⎢
⎪
.
⎪
⎦ − ||vii || . sin(|α|)cos(|α|) if intruder leads
||v|| ⎣
⎪
⎪
⎩
sin( α2o ) cos( α2o )
The formula for the direction of shift is dependent on the whether the ownship leads
the conﬂict or the intruder. Conceptually, the shift vector is obtained by rotating the
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direction of relative velocity by

α
2

and opposite to the direction of the leader aircraft’s

velocity by a fraction of the shift magnitude (scaled by the term sin(|α|)cos(|α|)). The
dshift and mo can be used together to determine the new conﬂict-free trajectory as a
contiguous set of two Bezier curves, with the new trajectory point at the boundary
given by Eq. 5.6.
Bonew = Bocpa + dshift .mo

(5.6)

The point Bonew will be the second trajectory point for the resolution trajectory.
However, the control points have to be still determined such that the solution adheres
to the trajectory model developed in Chapter 4.
An optimization routine is implemented on each Bezier curve in the trajectories,
with the objective function as the sum of distances between control points and their
corresponding trajectory points. It can be represented by an objective function f and
constraints as shown in Eqs. 5.7a - 5.7f. The constraints are based on the dynamic
and trajectory constraints developed in Chapter 4.
Objective F unc. :
f = ||P1 − P0 || + ||P3 − P2 ||

(5.7a)

Constraints :
P1 − P0
||P1 − P0 ||
P3 − P2
||P3 − P2 ||
(P1 − P0 ).(P1 − P3 )
||(P1 − P0 ).(P1 − P3 )||
(P2 − P0 ).(P2 − P3 )
||(P2 − P0 ).(P2 − P3 )||

v(0)
||v(0)||
v(1)
=
||v(1)||
=

(5.7b)
(5.7c)

≤0

(5.7d)

≤0

(5.7e)

Rmin ≥

||v(τ )||
ψ̇max

where,
P0−3 are points on a cubic Bezier curve
v(τ ) is the velocity at τ for the Bezier curve

(5.7f)
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Rmin is the minimum radius along the curve (see Chapter 4)
ψ̇max is the max. heading rate allowable for the aircraft
The solution obtained from the optimization routine guarantees that the trajectory
resolves the conﬂict. Moreover, the minimization of the distance between the control
points and the trajectory points ensure that the trajectory is mostly linear, except
close the trajectory points. This characteristic is advantageous when the iterative
resolution process for multiple conﬂicts in an aircraft network, discussed in the next
chapter is considered. Fig. 5.5 illustrates an example scenario with AC1 leading AC2
and the corresponding conﬂict-free solutions.

𝑑𝑑shift . 𝐦𝐦𝐨𝐨

𝐁𝐁𝐨𝐨 𝐜𝐜𝐜𝐜𝐜𝐜
𝐁𝐁𝐨𝐨 𝐧𝐧𝐧𝐧𝐧𝐧

CPA
AC1
AC2
Control
Points
𝐁𝐁𝐢𝐢 𝐧𝐧𝐧𝐧𝐧𝐧

𝐁𝐁𝐨𝐨 𝐧𝐧𝐧𝐧𝐧𝐧

Fig. 5.5. New point and trajectory (from the perspective of AC1 as ownship)

5.6

Demonstration of the algorithm
The solutions found by the algorithm for three 2AC scenarios are presented in

Fig. 5.6. It can be seen that the algorithm works eﬀectively for all the cases (with
diﬀerent conﬁgurations and velocities). One key observation is that the the scenarios
with acute angles for α require larger deviation, as reﬂected the increase in the time
taken for the trajectories. Sequencing of the aircraft is more diﬃcult when the aircraft
are closer together at the beginning of the trajectory.
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5.7

Commentary
The algorithm guarantees a resolution which resolves the conﬂict between the

two aircraft, given the initial trajectories are linear. It’s important to note that the
solution found through this algorithm is not necessarily the best possible solution for
the particular conﬂict. For instance, instead of shifting the closest point of approach,
shifting other points in the trajectories can also potentially give us better solutions
to the problem. However, the aim of the pairwise algorithm was to be able to ﬁnd a
solution which is applicable for all scenarios. Optimizing the solution for minimum
deviation can be a whole other research problem in itself. Moreover, as the solution
was not obtained analytically, a direct veriﬁcation of the algorithm is not possible and
validation is diﬃcult. In Chapter 7, a sweeping simulation is presented which explores
all the diﬀerent conﬂict scenarios possible for 2 aircraft. The algorithm’s validity and
limits of its applicability are established through the simulations. Furthermore, the
thresholds where the algorithm is eﬀective and works correctly are also established.
The pairwise resolution algorithm’s ability to provide a solution without a computationally expensive process is critical to the scaling up its implementation for an
aircraft network. Although the solution guarantee exists only for linear initial trajectories, the iterative approach can guarantee solution for any type of trajectories
adhering to the aircraft trajectory model developed in Chapter 4.
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(a) 2AC with v1 = v2 = 200 m/s and α = 60o , dcpa = 0

(b) 2AC with v1 = v2 = 200 m/s and α = 120o , dcpa = 0

(c) 2AC with v1 = 200m/s, v2 = 160 m/s and α = 60o , dcpa = 0.92 nMi

Fig. 5.6. CD&R Examples for 2AC scenarios
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6. CONFLICT DETECTION & RESOLUTION FOR
MULTIPLE CONFLICTS
In the previous chapter, the pairwise CD&R algorithm was introduced, which ensures strategic conﬂict detection and resolution for a pair of aircraft. The implicit
coordination of the pairwise algorithm, which guarantees conﬂict resolution, proves
to be insuﬃcient when we consider aircraft with multiple conﬂicts. Multiple conﬂicts
result in multiple trajectory solutions, one for each conﬂict pair, and also potential
secondary conﬂicts. Consequently, explicit coordination through successive rounds of
communication between the aircraft becomes necessary. An iterative approach of implementing the pairwise CD&R coupled with updates in the traﬃc trajectories enable
resolution of multiple conﬂicts.
As discussed in previous chapter, the resolution provided by the algorithm relies
on both aircraft adopting the same turn direction to avoid the conﬂict. In a scenario
with multiple conﬂicts, this implicit coordination cannot be necessarily achieved. Resolutions for each conﬂict have their own preferred turn direction, which can contradict
with each other. Therefore, an alternate resolution trajectory has to also be developed
which resolves the conﬂict, but while turning in the other direction. The alternate
resolution will not be as eﬃcient as the actual solution for cases where there is a clear
leader in the conﬂict.

6.1

Alternate pairwise conﬂict-free trajectory
The alternate resolution trajectory of the aircraft follows a similar pattern as the

trajectory developed in Chapter 5. The magnitude of shift (dshiftalt ) of the CPA,
calculated with Eq. 6.1, is larger as the aircraft have to travel further to alter the
geometric sequence. Note that the only diﬀerence for dshiftalt from dshift is that the
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numerator changes from Dsep − dcpa to Dsep + dcpa . The amount of shift required for
the alternate trajectory should increase with increase in dcpa . If dcpa = 0, the shift
magnitude for the alternate trajectory remains same as that of the original solution
(i.e., dshiftalt = dshift ) .
dshiftalt =

Dsep + dcpa
||vo ||
.
||vo + vi || 2 sin( |α| )

(6.1)

2

The alternate direction of shift reverses from that developed previously as shown
in Eq. 6.2. The fundamental concept remains the same, with the direction obtained
by rotating the velocity vector and the aircraft translated by a fraction of the shift
magnitude opposite to the direction of one of the aircraft. However, since the ordering
of the aircraft is reversed, the sign for ﬁrst term (which rotates the relative velocity
vector) is reversed and the leader of the conﬂict also changes. The aircraft which
geometrically trails (from the equations developed in Chapter 5) becomes the new
leader after the resolution.
⎧
⎡
⎤
⎪
αo
αo
⎪
cos( 2 ) −sin( 2 )⎥
⎪
⎪
−v ⎢
⎪
.
⎪
⎣
⎦−
⎪
||v||
⎪
αo
αo
⎪
⎪
sin( 2 ) cos( 2 )
⎪
⎪
⎨
moalt =
⎪
⎪
⎡
⎤
⎪
⎪
⎪
⎪
cos( α2o ) −sin( α2o )⎥
⎪
⎪
v ⎢
⎪
.
⎪
⎦−
⎪ ||v|| ⎣
⎪
αo
αo
⎩
sin( 2 ) cos( 2 )

vi
. sin(|α|)cos(|α|)
||vi ||

if ownship leads

vo
. sin(|α|)cos(|α|)
||vo ||

if intruder leads
(6.2)

Rest of the process remains the same as the original pairwise solution. The alternate
new point for the conﬂict-free trajectory is Bonew−alt = Bocpa + dshiftalt .moalt . The
optimization routine developed in Chapter 5 gives the control points for the trajectory.
Fig. 6.1 illustrates the original and alternate pairwise resolutions for a two aircraft
scenario.
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𝑑𝑑shiftalt . 𝐦𝐦𝐨𝐨𝐚𝐚𝐚𝐚𝐚𝐚
𝐁𝐁𝐨𝐨 𝐧𝐧𝐧𝐧𝐰𝐰

𝐚𝐚𝐚𝐚𝐚𝐚

𝐁𝐁𝐨𝐨 𝐜𝐜𝐜𝐜𝐜𝐜

𝐁𝐁𝐨𝐨 𝐧𝐧𝐧𝐧𝐰𝐰

𝐁𝐁𝐢𝐢 𝐧𝐧𝐧𝐧𝐰𝐰

𝐚𝐚𝐚𝐚𝐚𝐚

𝐚𝐚𝐚𝐚𝐚𝐚

CPA
AC1
AC2
Control
Points
Original solution

Fig. 6.1. Original and alternate resolutions

6.2

Pairwise solution for a generalized trajectory
In Chapter 5, the solution developed assumed a single Bezier curve to represent

an aircraft trajectory. The algorithm will fail to ﬁnd a solution when the CPA is very
close to any of the trajectory points (i.e., the Bezier control points on the curve). This
can occur if there are multiple Bezier curves in the aircraft trajectory. However, the
algorithm has to eﬀectively work for any generic aircraft trajectory, i.e., consisting of
any number of contiguous Bezier curves. Consequently, we add an additional step to
the algorithm procedure, where, if there is no solution trajectory possible with the
addition of the new point, the closest trajectory point is shifted to the new point.
Fig. 6.2 illustrates this update to the algorithm for a scenario with two Bezier curves
and no feasible trajectory for the new point identiﬁed by the algorithm from initial
resolution.
It is important to note that the new resolution cannot guarantee a solution trajectory which is conﬂict-free. One or more additional iterations might be required
based on the trajectories of the aircraft. However, it does increase the separation for
the aircraft in conﬂict as it is very close to the original solution trajectory from the
pairwise CD&R algorithm.
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New Pt

Control point
Trajectory point

Fig. 6.2. Update to algorithm to accommodate for resolutions without
feasible trajectories

6.3

Iterative conﬂict resolution
The iterative conﬂict resolution process starts with the ownship identifying all the

intruders in the network and determining conﬂict-free trajectories corresponding to
each of the conﬂict. As shown before, the new conﬂict-free trajectory is developed by
identiﬁed a turn direction and a shift magnitude. Therefore, the ownship has to pick
a turn direction and magnitude from the multiple shift vectors and shift magnitudes
available. In order to make this decision, the ownship ranks the threats based on the
shift magnitudes (dshift ) for resolution trajectories. The intruder with maximum dshift
value is the most critical, as the change in trajectory required is higher and demands
highest priority. Similarly, the intruder with least dshift value is the least critical. The
shift magnitude for the ownship’s new trajectory is determined by the most critical
intruder, whereas the turn direction is determined by the least critical one.
The reason behind this is the nature of the primary and alternate resolutions given
by our CD&R algorithm, as discussed in Sec. 6.1. The magnitudes dshift and dshiftalt
are inversely related, and its eﬀect becomes more prevalent for lower magnitudes
of dshift (i.e., less critical conﬂicts). Consequently, it is advantageous to adopt the
preferred direction for resolution of the less critical conﬂicts. Fig. 6.3 captures the
entire recursive process of determining the new conﬂict-free trajectory for an aircraft
network.
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Yes

Determine pairwise
resolutions for each
traffic aircraft in conflict

Does LoS exist with
any traffic aircraft ?

No
End

Rank the traffic aircraft
based on the magnitude
of shift

Are turn directions
of resolutions for the
most and least critical
aircraft same?

Yes

No

Broadcast and receive
trajectory data

Determine alternate
pairwise resolution for
critical aircraft
Adopt the new trajectory

Start

Select pairwise
resolution determined for
critical aircraft

Fig. 6.3. Flowchart for multiple conﬂict detection and resolution process

6.4

Demonstration of the algorithm
Let us consider a hypothetical scenario where 6 aircraft with equal velocities con-

verge to a point. The algorithm is required to maintain a separation of 5 NMi between
each aircraft pair. As shown in Fig. 6.4, the algorithm successfully ﬁnds a solution
after 18 rounds of communication. A zig-zag pattern can be seen for the minimum
separation for each aircraft, with the required separation eventually being achieved.
It can be observed from Fig. 6.5(d), the time taken in the original trajectories is
around 370 s (value at 0th round). The maximum increase in the time taken for the
conﬂict-free trajectories is for AC 3, which has ﬁnal time taken of 480 s. On the other
hand, the the time taken for AC2 is approximately the same.
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The same scenario is repeated for a Dsep requirement of 3 NMi, as shown in
Fig. 6.5. As expected, the algorithm ﬁnds a solution quicker (in 12 rounds) as the
minimum separation requirement is reduced. Moreover, we can also observe that the
trajectories are simpler (i.e., lesser number of Bezier curves in the trajectory) for the
case with lower separation requirement.

6.5

Commentary
The simple distributed implementation of the pairwise CD&R algorithm success-

fully ﬁnds a solution for multiple aircraft converging to a point. The performance of
the approach in comparison with a tactical CD&R algorithm will be established in
Chapter 7. The key decision point (from the algorithm ﬂowchart in Fig. 6.3)in the
algorithm is the check to establish whether the resolution trajectory for the most and
least critical aircraft from the perspective of the ownship turns in the same direction. This approach ensures that the general trend of the solution trajectories is such
the all the aircraft in the network can sequence one after the other. The behavior
ensures that the distributed algorithm can eventually converge to a set of solutions
that resolves all the conﬂicts in the network. However, currently the approach cannot
validate that the algorithm will necessarily converge. Further analysis is necessary
to establish the convergence criteria and other performance characteristics of the
algorithm.

40

(a) Original Trajectories

(b) Conﬂict-free Trajectories

(c) Evolution of minimum separation for each aircraft

(d) Evolution of time taken for solution trajectories

Fig. 6.4. CD&R for 6 AC converging with Dsep = 5 NMi
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(a) Original Trajectories

(b) Conﬂict-free Trajectories

(c) Evolution of minimum separation for each aircraft

(d) Evolution of time taken for solution trajectories

Fig. 6.5. CD&R for 6 AC converging with Dsep = 3 NMi
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7. ALGORITHM VALIDATION
The heuristics approach to the resolution development demands a validation through
simulation. Firstly, the validity of the pairwise solution for diﬀerent conﬁgurations
have to be established. Then, the resolution capability of the algorithm for multiple
aircraft network is assessed by considering NASA’s Chorus software (see Chapter 2
section 2.1.1) as a benchmark. Lastly, the algorithm’s feasibility for implementation
with ADS-B as the communication and surveillance device is also examined.

7.1

Validity of the pairwise solution
There are a large number of parameters involved in deﬁning a scenario that con-

stitutes even just two aircraft. In order to demonstrate the validate the algorithm’s
ability to provide resolution across all types of scenarios, a conﬁguration parameter
sweep is setup as shown in Fig. 7.1. AC1’s position is varied based on the variation

Fig. 7.1. Conﬁguration sweep parameters setup

in d, whereas the position of the AC2 is varied relative to the AC1 by varying the
approach angle between the aircraft using θ. Furthermore, diﬀerent velocities for
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(a) d = 0, v1 = v2 from 200 to 400 m/s

(b) d = 0, v1 = v2 . R = 40 NMi

(c) R = 25 to 75 NMi, v1 = 200 m/s

(d) θ = 180o v1 = v2 = 200 m/s

Fig. 7.2. dcpa for conﬂict-free solutions for diﬀerent 2AC conﬁgurations

the two aircraft are also considered. The results from the sweeping simulations are
plotted with a color map to indicate the value of dcpa as shown in Fig. 7.2. It can be
clearly observed that the distance at closest point of approach (dcpa ) after resolution
depends mainly on the value of θ. Variation in R and the magnitude of the aircraft’s
velocities does not have a signiﬁcant impact on the value of dcpa . However, the value
of d aﬀects the dcpa for θ = 90o and results in Loss of Separation. It is an interesting
and unexpected result as it happens for a value of θ which formed a base case for the
heuristics solution developed in Chapter 5. The asymmetry resulting from the value
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(a) θ from 30o to 330o , v1 = 200 m/s

(b) R = 50 NMi, d = 2 NMi

Fig. 7.3. Eﬀect of unequal velocities on pairwise solution

of d causes inadequate separation between the aircraft for some of the scenarios. One
more iteration of the algorithm is required to produce a solution for such scenarios.
Additionally, the eﬀect of unequal velocities of the aircraft for diﬀerent conﬁgurations is also examined in Fig. 7.3. A trend similar to that of variation in d is observed,
with Loss of Separation for some values of d and v2 /v1 when θ = 180o . Another iteration of the algorithm is required to obtain the conﬂict-free solution. In Fig. 7.3(b),
Loss of separation exist for only few values of θ due to the unequal velocities thereby
resulting in an interesting symmetric pattern. The bright yellow regions correspond
to regions without any LoS in the original trajectories.
Even though pairwise CD&R algorithm does not guarantee elimination of LoS
in one iteration for all combinations of θ, d, R, v1 and v2 , the separation is increased
for all scenarios. Furthermore, iterative implementation of algorithm guarantees a
solution in two rounds. Consequently, the algorithm is very much applicable for any
generic scenario. The eﬃcacy of the iterative approach for an aircraft network is
explored in the subsequent sections.
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Fig. 7.4. 12 AC Converging to a point

7.2

Comparison with Chorus
NASA’s Chorus software used for tactical CD&R is taken as the benchmark to

assess the eﬀectiveness of the cooperative planning algorithm. Chorus is implemented
based on the black-box C++ executable provided by NASA Langley research center.
Since it’s not a planning system, the inputs are not the future trajectories of the
aircraft. The aircraft are, instead, initiated at the initial trajectory point with the
known velocity and heading, and further simulated as an agent-based model till they
reach the ﬁnal trajectory point.
Let us consider a scenario with 12 aircraft converging to a point as shown in
Fig. 7.4. The dcpa = 0 for all aircraft pairs, thus representing a really bad conﬁguration. The conﬂict-free solutions developed by the coop algorithm and Chorus are
shown in Figs. 7.5(a) and 7.5(b). It is evident from the plots that the coop algorithm
ﬁnds a better solution. Moreover, the trajectories with Chorus maneuvers result in
Loss of Separation for all aircraft at some point along the trajectories. AC 11 also
overshoots the ﬁnal waypoint, as the conﬂict could not be resolved in the deﬁned
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(a) Coop Solution

(b) Chorus Solution

Fig. 7.5. Conﬂict-free resolutions by cooperative planning system and
Chorus algorithm (The fuzzy overlay on the trajectories indicate LoS)

region. Consequently, a distributed planning using the Chorus software is not viable
as the disruption can get propagated beyond the identiﬁed conﬂict detection space.
However, it is important to note that Chorus software is not designed with such a
requirement in mind and is more suitable as an additional layer of safety over other
approaches.
As discussed in Chapter 2, tactical CD&R algorithms have an individual aircraftcentric outlook to determining conﬂict-free trajectory solutions. Cooperative algorithms on the other hand, have a system-centric outlook. Consequently, the average
time taken by the conﬂict-free trajectories of all the aircraft in the network and their
standard deviation will be lower. This diﬀerence between the two approaches can be
clearly seen in Table 7.1. This is a validation of the approach as the aircraft would
co-operate for resolving conﬂicts only if the deviation is distributed evenly among all
members in the network. Moreover, the solution achieved by the algorithm doesn’t
have any loss of separation for any of the aircraft.
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Table 7.1.
Comparison of time taken to end point for the conﬂict-free trajectory solutions
Time to end point [s]
AC Number

7.3

Original

Chorus

Coop

1

1111

1122

1186

2

1111

1255

1222

3

1111

1222

1245

4

1111

1210

1233

5

1111

1366

1218

6

1111

1280

1233

7

1111

1126

1180

8

1111

1208

1217

9

1111

1148

1223

10

1111

1174

1240

11

1111

1494

1217

12

1111

1401

1252

Avg.

1111

1233.9

1222.2

S.D.

0

83.9

21.6

Feasibility for implementation
In the previous sections, we examined the validity of the solution provided by the

algorithm for diﬀerent scenarios and in comparison with with a benchmark algorithm.
Another important facet for the usability of an algorithm is its viability for implementation for the expected operational context. In our problem deﬁnition (developed
in Chapter 3), the ADS-B range of 150 NMi is the limiting value which constraints
the ability of the algorithm to ﬁnd a solution. As the cooperative planning algorithm
requires several rounds of communication, it is important to analyze for feasibility
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based on the distance between the aircraft, their velocity, computation time for the
algorithm and aircraft to aircraft communication time. The conﬂict has to be resolved
before each of the aircraft reaches its initial trajectory point which is input to the
algorithm to determine the solution.
ADS-B communications occur at an average frequency of 1Hz. Each ADS-B message has an available data frame of size 51 bits. An aircraft’s 2D trajectory constituting a single Bezier curve can be represented using four control points. If we
consider a local frame of reference for the aircraft locations, four control points can
be easily represented within a 51 bit data frame. Subsequent conﬂict-free trajectories
generate additional control points which would require two ADS-B messages to carry
the data information. Let’s assume that all conﬂict-free trajectories has on average
12 control points in addition to the start and end point (the start and end points has
to be send only in the ﬁrst message). Consequently, the communication rounds after
the ﬁrst one would require three ADS-B messages instead of one. Since, the ADS-B
broadcast of the current aircraft state data of the aircraft is important for safety of
the airspace, the trajectory information has to be sandwiched in between the regular
ADS-B broadcast. The regular broadcast can be reduced to once every second without an reduction in the quality of the AC surveillance oﬀered by ADS-B. If 15 rounds
of communication are required for the cooperative planning system to return a valid
solution for the network, that translates into 43 ADS-B message broadcasts.
Let’s consider that each aircraft in the network has a velocity of 200 m/s (or
0.108 NMi/s). Broadcasting the trajectory information via ADS-B messages every
two seconds would result in 86 seconds to complete the 10 rounds of communication.
The aircraft will travel approximately 9 NMi during this period. Given that during the
problem deﬁnition, the region considered for containing the solution trajectories gave
a buﬀer of 30 NMi (see Chapter 3), solutions requiring 10 rounds of communication
can be easily achieved before the aircraft reach the containment radius. Moreover,
solutions requiring higher number of communication rounds can also be obtained
given the additional buﬀer available. However, this analysis does not make an attempt
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to quantify the maximum rounds of communication feasible given the multitude of
factors that would inﬂuence the value.
The preliminary analysis validate that the cooperative planning system can be
feasibly implemented with existing ADS-B system. The distributed implementation
can potentially be improved to ﬁnd a solution in lesser number of rounds. Furthermore, the representation of the control points in the ADS-B messages’ trajectory data
can be enhanced to minimize the number of messages required to complete one round
of communication. There is a large scope for improvement to the algorithm that can
enhance the feasibility argument for the approach.

7.4

Limitations of the validation approach
The validation of the algorithm discussed in this chapter is comprehensive in

establishing the limits and performance characteristics of the pairwise CD&R algorithm. However, the validation for the distributed implementation for an AC network
is limited. There is no demonstration of guaranteed convergence for the distributed
algorithm. Furthermore, the performance characteristics of the distributed implementation (quantiﬁed through the number of communication rounds and number of
AC in network) are not discussed. A more comprehensive analysis is required to adequately gage the advantages and disadvantages of the cooperative planning system.
Nevertheless, the solution obtained iteratively from the algorithm closely resembles
the closed form analytic solution for multiple aircraft developed by Hwang et al. in [3].
This suggests that the ﬁnal solution obtained by the algorithm is close to optimal.
A more detailed comparison of the solutions from the two approaches would enable
validation of the cooperative planning system.

50

8. CONCLUSION
A novel approach has been developed to execute cooperative planning between the
aircraft to detect and resolve conﬂicts. The heuristics approach behind the pairwise
conﬂict detection and avoidance algorithm ﬁnds a solution in a single iteration for
most conﬁgurations. The cooperative planning system is developed as a simple distributed implementation of the pairwise algorithm and demonstrated to be able to
successfully ﬁnd a solution for an aircraft network. The pairwise algorithm is further validated by sweeping through diﬀerent approach conﬁgurations for two aircraft.
The algorithm returns a conﬂict-free trajectory for most of the scenarios barring a
few head-on cases. Furthermore, the feasibility of implementation with ADS-B communication is discussed.

8.1

Challenges & Future Work
The algorithm developed in this research is limited to only 2D trajectories. The

trajectory model developed for the algorithm can be directly scaled to 3D trajectories with an added constraint for the vertical dynamics. However, the conﬂict-free
trajectory solutions have to be modiﬁed to account for valid vertical maneuvers. The
Bezier curves used to model the aircraft trajectories assume that the aircraft can perform track changes with gradually increasing turn rates. The assumption holds when
the aircraft is fully autonomous and the Flight Management System controls the aircraft maneuvers. However, if the aircraft is manually piloted, the aircraft navigation
usually involves a constant track change rate, which would require transforming the
trajectories into curves with constant turn rates.
The solution developed by the heuristics approach indicates the existence of an
analytic solution, which can potentially return optimal conﬂict-free solutions. An
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analytic solution would enable easy validation and an eﬀective distributed strategic
CD&R algorithm which can be implemented. Moreover, the solution trajectories can
be optimized for minimum increase in time taken while ensuring that the solutions are
conﬂict-free. An analytic solution can further form the basis for a paradigm shift in
distributed self separation approaches. The contiguous set of Bezier curves adopted
for the algorithm development can potentially be changed to other trajectory models,
as the underlying conceptual basis for pairwise CD&R will be valid for all types of
trajectories. A diﬀerent trajectory representation can also facilitate the development
of the analytic solution as the parametric representation of Bezier curves result in an
intractable analytic formulation.
The conceptualization of the algorithm discussed in this research is limited by
the requirement of perfect information from traﬃc aircraft. The sensitivity of the
approach to faulty trajectory data should be analyzed to adopt adequate mitigation
measures for a real-world implementation. In the proposed cooperative planning
system, there is a heavy emphasis on the aircraft in the network willing to make
maneuvering decisions from a system-centric view to reach a solution agreeable to
the entire network. The algorithm has to be robust in the presence of non-compliant
or malicious aircraft in the network. For example, if an aircraft in the network refuses
to adopt the cooperative planning algorithm’s solution, the remaining aircraft have to
modify their trajectories to avoid conﬂict. All the extreme operational scenarios have
to be considered and the algorithm’s eﬃcacy for these scenarios have to be established
in order to elicit the advantages of the approach.

8.2

Implications for NextGen air traﬃc control
The viability of a distributed strategic CD&R scheme allows for the bulk of ﬂight

planning to be done in real-time rather than being predetermined. Considering the
expected increase in traﬃc and integration of UAVs into the commercial airspace,
predetermined ﬂight planning will not be suﬃcient to eﬀectively utilize the available
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airspace and ensure safety of the aircraft. The cooperative planning system provides
a feasible approach to incorporate unscheduled traﬃc into the nation-wide air traﬃc
management system and allows for near-term scheduling. Moreover, the initial path
planning for scheduled traﬃc can be determined for every origin-destination pair and
further adjustments to the ﬂight path made while in ﬂight using the cooperative
planning system. Since ADS-B devices are poised to be mandatory on all aircraft
by 2020 [16], the airspace in the near future will have suﬃcient bandwidth to enable
the communications required for distributed approaches. The feasibility of leveraging
ADS-B for cooperative planning system establishes the potential for distributed air
traﬃc control.
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