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Abstract
To evaluate the cyclic behavior under different loading conditions using
the kinematic and isotropic hardening theory of steel, a Chaboche viscoplas-
tic material model is employed. The parameters of a constitutive model are
usually identified by minimization of the difference between model response
and experimental data. However, measurement errors and differences in the
specimens lead to deviations in the determined parameters. In this article,
the Choboche model is used and a stochastic simulation technique is ap-
plied to generate artificial data which exhibit the same stochastic behavior
as experimental data. Then the model parameters are identified by apply-
ing an estimation using Bayes’s theorem. The Transitional Markov Chain
Monte Carlo method (TMCMC) is introduced and employed to estimate the
model parameters in the Bayesian setting. The uniform distributions of the
parameters representing their priors are considered which literally means no
knowledge of the parameters is available. Identified parameters are com-
pared with the true parameters in the simulation, and the efficiency of the
identification method is discussed. In fact, the main purpose of this study is
to observe the possibility of identifying the model and hardening parameters
of a viscoplastic model as a very high non-linear model with only a surface
displacement measurement vector in the Bayesian setting using TMCMC
and evaluate the number of measurements needed for a very acceptable es-
timation of the uncertain parameters of the model.
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1 Introduction
In order to predict the behavior of mechanically loaded metallic materials,
constitutive models are applied, which present a mathematical frame for
the description of elastic and inelastic deformation. The models by Miller,
Krempl, Korhonen, Aubertin, Chan, and Bodner are well-known constitu-
tive models for isotropic materials [1, 2, 3, 4, 5] which describe the inelastic
behavior. In 1983, Chaboche [6, 7] put forward what has become known
as the unified Chaboche viscoplasticity constitutive model, which has been
widely accepted.
All inelastic constitutive models contain parameters which have to be
identified for a given material from experiments. In the literature only few
investigations can be found dealing with identification problems using stochas-
tic approaches. Klosowski and Mleczek have applied the least-squares method
in the Marquardt-Levenberg variant to estimate the parameters of an inelas-
tic model [8]. Gong et al. have also used some modification of the least-
squares method to identify the parameters [9]. Harth and Lehn identified the
model parameters of a model by employing some generated artificial data
instead of experimental data using a stochastic technique [10]. A similar
study by Harth and Lehn has been done for other constitutive models like
Lindholm and Chan [11].
There are few investigations on the simplest material model, the elas-
ticity model, to identify only very few parameters of the model where sam-
pling approaches like the Metropolis algorithm and its modifications are em-
ployed. Pacheco et al. [12] investigated a three-point bending test to identify
elastic behavior and calibration is done by solving the inverse problem in a
Bayesian setting by using the Metropolis-Hastings algorithm. Only elastic
moduli are identified without considering the error. Slonski et al. [18] also
applied a sequential particle filter on an elastic model and Young’s modulus
is estimated, where the Bayesian setting is compared to the deterministic
approach, and the Bayesian setting is preferred. The elastic modulus of a
polymeric material is updated by Zhang et al. [24], where a Markov Chain
Monte Carlo method is used, but very high computation time is reported.
Further, Young’s modulus is estimated for a considered material by Gallina
et al. [13] by applying a multi dimensional Markov Chain Monte Carlo
method. A similar Bayesian approach for composite materials to estimate
Young’s modulus is carried out by Pieczonka et al. [14]. Arnst et al. [15]
have applied a Markov Chain Monte Carlo method by using polynomial
chaos expansion to identify Young’s modulus of an elastic model.
Only few investigations were carried out on enriched material models
such as a viscoelastic model to identify the few parameters by employing the
Metropolis-Hastings technique and the classical Markov Chain Monte Carlo
method. Rappel et al. [16, 17] studied an elastic and a viscoelastic model
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where the measurement error is considered. Bayesian inference is applied
to estimate only the elasticity modulus by applying an adaptive Metropolis-
Hastings technique. An et al. [19] investigated a crack model by a classical
Markov Chain Monte Carlo method in order to estimate the parameters of
a model which represent the size and position of the crack in the Bayesian
setting. Also Hernandez et al. [20] applied a Markov Chain Monte Carlo
method on a viscoelastic model in order to update its model parameters in a
Bayesian setting, but the posterior distributions of the parameters are not up-
dated properly. In fact, the parameters are not identified properly. Mahnken
[21] has also applied a Markov Chain Monte Carlo method to estimate few
parameters of a plasticity model. The damage parameters of a truss structure
under model uncertainties are studied by Zheng et al. [22], where a multi-
level Markov Chain Monte Carlo method is applied and the true values are
not well estimated. Further, this approach suffers from high computation
time. Another damage detection approach is applied by Nichols et al. [23]
by applying a modified version of the Markov Chain Monte Carlo method.
There are other investigations in the Bayesian setting using the Markov
Chain Monte Carlo method, and Madireddy et al [25], Wang and Zabaras
[26], and Oh et al [27] have carried out an investigation on the identification
of a material model by using its modified method. In studies carried out
by Alvin [28], Marwala and Sibusiso [29], Daghia et al. [30], Abhinav and
Manohar [31], Gogu et al. [32, 33], and Koutsourelakis [34, 35], the elastic
parameters of the model are estimated stochastically. Fitzenz et al. [36],
Most [37], and Sarkar et al. [38] investigated elastoplastic materials and
thermodynamical material models to identify their model parameters. Other
studies on viscoelastic models are carried out by Zhang et al. [39], Mehrez et
al. [40], and Miles et al. [41]. Further investigations on viscoelastic models
to estimate a higher number of model parameters are studied by Zhao and
Pelegri [42], and by Kenz et al. [43]. The estimation of fatigue parameters
using Markov Chain Monte Carlo methods is also studied by [44].
In this paper, a viscoplastic model of Chaboche is studied. The model
contains five material parameters which have to be determined from exper-
imental data. It should be noted that here virtual data are employed instead
of real experimental data. A cyclic tension-compression test is applied in
order to extract the virtual data.
The model is described in Section 2, whereas Section 3 explains how
to perform the update. The employed method, which is the Transitional
Markov Chain Monte Carlo (TMCMC) method, is described in this section
and applied on the case study model.
In Section 4 the desired parameters of the model are identified from the
measured data which .. take as surface displacement measurements, as could
be done for example by digital image correlation (DIC). In fact, the param-
eters which have been considered as uncertain parameters are updated and
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the uncertainties of them are reduced, while the random variables represent-
ing the uncertain parameters are updated during the process. The results
are thoroughly studied and the identified parameters as well as the corre-
sponding model responses are analyzed. The section discusses the ability
of the applied method to identify the highly non-linear viscoplastic model
parameters by considering the surface displacement measurement.
2 Model Problem
The mathematical description of metals under cyclic loading beyond the
yield limit that includes viscoplastic material behavior as well as the char-
acterization of isotropic-kinematic hardening is here given in terms of a
modified Chaboche model introduced in [45]. As we consider classical in-
finitesimal strains, we assume an additive strain decomposition of elastic
and inelastic strains. The material behavior is described for the elastic part
by isotropic homogeneous elasticity which is characterized by the shear and
bulk moduli, the eigenvalues of the elasticity tensor. The inelastic behavior
is described following the standard generalized materials paradigm [46], so
that obey the specification of the dissipation pseudo-potential is necessary.
For viscoplasticity the dissipation potential is given by
φ(σ) =
k
n+1
〈
σex
k
〉n+1
, (1)
with 〈·〉= max(0, ·) and k and n as the material parameters. Here σex is the
over-stress, defined via the equivalent stress (σeq) which reads
σeq =
√
3
2
tr((σ −χ)D.((σ −χ)D), (2)
where (·)D denotes the deviatoric part and χ is the back-stress of kinematic
hardening. The over-stress σex is given by
σex = σeq−σy−R=
√
3
2
tr((σ −χ)D.(σ −χ)−σy−R, (3)
where σy is the yield stress and R models the isotropic hardening which is in-
troduced in the following. The partial derivative of the dissipation potential
φ with respect to σ leads to the equation for the inelastic strain rate
ε˙vp =
∂φ
∂σ
=
〈
σex
k
〉n
∂σex
∂σ
. (4)
The viscoplastic model allows for isotropic and kinematic hardening, which
is considered in order to describe different specifications. Assuming R(t)
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and χ(t) with R(0) = 0 and χ(0) = 0 to describe isotropic and kinematic
hardening respectively, the evolution equations for these two are
R˙= bR(HR−R)p˙ (5)
and
χ˙ = bχ(
2
3
Hχ
∂σeq
∂σ
−χ)p˙ (6)
respectively. In the evolution equations, p˙ is the viscoplastic multiplier rate
given as:
p˙=
〈
σex
k
〉n
, (7)
which describes the rate of accumulated plastic strains. The parameter bR
indicates the speed of stabilization, whereas the value of the parameter HR
is an asymptotic value according to the evolution of the isotropic hardening.
Similarly, the parameter bχ denotes the speed of saturation and the param-
eter Hχ is the asymptotic value of the kinematic hardening variables. The
complete model is stated in Table 1. Note that E represents the elasticity
tensor.
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Table 1: The constitutive model of Chaboche
Strain
ε(t) = εe(t)+ εvp(t)
Hooke’s Law
σ(t) = E : εe(t)
Flow Rule
ε˙vp(t) = 〈σeq(t)−σy−R(t)k 〉n ∂σex∂σ
Hardening
R˙= bR(HR−R)p˙
χ˙ = bχ(23Hχ
∂σeq
∂σ −χ)p˙
Initial Conditions
εvp(0) = 0, R(0) = 0, χ(0) = 0
Parameters
σy (Yield Stress)
k, n (Flow Rule)
bR, HR, bχ , Hχ (Hardening)
By gathering all the desired material parameters to identify into the vec-
tor q= [κ G bR bχ σy], where κ and G are bulk and shear modulus, respec-
tively, which determine the isotropic elasticity tensor, the goal is to estimate
q given measurement displacement data, i.e.
u= Y (q)+ e, (8)
in which Y (q) represents the measurement operator giving the prediction
of the observed displacements and e is the measurement (also possibly the
model) error. As the function Y (q) is typically not invertible, this is an ill-
posed problem, and the estimation of q given u is not an easy task and usually
requires regularization. This can be achieved either in a deterministic or in a
probabilistic setting. Here, the latter path is taken as further described in the
text.
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3 Bayesian identification via the Transitional
Markov Chain Monte Carlo method
Ching and Chen [48] modified the approach by Beck and Au to develop a
Transitional Markov Chain Monte Carlo method (TMCMC). This approach
is based on the Markov Chain Monte Carlo method and its adaptive capabil-
ity is inspired from an adaptive Metropolis–Hastings (M-H) method devel-
oped by Beck and Au in 2002 [47]. This approach employs a sequence of
PDFs, where the entire data set of the available data is used for each stage
of the sampler which is proportional to the local posterior with some expo-
nent times likelihood, with a change of exponent between 0 and 1. As the
same idea was used in the simulated annealing approach [49], this exponent
is called a tempering parameter. TMCMC and the Beck and Au approach
also differs in theory of employing the M-H algorithm. In each stage a local
proposed PDF is constructed instead of a global proposed PDF, and it is also
to be noted that to improve the rate of convergence in TMCMC, re-sampling
is used.
Based on the formulation of Bayes’s theorem [50, 51], it is difficult to
generate samples from the posterior PDF due to lack of information about
the geometry of the probability density function. In order to overcome this
problem, the TMCMC algorithm employs a sequence of intermediate PDFs
which converge to the target posterior PDF as defined in the Equation 9,
where the index j denotes the stage number [48, 52]. Considering the re-
formulation of Bayes’s theorem for the model classM which is defined by
the parameter vector θ , the prior PDF of this model class over the param-
eter vector f (θ |M ) is updated with the measurement data D , where the
likelihood function is f (D |M ,θ).
f j(θ) ∝ f (θ |M ) f (D |M ,θ)r j (9a)
j = 0,1,2, ...,M 0 = r0 ≤ r1 ≤ r2 ≤ ...≤ rM = 1 (9b)
The stage number fulfills the desirable properties such as producing
a series of intermediate PDFs ( f j(θ)) from the prior PDF, i.e. it starts
with r j = 0 stating that the initial prior is proportional to the prior PDF
( f0(θ) ∝ f (θ |M )) and it ends with r j = 1 stating that the final PDF is pro-
portional to the posterior PDF ( fM(θ) ∝ f (θ |M ) f (D |M ,θ)). The right
hand side of the latter relation represents the posterior PDF f (θ |M ,D) and
its proportionality is shown in Equation 10.
r j = 0 f0(θ) ∝ f (θ |M ) (10a)
r j = 1 fM(θ) ∝ f (θ |M ,D) (10b)
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Although the geometry change from f (θ |M ) to f (θ |M ,D) is large, the
change between two adjacent intermediate PDFs can be small. Due to this
possible transition, from where the method derives its name, it is possible to
determine samples efficiently from f j+1(θ) based on samples from f j(θ).
3.1 Transitional MCMC Algorithm
In this subsection, the entire algorithm of TMCMC is described in the fol-
lowing steps in detail [48, 52, 53].
1. As a first step, set j = 0, and generate from f0(θ) = f (θ |M ) a set of
N samples.
2. It is to be noted that r j+1 is selected in such a way that the coefficient of
variation of f (D |M ,θ ( j)k )r j+1−r j where k = 1,2, ...,N is a prescribed
value and θ ( j)k stands for the k-th sample that belongs to level j. Ac-
cordingly, the coefficient of variation serves as an indicator to measure
the closeness of f j(θ) to f j+1(θ).
3. The plausibility weight w(θ ( j)k ) = f (D |M ,θ ( j)k )r j+1−r j is obtained for
k = 1,2, ...,N, from which the parameter S j = ∑Nk=1w(θ
( j)
k )/N
j is
computed.
4. Samples θ j+1k where k= 1,2, ...,N determined from f (θ)
j+1 by Metropolis-
Hastings technique are chosen randomly from a Markov chain which
has samples starting from one of the samples θ ji where i = 1,2, ...,N.
The i-th initial sample θ ( j)i is chosen with probabilityw(θ
( j)
i )/∑
N
l=1w(θ
( j)
l ).
As in the proposed distribution a Gaussian distribution which is cen-
tered at the current sample is applied in the k-th chain in the Metropolis-
Hastings algorithm, and the determined covariance matrix is shown in
Equation 11 and 12, where β is a prescribed scaling factor that scales
the proposal distribution and β = 0.2 is suggested by Ching and Chen
[48].
Σ j = β 2
∑Ni=1w(θ
( j)
i )
[
θ ( j)i −µ j
][
θ ( j)i −µ j
]T
∑Nk=1w(θ
( j)
k )
(11)
where
µ j =
∑Nl=1w(θ
( j)
l )θ
( j)
l
∑Nl=1w(θ
( j)
l )
. (12)
5. Steps two to four are repeated until rM = 1. At the final step, samples
θ (M)k for k = 1,2, ...,N are distributed according to f (θ |M ,D).
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The significant advantage of the modified Metropolis-Hastings algorithm
applied in TMCMC is that initially it allows a large and a free sample space
to explore but in the final stages the samples are generated from a narrower
neighborhood of sample space. Furthermore the proposal distribution will
change within a simulation level and this will result in better local behavior.
This is accomplished by modifying the proposal distribution for each level
in such a way that its standard deviation is small for higher simulation lev-
els. But the average value drives the generation of samples towards the most
important neighborhood of the sample space [48, 52, 53].
4 Numerical results
The identification of the material constants in the Chaboche unified vis-
coplasticity model is a reverse process, here based on virtual data. In case
of the Chaboche model the best way of parameter identification is using the
results of cyclic tests, since more information can be obtained from cyclic
test rather than creep and relaxation tests, specifically information regarding
hardening parameters. The aim of the parameter identification is to find a
parameter vector q introduced in Section 2. The bulk modulus (κ), the shear
modulus (G), the isotropic hardening coefficient (bR), the kinematic harden-
ing coefficient (bχ ) and the yield stress (σy) are considered as the uncertain
parameters of the constitutive model.
A preliminary study is on a regular cube, modeled with one 8 node el-
ement. The minimal number of freedoms that have to be constrained is six
and many combinations are possible. As shown in Figure 1, all three degrees
of freedom at point B are fixed. This prevents all rigid body translations, and
leaves three rotations to be taken care of. The x displacement component at
point A is constrained to prevent rotation about z, and the z component is
fixed at point C to prevent rotation about y. The y component is constrained
at point D to prevent rotation about x [54].
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Figure 1: Boundary condition considered
The normal tractions, which is a Neumann boundary condition, are ap-
plied cyclically [55, 56, 57] in x, y and z directions on front and back faces
and the magnitude of tractions in all directions are shown in Figure 2 where
green, red and blue colors represent the stress vector values in x, y and z
directions respectively.
0 5 10 15
−1.5
−1
−0.5
0
0.5
1
1.5 x 10
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sigma(0)
sigma(1)
sigma(2)
Figure 2: Decomposed applied force at point E according to time
By considering the parameters listed in Table 2 as the virtual truth, for
the top right corner node on back face, point E, as shown in Figure 1, the
related displacement graph is obtained as shown in Figure 3 where green, red
10
and blue colors represent the displacement of point E in x, y and z directions
respectively.
Table 2: The model parameters
κ G σy n k bR HR bχ Hχ
1.66e9 7.69e8 1.7e8 1 1.5e8 50 2.75e8 50 2.75e8
0 5 10 15
−1.5
−1
−0.5
0
0.5
1
1.5
 
 
u(0)
u(1)
u(2)
Figure 3: Displacement of point E in x, y and z directions according to time
The displacements of point E in x, y and z directions are noted as the
virtual data in this case.
The Transitional Markov chain Monte Carlo method is applied using
sampling by which 1000 samples are generated and the history of the dis-
placement of point E is noted. The determined prior and posterior proba-
bility density functions are compared and illustrated in Figure 4 and 5. It
should be noted that the Burn-in period is considered as 200 in all iterations
but in last iteration it is considered as 500. Further, the scaling parameter (β )
in TMCMC is considered as 0.2 [48]. The acceptance ratio is implemented
in such an adaptive way that it is between 0.2 and 0.3, considering the op-
timal acceptance ratio 0.234 [58]. The initial prior of the material model
parameters are taken as uniform distributions.
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Figure 4: Prior distribution of the parameters
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Figure 5: Posterior distribution of the parameters
From the prior and posterior distributions of the bulk modulus (κ), shear
modulus (G), the isotropic hardening coefficient (bR), the kinematic hard-
ening coefficient (bχ ) and the yield stress (σy), it is found that the model
parameters can be detected by using the TMCMC. The obtained results are
acceptable, however it should be mentioned that the TMCMC method is a
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very time consuming approach, particularly when the case study is a PDE
system. The determined true values, the mean and standard deviation of the
estimated parameters via the TMCMC approach are shown in Table 3.
Table 3: The identified model parameters
Parameters qtrue qest(mean) qest(standard deviation)
κ 1.66e9 1.71e9 1.33e7
G 7.69e8 7.66e8 2.24e6
bR 50 53.00 1.83
bχ 50 49.30 1.32
σy 1.7e8 1.67e8 1.37e6
4.1 Discussion of the results
From the sharpness of the posterior PDF of κ , G, bR, bχ and σy, it can
be concluded that enough information from virtual data, the surface dis-
placement measurement, is received, and updating the parameters consid-
ering their uncertainty is done very properly, as the standard deviation of
the residual uncertainty is below 1% of the mean. On the other hand, it
should be mentioned that the Transitional Markov Chain Monte Carlo ap-
proach, which is employed, is a very time consuming method and applying
it, besides a model which is solved by employing the finite element method
as a relatively expensive method, leads to a computationally very expensive
approach to estimate the model parameters.
5 Summary
Using the Transitional Markov Chain Monte Carlo method explained in Sec-
tion 3 to identify the model parameters of the Chaboche model indicates that
it is possible to identify the model parameters by employing this method.
The method works well on this highly non-linear material model by tak-
ing the vector of surface displacement measurement into consideration. The
parameters are well estimated, and the uncertainty of the parameters is re-
duced, while the distribution functions of the parameters are updated during
the process. The adaptive procedure of the acceptance ratio, where the ac-
ceptance ratio is accepted when it is between 0.2 and 0.3, leads to very ac-
curate posterior distributions, which estimate the parameters very finely. As
applying the TMCMC on the discussed material model needs a lot of com-
putational time, a new much faster approach will be introduced to estimate
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the model parameters using the surface displacement measurement and the
results will be compared on the same material model in the upcoming paper
of the authors which can be proposed not only for the purpose of model pa-
rameter identification but also for the purpose of structural health monitoring
and damage detection of the real structures such as bridges under cyclic tests.
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