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Chapter 1
Introduction
Our imagination is stretched to the
utmost, not, as in fiction, to
imagine things which are not really
there, but just to comprehend
those things which ’are’ there.
Richard Feynman
This manuscript is devoted to the study of some specific issues related to the
physics and simulation of low temperature partially magnetized plasmas. These
plasmas are typical of ion sources such as those used in ion thrusters (gridded ion
thrusters, Hall thrusters, Highly Efficient Multistage Plasma Thrusters -HEMPT,
. . . ), in negative ion sources for neutral beam injection in fusion or in magnetron
discharges for processing applications.
In partially magnetized plasmas electrons are strongly magnetized (electron Lar-
mor radius much smaller than the plasma dimensions) while ions are not (ion Larmor
radius larger than the plasma dimensions). This gives these plasmas very specific
properties different from those of space plasmas or fusion plasmas. Since electrons
are confined by the magnetic field, their residence time in the system is increased
and they can undergo collisions with neutral atoms or molecules and ionization,
allowing plasma maintenance even at very low pressure. Ions, on the other hand,
are not sensitive to the magnetic field, can be practically collisionless if the pres-
sure is low enough, and can be accelerated by electric fields that can be present in
the cathode sheath, as in magnetron discharges, in the plasma volume, as in Hall
thrusters, or between a plasma grid and an extracting grid as in gridded ion sources
or in negative ion sources for fusion.
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As said above, the magnetic field is used in these plasma sources to confine
the electrons. Electrons can be efficiently confined if magnetic cusps are placed on
the chamber walls and/or in so-called E ×B configurations. E ×B configurations
correspond to conditions where an external magnetic field is placed perpendicular
to the applied electric field or to the discharge current. For efficient confinement,
such configurations must have a cylindrical symmetry with E×B in the azimuthal
direction (i.e. E axial and B radial or E radial and B axial). In these conditions the
E×B drift current is closed on itself and does not go to a wall (devices with E×B
configurations are also called “closed drift” devices). Magnetic cusps are used to
limit the electron and ion flow to the walls. They are generally created by magnets
placed along the chamber walls so that the magnetic field is parallel to the walls over
a large part of the wall and perpendicular to the wall over a smaller part. This is
equivalent to reducing the effective wall area viewed by the electrons and therefore
to reducing the charged particle losses to the walls.
Classical theory of charged particle transport predicts that electron transport
across a uniform magnetic field is possible only if the electrons undergo collisions.
This is called “classical, collisional cross-field transport”. For example, in an E×B
configuration, the classical collisional transport theory predicts that while electron
mobility or diffusion coefficient without magnetic field are inversely proportional to
the electron collision frequency, these coefficients are proportional to the collision
frequency in the direction parallel to the electric field and perpendicular to the mag-
netic field when a magnetic field is present and inversely proportional to the square
of the magnetic field. In practice, when the electron collision frequency is much
smaller than the electron cyclotron angular frequency (large Hall parameter), cross-
field electron transport is larger than predicted by the classical collisional theory
because of the formation of instabilities and turbulence. Instabilities and turbu-
lence are ubiquitous in partially magnetized plasmas as well as in space plasmas or
fusion plasmas, but they are very specific because electrons are strongly magnetized
while ions are practically not magnetized. Due to these instabilities, electron trans-
port across the magnetic field is larger than predicted by the classical collisional
theory and this “anomalous electron transport” is difficult to quantify.
In this thesis we will illustrate some of the issues in the physics and modeling
of partially magnetized plasmas with three specific examples that correspond to
ongoing studies in the GREPHE group of the LAPLACE laboratory:
1. Electron extraction in negative ion sources for neutral beam injection in fusion
2. Instabilities in magnetron discharges and Hall thrusters
5
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3. Plasma confinement by magnetic cusps
 In the study of the negative ion source for fusion, the aim of the GREPHE
group is to better understand the physics of the negative ion source, and more
specifically, the questions of plasma transport across the magnetic filter and
of negative ion extraction from the plasma. One of the important issues in
these negative ion sources is to minimize the current of electrons that are co-
extracted with the negative ions. In this thesis we focus on this aspect and
we try to understand and quantify how electrons can be extracted through a
grid aperture when a magnetic cusp is placed in front of the aperture. We will
show with the help of 3D PIC simulations that E × B electron drift in the
meniscus region plays an important role in this process.
 Hall thrusters and magnetron discharges are E × B cylindrical devices with
radial magnetic field and axial electric field. It has been known for a long
time that instabilities are present in the discharges of Hall thrusters and mag-
netrons, leading to important anomalous electron transport. In this thesis we
focus on one particular type of instability which is known to be present in Hall
thrusters and magnetron discharges and is apparent in the experiments as a lu-
minous non-uniformity rotating in the azimuthal direction. This macroscopic
instability, called “rotating spoke” in the literature has been recently ana-
lyzed by the GREPHE group with 2D axial-azimuthal Particle-In-Cell Monte
Carlo Collisions (PIC MCC) simulations. In this thesis we have used such a
simulation to perform a parametric study of this instability.
 Magnetic cusps have been used for more than 60 years to confine the plasma in
a large variety of conditions. An important parameter characterizing plasma
confinement by cusps is the effective loss area in the presence of magnetic cusps.
Some semi-empirical theories have been proposed to quantify the effective loss
area and their predictions have been compared with numerous experimental
results. In spite of these efforts there is no fully reliable expression of the
effective wall loss as a function of different parameters such as magnetic field,
electron temperature, ion mass, gas pressure, etc. . . The availability of power-
ful simulation tools and computers should allow us to progress toward a more
quantitative description of the confinement by magnetic cusps. We describe
in this thesis an attempt at obtaining scaling laws for the effective loss width
of magnetic cusps, based on 2D PIC MCC simulations.
The manuscript is organized as follows. In the remaining of this introduction we
provide more details on the general context of this work and on the three topics that
6
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we are addressing. Chapter 2 presents the basics principles of particle simulations
in the context of magnetized plasmas and discusses some aspects of the accuracy of
these simulations. Chapter 3 describes our attempts at obtaining scaling laws for
magnetic cusps confinement in low β plasmas. The question of electron extraction
across the grids of a negative ion source is addressed in chapter 4. Chapter 5 is
devoted to the parametric study of an ionization instability predicted by 2D PIC
MCC simulations and that seems to correspond to the observed rotating spokes in
magnetron plasmas or Hall thrusters.
1.1 Negative ion source for neutral beam injec-
tion in fusion
1.1.1 Principles of magnetic fusion
Nowadays, energy consumption increases every year. With the increasing popula-
tion, more energy is needed which makes finding new generation energy sources a
primary task for humanity. As shown in figure 1.1, there is a significant difference
between different energy producing methods. For coal and oil, it costs million tonnes
to produce the same amount of energy which can be harvested by fusion only using
100 kg Deuteron and 150 kg Triton. Based on this tremendous advantage, sustain-
able fusion reaction has been studied since the early 20th century.
Figure 1.1: Fuel consumption in different energy production methods[1]
In a fusion reaction, two or more atomic nuclei are combined into one or more
different atomic nuclei and subatomic particles. Nuclear reactions of interest for
7
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fusion reactor are shown below(D: deuterium; T: Triton; He3: helium-3; Li: lithium;
p: proton; n: neutron):
D +D = T + p (1.1)
D +D = He3 + n (1.2)
T +D = He4 + n (1.3)
D +He3 = He4 + p (1.4)
Li6 + n = T +He4 + p (1.5)
Li7 + n = T +He4 + n (1.6)
We say: ”Without fusion, there would be no life on earth”, because the light
and the warmth we feel right now is the results of fusion reaction in the core of the
sun: hydrogen nuclei collide into heavier helium atoms and release huge amounts
of energy during the process. For fusion reaction in the core of sun, the gravita-
tion force confines high energy nuclei with temperature of about 15 million degrees
Celsius. But on earth, such highly demanding confinement can not be conducted
by gravitation. There are two ways designed by scientists to confine particles in a
typical fusion device: inertial confinement fusion and magnetic confinement fusion.
Inertial confinement fusion(ICF) is a type of fusion energy research that attempts
to initiate nuclear fusion reactions by heating and compressing a fuel target, typically
in the form of a pellet that most often contains a mixture of deuterium and tritium.
Generally ICF systems use a single laser, the driver, whose beam is split up into
a number of beams which are subsequently individually amplified a trillion times
or more. These are sent into the reaction chamber (called a target chamber) by
a number of mirrors, positioned in order to illuminate the target evenly over its
whole surface. The heat applied by the driver causes the outer layer of the target to
explode, just as the outer layers of an H-bomb’s fuel cylinder do when illuminated
by the X-rays of the fission device.The material exploding off the surface causes the
remaining material on the inside to be driven inwards with great force, eventually
collapsing into a tiny near-spherical ball. In modern ICF devices the density of the
resulting fuel mixture is as much as one-hundred times the density of lead, around
1000 g/cm3. This density is not high enough to create any useful rate of fusion on its
own. However, during the collapse of the fuel, shock waves also form and travel into
the center of the fuel at high speed. When they meet their counterparts moving in
from the other sides of the fuel in the center, the density of that spot is raised much
further. Given the correct conditions, the fusion rate in the region highly compressed
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by the shock wave can give off significant amounts of highly energetic alpha particles.
Due to the high density of the surrounding fuel, they move only a short distance
before being ”thermalized”, losing their energy to the fuel as heat. This additional
energy will cause additional fusion reactions in the heated fuel, giving off more high-
energy particles. This process spreads outward from the center, leading to a kind of
self-sustaining burn known as ignition.
Figure 1.2: Schematic of inertial confinement fusion device[2]
In magnetic confinement fusion, magnetic fields are used to confine the fusion
fuel in a plasma to produce thermonuclear fusion power. Charged particle gyrates
around the magnetic field line, so it is possible to constrain particles with magnetic
field. In the early days of research, magnetic mirror was used to confine the plasma.
A basic magnetic mirror is shown in figure 1.3. The confinement of a magnetic
mirror is the result of conservation of magnetic moment µ:
µ =
W⊥
B
=
1/2mv2⊥
B
= const (1.7)
where W⊥ is the energy perpendicular to the magnetic field. Assuming we have a
particle going to the left with initial velocity of v0⊥ and v
0
‖(velocity perpendicular
and parallel to the magnetic field) at Bmin, and assuming the particle energy is
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conserved during the motion in magnetic field. So:
µ =
W⊥
B
=
1/2mv2⊥
Bmin
= const (1.8)
and
W = 1/2m(v2⊥ + v
2
‖) = W0 = const (1.9)
As particle moves to the left, B increases, so based on equation 1.8, W⊥ =
1/2mv2⊥ increases. If W⊥ ever reaches W0 where magnetic field is Bmax, there will
be no motion parallel to the magnetic field. So particles will be reflected back to
the right. This happens if:
µ =
1/2mv0⊥
2
Bmin
>
W0
Bmax
=
1/2m(v0⊥
2
+ v0‖
2
)
Bmax
(1.10)
or
v0⊥
2
v0⊥
2
+ v0‖
2 >
Bmin
Bmax
(1.11)
Defining the pitch angle θ = tan−1(v0⊥/v
0
‖), we have from equation 1.11:
sinθ >
Bmin
Bmax
1/2
=
1
R1/2
(1.12)
the mirror ratio R = Bmax/Bmin. Particles with pitch angle satisfying equation 1.12
will be contained by the magnetic mirror.
Figure 1.3: Basic magnetic mirror configuration[3]
Later on, toroidal machines like z-pinch device, Stellarators, Tokamak were de-
veloped to study sustainable fusion reaction. The tokamak device was designed in
USSR in 1951 by physicist Andre Sakharov and Igor Tamm[4]. A tokamak device is
usually surrounded by two different magnetic field configurations: toroidal field and
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poloidal field. The toroidal field is generated by sets of coils, and an inner poloidal
field is produced due to the plasma current, an additional poloidal field is generated
by coils in order to maintain the shape and stability of the plasma inside the device.
Figure 1.4: Sketch of tokamak magnetic field, including toroidal magnetic field and poloidal
magnetic field[5]
Nowadays, ITER( International Thermonuclear Experimental Reactor shown in
figure 1.5) is the largest fusion device on earth and the most ambitious energy project
in the world. ITER is located in southern France, 35 nations are collaborating to
build the largest tokamak device in the south of France. ITER will be the first fusion
device to produce a net energy. The aim for ITER is to produce high amplification
factor Q (reach 10) for a long sustainable time(> 300 s). The amplification factor
Q represents the ratio of output energy to input heating energy.
11
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Figure 1.5: ITER tokamak device[6]
Figure 1.6: Main parameters and dimensions of the ITER plasma [7]
1.1.2 Heating by neutral beam injection
In ITER, the temperatures must reach more than million Celsius in order for the
gas to achieve the plasma state and ignite the fusion reaction. The Tokamak relies
on three sources of external heating: the ohmic heating[8], the wave heating and the
particle heating.
In a tokamak device, the toroidal current flowing in the plasma induces poloidal
magnetic field, and also heats the plasma by Joule effect (ohmic heating). The
heating process strongly depends on the resistivity of plasma and the applied current.
As the plasma temperature increases, the plasma resistivity decreases. Because of
this effect, ohmic heating becomes very inefficient when applied to fusion device at
12
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very high plasma temperature. So additional heating methods are required.
Another heating method is wave heating at the cyclotron resonance. The prin-
ciple is that if the wave frequency is the same as the particle cyclotron frequency,
the charged particle rotation is synchronous with the electric field rotation, i.e. the
charged particle “sees” a constant field and its energy increases as in a dc field. Cy-
clotron resonance heating can be used for electrons and ions at different frequencies
(since the cyclotron frequency depends on the charged particle mass). For magnetic
fields in fusion reactors, ion cyclotron heating occurs for frequencies in the MHz
range and electron cyclotron heating for frequencies of a few hundred GHz.
Figure 1.7: ITER Neutral beam injector configuration[9]
The third way of plasma heating in fusion reactors is heating by neutral beam
injection which consists in injecting a large flux of energetic neutral atoms in the
tokamak to heat the charged particles through collisions. Neutral beam injection
will play an essential role in the heating of ITER. The ITER plasma will be heated
by two 1 MeV negative ion beams, corresponding to a total current of 40 A. The
negative ions are produced in a negative ion source (a low temperature partially
magnetized plasma), are extracted by a system of biased grids, accelerated at 1
MeV, neutralized by collisions with neutral atoms, and injected in the tokamak. A
schematic of the neutral beam injection system of ITER is shown in Fig 1.7. A high
energy of 1 MeV is needed to heat the plasma at the required temperature. The
reason for using negative ions instead of positive ions (much easier to generate and
extract) is the fact that the neutralization efficiency of 1 MeV positive ions is very
small while the neutralization of 1 MeV negative ions by collisional detachment is
reasonably large as can be seen in Fig 1.8
13
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Figure 1.8: Neutralization efficiency vs energy[10]
In this thesis we focus on one specific aspect of the negative ion source, i.e. on
the question of co-extraction of electrons with negative ions. The negative ion source
of ITER is described below.
1.1.3 Negative ion source:
The structure of negative[11] ion source showed below is a prototype used in IPP
Garching. Basically negative ion source has 3 parts: source area(driver), expansion
area and extraction region. In source area (driver), the plasma is induced either
by heated filaments(arc discharge) or rf antennas(inductively coupled discharge).
Based on the disadvantages of big caesium consumption and short lifetime in the
filament-ed sources, the ITER consortium has decided to adopt the rf driven source
as the main source of neutral beam injectors (see in Fig 1.9). In the expansion
region between the driver and the extraction region a magnetic field (magnetic
filter around 100 Gauss) is placed perpendicular to the expanding plasma flow.
The driver generates high energy electrons that can produce vibrationallly excited
H2 (D2) and atomic hydrogen (deuterium). Hydrogen (deuterium) atoms hit the
surface of the plasma grid (which is coated with a cesium layer) and are converted
into negative ions that can be extracted by the extracting voltage. Negative ions are
also produced in the plasma volume from dissociative attachment of vibrationally
excited states by low energy electrons (dissociative attachment of H2(ν > 3) , where
ν is the vibrational level, is the largest for electron energy on the order of 1 eV ).
The high energy electrons generated in the driver can destroy negative ions. The
purpose of the magnetic filter in front of the plasma and extracting grids is to lower
the electron energy in the extraction region and therefore to limit the destruction
of negative ions by high energy electrons. Electrons are supposed to be trapped by
14
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the magnetic field in the filter and their residence time in the expansion region is
therefore increased. They can therefore undergo collisions and lose energy before
reaching the extraction region.
Since a positive voltage is applied to the extracting grid, electrons can also be
extracted with negative ions. An important issue in negative ion sources is to limit
the current of co-extracted electrons. This is done in the ITER negative ion source by
a magnetic field (called suppression magnetic field) generated by magnets in front
of each grid aperture. Negative ions are not very sensitive to this magnetic field
and can be freely extracted from the plasma meniscus in front the grid aperture.
Electrons are strongly magnetized in front of the grid aperture and should be in
principle deflected to the plasma grid and not extracted. However experiments on
the ITER negative ion sources show that the co-extracted electron current is not
negligible and is on the order of the negative ion current. The purpose of this thesis
in this context is to understand and quantify the co-extracted electron current.
Figure 1.9: Schematic view of the IPP RF source with one driver
Figure 1.10: Modular concept of the RF negative ion source[12]
15
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1.1.3.1 Experimental studies on negative ion sources:
Various experimental studies have been conducted in these years. Figure 1.10 shows
a few prototypes of negative ion source: BATMAN (bavarian test machine for neg-
ative ions) and MANITU (multi ampere negative ion test unit)[13] are test facilities
with a small prototype source (0.3 × 0.6 m2 base area); ELISE and RADI[14] are
larger facilities (0.9×1 m2) which have half the size of the ITER source(0.9×2 m2);
SPIDER AND MITICA[15] are full size test facility at RFX in Padua. Different
diagnostic methods are applied to study the parameters both in expansion vol-
ume and extraction region. A preferable way to measure the plasma propertities is
non-invasive optical emission spectroscopy(OES)[16]; Also langmuir probes are used
in the boundary layer for detecting the plasma parameters; Cavity ring-down spec-
troscopy(CRDS) is used to study the negative ion density[17, 18]; Tunable diode laser
absorption spectroscopy(TDLAS) is applied to determine the neutral Cs density[19].
For beam study: tunsten wire calorimeter is used to assess the shape of the extracted
beam and get a rough estimation of the beam divergence[20]. Beam emission spec-
troscopy(BES) is used to diagnose the intensity and divergence of the beam[20].
1.1.3.2 Modeling of negative ion sources
Three types of simulation methods have been used to study negative ion sources:
1. The global model or 0D model is based on the assumption that the plasma dis-
charge can be fully characterized by volume, surface area, absorbed power,mass
flow and gas components and by solving a set of differential equation of parti-
cles and energy conservation to quantitatively study the plasma[21]. A general
particle(mass) conservation equation can be expressed as:
dnk
dt
=
Fk
V
− Sp
V
nk +
Nk∑
i=1
aiKi
Nri∏
j=1
ni,j (1.13)
where nk is the particle density of the kth plasma species, Fk is the flow rate of
the species k into the chamber, Sp is the chamber pump speed, Nk is the total
number of chemical reactions involving species k, ai is an integer presenting
the number of k-particle produced/lost per reaction in the ith process, Ki is
the reaction rate for the ith process, N ri is the number of reactant involved
in the ith reaction and ni,j is the number density of the jth reactant in the
ith chemical process. The first two terms of right-hand-side(rhs) of equation
1.13 represent the flow of particles into and out of the chamber. The last term
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accounts for particle production and loss through chemical reactions in volume
or on surface.
An energy balance equation is also solved for the electrons:
d
dt
(
3
2
nekBTe) =
P
V
−
N+∑
i=1
A
V
εei,ihiuB,ini −
Ne∑
i=1
([εth,i − 3
2
δei (kBTe − kBTg)]aiKi
Ni∏
j=1
ni,j) (1.14)
where kBTe and kBTg are the electron and gas temperature respectively, εei
is the energy loss per electron-ion pair cross the sheath, N+ is the number
of positive ion species in the model, hi is the ith positive ion transportation
parameter, uB,i is the Bohm speed of the ith ion, Ne is the number of reactions
that have electrons as reactants, εth,i is the threshold energy associated with
process i, and δei is the fraction of electrons’ kinetic energy loss through the ith
processes. Equation.1.14 has three terms on the rhs. The first one correspond
to the rate of change of electron energy density due to the power absorption,
the second one is the electron energy loss to the wall and the last term is the
energy loss through electron heavy-particle collisions, respectively.
By solving the Nk + 1(Nk is the total number of particle species in simula-
tion) sets of differential equations, the global model can be a powerful tool
to study the complex plasma chemistry process in negative ion source cham-
bers. Capitelli et al[22] had addressed the production of vibrationally excited
states of H@ and D2 by atomic recombination on surface through different
mechanisms. Zorat and al[23, 24] used a global model to study the effect of
cross-section data on H− density and calculated the density of different species
in the deuterium negative ion source experiment(DENISE).
The challenge for the Global model is the assumption of uniform charged
particles. In the ITER negative ion source, this assumption is a poor one,
because of the presence of the magnetic filter and of the non-uniform plasma
density in the expansion region and extraction region.
2. A fluid model can be used to study the plasma in terms of particles densities
n, mean velocity u and mean energy ε. The model solves fluid equations
such as the continuity, momentum, and energy equations which are partially
differential equations in time and space, quasi-neutrality is often assumed in
fluid models so Poisson’s equation is not solved.
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Continuity equation:
∂n
∂t
+∇ · (n~u) = S (1.15)
the source term S is the net number of particles created per unit time per unit
volume in all types of reactions:
S =
∑
i
Nin1,in2,iki (1.16)
where Ni is the numbers of particles produced in ith collision, n1,i and n2,i are
the incident particle densities of the ith collision and ki is the rate coefficient.
Momentum equation:
∂n~u
∂t
+∇·(n~u~u)+ 1
m
∇· ~P− qn
m
( ~E+~u× ~B) = −n
∑
j
mj
m+mj
njkm,j(~u− ~uj)
(1.17)
where
~P = m
∫
(~v − ~u)(~v − ~u)fd3~v (1.18)
is the pressure tensor and km,j is the rate coefficient for momentum transfer
to particles of other species j. The complex momentum equation is usually
simplified by different approximation under different simulation conditions.
Energy equation:
∂enε
∂t
+∇ · (en~uε+ ~P · ~u+ ~Q)− qn~u · ~E = Π (1.19)
where Π is the net power density gained in reactions and ~Q is the heat flux
vector defined as:
~Q =
1
2
m
∫
|~v − ~u|2(~v − ~u)fd3~v (1.20)
By solving the fluid equations, JP Boeuf and al[25] used 2D fluid model to
study the plasma parameters as function of power(10−80 kW ) and pressure(0.2−
0.8 Pa). A saturation of the plasma density growth with power of 40kW and
pressure around 0.3Pa was observed. H2 and H temperatures and densities
spatial distribution were studied.
3. Particle model or Particle in cell model(PIC) describe the trajectories of in-
dividual plasma particles(ions electrons and neutrals) interacting with other
plasma particles, neutral atoms or molecules and boundary materials. Usually
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the total numbers of particles in plasma is enormous, so one particle in the
simulation (test particle, super particle, or macro particles) represents a large
number of real particles. And the model solves Newton’s equation coupled
with Maxwell’s equation(or just Poisson’s equation in electrostatic PIC simu-
lation) to study the detail of particle behavior(trajectory). The detail of the
PIC model will be discussed in the following chapter. A Monte Carlo collision
module is added to PIC models to describe the effect of collisions (PIC-MCC
simulations)
By using a PIC-MCC model, F Taccogna and al[26] had studied the electron
induced collision for the production of vibrational excited H2 molecules and
the effect of plasma potential on the transport of surface produced H− in the
extraction region. G Fubiani and al[27] used 3D self-consistent PIC model with
Monte Carlo Collisions to calculate the plasma parameters of the BATMAN
prototype in Garching. The detail of the production of H− on the PG surface
results from the impact of H and H+. A Hatayama and al[28] have discussed
the effect of the magnetic field on the H− extraction and the spatial structure
of potential near the PG was studied. D Wunderlich and al[29] studied the
influence of H+, H−, Cs+ on plasma sheath with a 1D PIC MCC simulation
code.
1.2 Magnetron discharges and ion thrusters
Magnetron discharges are used in plasma processing, e.g. in sputtering-deposition
reactors. HiPIMS (High Power Impulse Magnetron Sputtering) have been the sub-
ject of many research works and publications in the last ten years. In these devices,
electrons are strongly magnetized by a transverse magnetic field while the practi-
cally collisionless ions are accelerated in the cathode sheath toward the cathode and
sputter atoms from the cathode surface.
The magnetic configuration of Hall thrusters is very similar to that of magnetrons
discharges but the purpose here is not to accelerate ions toward a surface but to
eject ions at high speed away from the thruster. An electron emissive cathode is
used in order to allow ion acceleration and extraction through a quasineutral plasma
and to neutralize the ion beam space charge.
The large electron drift and negligible ion drift (ions are practically not magne-
tized) in the azimuthal direction of E×B devices tend to create a charge separation
and trigger instabilities. Instabilities in a variety of wavelengths and frequencies ro-
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tating in the azimuthal direction have been observed in these devices. In this thesis
we focus on one type of instability, qualified as “rotating spoke” that is observed
in both magnetron discharges and Hall thrusters. More details are given below. In
Chapter 5 of this thesis, we use a PIC MCC model to better understand the physics
of this instability.
1.2.1 Magnetron discharges
Magnetron discharges are cylindrical devices with radial magnetic field and axial
electric field, or axial magnetic field and radial electric field. We consider here only
planar magnetron discharges, with radial magnetic field and axial electric field (see
Figure 1.11)
Figure 1.11: Schematic of a planar magnetron discharge[30].
In planar magnetrons, a magnetic barrier is formed in front of the cathode by ring
magnets. The radial magnetic field is maximum on the cathode surface and decreases
away from the cathode. Electrons emitted by the cathode under ion bombardment
are trapped along the magnetic lines and can in principle cross the magnetic barrier
only under the effect of collisions. In practice, when the Hall parameter (ratio of
the electron cyclotron frequency and electron collision frequency) is sufficiently large,
collisional transport across the magnetic field is no longer dominant, and instabilities
can contribute to cross-field electron transport.
One of the instabilities that seem to play an important role in electron transport
in magnetron discharges is called a Rotating spokes instability. Rotating Spokes are
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rotating region of enhanced light emission that are commonly observed in planar
magnetron discharges and a number of papers have been recently devoted to this
phenomenon. Although there is no completely clear understanding of rotating spokes
in magnetron discharges, some progress have been made in this direction thanks to
the use of detailed space and time resolved optical and electrical diagnostics. The
groups of A. Anders in California and of A. von Keudell in Germany have played an
important role in the characterization of rotating spokes in high power magnetron
discharges as well as in dc magnetron discharges. Reviews articles by these two
groups have been recently published (A Hecimovic and A von Keudell [31]; A Anders
[30]).
Spoke rotation has been observed in the +E × B direction as well as in the
−E×B direction. The −E×B rotation is generally seen in low power dc magnetron
discharges or at the beginning of the current rise in HiPIMS. During the high power
regime of HiPIMS, the direction of spoke rotation changes to +E×B.
Figure 1.12 shows an example of measurements of light emission during a HiPIMS
current pulse. The spokes rotated in the +E×B direction during the high current
phase while the rotation alternates between the +E × B and −E × B directions
during the low current phase.
Figure 1.12: Images of spokes in argon at 2.7 Pa illustrating the change of direction in the
spoke rotation during a current pulse. (a) and (b) correspond to streak camera images with
a 50 ms sweep time. (c)-(e) are images taken at different times with a ICCD camera and
a 20 ns exposure time. The spokes rotates in the +E×B direction at a velocities around
5 × 103 m/s during the early stage of the pulse, when the current is above approximately
6 A. Later in the pulse, when the current has fallen below 6 A, the spoke velocity is not
so well defined and the direction of rotation alternates many times between the +E × B
and −E×B directions.[32].
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Figure 1.13 shows the space distributions of electric potential and light emission
at a given time, for a spoke rotating in the -E × B direction, in a low current, dc
regime (270 V, argon, 0.27 Pa). We see that a rather large potential drop is present
at the spoke’s front. The authors mention that the ionization enhancement at the
spoke’s front is associated with a double layer and a potential “hump” but there is
no clear understanding of this structure and of the fact that spokes can rotate either
in the E×B direction or in the −E×B direction.
Figure 1.13: Plasma potential distribution (left) 5 mm from the cathode, measured at
a given time with a Langmuir probe, and light emission of a rotating spoke in argon at
0.27 Pa, dc applied voltage of 270 V , discharge current 100 mA. The spoke is rotating in
the −E×B direction. [33].
1.2.2 Hall thrusters and HEMPT
Hall thrusters (Fig 1.14) are used for satellite propulsion. They are able to produce
a thrust on the order of 70 mN/kW , with ion velocity around 20 km/s. Xenon is
generally used because it is more efficient than other rare gases for propulsion (larger
mass and easier to ionize). Hall thrusters are E×B devices with axial electric field
and radial magnetic field.
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Figure 1.14: Schematic of a Hall thruster. [34].
The magnetic field configuration of Hall thrusters is similar to that of planar
magnetrons, as shown in Fig 1.14, except that the cathode is not in the magnetic
barrier. The magnetic field is maximum in the exhaust plane at the end of a channel
between two concentric dielectric cylinders where the plasma is generated. Electrons
generated by an external emissive cathode enter the channel across the magnetic
field barrier under the effect of collisions and instabilities, and ionize the gas in-
jected through the anode. A large axial electric field forms in the magnetic barrier
because of the lowering of the electron conductivity by the radial magnetic field in
this region. This electric field forms in the quasineutral plasma (not in a cathode
sheath) and can accelerate ions out of the plasma without grid (Hall thrusters are
gridless ion thrusters). The transport of electrons across the magnetic field seems
to be different on each side of the magnetic field maximum. On the cathode side
(increasing magnetic field from cathode to exhaust plane) it has been shown that an
azimuthal instability called Electron Cyclotron Drift Instability, ECDI, contributes
to electron transport across the magnetic field (J. C. Adam, A. Heron, and G.
Laval[35]). In this region the gas density is very low, because a large part of the
gas flow is ionized upstream, and electron transport seems to be dominated by this
instability as well as by electron-wall interaction (electron scattering by the channel
walls and secondary electron emission by electron impact on the walls can contribute
to cross-field electron transport). Collective light scattering has been used to ana-
lyze the instability(S.Tsikata et al[36]), and there is experimental evidence that the
ECDI is present in Hall thrusters(J.Cavalier et al[37]). The ECDI is a microinsta-
bility (wavelength on the order of electron Larmor radius) that seems to evolve into
an ion acoustic instability (wavelength of a few Debye length) (T. Lafleur, S. D.
Baalrud, and P. Chabert[38], J. P. Boeuf and L. Garrigues[39]). On the anode side
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of the maximum magnetic field in the exhaust plane, another type of instability is
present is the magnetic field in the anode region is sufficiently large (M. McDon-
ald and A. D. Gallimore[40], C. L. Ellison, Y. Raitses, and N. J. Fisch[41], M. J.
Sekerak, B. W. Longmier, A. D. Gallimore, D. Brown, R. R. Hofer, J. E. Polk[42]
and S.Mazouffre[43]). This instability is macroscopic and its wavelength is not small
with respect to the circumference of the channel. This instability appears as a region
(or several regions) of enhanced luminosity rotating in the azimuthal direction, and
the term “rotating spoke” is generally used to define it. Indeed, the properties of
this instability are similar to those of the rotating spokes observed in magnetron
discharges.
Figure 1.15: Color image of a rotating spoke in a wall-less Hall thruster [43].
HEMPT (Highly Efficient Multistage Plasma Thrusters) or mutli-cusped field
thrusters (see Fig 1.16) are another type of gridless ion thrusters. The plasma is
formed in a cylinder with dielectric walls. As in Hall thrusters, an external emissive
cathode is used to ionize the neutral flow coming from the anode at the end of the
cylinder, and to neutralize the extracted ion beam. Instead of a magnetic barrier, a
cusped magnetic field is used to lower the axial electron conductivity, leading to a
potential drop around the exhaust plane of the cylinder (in principles, several cusp
can be used, with a potential drop between two consecutive cusps).
Figure 1.16: Schematic of a multi-cusped field thruster [44].
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Magnetic cusps are often used in plasma applications not to lower the electron
conductivity parallel to the discharge axis, but to limit charged particle losses to the
walls in plasmas sources as discussed in the next section and in Chapter 3 of this
thesis.
1.3 Plasma confinement by magnetic cusps
Magnetic cusp are used in many plasma sources to confine the plasma by limiting
the particles losses to the walls. Magnetic cusps were initially investigated as a
way to confine particles in thermonuclear fusion plasma[45, 46]. The basic idea of
magnetic cusps is to have a magnetic field parallel to the walls over large regions of
the vacuum chamber. This can be easily done for example by placing magnets along
the wall surface. In that case, the magnetic field lines are parallel to the walls over of
the length of the magnet and are directed toward the walls in the pole regions. The
region where the magnetic field goes to the walls are called cusps. Since transport
of charged particles across the magnetic field is strongly reduced, they can reach the
walls only by following the magnetic field lies converging to the cusps. The charged
particle loss area is therefore reduced when magnetic cusps are present, and one can
define an effective loss area or loss width associated with the cusps.
Figure 1.17 shows different possible configurations of magnetic cusps. Depending
on the way the magnetic field is generated, the magnetic field lines can converge to
a line (“line cusp”), to a ring (“ring cusp”), or to a point (“point cusp”).
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Figure 1.17: Magnetic field lines(smooth curves) in some cusped geometries. The symbols
x and o represent current into and out of the drawing respectively[47].
Plasma confinement by cusps has been studied since the 1970’s when Limpaecher
and MacKenzie [48] showed that they could increase the plasma density in a low
pressure discharge by two orders of magnitude by employing multipolar cusp confine-
ment. A number of experimental as well as theoretical papers were published in the
1970-1980’s on magnetic cusps. They were initially studied as possible confinement
methods for thermonuclear fusion (M.G. Haines [45], I. Spalding [46]), but they were
actually more used for basic plasma studies. Magnetic cusps are now commonly used
in different types of ion sources or in plasma processing reactors, but, in spite of
the important efforts to quantify the role of magnetic cusps on plasma confinement,
there is still no clear scaling laws that give the effective charged particle loss area
or loss width in the presence of cusps, as a function of plasma parameters such
as electron temperature, gas pressure, magnetic field and ion mass. In their 1975
paper, Hershkowitz et al. (Hershkowitz et al [49]) mention (and this is still true to-
day) that “Although the motion of charged particles in magnetic cusps has received
considerable attention, a satisfactory description of how plasma leaks through cusps
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has not yet emerged. In particular, there seems to be considerable disagreement
between theory and experiments”. We briefly summarize below the experimental
and analytical or modeling efforts that have been devoted to the characterization of
cusps. We are considering here only low-β plasmas, i.e. plasmas where the plasma
pressure is much less than the magnetic pressure. In these plasmas the external
magnetic field is not modified by the charged particles currents. In the following,
the leak width wL is defined as the half-with of the profile of the current density to
the wall. For a metallic surface the electron and ion current density profiles are not
necessarily identical and one could define specific leak widths for electrons and ions.
The electron and ion leak width should however become close to each other when
the plasma density increases (because the plasma becomes quasineutral in a larger
volume and close to the surface). For a dielectric surface one expects the electron
and ion loss widths to be identical.
Most theories for high-β plasmas predicted a loss aperture or leak width wL
between the electron gyroradius ρe and the hybrid gyroradius defined as (ρeρi)
1/2
(geometric mean of the electron and ion gyroradii ρe and ρi) while experiments found
different results lying between the ion gyroradius, the hybrid gyroradius and the
electron gyroradius (see references in Hershkowitz et al.[49]). The first measurements
of the leak width in low-β plasmas where performed in 1975 by Hershowitz et al.
[49]. They found that the electron leak width defined as the full width at half
maximum (FWHM) was about four times the hybrid gyroradius:
wL,H = 4(ρeρi)
1/2 (1.21)
for low enough gas pressure and that the ion leak width was slightly larger. The
measurements were performed in a plasma source divided in two regions, the driver
and the target, separated by a “picket fence” structure consisting of an array of
parallel conductor wires with currents in adjacent conductors flowing in alternating
directions (see Fig 1.18). The picket fence magnetic cusps were generated by the
currents flowing in this conductor array. The plasma was sustained by high energy
electrons emitted from hot filaments in the driver.
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Figure 1.18: Schematic diagram of the multipole device[49]
The plasma and high energy electrons were confined by the magnetic field of
permanent magnets arranged in a full line-cusp geometry. The leak width was
deduced from measurements of the electron and ion current through the picket fence
(i.e. between the wires of the picket fence). The measurements were performed in
helium, argon, and xenon, and confirmed the M1/4 dependence of the leak width
present in the expression of the hybrid gyroradius. The 1/B dependence of this
expression was also checked.
Figure 1.19: Measured electron and ion current profiles in a ring cusp (110 G, argon,
5.5× 10−5 torr)[50]
Bosch and Merlino [50] performed similar experiments in ring and point cusps
over a large range of magnetic field strengths (between 10 and 260 G) and neutral
gas pressures (between 10−2 and 10 mtorr). The magnetic field was generated by
two water-cooled coil of 17 cm inner diameter that produced a spindle cusp magnetic
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field using currents of up to 1000 A. The maximum magnetic field in the center of
the ring cusp was 160 G, while the maximum field in the center of the point cusp
was 260 G. The current profiles in the cusps were measured by Langmuir probe.
Figure 1.19 shows the measured profiles of ion saturation current, electron saturation
current, and primary electron current in a 110 G ring cusp at 5.5 × 10−5 torr in
argon. We see on this figure that the current profiles present a sharp maximum in
the cusp center, and that the ion leak width is larger than the electron leak width.
The measurements of Bosch and Merlino also confirmed that the electron and ion
leak widths become closer to each other when the plasma density is increased, as
can be seen in Fig 1.20.
Figure 1.20: Leak widths of electron and ions in the ring cusp, as a function of ωpe/ωce
as the plasma density was varied by increasing the filament temperature with a neutral
pressure of 7.1× 10−5 torr.[50]
The measurements showed that the variations of the leaked widths with gas
pressure was close to p1/2 and that the leak widths varied as B−1 at relatively low
magnetic field, and as B−1/2 at higher magnetic fields. This is illustrated in Fig
1.21.
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Figure 1.21: Leak widths as a function of
magnetic field at three different pressure in
argon (left), and as a function of gas pressure
(right) in a ring cusp for a magnetic field of
110 G in the center of the cusp. The hybrid
gyrodiameter and the primary electron gyro-
diameter are also shown for comparison on
the left plot[50]
The breakdown of the B−1 dependence of the leak width at high magnetic field
and low pressure was attributed to the fact that collisional, ∝ B−2 diffusion was
replaced by anomalous or Bohm, ∝ B−1 diffusion in these conditions. They proposed
a semi-empirical theory where the leak width was proportional to the square-root of
the cross-field electron diffusion, leading to the B−1 leak width at low magnetic field
and B−1/2 at higher magnetic fields. The analytical expression of the leak width
proposed by Bosch and Merlino was:
wL,B = (2DˆR/Cs)
1/2 (1.22)
where Dˆ is an average effective ambipolar diffusion coefficient perpendicular to the
magnetic field, R is related to the cusp length, and Cs is the ion acoustic velocity.
It is interesting to note that although the expressions wL,H and wL,B of papers
by Herskowitz et al. and by Bosch and Merlino are very different, they both scale as
B−1M1/4 where B is the magnetic field and M the ion mass. The expression wL,B
of Bosch and Merlino is certainly more realistic or more useful since it takes into
account the effect of collisions which naturally appears in the diffusion coefficient.
In that case, Dˆ is proportional to the electron-neutral collision frequency νeN (Dˆ ≈
KTeνeN/(mω
2
ce)) i.e. the leak width scales as ν
1/2
eN or as P
1/2 where P is the gas
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pressure. The scaling in electron temperature will be discussed in chapter 3.
Finally, we mention that Koch and Mathieussent [51] presented a theoretical
derivation of the leak width that led to the following expression:
wL,K =
2R
pi
(
ρeρi
λeλi
)1/2 (1.23)
The scaling of this expression with magnetic field and ion mass is similar to that of
Hershkowitz et al. and Bosch and Merlino, but wL,K is proportional to the pressure
P and not to P 1/2, which is in disagreement with the measurements of Bosch and
Merlino.
The question of the quantitative description of the confinement by magnetic
cusps is still an issue since, in a recent paper, Cooper et al[52]. explored experimen-
tally and with a simplified model (similar to the model of Bosch and Merlino), the
loss width of their large multipole magnetic ring cusp WiPAL used in the Madison
plasma dynamo experiment.
The available computing power is now becoming sufficient to explore quanti-
tatively and more precisely the confinement by magnetic cusps in low-β plasmas.
To verify the scaling of the leak width with the different parameters, we defined a
simplified 2D Particle-In-Cell Monte Carlo (PIC MCC) model. This is described
in Chapter 3. Another effort to solve this problem in the frame of fluid models is
also on-going in our laboratory, in collaboration with the Institute of Mathematics
of Toulouse.
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Particle simulations of magnetized
plasmas
Physics is the belief that a simple
and consistent description of
nature is possible.
Niels Bohr
2.1 Numerical model
In this chapter, we review the basic principles of the Particle-In-Cell (PIC) method
with Monte-Carlo Collisions (MCC). First we will describe the algorithm in details
and calculate in the 1D limit the properties of a plasma in the ambipolar regime.
We will compare the latter to an analytical description of the plasma. Next, we
will discuss the preservation of the adiabatic invariants using the Boris [53] numer-
ical solver to calculate the particle trajectories in the case of magnetised electrons
trapped in a magnetic bottle with mirrors at both ends [54, 55, 56]. This analysis
is relevant to the work of this thesis as we study plasma confinement in a magnetic
cusp and related instabilities.
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2.1.1 Decoupling the terms in the Boltzmann equation
The PIC-MCC technique solves the Boltzmann equation,
∂fi
∂t
+ v · ∂fi
∂x
+ a · ∂fi
∂v
=
(
∂fi
∂t
)
c
, (2.1)
in two distinct steps [57, 58], that is, (i) one calculates the particle trajectories in
the force field and (ii) the collision processes between particles are evaluated.(
∂fi
∂t
)
c
=
∑
t
∫∫
(f ′if
′
t − fift) vrσTt dΩdvt , (2.2)
is the collision operator, fi (ft) is the distribution function for the incident (target)
specie, respectively, mi the mass, F = mia the force field, a(r,v, t) the acceleration,
r (v) the position (velocity) vector, vr = |vi − vt| the relative velocity, σTt (vr) the
total differential cross-section (summed over all the collision processes between the
incident and the target particles) and, lastly, Ω the solid angle. r, v and t are
independant variables. Primes denote the distribution function after the collision.
One as follows, rewrites the eq. (2.1) as
∂fi
∂t
= Dfi + Jfi , (2.3)
with
D(fi) = −v · ∂fi
∂x
− a · ∂fi
∂v
, (2.4)
and
J(fi) =
(
∂fi
∂t
)
c
, (2.5)
respectively. Expanding ∂fi/∂t for small ∆t around t = t0 [57, 58], one gets
fi(x, t0 + ∆t) = fi(x, t0) + ∆t
(
∂fi
∂t
)
t=t0
, (2.6)
which is equivalent to
fi(x, t0 + ∆t) = fi(x, t0) + ∆tDfi(x, t0) + ∆tJfi(x, t0) ,
= (1 + ∆tD + ∆tJ) fi(x, t0) , (2.7)
where eq. (2.3) evaluated at t = t0 was inserted into eq. (2.6). For sufficiently small
time steps, eq. (2.7) may be recasted in a form which is second order correct in ∆t,
fi(x, t0 + ∆t) = (1 + ∆tJ) (1 + ∆tD) fi(x, t0) . (2.8)
33
CHAPTER 2. PARTICLE SIMULATIONS OF MAGNETIZED PLASMAS
One can hence calculate fi(x, t0 + ∆t) in two steps [57, 58]; first apply the operator
(1 + ∆tD) to fi(x, t0)
f ∗i (x, t0 + ∆t) = (1 + ∆tD) fi(x, t0) , (2.9)
being equivalent to solving the Vlasov equation,
∂f ∗i
∂t
+ v · ∂f
∗
i
∂x
+ a · ∂f
∗
i
∂v
= 0 , (2.10)
then the collisions processes are implemented via the operator (1 + ∆tJ) applied
to the particle distribution function f ∗i (x, t0) after the evaluation of the particle
trajectories at t = t0,
fi(x, t0 + ∆t) = 1 + ∆t
∑
t
∫∫ (
f
′∗
i f
′∗
t − f ∗i f ∗t
)
vrσ
T
t dΩdvt , (2.11)
2.1.2 Particle-in-Cell technique
2.1.2.1 Equations of motion
The principles of the Particle-In-Cell (PIC) method are described in textbooks [59,
60]. The technique is equivalent to a characteristic solution of Vlasov equation,
eq. (2.10). Characteristic solutions are found by interpreting the Vlasov equation
as the total derivative of fi along a particle orbit defined as X(t) and V(t) where X
and V are the Lagrangian (time dependant) representation of the particle motion.
One finds
d
dt
fi [X(t),V(t), t] =
∂fi
∂t
+
3∑
k=1
X˙k
∂fi
∂Xk
+
3∑
k=1
V˙k
∂fi
∂Vk
= 0 , (2.12)
where X˙(t) = V(t) and V˙(t) = a(t) = Fi/mi taken along a particle orbit, respec-
tively. Fi is the force at the particle location. The PIC technique maps fi using
a large number of so-called macroparticles which represents a large number of real
particles of a given specie. The mass and charge of the macroparticle is hence larger
than the one of a single particle, mi = NmMi and qi = NmQi where Nm is the
macropaticle weight. The charge over mass ratio of the macroparticle is identical to
the one of the real particle and so is the macroparticle trajectory.
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In magnetised plasmas, the force felt by the particles is the Lorentz force,
Fi [X(t), t] = qi {E [X(t), t] + V(t)×B [X(t), t]} , (2.13)
with E [X(t), t] the electrostatic and B [X(t), t] the magnetic field both evaluated at
the macroparticle location. In cold plasmas the self electromagnetic fields generated
by particle currents can in general be neglected. This will be the case for the
examples studied in this thesis. The magnetic field is prescribed while the electric
field is induced solely by the charge separation. The Newton’s equation of motion
are solved numerically using the Boris scheme [53],
vn+1/2 − vn−1/2
∆t
=
qi
mi
[
En (xn) +
vn+1/2 + vn−1/2
2
×B (xn)
]
. (2.14)
The latter preserves the phase space volume but is not symplectic [61, 62]. In addi-
tion, this numerical technique does not need any intermediate storage of observables
as required by non-symplectic integrators such as Runge-Kutta for instance [63].
This greatly reduces the computer memory usage of the algorithm. Equation (2.14)
is solved numerically as follows; first define intermediate velocity vectors v− and v+
such as [59, 60],
vn−1/2 = v− − qiE
n
mi
∆t
2
, (2.15)
and,
v+ = vn+1/2 − qiE
n
mi
∆t
2
, (2.16)
respectively. Inserting eqs. (2.15) and (2.16) into (2.14) yields,
v+ − v−
∆t
=
qi
mi
[(
v+ + v−
2
)
×B
]
, (2.17)
which is a rotation of v around the magnetic field vector during a time step ∆t.
This rotation may be decomposed into two intermediate steps,
v′ = v− + v− × t . (2.18)
and,
v+ = v− + v′ × s , (2.19)
where
t = tan
(
θ
2
)
B
|B| , (2.20)
s =
2t
1 + t2
, (2.21)
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and θ = ωc∆t which is the rotation angle during ∆t (ωc = qi|B|/mi). Equa-
tions (2.15) through (2.21) characterise the standard Boris algorithm but in a form
which preserves both the amplitude and phase of the gyromotion [64]. In practice
one assumes that tan(θ/2) ' θ/2 which introduces a phase error 2 tan (θ/2) /θ '
1 − θ2/12 + · · · . An angle θ < 0.35 provides an error less than 1%. The latter
is cumulative over the time steps but we will see below that this has no conse-
quences on the phase-space volume-preserving properties of the algorithm. In all
cases the Larmor radius is correctly calculated. Figure 2.1 plots the x-coordinate
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Figure 2.1: (Color). X-axis coordinate of the gyration of a magnetised electron versus time
in normalized units, x/rL and t/τ where rL is the Larmor radius and ωcτ = 2pi the orbital
period. Magnetic field strength B = 100G, time step ωc∆t = 0.3 and kinetic energy of
2 eV. The analytical solution (orange dots) is compared to the Boris algorithm with either
the exact phase calculation (red solid line), eq. (2.20), or the approximated one (blue solid
line) t ' (ωc∆t/2)(B/|B|), respectively.
of an electron with a kinetic energy of 2 eV gyrating around a magnetic field vec-
tor of strength 100G. The x-axis is normalised to the period of rotation t/τ where
ωcτ = 2pi while the y-axis to the Larmor radius x/rL, respectively. The time step is
ωc∆t = 0.3 (i.e., ∆t/τ ' 5× 10−2). We compare the Boris algorithm with the exact
phase (red solid line), eq. (2.20), to the approximated solution (blue solid line) with,
tan(θ/2) ' ωc∆t/2, and the analytical solution (orange dots), x = rL cos[ωc(t− t0)],
for reference. One can see the phase shift induced by the approximation of t in
eq. (2.20). The amplitudes are identical for the three cases.
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Figure 2.2: (Color). Schematic representation of a magnetic bottle (taken from [56]).
Trapped electrons will initially follow a given field line and rotate slowly around the mag-
netic bottle describing a surface where the field line number density remains constant.
2.1.2.2 Trajectory of an electron confined in a magnetic mirror calcu-
lated with the Boris algorithm
In this section, we show that the Boris algorithm calculates correctly and over a
long integration time the trajectory of an electron confined by a magnetic bottle
with mirrors at both ends [54, 55, 56]. A schematic description of a magnetic mirror
is shown in fig. 2.2. Such a field may be generated by a pair of coils with the
current circulating in the same direction. The equation for the magnetic field vector
components is
Bx = −5xB0 z
L2
, (2.22)
By = −5yB0 z
L2
, (2.23)
Bz = B0
(
1 + 5
z2
L2
)
, (2.24)
where B0 = 100G and L = 60 cm in our case (i.e., a bottle of 1.2 m length in total).
The magnetic field is divergence free,
∇ ·B = 0 . (2.25)
This field is a second order approximation which is valid only close to the axis of
the magnetic bottle, i.e., for x/L  1 and y/L  1. In this case, the curl of B is
approximatively null,
∇×B ' 0 . (2.26)
The motion of a charged particle in a magnetic mirror may be represented by three
adiabatic invariants [54, 56, 55]. The first one is the magnetic moment, µ = miv
2
⊥/2B
which may be combined with the total particle energy, being conserved, to deduce
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the minimum angle for the particle velocity vector in order to trap the latter in the
bottle. One writes,
v2⊥0
B0
=
v′2⊥
Bm
, (2.27)
which can be combined with the conservation of energy v′2⊥ = v
2
⊥0 + v
2
‖0 = v
2
0, i.e.,
sin (θc) =
v⊥0
v0
=
√
B
Bm
. (2.28)
Bm is the maximum field at the exit of the bottle where the particle can be reflected
and hence v′‖ = 0 at that location. v⊥0 and v‖0 are the particle velocity components
at a given location along the trajectory inside the bottle (associated with a magnetic
field strength B). Any particle with an angle θ < θc will hence not be trapped. The
angle θc does not depend on the charge and mass of the particle; ions and electrons
will consequently be equally well confined. For the conditions of our simulations,
we find for instance Rm = Bm/B0 = 6 at the center of the bottle corresponding
to θc ' 24◦. Trapped electrons are bouncing between mirror points following the
field lines (this periodic motion is the second adiabatic invariant). The off-axis field
lines have a curvature which induces a centrifugal force. In addition the electron
experience a magnetic field gradient. Both result in a drift in the same direction
which lies in the plane perpendicular to the magnetic bottle axis (the z-axis in our
case). The velocity vector of the combined drifts may be written as follows [56]
vGC = − mi
qiB4
(
v2‖ +
1
2
v2⊥
)(
∇1
2
B2
)
×B . (2.29)
This drift drives the particle trajectory away from a given field line. The parti-
cle slowly rotates around the magnetic bottle (this is the third adiabatic invariant)
following a surface which encompases the field line associated with the initial con-
ditions of the particle trajectory. Such a surface is shown in fig. 2.3 where we have
used the Boris algorithm to calculate the particle trajectory. The latter reproduces
precisely the particle motion. Note that one of the interesting fact we can deduce
from the second adiabatic invariant, which determines the length of a given field
line between two mirror points, is that the particle always returns to the field line
corresponding to the initial condition (this is also true for the earth magnetosphere
where the magnetic field is not symmetric, but slowly varying spatially, due to the
solar wind).
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Figure 2.3: (Color) Trajectory of a trapped electron inside a magnetic bottle of length 2L =
120 cm. The magnetic field map corresponds to eqs. (2.22)-(2.24). The initial conditions
for the trajectory are x0 = 0, y0 = 5 cm, z0 = 15 cm, a velocity angle θ0 = 28
◦ and a kinetic
energy Ek = 2 eV, respectively. We implemented the Boris algorithm, eqs. (2.15)-(2.21),
with the approximation t ' (θ/2)B/|B| and a time step θ = ωc∆t = 0.3.
2.1.2.3 Error introduced by the discretisation of the magnetic field map
In practice, the magnetic and electric field maps are discretised on a grid in a PIC
algorithm. In 2D for instance, the grid typically consists of nx + 1 (ny + 1) points
defined in our case from i = 1 to i = nx + 1 (j = 1 to j = ny + 1), which are the
location of the boundary conditions, with a distance between grid points of ∆x (∆y),
respectively. Particles move inside the simulation domain due to the interaction with
the force field and may be scattered by collisions. The electromagnetic fields must
be interpolated at the particle position in order to estimate the Lorentz force and
hence calculate the particle trajectory. The interpolation is linear in our model.
The evaluation of the y-component of the magnetic field for instance at the particle
location is
By(xp, yp) = pxpyBˆy(i, j) + (1− px)pyBˆy(i+ 1, j)+
= px(1− py)Bˆy(i, j + 1) + (1− px)(1− py)Bˆy(i+ 1, j + 1) ,(2.30)
where Bˆy is the magnetic field array corresponding to the discretised values on the
mesh nodes, xp and yp are the particle position and px, py, the fraction of the distance
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between the particle and the next mesh node,
px =
Xi+1 − xp
∆x
, (2.31)
py =
Yj+1 − yp
∆y
, (2.32)
and
1− px = xp −Xi
∆x
, (2.33)
1− py = yp − Yj
∆y
, (2.34)
respectively. Xi, Yj are the physical position of the mesh nodes and the interpo-
lation is hence bilinear. Generalization to a 3D grid is straightforward. Next we
evaluate the error introduced by the discretisation of the magnetic field map for the
calculation of the particle trajectory confined inside the magnetic bottle described
in the previous section. Figure 2.4 shows the exact solution for the z-component
of the magnetic field versus the discretised values on the mesh nodes. The width
between nodes is ∆x = ∆y = ∆z = 5 mm, providing a precise piecewise fit of the
actual field map. The particle trajectory, corresponding to the same initial condi-
tions as in fig. 2.3, is shown in fig. 2.5. The two are nearly identical, confirming
the fact that one can calculate accurately the characteristics of a magnetic mirror
using a discretised field map as long as the size of the mesh is much smaller than
Li = (∂iBi/Bi)
−1 where i stands either of x, y or z. Lastly, fig. 2.6 plots the axis
position of the electron, which is bouncing back and forth between mirror points,
versus the time step in the Boris algorithm.
2.1.2.4 Hybrid OpenMP and MPI parallelisation of the particle pusher
The parallelization is performed in an hybrid manner using OpenMP [65] and
”Message-Passing-Interface” MPI libraries. We use a particle-decomposition scheme
for the particle pusher where each core (thread) have access to the whole simulation
domain (as opposed to a domain-decomposition approach). The number of particles
per core is nearly identical. We further implemented a sorting algorithm [66] in order
to limit the access to the computer memory (RAM) and boost the execution time,
∆tpush, of the pusher subroutine. In the estimates below (figure 2.7), the pusher
includes electron heating (absorption of power from an external source), field inter-
polations, update of the velocities and positions together with the charge deposition
on the grid nodes. Particles are sorted per grid cell. The field and density arrays are
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Figure 2.4: (Color) Axial component of the magnetic field Bz. Profile from eq. (2.24) is
shown versus the piecewise fit provided by the array Bˆz of length nz = 240 and grid size
along (Oz) ∆z = 5 mm. L = 60 cm and B0 = 100G, respectively.
hence accessed sequentially. ∆tpush is shown in figure 2.7 normalized to the number
of particles in the simulation. The best performance is obtained by attaching one
MPI thread per socket and a number of OpenMP threads identical to the number
of cores per socket. For the simulations of Fig. 2.7, we set the number of OpenMP
threads to 10. We sort particles every 10 time steps without any loss of performance.
The calculation is performed with the 3D version of our PIC-MCC model and the
numerical resolution is either 96× 64× 128 grid nodes or eight times larger with 80
particles-per-cell (ppc). The time gained in the pusher with the particle sorting is a
factor ∼ 4. The sorting algorithm remains efficient as long as there is on average at
least one particle per cell per thread. Beyond this limit ∆tpush converges toward the
value without sorting as shown in Fig. 2.7. We define the efficiency of the pusher
without sorting as,
β =
∆t
(1)
push
∆tpushNcore
, (2.35)
where Ncore is the number of cores (threads) and ∆t
(1)
push the execution time of the
pusher for Ncore = 1. β should be equal to 1 for a perfect parallelization of the
pusher. We find β ' 78% for 20 cores, 70% for 320 cores and lastly, dropping to
∼ 60% for 640 cores (i.e., about 23% loss in efficiency with respect to 20 cores).
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Figure 2.5: (Color) Trajectory of a trapped electron inside a the same magnetic bottle as
fig. 2.3 but discretised on a mesh of size ∆x = ∆y = ∆z = 5 mm. The length of the bottle
is 2L = 120 cm and B0 = 100G on axis in its center.
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Figure 2.6: (Color) z-coordinate of the electron bouncing between mirror points inside
the magnetic bottle versus the time step in the Boris algorithm, ωc∆t = 0.3 and 0.03
respectively. The two calculations are identical. The trajectory is shown for a time cor-
responding to approximatively 6 × 105 gyroperiods τ . The latter is calculated using the
maximum magnetic field strength at the exit of the bottle, i.e., 600G.
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Figure 2.7: (Color) Execution time of the particle pusher (per time step) normalized to the
number of macroparticles in the simulation versus the number of cores. The time is shown
either with (red and grey lines) or without implementing a sorting algorithm (black-line).
We use 80 particles-per-cell (ppc), a numerical resolution of 96×64×128 grid nodes (black
and red lines) and 192 × 128 × 256 (grey line). The calculation is performed with a 3D
PIC-MCC model on a 10 cores Intel Xeon processor E5-2680 v2 (25M cache, 2.80 GHz).
There is 2 sockets per CPU, 20 cores in total.
2.1.2.5 Parallelization of the Poisson solver
We have developed a multi-grid solver for Poisson’s equation,
∇2φ = − ρ
ε0
, (2.36)
which is parallelised in a hybrid manner using OpenMP and MPI libraries.
ρ =
N∑
i
qini , (2.37)
where N is the total number of particle species in the simulation. φ is the plasma
potentiel and ρ is Poisson’s equation source term which is derived from the particle
positions at every time steps. ni is the density and qi the charge. In 2D, the plasma
density is calculated by bilinear extrapolation of the particle positions on the grid
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nodes
ni,j =
Np∑
k=1
pxpyδn , (2.38)
ni+1,j =
Np∑
k=1
(1− px)pyδn , (2.39)
ni,j+1 =
Np∑
k=1
px(1− py)δn , (2.40)
ni+1,j+1 =
Np∑
k=1
(1− px)(1− py)δn , (2.41)
where δn = Nm/(∆x∆y) is the contribution to the density of a single macroparticle,
Nm is the macroparticle weight, px, py are defined by eqs. (2.31)-(2.34) and Np is
the number of macroparticles of a given specie, respectively. i and j correspond to
the nearest grid location of the macroparticle
i = bxp/∆xc+ 1 , (2.42)
j = byp/∆yc+ 1; . (2.43)
We discretise Poisson’s equation on the grid nodes using the finite difference method
[67]; in 2D (
∂2
∂x2
+
∂2
∂y2
)
φ = − ρ
ε0
, (2.44)
becomes
aeφi−1,j + awφi+1,j + anφi,j+1 + asφi,j−1 + acφi,j = bi,j , (2.45)
where
ae = aw = ε0/∆x
2 , (2.46)
as = an = ε0/∆y
2 , (2.47)
ac = − (an + as + aw + ae) , (2.48)
and bi,j = −ρi,j, respectively. Equation (2.45) is second order correct in ∆x and ∆y
and may be written in matrix form
Aφˆ = bˆ , (2.49)
where φˆ and bˆ are now vectors. Defining the residual at iteration k as
rˆ = bˆ− Aφˆ′ , (2.50)
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which is simply the amount by which the approximation φˆ′ differs from the exact
solution φˆ (i.e., rˆ = 0 when φˆ′ = φˆ) and defining in turn the error as eˆ = φˆ− φˆ′, we
find,
Aeˆ = rˆ . (2.51)
We solve Poisson’s equation iteratively on the grid nodes with a multi-grid solver [68].
A relaxation method (so-called Successive-Over-Relaxation, SOR, in our case) is
applied successively on different grid levels (from fine to coarse grid levels and vice-
versa). The SOR algorithm has the higher frequency components of its error vector
dampened typically over a few iterations on a given grid. These frequencies are
bounded by the grid size and hence lower frequencies (whose wavelength λ > ∆x
and ∆y) will be removed on a much slower scale. SOR algorithms hence require
a large number of iterations to converge, typically O(N3/2) when optimized. Note
that for the case of Gauss-Seidel and Jacobi methods, convergence is reached in
O(N2) iterations. One efficient mean to accelerate the convergence of the error eˆ
and hence approaching in a lower number of iterations the solution φˆ, is to iterate
the SOR algorithm a couple times on a given grid and then to perform the same
step on a new coarser grid where ∆x and ∆y are twice as large, and so on. The
extremely effective multigrid idea is hence to change to a coarser grid, on which
”smooth becomes rough” and low frequencies act like higher frequencies. A multi-
grid cycle is as follow: one goes from the initial grid toward coarser grids until the
grid is just a few nodes in each directions and then extrapolate the solution back
toward finer grids up to the initial grid. This is so-called the V cycle, which is just
one of many possibilities [68]. The technique converges in O(N) iterations.
We parallelized our solver via a domain-decomposition approach. The latter is
decomposed in rectangular parallelepipeds along (Oz) where each of them is assigned
an MPI thread. The do-loops are parallelized using the OpenMP framework. The
SOR algorithm is semi-implicit in nature and hence its parallelisation is performed
via the so-called ”red-black” ordering. The algorithm is solved twice per time step,
the first pass is
φk+1i,j = (1− ω)φki,j + ω
(
bi,j − awφki−1,j − asφki,j−1 − anφki,j+1 − aeφki+1,j
)
/ac , (2.52)
for all i+ j odd where 0 < ω ≤ 2 is the SOR relaxation factor. The second pass is
φk+1i,j = (1− ω)φki,j + ω
(
bi,j − awφk+1i−1,j − asφk+1i,j−1 − anφk+1i,j+1 − aeφk+1i+1,j
)
/ac , (2.53)
for all i+j even, respectively. In our 2D multi-grid algorithm, the transfer of data to a
coercer grid (so-called ”restriction”) is performed by a 9-points bilinear interpolation
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Figure 2.8: (Color) Execution time of the geometric multigrid Poisson solver (per time
step) normalized to the number of grid nodes in the simulation versus the number of cores.
the numerical resolution is 5123 (black line), 10243 (red) and 20483 (grey) grid nodes,
respectively. The calculation is performed on a 10 cores Intel Xeon processor E5-2680 v2
(25M cache, 2.80 GHz). We set the number of OpenMP threads to 10.
while to a finer grid (prolongation) via a 4-point bilinear extrapolation. Note that
once there is less that one node per MPI thread in the direction where the physical
domain is decomposed during a V-cycle then the numerical grid is merged between
all the MPI thread. The parallelization for the coarsest grids in consequently only
achieved by the OpenMP threads. This is a limiting factor and more work is needed
to further improve the algorithm. As an example, using a mesh of 5123 nodes, the
speedup is about ∼ 30 for 80 cores (β ' 40%). The execution time of the Poisson
solver (normalized to the number of grid nodes) versus the number of cores in the
simulation is shown in Fig. 2.8
2.1.2.6 Implementation of collisions in a particle model - MC and DSMC
methods
The impact of collisions on the distribution function in a Particle-In-Cell model are
implemented by solving eq. (2.11) [57, 58] which was derived in sec. 2.1.1. A solution
to this equation may be obtained by assuming that a macroparticle is equivalent to
a Dirac delta function in velocity space (Eulerian representation of a point particle),
f ∗i (x,v, t) =
ni
Ni
Ni∑
1
δ (v −Vi) , (2.54)
where ni is the density of specie i, Ni is the associated number of macroparticles
and Vi(t) is the particle velocity. x and t are independent variables. After a lengthy
calculation, which can be found in details in refs. [57, 58], one can deduce the
probability for an incident particle to undergo an elastic or inelastic collision with
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a target particle during a time step ∆t
(Pi)max = ∆t
Nc∑
c=1
(ncσcvr)max , (2.55)
with Nc corresponding to the total number of reactions for the incident specie, nc the
density of the target specie associated with a given collision index and vr = |vi−vc|.
The product ncσcvr in eq. (2.55) is artificially set to its maximum value (ncσcvr)max
and hence (Pi)max is greater than the real probability and is constant over the entire
simulation domain. There is consequently a probability,
(Pi)null = 1−
Nc∑
c=1
Pc
(Pi)max
, (2.56)
that a particle undergoes a fake collision (dubbed “null” collision), which will be
discarded. Pc = ncσc(vr)vr∆t. The total number of incident particles which will
hence collide during a time step ∆t (including a “null” collision) is,
Nmax = Ni(Pi)max , (2.57)
where Ni is the number of incident macroparticles in the simulation. Ni must be
replaced by (Ni − 1)/2 for collisions with another particle of the same specie [57].
(Pi)max is equiprobable for any pairs of incident-target particles and consequently
the latter may be chosen randomly inside the simulation domain. In the model, one
checks first if the incident macroparticle experienced a real collision,
r ≤ 1− (Pi)null , (2.58)
where r is a random number between 0 and 1. The probabilities Pc for each reactions
(whose total number is Nc for a given incident specie) are ordered from the smallest
to the largest and a reaction k occurred if,
r ≤
k∑
c=1
Pc
(Pi)max
. (2.59)
Once a collision type is selected then the macroparticles are scattered away in the
center-of-mass (CM) frame (see next section). In the model, neutrals are consid-
ered as a non-moving background specie with a given density profile. Collisions
between charged particles and neutrals are hence performed by artificially extract-
ing a neutral particle velocity from a Maxwellian distribution function. In the case
of collisions between charged particles, the actual velocities of both species are used
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in the calculation of the scattering process.
2.1.3 Elastic and inelastic collision processes
Collisions in the PIC-MCC algorithm (both elastic and inelastic) used in this the-
sis, are implemented assuming that particles (incident, target or newly created) are
scattered isotropically in the center of mass (CM). Energy and momentum is con-
served in the model and we posit for simplicity that each byproduct partner after the
collision have identical momentum in the CM frame 1. This implies that the lightest
particles will equally share most of the available energy [69]. Cross-sections for light
versus heavy or similarly heavy-heavy particle collisions are often solely function of
the relative velocity (especially when originating from experimental measurements),
i.e., information about the differential cross-section is lacking. It is the case for
nearly all of the cross-sections associated with molecular hydrogen (or deuterium)
gas chemistry. Consequently, we implemented a simple MC collision model derived
from the isotropic character of a collision. This has the advantage of being versatile
(easily adaptable to different types of collision processes both elastic and inelastic)
and to conserve exactly energy and momentum. In the center of mass (CM) of
the two interacting particles, one assume that each byproduct of the collision have
identical momentum, that is,
|p′1| = |p′2| = · · · |p′n| , (2.60)
where |p′n| = mnv′n, with mn the mass of the nth byproduct particle and v′n its veloc-
ity, respectively. Note that the use of Eq. (2.60) impose a strict energy equipartition
between particles of equal mass. We find after the collision,
E ′kr = µv
2
r/2− Em , (2.61)
with E ′kr the relative kinetic energy in the CM frame, vr = |v1 − v2| the relative
velocity in the laboratory frame, µ = mimt/(mi + mt) the reduced mass of the
system, mi (mt) the incident (target) particle mass and Em the threshold energy of
the reaction. The relative kinetic energy is shared between all byproduct particles,
i.e.,
E ′kr = m1v
′2
1 /2 +m2v
′2
2 /2 + · · ·+mnv′2n /2 , (2.62)
1This assumption and the following collision model was derived by G. Hagelaar.
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and using the equality defined in Eq. (2.60) , one deduces the kinetic energy of each
particle,
mkv
′2
k
2
=
E ′kr/mk
1/m1 + 1/m2 + · · ·+ 1/mn , (2.63)
where k is the index of the kth particle. For instance in a system with three particles
after the collision, say two electrons and one ion, the electrons share the same and
almost all the available energy, that is,
E ′ke '
E ′kr
2
(
1− me
2mi
)
, (2.64)
while the ion takes the remaining part,
E ′ki
E ′kr
' me
2mi
 1 . (2.65)
Lastly, momentum conservation is preserved by assuming equal angle spread between
momentum vectors in the CM frame, i.e., θk = θ1 + 2pi(k − 1)/n. The angle θ1 =
arccos(1−2r1) is calculated using a random number r1 between 0 and 1. The particle
velocity in the laboratory frame is derived from,
vk = vCM + v
′
kek , (2.66)
where vCM = (mivi+mtvt)/(mi+mt) is the CM velocity. The vector ek is calculated
as follow: first calculate
e′kx = cos θk ,
e′ky = sin θk sinφ ,
e′kz = sin θk cosφ ,
(2.67)
with φ = 2pir2 and r2 is another random number. The angles θk being generated
by one random number, this generates correlations which may be cancelled out by
performing an additional rotation of the frame defined by the vector e′k. Another
set of angles θ′ and φ′ must hence be generated to calculate ek. θ′, φ′ and φ are
identical for all byproduct particles.
2.2 1D analytical solution
In this section we derive a 1D analytical solution to characterise a plasma in the
ambipolar regime. The analytical solution will be compared in the next section to
a 2D PIC-MCC calculation with periodic boundary conditions in order to model a
1D-like configuration. The flux equation for the ions, neglecting pressure terms, is
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written as follows [55, 70],
∂niui
∂t
+
∂niu
2
i
∂x
=
eni
mi
E − ni
∑
j
νm,j(ui − uj) , (2.68)
where νm is the momentum transfer frequency, E the ambipolar electric field, ui the
mean velocity, mi (ni) the ion mass (density), respectively. Positive ions generated
by ionization processes are assumed at rest. The ionization frequency hence does
not appear in Eq. (2.68). Adding the continuity equation and Boltzmann electrons,
∂ni
∂t
+
∂niui
∂x
= niνi , (2.69)
−eE = Te∂ ln(ne/n0)
∂x
, (2.70)
we have a closed set of equations. νi is the ionization frequency. Assuming quasi-
neutrality (ni = ne = n), ion-neutral collisions exclusively (we further neglect neu-
tral velocities) and lastly steady state conditions, we find,
ui
dn
dx
+ n
dui
dx
= νin , (2.71)
ui
dui
dx
+ (νi + νm)ui = − 1
u2B
d ln(n/n0)
dx
. (2.72)
Normalizing the latter with u˜i = ui/uB, x˜ = νix/uB, n˜ = n/n0 and z˜ = ln n˜ (note
that ionization appears in the momentum equation as a friction), we have
u˜
dz˜
dx˜
+
du˜
dx˜
= 1, (2.73)
u˜
du˜
dx˜
+ (1 + k)u˜ = −dz˜
dx˜
, (2.74)
where k = νm/νi. Combining the two equations, we get
du˜
dx˜
=
1 + (1 + k)u˜2
1− u˜2 . (2.75)
u˜ varies from 0 to 1. The equation is diverging for u˜ → 1 (i.e., u → uB). Solving
for x˜ instead,
dx˜ =
(1− u˜2)du˜
1 + (1 + k)u˜2
, (2.76)
and integrating, we find,
x˜ =
2 + k
(1 + k)3/2
arctan
(
u˜
√
1 + k
)
− u˜
1 + k
. (2.77)
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At the plasma sheath presheath interface we have u˜ = 1 and we can deduce an
expression for the electron temperature versus k = νm/νi,
h =
Lνi
2uB
=
2 + k
(1 + k)3/2
arctan
(√
1 + k
)
− 1
1 + k
, (2.78)
where the sheath length was neglected and L ' 2xs was assumed (the electron
Debye length is of micrometre size in typical cold plasma sources). νi and uB are
both function of Te. For k = 0 (i.e., without any ion-neutral collisions) we find
h ' 0.57. Equation (2.78) can also be derived by integrating the continuity equation,
eq. (2.73), over the plasma volume. The equilibrium electron temperature in the
plasma can hence simply be deduced from the equality between plasma production
inside the volume and losses at the walls in steady state and is a function of the
dimensions of the plasma device and the ionisation cross-section. Furthermore, note
that from eqs. (2.73) and (2.75), we may deduce the density as a function of ion
velocity, that is,
z˜ = ln n˜ = −
∫ u˜
0
− (2 + k) u˜du˜
1 + (1 + k)u˜2
, (2.79)
= − (2 + k)
2(1 + k)
ln
[
1 + (1 + k)u˜2
]
. (2.80)
For u˜ = 1 (i.e., u = uB) and k = 0, we find ns = n0/2, where ns is the plasma
density at the sheath edge. The ambipolar potential φs at this location is hence,
φs = φ0 − Te ln 2 , (2.81)
with φ0 the potential at the center of the discharge. The height of the sheath
potential may be deduced from the particle fluxes to the walls. If one assumes that
the plasma sheath is collision-less then the electron and ion fluxes at the sheath
interface is equal to the one impacting the walls. The ion flux is simply the Bohm
flux
Γis = nsuB , (2.82)
while for the electrons [71]
Γes = ns
∫ +∞
√
2eφs/me
vxfe(vx)dvx , (2.83)
where fe(vx) is the electron distribution function which is assumed Maxwellian
fe(vx) =
(
me
2piTe
)3/2
exp
(−mev2x
2Te
)
. (2.84)
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Equation (2.83) simply states that the electrons entering the sheath with a velocity√
2eφs/me will impact the walls. Integrating (2.83), we get
Γes = ns
√
Te
2pime
exp
(−φs
Te
)
, (2.85)
where Te is in electron-volts. Taking the ratio of the electron flux to the ion flux,
we get
φs = Te ln
[√
mi
2pime
(
Γis
Γes
)]
. (2.86)
For a configuration where the plasma profiles are symmetric and the walls have the
same potential, then Γis = Γes and
φs = Te ln
(√
mi
2pime
)
. (2.87)
Lastly one can deduce the ion kinetic energy at the wall from the knowledge that the
ions have the Bohm velocity at the sheath presheath interface and gain an additional
energy eφs in the sheath
i = Te
[
1
2
+ ln
(√
mi
2pime
)]
. (2.88)
The electron distribution function is assumed to be Maxwellian and the average
kinetic energy at the wall is hence
e = 2Te . (2.89)
As an example, integrating eq. (2.78), 2uBh = Lνi, we deduced an electron tem-
perature Te ' 4.9 eV considering an atomic neutral hydrogen background gas with
a density nn = 10
20 m−3, a plasma of electrons and hydrogen H+ ions, collisions
consisting only of ionisation (i.e., k = 0 and hence h = 0.57) with a cross-section
σi =
10−20 m2, if Ek ≥ Em = 15.8 eV0, otherwise (2.90)
and a device length L = 10 cm. Em is the threshold energy. The ionisation frequency
in eq. (2.78) may hence be expressed as
νi =
nnσi
(2piv2th)
3/2
∫ ∞
vm
exp
(−v2
2v2th
)
4piv3dv , (2.91)
with
vm =
√
2eEm/me , (2.92)
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and,
vth =
√
eTe/me , (2.93)
respectively.
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Figure 2.9: (Color) Electron and positive ion density profiles over half the length of the
simulation domain. The sheath entrance is at the location xs ' 6.8 mm where the plasma
is no longer quasi-neutral (corresponding to ns/n0 = 0.5). In the configuration of the
simulation νm = 0 and hence k = 0 and h ' 0.57, respectively.
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Figure 2.10: (Color) Plasma potential profile over half the length of the simulation domain.
φs ' 14.6V at the location of the sheath-presheath interface xs and ∆φ = φs − φ0 ' 3.4V
where φ0 ' 18V corresponds to the maximum potential at the center of the discharge.
2.3 2D PIC-MCC simulation of ambipolar diffu-
sion in a plasma
Next we simulate the plasma described analytically in the previous section with a
2D PIC-MCC model using periodic boundary conditions. We implement a mesh
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Table 2.1: 2D PIC-MCC calculation versus analytical theory. We used the electron tem-
perature derived from the simulation, Te ' 5.2 eV, for the comparison.
Model Analytical
φs(V) 14.6 (xs ' 6.8 mm) 14.75 [eq. (2.87)]
(φ0 − φs)(V) 3.4 3.6 [eq. (2.81)]
i(eV) 17.2 17.3 [eq. (2.88)]
ns/n0 0.5 0.5 [eq. (2.80)]
size of 192 nodes in the axial direction and 96 nodes along (Oy). The simulation
domain is 10 by 5 cm2; the boundary conditions are of Dirichlet type on the left and
right (x = 0 and 10 cm, respectively) with an applied potential Vw = 0V. Particles
impacting these surfaces are absorbed (removed from the simulation domain). The
top and bottom boundary conditions are periodic. A particle leaving the domain at
the top for instance will be re-injected at the location y′ = y − ym where ym is the
size of the domain along (Oy). The velocity vector is not changed. For Poisson’s
equation, we enforce that φ(x, ym) = φ(x, 0) at each iteration. This configuration
allows us to model a 1D plasma with a 2D PIC-MCC algorithm. We use 40 particles
per cell and assume an absorbed power of 5 W/m (i.e., 100 W/m2 in 1D) which
generates a plasma with an average density ni = 5× 1014 m−3 such that ∆x/λDe =
∆y/λDe = 0.7 in the simulation. Lastly the time step is ωp∆t = 0.15 corresponding
to a Courant-Friedrichs-Lewy (CFL) condition of vth∆t/∆x = 0.3 where vth is the
electron thermal velocity. External power is absorbed by macroparticles as follows:
every time step, macroparticles which are found inside the region of power deposition
(everywhere in this example) are heated according to some artificial heating collision
frequency. Electrons, being the lightest particles, are assumed to absorb all of the
external power. Redistribution of energy to the heavier ions and neutrals is done
through collisions and the ambipolar potential. Electrons undergoing a heating
collision have their velocities replaced by a new set sampled from a Maxwellian
distribution with a temperature calculated from the average kinetic energy inside
the power deposition region added to the absorbed energy per colliding particles,
i.e.,
3
2
Th = 〈Ek〉h +
Pabs
eNehνh
, (2.94)
where Th(eV) is the heating temperature in electron-Volts (eV), 〈Ek〉h is the average
electron energy, Pabs(W) is the absorbed power, νh the heating frequency and Neh the
number of electrons, respectively. For a given time step, Nemνh∆t colliding macro-
electrons are chosen randomly where Nem is the total number of macroparticles
inside the heating region. We chose νh = 10
8 s−1 in this example. Figure 2.9 shows
the electron and ion plasma density profiles over half the axial length of the domain.
54
CHAPTER 2. PARTICLE SIMULATIONS OF MAGNETIZED PLASMAS
One recovers the drop ns = n0/2 at the sheath entrance. The latter is found at
the location where the plasma is no longer quasi-neutral and the positive ions reach
the Bohm velocity. Using eq. (2.89) to estimate the electron temperature, we found
Te ' 5.2 eV which is correlated with the value derived from 2/3 〈Ek〉 inside the
plasma volume. The electron temperature is about 6% higher than the analytical
estimate. This is due to the fact that in the simulation the sheath occupies ∼ 14%
of the volume. This was neglected in eq. (2.78) where we made the assumption that
L ' 2xs (xs is the location of the sheath entrance). Using Te ' 5.2 eV, we found a
good agreement with the analytical theory as shown in table 2.1. The difference is
partly explained by the fact that the electron distribution function remains truncated
in the model (due to wall losses) beside the mean-free-path of about 1.3 cm for an
electron to be heated (which replenishes the Maxwellian distribution). The plasma
potential profile is displayed in figure 2.10.
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Chapter 3
Plasma confinement by magnetic
cusps in low-β plasmas
If a man never contradicts himself,
the reason must be that he
virtually never says anything at all.
Erwin Schro¨dinger
In this chapter we study, with the help of 2D PIC MCC simulations, plasma
confinement by magnetic cusps. The main issues are described in the introduction
chapter, section 1.3, with a brief bibliography about magnetic cusps. We have seen
in this section that there is still no consensus on the scaling laws characterizing the
confinement by magnetic cusps. In this chapter the goal is to derive clear scaling
laws from numerical simulations of magnetic cusps. Although this should be now
possible thanks to the availability of powerful computers and simulation tools, we
note that there is no recent published work addressing the simulation of magnetic
cusps and derivation of scaling laws for the leak width in low-beta plasmas. To our
knowledge the only attempt at deducing or checking scaling laws of magnetic cusps
with particle simulations was made by Marcus et al. in 1980[72]. At that time
Particle-In-Cell simulations were extremely expensive in terms of computation time
and only a few test cases were considered by Marcus et al.
More details on previous derivations of the scaling laws and on the objectives of
this chapter are given in section 3.1. We discuss in section 3.2 issues related to the
nature of the walls (boundary conditions) and to the method of plasma generation.
Section 3.3 presents the numerical model. The simulation results are presented in
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section 3.4. In this section, the leak width, defining the confinement by the magnetic
cusps, is studied in argon as a function of magnetic field, pressure, electron and ion
temperatures, and ion mass.
3.1 Leak width scaling laws and objectives of the
chapter
We have seen in section 1.3 three expressions for the leak width of magnetic cusps
derived theoretically or inferred from experiments by different authors. The leak
width is defined by most authors as the half-width (full width at half maximum) of
the profile of the current density to the wall.
Hershkowitz et al[49] deduced from their experiments that the leak width at a
pressure of 0.1 mtorr could be well represented by the expression below, proportional
to the hybrid gyroradius, for helium, argon and xenon and for a magnetic field (at
the center of the cusp) in the range 50− 200 G:
wL,H = 4(ρeρi)
1/2 (3.1)
where ρa = va/ωca, a = e, i , va = (kTa/ema)
1/2 is the charged particle velocity, and
wca = e/(maB) is the corresponding cyclotron frequency. Since
ρi
ρe
= ( Timi
Teme
)1/2 , the
leak width can also be written as:
wL,H = 4ρe(
Timi
Teme
)1/4 ∝ T 1/4e T 1/4i m1/4i B−1 (3.2)
Note that if the ion cyclotron radius ρi is expressed for an ion velocity equal to
the Bohm velocity Cs = (kTe/emi)
1/2 (i.e. Ti is replaced by Te in the expression
of the ion velocity above), we can write ρi = ρi,Bohm = Cs/ωca, and the scaling of
becomes:
wL,H ∝ T 1/2e m1/4i B−1 (3.3)
Considering ambipolar diffusion across the magnetic field and assuming that the
plasma in the cusps is flowing outward at approximately the ion acoustic speed,
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Bosch and Merlino[50] derived the following expression for the leak width:
wL,B = (2DˆR/Cs)
1/2 (3.4)
where Dˆ is the electron cross-field diffusion coefficient, and Cs is the ion Bohm
velocity. In the experiment of Bosch and Merlino the magnetic field was generated
by a system of coils producing a spindle cusp magnetic field with a ring cusp and
two point cusps. R was the radius of the ring cusp. We generalize this expression
to a picket fence or a multicusp geometry with a distance d between cusps, we take
d = 2R and the leak width becomes:
wL,B = (Dˆd/Cs)
1/2 (3.5)
This expression is actually derived semi-empirically and the coefficient in front of in
the expression above is not well defined. The collisional diffusion coefficient Dˆ can
be written as:
Dˆ =
kTe
e
e
m
νeN
ω2ce
(3.6)
Introducing the electron mean free path λeN = ve/νeN , we get:
wL,B ≈ (dDˆ/Cs)1/2 = ( d
λeN
)1/2(ρeρi,Bohm)
1/2 (3.7)
The scaling of the leak width in that case is:
wL,B ∝ λ−1/2eN T 1/2e m1/4i B−1 (3.8)
and is identical to the Hershkowitz et al. scaling if λeN does not depend on electron
temperature (which is generally not the case).
The advantage of the Bosch and Merlino expression of the leak width is that it
takes into account the gas pressure. It is clear that the leak weak should increase
with gas pressure due to the increased collisional diffusion of electrons across the
magnetic field. Since the electron mean free path is inversely proportional to the
gas density or to the gas pressure p, the leak width of Bosch and Merlino scales as
p1/2.
Numerically, if the magnetic field in the electron and ion Larmor radii are taken
at the maximum magnetic field in the expression of the leak width, the value of wL,B
can be actually much smaller than in the experiments. For example, at 0.1 mtorr,
the electron mean free path is several meters, much larger than d (10 cm) in the
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experiment of Bosch and Merlino so that wL,B = (
d
λeN
)1/2wL,H  wL,H . Bosch and
Merlino and other authors (T. Morishita et al[73], A. Kumar and V. Senecha [74],
Cooper et al[52]) argue that in the expression of wL,B , the diffusion coefficient (or
the Larmor radii) should not be estimated at the point of maximum magnetic field.
Bosch and Merlino estimate the diffusion coefficient at a point midway between the
cusp and the filament. Cooper et al. (Cooper et al[52]), mention that the Bosch
and Merlino model uses “ill-defined fitting parameters B and d which can always be
selected to fit the data over a small scaling”. These authors develop a 1D numerical
model based on the 0D model of Bosch and Merlino (i.e. with perpendicular cross-
field diffusion and outward plasma flow through the cusp at the Bohm velocity). This
allows to get a more self-consistent dependence of the leak width on the magnetic
field. They find a good scaling with their experiment on the WiPAL multicusp
plasma source (see section 3.2).
Finally, a third expression of the leak width was derived by Koch and al.[51],
and can be written as:
wL,K =
2R
pi
(
ρeρi
λeλi
)1/2 (3.9)
The scaling of this expression with ion mass and magnetic field is m
1/4
i B
−1, i.e.
is identical to that of Herskowitz et al. and Bosch and Merlino. However the leak
width of Koch and Mathieussent is proportional to the gas pressure p instead of
p1/2. Note also that the leak width of Koch and Mathieussent is proportional to the
distance d between cusps while the expression of Bosch and Merlino varies as d1/2.
Bosch and Gilgenbach[75] give a simple and interesting discussion of the scaling
laws deduced from the different models. For example, they show that the expression
wL,K of Koch and Mathieussent can be considered as the continuation of that of
Bosch and Merlino,Wl,B , when the pressure is large enough so that particle losses
parallel to the magnetic field, in the cusps, can no longer be described by ions at
the Bohm velocity, but must be represented by parallel ambipolar diffusion. In that
case the expression of Bosch and Merlino can be re-written by replacing Cs by D‖/d
, with D‖ = kTe/(miνiN) and wL,B becomes:
wL,B ≈ (Dˆd/Cs)1/2 → wL,K ≈ d(mi
me
νeNνiN
ω2ce
)1/2 = d(
ρeρi
λeλi
)1/2 (3.10)
where we have used λeN = ve/νeN and λiN = vi/νiN . This expression is similar to
that of Koch and Mathieussent. Again, the coefficients in front of these expressions
are not accurate since these derivations are very approximative and only the scaling
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with the different parameters should be considered. The above derivation of Bosch
and Gilgenbach provides a good justification of the P 1/2 scaling of the leak width
of Bosch and Merlino, in comparison with the P scaling of Koch and Mathieussent.
Note also that, for consistency, if the expression of Koch and Mathieussent is used,
the velocity in the ion Larmor radius should be the ion thermal velocity and not
the Bohm velocity. Therefore, the scaling of wL,K with temperatures is as (TeTi)
1/4
instead of T
1/2
e for wL,B. It is interesting to look at the ranges of pressure where
the leak width wL,B or wL,K should be used, for example in argon. The charged
exchange cross-section σ of argon ions is on the order of 4 × 10−19 m2. Therefore,
for a pressure of 1 mtorr (gas density on the order of 3.5× 1019 m−3), the ion mean
free path λiN = 1/(Ngσ) is about 7 cm. If the distance between magnets is on the
order of 1 to 2 cm, the expression wL,B of Bosch and Merlino should provide a good
scaling up to several mtorr, while the expression wL,K of Koch and Mathieussent
would be probably better above 10 mtorr (i.e. for pressures where cusp confinement
is actually not very efficient).
The objectives of this chapter is to use a 2D PIC MCC simulation to study the
scaling laws of the leak width of a line cusp with magnetic field, ion mass, electron
temperature, ion temperature and distance between cusps and to compare them
with those of the different theories. It is clear that the results may depend on the
method of plasma generation and on the charged particles losses to the walls. This
question is discussed in the next section in the light of previous experiments and
applications.
3.2 Plasma generation and particle losses
In most previous experimental studies, the plasma was generated by hot filaments.
As said in section 1.3 of the Introduction, the magnetic field in the first experi-
ments (Hershkowitz et al.[49], K.N. Leung et al.[76], Bosch and Merlino[50]) was
generated by parallel conductor wires with currents in adjacent conductors flowing
in alternating directions, the so-call “picket-fence” magnetic field (see Fig 3.1).
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Figure 3.1: Magnetic field distribution in
a picket-fence. The picket-fence separates
the plasma source from the “target”. The
plasma source is generated by hot filaments
at a negative) potential ( −60 V ) with re-
spect to the grounded chamber walls. Elec-
trons and ions flow from the plasma source to
the target through the magnetic cusps formed
by the picket-fence. The leak-width, obtained
by measuring the profiles of the electron and
ion current densities (red line) along the mid-
plane follows a hybrid radius scaling. Her-
shkowitz and Christensen [77] showed that
the profile of the electron current collected on
an equipotential plate placed in the mid-plane
along the picket-fence line followed the same
hybrid radius scaling.
Figure 3.2: (a) Kamaboko negative ion source. Ichikawa et al[78] ; (b) example of gridded
ion thruster with magnetic cusps. D. M. Goebel and I. Katz[79].
This arrangement was useful for experiments, but practical confinement config-
urations using magnetic cusps are “multicusp plasma sources” where the magnetic
cusps are generated by magnets placed on the chamber walls, as shown in Fig 3.2.
Figure 3.2a shows a schematic of the Kamaboko negative ion source for neutral
beam injection in magnetic fusion. This source uses 48 hot cathodes filaments at a
negative potential with respect to the grounded chamber walls. Multicusps are also
used in positive ion sources for applications to ion thrusters for space propulsion, as
shown in Fig 3.2b.
In these examples the magnetic cusps are placed on the equipotential chamber
walls, which play the role of the anode. The anode collects the electron current
emitted by the cathode plus the current of plasma electrons generated by ionization.
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Some of the ion current can be collected by the anode but the largest part of the
ion current is expected to be collected by the hot cathodes.
Figure 3.3: WiPAL multi-dipole magnetic ring cusp plasma source. Cooper et al[52]. The
magnet poles are covers with a 3 mm thick insulating, alumina layer.
Figure 3.4: Schematic of a radiofrequeny (RF) negative ion source with multicusp confine-
ment. D. Faircloth and S. Lawrie[80].
Another slightly different configuration of multicusp plasma source is the WiPAL
(Wisconsin Plasma Astrophysics laboratory) multi-dipole magnetic ring cusp source
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shown in Fig 3.3 (Cooper et al[52]). In this configuration the magnets are covered
with an insulating layer. Therefore, the cusp surface cannot collect a net current.
This is the reason why supplementary anodes are present in the chamber (see Fig
3.3). LaB6 emissive hollow cathodes are used as electron sources in WiPAL.
The plasma generation in the multicusp plasma sources described above is made
by hot filaments. RF or microwave (ECR) plasma generation is also possible as
illustrated in Fig 3.4 with an example of RF negative ion source.
In the plasma sources described above, except for WiPAL, the magnetic cusps
are placed behind a metallic walls that play the role of an anode. The electron
current collected by the metallic surface above the magnets is therefore in principle
much larger than the ion current. In WiPAL the magnet poles are covered with a
dielectric layer and the electron and ion currents collected at each position on this
surface must be identical.
Another example where the walls above the magnetic cusps are made of a di-
electric material is the High Efficiency Multistage Plasma Thruster -HEMPT) of
Thales shown in Fig 3.5. In this cylindrical thruster the plasma is generated by a
discharge between an external emissive hot cathode outside a ceramic cylinder while
the anode is inside the cylinder and at the other end. The surface charges on the
ceramic walls adjust in such a way that the electron and ion fluxes at each position
on the surface are identical. In this chapter we want to study the confinement by
magnetic cusps of charged particles in the bulk plasma as much as possible indepen-
dently of the method of plasma generation. We therefore simplify the problem by
assuming uniform plasma generation in a volume sufficiently far from the cusps, i.e.
in a region where the magnetic field is small. To simplify the interpretation of the
results and to make possible meaningful scaling laws we also impose a Maxwellian
electron velocity distribution and a uniform electron temperature. This is described
in more detail in section 3.3.
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Figure 3.5: High Efficiency Multistage Plasma Thruster (HEMPT) of Thales, with mag-
netic cusps. The magnets are place behind a ceramic (dielectric) wall. N Koch, HP
Harmann, and GK Cornfeld[81].
3.3 Numerical model
We consider a 2D geometry with line cusps infinite in the direction perpendicular to
the simulation domain and periodic in the direction parallel to the walls, as shown in
Fig 3.6. The magnetic field is in the simulation plane (its component perpendicular
to this plane is zero). The walls are made of dielectric materials. We summarize
below some aspects of the simulation that are specific in this magnetic cusp model.
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Figure 3.6: Simulation domain for the PIC MCC simulation of magnetic cusps. These are
line cusps, infinite in the direction perpendicular to the simulation domain, and periodic
in the direction parallel to the walls. The walls are made of dielectric materials, i.e. the
electron and ion fluxes to the wall must be identical at steady state. The dimensions of
the domain in most simulations presented here are Lx = 4 cm and Ly = 2 cm. The
distance between cusps is therefore d = 1 cm. The magnetic field intensity (top) decreases
exponentially from the walls. Electrons are heated in the region indicated by the dashed
lines. Note that because of the obvious symmetries of the problem, the simulation domain
can be divided in two in each direction. This can significantly speed up the simulations.
The plasma consists of electrons, positive Argon ion, neutral Ar. The set of
reaction is presented in table 3.1. Null collision is performed based on the cross
section(from Bolsig+[82]).
Index Reaction
1 e + Ar → e + Ar (collision)
2 e + Ar → e + Ar∗ (excitation)
3 e + Ar → e + Ar+ +e (ionization)
4 Ar+ + Ar → Ar+ + Ar (collision)
5 Ar+ + Ar → Ar + Ar+ (charge exchange)
Table 3.1: Reaction used in simulation
And the cross-section of reaction related with electron is plotted in figure 3.7.
The cross-section for elastic collision between electron and Argon is very interesting.
It is very small from 0.1 eV to 1 eV , then increases dramaticly from 1 eV to 10 eV
and after that decreases again. The threshold energy for excitation and ionization
is 11.5 eV and 15.8 eV respectively.
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Figure 3.7: Cross-section of reaction vs electron temperature. C1: elastic collision (index
1), C2: excitation (index 2), C3: ionization (index 3).
3.3.1 Charging of the dielectric walls
The presence of dielectric walls is approximated in the simulation by capacitances
placed at each segment of the grid along the dielectric surface. For example, if a
particle reaches the left dielectric surface between the nodes (i = 1, j), and (i =
1, j + 1), the potential at (i = 1, j) is incremented as follows:
V1,j = V1,j ± pjαδt (3.11)
where α is a constant (in V/s), δt is the time step, and the ± sign corresponds to
ions or electrons. Physically, αδt = δQ/C is proportional to the charge carried by
the superparticle and inversely proportional to a capacitance. pj is an interpolating
factor associated with the y position of the particle reaching the surface: pj =
(yj+1 − y)/(yj+1 − yi). At the same time the potential at V1,j+1 is incremented as:
V1,j+1 = V1,j+1 ± (1− pj)αδt (3.12)
3.3.2 magnetic field distribution
We use an analytical expression of the magnetic field derived by Lieberman and
Lichtenberg [83] using a first order development in the assumed small parameter-
where ∆/d where ∆ is the width of the magnets and d is their distance (see Fig
3.6).
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In this approximation, the x and y components of the magnetic field due to the
magnets on the left side of the simulation domain can be written as:
Bx = B0cos(
piy
d
)e
−pix
d
By = B0sin(
piy
d
)e
−pix
d
(3.13)
Note that the magnetic field intensity B =
√
B2x +B
2
y = B0e
−pix/d does not
depend on y. This magnetic field distribution is shonw in Fig 3.8
Figure 3.8: Distribution of the magnetic field(intensity and field line) used in the simula-
tions
3.3.3 plasma generation and electron heating
In these simulations the plasma is not generated according to a specific way of elec-
tron heating, and ionization is not treated self-consistently. We start the simulation
with a given, uniform, plasma density. Each time an ion is lost to the walls, an
electron-ion pair is randomly generated in the center of the plasma (the region de-
fined by dashed lines in Fig 3.6). Nothing is done when an electron is lost to the
walls. Doing this, the total number of ions in the domain, i.e. the averaged ion
density is kept constant. This procedure is much easier to handle that describ-
ing self-consistently the plasma generation since the plasma density is somewhat
imposed. In order to impose a constant electron temperature, in the simulation
domain, electron present in the “electron heating” region of Fig 3.6 (identical to the
plasma generation region) are heated at a constant rate.
This means that their velocity is changed according to a Maxwellian distribution
at a constant frequency. Of course, this is equivalent to imposing fictitious collisions
in this region, which contributes to un-trapping the electrons from the magnetized
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trajectories. If the electron heating region is sufficiently far from the walls, the
magnetic field is low in that region and the electron heating only represents a small
perturbation.
3.3.4 definition of the leak width
The leak width in the experiments is defined as the full width at half maximum of
the profiles of electron and ion fluxes to the walls. It is also possible to use this
definition in the simulations. Another, more accurate way of defining the leak width
in the simulations is simply to calculate the total electron (or ion) current to the
walls (per unit length in the perpendicular direction) for a given magnetic field, IB
, and to compare it with the current obtained without magnetic field I0. The leak
width can then be simply defined by:
wL = Ly
IB
I0
(3.14)
The ratio rL = wL/Ly = IB/I0 fully characterizes the confinement capability of
the cusps.
3.4 Analysis of the simulation results
3.4.1 Space distribution of the plasma properties
In this sub-section we discuss the space distribution of the plasma properties for a
particular but typical case: argon, 0.1 mtorr, B0 = 400 G, Te = 2 eV , Ti = 0.5 eV .
Figure 3.9 shows a contour plot of the electric potential around one cusp, in the
greyed region of Fig 3.6. We see that the potential along the left dielectric wall is
about 3 V above the plasma potential between the cusps and is about 11 V below
the plasma potential in the cusps. Therefore, positive ions tends to be pushed away
from the wall by the electric field between the cusps and are guided by the potential
toward the cusps. Physically, this means that in the regions between the cusps,
where the magnetic field tend to be parallel to the walls, electron transport toward
the wall is strongly impeded while ion transport is not. Therefore, the electric field
tends to attract electrons toward the wall and to repel ions. In the cusps, where the
magnetic field is perpendicular to the wall, the situation is opposite. Electrons are
moving freely along the magnetic field lines and the field accelerates ions toward the
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wall and repel electrons, as in a usual, un-magnetized sheath.
Figure 3.9: Contour plot of the electric potential. B0 = 400 G, Argon, 0.1 mtorr, Te =
2 eV , Ti = 0.5eV
Figure 3.10 displays profiles of the electric potential as a function of the y posi-
tion, for different axial positions. We can clearly see how ions are guided to the cusps
by the potential. Note that the maximum potential drop from the plasma to the
cusp is slightly larger than 10 eV . This is consistent with the theoretical potential
drop in an un-magnetized sheath in argon. The voltage drops in the presheath and
in the sheath are respectively Te/2 and Te/2 ln(
mi
2pime
), which corresponds to a total
potential drop of about 5.2Te in argon. The total potential drop for a 2 eV electron
temperature is therefore 10.4 eV , in good agreement with the simulations.
69
CHAPTER 3. PLASMA CONFINEMENT BY MAGNETIC CUSPS IN LOW-β
PLASMAS
Figure 3.10: Electric potential profiles as a function of transverse position y for different
axial positions x. Same conditions as Fig 3.9: B0 = 400 G, Argon, 0.1 mtorr, Te = 2 eV ,
Ti = 0.5 eV
Figure 3.11: Profiles of the electron current density on the dielectric surface (the ion
density is identical) in argon, 0.1 mtorr, Te = 2 eV , Ti = 0.5 eV , for different values of
the magnetic field B0.
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The electron and ion fluxes to the dielectric wall are very small between the cusps
and increases sharply around the cusps, as can be seen in Fig 3.11 which displays the
profiles of electron current density to the walls for different values of the magnetic
field B0. The ion current density to the wall is identical with an opposite sign (the
current to the wall must be zero at each position on the dielectric). As expected,
the full width at half maximum of the current density to the wall decreases when
the magnetic field increases (a detailed study of the magnetic field dependence of
the leak width is done in section 3.4.2).
It is often mentioned, in the literature on magnetic cusps, that the leak width
corresponding to high energy electrons tends to be smaller than the leak width of
bulk electrons. This is important when the plasma is sustained by hot filaments,
since the filaments are usually at a potential significantly lower than the plasma
potential, e.g. −60 V with respect to the plasma potential.
Figure 3.12: Profiles of the electron current density to the wall for electrons in different
energy ranges. B0 = 1200 G, 0.1 mtorr, Te = 2 eV , Ti = 0.5 eV .
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Figure 3.13: Contour plot of the ion density. B0 = 400 G, Argon, 0.1 mtorr, Te = 2 eV ,
Ti = 0.5 eV .
Therefore, at low pressure electrons of energy up to 60eV are likely to interact
with the cusps. In our case, the electron velocity distribution is Maxwellian but
it is possible to estimate the leak width as a function of electron energy. In the
PIC MCC simulation, this can be done by calculating the electron flux or current
density to the wall as a function of electron energy. Figure 3.12 shows the current
density profiles on the dielectric surface, of electrons in different energy ranges. The
simulations confirm that the leak width decreases with increasing electron energy.
For electrons with energy higher than 20 eV , the average leak width is two to three
times smaller than the leak width of electrons of energy below 5 eV .
Figure 3.13 shows a contour plot of the ion density and figure 3.14 displays the
axial profiles of the electron and ion densities at different y positions. The electron
and ion density are very close together and very small in the region between cusps.
In the cusp (y = 5 mm and y = 5.8 mm, Fig 3.14) an ion sheath is present next to
the dielectric surface. We see that plasma ions start to be accelerated (presheath)
toward the cusp at the limit of plasma generation region.
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Figure 3.14: electron and ion densities profiles as a function of axial position x for different
transverse positions y. The symbols correspond to the electron density profiles. B0 =
400 G, Argon, 0.1 mtorr, Te = 2 eV , Ti = 0.5 eV .
Figure 3.15: Contour plot of the electron temperature. B0 = 400 G, Argon, 0.1 mtorr,
Te = 2 eV , Ti = 0.5 eV .
The space distribution of the electron temperature is displayed in Fig 3.15. We
see that the electron temperature is well maintained at 2 eV in a large part of
the plasma region up to the cusp region, except between cusps, in the region just
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before the decay of the charged particle densities toward the wall. In this region the
electron temperature is larger, on the order of 3 eV . This may be due to the fact
that the potential increases from the plasma to the dielectric wall, between cusps
(see Fig 3.9).
The axial profile of the ion mean energy is shown in Fig 3.16 at two y locations,
in the middle of the cusps (y = 5 mm), and between two cusps (y = 10 mm). In
the cusp, we clearly see the ion acceleration toward the wall in the presheath and in
the sheath. The sheath entrance is located at about 1 mm from the surface (see the
electron and ion density profiles at y = 5 mm in Fig 3.14). The ion mean energy at
the sheath entrance is between 1 and 2 eV , which is consistent with an energy gain
of 1 eV in the presheath (the potential drop in the presheath should be on the order
of Te/2, i.e. close to 1 eV ). We also note that the ion temperature in the plasma
and between cusps is slightly less than 0.4 eV , i.e. significantly lower than the mean
energy (3/2Ti = 1.5 eV ) corresponding to the temperature (Ti = 1.5 eV ) at which
ions are injected in the plasma. This is attributed to the fact that the high energy
ions of the plasma are lost to the dielectric wall between cusps.
Figure 3.16: Axial profiles of the ion mean energy at two y locations; in the center of a
cusp, y = 5 mm and at a mid-position between two cusps, y = 10 mm. B0 = 400 G,
Argon, 0.1 mtorr, Te = 2 eV , Ti = 0.5 eV .
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3.4.2 Scaling laws
We performed systematic PIC MCC calculations in order to compare the scaling
laws that can be deduced from the simulations to those of the different (empirical)
theories. The parameters that can be varied in the simulations are the magnetic
field intensity at the surface, B0, the gas pressure p, the electron temperature, ion
temperature and ion mass. All the calculations were performed in argon (when the
ion mass was used as a parameter, the argon cross-section were kept the same, and
the ion mass was varied).
We used the numerical model described in section 3.3. As in the previous sections
the simulation domain was reduced to the grey region of Figure 3.6 to take into
account the symmetry of the problem while reducing the computation time.
In the results below, unless indicated otherwise, the leak width is deduced, as
described in section 3.3.4, from the ratio of the total collected electron or ion current
, IB , at the dielectric wall with magnetic field to the current collected without
magnetic field, I0.
w = Ly
IB
I0
(3.15)
The azimuthal length Ly is noted d, in this section, and we plot the dimensionless
ratio (leak width normalized to the distance between cusps) w/d. w/d should tend
to 1 when there is no confinement (low values of the magnetic field, of high pressure).
w should be comparable with the FWHM (Full Width at Half Maximum) leak width
measure in the experiments.
Figure 3.17 displays the variations of the normalized leak width with magnetic
field, for different values of the pressure in argon, and for fixed electron and ion
temperature (2 eV and 0.5 eV , respectively). The hybrid radius (ρeρi)
1/2 is also
shown for comparisons.
As expected, w/d → 1 when the magnetic field goes to zero (no confinement).
The decrease of leak width with magnetic field at constant pressure does not scale
perfectly with 1/B , as seems to be the case in the experiments and “theory” reported
by Hershkowitz et al. or Bosch and Merlino (see the discussion of section 3.1) at
low pressures.
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Figure 3.17: Leak width normalized to the distance between cusps as a function of magnetic
field at the dielectric surface, for different values of the gas pressure. Argon, Te = 2 eV ,
Ti = 0.5 eV . The variations of the normalized hybrid radius (1/B dependence) and a 1/B
2
curve are also shown comparisons. The hybrid radius is calculated for an ion velocity equal
to the Bohm velocity.
We recall here that the measurements of Hershkowitz et al[49] were in agreement
with the expression wL,H = 4(ρeρi)
1/2 of the leak width , while Bosch and Merlino
proposed a leak width of the form wL,H = (2Dˆ/Cs)
1/2 . Both expressions lead to
a 1/B dependence of the leak width with the magnetic field. The results of Figure
3.17 show that the leak width variations at low pressure (0.1 mtorr) could be fitted
by a B−1 curve at low magnetic fields, but that the variations with are slower than
B−1 (and get closer to B−1/2) at high magnetic fields.
At higher pressure (see the 1.6mtorr case in Figure 3.17) the variations with
B are much slower than 1/B at low magnetic fields because the plasma is more
collisional and the confinement is less effective.
The results are plotted as a function of gas pressure p for different values of the
magnetic field in Figure 3.18. We see that the normalized leak width scales well with
p1/2 at high enough pressure. This is consistent with the scaling of the expression of
the leak width provided by Bosch and Merlino, wL,B = (2Dˆ/CS)
1/2 where Dˆ is the
classical, collisional, electron diffusion across the magnetic field and is proportional
to the electron collision frequency, and hence to the gas pressure. The p dependence
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of the leak width predicted by the expression of Koch and Mathieussent does not
appear in the range of pressure considered in Figure 3.18. At low pressures, the
normalized leak no longer depends on pressure and reaches a constant value, which
is the collisionless leak width.
Figure 3.18: Leak width normalized to the distance between cusps as a function of gas
pressure for different values of the magnetic field at the dielectric surface. Argon, Te =
2 eV , Ti = 0.5 eV . The full black lines correspond to p
1/2 variations.
As discussed in section 3.1, the expression of the leak width of Hershkowitz et
al. (proportional to the hybrid gyroradius) scales as T
1/4
e T
1/4
i if the ion velocity in
the hybrid radius is the thermal velocity, and scales as T
1/2
e if the ion velocity in the
hybrid radius is taken as the Bohm velocity. In the expression of Bosch and Merlino,
the leak width scales as T
1/2
e with electron temperature assuming a constant electron
mean free path. It is therefore interesting to look at the predictions of the PIC MCC
simulation for the dependence of the leak width with electron and ion temperature.
Figure 3.19 displays the normalized leak width as a function of electron temperature
for different combinations of magnetic field and gas pressure.
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Figure 3.19: Leak width normalized to the distance between cusps as a function of electron
temperature, for different combinations of magnetic field at the dielectric surface and gas
pressure. Argon, Ti = 0.5 eV . The full black line corresponds to T
1/2
e variations.
We see in this figure that the variations of the leak width with electron temper-
ature is slightly faster than T
1/2
e in some cases and is always much faster than T
1/4
e .
As discussed in section 3.1, the expression wL,B = (d/λeN)
1/2(ρeρi,Bohm)
1/2 of Bosch
and Merlino varies as T
1/2
e due to the (ρeρi,Bohm)
1/2 term if the electron mean free
path λeN is constant. In argon λeN decreases with electron temperature because
of the Ramsauer minimum so the fact that the calculated leak width is faster than
T
1/2
e is consistent with the theory of Bosch and Merlino[50].
We also performed simulations with a constant electron temperature of 2 eV , and
for ion temperatures between 0.05 eV and 1 eV . The leak width was found to be
practically independent of ion temperature. Therefore, the use of the hybrid radius
gives a reasonable order of magnitude of the leak width (see Figure 3.17) if the ion
velocity in the expression of the ion Larmor radius is taken as the Bohm velocity
and not the thermal velocity. Note that Hershkowitz et al[49] used an expression
of the leak width equal to 4 times the hybrid gyroradius. This is probably because
they used the thermal ion velocity in the expression of the ion Larmor radius. Using
the Bohm velocity gives a reasonable order of magnitude of the hybrid radius leak
width but without the factor of 4 of the expression of Hershkowitz et al., as can be
seen in Figure 3.17.
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Finally, we looked at the influence of the ion mass on the leak width. Figure
3.20 shows the variations of the normalized leak width with ion mass for different
combinations of magnetic field and pressure. It is interesting (and surprising) to note
that the leak width does not scale as M1/4 as suggested by the results of Herskowitz
et al. and Bosch and Merlino. The variations of the leak with ion mass is slower
than M1/4 and close to a M0.1 law in the examples of Figure 3.20. We do not have,
at the moment a clear explanation of this result.
Figure 3.20: Leak width normalized to the distance between cusps as a function of ion
mass, for different combinations of magnetic field at the dielectric surface and gas pressure.
Te = 2 eV , Ti = 0.5 eV . The full black lines indicate M
1/4 variations (suggested by the
results of Hershkowitz et al. and Bosch and Merlino), and M0.1 variations (best fit to the
PIC MCC results in these conditions).
3.5 conclusion
In this chapter we have addressed the question of confinement by magnetic cusps in
a low-beta plasma, using 2D PIC MCC simulations. The leak width w of a line cusp
is an effective loss length, i.e. the average particle loss flux (or current, IB) to the
wall is equal to the average loss flux (or current, I0) without magnetic field times the
ratio of the leak width to the cusp length d. This can be written as w/d = IB/I0.
The confinement is better for lower values of w/d.
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A usual but empirical expression of w/d, proposed by Hershkowitz et al[49].
and in plasma textbooks (see, e.g., M.A. Lieberman and A.J. Lichtenberg[83]) is
proportional to the hybrid gyroradius 4(ρeρi)
1/2. However this expression does not
take into account the effect of collisions, which can significantly enhance the charged
particle losses to the wall when the pressure increases, due to diffusion across the
magnetic field. The goal of this chapter was therefore to provide a way to quantify
the losses of charged particles to the wall in the presence of magnetic cusps.
We considered a 2D periodic simulation domain with dielectric walls and with a
plasma source sufficiently far from the walls. Electrons and ions were generated with
Maxwellian distributions at given temperatures in the source, and the electron tem-
perature in the source was artificially maintained by performing a “Maxwellianiza-
tion” of the electron velocity at a given frequency. The simulations were performed
at constant averaged ion density, and ionization was not treated self-consistently:
one electron and ion pair was generated in the source region each time an ion was
lost to the wall. A parametric study of the calculated leak width was performed, the
parameters being the magnetic field at the dielectric surface, the gas pressure, the
electron temperature, ion temperature, and ion mass. The results are summarized
below.
The hybrid gyroradius (ρeρi)
1/2 provides a reasonable order of magnitude of the
leak width without the factor of 4 of the expression wL,H of Hershkowitz et al. and
if the ion velocity in ρi is taken as the Bohm velocity. The leak width is practically
independent of the ion temperature Ti and scales relatively closely to T
1/2
e with the
electron temperature. The hybrid gyroradius only gives an order of magnitude, and
the 1/B scaling of the hybrid gyroradius is not satisfied in the calculated leak width.
The simulations predict a 1/B dependence of the leak width only at low pressure
and low magnetic fields. The variations of the leak width with magnetic field are
slower than 1/B at high magnetic fields.
The leak width becomes practically independent of pressure below 0.1 mtorr
and increases as p1/2 with pressure above 0.5 mtorr. This is consistent with a
leak width proportional to the square-root of the cross-field diffusion coefficient, as
in the theory of Bosch and Merlino, which predicts a leak width proportional to
wL,B = (2Dˆ/Cs)
1/2.
The expressions of the leak width of Hershkowitz et al[49]. and of Bosch and
Merlino[50] both predict a M1/4 dependence with the ion mass. This comes from the
square root of the inverse of the ion acoustic velocity in the expression of Bosch and
Merlino, and from the square root of the ion Larmor radius in the hybrid gyroradius
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of Hershkowitz et al. Surprisingly, the simulations do not reproduce this dependence,
and the calculated leak width varies only like M0.1 with the ion mass.
In the simulations with dielectric walls presented in this chapter, the electron
and ion fluxes must be identical at each point of the walls. This was not the case
in the experiments of Hershkowitz et al. and Bosch and Merlino where the charged
particle fluxes were measured in a picket-fence configuration (the differences between
the local electron and ion fluxes was shown to decrease when the plasma density
was increased). In the simulations, the perpendicular electric field on the dielectric
wall is attractive for ions in the cusps (as in a regular un-magnetized sheath) and
becomes attractive for electrons between cusps. Therefore, between cusps, electrons
are accelerated to the wall by the electric field while ions are repelled. The electron
flux to the wall is therefore defined by the (very small) cross-field mobility and
diffusion, while the ion transport to the wall is defined by the ion pressure gradient.
Although we tried to study the leak width over a large range of parameters,
more investigations would be useful. More systematic simulations are needed to
understand the dependence of the leak width on the ion mass, to better characterize
the role of the specific Ramsauer shape of the electron momentum cross-section in
argon (it would be useful to perform simulations with constant collision cross-section
or constant collision frequency) and to study the dependence of the leak width the
cusp length. Finally, we have checked the numerical convergence of the simulations
by performing simulations with increasing number of particles per cell and with mesh
refinement. In the conditions of the simulations with dielectric walls presented in
this chapter convergence have been checked and confirmed on several points of the
parametric study. We also performed systematic simulations and convergence tests
for conditions where the walls are not dielectric but are metallic (and therefore
equipotential). Surprisingly, we had much more difficulties to reach convergence
with the number of particles and with the mesh size in these conditions. We do not
understand, at this moment, the reasons for this convergence problem and we leave
this question open for further studies.
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Chapter 4
Electron transports across
magnetic field in negative ion
sources
Let the future tell the truth, and
evaluate each one according to his
work and accomplishments. The
present is theirs; the future, for
which I have really worked, is mine.
Nikola Tesla
4.1 Introduction
This work is relevant to the question of co-extraction of electrons from negative ion
sources (and in particular of those used for fusion applications [84, 85, 86, 87, 88,
89]) and of micro-ECR neutralizers in space propulsion [90, 91]. In the former the
magnetic cusp field (also called suppression field) is used as a barrier to filter out
electrons in order to minimize the electron current co-extracted with negative ions
toward an electrostatic accelerator (with a 1 MV acceleration voltage in the case of
ITER). Electrons in this case can be damaging to the accelerator because they can
induce a high parasitic power density deposition on the accelerator grids [92].
We analyse the transport of electrons across an aperture surrounded by a mag-
netic cusp field profile in a simplified model without negative ions.. The electrons
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are strongly magnetized by the cusp field while ions are somewhat magnetized but
only over a short distance very close to the aperture surface. In this model, the
plasma is generated on the left-hand-side (LHS) of the simulation domain which is
separated from a biased electrode by a grid with apertures. The biased electrode
is necessary to generate an electric field to extract the electrons. A meniscus forms
around the aperture and separates the quasineutral plasma from the non-neutral re-
gion between the grid and the biased electrode. The cusp field amplitude decreases
exponentially from the permanent magnet position, which is located in the model
on the biased electrode inside the accelerator region (same as in ITER and DEMO
accelerators).
In practice, the cusp field is generated by two permanent magnet bars of reversed
polarity parallel to the slit apertures. The magnetic vector field hence lies approxi-
matively in the plane perpendicular to the magnets when the latter are much longer
than the width of the aperture. We find that the electron flux diffusing across the
aperture is driven by an E ×B drift where E is the electric field in the vicinity of
the plasma meniscus. The E×B drift occurs in the plane perpendicular to the cusp
magnetic field lines. As a consequence, in an hypothetical configuration where a slit
aperture is infinite, this E×B drift does not contribute to electron extraction. The
flux of electrons through the aperture is much smaller in that case and is only due
to collisional cross-field drift. We show that a 2D Particle-In-Cell (PIC) algorithm
with Monte-Carlo-Collisions (MCC) is sufficient to capture the underlying physics
of an infinite slit, and is consistent with results from a 3D PIC-MCC model. In the
case of a finite slit, only a 3D model can describe properly electron extraction due
to E×B drift through the aperture
In the next section, we describe in details the simulation parameters. In section
4.3, we analyse the mechanisms of electron extraction in the case of an infinite slit
and for a finite slit aperture. In section 4.4, we describe some micro-instabilities
occurring in the vicinity of the plasma meniscus in the case of a finite slit aper-
ture. Lastly, section 4.5 and 4.6, provide a discussion and conclusions on the work
presented in this thesis.
4.2 Overview of the 2D and 3D PIC-MCC models
We use the 2D and 3D PIC-MCC electrostatic explicit models described in details
in the previous chapters. For better readability we summarise below the main char-
acteristics of the algorithm. The electric field is calculated on the mesh nodes by
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# Reaction Cross section ref.
1 e + H+2 → e + H+2 [27]
2 e + H2 → e + H2 (elastic) [95]
Table 4.1: Particle processes.
solving Poisson’s equation iteratively via a multi-grid algorithm [68]. The magnetic
cusp field profile is derived from analytical considerations [83],
Bx = B0 sin
[
pi (z − z0)
d
]
exp
[
−pi (x0 − x)
d
]
, (4.1)
Bz = B0 cos
[
pi (z − z0)
d
]
exp
[
−pi (x0 − x)
d
]
, (4.2)
where B0 is the maximum amplitude of the field, d is the distance between the
magnet bars, x0 is their axial coordinate and z0 the center position between the
two magnets, respectively. The norm of the magnetic field vector, |B|, is decreas-
ing exponentially from the location of the magnets. The particles trajectories are
calculated by solving the Newton’s equation of motion at the particle location (the
electric and magnetic fields are interpolated),
ma
dva
dt
= qa (E + va ×B) , (4.3)
where a either stands for electrons or ions, E(x, y, z) is the electrostatic field, va(t)
the particle velocity and ma (qa) its mass (charge), respectively. The force on the
RHS is the Lorentz force. In a PIC-MCC algorithm, charged particles are actually
macro-particles but with the same charge over mass ratio as real electrons and ions.
Once the particle positions have been updated, the density is calculated on the
mesh nodes. This is used as a source term for Poisson’s equations. Lastly, recall that
collisions between charged particles and the neutral background gas are implemented
using the Monte-Carlo technique [93, 57, 58, 94]. The PIC-MCC cycle described
above is repeated iteratively. The collision processes are simplified in this problem.
We considered only the elastic collisions between electrons and the positive ions or
the neutrals (table 4.1). The neutral background gas profile is assumed constant with
a density of nn = 5×1019 m−3. The average plasma density is ni = 5×1015 m−3 and
the plasma generation is modelled by mimicking ionisation through the reinjection
of an electron-positive ion pair for each positive ion lost on the physical boundaries
of the simulation domain (i.e, of Dirichlet type). Note that the electron Debye
length is typically about eight times larger than in the extraction region of negative
ion source used in ITER and DEMO [96, 86]. The particles are injected into the
gray area shown schematically in fig. 4.1 (dubbed ”plasma source”). The electron
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distribution function is artificially maintained in that area as a Maxwellian at a
temperature of Te = 2 eV via the periodic replacement of the electron velocity (we
use an artificial ”heating” frequency). The positive ions are injected assuming also a
Maxwellian distribution at a temperature Ti = 2 eV (although we do not enforce it
in the plasma volume, only at the time when the ions are generated). The latter is
the typical value for the average kinetic energy deduced from 3D PIC-MCC models
of a fusion-type negative ion source [27]. We implemented a numerical resolution of
256× 384× 192 grid nodes associated with a simulation box of physical dimensions
3.2 × 4.8 × 2.4 cm3 (length versus width and height). The number of particles per
cell is 40 and the time step ωp∆t ' 0.2. In addition, the size of the two slits is
4.3 × 0.8 cm2 (length times width) and the amplitude of the cusp magnetic field
on the plasma grid (PG) is 200G, which corresponds to B0 = 875G, d = 1.2 cm,
x0 = 3.2 cm, z0 = 0.6 cm in eqs. (4.1) and (4.2), respectively. The cusped magnetic
field profile encompasses each of the slit apertures, as shown in fig. 4.1. The direction
of the magnetic field being reversed between slits. In addition, the numerical model
is parallelelized in an hybrid manner using the OpenMP and MPI libraries [93].
For the simulations reported in this paper, we typically used 48 OpenMP threads
together with 4 MPI threads (one per node), i.e, 192 cores in total (on Intel Xeon
CPU E5-2697 v4 @ 2.30GHz). The top, bottom, left and right boundary conditions
are periodic and we are hence modelling the equivalent of an infinite number of slit
apertures. Lastly, the space between the PG and the extraction grid (EG) is free
of plasma (the gap is 3.5 mm and the width of the PG is 2 mm). The LHS of the
simulation domain, PG, and EG are of Dirichlet type. The EG is biased at a voltage
of 400V in the simulations while the other absorbing boundaries (PG and LHS) are
set at 0V.
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Figure 4.1: Schematic of the simulation domain. On the left-hand-side (LHS) is the
plasma volume, which is separated from a biased electrode (EG) by a grid (PG) with two
slit apertures. The volume between the grid and the biased electrode is free of plasma. The
latter is generated numerically by the injection of electron-positive ion pairs in the gray area
labelled ”plasma source”. We fixed the plasma density in the model and hence each positive
ion lost on a physical boundary (Dirichlet) induce the re-injection of an electron-ion pair.
The magnetic cusp field profile (in yellow) is shown of the right-hand-side (RHS) of the
figure. In practice, this field would be generated by permanent magnet bars of reversed
polarities (blue and red colours, N stands for ”north” and S for ”south”, respectively).
The boundary condition on the LHS together with the plasma grid (PG) and extraction
grid (EG) are of Dirichlet type while the top/bottom and left/right boundaries are periodic
in 3D.
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Figure 4.2: Simulation domain for the 2D PIC-MCC calculation. The source term for the
plasma is in the area highlighted in gray (where electron-positive ion pairs are injected).
The field lines of the cusp magnetic field (BD) are schematically drawn in blue. The
slit aperture (in red) is of infinite length in 2D; its width is 8 mm. The simulation box
is 3.2 × 1.2 cm2, the numerical resolution is 256 × 96 grid nodes, VLB = VPG = 0V,
VEG = 400V and we implemented 40 particles per cells. The plasma meniscus is shown
schematically in green.
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4.3 Transport of electrons across a magnetized
aperture
4.3.1 2D versus 3D PIC-MCC calculation of a slit aperture
of infinite length
In this section, we compare the plasma characteristics derived from a 2D versus
3D PIC-MCC model of a slit aperture of infinite length. The simulation domain
for the 2D calculation is shown in fig. 4.2. We model the plane which includes the
cusp field lines. The particle drifts are out of the simulation domain and drift-wave
type plasma instabilities are hence not described. The electrons which are extracted
toward the accelerator diffuse across the field lines solely through collisions.
Next, we compare the 2D calculation to a 3D PIC-MCC model where the sim-
ulation domain is identical to the one of fig. 4.1 except that the slit aperture is of
infinite length along (Oy); its width being 8 mm in the z-direction. Any occurence
of plasma instabilities in the plane perpendicular to the magnetic field lines, which
could potentially increase the electron current transmitted across the aperture, will
be modelled in this case. We found instead that the electron current collected on
the extraction grid (EG) is identical in 2D and 3D, as shown in fig. 4.3. The latter
plots the ratio (in percent) of the electron current impacting the EG divided by
the total current flowing toward the PG inside the plasma volume. The level of
numerical noise is logically higher in the 2D calculation due to the larger weight of
the macroparticles. To further support the observation that the plasma properties
are identical in 2D and 3D in the case of slit apertures of infinite length, we show
in fig. 4.4 the plasma potential profile along (Ox) for a location on the PG in the
middle of the interstice between slit apertures. We compare the results from the
2D calculation versus estimates from the 3D PIC-MCC algorithm for either the case
with two apertures as in fig. 4.1 or using a reduced domain in 3D where we modelled
only one cusp, i.e., half the domain of fig. 4.1 along (Oz).
4.3.2 3D PIC-MCC model of a slit aperture of finite length
In this section, we analyse the electron kinetics for the case of a slit aperture of finite
length. The simulation domain is described in details in section 4.2 and figure 4.1.
Figure 4.5 shows together the electron flux profiles in (i) the plane of the magnetic
cusp field lines (XZ plane at Y = 2.4 cm), (ii) the plane where the electron drift
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Figure 4.3: Electron current collected on the extraction grid (EG). 2D versus 3D PIC-MCC
calculation for a configuration with a slit aperture of infinite length.
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Figure 4.4: Plasma potential profile along (Ox) for a position on the plasma grid (PG)
corresponding to the middle of the interstice between two slit apertures. Estimates from
the 2D PIC-MCC model (black solid line) are compared to the 3D PIC-MCC calculation
for either a configuration with two slit apertures (blue solid line), as in fig. 4.1, or for half
the simulation domain along (Oz), i.e., only one cusp (red solid line), respectively.
occurs (XY plane at Z = 0.6 cm, crossing the middle of the slit aperture), (iii) the
front of the PG and, lastly, (iv) the EG, respectively.
In (i), one can see the telltale sign of the electrons oscillating along the cusp field
lines while in (ii), the electrons drift in the direction perpendicular to the magnetic
field (E × B drift, see figure 4.6) and they can exit toward the accelerator only
through one side of the slit aperture. Figure 4.6(a) shows one electron trajectory in
the Z = 0.6 cm plane assuming that the Z component of its velocity is zero. When
the electron reaches the edge of the plasma grid aperture, the electric field increases
rapidly due to the large voltage of the extraction grid. This large non-uniformity
of the electric field generates an electron drift across the magnetic field, i.e. the
electron guiding center is no longer confined along an equipotential line as can be
seen in Fig. 6. This is a finite Larmor radius effect due to the electric field non
88
CHAPTER 4. ELECTRON TRANSPORTS ACROSS MAGNETIC FIELD IN
NEGATIVE ION SOURCES
Figure 4.5: 2D Electron flux profile. Four planes are displayed, that is, (i) the place
encompassing the cusp magnetic field line (XZ at Y = 2.6 cm), (ii) the electron E × B
drift plane (XY, at Z = 0.6 cm, i.e., in the middle of the slit aperture), (iii) the front of
the PG and, lastly, (iv) the EG, respectively. Γmax = 3× 1021 m−2 · s−1.
uniformity (see for instance FF. Chen [54] ).
In the example of figure 4.6(a), the electron trajectory does not reach the ex-
traction grid and ends up between the plasma grid and the extraction grid. In the
examples of figure 4.6(b), the electrons reach the extraction grid. The trajectories
in this figure are calculated assuming that the electrons move both along the mag-
netic field toward the upper edge of the plasma grid of figure 4.5 and drift in the
E × B direction in a XY plane toward the right edge of the plasma grid. We as-
sume, for simplicity and to illustrate our point, that the potential does not depend
on Z, i.e. the electrons see the same XY distribution of the potential as in the
plane Z = 0.6 cm. Bz decreases when the electron moves along the magnetic field
in the direction of increasing Z away from the plane Z = 0.6 cm meanwhile the X
component of the magnetic field, which is perpendicular to the EG, increases. The
trajectories of figure 4.6(b) are calculated with the Bz component of eq (4.2) only.
Therefore, while the electrons drift in the E×B direction toward the right aperture
edge, the magnetic field that confines their trajectories in the XY plane decreases
and the large and increasing electric field on the edge of the grid aperture extracts
them to the EG. The reason why the maximum electron current on the extraction
grid is seen on the two right corners of the aperture (see figure 4.5) is therefore
due the combined effect of the E × B drift and to the electron motion along the
magnetic field lines which spreads the drift current along (Oz) toward the corners
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Figure 4.6: Examples of electron trajectories, (a) in the Z=0.6 cm plane, (b) for electrons
moving along a magnetic field line toward the upper edge of the PG (see Fig. 5) while
drifting in the E×B direction toward the right edge of the PG (the Bz component of the
magnetic field, perpendicular to the XY plane, decreases during this motion). For simplic-
ity, these trajectories are calculated assuming that the XY distribution of the potential does
not vary while the electrons moves along the magnetic field line (i.e. the electric potential
does not depend on Z).
of the aperture where the electrons are extracted to the EG.
Comparing the case of a slit aperture of infinite (described in section 4.3.1) versus
finite length, one observe than in the latter the electron current extracted toward
the accelerator vessel is greatly enhanced by the E×B drift motion in front of the
plasma meniscus. The ratio of the electron current impacting the EG divided by
the total current flowing into the PG area (inside the plasma volume) is shown in
figure 4.7. We find that the current on the EG strongly varies versus time within a
range for the transmission ratio between 50% and 100% (i.e., all the current). This
is to be compared to the ∼ 22% in the case of a slit aperture of infinite length. Such
a large extracted current is induced by a plasma potentiel much higher than the
average electron kinetic energy in the model as shown in figure 4.4 (the temperature
is Te = 2 eV).
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Figure 4.7: Ratio of the electron current collected on the EG divided by the total current
flowing toward the PG, IEG/ (IEG + IPG) (in percent) versus time. IEG (IPG) is the
current impacting the EG (PG), respectively.
4.4 Unstable plasma behaviour in the vicinity of
the PG
The large time variations of the current transmitted toward the EG in figure 4.7
are due to strong fluctuations in the plasma quantities in the vicinity of the plasma
meniscus. Figures 4.8 and 4.9 plots the electron flux and plasma potential profiles
versus several time shots which are also displayed in figure 4.7 for reference. The
time window corresponds to approximatively two periods of oscillations. One can
see that the flux profile is strongly modified, which is correlated with stiff changes
of the plasma potential. We observe that (i) the electron flux follows approximately
the potentiel lines in the aperture mid-plane plane as discussed previously in section
4.3.2 (see also figure 4.6), (ii) case A and I (D et G), which correspond to a maximum
(minimum) transmission rate, share similar features, respectively. In D et G, the
isopotential lines are twisted and we observe the appearance of potential wells (which
attract positively charged ions). (∼ λDe), the space charge (ne/ni − 1) switches from
globally positive (excess of electrons) to negative. The direction of the electron flux
is upward in figure 4.8 and electrons experience a strong E×B drift in the vicinity
of the aperture top edge in cases D et G (the 10V and 20V isopotential lines are
very close in that area, hence the amplitude of the electric field is large, of order
20 kV/m for a magnetic field strength of 200G and a drift velocity vD ∼ 106 m/s,
respectively). Such a situation is accompanied by a surge in transmission rate, as
shown in figure 4.7. In cases A and I, the electric field strength (and hence the
drift velocity) is much lower in front of the aperture, which explains the drop in
the electron current extracted toward the EG. We can conclude that the current
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Figure 4.9: Plasma potential profile in the slit aperture mid-plane (Z = 0.6 cm) for
different time shots.
oscillations observed in the simulations are due to a drift instability induced by the
charge separation associated with the electron loss to the extraction grid.
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4.5 Discussion
We modelled in this chapter a slit aperture of either finite or infinite length. We also
performed simulations for cylindrical apertures and reached similar conclusions. In
addition, for the case of negative ion sources for fusion applications, there is typically
a large negative ion to electron ratio in the vicinity of the aperture. In Christ-Koch
et al. for instance [97] the measured ratio n−/ne is about 0.4 in hydrogen and as
high as 1.5 in deuterium 2 cm from the PG, inside the plasma volume. In these
sources, the negative ions are produced on the surface of the PG as a byproduct
of the impact of neutral hydrogen or deuterium atoms on the grid. The latter is
covered by a thin layer of caesium to lower the work function of the metal increasing,
as a consequence, the negative ions production yield. The adjunction of negative
ions in our model did not modify the conclusions that an E×B drift near the plasma
meniscus drives the electron current across the aperture toward the EG.
Lastly, in section 4.3.2, we found that a high fraction of the electron current
flowing from the plasma volume toward the PG may be extracted (figure 4.7). The
extracted current can be significantly lowered in the model by biasing the PG with
a voltage positive with respect to the ion source walls. In that case, the potential
difference between the biased PG and the sheath potential is reduced and hence the
electron current collected on the grid may be significantly increased. This technique
is commonly employed in fusion-type ion sources used for Neutral Beam Injection
(NBI) [96] .
4.6 Conclusion
We analysed the transport of electrons across a grid with a slit aperture surrounded
by a magnetic cusp field profile. An electrode biased positively with respect to
the grid is placed behind in order to produce an electric field which can extract
negatively charged particles. In the case of negative ion sources, the role of the cusp
field is to act as a barrier, preventing electrons from being extracted. The slit was
either of finite or infinite length in the model. In the former, one found identical
results between 3D and 2D PIC-MCC calculations indicating that the transport
across the aperture is solely collisional. The plane which includes the cusp field
lines was simulated in the 2D PIC-MCC model, hence any transport due to the
magnetised drift dynamics was not included. In the 3D case, we found that the
electron current transmitted onto the bias electrode (EG) was greatly enhanced
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compared to the 2D simulations. This is due to an E × B drift motion for the
electrons where E is the electric field of the plasma meniscus. The electrons escape
parallel to one of the two edges of the slit aperture, being the only location where
the drift velocity is directed toward the EG (the drift is generated by the Bz and
Ey components in our configuration). Furthermore, we observed that the plasma
parameters (potential, density, electron flux) are strongly fluctuating in front of
the plasma meniscus resulting in a transmitted electron current ratio which varies
within a factor of two over a time scale of 1 µs. The maximum corresponds to an
extraction of most of the electrons flowing onto the PG from the plasma volume in
the configuration that we modelled. These oscillations are microinsatbilities due to
the charge separation induced by the loss of electrons to the extraction grid.
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Ionization instability in magnetron
discharges
We have seen in the Introduction that instabilities are ubiquitous in magnetron
discharges and Hall thrusters. In this chapter we focus on one of the important
types of instabilities that are observed in these devices, called “Rotating spoke”
instability. The rotating spoke is a macroscopic (i.e. long wavelength) instability
that can be easily detected by CCD imaging. This instability appears for sufficiently
large magnetic fields and rotates in the azimuthal direction of these E×B devices
at velocities typically less than 10 km/s. As mentioned in the introduction, an
interesting and intriguing feature of this instability is that is can rotate either in the
+E×B direction or in the −E×B direction.
To study this instability we have chosen the conditions of an experiment per-
formed in the group of M. Cappelli at Standford University (T. Ito, C. V. Young,
and M. A. Cappelli[98].) This experiment is described in section 5.1. In section
5.2.1 we present the Particle-In-Cell Monte Carlo Collision model that is used to
simulate this experiment. The results are analyzed in section 5.2.2. A parametric
study of the influence of the cathode magnetic field is performed and analyzed in
section 5.3 under conditions of dimensions, pressure and magnetic field scaled by
a factor of 10 (d × 10, p/10, B/10) with respect to the conditions of the Stanford
experiment.
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5.1 Rotating instability in magnetron discharges
The experiment of Stanford University is relatively simple and very nice self-organized
rotating structures were observed in the conditions of that experiment. This is the
reason why we chose to model and simulate this experiment.
Figure 5.1: Schematic of the Stanford experiment (Ito et al[98])
Figure 5.1 shows the discharge geometry, magnetic field, and optical diagnostics
used in this experiment. The dimensions of the magnetrons are small: 2 mm gap and
discharge diameter on the order of 5 mm. The operating pressure is large (20 Pa,
i.e. about 0.15 torr) and the magnetic field decreases from about 1 T at the cathode
surface to 0.1 T at the anode. Note that according to the basic discharge similarity
laws and assuming that non-linear effects (such as electron-ion recombination or
stepwise ionization) are negligible, a discharge operating at a pressure 10 times
lower, with dimensions 10 times larger and magnetic field intensity 10 times lower
would have similar properties as this miniature magnetron. These scaled conditions
(i.e. 10 mtorr, 2 cm gap, 5 cm diameter, magnetic field intensity of 0.1 T at the
cathode and 10−2 G at the anode) would be closer to those of usual magnetron
discharges.
In this miniature magnetron, Ito et al[98]. observed the formation of well-defined
regions of enhanced luminous intensity rotating in the −E×B direction as shown in
Figure 5.2. In these conditions of applied dc voltage (261 V ), the rotating structures
exhibits 5 spokes rotating in the −E ×B direction (mode m = 5). The number of
modes decreased from 5 to 3 when the applied voltage was increased from 261 V to
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274 V while the velocity of the spokes increased.
Figure 5.2: Sequences of images taken with a high-speed camera in a 150 mtorr argon
plasma through the anode (transparent ITO anode) of the magnetron of Fig 5.1
5.2 Simulation of the Stanford experiment
5.2.1 Model of a magnetron discharge
To model the experiment of Ito et al., we used a 2D PIC MCC simulation. Since the
instabilities develop in the azimuthal (E×B) direction, the 2D simulation domain
was defined by the axial and azimuthal directions. The simulation domain for the
experiment of Ito et al. is shown in Figure 5.3a and the conditions of the simulation
are summarized in the caption to this figure. Simulating the whole length of the az-
imuthal direction (about 15 mm) would be computationally expensive so we restrict
the azimuthal dimension to 4 mm and we assume periodic boundary conditions on
the azimuthal domain boundaries. Of course, this imposes a maximum wavelength
to the simulated instabilities, i.e. this model cannot reproduce rotating spokes with
wavelength larger than 4 mm. The axial azimuthal domain is therefore 2 mm x
4 mm. The magnetic field is perpendicular to the simulation domain. Electrons
are emitted from the cathode (secondary electron emission) due to ion bombard-
ment with a secondary emission coefficient γ(for one ion reaching the surface, on
the average γ electrons are emitted). Since the detailed mechanisms of electron
emission in the conditions of large magnetic field at the cathode surface are not well
understood we use a net secondary electron emission coefficient. Electrons emitted
by the cathode return to the cathode surface due to their cyclotron trajectory and
can be reflected or absorbed by the cathode. Practically, we assume that each elec-
tron coming back to the cathode is re-emitted (“net” emission coefficient). This net
emission coefficient has been adjusted to 0.005 to get results that are consistent with
experiments. The electrons are emitted by the cathode according to a Maxwellian
distribution at 2 eV .
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The axial distribution of the magnetic field is shown in Figure 5.3b and corre-
sponds to the expression:
B(x) = ae−
x2
2a2 + b (5.1)
with σ = 0.35d where d = 2 mm is the gap length. The constants a and b are
calculated so that B(0) = 1 T , B(d) = 0.1 T .
Figure 5.3: (a) Simulation domain for the model of the experiment of Ito et al.. The
simulations are performed in argon at a pressure of 20 Pa (0.15 torr) and the applied
voltage is 260 V . Periodic boundary conditions are used in the azimuthal direction. The
net secondary electron emission due to ion impact is γ = 0.005 (“net” means that electrons
coming back to the cathode are re-emitted). The magnetic field is perpendicular to the
simulation domain and its direction is indicated on the figure; (b) axial distribution of the
magnetic field.
The simulations were started with a uniform initial plasma density in the range
2− 5× 1016 m−3.
In these conditions steady state was reached in less than 20 µs and the maximum
plasma density at steady state was around 5 × 1017m−3. The simulations in the
conditions of Figure 5.3 were performed on a 128 × 256 grids. The number of
particles per cell was on the order of 200.
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Simulations in these conditions were first performed by JP Boeuf and M Taka-
hashi (JP Boeuf and M Takahashi[99]). We have reproduced these simulations in
section 5.3.1. In section 5.3.2 we present a parametric study of the influence of
the magnetic field profile (these simulations are performed with a longer azimuthal
dimension and on a 128× 512 grids).
5.2.2 Description of the simulated rotating spoke
In the conditions described above, non-uniformities in the azimuthal direction ap-
pear in the simulation in a few 100 ns. After a few µs, the results exhibit a relatively
stable azimuthal non-uniformity that propagates in the −E×B direction. We call
this instability “rotating spoke” in the following since its properties are similar to
those of the experimental rotating spoke described by Ito et al. and by other au-
thors (see e.g. the paper by M. Panjan and A. Anders[33], and the reviews by A.
Anders[30] and A. Hecimovic and A. von Keudell[31] ).
The simulated instability is characterized by a region of enhanced ionization
moving in the retrograde E×B direction at a velocity of about 10 km/s.
Figure 5.4 shows the space distribution at a given time, of the ion density, elec-
tron density, electric potential, electron mean energy, ionization rate, and ion mean
energy. The results of Figure 5.4 can be summarized as follows:
 The rotating spoke is due to an ionization instability. It is remarkable that
most of the ionization takes place in the spoke. In these conditions of large
magnetic field in the cathode region, the electrons do not gain sufficient energy
in this region to significantly ionize the gas (the energy gain term neveE in the
electron energy equation is proportional to νeN/B
2). In the cathode sheath,
the electron temperature is large because of the larger electric field there but
the electron density is small so ionization is also small in the sheath. The
reason for electron heating in the spoke is analyzed in section 5.3.4.
 The equipotential contours in Figure 5.4c show that the plasma is divided into
two distinct regions. A region of quasi-constant potential close to the anode
potential (the red region if Figure 5.4c) and a region where the electric field is
relatively large, between the cathode and the quasi-equipotential region. The
low field, quasi-potential region, and the larger field region are clearly apparent
on the contour plot of the ion mean energy in Figure 5.4f. Some local maxima
of the potential can be seen in the quasi-equipotential region (contour lines in
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Figure 5.4: Colour contours at a given time, of (a) ion density, (b) electron density,
(c) electric potential, (d) electron mean energy, (e) ionization rate, (f) mean ion energy,
in the conditions of the experiments of Ito et al. (see text). The maximum values are:
4× 1017 m−3 for the electron and ion densities, 269 V for the electric potential, 15 eV for
the electron mean energy, 1.3× 1025 m−3s−1 for the ionization rate, and 30eV for the ion
mean energy. Contour lines of ionization rate are superimposed on the ion density plot
(c), extra contour lines at 250, 260, 262, 264, 268 V are shown on the electric potential
(c) and on the electron mean energy (d), two equipotential contours at 255 and 265 V are
superimposed on the ionization rate (e) and ion mean energy (f) plots (these two lines
approximately define the double layer – see text).
Figure 5.4c and Figure 5.4d) . These maxima are associated with “holes” in
the electron density. These electron holes and the associated potential maxima
move along the equipotential line separating the two regions. Note that since
the electric field is perpendicular to the equipotential lines, the E×B electron
drift follows the equipotential lines.
 There is a deficit of electrons along the line separating the two regions men-
tioned above. This is because this line is connected to the anode and electrons
are therefore lost at the points where this line intersects the anode. The deficit
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of electrons can better seen on Figure 5.5. The ion density along this line is
significantly larger than the electron density and we can call this line a double
layer. The electron holes moving along the double layer are actually electron
vortices that are formed because of the velocity shear in the double layer. The
vortices move along the double layer at a velocity E/B where E is an average
value of the electric field in the double layer. The physics of these electron vor-
tices is very similar to that of the electron vortices observed in the diocotron
instability of pure electron plasmas. Electron vortices in pure electron plasmas
generally correspond to maxima of the electron density and minima of the po-
tential. Such electron vortices are called “vortex clumps” in the paper by A.
Kabansev et al[100]. These authors show that it is also possible to generate
“vortex holes” in pure electron plasmas by removing electrons locally.
 The motion of electron vortices and local plasma maxima along the double
layer is the result of electron-wave interaction. This electron-wave interaction
clearly contributes to electron heating in the double layer since both the elec-
tron mean energy and the ionization rate are maximum at the location of the
electron vortices. However, as seen in Figure 5.4d and Figure 5.4e electron
heating takes place in a region significantly larger than the double layer or the
electron vortex size. JP Boeuf and M. Takahashi[99] have shown that a large
part of the electron heating in these conditions is due to cross-field electron
transport due to gradB drift. We discuss this in more detail in section 5.3.4.
Figure 5.5: Axial profiles of the electron density, ion density, electric potential, and elec-
tron mean energy in the conditions of Fig 5.4, at the azimuthal position y = 2 mm. The
units for the densities, potential and mean energy are respectively: 5× 1017 m−3, 300 V ,
18 eV .
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5.3 Parametric study - Influence of the magnetic
field profile
The simulations above were performed in the conditions of Ito et al[98], i.e. for a
small magnetron of 2 mm gap length operating in argon at 0.15 torr. These small
dimensions were probably convenient for the diagnostics used by Ito et al. but are
not usual for practical applications of magnetrons.
5.3.1 Conditions of the simulations - Similarity laws
According to the classical similarity laws of gas discharges, similar results can be
obtained for a pressure divided by a scaling parameter s if the discharge dimensions
are multiplied by s and the magnetic field is divided by s (same applied voltage).
Provided that non-linear reactions such as electron-ion recombination or step-wise
ionization are not important, these scaling laws are valid and it is easy to show
that the discharge invariants are sx, st, E/s, B/s, ne,i/s
2, je,i/s
2, etc. . . , where x
represent a dimension, t the time, ne,i and je,i the electron and ion densities and
current densities (for the same applied voltage). We checked that these similarity
laws were satisfied in the simulations.
The results presented in this sub-section correspond to a pressure ten times lower
and dimensions ten times larger than in the example of section 5.2.1. The gap length
is therefore 2 cm and the argon pressure is 15 mtorr. These conditions are closer
to typical conditions of magnetron discharges in applications. To be able to look
at situations with a larger number of azimuthal modes, we performed simulations
with an azimuthal dimension twice longer than in the example above (i.e. 8 cm at
15 mtorr). We study in this section the effect of the magnetic field, with an axial
profile of the magnetic field similar to the simulations above but with different values
of the magnetic field on the cathode and anode. The magnetic field distribution is
still given by:
B(x) = ae−
x2
2a2 + b (5.2)
with σ = 0.35d where d = 2 mm is the gap length. The constants a and b are
calculated so that B(0) = 1 T , B(d) = 0.1 T (same as above, with a scaling of 10)
to 10−2 T , with B(d) = 0, 1 × 10−2 T , 2 × 10−2 T , etc. . . . The simulation domain
and some of the magnetic field profiles used in this section are shown in Figure 5.6.
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Figure 5.6: Simulation domain (a), and magnetic field profiles (b) with B(d) = 0 and
B(0) = 0.1, 0.05, 0.02, and 0.01 T , for the simulations of section 5.3.3. The simulations
were performed on a 128x512 grid with about 200 particles per cell.
In section 5.2.1, electrons were emitted at the cathode due to ion bombardment,
with a given emission coefficient by ion impact noted γ. In this section, instead
of using a secondary electron emission by ion impact, we impose a given electron
current density, Je0, uniformly distributed on the cathode surface. The results are
very similar to those obtained with secondary emission by ion impact. The advan-
tage of using a given electron current density on the cathode surface is that it is
easier to control the plasma density. Electron emission due to ion bombardment
introduces a supplementary non-linearity that makes it more difficult to predict the
resulting plasma density (we must limit the plasma density in order to avoid having
to increase the number of grid points). In other words, the plasma density is very
sensitive to the value of the secondary electron emission coefficient. As in the pre-
vious section, electrons coming back to the cathode are re-emitted, i.e. the imposed
electron current density is a net current density.
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5.3.2 Results for moderate magnetic fields
We present below simulations results obtained with increasing magnetic field inten-
sity B(0), from 0.01 T to 0.04 T , with B(d) = 0.
Figure 5.7: Axial profiles of the time averaged electron density, ion density, and ionization
rate, for B(0) = 10−2, 2×10−2, 3×10−2, and 4×10−2 T and B(d) = 0. Argon, 15 mtorr,
260 V . The imposed net electron current at the cathode is 0.06, 0.02, 0.02, and 0.01 A/m
for B(0) = 10−2, 2× 10−2, 3× 10−2, and 4× 10−2 T respectively.
Figure 5.7 displays the axial profiles of the time averaged electron density, ion
density, and ionization rates for four values of the magnetic field at the cathode
surface. For B(0) = 0.01 T and a net electron current density at the cathode
7.5 × 10−3 A/m2 (i.e. electron current per unit length equal to 6 × 10−2 A/m)
instabilities do not form and the plasma properties are uniform in the azimuthal
direction. The discharge in these conditions looks very much like a regular glow
discharge, with a cathode sheath and negative glow. In these conditions of relatively
low magnetic field, electrons are more mobile than ions in the negative glow, and
the plasma diffuses ambipolarly to the anode. The axial profiles of the axial electric
field are shown in Figure 5.8.
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Figure 5.8: Axial profile of the electric field in the same conditions as Fig 5.7, for B(0) =
10−2, 2× 10−2, 3× 10−2, and 4× 10−2 T and B(d) = 0. Argon, 15 mtorr, 260 V .
The electrons emitted by the cathode are accelerated by the large sheath electric
field. In the case B(0) = 10−2 T the magnetic field is sufficiently small that some
high energy electrons are still present in the plasma. The ionization rate is non-
negligible in the plasma (see Figure 5.7) even though the electric field is small and
changes sign in the negative glow (Figure 5.8). In other words, ionization is non-local
in the negative glow, i.e. is not due to electron heating by the local electric field but
results from the presence of high energy electrons accelerated in the cathode sheath.
The calculated electron current per unit length at the anode, Iea, is 0.2 A/m, which
corresponds to an electron multiplication M = Iea/Ie0 of 3.3 between cathode and
anode, and to a net secondary electron emission coefficient γ = 1/(M − 1) equal to
0.4. This value of the net secondary electron emission coefficient is very large and
is unrealistic, meaning that a discharge could not be sustained in these conditions
(the actual secondary emission coefficient for argon ions on a metal is much smaller
than 0.4) unless the voltage were significantly increased. This example is however
useful to illustrate a case where the magnetic field is not large enough to lead to the
development of instabilities.
For a magnetic field at the cathode surface equal or larger than B(0) = 0.02 T ,
azimuthal instabilities develop in the discharge gap. Time averaged electron and
ion density profiles, ionization rate, and electric field are also shown on Figure
5.7 and Figure 5.8 for B(0) = 0.02, 0.03, and 0.04 T . The imposed net electron
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current emitted at the cathode, anode electron current, electron multiplication and
equivalent net secondary emission coefficient are shown in Table 5.1. As expected,
the electron multiplication in the gap significantly increases when the magnetic field
increases due to a better confinement of the electrons.
B(0) Ie0(A/m) Iea(A/m) M = Iea/Ie0 γ = 1/(M − 1)
0.01 T 0.06 0.19 3.2 0.45
0.02 T 0.02 0.22 11.1 0.1
0.03 T 0.02 0.41 20.5 0.05
0.04 T 0.01 0.43 43 0.024
Table 5.1: Imposed net electron current emitted at the cathode, Ie0, calculated anode elec-
tron current Iea, electron multiplication M , and equivalent net secondary electron coeffi-
cient, γ for different values of the cathode magnetic field B(0) (conditions of Figure. 5.7,
5.8)
Figure 5.9: 2D color contours at steady state of (a), ion density, (b) and (c), electric
potential, and (d), ionization rate for B(0) = 3 × 10−2 T (B(d) = 0). Argon, 15 mtorr,
260 V . The min and max are [0−6×1015] m−3 for (a), [0−261] V for (b), [250−261] V
for (c), and [1019 − 1022] m−3s−1 (log scale, 3 decades) for (d).
Figure 5.9 shows 2D contours of the ion density, electric potential, and ionization
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rate for B(0) = 0.03 T . In these conditions, the plasma properties exhibit very
regular self-organized structures with a mode m = 3, i.e. an azimuthal periodicity
of 2.7 cm. The plasma non-uniformities (or rotating spokes) move in the +E × B
azimuthal direction (i.e. downward in Figure 5.9) at a velocity of 20 km/s. For these
larger values of the magnetic field, the axial transport of electrons in the plasma is
strongly reduced and electrons cannot reach the anode as in a usual, unmagnetized
negative glow. A negative (directed toward the cathode) axial electric field must be
present in the plasma to draw the electrons to the anode. On the other hand, some
ions must also reach the anode to ensure plasma quasineutrality. This situation leads
to instabilities. These conditions, where the plasma density gradient (Figure 5.7b, c,
d) and electric potential gradient (Figure 5.8) are in opposite directions, are typical
to those of the so-called Simon-Hoh instability (A. Simon[101], F. C. Hoh[102], A. I.
Smolyakov et al.[103], J.P. Boeuf[104]). We see in Figure 5.8 that the averaged axial
electric field in the plasma is directed toward the cathode (in the same direction as
the plasma density gradient) and increases when the magnetic field increases. The
enhancement of electron transport from cathode to anode due to the instability can
be understood by looking at the space distribution of the plasma potential in Figure
5.9c and Figure 5.9d. The electric field is perpendicular to the equipotential contours
so that the E×B direction follows the equipotential contours. Since electrons tend
to drift in the E×B direction, we see on Figure 5.9b that electrons can move back
and forth between cathode and anode along the equipotential lines. When they are
close to the anode, the magnetic field is much lower, and some electrons can reach
the anode. This is also illustrated on Figure 5.10 where the intensity and lines of
electron current density at a given time at steady state are shown for three values
of the magnetic field. We see on this figure how the structure in the plasma density
and plasma potential allows the electrons to cross the region of large magnetic field
between cathode and anode.
As seen above, cross-field electron transport is clearly enhanced by the azimuthal
oscillations of the plasma potential and electric field. Collisions also contribute to
cross-field electron transport especially for low values of B(0) or in regions of low
magnetic field. An important parameter that characterizes the “collisionality” of
the plasma, is the Hall parameter, defined as the ratio of the electron gyrofrequency
wce to the electron collision frequency νeN . This parameter is also equal to the ratio
of the E ×B drift velocity to the “collisional drift velocity” parallel to the electric
field (provided that wce be sufficiently larger than νeN : h =
wce
νeN
:
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Figure 5.10: Lines (cyan) and intensity (grey scale) of the electron current density for
B(0) = 0.02, 0.03, and 0.04 T . Lighter grey corresponds to Argon, 15 mtorr, 260 V .
Figure 5.11a, b, c show respectively the axial profiles of the time averaged
Hall parameter, electron temperature and electron-neutral collision frequency for
B(0) = 10−2 T , and B(0) = 4 × 10−2 T . It is interesting to note that, contrary to
what could be expected, the Hall parameter is not maximum in the cathode region,
where the magnetic field is the largest. This is because of the important Ram-
sauer minimum in the electron-neutral cross-section in argon. The electron-neutral
momentum cross-section increases by almost two orders of magnitudes when the
electron energy increases from 0.3 eV to 10 eV . Because of the large electric field in
the cathode sheath, the electron mean energy is large in this region (the maximum
electron mean energy is more than 100 eV for B(0) = 0.01 T , and around 50 eV
for B(0) = 0.04 T , see Figure 5.11b), and the electron-neutral collision frequency
is much larger than in the plasma where the electron mean energy drops to much
lower values. Because of the Ramsauer minimum, the collision frequency strongly
decreases in the plasma (Figure 5.11c). Therefore the Hall parameter is relatively
small in the cathode region (on the order of 10 for B(0) = 0.01 T , and of 50 for
B(0) = 0.04 T ), increases sharply at the plasma entrance because of the electron
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temperature drop, and decreases from this point to the anode because of the decrease
of the magnetic field intensity.
Note that the electron temperature and ionization frequency are smaller in the
cathode sheath and larger in the plasma in theB(0) = 0.04 T case compared with the
B(0) = 0.01 T case. In the sheath, the larger magnetic field for the B(0) = 0.04 T
case limits the electron energy gain. The collisional electron energy gain per unit
volume per unit time is JeE where the electron current density Je can be written,
neglecting diffusion, as Je =
e2
m
νeN
w2ce
E. For the same electric field, the electron energy
gain therefore decreases quickly with increasing magnetic field, which explains the
smaller electron mean energy in the cathode sheath for B(0) = 0.04 T . In the
plasma, the time averaged electric field is larger for larger magnetic fields (see Figure
5.8) therefore the electron energy gain and electron mean energy increases leading to
an increase of the collision frequency, which in turn enhances the collisional electron
energy gain. One can therefore say that the electron energy deposition and ionization
in the plasma in the 0.04 T case are “more local”, i.e. due to the local field, than in
the 0.01 T case.
Figure 5.11: Time averaged axial profiles of
the, (a), Hall parameter, (b), electron mean
energy, and (c), electron-neutral collision fre-
quency and ionization frequency for B(0) =
10−2 T and B(0) = 4 × 10−2 T . Same con-
ditions as Figure 5.7, Figure 5.8.
It is interesting to note that for much larger magnetic fields (e.g. B(0) = 0.1 T
at 15 mtorr, as described below, or B = 1 T at 0.15 torr, as in the previous sub-
section), ionization in the cathode sheath becomes un-significant while ionization in
the plasma is dominant. We can compare for example the ionization rates of Figure
5.4e and Figure 5.9d. Clearly most of the ionization takes place in the plasma in
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Figure 5.4e, while it is not the case for Figure 5.9d. We can say that the rotating
spoke in the conditions of Figure 5.4 is an ionization instability triggered by a
Simon-Hoh instability (initial phase of the instability). In the conditions of Figure
5.9 the rotating spoke is the consequence of a plasma non-uniformity resulting from
a Simon-Hoh instability but where ionization does not play the dominant role (i.e.
the instability could exist even with an azimuthally uniform ionization frequency).
Figure 5.12: Electrons currents IeA1 and IeA2
calculated on two segments of the anode of
lengths 80% and 20% respectively of the total
anode length in the azimuthal direction, for
B(0) = 0.02, 0.03, 0.04 T . Same conditions
as above. The total electron anode current
IeA = IeA1+IeA2 is also shown for the B(0) =
0.03 T and B(0) = 0.04 T cases. In all cases
the instability moves in the +E×B direction.
The number of modes m is indicated (and is
not clearly defined for B(0) = 0.04 T )
We can also note that the instability in the conditions of this sub-section, i.e.
for magnetic fields B(0) below 0.04 T at 15 mtorr would be difficult to observe
experimentally since the ionization rate and therefore the excitation rates are not
strongly modulated in space and time. The spokes would be therefore more difficult
to detect optically than in the example of section 5.2.2. Another way of detecting
plasma rotation is to measure the current on a segmented anode. This has been done
in several experiments on Hall thrusters (see, e.g. C. L. Ellison, Y. Raitses, and N.
J. Fisch[41].) and in simulations of magnetized plasmas (J. P. Boeuf[105]). In the
simulations, one can for example divide the anode in two segments and calculate
separately the current on each. This has been done for the cases reported above
(B(0) = 0.02, 0.03, and 0.04 T ) where the anode is divided in two segments of 20%
and 80% of the total length of the anode in the azimuthal direction. The results are
shown in Figure 5.12.
One can see in Figure 5.12 that the plasma non-uniformity cannot be detected on
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Figure 5.13: Electrons currents IeA1 and
IeA2 calculated on two segments of the an-
ode of lengths 80% and 20% respectively of
the total anode length in the azimuthal direc-
tion, for B(0) = 0.05, 0.07, 0.1 T . Same
conditions as above. The total electron anode
current IeA = IeA1+IeA2 is also shown. In all
cases the instability moves in the −E×B di-
rection. The number of modes m is indicated
(and is not clearly defined for B(0) = 0.05 T .
the segmented anode current for B(0) = 0.02 T . For a magnetic field B(0) = 0.03 T ,
where the plasma non-uniformity is clearly apparent on the plasma density (see
Figure 5.9), the total anode electron current is constant and the current on each
segment exhibits small amplitude fluctuations. For a magnetic field B(0) = 0.04 T
the instability is not as regular as in the B(0) = 0.03 T case. The electron currents
on each of the two segments of the segmented anode present irregular fluctuations.
Note that the total current also exhibits some fluctuations in that case.
The spoke velocity can be directly deduced from the motion of the instability
in the azimuthal direction. For example, in the case B(0) = 0.03 T of Figure 5.9,
the spoke velocity was found to be around 20 km/s. The spoke velocity can also
be deduced from the frequency of the current oscillations on the anode segments,
provided that the mode number m (i.e. the number of plasma density maxima
along the azimuthal direction) is known. For Figure 5.9, we have m = 3, and the
periodicity of the spokes is Ly/(m− 1) = 8/2 cm. From Figure 5.12, the period of
the current oscillations is about T = 10/5 ms (5 current maxima over 10 ms). The
spoke velocity is therefore on the order of Ly/[T (m− 1)] = 20 km/s, in agreement
with the direct estimation of the spoke velocity.
We present below some results for larger magnetic fields and we will see that the
spokes become more and more apparent as the magnetic field increases, and that
the direction of rotation changes for B(0) between 0.04 and 0.05 T .
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5.3.3 Results for larger magnetic fields
For magnetic fields B(0) equal or above 0.05 T , the motion of the non-uniformity
changes direction with respect to the previous cases, and the spokes move in the
−E×B direction. The calculated currents on the segmented anode for B(0) = 0.05,
0.07, and 0.1 T (with B(d) = 0) are shown in Figure 5.13. For B(0) = 0.05 T ,
the plasma non-uniformity is not regular and its motion in the −E × B direction
is relatively slow. This can be seen on the oscillation frequency of the current in
Figure 5.13a. For B(0) = 0.07 T , the spoke velocity, deduced from the spoke motion,
increases to about 20 km/s, and for B(0) = 0.1 T , the spoke velocity is 10 km/s.
Figure 5.14: Space distribution of (a), ion density, (b), electric potential, (c), ionization
rate, (d), electron current density (lighter grey corresponds to larger current density, cur-
rent lines in cyan). The min-max values are: [0− 3.6× 1015] m−3 for ni, [0− 262] V for
φ, [0− 1× 1022) m−3s−1 for neνi. Argon, 15 mtorr, B(0) = 0.05 T , B(d) = 0.
The anode electron current for the B(0) = 0.07 T and B(0) = 0.1 T cases
of Figure 5.13 on each part of the segmented anode present very well defined and
regular large amplitude oscillations which seems to be typical of the spoke ionization
instability.
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Figure 5.15: Space distribution of (a), ion density, (b), electric potential, (c), ionization
rate, (d), electron current density (lighter grey corresponds to larger current density, cur-
rent lines in cyan). The min-max values are: [0− 5.8× 1015] m−3 for ni, [0− 262] V for
φ, [0− 1.5× 1022) m−3s−1 for neνi. Argon, 15 mtorr, B(0) = 0.07 T , B(d) = 0.
Figure 5.14, Figure 5.15, and Figure 5.16 show 2D distributions of the plasma
properties for cases B(0) = 0.05 T , 0.07, and 0.1 T respectively. As the magnetic
field at the cathode surface increases, ionization in the cathode region or at the
sheath-plasma boundary decreases while ionization in the bulk plasma increases.
One long spoke is present for B(0) = 0.07 T , while three smaller size spokes are
apparent and well defined for B(0) = 0.1 T . The latter case is close to the case of
section 5.2 except for the scaling factor of 10 and for the value of the magnetic field
at the anode surface, which is 0 in the present section and was ten times smaller than
the cathode magnetic field in section 5.2. As in section 5.2, we note that ionization in
the plasma is large in region where electrons flow along the equipotential lines (E×B
drift) from the anode region to the cathode region. We will show in section 5.3.4
that the grad B drift, combined with the large azimuthal electric field is responsible
for electron heating in that region, and for electron cooling in the region where the
E×B drift along the equipotential lines is directed from cathode to anode.
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As in the previous sub-section, the electron current density intensity and lines
displayed in Figure 5.14d, Figure 5.15d, and Figure 5.16d show how the distortion
of the electric potential contributes to cross-field electron transport by creating a
kind of “short-circuit” across the magnetic field.
Figure 5.16: Space distribution of (a), ion density, (b), electric potential, (c), ionization
rate, (d), electron current density (lighter grey corresponds to larger current density, cur-
rent lines in cyan). The min-max values are: [0− 5.8× 1015] m−3 for ni, [0− 262] V for
φ, [0− 2× 1022) m−3s−1 for neνi. Argon, 15 mtorr, B(0) = 0.1 T , B(d) = 0.
To end this section, we show in Table 5.2 the electron current imposed at the
cathode, the calculated electron current at the anode, the electron multiplication
and the equivalent secondary emission coefficient that can be deduced from the
simulations in the conditions of Figure 5.14, Figure 5.15, and Figure 5.16.
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B(0) Ie0(A/m) Iea(A/m) M = Iea/Ie0 γ = 1/(M − 1)
0.05 T 0.005 0.35 70 0.015
0.07 T 0.004 0.46 115 0.009
0.1 T 0.002 0.4 200 0.005
Table 5.2: Imposed net electron current emitted at the cathode, Ie0, calculated anode elec-
tron currentIea, electron multiplication M , and equivalent net secondary electron coeffi-
cient, γ for different values of the cathode magnetic field B(0) (conditions of Figure 5.14,
Figure 5.15, and Figure 5.16).
5.3.4 Electron heating
In this section we discuss the question of electron heating in a magnetron config-
uration. As we have seen above, when the magnetic field in the cathode region is
small enough, electrons are heated in the cathode sheath and can transport their
energy relatively deeply in the plasma, where they release their energy through in-
elastic collisions, excitation and ionization. This is typical of non-magnetized or
moderately magnetized conditions such as those of section 5.3.2.
When the cathode magnetic field increases (section 5.3.3), for the same applied
voltage, electrons gain less energy in the sheath and do not transport this energy in
the plasma. Ionization is “local”, i.e. the electron energy gain is balanced by the
losses in the cathode sheath. If electron heating in the sheath were the only heating
mechanism, the plasma could not be sustained. On the other hand, a very large
axial electric field, sufficient to allow electron heating and ionization in the plasma
cannot form because such negative electric field combined with a negative plasma
density gradient leads to a Simon Hoh instability. It turns out that the azimuthally
non-uniform re-distribution of the electric potential and field in the plasma provides
a new mean of electron heating that is sufficient to sustain the discharge. Such
conditions were met in the examples of section 5.3.3, i.e. for cathode magnetic fields
larger than 0.04 T. We noticed in the results above, (see the ionization rate plots
of Figure 5.14 - Figure 5.16) that the ionization rate was large in regions (spokes)
where the E×B drift along the distorted equipotential lines was directed from anode
to cathode. Clearly, this large ionization rate indicates that electrons are heated in
this region.
To understand this electron heating, it is useful to look at a specific electron
trajectory along an equipotential line. Figure 5.17a shows an example of electron
trajectory in the conditions of Figure 5.16. The potential and the electron trajectory
are displayed on Figure 5.17a while the electron energy along the trajectory is plotted
in Figure 5.17b together with the mean energy along the trajectory assuming that
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the electron energy gain is due to the ∇B drift.
Figure 5.17: (a) Equipotential contours (grey
color and black lines) and example of elec-
tron trajectory (blue line); (b) Electron en-
ergy along the trajectory of (a) (blue line),
and averaged electron energy deduced from
the grad B heating (red line, see text); (c)
diagram showing the directions of the electric
field E, the E×B drift velocity and the ∇B
drift velocity on a given point of the electron
trajectory. Conditions of Figure 5.16: Argon,
15 mtorr, B(0) = 0.1 T , B(d) = 0.
The grad B drift is a consequence of the spatial variation of the magnetic field. It
is possible to show (see, e.g. F. F. Chen[106]) that in the presence of a gradient ∇B
in the magnetic field, the electrons experience a drift in the direction perpendicular
to B and ∇B. This “∇B drift velocity”, is given by:
v∇B = 1/2ρev⊥B× ∇B/B2 (5.3)
where v⊥ is the electron velocity in the axial-azimuthal plane, ρe is the electron
gyroradius. In our conditions the magnetic field gradient is axial and v∇B is directed
downward in the azimuthal direction (Figure 5.17c). In the presence of a non-zero
electric field E , this drift leads to electron heating or cooling depending on the sign
of v∇B · E. This can be written as:
∂ε⊥ = −v∇B · E = −ε⊥Ey/(BL) (5.4)
where ε⊥ is the electron kinetic energy perpendicular to the magnetic field and
L = |B/∂xB|. Therefore, the electron energy gain per unit time is positive (electron
heating) when the electron drifts along the equipotential line from anode to cathode
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and is negative (electron cooling) when the electron drifts along the equipotential
line from cathode to anode (see the arrows in Figure 5.17a and, in Figure 5.17c,
the directions of the electric field, E×B drift velocity and ∇B drift velocity in the
heating region ).
The electron heating frequency α = |Ey/(BL)| can be as large as 108s−1 in
the heating region of Figure 5.17 (Ey/B = 5 × 105m/s and L=0.5cm) leading to
significant heating (the electron transit time in this region is in the 10 ns range).
This simple estimation is confirmed numerically on Figure 5.17b, where the red line
corresponds to the electron mean energy calculated by integrating the expression
above along the electron trajectory: ε⊥ = ε⊥0 −
∫
v∇B · Edt . This clearly shows
that the ∇B drift plays an important role in electron heating in the conditions of
section 5.3.3.
Figure 5.18: Distribution of (a) electron
mean energy, and (b) electric potential at
a given time at steady state in the condi-
tions of Figure 5.16 and Figure 5.17: Argon,
15 mtorr, B(0) = 0.1 T , B(d) = 0. The min,
max are [0−15] eV for the mean energy, and
[0− 265] V for the potential.
Figure 5.18 displays the space distribution of the electron mean energy together
with the electric potential at a given time of a steady state discharge with B(0) =
0.1 T . This figure confirms the arguments above concerning the electron heating
and cooling regions. The spokes are located in the electron heating regions, as seen
in Figure 5.16.
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5.4 conclusion
We have described in this chapter some instabilities that appear in 2D axial-azimuthal
simulations of a magnetron discharge. The properties of the instabilities (“rotating
spokes”) predicted by the simulations in section 5.2 in the conditions of the exper-
iments of Standford (small, 2 mm gap magnetron operating in argon at 0.15 torr
with a magnetic field of 1 T at the cathode surface) are in excellent qualitative
agreement with those observed in the experiments. The PIC MCC models satisfies
(as expected) the classical discharge scaling laws, as confirmed by the simulations
reported in sections 5.3 with a scaling factor of 10 with respect to the Stanford ex-
periments (dimensions 10 times larger, pressure and magnetic field 10 times smaller,
i.e. gap length 2 cm, pressure 15 mtorr, and cathode magnetic field 0.1 T ). For
relatively low values of the magnetic field, the spoke moves in the +E × B direc-
tion. The spoke rotation changes directions for larger values of the magnetic field
(rotation in the −E×B direction). In our 15 mtorr argon conditions, this change of
direction of motion occurs when the magnetic field at the cathode surface is above
0.05 T .
During the discharge formation a cathode sheath and negative glow form, as
in a usual glow discharge. If the magnetic field is large enough, electrons become
less mobile than ions in the plasma and an axial electric field tends to form in the
plasma to pull the electrons to the anode and the plasma density decreases from
the cathode sheath-plasma boundary to the anode. This situation (electric field
and plasma density gradient in the same direction) is typical of the Simon-Hoh
instability. The development of this instability leads to long wavelength azimuthal
oscillations of the plasma density and plasma potential which enhance cross-field
electron transport. Electrons flow along the equipotential lines (E×B drift), which
oscillate back and forth between the cathode and anode regions.
If the magnetic field at the cathode surface is large enough, electron heating in
the cathode sheath region decreases while electron heating in the plasma increases.
The combination of large azimuthal electric field in the plasma with the magnetic
field gradient leads to a significant electron heating or cooling due to ∇B drift. The
spoke forms in the region of electron heating associated with the ∇B drift. The
simulations clearly show that the rotating spoke in these conditions is associated
with an ionization instability (even though, in the linear stage, the plasma non-
uniformity is triggered by a Simon-Hoh instability).
Conditions where rotating spokes are very easily observed in experiments seem
to correspond to situations where the magnetic field is large enough so that electron
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heating in the cathode region is small and most of the electron heating takes place
in the plasma due to the ∇B drift.
It is interesting to note that the direction of rotation of the spoke can change
depending on the conditions. In the conditions of our simulations, the spokes were
rotating in the +E×B direction for lower values of the magnetic field at the cathode
surface, and in the −E × B direction for higher magnetic field (the transition was
around 0.04 − 0.05 T in argon at 15 mtorr and for a decay of the magnetic field
over 2 cm). In the experiments the transition from −E × B to +E × B rotation
is observed when the discharge power or plasma density is increased, for a fixed
magnetic field distribution. The −E×B rotation occurs when the ionization region
is shifted toward the −E × B side of the maximum plasma density, which occurs,
in our conditions, for large enough magnetic field, i.e. the plasma seems to “move”
in the direction of the maximum ionization.
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Conclusion
You cannot teach a man anything;
you can only help him discover it
in himself.
Galileo
In partially magnetized plasmas, electrons are strongly magnetized while ions
are not. The plasma pressure in these plasmas is smaller than the magnetic pres-
sure (low-β plasmas), so that the externally applied magnetic field is not modified
by the presence of the charged particles. This situation is typical to a variety of
plasma sources or ion sources used in practical applications. Often, in these plas-
mas, a current is driven through the magnetic field by applying an external voltage
perpendicular to the magnetic field. This is the case for example in magnetron dis-
charges, Hall thrusters, and negative ion sources for neutral beam injection in fusion.
The difference in the magnetization of electrons and ions gives these E×B devices
specific properties (for example with respect to instabilities) that are different from
those of fusion plasmas.
In this thesis we have studied three specific issues of the physics of partially
magnetized plasmas that are relevant to some ongoing work in the GREPHE group
of the LAPLACE laboratory. These three topics are:
 Plasma confinement by magnetic cusps
 Co-extraction of electrons in negative ion sources for fusion
 Rotating spoke instabilities in magnetron discharges and Hall thrusters
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These issues have been studied with the help of particle simulations with Monte
Carlo collisions (Particle-In-Cell Monte Carlo Collisions, PIC-MCC simulations).
To become familiar with this method, we have studied in detail the PIC MCC
algorithm, developed and tested a 1D PIC MCC model and used a 2D PIC MCC
model to study ambipolar diffusion. We also studied the accuracy of the methods
of integration of the charged particle trajectory in electric fields and magnetic fields
and checked the conservation of magnetic moment. We reviewed the question of
code parallelization using OpenMP and MPI techniques. In the rest of the thesis we
have used 2D and 3D PIC-MCC simulation codes developed in the group to study
the three topics of this thesis. We summarized below the main results.
Plasma confinement by magnetic cusps:
Our work on plasma confinement by magnetic cusps is the first attempt at quan-
tifying in a systematic way, with PIC-MCC simulations, the confinement efficiency
of magnetic cusps as a function of various parameters such as magnetic field, gas
pressure and charged particle temperatures. The confinement efficiency was charac-
terized by the effective leak width of one magnetic cusp deduced from the simulations
. We found that the hybrid gyroradius (ρeρi)
1/2 provides a reasonable order of mag-
nitude if the ion gryroadius is calculated for an ion velocity equal to the Bohm
velocity. The early experiments of Hershkowitz et al[49]. at low pressures were con-
sistent with a leak width of 4 times the hybrid gyroradius (but with a velocity in
the ion gyroradius equal to the ion thermal velocity). We found that the leak width
is practically independent of the ion temperature Ti and scales relatively closely to
T
1/2
e with the electron temperature. The hybrid gyroradius only gives an order of
magnitude, and the 1/B scaling of the hybrid gyroradius was not satisfied in the
calculated leak width. The simulations predict a 1/B dependence of the leak width
only at low pressure and low magnetic fields. The variations of the leak width with
magnetic field are slower than 1/B at high magnetic fields. Note that the presence of
the ion gyroradius in the expression of the leak width is a pure coincidence and has
no particular physical meaning since the ions are practically not magnetized in the
conditions of most experiments in low-beta plasmas and in our simulations. This is
clearly seen in the semi-empirical expression of Bosch and Merlino[50], (2DˆR/CS)
1/2,
where the leak width is proportional to the square root of the electron diffusion co-
efficient perpendicular to the magnetic field divided by the ion Bohm velocity. This
expression provides the same scaling as the hybrid gyroradius with magnetic field,
ion mass, and electron temperature, but takes in to account the effect of collisions
(in the diffusion term). This expression therefore scales as the square root of the gas
pressure. In the simulations, the leak width is practically independent of pressure
below 0.1 mtorr and increases as p1/2 with pressure above 0.5 mtorr.
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Although we tried to study the leak width over a large range of parameters, more
investigations would be useful. For example, more systematic simulations are needed
to understand the dependence of the leak width on the ion mass: the simulations
predict a dependence of the leak width as M0.1 with the ion mass, while the semi-
empirical theories give a M1/4 dependence. One also needs to better characterize
the role of the specific Ramsauer shape of the electron momentum cross-section in
argon (it would be useful to perform simulations with constant collision cross-section
or constant collision frequency) and to study the dependence of the leak width on
the cusp length.
Electron extraction from negative ion sources:
In negative ion sources, negative ions are extracted by applying a positive voltage
bias to the extraction grid, placed behind the plasma grid in contact with the plasma.
Therefore, electrons tend to be co-extracted with negative ions. It is essential to
limit the current of co-extracted electrons, since energetic electrons could damage
the grids and should absolutely not reach the accelerator. In negative ion sources
for fusion, a “suppression magnetic field” is generated by magnets at each grid
aperture to prevent electrons from being extracted from the plasma. The magnetic
field around each grid aperture forms a magnetic cusp that is supposed to block
electron transport though the grid hole and deviates the electron trajectories to the
plasma grid. In practice, the co-extracted electron current is of the same order as
the extracted negative ion current. We had noticed in earlier works of the group
that the co-extracted electron current in 2D PICC simulations was much smaller
than in the experiments. 2D PIC MCC simulations where the cusp magnetic field is
in the simulation plane can only describe extraction through an infinite slit and not
through a circular or rectangular grid aperture as in a real grid. We checked that 3D
PIC MCC simulations give the same results for an infinite slit. In a more realistic,
3D PIC MCC simulation of electron extraction through a rectangular aperture we
found that the co-extracted electron current is much larger than in the case of an
infinite slit. We proved that E × B electron drift through the grid aperture is
responsible for the large co-extracted electron current in a rectangular aperture.
For an infinite slit aperture, the E × B drift is parallel to the slit and does not
transport electrons to the aperture. In a rectangular (or circular) aperture, the
E ×B drift is tangent to the equipotential meniscus and pull the electron towards
one side of the aperture. We showed that since the cusped magnetic field around
the aperture becomes more and more perpendicular to the grid in the corners of
the rectangular aperture, electrons are less and less confined along this direction
and can be extracted by the large electric field when they approach these corners.
Future work in this direction should benefit from the better understanding and
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quantification of electron extraction brought by the PIC MCC simulations. For
example, the simulations could provide guidance for optimization of the shape and
aspect ratio of the grid apertures. Another aspect that should be studied is the role
of the presence of negative ions. To simplify the problem we have considered electron
extraction without negative ions. Although it seems clear that the mechanisms of
electron extraction will be the same in the presence of negative ions, it is necessary
to check in future work how the presence of negative ions modifies quantitatively
the results.
Rotating spokes in magnetron discharges and Hall thrusters:
Rotating spokes are regions of enhanced light emission rotating in the azimuthal
direction of E × B devices. Rotating spokes are ubiquitous in planar magnetron
discharges and are often observed in Hall thrusters.
Following a study recently performed in the GREPHE group, we have used a
2D PIC MCC model to explore the physics of rotating spokes in the conditions
of the experiments of Standford (small, 2 mm gap magnetron operating in argon
at 0.15 torr with a magnetic field of 1 T at the cathode surface) and for different
magnetic field distributions. The results predict the formation of a rotating spoke,
characterized by the rotation of a region of enhanced ionization. The properties of
the simulated rotating spoke are consistent with the experimental observations. The
spoke can be considered as an ionization instability that rotates due to the E ×B
configuration. A very interesting feature of the simulated spoke is that the electron
heating in the spoke is the result of ∇B drift of electrons in the distorted electric
potential. Electrons undergoing E×B drift along the distorted equipotential lines
are heated due to ∇B drift when moving from anode to cathode and are cooled
when moving from cathode to anode. Ionization is therefore enhanced on one side
of the distorted potential. This result and the role of ∇B drift in electron heating
in rotating spokes brings a new insight in the question of “electron energization”
in the quasineutral plasma of magnetron discharges, that has been the subject of
many speculations in recent papers.
The triggering of the instability observed in the simulations is of the Simon-Hoh
type, but this instability evolves into an ionization instability sustained by electron
heating due to ∇B drift. Another interesting feature is the fact that the simulated
spoke rotates in the −E×B direction in the conditions of the Stanford experiment
(as in the experiments), but the direction of rotation can change depending on the
discharge parameters. In the experiments on magnetron discharges the direction of
rotation changes from −E × B to +E × B when the discharge power is increased.
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In the simulations, we showed that the spoke can rotate in the +E×B direction if
the magnetic field is decreased in the cathode region.
These results open up a new direction for diagnostics, simulation and theory of
E×B plasmas, rich in potential consequences in applications.
124
Chapter 7
Bibliography
[1] J. Ongena and G. V. Oost, “Energy for future centuries: Prospects for fusion
power as a future energy source,” Fusion Science and Technology, vol. 61,
no. 2T, pp. 3–16, 2012.
[2] https://lasers.llnl.gov/science/icf, “Inertial confinement fusion device,” 2019.
[3] Wikipedia contributors, “Magnetic mirror,” 2019.
[4] V. Smirnov, “Tokamak foundation in ussr/russia 1950–1990,” Nuclear fusion,
vol. 50, no. 1, p. 014003, 2009.
[5] C. G. Theiler, “Basic investigation of turbulent structures and blobs of rele-
vance for magnetic fusion plasmas,” tech. rep., EPFL, 2011.
[6] https://www.iter.org/mach/tokamak, “Iter tokamak device.”
[7] R. Aymar, V. Chuyanov, M. Huguet, Y. Shimomura, I. H. Teams, et al.,
“Overview of iter-feat-the future international burning plasma experiment,”
Nuclear Fusion, vol. 41, no. 10, p. 1301, 2001.
[8] M. Haines, “The joule heating of a stable pinched plasma,” Proceedings of the
Physical Society, vol. 76, no. 2, p. 250, 1960.
[9] R. S. Hemsworth, D. Boilson, P. Blatchford, M. D. Palma, G. Chitarin, H. P. L.
de Esch, F. Geli, M. Dremel, J. Graceffa, D. Marcuzzi, G. Serianni, D. Shah,
M. Singh, M. Urbani, and P. Zaccaria, “Overview of the design of the iter heat-
ing neutral beam injectors,” New Journal of Physics, vol. 19, no. 2, p. 025005,
2017.
[10] C. F. Barnett, H. T. Hunter, M. I. Fitzpatrick, I. Alvarez, C. Cisneros, and
R. A. Phaneuf, “Atomic data for fusion. volume 1: Collisions of h, h2, he and
125
CHAPTER 7. BIBLIOGRAPHY
li atoms and ions with atoms and molecules,” NASA STI/Recon Technical
Report N, vol. 91, 1990.
[11] E. Speth, H. Falter, P. Franzen, U. Fantz, M. Bandyopadhyay, S. Christ,
A. Encheva, M. Fro¨schle, D. Holtum, B. Heinemann, et al., “Overview of the
rf source development programme at ipp garching,” Nuclear Fusion, vol. 46,
no. 6, p. S220, 2006.
[12] B. Heinemann, U. Fantz, W. Kraus, L. Schiesko, C. Wimmer, D. Wu¨nderlich,
F. Bonomo, M. Fro¨schle, R. Nocentini, and R. Riedl, “Towards large and
powerful radio frequency driven negative ion sources for fusion,” New Journal
of Physics, vol. 19, no. 1, p. 015001, 2017.
[13] P. Franzen, H. Falter, U. Fantz, W. Kraus, M. Berger, S. Christ-Koch,
M. Fro¨schle, R. Gutser, B. Heinemann, S. Hilbert, et al., “Progress of the
development of the ipp rf negative ion source for the iter neutral beam sys-
tem,” Nuclear fusion, vol. 47, no. 4, p. 264, 2007.
[14] B. Heinemann, H.-D. Falter, U. Fantz, P. Franzen, M. Froeschle, W. Kraus,
C. Martens, R. Nocentini, R. Riedl, E. Speth, et al., “The negative ion source
test facility elise,” Fusion Engineering and Design, vol. 86, no. 6-8, pp. 768–
771, 2011.
[15] V. Toigo, D. Boilson, T. Bonicelli, R. Piovan, M. Hanada, A. Chakraborty,
G. Agarici, V. Antoni, U. Baruah, M. Bigi, et al., “Progress in the realization of
the prima neutral beam test facility,” Nuclear Fusion, vol. 55, no. 8, p. 083025,
2015.
[16] U. Fantz, L. Schiesko, D. Wu¨nderlich, N. Team, et al., “A comparison of
hydrogen and deuterium plasmas in the ipp prototype ion source for fusion,”
in AIP Conference Proceedings, vol. 1515, pp. 187–196, AIP, 2013.
[17] M. Berger, U. Fantz, S. Christ-Koch, N. Team, et al., “Cavity ring-down
spectroscopy on a high power rf driven source for negative hydrogen ions,”
Plasma Sources Science and Technology, vol. 18, no. 2, p. 025004, 2009.
[18] C. Wimmer, L. Schiesko, and U. Fantz, “Investigation of the boundary layer
during the transition from volume to surface dominated h- production at
the batman test facility,” Review of Scientific Instruments, vol. 87, no. 2,
p. 02B310, 2016.
[19] C. Wimmer, U. Fantz, and NNBI-Team, “Cesium dynamics and h- density in
the extended boundary layer of negative hydrogen ion sources for fusion,” in
AIP Conference Proceedings, vol. 1515, pp. 246–254, AIP, 2013.
126
CHAPTER 7. BIBLIOGRAPHY
[20] R. Nocentini, U. Fantz, P. Franzen, M. Froeschle, B. Heinemann, R. Riedl,
B. Ruf, D. Wuenderlich, et al., “Beam diagnostic tools for the negative hy-
drogen ion source test facility elise,” Fusion Engineering and Design, vol. 88,
no. 6-8, pp. 913–917, 2013.
[21] D. D. Monahan and M. M. Turner, “Global models of electronegative dis-
charges: critical evaluation and practical recommendations,” Plasma Sources
Science and Technology, vol. 17, no. 4, p. 045003, 2008.
[22] M. Capitelli and C. Gorse, “Open problems in the physics of volume h/sup-
//d/sup-/sources,” IEEE Transactions on Plasma Science, vol. 33, no. 6,
pp. 1832–1844, 2005.
[23] R. Zorat, J. Goss, D. Boilson, and D. Vender, “Global model of a radiofre-
quency h 2 plasma in denise,” Plasma Sources Science and Technology, vol. 9,
no. 2, p. 161, 2000.
[24] R. Zorat and D. Vender, “Global model for an rf hydrogen inductive plasma
discharge in the deuterium negative ion source experiment including negative
ions,” Journal of Physics D: Applied Physics, vol. 33, no. 14, p. 1728, 2000.
[25] J. Boeuf, G. Hagelaar, P. Sarrailh, G. Fubiani, and N. Kohen, “Model of an
inductively coupled negative ion source: Ii. application to an iter type source,”
Plasma Sources Science and Technology, vol. 20, no. 1, p. 015002, 2011.
[26] F. Taccogna, P. Minelli, P. Diomede, S. Longo, M. Capitelli, and R. Schneider,
“Particle modelling of the hybrid negative ion source,” Plasma Sources Science
and Technology, vol. 20, no. 2, p. 024009, 2011.
[27] G. Fubiani and J. Boeuf, “Role of positive ions on the surface production
of negative ions in a fusion plasma reactor type negative ion source—insights
from a three dimensional particle-in-cell monte carlo collisions model,” Physics
of Plasmas, vol. 20, no. 11, p. 113511, 2013.
[28] A. Hatayama, T. Matsumiya, T. Sakurabayashi, and M. Bacal, “Particle-
in-cell modeling of negative-ion transport and extraction processes in a hy-
drogen negative-ion source,” Review of scientific instruments, vol. 77, no. 3,
p. 03A530, 2006.
[29] D. Wu¨nderlich, R. Gutser, and U. Fantz, “Pic code for the plasma sheath in
large caesiated rf sources for negative hydrogen ions,” Plasma Sources Science
and Technology, vol. 18, no. 4, p. 045031, 2009.
127
CHAPTER 7. BIBLIOGRAPHY
[30] A. Anders, “Tutorial: Reactive high power impulse magnetron sputtering (r-
hipims),” Journal of applied physics, vol. 121, no. 17, p. 171101, 2017.
[31] A. Hecimovic and A. von Keudell, “Spokes in high power impulse magnetron
sputtering plasmas,” Journal of Physics D: Applied Physics, vol. 51, no. 45,
p. 453001, 2018.
[32] Y. Yang, J. Liu, L. Liu, and A. Anders, “Propagation direction reversal of
ionization zones in the transition between high and low current magnetron
sputtering,” Applied Physics Letters, vol. 105, no. 25, p. 254101, 2014.
[33] M. Panjan and A. Anders, “Plasma potential of a moving ionization zone in dc
magnetron sputtering,” Journal of Applied Physics, vol. 121, no. 6, p. 063302,
2017.
[34] J.-P. Boeuf, “Tutorial: Physics and modeling of hall thrusters,” Journal of
Applied Physics, vol. 121, no. 1, p. 011101, 2017.
[35] J. Adam, A. He´ron, and G. Laval, “Study of stationary plasma thrusters using
two-dimensional fully kinetic simulations,” Physics of Plasmas, vol. 11, no. 1,
pp. 295–305, 2004.
[36] S. Tsikata, C. Honore´, D. Gre´silon, and N. Lemoine, “Collective light scat-
tering for the study of fluctuations in magnetized plasmas: The hall thruster
case study,” Contributions to Plasma Physics, vol. 51, no. 2-3, pp. 119–125,
2011.
[37] J. Cavalier, N. Lemoine, G. Bonhomme, S. Tsikata, C. Honore´, and
D. Gre´sillon, “Hall thruster plasma fluctuations identified as the e× b elec-
tron drift instability: Modeling and fitting on experimental data,” Physics of
Plasmas, vol. 20, no. 8, p. 082107, 2013.
[38] T. Lafleur, S. Baalrud, and P. Chabert, “Theory for the anomalous electron
transport in hall effect thrusters. ii. kinetic model,” Physics of Plasmas, vol. 23,
no. 5, p. 053503, 2016.
[39] J.-P. Boeuf and L. Garrigues, “E× b electron drift instability in hall thrusters:
Particle-in-cell simulations vs. theory,” Physics of Plasmas, vol. 25, no. 6,
p. 061204, 2018.
[40] M. S. McDonald and A. D. Gallimore, “Rotating spoke instabilities in hall
thrusters,” IEEE Transactions on Plasma Science, vol. 39, pp. 2952–2953,
Nov 2011.
128
CHAPTER 7. BIBLIOGRAPHY
[41] C. Ellison, Y. Raitses, and N. J. Fisch, “Cross-field electron transport induced
by a rotating spoke in a cylindrical hall thruster,” Physics of Plasmas, vol. 19,
no. 1, p. 013503, 2012.
[42] M. J. Sekerak, B. W. Longmier, A. D. Gallimore, D. L. Brown, R. R. Hofer,
and J. E. Polk, “Azimuthal spoke propagation in hall effect thrusters,” IEEE
Transactions on Plasma Science, vol. 43, no. 1, pp. 72–85, 2014.
[43] S. Mazouffre, L. Grimaud, S. Tsikata, K. Matyash, and R. Schneider, “Ro-
tating spoke instabilities in a wall-less hall thruster: experiments,” Plasma
Sources Science and Technology, vol. 28, no. 5, p. 054002, 2019.
[44] P. Hu, H. Liu, Y. Gao, W. Mao, and D. Yu, “An experimental study of the
effect of magnet length on the performance of a multi-cusped field thruster,”
Journal of Physics D: Applied Physics, vol. 49, no. 28, p. 285201, 2016.
[45] M. Haines, “Plasma containment in cusp-shaped magnetic fields,” Nuclear
Fusion, vol. 17, no. 4, p. 811, 1977.
[46] I. Spalding, “Advances in plasma physics,” Simon, A. and Thompson, W.,
Interscience, 1971.
[47] T. Dolan, “Magnetic electrostatic plasma confinement,” Plasma physics and
controlled fusion, vol. 36, no. 10, p. 1539, 1994.
[48] R. Limpaecher and K. MacKenzie, “Magnetic multipole containment of large
uniform collisionless quiescent plasmas,” Review of Scientific Instruments,
vol. 44, no. 6, pp. 726–731, 1973.
[49] N. Hershkowitz, K. Leung, and T. Romesser, “Plasma leakage through a low-β
line cusp,” Physical Review Letters, vol. 35, no. 5, p. 277, 1975.
[50] R. A. Bosch and R. L. Merlino, “Confinement properties of a low-beta dis-
charge in a spindle cusp magnetic field,” The Physics of fluids, vol. 29, no. 6,
pp. 1998–2006, 1986.
[51] C. Koch and G. Matthieussent, “Collisional diffusion of a plasma in multipolar
and picket fence devices,” The Physics of Fluids, vol. 26, no. 2, pp. 545–555,
1983.
[52] C. Cooper, D. Weisberg, I. Khalzov, J. Milhone, K. Flanagan, E. Peterson,
C. Wahl, and C. Forest, “Direct measurement of the plasma loss width in an
optimized, high ionization fraction, magnetic multi-dipole ring cusp,” Physics
of Plasmas, vol. 23, no. 10, p. 102505, 2016.
129
CHAPTER 7. BIBLIOGRAPHY
[53] J. P. Boris, “Relativistic plasma simulation - optimisation of a hybrid code,”
in Proceedings of the Fourth Conference on Numerical Simulation of Plasmas
(J. P. Boris and R. A. Shanny, eds.), p. 126, Naval Research Laboratory,
Washington DC, 1970.
[54] F. Chen, Introduction to Plasma Physics and Controlled Fusion. Springer,
1984.
[55] D. Nicholson, Introduction to plasma theory. John Wiley & Sons, 1983.
[56] J. Bittencourt, Fundamentals of Plasma Physics. Springer, 2004.
[57] K. Nanbu, “Probability theory of electron-molecule, ion-molecule, molecule-
molecule, and coulomb collisions for particle modeling of materials processing
plasmas and cases,” IEEE Transactions on plasma science, vol. 28, no. 3,
pp. 971–990, 2000.
[58] K. Nanbu, “Direct simulation scheme derived from the boltzmann equation.
i. monocomponent gases,” Journal of the Physical Society of Japan, vol. 49,
no. 5, pp. 2042–2049, 1980.
[59] C. K. Birdsall and A. B. Langdon, Plasma physics via computer simulation.
CRC Press, 2004.
[60] R. W. Hockney and J. W. Eastwood, Computer Simulation Using Particles.
McGraw-Hill, 1981.
[61] H. Qin, S. Zhang, J. Xiao, J. Liu, Y. Sun, and W. M. Tang, “Why is boris
algorithm so good?,” Physics of Plasmas, vol. 20, no. 8, p. 084503, 2013.
[62] C. Ellison, J. Burby, and H. Qin, “Comment on ”symplectic integration of
magnetic systems”: A proof that the boris algorithm is not variational,” Jour-
nal of Computational Physics, vol. 301, pp. 489 – 493, 2015.
[63] W. H. Press, S. A. Teukolsky, W. T. Vetterling, B. P. Flannery, and M. Met-
calf, Numerical Recipes in FORTRAN 90. Cambridge University Press, 1996.
[64] S. Zenitani and T. Umeda, “On the boris solver in particle-in-cell simulation,”
Physics of Plasmas, vol. 25, no. 11, p. 112110, 2018.
[65] http://www.openmp.org.
[66] K. Bowers, “Accelerating a particle-in-cell simulation using a hybrid counting
sort,” Journal of Computational Physics, vol. 173, no. 2, pp. 393 – 411, 2001.
130
CHAPTER 7. BIBLIOGRAPHY
[67] D. U. V. Rosenberg, Methods for the Numerical Solution of Partial Differential
Equations. Elservier, 1969.
[68] W. L. Briggs, V. E. Henson, and S. F. McCormick, A Multigrid Tutorial.
SIAM, 2000.
[69] G. Fubiani, G. J. M. Hagelaar, J. P. Boeuf, and S. Kolev, “Modeling a high
power fusion plasma reactor-type ion source: Applicability of particle meth-
ods,” Physics of Plasmas, vol. 19, no. 4, p. 043506, 2012.
[70] G. Hagelaar. Private communication.
[71] V. E. Golant, A. P. Zhilinsky, and I. E. Sakharov, Fundamentals of plasma
physics. John Wiley & Sons, 1980.
[72] A. J. Marcus, G. Knorr, and G. Joyce, “Two-dimensional simulation of cusp
confinement of a plasma,” Plasma Physics, vol. 22, no. 10-11, p. 1015, 1980.
[73] T. Morishita, M. Ogasawara, and A. Hatayama, “Estimate of cusp loss width
in multicusp negative ion source,” Review of scientific instruments, vol. 69,
no. 2, pp. 968–970, 1998.
[74] A. Kumar and V. Senecha, “Cusp loss width in multicusp negative ion
source: A rigorous mathematical treatment,” in AIP Conference Proceedings,
vol. 1390, pp. 150–164, American Institute of Physics, 2011.
[75] R. Bosch and R. Gilgenbach, “Leak widths resulting from plasma diffusion in
a magnetic cusp,” 1988.
[76] K. Leung, N. Hershkowitz, and K. MacKenzie, “Plasma confinement by local-
ized cusps,” The Physics of Fluids, vol. 19, no. 7, pp. 1045–1053, 1976.
[77] T. Christensen, N. Hershkowitz, and K. Leung, “Mass scaling of permanent
magnet line cusp plasma leaks,” IEEE Transactions on Plasma Science, vol. 5,
no. 1, pp. 23–26, 1977.
[78] M. Ichikawa, A. Kojima, J. Hiratsuka, M. Yoshida, N. Umeda, G. Squilayan,
K. Watanabe, H. Tobari, and M. Kashiwagi, “Achievement of stable negative
ion production with cs-seeded for long pulse beam operation in the prototype
of cs-seeded negative ion source for jt-60sa,” Review of Scientific Instruments,
vol. 91, no. 2, p. 023502, 2020.
[79] D. M. Goebel and I. Katz, Fundamentals of electric propulsion: ion and Hall
thrusters, vol. 1. John Wiley & Sons, 2008.
131
CHAPTER 7. BIBLIOGRAPHY
[80] D. Faircloth and S. Lawrie, “An overview of negative hydrogen ion sources for
accelerators,” New Journal of Physics, vol. 20, no. 2, p. 025007, 2018.
[81] N. Koch, H. Harmann, and G. Kornfeld, “Development and test status of the
thales high efficiency multistage plasma (hemp) thruster family,” in Proceed-
ings of the 29th International Electric Propulsion Conference, pp. 2005–297,
2005.
[82] G. J. M. Hagelaar and L. C. Pitchford, “Solving the boltzmann equation to
obtain electron transport coefficients and rate coefficients for fluid models,”
Plasma Sources Science and Technology, vol. 14, pp. 722–733, oct 2005.
[83] M. A. Lieberman and A. J. Lichtenberg, Principles of plasma discharges and
materials processing. John Wiley & Sons, 2005.
[84] E. Speth, H. Falter, P. Franzen, U. Fantz, M. Bandyopadhyay, S. Christ,
A. Encheva, M. Fru¨schle, D. Holtum, B. Heinemann, W. Kraus, A. Lorenz,
C. Martens, P. McNeely, S. Obermayer, R. Riedl, R. Su¨ss, A. Tanga, R. Wil-
helm, and D. Wu¨nderlich, “Overview of the rf source development programme
at ipp garching,” Nuclear Fusion, vol. 46, no. 6, p. S220, 2006.
[85] P. McNeely, S. V. Dudin, S. Christ-Koch, U. Fantz, and the NNBI Team, “A
langmuir probe system for high power rf-driven negative ion sources on high
potential,” Plasma Sources Sci. Technol., vol. 18, p. 014011, 2009.
[86] W. Kraus, D. Wu¨nderlich, U. Fantz, B. Heinemann, F. Bonomo, and R. Riedl,
“Deuterium results at the negative ion source test facility elise,” Review of
Scientific Instruments, vol. 89, no. 5, p. 052102, 2018.
[87] D. Wu¨nderlich, R. Riedl, I. Mario, A. Mimo, U. Fantz, B. Heinemann, and
W. Kraus, “Formation of large negative deuterium ion beams at elise,” Review
of Scientific Instruments, vol. 90, no. 11, p. 113304, 2019.
[88] M. Kashiwagi, N. Umeda, H. Tobari, A. Kojima, M. Yoshida, M. Taniguchi,
M. Dairaku, T. Maejima, H. Yamanaka, K. Watanabe, T. Inoue, and
M. Hanada, “Development of negative ion extractor in the high-power and
long-pulse negative ion source for fusion applicationa),” Review of Scientific
Instruments, vol. 85, no. 2, 2014.
[89] K. Ikeda, H. Nakano, K. Tsumori, M. Kisaki, K. Nagaoka, M. Osakabe,
Y. Takeiri, and O. Kaneko, “Identification of the extraction structure of h−
ions by hα imaging spectroscopy,” New Journal of Physics, vol. 15, no. 10,
p. 103026, 2013.
132
CHAPTER 7. BIBLIOGRAPHY
[90] Y. Takao, K. Hiramoto, Y. Nakagawa, Y. Kasagi, H. Koizumi, and K. Ko-
murasaki, “Electron extraction mechanisms of a micro-ECR neutralizer,”
Japanese Journal of Applied Physics, vol. 55, p. 07LD09, jun 2016.
[91] Y. Sato, H. Koizumi, M. Nakano, and Y. Takao, “Electron extraction enhance-
ment via the magnetic field in a miniature microwave discharge neutralizer,”
Journal of Applied Physics, vol. 126, no. 24, p. 243302, 2019.
[92] G. Fubiani, R. S. Hemsworth, H. P. L. de Esch, and L. Svensson, “Analy-
sis of the two accelerator concepts foreseen for the neutral beam injector of
the international thermonuclear experimental reactor,” Phys. Rev. ST Accel.
Beams, vol. 12, p. 050102, May 2009.
[93] G. Fubiani, L. Garrigues, G. Hagelaar, N. Kohen, and J. P. Boeuf, “Model-
ing of plasma transport and negative ion extraction in a magnetized radio-
frequency plasma source,” New Journal of Physics, vol. 19, no. 1, p. 015002,
2017.
[94] V. Vahedi and M. Surendra, “A monte carlo collision model for the
particle-in-cell method: applications to argon and oxygen discharges,” Comp.
Phys.Comm., vol. 87, p. 179, 1995.
[95] S. J. Buckman and A. V. Phelps, “Vibrational excitation of d[sub 2] by low
energy electrons,” The Journal of Chemical Physics, vol. 82, no. 11, pp. 4999–
5011, 1985.
[96] C. Wimmer and U. Fantz, “Extraction of negative charges from an ion source:
Transition from an electron repelling to an electron attracting plasma close to
the extraction surface,” Journal of Applied Physics, vol. 120, no. 7, p. 073301,
2016.
[97] S. Christ-Koch, U. Fantz, M. Berger, and N. Team, “Laser photodetachment
on a high power, low pressure rf-driven negative hydrogen ion source,” Plasma
Sources Science and Technology, vol. 18, no. 2, p. 025003, 2009.
[98] T. Ito, C. V. Young, and M. A. Cappelli, “Self-organization in planar mag-
netron microdischarge plasmas,” Applied Physics Letters, vol. 106, no. 25,
p. 254104, 2015.
[99] J.-P. Boeuf and M. Takahashi, “Rotating spokes, ionization instability, and
electron vortices in partially magnetized e × b plasmas,” Phys. Rev. Lett.,
vol. 124, p. 185005, May 2020.
133
CHAPTER 7. BIBLIOGRAPHY
[100] A. Kabantsev, D. . Fred, D. Dubin, and D. Schecter, “Experiments and theory
on 2d electron vortex dynamics in sheared flows,” in Proc. llth Intl. Toki Conf.
on Potential and Structure in Plasmas, 2001.
[101] A. Simon, “Instability of a partially ionized plasma in crossed electric and
magnetic fields,” The physics of fluids, vol. 6, no. 3, pp. 382–388, 1963.
[102] F. Hoh, “Instability of penning-type discharges,” The Physics of Fluids, vol. 6,
no. 8, pp. 1184–1191, 1963.
[103] A. Smolyakov, O. Chapurin, W. Frias, O. Koshkarov, I. Romadanov, T. Tang,
M. Umansky, Y. Raitses, I. Kaganovich, and V. Lakhin, “Fluid theory and
simulations of instabilities, turbulent transport and coherent structures in
partially-magnetized plasmas of discharges,” Plasma Physics and Controlled
Fusion, vol. 59, no. 1, p. 014041, 2016.
[104] J. Boeuf, “Micro instabilities and rotating spokes in the near-anode region of
partially magnetized plasmas,” Physics of Plasmas, vol. 26, no. 7, p. 072113,
2019.
[105] J.-P. Boeuf, “Rotating structures in low temperature magnetized plas-
mas—insight from particle simulations,” Frontiers in Physics, vol. 2, p. 74,
2014.
[106] F. F. Chen et al., Introduction to plasma physics and controlled fusion, vol. 1.
Springer, 1984.
134
Some issues in the physics and particle simulations of low 
temperature partially magnetized plasmas and ion sources 
Résumé 
In this thesis we will illustrate some of the issues in the physics and modeling of partially magnetized 
plasmas with three specific examples that correspond to ongoing studies in the GREPHE group of the 
LAPLACE laboratory: 
1) Electron extraction in negative ion sources for neutral beam injection in fusion 
2) Instabilities in magnetron discharges and Hall thrusters 
3) Plasma confinement by magnetic cusps 
- In the study of negative ion sources for fusion, the aim of the GREPHE group is to better understand 
the physics of the negative ion source, and more specifically, the questions of plasma transport across 
the magnetic filter and of negative ion extraction from the plasma. One of the important issues in these 
negative ion sources is to minimize the current of electrons that are co-extracted with the negative 
ions. In this thesis we focus on this aspect and we try to understand and quantify how electrons can 
be extracted through a grid aperture when a magnetic cusp is placed in front of the aperture. We 
discuss, with the help of 3D PIC MCC (Particle-In-Cell Monte Carlo Collisions) simulations, the 
contributions of different electron drifts (ExB drift, Grad B drift and curvature drift) and instabilities to 
electron extraction through a grid aperture. 
- Hall thrusters and magnetron discharges are ExB cylindrical devices with radial magnetic field and axial 
electric field. It has been known for a long time that instabilities are present in these discharges, leading 
to important anomalous electron transport. In this thesis we focus on one particular type of instability, 
called “rotating Spoke”, which is known to be present in Hall thrusters and magnetron discharges and 
is apparent in the experiments as a luminous non-uniformity rotating in the azimuthal direction. In this 
work we use a 2D PIC MCC simulation to perform a parametric study of this instability. We show that, 
in some conditions where rotating spokes have been observed in the experiments, Grad B electron 
drift plays a major role in electron heating and in the formation and maintenance of the rotating 
spokes. 
- Magnetic cusps have been used for more than 60 years to confine the plasma in a large variety of 
conditions. An important parameter characterizing plasma confinement by cusps is the effective loss 
area in the presence of magnetic cusps. Some semi-empirical theories have been proposed to quantify 
the effective loss area and their predictions have been compared with numerous experimental results. 
In spite of these efforts there is no fully reliable expression of the effective wall loss as a function of 
different parameters such as magnetic field, electron temperature, ion mass, gas pressure, etc… We 
describe in this thesis an attempt at obtaining scaling laws for the effective loss width of magnetic 
cusps, based on 2D PIC MCC simulations. 
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magnetic cusp 
 
 
 
 
 
 
