Regard an element of the set := f(x 1 ; x 2 ; : : :) : x 1 x 2 : : : 0;
Introduction
Consider a uniform random tree T n on n labeled vertices. Let F n (n) := T n ; F n (n ? 1); F n (n ? 2); : : : ; F n (1) be the sequence of random forests obtained by deleting the edges of T n one by one in uniform random order. In reversed time, this forest-valued Markov chain has transition probabilities of the following simple form (explicit in Pitman 27] and implicit in earlier work of Yao 35] ). Write #t for the size (number of vertices) of a tree t. 2 Lemma 1 The transition probabilities of (F n (m); 1 m n) are as follows. Given the current forest consists of trees (t 1 ; : : :; t k ), pick a pair (i; j) with 1 i < j k with probability #t i + #t j n(k? 1) , pick uniform vertices of t i and t j , and add an edge joining these vertices. Let F n be the continuous-time chain derived from F n by incorporating exponential (rate k ? 1) holds between jumps, where k is the current number of trees. For a forest f write #f for the ranked vector of sizes of the trees comprising f (ranked means: in decreasing order). Consider for each n the continuous-time process X n (t) := n ?1 # F n ( 1 2 log n + t); t ? 1 2 log n where, by appending an in nite sequence of zeros, X n (t) is regarded as a random element of the set := f(x 1 ; x 2 ; : : :) : x 1 x 2 : : : 0;
which we give the`1 topology. Lemma 1 implies that the process X n is a (ranked) additive coalescent (Evans and Pitman 13] ), that is a -valued
Markov process in which pairs of clusters of masses fx i ; x j g merge into a
cluster of mass x i + x j at rate x i + x j , and the state is re-ranked as mergers occur. The process X n starts at time ? 1 2 log n from the con guration u n := ( 1 n ; 1 n ; : : : ; 1 n ; 0; 0; : : :) consisting of n clusters of mass 1=n. From 13] (Proposition 18 and subsequent discussion), there is the following result:
Proposition 2 As n ! 1 X n ( )
in the sense of Skorokhod convergence on D((?1; 1); ), where the limit process (X 1 (t); ?1 < t < 1) is an additive coalescent. Call X 1 the standard additive coalescent. The central result of this paper is the following more explicit construction of this process. In the uniform random tree T n , put mass 1=n on each vertex and let each edge have length 1=n 1=2 . As n ! 1, a weak limit is obtained, the Brownian continuum random tree (concisely, the CRT) studied by Aldous 2, 3, 4] . A realization of the CRT is equipped with a mass measure of total mass 1 concentrated on the leaves of the tree, and a -nite length measure, such that for vertices v; w which are distance d apart, the path v In the CRT, the analog of deleting randomly-chosen edges in T n is to cut the skeleton by a Poisson process of cuts with some rate per unit length. These cuts split the CRT into a continuum forest, that is a countably in nite set of smaller continuum trees. Varying gives a continuum-forest-valued fragmentation process (Section 2.2). Let (Y( ); 0) = (Y i ( ); i 1; 0) be the process of ranked masses of tree-components in the continuum forests obtained by cutting at various intensities . We call Y the -valued fragmentation process derived from the CRT.
Theorem 3 Let X(t) := Y(e ?t ) where Y is the -valued fragmentation process derived from the CRT. Then the process (X(t); ?1 < t < 1) is a version of the standard additive coalescent.
To be precise, the nite dimensional distributions of the -valued process X de ned in Theorem 3 are identical to those of X 1 de ned by weakconvergence in Proposition 2. We will work with a version of Y which has right continuous paths and left limits. Then X will have left continuous paths with right limits, and the process of right limits of X will serve as X 1 in (1).
We prove Theorem 3 in Section 2, after collecting background facts about the CRT.
The additive coalescent is the special case K(x; y) = x + y of the general stochastic coalescent, in which clusters of masses fx; yg merge at rate K(x; y). Aldous 7] gives a lengthy survey of scienti c literature related to stochastic coalescence (see our Section 6.2 for one aspect). Evans and Pitman 13] construct various coalescents with in nite numbers of clusters as strong-Markov processes with appropriate state spaces. Similarities and difference between the additive and multiplicative 6] coalescents will be listed in Section 6.3. Theorem 3 not only brings together the several recent lines of research mentioned above, but also suggests an extensive range of new questions. 
The nite-dimensional distributions of the random vector in (3) are described explicitly in Perman 25] We note as a consequence of (8) and (4) 
Consider now the real-valued process (Y 1 ( ); 0 < < 1), that is the mass of the tree-component containing the random leaf U 1 in the fragmentation process of the CRT. Equivalently, X 1 (t) := Y 1 (e ?t ) is the size at time t of the cluster of the standard additive coalescent containing a point picked at random from the mass distribution. In Section 4 we show that this process admits the following simple representation: 
where convergence is convergence in distribution of the continuous path processes (G (s; 1); 0 < s < 1) to (G(s; 1); 0 < s < 1).
We interpret (10, 11) Var G(dy):
As will be described in Section 6. l i : (12) Thus the shape is uniform on the set of possible shapes, the edge-lengths are independent of shape, and the edge-lengths are exchangeable, so that no labeling convention for edges need be speci ed. Figure 2 later shows a realization of R(50). Lemma 21 of 4] says that such a distribution exists (k here is k ? 1 there), and that the family (R(k); 2 k < 1) is consistent in that the subtree of R(k + 1) spanned by leaves f1; : : : ; kg is distributed as R(k). Therefore we can construct simultaneously the family (R(k); 2 k < 1) so that the subtree of R(k + 1) spanned by leaves f1; : : :; kg is exactly R(k). A realization of R(k) can be viewed as a compact metric space, where the distance between two points is the length of the path between them.
De ne the realization of the CRT T to be the completion of the increasing union k R(k). Discarding a null event, results of 2, 4] include
Theorem 8 Each realization of T has the following properties (i)-(iii).
(i) T is compact and topologically a tree.
(ii) There is a -nite length measure`on T , whose restriction to R(k) T is the natural length measure on the edges of R(k), and which is null outside the skeleton k R(k).
(iii) There is a mass measure on T , with (T ) = 1 and ( k R(k)) = 0, characterized as the weak limit := lim k k (13) where k is the uniform probability distribution on leaves f1: : : : ; kg T .
(iv) vertex-exchangeability] Given T , let fU 1 ; : : :; U k g be random elements of T chosen independently according to ( ), and letR(k) be the subtree spanned by fU 1 ; : : :; U k g, with U i relabeled by i for
where N( ) has Poisson( ) distribution.
How T arises as weak limits of random nite trees is discussed in detail in 4]. A simple aspect of such convergence is provided by the next lemma.
Recall T n is the uniform random tree on f1; : : : ; ng. Lemma 9 Assign length 1=n 1=2 to each edge of T n . Let R(n; k) be the subtree of T n spanned by vertices f1; : : : ; kg. Then for each xed k 2 R(n; k)
in the sense that the joint distributions of shape and edge-lengths converge to the distribution (12).
Remarks. For many purposes a construction 4] of T from standard Brownian excursion (B ex u ; 0 u 1) is useful. In that construction, is the measure on T induced by Lebesgue measure on 0; 1]. Elaborations of this construction, the Brownian snake, are used in studying superprocesses: see Le Gall 16, 18] and . Thus it is not surprising that many of our distributional expressions (e.g. Theorem 6) have a \Brownian avor". But it is harder to interpret the length measure`in the construction of T from a Brownian excursion, and the symmetry and self-similarity properties which the CRT inherits from the discrete random tree T n tend to be obscured. While in principle one must be able to derive these properties in terms of a Brownian excursion (see e.g. Le Gall 17] for a derivation of (12)), we nd it useful to take a more combinatorial approach to the CRT. Di erent \hidden symmetries" of Brownian excursion revealed in this way are the subject of Aldous 5 ].
The fragmentation process of the CRT
Any countable subset C of T , viewed as a cut-set, splits T into a forest F, where two elements x; y of T are in the same tree-component of F i the unique path from x to y contains no element of C. Now x 0 < < 1 and let C be a Poisson point process of mean measure `( ) on T . That is, for each k the restriction of C to R(k) is a Poisson point process of rate per unit length. Then C splits T into a random forest F (for remarks on the state space of F see Section 3.5). Figure 2 shows a (genuine) simulation of R (50) and its cut-points with rate e = 2:718 : : :; the 50 leaves are the endpoints of line segments in gure 2, and the cut-points are marked . Figure 3 is the same picture, with the various tree-components moved apart. The reader should imagine gures 2 and 3 as portions of the forest F e obtained by using C e to split T . Of course, in the real F e each tree has in nitely more smaller and smaller branches, and there are in nitely more small trees. Suppose now that the family of Poisson processes (C ; 0 < < 1) is constructed so that for 1 < 2 the process C 1 is obtained by retaining each point of C 2 independently with chance 1 = 2 and deleting the other points. In this way we obtain the -valued fragmentation process (Y( ); 0 < < 1) which is the central focus of this paper. Note that by Lemma 
Proof of Theorem 3
We do not know how to show that (Y(e ?t )) evolves as an additive coalescent by direct calculations with continuous parameter processes. Rather, we use discrete approximation arguments. E ectively, this reproves the weak convergence result of Proposition 2 in parallel with corresponding approximations to the CRT fragmentation process. The present proof of Proposition 2 di ers from the proof in Section 6.1 of 13] in that it does not involve the explicit description of the distribution of sizes of components in the discrete approximation, displayed in formula (20) of the next section. But both proofs make essential use of the existence and Feller property of the additive coalescent semigroup on , which was established in 13] by a pathwise construction of the additive coalescent from an arbitrary initial state in based on partition-valued processes derived from an extension of the random forest representation of Lemma 1.
Recall that (X n (t); ? 1 2 log n t < 1) is the additive coalescent started in state u n := ( 1 n ; 1 n ; : : :; 1 n ; 0; 0; : : :) 2 at time ? 1 2 log n. From the discussion following Lemma 1, there is the following explicit construction of X n in terms of the forest-valued Markov chain (F n (m); 1 m n):
X n (? 1 2 log n + t) = n ?1 #F n (M n (t)) (16) where M n (t) := minfm :
n?i i > tg; (17) where the ( i ) are i.i.d. exponential (1) , and where #F is the ranked vector of sizes of tree-components of F. Fix k 2. Recall from Lemma 9 that R(n; k) denotes the subtree of T n spanned by vertices f1; : : : ; kg, where each edge of T n is given length 1=n 1=2 . Take a random sample of m(n) edges of T n , and write R(n; k; m(n)) for R(n; k) with each sampled edge marked by a cut at its midpoint. Suppose m(n)=n 1=2 ! > 0. Then Lemma 9 easily extends to show that R(n; k; m(n))
where R(1; k; ) denotes the tree R(k) with a Poisson, rate per unit length, process of marked points on its edges, and the space of trees with k leaves and a nite number of marked points is given an appropriate topology. It follows that #R(n; k; m(n)) It is easy to check that for xed a > 0 S n (n ? an 1=2 ) ? 1 2 log n P ! ? log a and then to check that n ?1=2 n ? M n ( 1 2 log n + t) P ! e ?t for xed ?1 < t < 1. By inserting into (19) n ?1 #F n (M n ( 1 2 log n + t)) xed t. To complete the proof of Theorem 3, we need to identify the nitedimensional distributions of X 1 (t) with those of Y(e ?t ). But this just requires repeating the argument, starting with m i (n)=n 1=2 ! i ; 1 i j and the j-dimensional analog of (18) . We omit the details. 2
In the course of the proof we used the following routine consequence of the WLLN for sampling without replacement.
Lemma 11 Let k n ! 1 with k n = o(n). For each n take a simple random sample of k n vertices from a forest f n on n vertices, and write y n for the vector whose entries count the number of sampled vertices in each tree of f n , in decreasing order. Then, for any y 2 , In this section we prove Theorem 4, extract some of its consequences, and remark on its interpretation in terms of Brownian bridge.
Proof of Theorem 4
Recall that n ?1 #F n (n?k +1) for 1 k n is the random vector of ranked relative sizes of the k tree components in the random forest obtained by deleting a random sample of k ? 1 edges picked from the set of n ? 1 edges of T n , a uniform random tree on n vertices. It is known 27] that n ?1 #F n (n ? 
In particular, for (x) = (2 ) ?1=2 x ?3=2 and f(x) = P(S 1=2 (1) 2 dx)=dx as displayed in (2), f (yj ?2 ) = f (y) (26) as displayed in (8) . Thus (22) and (24) imply that f is the density of Y 1 ( ), and then (6,7) 
But from (24) and (26) P(1 ? R m+1 =R m 2 dy j R 1 ; : : : ; R m ) = f = p Rm (y)dy (0 < y < 1):
By (6) 
To check this, write simply instead of 0 = S 1=2 (1), and observe from (27) and (22) that
where the sequence (S m ) is independent of . Now (31) follows easily, because 
Corollary 13 is the continuous analog of the following asymptotic result for the discrete approximating scheme, which can be veri ed using (20) . Let #F n (n?k +1) = (Y n;k 1 ; Y n;k 2 ; : : :; Y n;k k ), say, be the random vector of ranked sizes of the k tree components in the random forest obtained by deleting a random sample of k ? 1 edges picked from the set of n ? 1 edges of T n . Then as n and k tend to 1 with k= p n ! 0, k ?2 (n ? Y n;k 1 ; Y n;k 2 ; Y n;k 3 ; : : :) (37) and certain technical conditions, into a set of continuum trees. By removing requirement (37) and applying a similar mapping to each excursion of f one can de ne a mapping from a set of \re ecting" functions into a set of continuum forests, where the mass-measure of a tree-component equals the length of the corresponding excursion of f. The upshot of (36) is that this mapping applied to (B br jL br 1 = ) yields a continuum random forest distributed like F . But we do not see how to obtain this result more directly in the Brownian setting and so deduce Theorem 4.
The subordinator representation
In this section we prove Theorem 6. The key ingredient is the formula (40) for the splitting rate of the CRT. 
Proof. We will prove (40), and then (39) follows from the relationship s (dx) = 2x s(dx).
In the random tree T n , let B n (e) be the component containing vertex 1
when edge e is cut, and let B n be the random component obtained by taking e to be a uniform random edge. An elementary counting argument based on Write`n for the measure assigning weight n ?1=2 to each edge, and set s n ( jT n ) =`nfe : n ?1 #B n (e) 2 g s n ( ) = Es n ( jT n ):
Then (41) implies s n converges vaguely to s where s denotes the measure with density given by the formula (40). Lemma 9 implies that the joint distribution of R(n; k) and the midpoint of an edge chosen with measure`n restricted to R(n; k) converges vaguely (as n ! 1) to the joint distribution of R(k) and a point chosen with measure`restricted to R(k). Applying this with k(n) ! 1 slowly, and then using Lemma 11 and (13), we see that the vague limit s is indeed the splitting rate s de ned by (38). by which we mean that the process jumps from x into y; y + dy] at rate q (x; y)dy.
Transition rates
Proof. When x = 1 (that is, when = 0) the jump rate has density s ( ) at (40), which coincides with the formula for q (1; ). The general case will be derived by scaling.
We rst discuss scaling of the CRT T . We list similarities and di erences between the standard additive coalescent (X(t)) introduced here and the standard multiplicative coalescent, (Z(t)) say, studied in Aldous 6] .
The natural time parameter set for both process is (?1; 1).
Analogous to Proposition 2, (Z(t)) also arises as a weak limit of a simple discrete process, the process of component sizes in the random graphs G(n; =n). Z(t) takes values in l 2 rather than l 1 ; its total mass is in nite. The distribution of Z(t) for xed t can be described in terms of excursion lengths in a Brownian-type process; cf. the Brownian excursion construction of the CRT.
But the distribution of Z(t) does not seem to permit such explicit Let (X n (t); 1 2 log s n t < 1) be the additive coalescent started at time 1 2 log s n from con guration v n . Then X n ( ) d ! X 1 ( ).
The second concerns the entrance boundary, that is the set of extreme distributions for an additive coalescent ( f X(t);?1 < t < 1). One might guess that the standard additive coalescent was essentially the only such process, but we know this is false. Let 
