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a b s t r a c t
Refinement algebras are abstract algebras for reasoning about programs in a total
correctness framework. We extend a reduct of von Wright’s demonic refinement algebra
with two operators formodelling enabledness and termination of programs.We showhow
the operators can be used for expressing relations between programs and apply the algebra
to reasoning about action systems.
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1. Introduction
Abstract algebra is bothmathematically solid and allows for transparent and simple reasoning. This means that abstract-
algebraic formulations of classical frameworks often make reasoning easier and more perspicuous, see for example [19,9,
25]. Moreover, when mechanisation and automation are concerned, the level of abstraction provided by abstract algebra
seems to avail [1,15]. The focus of the present paper, refinement algebras, are abstract algebras for reasoning about program
refinement [28,24,20]. Applications of the refinement algebras include reasoning about data refinement and program
transformation, and there is also support for automation [16].
In this paper we introduce a reduct of von Wright’s demonic refinement algebra [27]. It differs from previous abstract-
algebraic approaches to total correctness reasoning [27,28,9] in that it has only one iteration operator: strong iteration. In
program intuition, strong iteration of a statement either terminates or goes on infinitely. Along the lines of vonWright in [27,
28], we extend the algebrawith guards and assertions. Guards should be thought of as programs that check if some predicate
holds, skip if that is the case, and otherwise bring about amiracle. Assertions are similar, but instead of performing amiracle
when the predicate does not hold, they abort. That is to say, an assertion that is executed in a state where the predicate does
not hold establishes no postcondition. In Floyd’s terminology, our guards are called assumptions [13].
As the main contribution of this paper, we extend the refinement algebra with two new operators. The first one maps
elements in the carrier set to the subset of guards. The intuition is that the operator applied to a program returns a guard that
skips in those states in which the program is enabled (that is, the program will not block). This operator is axiomatised in
almost the sameway as the domain operator in [10]. The second operator maps a program to an assertion that characterises
the set of states in which termination is guaranteed (that is, the program will not run forever). Different relations between
programs, such as exclusion and a program inversion condition, can be expressed using the new operators. Moreover, with
the aid of the enabledness operator, we can encode action systems [3–5] into the refinement algebra and use it for proving
correctness of action-system transformations.
Five papers stand out in the lineage of this paper. Kozen’s axiomatisation of Kleene algebra and his introduction of tests
into the algebra has been a very significant inspiration for us [18,19]. The first abstract algebra that was genuinely an algebra
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for total correctness was von Wright’s demonic refinement algebra [27], which rests upon previous work on algebraic
program reasoning by Back and von Wright [7]. Desharnais, Möller and Struth extended Kleene algebra with a domain
operator [10] and successfully applied it to reasoning about different structures. In a slightly different guise, the domain
operator appears again in the present paper. The paper at hand is a revision and an extension of an earlier conference
paper [26] that was invited to this selection, and continues previous work published in this journal [28].
The paper is organised as follows.We begin by presenting a refinement algebra and extend it with guards and assertions.
Then we introduce the new operators, investigate their basic algebraic properties and apply them. We end with some
concluding remarks and an outlook on future work. Intertwined with the abstract-algebraic development, we provide a
predicate-transformer model for the concepts introduced.
The purpose of this paper is to introduce the enabledness and the termination operators, settle their basic properties and
lay a first ground for more elaborate investigations and applications. Our intended readers are those interested in abstract-
algebraic reasoning in computer science and those familiar with the research on program refinement. Persons working with
action systems might also find the paper worth reading.
2. Refinement algebra
By a demonic refinement algebra (dRA) we shall in this paper understand a structure over the signature
(u, ; , ω,>, 1)
that satisfies the identities (; is left implicit)
x u (y u z) = (x u y) u z, (1)
x u y = y u x, (2)
x u > = x, (3)
x u x = x, (4)
x(yz) = (xy)z, (5)
1x = x, (6)
x1 = x, (7)
>x = >, (8)
x(y u z) = xy u xz, (9)
(x u y)z = xz u yz and (10)
xω = xxω u 1, (11)
and the equational implication
xz u y u z = xz u y ⇒ xωy u z = xωy.
Whenv is defined as
x v y⇔ x u y = x (12)
the equational implication can be written as
xz u y v z ⇒ xωy v z (13)
and (3) as x v >. Note thatv is a partial order with> as its greatest element.
Our axiomatisation is similar to Kozen’s Kleene algebra [18]. The difference is that there is no right annihilation axiom,
so x> = > does not hold in general, that ∗ is replaced by ω — and there is only one induction axiom. The operator ω is
different from the iteration operator in Cohen’s ω-algebra [9]. Cohen’s infinite iteration operator should be interpreted as
an infinite repetition of a program statement, whereas our ω should be seen as a repetition of a program statement that
either terminates or goes on infinitely. Höfner, Möller and Solin have shown that under certain conditions imposed on the
omega algebra, Cohen’s infinite iteration operator applied to an element x is equal to xω> [17]. The star operator of Kleene
algebra cannot be defined in terms of the other operators of dRA.
The reason for not having a right annihilation axiom is that we want to reason about nontermination, we want a
total correctness framework. Right annihilation would prevent that (this is elaborated further below, and a semantical
clarification is given). Inω-algebra right annihilation holds, which renders it an algebra for partial correctness. The intention
to reason about total correctness also motivates the restriction of the signature to one iteration operator. The demonic
refinement algebra by vonWright in [27,28] has two related iteration operators, one equal to our ω and the other equal to ∗
in Kleene algebra. The intuition for x∗ is a terminating repetition of a program statement x (assuming that x is terminating).
Since total correctness is what we are actually interested in and the strong iteration operator captures an iteration that will
either terminate or go on infinitely we can here exclude ∗ to get a more comprehensible framework.
Elements of the carrier set can be seen as program statements. The operator ; is sequential composition andu is demonic
choice. The demonic choice operator u applied to two programs, x u y, is to be seen as a choice between x and ymade by a
demon. That the choice is made by a demon means that we have no influence over it and that it can be done in the, for us,
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most undesirable way: striving to abortion. Wewill extensively use this way of looking at demonic choice in the sequel. The
iteration xω is, as mentioned earlier, thought of as a terminating or infinitely repeating execution of a program statement x.
The orderv is refinement; x v ymeans that y establishes anything that x does and possibly more. Finally,> is interpreted
as magic, a nonimplementable program statement that establishes any postcondition, and 1 is skip. Below, a semantical
justification for this intuition is given in terms of predicate transformers. Indeed, we show how the operators and constants
can be given interpretations in terms of predicate transformers so that the set of conjunctive predicate transformers forms
a dRA.
We define a syntactic constant ⊥ with the intuition that it stands for an always nonterminating program, an abort
statement [27]:
⊥ = 1ω.
It is easily seen that⊥ is a least element
⊥ v x (14)
and that it is a left annihilator
⊥x = ⊥. (15)
The axiomatic reason for excluding x> = > is now apparent: if x> = >would hold, we would have
⊥ = ⊥> = >
and, then, since⊥ is a least element we would only have a one-point model.
Many properties of the Kleene-algebra ∗ have analogies for ω . For example, leapfrog,
x(yx)ω = (xy)ωx, (16)
decomposition,
(x u y)ω = xω(yxω)ω, (17)
and outer inheritance of semi-commutativity
yx v xz ⇒ yωx v xzω (18)
hold. However, there are differences such as the fact that the inner inheritance of semi-commutativity
xz v yx⇒ xzω v yωx (19)
does not hold in general (take y = z = 1 and x = >) [27].
2.1. Predicate transformers as a model
A predicate transformer [12] is a function S : ℘(Σ) → ℘(Σ), where Σ is any set. Let p, q ∈ ℘(Σ). If a predicate
transformer S satisfies
p ⊆ q⇒ S.p ⊆ S.q
– where the dot denotes function application – it is isotone (ormonotone) and if for a nonempty I it satisfies
S.
(⋂
i∈I
qi
)
=
⋂
i∈I
S.qi
it is conjunctive; it is universally conjunctive if S is conjunctive and S.Σ = Σ . Universal conjunctivity implies conjunctivity,
and conjunctivity implies isotony.
Programs can be modelled by predicate transformers according to a weakest precondition semantics [12]: S.q denotes
the set of states from which the execution of S is bound to terminate in q. Universally conjunctive predicate transformers
cannot properly model nontermination. To see this, suppose that S is an always nonterminating program, that is,
(∀q ∈ ℘(Σ) • S.q = ∅). (20)
Now, if S is universally conjunctive, then S.Σ = Σ so clearly (20) does not hold.
There are three distinguished predicate transformers
abort = (λq • ∅),
magic = (λq • Σ) and
skip = (λq • q),
and a predicate transformer S is refined by a predicate transformer T , written S v T , if
(∀q ∈ ℘(Σ) • S.q ⊆ T .q).
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This paper deals with three operations on predicate transformers [2,6,22] defined by
(S; T ).q = S.(T .q), (21)
(S u T ).q = S.q ∩ T .q and (22)
Sω = µ.(λX • S; X u skip), (23)
where µ denotes the least fixpoint with respect to v. Taking the least fixpoint, and not the greatest, corresponds to
identifying infinite unfolding with abort [6].
Let CtranΣ be the set of conjunctive predicate transformers over a setΣ . Then it can be verified that
(CtranΣ ,u, ; , ω,magic, skip)
is a dRA [27]. It is also clear that abortmodels⊥, since it can be shown that skipω = abort [6].
We can now give a semantical justification for not having a right annihilation axiom, x> = >. If we would have right
annihilation, then for any predicate transformer S and any q ∈ ℘(Σ)
S.Σ = S.(magic.q) = (S;magic).q = magic.q = Σ,
so our predicate-transformer model would be universally conjunctive. As noted above, universally conjunctive predicate
transformers cannot model nontermination, that is, they do not facilitate our goal: total correctness reasoning.
3. Guards and assertions
An element g of the carrier set that has a complement g¯ satisfying
gg¯ = g¯g = > and g u g¯ = 1 (24)
is called a guard. It can be established that the set of guards forms a Boolean algebra over (u, ; , ¯, 1,>), where u is meet, ; is
join, ¯ is complement, 1 is the least element, and> is the greatest element. Intuitively, guards are statements that check if a
predicate holds and, if so, skip, otherwise do magic. The first guard axiom says that either a predicate or its negation holds,
so a sequential composition of a guard and its complement is always a miracle. The second guard axiom says that a demon
will always be able to skip when choosing between a guard or the guard’s complement.
Every guard is defined to have a corresponding assertion
g◦ = g¯⊥ u 1. (25)
Thismeans that ◦ is amapping from guards to a subset of the carrier set, the set of assertions. Assertions are similar to guards,
but abort if the predicate does not hold. If the predicate does not hold, then a demon would choose the left hand side of the
demonic choice and the negated guard would skip and the whole program abort (which is what a demon wants). If, on the
other hand, the predicate holds, then a demon would choose the right-hand side, since otherwise the negated guard would
do magic and the demon could then no longer establish abortion. It is easy to show that assertions have the properties
(g1g2)◦ = g◦1g◦2 = g◦1 u g◦2 , g◦g¯◦ = ⊥, g◦ = g◦> u 1 and g◦g◦ = g◦, (26)
and that
g◦ v 1 v g (27)
holds for any assertion and any guard [27]. Note that to be able to define assertions explicitly by a set of axioms, it seems
we would need an angelic-choice operator [24]. That we do not have angelic choice thus means that guards and assertions
are not fully dual.
Assertions corresponding to guards could have been defined implicitly by means of Galois connections: one part of a
Galois connection is uniquely defined by the other and each of the Galois connections
g◦x v y ⇔ x v gy and xg v y ⇔ x v yg◦ (28)
is satisfied by g◦ = g¯⊥ u 1 [27].
3.1. The predicate-transformer model
Consider the function [·] : ℘(Σ)→ (℘(Σ)→ ℘(Σ)) such that when p, q ∈ ℘(Σ)
[p].q = ¬p ∪ q,
where¬ is set complement. These predicate transformers are called guards. There is also a dual, an assertion and it is defined
by
{p}.q = p ∩ q.
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Guards aswell as assertions are conjunctive. Complement ¯ is defined on guards and assertions by [p] = [¬p] and {p} =
{¬p}. It is easy to see that the guards in the predicate-transformer sense satisfy the abstract-algebraic guard axioms. For
example, let [p] be any guard and q ∈ ℘(Σ). Then
([p] u [p]).q = ([p] u [¬p]).q = (¬p ∪ q) ∩ (¬(¬p) ∪ q) = q = skip.q.
The other axioms are verified similarly. This means – by the fact that the guard axioms together with the other axioms of
dRA imply the axioms of Boolean algebra, and the easily-proved facts that guards in the predicate-transformer sense are
conjunctive and closed under u and ; — that
(GrdΣ ,u, ; , ¯, skip,magic)
is a Boolean algebra, where u is meet, ; is join, and ¯ is complement, and GrdΣ is the set of (predicate-transformer) guards
over a state spaceΣ . The derivation
([¬p]; abort u skip).q = (¬(¬p) ∪ ∅) ∩ q = p ∩ q = {p}.q,
where p, q ∈ ℘(Σ), shows that assertions in the predicate-transformer sense are a model for assertions in the abstract-
algebraic sense.
3.2. Basic properties
The following propositions summarise some important properties of guards and assertions. First we repeat a proposition
reported by von Wright [27]. Intuitively, the first part says that total correctness of x with respect to the precondition
denoted by the guard g1 and the postcondition denoted by the guard g2 implies weak correctness (that is, partial correctness
in a total correctness framework) with the same parameters. The second statement says that the two characterisations
of weak correctness are equivalent. In this paper, these properties will serve primarily as technical tools when proving
transformation rules and not for analysing precondition–postcondition properties.
Proposition 3.1. Let x be an element in the carrier set of a dRA and let g1 and g2 be any guards in the same set. Then
> = g1xg¯2 ⇒ g1xg2 = g1x and g1xg2 = g1x⇔ xg2 v g1x (29)
hold.
The following two propositions, like the one above, will be useful for the applications in Section 5. The first one can be read
as a generalisation of the fact that if g¯ does magic, then g skips (note that the refinements on both sides of the implication
can be equivalently replaced by equalities, by> being a greatest element and property (27), respectively). The second one
says the same for assertions.
Proposition 3.2. Let x be an element in the carrier set of a dRA and let g be any guard in the same set. Then
> v g¯x ⇔ gx v x and (30)
g¯◦x v ⊥ ⇔ x v g◦x (31)
hold.
Proof. First,
gx v x
⇒{isotony}
g¯gx v g¯x
⇔{basic guard property (24)}
>x v g¯x
⇔{axiom (8)}
> v g¯x
and second
> v g¯x
⇒{isotony}
> u gx v g¯x u gx
⇔{axioms (2), (3), (10)}
gx v (g¯ u g)x
⇔{basic guard property (24)}
gx v 1x
⇔{axiom (6)}
gx v x.
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This establishes (30). Then, for one direction of (31) calculate
x v g◦x
⇒{isotony}
g¯◦x v g¯◦g◦x
⇔{basic assertion property (26)}
g¯◦x v ⊥x
⇔{⊥ left annihilator (15)}
g¯◦x v ⊥.
For the other direction, first note that the left-hand side is equivalent to
g⊥ u x v ⊥
by (25), (10) and (15). Now assume that this holds. Then
x
v{property (27)}
g¯x
={axiom (3)}
(> u g¯)x
={axiom (8)}
(>⊥ u g¯)x
={basic guard property (24)}
(g¯g⊥ u g¯)x
={axiom (9)}
g¯(g⊥ u 1)x
={axiom (10)}
g¯(g⊥x u x)
={⊥ left annihilator (15)}
g¯(g⊥ u x)
v{assumption and isotony}
g¯⊥.
This proves the claim, since x v g¯⊥ ⇔ x v g¯⊥ u x⇔ x v g◦x. 
The first part of the next proposition is similar to the outer version of the second part of (29) and is in fact by (30) an
alternative total correctness characterisation (itmatches the total correctness condition of (29)when all guards are negated).
The second part states a ‘‘dual’’ for assertions.
Proposition 3.3. Let x be an element in the carrier set of a dRA and let g1 and g2 be any guards in the same set. Then
g2xg1 = xg1 ⇔ g2x v xg1 and (32)
xg◦1 = g◦2 xg◦1 ⇔ xg◦1 v g◦2 x (33)
hold.
Proof. Assume g2xg1 = xg1. Since 1 v g for any guard g , g2x v g2xg1 = xg1. Conversely, assume that g2x v xg1. Then
g2xg1 v xg1g1 = xg1. The other direction follow directly from the fact that 1 v g for any guard g . The case for assertions is
proved in a similar fashion. 
4. Enabledness and termination
In this section we introduce two new operators, the enabledness operator and the termination operator, and investigate
their basic properties. These operators are fundamental in the predicate-transformer approach to program semantics [6],
and since predicate transformers are our inspiring model, the operators are likely to be of fundamental importance also in
the abstract-algebraic framework. The investigation of their theoretical importance in the abstract-algebraic approach is,
however, left for future work; as announced, we in this paper concentrate on their basic properties and light applications.
4.1. Enabledness
Let the enabledness operator  be a unary operator on a dRAwhich maps an element of the carrier set to a guard and that
satisfies the axioms
xx = x, (34)
g v (gx), (35)
(xy) = (xy) and (36)
x⊥ = x⊥. (37)
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We will call a demonic refinement algebra with an enabledness operator a dRAe.
We intend enabledness to bind stronger than the other operators, so for example xx is (x)x. The intuition behind 
is that it maps any program to a guard that skips in those states in which the program is enabled, that is, in those states
from which the program will not terminate miraculously. Axiom (34), for example, says that a program x equals a program
that first checks if x is enabled and then executes x. The enabledness operator allows us to express implicit guards, which is
important when modelling, for example, action systems (cf. Section 5).
The first three axioms of enabledness are essentially the domain axioms of Desharnais,Möller and Struth’s Kleene algebra
with domain (KAD) [10]. This means that many properties proved for the domain operator in Kleene algebra with domain
will also hold for  in our algebra, but not necessarily all due to the lack of right annihilation. Möller has shown what
can be recovered of KAD when the right annihilation axiom and right distributivity (9) are dropped, but right isotony
of ; is retained [21]. However, the strong iteration operator is different from the Kleene star of KAD and we retain right
distributivity, so our framework is not fully symmetric with Möller’s. The fourth axiom is independent of the first three as
shown by Desharnais, Möller and Struth in a related structure [11]. It plays an important rôle in the proof of action-system
decomposition (Section 5).
As shown by Möller [21], the first two axioms of  can be replaced by the equivalence
gx v x⇔ g v x (38)
and, moreover, the properties
(x u y) = x u y and (39)
x v y⇒ x v y (40)
hold. These are proved by reusing and slightly modifying proofs from [10].
4.2. Termination
Let the termination operator τ be a unary operator on a dRAwhich maps an element in the carrier set to an assertion and
that satisfies the following axioms
x = τxx, (41)
τ(g◦x) v g◦, (42)
τ(xτy) = τ(xy) and (43)
τx> = x>. (44)
We will call a demonic refinement algebra with a termination operator a dRAt.
By convention, the termination operator has the same precedence as the enabledness operator. Similar models that were
used for enabledness might be used to show that the fourth axiom cannot be derived from the first three.
The termination operator applied to a program denotes those states fromwhich the program is guaranteed to terminate,
that is, states from which it will not abort. It is important to keep in mind that τx is an assertion (whereas x is a guard).
Axiom (42), for example, says that an assertion that checks if the program g◦xwill terminate is refined by the assertion g◦.
Since the program x might not terminate, it can be argued that an assertion g◦ can do everything that can be done by an
assertion that checks if the program g◦x terminates. In Section 5 we show how the termination operator allows us to model
program inversion and how to express a relation between total and weak correctness.
Axiom (44) can be shown to be equivalent – without the use of axioms (41)–(43) – to the axiom
τx = x> u 1 (45)
by the derivation
τx>
={assume: (45)}
(x> u 1)>
={axioms (10), (6), (3), (8)}
x>
and the derivation
x> u 1
={assume: (44)}
τx> u 1
={property (26)}
τx.
This does not mean that τ can be defined in terms of the other operators, since in that case one would also have to show
that the right-hand side actually is an assertion. This seems impossible without the introduction of a negation operator [24],
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and so axiom (45) is truly an axiom already assuming that τ is a mapping from the carrier set to the set of assertions. It can
be shown – using ‘‘dual’’ reasoning to that of Solin [24] – that axioms (41)–(43) follow from axiom (45), so for τ we actually
only need one axiom: (45) or, equivalently, (44). A ‘‘dual’’ result for enabledness to the equivalence of axioms (44) and (45) –
involving an angelic-choice operator – was foreshadowed by Solin [24] and later proved by Möller (reported in [11]). In the
present framework a similar move for enabledness is not possible, since we lack angelic choice.
It is easy to establish that
τ(x u y) = τx u τy and (46)
x v y⇒ τx v τy (47)
follow from (45), cf. [24], and the next proposition can be proved similarly to the analogue for enabledness (38).
Proposition 4.1. Let x be any element in the carrier set of a dRA and let g be any guard in the same set. Then
x v g◦x⇔ τx v g◦ (48)
is equivalent to the axioms (41) and (42).
4.3. The predicate-transformer model
In [6] themiracle guard is defined by the predicate
¬
( ⋂
q∈℘(Σ)
S.q
)
and the abortion guard by the predicate⋃
q∈℘(Σ)
S.q.
Note that the concept of guard is now used – in line with the literature – in three different ways: guard in the abstract-
algebraic sense, guard in the predicate-transformer sense and guard as in the predicates of the miracle and abortion guards.
Intuitively, the miracle guard is a predicate that holds in a state σ ∈ Σ when the program S is guaranteed to not perform
a miracle, that is S does not establish every postcondition starting in σ . The abortion guard holds in a state σ ∈ Σ if the
program S will always terminate starting in σ , that is, it will establish some postcondition when starting in σ . When S is
isotone (which it is when conjunctive) the least S.q is S.∅ and the greatest S.Σ , so the miracle guard can be written¬(S.∅)
and the abortion guard S.Σ; this is the way that Nelson defines grd (guard) and hlt (halt), respectively, in [23].
We want the miracle guard and the abortion guard to model the enabledness operator and the termination operator,
respectively. To do this, we lift them to the predicate-transformer level and, if x is interpreted as the conjunctive predicate
transformer S, set x to be [¬S.∅] and τx to be {S.Σ}. It can easily be established that this interpretation is sound for the
axioms of , (34)–(37) and of τ , (41)–(44). For example, the axioms (34) and (42) are verified by
[¬(S.∅)]; S v S
⇔{definitions}
(∀q ∈ ℘(Σ) • [¬(S.∅)].(S.q) ⊆ S.q)
⇔{definitions}
(∀q ∈ ℘(Σ) • S.∅ ∪ S.q ⊆ S.q)
⇔{isotony of S}
(∀q ∈ ℘(Σ) • true)
⇔{logic}
true
and
(∀p ∈ ℘(Σ) • {({p}; S).Σ} v {p})
⇔{definitions}
(∀p, q ∈ ℘(Σ) • {{p}.(S.Σ)}.q ⊆ {p}.q)
⇔{definitions}
(∀p, q ∈ ℘(Σ) • p ∩ S.Σ ∩ q ⊆ p ∩ q)
⇔{set theory}
(∀p, q ∈ ℘(Σ) • true)
⇔{logic}
true,
respectively. The validity of the other axioms can be verified similarly.
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4.4. Some basic properties
In this section we investigate some of the basic properties of , τ and ω . The investigation reveals that some propositions
that can be shown in KAD regarding the domain operator and the Kleene star, for example the induction rule [10], do not
necessarily hold for  and ω in dRA. Note that, in this framework, the operators  and τ are not fully dual, since the guards
and assertions are not fully dual. As mentioned, this is related to the absence of angelic choice. If angelic choice is available,
guards and assertions are fully dual and can be defined in terms of each other and, by that very fact,  and τ are dual (cf. [24]).
Let us give an intuition for two of the statements of the next proposition. The first statement says that a guard is enabled
(will not terminate miraculously) in exactly those states in which the guard-predicate holds. The fourth statement says
that skip always terminates. The other statements can be understood similarly. The proposition also shows that the two
operators have some symmetry with respect to the constants.
Proposition 4.2. Let 1,> and⊥ be the constants in a dRA. Then
g = g, (49)
τg◦ = g◦, (50)
1 = 1, (51)
τ1 = 1, (52)
> = >, (53)
τ⊥ = ⊥, (54)
⊥ = 1 and (55)
τ> = 1 (56)
hold.
Proof. The first two statements, (49)–(50), follow from (7) and (27), and axioms (34)–(35) and (41)–(42), respectively. Parts
(51)–(54) are direct consequences of the first two. The seventh part, (55), is proved by (27) and
⊥
v{properties (14), (40)}
1
={property (51)}
1.
The last part, (56), is proved similarly to the seventh. 
The next proposition nests enabledness and termination and again reveals symmetry. For example, the first one says that
termination-check is always enabled and that enabledness-check will always terminate. In fact, the first statement could be
generalised: any assertion is always enabled and any guard will always terminate.
Proposition 4.3. Let x and y be any elements in a dRA. Then
(τx) = 1 = τ(x), (57)
(xτy) = x and (58)
τ(xy) = τx (59)
hold.
Proof. For the first part, note that 1 v (τx) follows from (27), whereas
(τx) v 1 = 1
follows from (27), isotony (40) and (51). In turn, τ(x) v 1 follows from (27), whereas
1 = τ11 = τ1 v τ(x)
follows from the axioms of τ and (27). The second part follows from
(xτy)
={axiom (36)}
(x(τy))
={axiom (57)}
(x1)
={axiom (7)}
x.
The third part is shown similarly to the second. 
K. Solin, J. von Wright / Science of Computer Programming 74 (2009) 654–668 663
We also have asymmetries, as the following proposition shows.
Proposition 4.4. Let x be an element in a dRA. Then
(x)ω v 1, (60)
(xω) = 1, (61)
(τx)ω = ⊥ and (62)
τ(xω) v 1 (63)
hold.
Proof. The first part follows from (11). The second part holds since (xω) v 1 = 1 by (11), (39), isotony and (51), and
the converse follows from (27). For the third part, first note that one way follows from ⊥ being a least element. The other
direction follows from (27) and isotony by (τx)ω v 1ω = ⊥. The last part follows from (27). To see that the converse does
not hold, take x = 1. 
Similarly to KADwe have unfolding rules.
Proposition 4.5. Let x and y be elements in a dRA. Then
(xωy) = (x(xωy)) u y and (64)
τ(xωy) = τ(xτ(xωy)) u τy (65)
hold.
Proof. The calculation
(xωy)
={axiom (11)}
((xxω u 1)y)
={axiom (10)}
(xxωy u y)
={property (39)}
(xxωy) u y
={axiom (36)}
(x(xωy)) u y
establishes the first part. The second part is proved in a similar fashion. 
We do not, however, have an induction rule analogous to the one of KAD.
Proposition 4.6. Let x be any element and g be any guard in a dRA. Then the implication
g v (xg)⇒ g v (xωg)
does not hold in general. That is, there is an instantiation of x and g such that g v (xg) holds, but g v (xωg) does not.
Proof. Take x = 1 and g = >. Then the antecedent becomes> v > = >, which clearly holds. The consequent becomes
> v (1ω>) = (⊥>) = ⊥ = 1, which clearly does not hold. 
The reason that this does not hold is related to the fact that we cannot prove (19), that is,
xz v yx⇒ xzω v yωx
does not hold in dRA. This is easily seen when trying to prove the implication along the lines of [10]:
g v (xg)
⇔{property (38)}
gxg v xg
⇔{property (32)}
gx v xg
6⇒ {(19)}
gxω v xωg
⇔{property (32)}
gxωg v xωg
⇔{property (38)}
g v (xωg).
But as can be seen from the above (by reading backwards), we do nevertheless have the following result.
Proposition 4.7. Let x be any element and g be any guard in a dRA. Then
gxω v xωg ⇔ g v (xωg) (66)
holds.
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On the other hand, we have an induction rule for τ , which again reveals some asymmetry between  and τ .
Proposition 4.8. Let x be any element and g be any guard in a dRA. Then
τ(xg◦) v g◦ ⇒ τ(xωg◦) v g◦ (67)
holds.
Proof. The derivation
τ(xg◦) v g◦
⇔{property (48)}
xg◦ v g◦xg◦
⇔{property (33)}
xg◦ v g◦x
⇒{property (18)}
xωg◦ v g◦xω
⇔{property (33), (48)}
τ(xωg◦) v g◦
proves the claim. 
4.5. More on termination
Cohen and others have used xω> = > to express the termination of x (remember that our xω> is equivalent to Cohen’s
omega operator applied to x). Intuitively, this says that xω is always guaranteed to end up in some state, so it will not abort.
This notion is equivalent to our notion of termination of xω expressed by τ(xω) = 1 and follows from this more general
equivalence:
τx = 1⇔ x> = >. (68)
The equivalence is proved by the derivation
τx
={axiom (45)}
x> u 1
={assume: x> = >}
> u 1
={axiom (3)}
1
and the derivation
>
={axiom (6)}
1>
v{assume: τx = 1, that is x> u 1 = 1, so 1 v x>}
x>>
={axiom (8)}
x>
in combination with the fact that> is the greatest element. If we would have the weak iteration operator [27,28] available,
then we could show that
τ(xω) = 1⇔ xω = x∗ and τx = 1
holds (by isolation, *-induction, the above property (68) and a couple of other basic properties). That is, xω terminates if the
iteration is finite and x terminates. Although this characterisation might be good for intuition or could serve as a technical
aid, the equivalence shows that the characterisation can, in essence, be expressed solely via ω and so forms yet another
argument for leaving out weak iteration from the framework.
It is also easy to see that
τx = ⊥ ⇔ x = ⊥.
This follows from the fact that, assuming τx = ⊥, we have
x = ⊥
⇔{property (15)}
x = ⊥x
⇔{assumption}
x = τxx
⇔{axiom (41)}
true
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and that, assuming x = ⊥,
τx = ⊥
⇔{axiom (45)}
x> u 1 = ⊥
⇔{assumption}
⊥> u 1 = ⊥
⇔{properties (15), (14)}
true
holds.
5. The algebra in action
We show how different relations between programs can be expressed in the algebra. We also demonstrate the algebra’s
applicability by using it for proving two transformation rules for action systems.
5.1. Expressing relations between programs
The enabledness and termination operators can be used to express properties between programs; we here list some
examples. First note that x is a guard that skips in those states where x is disabled.
Excludes, enables, disables. A program x excludes a program y if whenever x is enabled y is not. This can be formalised by
saying that x is equal to first executing a guard that checks that y is disabled and then executing x, algebraically: x = yx. A
program x enables y if y is enabled after having executed x, algebraically: x = xy. Similarly as above x disables y if x = xy.
Using the algebra, we can prove that exclusion is commutative, i.e., x excludes y if and only if y excludes x:
x = yx
⇔{property (38)}
y v x
⇔{guards form a Boolean algebra}
x v y
⇔{property (38)}
y = xy.
We can also express that termination of x requires termination or enabledness of y, x = τyx and x = yx, respectively.
Program inversion. A program x′ inverts a program x when execution of the sequence xx′ results in the final state being
the same as the initial state [14,8]. Using the termination operator, program inversion can be defined as
x′ inverts x⇔ τx v xx′.
Intuitively, this says that the assertion that skips in those states from which x terminates and aborts in all other states can
be replaced by the program xx′: if x terminates and x′ inverts x then xx′ skips, otherwise (that is, x does not terminate) xx′
aborts. In [27] vonWright used the the right-hand side of (45) for proving a number of program inversion rules, but without
explicitly relating it to termination.
Correctness. Total correctness and weak correctness (‘‘partial correctness in a total correctness framework’’) were
characterised abstract-algebraically by von Wright [27,28]. Total correctness is characterised by
g1xg¯2 = >
for any program x and any precondition–postcondition expressed by the guards g1 and g2, respectively. Using the
enabledness operator, total correctness can be expressed by
g¯1 v (xg¯2),
since by (38) and (30) this is equivalent to the total correctness condition.
Total correctness says that a program is correct with respect to a precondition–postcondition pair and that the program
terminates (from the states denoted by the precondition). Weak correctness says that a program is correct with respect
to a precondition–postcondition pair if the program terminates. This suggests that total correctness can be expressed as a
weak-correctness assertion and the extra assumption that the program terminates. Indeed, this can be proved in our algebra
using the termination operator and von Wright’s characterisation of weak correctness. Weak correctness of a program x
with respect to a precondition expressed by the guard g1 and a postcondition expressed by a guard g2 is characterised by
xg2 v g1x, and for the termination of x under the precondition expressed by a guard g we use the termination operator and
state τ(gx) = 1. We can then show that total correctness is equivalent to weak correctness plus the assumption that the
program under consideration is terminating (this is the pairing condition of Nelson [23]):
g1xg¯2 = > ⇔ xg2 v g1x and τ(g1x) = 1.
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Assuming the weak-correctness and the termination assertions, the total correctness assertion can be showed to hold by
the derivation
> = g1xg¯2
⇔{axiom (3)}
> v g1xg¯2
⇔{assumption, property (29)}
> v g1xg2g¯2
⇔{basic guard property (24)}
> v g1x>
⇔{axiom (8)}
> v g1x>>
⇐{isotony}
1 v g1x>
⇔{(45) and assumption}
true.
Assuming total correctness, weak correctness follows from
g1x
={basic guard property (24) and axiom (10)}
g1xg2 u g1xg¯2
={assumption}
g1xg2 u >
= {axiom (3)}
g1xg2
and (29). The derivation
1
v{axiom (3)}
>
= {assumption}
g1xg¯2
={weak correctness follows from total correctness and (29)}
g1xg2g¯2
={basic guard property (24)}
g1x>
shows, together with (45), that the termination condition follows from the total correctness assertion.
5.2. Action systems
Action systems comprise a formalism for reasoning about distributed systems [3–5]. An action system, denoted
y; do x0[] . . . []xn od; z,
is an iteration of a demonic choice x0 u · · · u xn between a fixed number of actions, x0, . . . , xn, that terminates when none
of the actions is any longer enabled. The statement y is the initialising action and the statement z is the finalising action.
In the refinement algebra, an action system takes the form
y(x0 u · · · u xn)ωx0 . . . xnz.
The actions are thus iterated – which is expressed with the strong iteration operator, so infinite iteration means abortion –
until none of them is any longer enabled, which is expressed with the enabledness operator.
We begin by showing that action systems have a leapfrog property:
x; do y; x od v do x; y od; x.
We will prove this property in the algebra and at the same time expose a methodology for performing derivations. Action-
system leapfrog takes the form
x(yx)ω(yx) v (xy)ω(xy)x (69)
in the algebra. We can now embark on proving (69) collecting assumptions, which are then, in turn, proved:
x(yx)ω(yx)
={leapfrog (16)}
(xy)ωx(yx)
v{assume: x(yx) v (xy)x}
(xy)ω(xy)x.
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The assumption collected in the second step is shown to hold by the following derivation.
x(yx) v (xy)x
⇐{property (29)}
> v (xy)x(yx)
⇔{property (30)}
(xy)x(yx) v x(yx)
⇔{property (38)}
(xy) v (x(yx))
⇔{axiom (36)}
(xy) v (xyx)
⇔{axiom (36)}
(xy) v (xyx)
⇐{property (27) and isotony}
true.
The same result has been shown in the predicate transformer model by Back and von Wright [7], but our proof is much
cleaner and more simple.
An action system can be decomposed as
do x [] y od = do y od; do x; do y od od
provided that x excludes y. This property does not depend on the initialising and the finalising actions. In the refinement
algebra, action-system decomposition can be encoded as
(x u y)ωx y = yωy(xyωy)ω(xyωy) (70)
and the assumption as x = yx. This result was also proved by Back and von Wright [7], but again the reasoning in the
abstract algebra presented here is slicker and leaner. We calculate
(x u y)ωx y
={decomposition (17)}
yω(xyω)ωx y
={assumption}
yω(yxyω)ωx y
={guards form a Boolean algebra}
yω(yxyω)ωy x
={leapfrog (16)}
yωy(xyωy)ω x
={assume: x = (xyωy)}
yωy(xyωy)ω (xyωy).
The assumption follows from the derivation
(xyωy) = x
⇔{axiom (7)}
(xyωy1) = (x1)
⇔{property (55)}
(xyωy⊥) = (x⊥)
⇔{axiom (36)}
(xyωy⊥) = (x⊥)
⇐{property (40) and isotony of ;}
yωy⊥ = ⊥
⇔{⊥ least element (14)}
yωy⊥ v ⊥
⇐{axiom (13)}
y⊥ u y⊥ v ⊥
⇔{axiom (37)}
y⊥ u y⊥ v ⊥
⇔{axiom (10)}
(y u y)⊥ v ⊥
⇔{basic guard property (24)}
1⊥ v ⊥
⇔{axiom (6)}
true,
which concludes the proof. 
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6. Concluding remarks
We have introduced a demonic refinement algebra restricted to strong iteration and extended it with the enabledness
operator and the termination operator.Wehave investigated basic algebraic properties of the newoperators and also applied
them. The applications showed how reasoning in the abstract algebra is more perspicuous and elegant than earlier model-
theoretic reasoning.
The reduced refinement algebra and its extension deserve further investigation. Since total correctness is what we
are interested in, the restriction of the signature to merely the strong iteration operator is motivated. However, some
propositions concerning ω that were proved in [27] rely on the weak iteration operator (Kleene star) in their proofs. To
what extent these types of propositions can be proved in the reduced algebra should be investigated. More generally, the
completeness of the axiomatisationwith respect to thepredicate transformermodel anddecidability results are to be settled.
Case studies where the new operators are applied to larger problems should also be interesting.
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