Word recall is facilitated when deep (e.g. semantic) processing is applied during encoding. This fact raises the question of the existence of speci®c brain mechanisms supporting different levels of information processing that can modulate incidental memory performance. In this study we obtained spatiotemporal brain activation pro®les, using magnetic source imaging, from 10 adult volunteers as they performed a shallow (phonological) processing task and a deep (semantic) processing task. When phonological analysis of the word stimuli into their constituent phonemes was required, activation was largely restricted to the posterior portion of the left superior temporal gyrus (area 22). Conversely, when access to lexical/semantic representations was required, activation was found predominantly in the left middle temporal gyrus and medial temporal cortex. The differential engagement of each mechanism during word encoding was associated with dramatic changes in subsequent incidental memory performance.
INTRODUCTION
It is widely accepted that different levels of processing during the encoding of verbal information can affect the successful retrieval of that information [1] . More precisely, explicit retrieval is enhanced under conditions of conceptual elaboration (e.g. semantic processing) compared with more shallow elaboration (e.g. phonological processing). This principle has been proposed as a partial yet plausible explanation for the selective memory of certain events occurring in daily life [2] . However, our knowledge regarding the brain mechanisms, or circuits, responsible for this phenomenon is presently incomplete.
A network of brain areas located predominantly in the left frontal and temporal lobes subserves encoding of verbal input. A wealth of evidence from the study of aphasic syndromes [3, 4] , electrocortical stimulation mapping [5, 6] , and functional brain imaging [7, 8] suggests that certain temporal lobe areas, in particular, are indispensable for various aspects of the analysis and retention of linguistic information. For instance, there is evidence that the posterior portion of the left superior temporal gyrus (STGp) is closely involved in the analysis of aural and printed language stimuli into their constituent elements (i.e. phonological analysis). Permanent damage or transient inactivation of this region severely impairs the ability to perceive spoken words as linguistic entities and to read meaningless letter strings [6, 9] . Moreover, the posterior portion of the left middle temporal gyrus (MTGp) has been linked to processes that support lexical/semantic analysis by several independent sources of evidence, including noninvasive functional imaging investigations [10, 11] and lesion studies [12] . Finally, medial temporal lobe (MTL) structures in the left hemisphere, including the hippocampus and the parahippocampal gyrus, play a crucial role in the encoding of verbal information [13, 14] . The differential involvement of the three areas listed above in different levels of information processing has received less attention, but recent studies have raised questions about whether medial and lateral temporal structures are engaged in different levels of processing and have different effects on retrieval [15±17].
The present study had two goals. First, we sought to con®rm claims regarding the presence of anatomically dissociable mechanisms in the left temporal lobe, one primarily involved in phonological processing, and the other primarily involved in lexical/semantic processing. Second, we sought to examine the impact of the engagement of each mechanism on the retention of verbal information. In order to ful®ll the ®rst goal, we obtained brain activation pro®les in the context of two tasks: one involving primarily phonological analysis of spoken words, and a second task that required, in addition to the initial phonological analysis necessary for word recognition, semantic processing of spoken word stimuli. It was expected that words presented during the phonological task would be processed at a more super®cial level than words presented during the semantic task. In order to accomplish the second goal of the study, we tested the ability of each participant to retrieve items that were presented during each of the two tasks in an incidental free recall task. We predicted that more words would be recalled after deep (semantic) processing than alter shallow (phonological) processing.
Brain activation pro®les were obtained using magnetic source imaging (MSI), a relatively new functional brain imaging technique that provides information regarding the relative timing and degree of regional brain activation on an individual basis [18, 19] .
Ten healthy volunteers performed two auditory tasks, one involving semantic and the other phonological processing of words. Immediately after the MSI recordings, subjects underwent an incidental free recall memory test for all the words that had been presented during the two tasks. Measurements of evoked magnetic¯ux were obtained from the head surface at 4 ms intervals starting at the onset of the word stimuli and extending for up to 1 s post-stimulus onset. Activity sources that re¯ect synchronous neurophysiological activity within a large population of neurons, and that account for the recorded patterns of magnetic¯ux, were computed using standard analysis procedures. The accuracy of these procedures has been validated in the context of clinical studies against invasive brain mapping techniques [6, 19] . This approach provides a detailed pro®le of the temporal course of regional activation associated with the engagement of neurophysiological operations that become engaged during the processing of the word stimuli.
SUBJECTS AND METHODS
Ten neurologically intact right-handed adults (six males and four females, 25±45 years old) with no history of hearing problems were tested. All subjects were native speakers of English and gave informed consent to participate in the study.
The MSI scans were obtained during two auditory target detection tasks (semantic and phonological). A set of 100 relatively high frequency concrete words served as stimuli. The spoken words were produced by a native speaker of English with a¯at intonation (duration 300±700 ms; mean 450 ms), digitized with a sampling rate of 22 000 Hz and 16-bit resolution. Stimuli were arranged in two lists (A and B) of 50 words each that were presented twice in alternating order (A,B,A,B or B,A,B,A, since the presentation was counterbalanced across subjects). Mean (AE s.d.) frequency of occurrence [20] was 41 AE 9.15/million for the words in list A and 35 AE 7.94/million for the words in list B ( p . 0.05). List A was used for the semantic task and contained an equal proportion of words corresponding to living things (targets during the ®rst presentation of the list) and non-living things (targets during the second presentation of the list). List B was used for the phonological decision task and contained an equal proportion of words that contained the sound`n' (targets during the ®rst presentation of the list) and words that did not contain the sound`n' (targets during the second presentation of the list). The subjects were asked to lift their index ®nger whenever they detected a target word. The responding hand was counterbalanced across subjects. All the subjects performed both tasks without dif®culty as indicated by > 95% proportion of correct responses in all cases. Following the MSI scan, an unannounced (incidental) free recall tasks given to all subjects, in which they were asked to write down, in < 5 min, all the words presented during the MSI recording phase that they could remember. Individual performances (words recalled from the semantic decision list and from the phonological decision list) are shown in Fig. 1d .
MSI scans were obtained with a whole-head, 148-channel neuromagnetometer array (4-D Neuroimaging, Magnes WH-2500) housed in a magnetically shielded chamber. The magnetic¯ux measurements were ®ltered with a bandpass ®lter between 0.1 and 20 Hz and digitized at 250 Hz. The single-trial evoked magnetic ®eld (EFs) segments in response to 50±70 stimulus presentations were averaged separately for each sensor and each task excluding those containing eye movements or other myogenic or mechanical artifacts. To identify the intracranial origin of the EFs, the magnetic ®eld distribution that was recorded simultaneously over the entire head surface at successive 4-ms intervals was analyzed. The analysis consisted of the application of a mathematical model which considered the intracranial activity sources (sets of active cells) as equivalent to physical current dipoles and was intended to provide estimates of the location and strength of these sources, the activity of which produced the recorded magnetic ®elds at that point in time. The anatomical location of activity sources was determined after co-registering MSI coordinates onto structural MRI scans (T1-weighted with TR 13.6 ms, TE 4.8 ms, recording matrix 256 3 256 pixels, 1 excitation, 240 mm ®eld of view and 1.4 mm slice thickness). This was achieved by marking the same MSI ®ducial points with vitamin pills during the MRI scans. For each subject, MSI activity maps were visually inspected on each corresponding MRI slice and a standard MRI atlas of the human brain [21] served as a reference for the identi®cation of the cerebral structures where sources were localized. Activity sources were found, consistently across subjects, in the superior temporal gyrus (STG), middle temporal gyrus (MTG) and medial temporal lobe (MTL, including the hippocampus and parahippocampal gyrus). The number of reliably localized activity sources in each of these areas in each hemisphere served as the dependent measure in the statistical analyses. This measure has been found to be a reliable and valid index of the degree of regional cerebral activation, which is speci®c to various language operations in several studies involving neurologically intact volunteers and patients [6, 10, 18, 19] . Activation in other areas (mainly in the left prefrontal and left parietal area) was also found in some, but not all subjects. To test our hypotheses, a 2 (task: semantic, phonological) by 2 (hemisphere: left, right) by 3 (area: STG, MTG, MTL) withinsubject ANOVA was conducted on the number of intracranial sources. Signi®cant three-way interactions were further examined by two-way ANOVAs and signi®cant two-way interaction effects were followed up by planned In all cases, left STG activation during the phonological task was greater than during the semantic task, whereas left MTG and MTL activation shows the opposite pattern, of increased activity during the semantic over phonological task. In the subsequent incidental memory test, all the subjects recalled more words following semantic processing than after phonological processing. Words correctly recalled comparisons using the Bonferroni method to maintain family-wise error to the nominal level of 0.05.
RESULTS
The initial ANOVA yielded a signi®cant three-way interaction as predicted (F(2,18) 11.09, p , 0.001). Follow-up ANOVAs performed for each hemisphere separately revealed a signi®cant task 3 area interaction within the left hemisphere (F(2,18) 2.99, p , 0.01), but not within the right hemisphere ( p . 0.40). Planned comparisons between the two tasks, within each area and hemisphere separately, showed signi®cantly greater activity during the phonological task compared to the semantic task for the left STG (t(9) 5.98, p , 0.01). In contrast, there was signi®cantly greater activity during the semantic task, compared to the phonological task, in the left MTG (t(9) À2.41, p , 0.05) and in the left MTL (t(9) À5.00, p , 0.01). No signi®cant differences between the tasks were found in any area of the right hemisphere ( p . 0.10). These results indicate that the subjects' engagement in semantic processing involved predominant activation of the left MTG and MTL, whereas activity during engagement in phonological processing was largely restricted within the left STG (Fig. 1) . In addition to information regarding the degree of regional activation, MSI provides relevant data regarding the temporal course of activation associated with the stimuli analysis (Fig. 2) . During both auditory tasks, activity sources within the ®rst 200 ms after stimulus onset were mainly detected in the left STG with minimal contribution of the left MTG and left MTL. This early activation primarily re¯ects engagement of the primary auditory cortex (Brodmann's areas 41 and 42) in agreement with previous studies [22, 23] , and was observed in both hemispheres independent of task. Task-related differences in the anatomical distribution of activity were ®rst noted around 200 ms. In the phonological task, activity was restricted to the left STG, extending for up to $700 ms post-stimulus onset. In contrast, left STG activity during the semantic task declined rapidly during the ®rst 700 ms after stimulus onset, whereas activity in both the left MTG and MTL showed a sharp increase to reach a peak between 300 and 500 ms.
The differences between phonological and semantic processing were not limited to their distinct pro®les of brain activation. When tested after the MSI recording session, subjects recalled a signi®cantly greater number of words that were presented to them during the semantic task (17.7 AE 5.25 words, or 35.4%) than words presented during the phonological task (7.5 AE 2.64, or 15%; t(9) 8.75, p , 0.001). As shown in Fig. 1d , this pattern of performance was observed in all subjects. The number of words recalled during the semantic task correlated strongly with the number of activity sources obtained during this task in the left MTG (r 0.60), and to a lesser extent, with left MTL activation (r 0.26). Conversely, the number of words correctly recalled showed a strong negative correlation with the degree of left STG activation (r À0.77). That is, increased activity in the left MTG and MTL, but decreased activity in the left STG, was associated with a greater probability of recall for words presented during the semantic task. The number of words recalled after the phonologi- Fig. 2 . The temporal evolution of activation in each of the three left temporal lobe areas for the group of 10 participants (s.e. in bars). During the phonological task (upper graph), the initial peck of activity in the left STG (within the ®rst 200 ms after stimulus onset) represents predominantly activity in primary auditory cortex and occurs bilaterally (right hemisphere not shown in the ®gure). Subsequently, a peak in, predominantly left, STG activity is noted around 500 ms. At the same time activity in the left MTG and MTL is very weak without a discernible peak. The pro®le of regional activation is very similar during the semantic task (lower graph), within the ®rst 200 ms post-stimulus onset. In the next 500 ms, STG activity shows a steep decline while activity in the left MTL and MTG increases rapidly to reach a peak at 300 ms and 500 ms after stimulus onset, respectively. cal task did not correlate strongly (r , 0.25) with activity in any area.
DISCUSSION
Our ®ndings provide: critical information for addressing the two main goals of the study. With respect to the ®rst goal, the data support the existence of two anatomically dissociable temporal lobe mechanisms, or circuits, each primarily responsible for different levels of word processing. An example of the anatomical distribution of these mechanisms is presented in the MSI scan from a representative subject shown in Fig. 3 . Initially, within the ®rst 200 ms or so after stimulus onset, neurophysiological processes involved in the analysis of spoken words take place in and around the primary auditory cortex, bilaterally, regardless of the particular task demands. The engagement of one or the other of the two mechanisms, which occurs within the next 500 ms, was controlled by varying the processing demands of the experimental tasks performed on two closely matched word lists. When the task explicitly required analysis of spoken words into their constituent phonemes, activity was found primarily among neuronal populations in the left STG. Sustained neurophysiological activity was particularly prominent in the regions surrounding the primary auditory cortex, which are coextensive with Brodmann's area 22 (auditory association cortex). Conversely, when the experimental task required access to stored lexical/semantic representations, neurophysiological processes engaged the posterior portion of the left MTG and mesial temporal cortex. This double dissociation was clearly evident in every subject and supports the notion that the left STG has a central role in phonological processing, and that the left MTG and MTL are important components of the mechanism that supports lexical/semantic processing. The role of STG in phonological analysis operations is in agreement with data from functional imaging [24, 25] , lesion [9] and electrocortical stimulation data [6] . Moreover, involvement of the MTG in lexical/semantic analysis is suggested by several independent sources of evidence including noninvasive functional imaging investigations [26, 27] and lesion studies [12] . With respect to the role of MTL, the results are consistent with ®ndings from other imaging modalities and support the notion that activation of this area may occur even in tasks that do not pose explicit demands for semantic analysis or even for encoding for subsequent retrieval [28] . It is noteworthy that, although STG must have been involved in the semantic task given that word recognition presupposes phonological processing of the spoken utterances, the degree of activity in this area was clearly determined by the explicit phonological analysis demands imposed by this task. Similarly, although automatic lexical/semantic access very likely occurred in response to the word stimuli in both tasks [26] , the explicit demands for semantic processing imposed by the semantic task were suf®cient to cause a dramatic increase in MTG and MTL activation.
With respect to the second goal of the study, our data clearly suggest that the preferential involvement of each mechanism during word encoding determines the probability of subsequent word retrieval. The mechanism that sustains phonological processing, and engages predominantly the left STG, results in poor recall, whereas the mechanism that sustains semantic processing, and engages predominantly the left MTG and MTL, results in signi®-cantly better recall. This phenomenon was observed in virtually every participant, a ®nding that further supports the neurological validity of the recorded brain activation pro®les.
CONCLUSION
Extending previous neuroimaging studies [15±17] describing the involvement of different temporal lobe regions in different levels of processing, this is the ®rst study that links directly, and on an individual basis, pro®les of brain activity associated with different levels of word processing, with incidental memory capability. These ®ndings provide strong physiological evidence for the role of brain mechanisms that support different levels of linguistic processing in determining the ability to learn and retrieve verbal information. Different levels of processing during word encoding are supported by dissociable brain mechanisms that either facilitate or minimize the incidental recall of these words. Each colored circle indicates the location of an activity source. Note the prominent activation of STG during the phonological task (red circles) accompanied with sparse activity in STG and MTL. In the semantic task (blue circles), the pronounced increase in MTG and MTL activation is clearly evident.
