There are three leading explanations for the recent jobless recoveries: increasing importance of permanent shocks; long expansions creating greater need for restructuring; and structural changes that cause a shift towards adjusting labor inputs more at the intensive margin (hours) rather than the extensive margin (employment). This paper considers these competing explanations using a correlated unobserved components model of aggregate data for output, sales, employment, and hours. The main nding is that there is little empirical support for the rst two hypotheses; however, hours and employment now respond to demand shocks in a way that is more consistent with just-in-time utilization of labor resources.
Introduction
The past three recoveries in the United States have been markedly dierent from most postwar recoveries prior to 1990 where payroll employment returned to its pre-recession level just a few months after the trough in output. The typical recovery from earlier recessions was characterized by fast job creation that quickly oset the job losses resulting from the recession. By contrast, employment growth has been sluggish or negative for months and even years after the NBER-determined trough in the past three recoveries. As of September 2012, the growth in payroll employment in the U.S. is still quite anemic. Because of this slow, delayed employment growth, many economists refer to the past three recoveries as jobless. If there is a common explanation for this sluggish employment growth in recent recoveries, then it might be possible to undertake policies to mitigate the eects of prolonged joblessness.
While there is consensus in the literature regarding the stylized facts and the change in the dynamic behavior of employment, there is no consensus on the cause of jobless recoveries. In the current literature, there are three leading hypotheses: increasing importance of permanent movements relative to cyclical movements; organizational restructuring causing accumulation of ineciencies during expansions and large restructuring during recessions; and innovations in labor demand leading to more exible hiring practices and just-in-time use of labor resources. Supporting the rst hypothesis, Groshen and Potter (2003) argue that most of the slow growth in employment can be attributed to structural changes that are related to permanent shifts across industries. Supporting the second hypothesis, Berger (2011) relates the jobless recoveries to the length of expansions preceding the recessions. During expansions, rms want to ll vacancies quickly and they therefore choose to hire employees that are not perfectly matched, thus causing employment to rise above its trend level, creating a signicant overhang at the end of a long expansion. A jobless recovery is simply a return to the long-run trend level. The third hypothesis on just-in-time use of labor, rst proposed by Schreft and Singh (2003) , relates the changes in the labor market after the 1990s to the switch to just-in-time management of workers. Since rms now have access to more exible labor inputs, it became cheaper to absorb the initial increase in demand during the rst stages of a recovery through overtime hours and exible labor inputs, rather than through increasing full-time employment. In addition, productivity-driven changes, compositional changes in labor supply, and particularly adverse demand shocks during recessions and recoveries are also frequently mentioned as possible explanations for the jobless recoveries.
The main goal of this paper is to examine the extent to which changes in the relationship between employment, output, sales, and hours can explain the change in the behavior of employment. I construct an empirical model that nests the three leading theoretical explanations for jobless recoveries. The model provides strong evidence in favor of switching to just-in-time utilization of labor resources. A large part of the change in the behavior of employment since the mid 1980s can be explained by changes in the adjustment cost of employment relative to hours. Meanwhile, the changes in the behavior of employment and hours per employee do not arise from a change in the persistence of sales or other shocks to output.
A lot of the movements in employment can still be explained by cyclical uctuations. In particular, recessions and the periods immediately following recessions are characterized by movements in output and employment that are driven by large transitory shocks. As discussed in detail below, in contrast with the rst two hypotheses, the lackluster recoveries are not primarily caused by shallow and short recessions; instead, they are caused by a change in how rms respond to demand shocks. Counterfactual analysis also suggests that rms wait for signs of a robust recovery in sales before they hire new employees, and simply increase the number of hours or utilize more exible labor resources in the meantime. This is consistent with the predictions of the just-in-time hypothesis. Results obtained using sectoral data are very similar to the results obtained using aggregate data, and also provide evidence in favor of a switch towards just-in-time management of workers.
The rest of this paper is organized as follows. Section 2 provides some background about the jobless recoveries. It includes stylized facts about the dynamics of real macroeconomic aggregates and labor market variables and the theoretical motivation for the unobserved components model. The empirical model is presented in Section 3. The results obtained using aggregate data are presented in Section 4. The results of the counterfactual analysis and the variance decomposition of employment are also presented in Section 4. In Section 5, I investigate the causes of the changing behavior of employment by comparing the results obtained using aggregate data to the results obtained using disaggregated data, and I perform robustness checks. Section 6 concludes.
Background

Stylized Facts
There is a general consensus in the jobless recovery literature that the changes in the behavior of employment coincided with the start of the Great Moderation. Figure 1 and Table 1 The jobless nature of the past three recoveries is quite clear from the graph.
Following the past three recession, the return to the peak level of employment was slow and sluggish, and employment continued to decline after the NBER trough, as shown by the downward-sloping paths of employment.
1 The two NBER recessions in the early 1980s were treated as a single recession. Treating them as separate recessions does not aect the results signicantly. Table 1 shows that there were changes not just in the behavior of employment, but also in the behavior of output, sales, and hours. These changes in the behavior of both real variables and labor market variables appear to eect the economy over the entire business cycle, and not only during recoveries, as evidenced by the rst two rows of the table. The last 27 years were a period of lower volatility and lower growth rates, both in recoveries and in normal times.
The last two columns of the table illustrate the stark dierences between the pre-jobless recoveries period and the period after the mid 1980s. Recoveries before 1984 were characterized by fast growth in output and sales, a slightly delayed but large growth in employment and hours, and a decline in hours per current employee that was mostly due to the rapid increase in the number of employees.
2 The third and the fourth row of Table 1 show that most of the increase in aggregate hours during the recovery phase in the pre-jobless recoveries period came from increases in payroll employment. By contrast, both aggregate hours and employment declined, but average hours per current employee increased in the past three recoveries. In addition to changes in the behavior of the individual series, there were also changes in the relationship between the se- 
Theoretical Background
As discussed in the introduction, the theoretical literature about jobless recoveries can roughly be divided into three main categories. The rst strand of the literature emphasizes the increasing importance of secular trends relative to cyclical movements in employment. The second strand attributes the jobless recoveries to the long expansions and shallow recessions, creating employment overhangs either at the beginning or at the end of the recessions. The third strand of the literature highlights the fact that labor markets became more exible since the mid 1980s, and relates these changes to a model in which rms use a just-in-time approach when it comes to utilizing labor inputs. Alternative explanations outside the three main strands include productivity driven recoveries, a shift towards self-employment (postulating that a lot of the slow growth in employment following a recession occurs because the ocial employment numbers do not account for self-employment), and joblessness that can be attributed entirely to sluggish recoveries in output.
Theoretical models that focus on the importance of secular movements include the sectoral shift hypothesis and the job polarization hypothesis; both hypotheses focus on the fact that reallocation, either across sectors or across occupations, can create temporary ineciencies leading to slow employment growth. The sectoral shift hypothesis suggests that jobless recoveries occur due to shifts from one industry to another that occur primarily during recessions. Instead, the empirical model used in this paper nests the three competing hypotheses, and the reduced-form parameters can be related to the parameters from the structural models. structural changes and are made with no intention of ever rehiring workers to ll that position again.
The empirical model is given by the following equations
where y t is a measure of real output, s t is a measure of real nal sales, e t is a measure of employment, and h t is a measure of hours per employee. Output and sales have the same stochastic trend
reecting the fact that output and sales are cointegrated, as discussed in detail in Appendix 2. When looking at y and s in levels, the series y − s is equal to change in inventories (by denition). Since the model here uses log levels, the dierence d can be interpreted as a close proxy for the change in inventories. The stochastic trend in employment is the sum of two components: τ t and κ t , where
The cyclical components are assumed to be stationary, and their dynamics can be described by the following equations:
Φ 4 (L)(h t − µ h ) = λ hτ η t + λ hy y + λ hs s + λ he e + h (11) In this framework, rms can respond to output shocks by adjusting inventories, employment, and by adjusting hours. The rst stochastic component, τ t , can be interpreted as the productivity trend that aects long run output and therefore it aects long run employment. The second trend component reects demographic, preference, and exogenous shocks to the labor share that do not aect the cyclical components of output, sales, hours, or employment directly. This specication is motivated by the results of Francis and Ramey (2009) and Kahn and Rich (2009) , who show that low-frequency movements in hours and employment can be explained by two separate factors-productivity and demand shocks and demographic or taste shifts that are not perfectly correlated with productivity shocks. The shock ν can also be interpreted as a preference shift as in Rios-Rull and Santaeulalia-Llopis (2010). These shocks are allowed to be correlated with shocks to the productivity trend, but they do not aect the cyclical components of any of the series directly within a period. Not restricting the correlation between the two trends to be zero allows demographic changes like aging population or changes in the labor force to aect output and productivity in the long run, but they have negligible impact on the cyclical components within a quarter 4 .
Equations (4) and (11) In order to identify the impact coecients, I assume that rms take sales as exogenous within a period, and the only shocks that aect transitory sales are permanent output shocks and transitory sales shocks. This identication scheme is standard in the literature on inventory management, and it also closely mirrors the usual VECM timing assumption that production is set based on expected sales. The transitory component of output is aected by the permanent shocks to output, the transitory sales shock, and an independent structural y shock that can be interpreted as an inventory mistake shock that does not depend on demand. The transitory component of employment is aected by permanent output shocks and by transitory shocks to sales, inventories, and by idiosyncratic employment shocks. Within a period, hours per employee are aected by 4 The non-zero correlation is meant to capture two facts. First, permanent shocks that increase productivity mean that less employees are needed to produce a unit of output. Second, productivity shocks that lead to higher income may lead to preference shifts or to simply enjoying more leisure time, if income is suciently high. Based on these interpretations, one would expect the correlation between the two permanent shocks to be negative. The model does not restrict the correlation to be negative a priori; rather, it is estimated from the data. permanent shocks to output, by transitory sales, inventory, employment shocks, and by their own transitory shocks. The inclusion of inventory shocks is motivated by Galeotti et al. (2005) , who use a theoretical model of employment and hours that integrates inventory and labor decisions both at the intensive and at the extensive margin for the pre-jobless recoveries period. They show that ignoring inventory decisions can lead to distorted inference about the cost of adjusting employment.
The impact coecients λ ij capture the response of the observed variables to the uncorrelated structural shocks. These coecients play two important roles in this framework. They provide a way to orthogonalize the shocks that does not depend on restricting the responses of the cyclical components beyond the exogeneity restrictions implied by equations 8 through 11. The orthogonalization scheme used here nests the orthogonalization scheme used in the VAR models that study the response of hours to technology shocks (see, for example, Gali, 1999, or Rios-Rull et al., 2011), but it allows for the possibility that shocks other than productivity can have non-zero eects in the long run. By using impact coecients I allow the permanent and the transitory movements to be correlated, and allow for slow cyclical adjustment to permanent movements, while keeping the structural shocks uncorrelated. Second, they are directly related to the sensitivity of the transitory components to structural shocks. In particular, the impact coecients on employment and hours per employee can be interpreted as adjustment coecients that measure the sensitivity of employment and hours to permanent and transitory shocks. My approach is somewhat similar in spirit to Gomme's (2005) probit approach, looking at the probability of nding a job and the probability of separation; as well as, Fabergman's (2008) SVAR approach using data on output, job creation, and job destruction, and dening a reallocative and aggregate productivity shock. In both papers, they nd that the Great Moderation coincided with a change in the dynamics of the labor market. In contrast with Gomme's and Fabergman's approach, who each examine only if there is evidence of a change in dynamics in the labor market at the start of the Great Moderation, I formally disentangle the channels implied by the theoretical models, and analyze how much changes in each of the channels contributed to the changes in employment. 4 Empirical Results
Inference and Estimates
The data series used are quarterly U.S. real GDP and real nal sales from BEA, total non-farm payroll employment (converted to quarterly frequency us- The autoregressive coecients φ i1 , φ i2 (and thus the persistence of the cyclical components) are very similar across subsamples for all series. There is no evidence of a signicant change in persistence of the output and sales cycle.
The changes in the behavior of the responses of employment and hours to structural shocks come from the changes in the impact coecients, rather than from changes in persistence.
The estimated volatilities of both the permanent shocks to output, η, and the cyclical components of output and sales, σ s and σ y , are lower for the second subsample, which is not surprising, because the break is chosen to coincide with the start of the Great Moderation. A particularly important result in this framework is not the decline in volatility, but the decline in the ratio of the volatility of the output relative to the volatility of sales. Before the start of the Great Moderation, the median estimate for the ratio of the volatility of the cyclical structural shocks of output to the volatility of the cyclical structural shocks to sales was 1.45. After 1984, the ratio drops to 0.98. Together with the change in the impact coecients on sales, the change in this ratio explains a lot of the observed behavior in employment after 1984, as shown in the next two subsections. The impact coecients for the permanent output shock do not change drastically after the break. It is, however, important to note that the impact coecients for the permanent shock η on employment and hours are negative. The median estimated impact coecient λ eη is -0.14 for the rst subsample and -0.22 for the second subsample, and both of those parameters are signicant. The median estimated impact coecient λ hη is -0.18 for the rst subsample, and -0.25 for the second subsample, and again the credibility intervals for both estimates do not cover zero, even when using conservative 95% credibility intervals. Contrary to predictions from RBC models, permanent shocks to productivity have a transitory negative impact on hours and employment, implying that hours and employment do not adjust to steady-state immediately following a permanent shock. Even though I use dierent measure of hours and productivity, the implied correlations between the shocks η and u h are also close to the parameter estimates obtained by Basistha (2009) The decomposition of the hours per employee series is also consistent with this assumption. Figure 3 shows the decomposed path of hours per employee:
the patterned blue line is the observed path, the red dashed line is uctuations due to permanent shocks, the solid black line is uctuations due to sales shocks, and the patterned green line is uctuations due to other output shocks. A lot of the uctuations do come from responses to the permanent shocks, but the cyclical shocks play a large role during recessions and the periods immediately following the recessions. Here the counterfactual analysis is performed as follows:
As illustrated in
• the pre-GM results were obtained rst
• for a given parameter draw from the MH sampler for the second subsample, the impact coecient of interest was substituted with the mode for the pre-1984 value
• the observed residuals for the draw (obtained using the MH parameter draw) were orthogonalized and fed through the system using the impact coecient from the rst subsample 5 Robustness
Sectoral Results
The results presented in the previous section show that cyclical uctuations still play an important role and they support the switch to just-in-time production at the aggregate level. However, in order to fully distinguish between the competing theories, one would also need to look at disaggregate industry-level data.
The sectoral shift hypothesis states that cyclical uctuations play a declining role in explaining movements in employment, and that if we look at individual sectors, almost all of the movements in employment for the post-break period can be explained by permanent shocks. On the other hand, if jobless recoveries can be explained by organizational restructuring, the changes should be more drastic in industries that have been expanding at fast rates before a recessionary negative shock hits the economy.
In order to test the just-in-time hypothesis at the disaggregate level, I look at the sectors that are emphasized by Groshen and Potter (2003) The nominal data series for output and sales are obtained from BEA-NIPA and converted to real terms using the industry price deators, also from BEA. The employment and hours series were obtained from BLS ered the period 1964q1-2011q2, due to the hours series being available only after 1964. Again, the model was estimated using hundred times the log of all the series.
Manufacturing Sector
The manufacturing sector is particularly interesting because it has been used to show evidence both in favor of the sectoral shift hypothesis (Groshen and Potter, 2003) , and in favor of changing labor demand and moving from adjusting labor on extensive margins to adjusting labor on extensive margins (see, for example, Vine, 2006, and Hetrick, 2000) , which is consistent with switching to just-in-time production. Furthermore, Engemann and Owyang nd that most of the change in cyclicality in employment is due to large changes in the manufacturing sector.
The parameter estimates for the sectoral results are given in Appendix 4.
The results for the manufacturing sector are similar to those obtained aggregate data, and four key results stand out. First, most of the dynamics in both subsamples is driven by permanent shocks and adjustments to permanent shocks, but the relative importance of the permanent shocks has not increased over time. Second, there is a reduction in volatility in all of the cyclical components, and a reduction in the volatility of output relative to the volatility of sales.
Third, the increase in the impact coecients of sales relative to the impact coecients on inventories is similar, but larger than the increases for aggregate data. Fourth, the estimated impact coecient of employment on hours per employee is positive in the rst subsample, but negative in the second subsample.
There is no signicant reduction or increase in the persistence of the cycles. All of these results support the just-in-time hypothesis. This is consistent with the assumption that due to using more exible labor inputs rms can adjust hours much more easily than they can adjust payroll employment, they are able to set output closer to sales, and any cyclical shocks aect hours much more than they aect employment. The results are very similar for when the series is further disaggregated into manufacturing of durables and nondurables.
Rapidly Growing Sectors with Long Expansions
Compared to other industries, employment in the services sector, in particular in the nancial services sector, exhibited very rapid growth after 1984. The average growth rate for the services sector was 0.756% per quarter, and 0.423%
per quarter for the nancial sector, with minimal downward swings during the NBER expansion phase. If the organizational restructuring theory holds, then 10 Using Francis and Ramey's series for disaggregated employment by industry leads to similar results. Since the sectoral data used here is aggregated, most rms that were classied as belonging to these industries under SIC did not change their classication under NAICS.
To ensure that the results are robust, I also estimated the results by rescaling the nominal data to match at the point of conversion, and separately before and after the conversion. This did not aect the results signicantly.
recoveries in this sector should be particularly lagged and drawn out. However, Figure 8 in Appendix 4 illustrates that the dynamics of employment during the past three recoveries was comparable to the dynamics of employment in the manufacturing sector, and to the behavior of aggregate employment. The estimates from the formal econometric model, shown in Tables 10 and 11, conrm this.
11 The impact coecients of non-sales output shocks on hours per employee increase by more than 150% in the second subsample, the impact coecient of other output shocks on employment decreases by 70%, and the impact coe- (1)- (11), but the second subsample is shorter and ends at 2007Q3. The last column of Table 3 gives the estimates and the standard deviations for the key volatility and impact parameters for the shorter subsample, and Tables 7 and 8 The model is similar to the model given by equations (1)- (11), only adjusted to reect the fact that in these sectors, when using data at quarterly frequency, output and sales can be treated as being roughly equal. The details of the model and the state-space representation are given in Appendix 1.
employment mimic those observed during the previous two recoveries.
Alternative Measures of Hours and Stochastic Trend in Hours
The 
When hours per capita are assumed to have a time-varying mean, the mea- 
The state-space representation is identical for each subsample. The variancecovariance matrix Q is equal to E[u t u t ]. For the sake of brevity, the equations that describe each element of Q as a function of the variances of the structural shocks and the impact coecients is omitted, but it is available upon request from the author.
Model and State-Space Representation for Services
Since the services sector does not typically hold physical inventories (at least at the quarterly level), the model is adjusted to reect that output and sales are equal within a quarter. The new model is given by the following equations:
e t = ζ t + c e (19)
where y t is hundred times the logarithm of real GDP, e t is hundred times the logarithm of employment, and h t is the logarithm of aggregate hours per employee. The stochastic trends in employment and output and the permanent shocks have the same interpretation as in the baseline model. The cyclical components are assumed to be stationary, and their dynamics can be described by the following equations:
Φ 4 (L)(h t − µ 3 ) = λ hτ η t + λ hy y + λ he e + h (23) where the impact coecients are also dened as in the baseline model. 
Appendix 2: Cointegration
The gure below illustrates the motivation for modeling output and sales as cointegrated series. Both output and sales are nonstationary, which can be easily conrmed by pre-testing using standard unit root or stationarity tests.
Both the rst dierences and the series are stationary. Indeed, as shown in the The results presented in the text are obtained using a multi-block MetropolisHastings algorithm with a tailored proposal distribution. In order to ensure identication, I restrict the sign of λ yη and λ sη . Assuming that λ yη and λ sη < 0 is fairly innocuous in this context and is in line with previous studies, as discussed below. For convenience, the prior for λ yη and λ sη were truncated normal distributions on (−∞, 0) with mean −0.5 and variance equal to 1, and the prior for λ ys was a truncated normal distribution on (0, ∞) with mean 1 and vari- The priors for the initial values for the stochastic trends were Gaussian distributions that were centered at the initial observations and had variance equal to 10. The MH algorithm was implemented as follows: Services and Financial Services 
