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APPLICATIONS OF AUTOMATA AND GRAPHS:
LABELING-OPERATORS IN HILBERT SPACE I
ILWOO CHO AND PALLE E. T. JORGENSEN
Abstract. We show that certain representations of graphs by operators on
Hilbert space have uses in signal processing and in symbolic dynamics. Our
main result is that graphs built on automata have fractal characteristics. We
make this precise with the use of Representation Theory and of Spectral Theory
of a certain family of Hecke operators. Let G be a directed graph. We begin by
building the graph groupoid G induced by G, and representations of G. Our
main application is to the groupoids defined from automata. By assigning
weights to the edges of a fixed graph G, we give conditions for G to acquire
fractal-like properties, and hence we can have fractaloids or G-fractals. Our
standing assumption on G is that it is locally finite and connected, and our
labeling of G is determined by the “out-degrees of vertices”. From our labeling,
we arrive at a family of Hecke-type operators whose spectrum is computed.
As applications, we are able to build representations by operators on Hilbert
spaces (including the Hecke operators); and we further show that automata
built on a finite alphabet generate fractaloids. Our Hecke-type operators, or
labeling operators, come from an amalgamated free probability construction,
and we compute the corresponding amalgamated free moments. We show that
the free moments are completely determined by certain scalar-valued functions.
A number of recent papers have addressed an intriguing interplay between Dis-
crete Potential Theory on the one hand and Harmonic Analysis / Spectral Theory
on an associated family of fractals on the other, with the Sierpinski gasket serving
as a preferred model.
This is the first of two papers studying representations of graphs by operators in
Hilbert space, and their applications. While graph theory is traditionally considered
part of discrete mathematics, in this paper we show that applications of tools from
automata and operators on Hilbert spaces yield global results for representations
of a class of infinite graphs, as well as spin-off applications. We begin with an
outline of the use of automata, and more generally, of finite state models (FSMs)
in the processing of numbers, or more importantly in sampling and in quantization
of digitized information such as speech signals and digital images. In these models,
the finite input states of a particular FSM might be frequency-bands (for example a
prescribed pair of high-pass and low-pass digital filters), or a choice of subdivision
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filters; where the subdivision refers to data sets with self-similarity; such as is
typically seen in fractals. Hence, these applications make connections to discrete
wavelet algorithms as used in signal and image processing, as well as in science and
engineering. If the input-options for a particular FSM are chosen from a prescribed
system of low-pass and high-pass filters, the resulting discrete model can then be
realized by operators on Hilbert spaces. Similarly, images are digitized into matrix
shapes used in computer programs for compression of images.
In a general operator theoretic setting, this paper introduces the relevant repre-
sentations of the generators of graphs and automata. Hence data from FSMs and
graphs are represented with the use of Hilbert space geometry. Recall that digital
images are typically given by matrices of pixels, and that spectral analysis and ma-
trix operations can be done with operators in Hilbert space. However, the Hilbert
spaces needed in a particular application are typically not immediately apparent
from the particular engineering problem under discussion. This paper focused on
making the link between graphs and automata on the discrete side to Hilbert space
operators and representations on the spectral side.
The potential-theoretic part of the subject may be understood as a mathematical
idealization of electrical networks on infinite graphs G (See [41], [42] and [43]). We
address two issues from Analysis: Find representations (by operators on Hilbert
spaces) of the graph systems G, and identify a class of operators whose spectral
theory captures significant information aboutG.We focus on the graphs themselves,
and our motivation derives in part from work by Strichartz and Kigami (See [44],
[45] and [46]) and others for restricted classes of fractals. The focus there is the
adaptation of a rescaling and energy-renormalization on graphs and an adaptation
to fractal models X ; for example, to Brownian motion on X, or to a version of
differential operators on spaces of functions on X. Here, our focus is on Operator
Theory needed for analysis of graphs and automata (finite-state machines: e.g.,
[52]) such as are used in for example signal processing algorithm, e.g., those based
on a discrete multiresolution (e.g., see [50]).
We begin our paper with an outline of three trends: (i) Hilbert space and Spectral
Analysis on the graphs, (ii) Analysis on associated fractals arising from automata,
and finally (iii) the interplay between (i) and (ii). We futher stress some of the
differences between the two.
The main purpose of this paper is to introduce a new algebraic structures having
certain fractal property. In [10], [11], [13], [14] and [15], we introduced graph
groupoids induced by countable directed graphs. A graph groupoid is a categorial
grouopoid having as a base the set of all vertices of the given graph. We know that
every groupoid having only one base element is a group. So, if G is a finite directed
graph with graph groupoid G, and if the vertex set V (G) ⊂ G consists of only one
element, then the graph groupoid G of this one-vertex-n-loop-edge graph G, for n
= |E(G)| ∈ N, is a group; futhermore, it is group-isomorphic to the free group Fn
with n-generators (See [10] and [11]). Here, E(G) denotes the edge set of G. We
show that the automaton AG = < X, F+(Gˆ), ϕ, ψ >, having its alphabet X = {1,
..., 2n}, generates a fractal group Γ
Group
= Fn. How about the general case where
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the vertex set contains more than one element? This question is the motivation for
our paper. Also, if such generalization is determined suitably, then what are the
properties of the corresponding Hecke-type operator (with respect to the natural
representation of G)? We will provide the answers of these questions in the paper.
We realize that, by giving weights on the edges of a given graph G, which are
determined by the out-degrees of vertices, we can get the corresponding automaton
AG. By observing the properties of AG, we can determine the groupoidal version
of a fractal property, relative to a fractal group. We will say that a graph groupoid
G is a fractaloid, if AG acts “fully” on a
∣∣V (Gˆ)∣∣-copies of regular growing directed
trees. For example, if a directed graph G is a one-flow circulant graph, then the
graph groupoid G is a fractaloid.
Similar to the construction in [10], we can have a right graph von Neumann
algebra MG = C[β(G)]
w
, as a W ∗-subalgebra of the operator algebra B(HG), con-
sisting of all bounded linear operators on HG, whereHG is a generalized Fock space,
called the graph Hilbert space induced by G. We are interested in the case where
G is a fractaloid. Then, similar to the classical case, we can define the Hecke-type
operator τ ∈ MG. Instead of considering the pure operator-theoretical data of τ , we
will observe the amalgamated free distributional data of τ . Since τ is self-adjoint,
the amalgamated free moments of it contains the operator-valued spectral measure
theoretical information. This means that the free moments of τ will contain the
operator-theoretical data of τ . Consequently, in Section 5, we can see that the free
moments of τ is totally depending on the scalar-values, recursively, whenever G is
a fractaloid.
From the theory of algebras of operators on Hilbert space, we will need von
Neumann algebra constructions (e.g., [59]), free probability, in particular, amalga-
mated free products (e.g., [5] and [21]), groupoids and groupoid actions (e.g., [17]
and [58]), and Hecke operators (e.g., [25]). In technical discussions, we will use
“von Neumann algebras” and “W ∗-algebras” synonynously. If H is a given Hilbert
space, the algebra of all bounded operators on H is denoted by B(H). From Graph
Theory, we use such notations as “sets of vertices”, “sets of edges”, “loops” and
“degrees”, etc. If G is a given directed graph, we introduce a “shadow” construc-
tion from a reversal of edges, denoted by G−1; see details below. From symbolic
dynamics, we shall use fundamentals of “automata”, as well as free constructions,
such as the free group with multi-generators. Hence, our next section will contain
a number of definitions that will needed later.
Since our paper is interdisciplinary and directed at several audiences, we have
included details from one area of mathematics which might not be familiar to
readers from another.
To get to our main theorems, a number of technical terms must be introduced.
We have collected them in Section 2 after Introduction. The essential ones are:
graphs, groupoids, and automata. In Section 2.2, we explain the interplay between
automata and the graphs, and we introduce “canonical weighted graphs”, “shad-
owed graphs”, “fractaloids”, and “labeling operators”. The first of the results on
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automata are in Section 3.3. From Section 2.3 to Section 2.5, we review facts from
Free Probability and von Neumann algebras we will need. Section 5.5 introduces
labeling operators, and in Corollary 5.2, we show that these operators are generated
by edges of shadowed graphs.
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Our main results are Theorems 4.2, 4.4, and Corollary 4.5, 5.5, 5.11, 5.14, 5.15.
A number of examples and applications are computed at the end of Section 5.
Theorem 4.2 shows that the pair consisting a weighted graph and a labeled graph
groupoid induce a tree (graph), and we display its properties. Futher, we give a
necessary and sufficient condition for this to be a fractaloid. In Theorem 4.4 and
Corollary 4.5, we show that the automata actions coming from fractaloids act fully
on a certain tree. Moreover, they are identified in terms of roots and out-degrees.
Theorem 5.7 derives the essential properties of the labeling operators. In Section
5.4, for a fixed graph G, we compute the amalgamated free moments of the labeling
operator TG; see Corollaries 5.9, 5.11 5.14, and Theorem 5.13.
A graph is a set of objects called vertices (or points or nodes) connected by links
called edges (or lines). In a directed graph, the two directions are counted as being
distinct directed edges (or arcs). A graph is depicted in a diagrammatic form as a
set of dots (for vertices), jointed by curves (for edges). Similarly, a directed graph is
depicted in a diagrammatic form as a set of dots jointed by arrowed curves, where
the arrows point the direction of the directed edges.
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Throughout this paper, every graph is a locally finite countably directed graph.
Recall that we say that a countably directed graph G is locally finite if each vertex
of G has only finitely many incident edges. Equivalently, the degree of v is finitely
determined. Also, recall that the degree deg(v) of a vertex v is defined to be the
sum of the out-degree degout(v) and the in-degree degin(v), where
degout(v)
def
= |{e ∈ E(G) : e has its initial vertex v}|
and
degin(v)
def
= |{e ∈ E(G) : e has its terminal vertex v}| .
Let Gˆ be the shadowed graph of G, in the sense of [10]. Then we can consider
the degree of each vertex of Gˆ, too, since Gˆ is also a locally finite countable
directed graph. Assume that
N = max {degout(v) : v ∈ V (G
ˆ) = V (G)}.
Then we can define the labeling set X = {1, 2, ..., N}. We assign the weights
{1, ..., N} to all elements in the edge set E(Gˆ) of the shadowed graph Gˆ of G.
(This weighting provides the weights of all elements in G, which are the sequences
contained in X∞0 , where X0 = {0} ∪ X.) We will call this process placing the
weights onto all elements of G, the labeling process. This labeling process lets us
construct the automaton AG = < X0, G, ϕ, ψ > induced by the graph groupoid
G. If the automaton AG satisfies certain fractal property; we will call the graph
groupoid G a fractaloid. Clearly, the word “fractaloid” hints at “fractal (graph)
groupoid”.
As in [10] and [11], we will fix a representation (HG, β) of a graph groupoid G,
where HG is the graph Hilbert space and β is a certain groupoid action of G. Let
X = {x1, x2, ..., xN} be the labeling set. Then we can define the operator τ j ∈
B(HG) by
τ j(ξw) = ξw ξe = ξw e, for all ξw ∈ BHG ,
for each j ∈ X, where BHG is the Hilbert basis of HG, whenever an edge e has
its weight xj , and w e 6= ∅ in G. Then we can have the operator τ ∈ B(HG) defined
by
τ =
∑N
j=1 τ j .
This Hecke-type operator on HG is said to be the labeling operator of G on HG.
We will consider the free distributional data of this operator τ on HG. If G is a
fractaloid, then τ is self-adjoint. So, the free moments of it contain the spectral
theoretical properties of τ . In particular, we can show that the amalgamated free
moments (E (τn))
∞
n=1 of τ are determined by the cardinalities (ηn)
∞
n=1 of certain
sets
∑(N)
n , determined recursively for n ∈ N. i.e., we can get that
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E(τn) = ηn · 1DG , for all n ∈ N.
We provide the complete computation of (ηn)
∞
n=1.
1. Introduction
Recently, countable directed graphs have been studied in Pure and Applied
Mathematics, because not only are they important noncommutative structures but
they help us visualize such structures. Futhermore, the visualization has nice matri-
cial expressions, (sometimes, the operator-valued matricial expressions dependent
on) adjacency matrices or incidence matrices of the given graph. In particular, the
partial isometries in an operator algebra can be expressed and visualized by directed
graphs. The main purpose of this paper is to introduce algebraic and operator-
algebraic structures induced by countable directed graphs. For convenience, as we
mentioned at the beginning of this paper, we will restrict our interests to the case
where the countable directed graphs are locally finite. In [10] and [11], starting with
a countable directed graph, we assign certain algebraic elements gotten from the
admissibility, and then we assign partial isometries to those elements. From these
operators, we generated a von Neumann algebra and we then considered free prob-
abilistic properties of them (See [10]). In conclusion, we found the nice (free) block
structures of such von Neumann algebras and this provides the full characterization
of the von Neumann algebras (See [11]).
For a given countable directed graph G, we can define the shadow G−1 of G,
which is the oppositely directed graph of G. Then we can define the shadowed graph
Gˆ = G ∪ G−1 of G as a directed graph with its vertex set V (Gˆ) = V (G) = V (G−1)
and its edge set E(Gˆ) = E(G) ∪ E(G−1). Construct the free semigroupoid F+(Gˆ)
of the shadowed graph Gˆ, as a collection of all vertices and finite paths of Gˆ with
its binary operation called the admissibility, where the admissibility is nothing but
the direction-depending connectedness of elements in F+(Gˆ). Notice that all finite
paths in F+(Gˆ) are the words in V (Gˆ) ∪ E(Gˆ). By defining the reduction (RR)
on F+(Gˆ), we can construct the graph groupoid G. i.e., the graph groupoid G is
a set of all “reduced” words in E(Gˆ), with the inherited admissibility on F+(Gˆ).
In fact, this graph groupoid G is a categorial groupoid with its base V (Gˆ).
Let G be a countable directed graph and let G be the corresponding graph
groupoid of G. Then it is a categorial groupoid (See Section 2.1). It is well-known
that every groupoid, having only one base element, is a group. So, we can say
that a graph groupoid G containing only one vertex is a group. We can naturally
expect that such graph groupoid G is induced by the one-vertex-multi-loop-edge
graph. As we observed in [10] and [11], such a graph groupoid is indeed a group,
group-isomorphic to the free group Fn with n-generators, where n is the cardinality
of loop-edges of G. Notice that the free group Fn acts fully on the (2n)-regular tree
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T2n, via the automata action of the corresponding automaton < X2n, Fn, ϕ, ψ >,
where Xn = {1, ..., 2n} and ϕ and ψ are suitable maps defined on X2n × Fn.
Moreover, the elements of Fn acting on T2n generate a fractal group. We will
generalize such fractal properties to the case where we have arbitrary groupoids.
For an arbitrary fixed von Neumann algebra M in an operator algebra B(K)
of all bounded linear operators on a Hilbert space K, we define a crossed product
algebra MG = M ×β G of M and G via a graph-representation β : G → B(K ⊗
HG), where HG is the Hilbert space with its Hilbert basis {ξw : w ∈ FPr(G
ˆ)},
where
FPr(G
ˆ)
def
= G \
(
V (Gˆ) ∪ {∅}
)
.
A graph-representation β is a nonunital intertwined partial representation or a
groupoid action, determining the bounded operators βw on K ⊗ HG satisfying that
βw (m) Rw R
∗
w = R
∗
w m Rw,
and
βv(m) = m,
for all m ∈ M , w ∈ FPr(Gˆ) and v ∈ V (Gˆ), where Rw are the right multipli-
cation operators on HG with their symbols ξw, for all w ∈ G. The adjoint R
∗
w of
Rw are defined to be Rw−1 , for all w ∈ G.
Definition 1.1. The crossed product algebra MG = M ×β G is the von Neumann
algebra generated by M and {Rw : w ∈ G}, satisfying the above β-relations. We
call MG a right graph von Neumann algebra induced by G over M . A right graph
von Neumann algebra MG has its canonical W ∗-subalgebra DG
def
= ⊕
v∈V (Gˆ)
(M ·
Rv), called the M -diagonal subalgebra of MG.
Recall that, in [10], we observed the (left) multiplication operators Lw’s, for all
w ∈ G, instead of using right multiplication operators Rw’s. Similar to [10], we
construct an amalgamated W ∗-probability space (MG, E) over DG, where E : MG
→ DG is the canonical conditional expectation. Under this setting, we realized that
MG is ∗-isomorphic to a DG-valued reduced free product ∗rDG
e∈E(G)
Me of the DG-free
blocks Me indexed by directed edges e ∈ E(G), where
Me
def
= vN (M ×β Ge, DG) , for all e ∈ E(G).
Here, Ge is a substructure (or a subgroupoid) of G, consisting of all reduced
words in {e, e−1}, with the inherited admissibility on G, for all e ∈ E(G). Notice
that the reduction of the free product “∗r
DG
” is completely dependent upon the
admissibility on the graph groupoid G.
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In [11], we characterized DG-free blocks of graph von Neumann algebras. Sim-
ilar to [11], we can characterize the DG-free blocks Me’s of our right graph von
Neumann algebra MG. Because of the setting, in fact, the results are almost same.
Especially, we show that each DG-free block Me of MG is ∗-isomorphic to a certain
von Neumann algebra contained in either Mβlp or M
β
non−lp, where
Mβlp = {vN(M ×λe Z, DG) : λe = β |Se , e is a loop edge}
and
Mβnon−lp = {vN(M
βe
2 (M), DG) : e is a non-loop edge},
where M ×λ(e) Z is a classical group crossed products of M and the infinite
cyclic abelian group Z via a group action λ(e) satisfying that λ(e) = β |Ge , and
where M
βe
2 (M) is a W
∗-subalgebra of M2(M) = M ⊗C M2(C) satisfying the βe-
relation: βe(m) Re R
∗
e = R
∗
e m Re, for all m ∈ M and for e ∈ E(G), where M2(C)
is the matricial algebra generated by all (2 × 2)-matrices. In particular, if M = C,
we can conclude that each DG-free blockMe ofMG is ∗-isomorphic to either L∞(T)
or M2(C), where T is the unit circle in C, for all e ∈ E(G). This characterization
says that the study of right graph von Neumann algebras is the investigation of
graph groupoids and the above two types of von Neumann algebras.
In this paper, we only consider the case where the fixed von Neumann algebraM
is C. Then the right graph von Neumann algebrasMG = C×β G are all ∗-isomorphic
to MG = C[G]
w
, as W ∗-subalgebras of B(HG), for all graph-representations β, by
the linearity of β on C. We will say that the von Neumann algebraMG is the right
graph von Neumann algebra of G.
We will consider the labeling operator τ of G, which is an analogue of classical
Hecke-type operators (of groups). As an element of the right graph von Neumann
algebra MG, we can verify that τ has its decomposition τ = ⊕Nj=1 τ j, where
N
def
= max{degout(v) : v ∈ V (G
ˆ)}
and
τ j (ξw)
def
=

ξw ξe = ξw e
if w e 6= ∅ and
e has its weight j
ξw ξ∅ = ξ∅ = 0
if there is no edge e such that
e has its weight j and w e 6= ∅.
The study of the labeling operator τ , itself, is interesting in Operator Theory
and Quantum Physics, but we will concentrate on observing its free probabilistic
data, where G is a fractaloid. Consequently, we can show that, if a graph groupoid
G of a locally finite directed graph G is a fractaloid, then τ is self-adjoint and hence
the free moments of τ contain the Spectral Theoretical data of τ . Moreover, we can
show that the free moments of τ are totally depending on certain scalar-values.
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2. Preliminaries
In this Section, we introduce the definitions and concepts which we will use
in this paper. We will review groupoids, groupoid actions, automata and fractal
groups. Also, we introduce and discuss right graph von Neumann algebras.
2.1. Groupoids and Groupoid Actions.
While (categorial) groupoids and their actions are used in many areas of mathe-
matics (e.g., [17], [27], [34], and [58]), here we use them in connections with graphs
and representations, and we open with the necessary definitions.
We say an algebraic structure (X , Y, s, r) is a (categorial) groupoid if it satisfies
that (i) Y ⊂ X , (ii) for all x1, x2 ∈ X , there exists a partially-defined binary
operation (x1, x2) 7→ x1 x2, for all x1, x2 ∈ X , depending on the source map s and
the range map r satisfying that:
(ii-1) x1 x2 is well-determined, whenever r(x1) = s(x2) and in this case, s(x1
x2) = s(x1) and r(x1 x2) = r(x2), for x1, x2 ∈ X ,
(ii-2) (x1 x2) x3 = x1 (x2 x3), if they are well-determined in the sense of (ii-1),
for x1, x2, x3 ∈ X ,
(ii-3) if x ∈ X , then there exist y, y′ ∈ Y such that s(x) = y and r(x) = y′,
satisfying x = y x y′ (Here, the elements y and y′ are not necessarily distinct),
(ii-4) if x ∈ X , then there exists a unique element x−1 for x satisfying x x−1 =
s(x) and x−1 x = r(x).
Thus, every group is a groupoid (X , Y, s, r) with |Y| = 1 (and hence s = r on
X ). This subset Y of X is said to be the base of X . Remark that we can naturally
assume that there exists the empty element ∅ in a groupoid X . The empty element
∅ means the products x1 x2 are not well-defined, for some x1, x2 ∈ X . Notice that
if |Y| = 1 (equivalently, if X is a group), then the empty word ∅ is not contained
in the groupoid X . However, in general, whenever |Y| ≥ 2, a groupoid X always
contain the empty word. So, if there is no confusion, we will naturally assume that
the empty element ∅ is contained in X .
It is easily checked that our graph groupoid G of a finite directed graph G is
indeed a groupoid with its base V (Gˆ). i.e., every graph groupoid G of a countable
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directed graph G is a groupoid (G, V (Gˆ), s, r), where s(w) = s(v w) = v and
r(w) = r(w v′) = v′, for all w = v w v′ ∈ G with v, v′ ∈ V (Gˆ). i.e., the vertex set
V (Gˆ) = V (G) is a base of G.
Let Xk = (Xk, Yk, sk, rk) be groupoids, for k = 1, 2. We say that a map f : X1
→ X2 is a groupoid morphism if (i) f is a function, (ii) f(Y1) ⊆ Y2, (iii) s2 (f(x)) =
f (s1(x)) in X2, for all x ∈ X1, and (iv) r2 (f(x)) = f (r1(x)) in X2, for all x ∈ X1. If
a groupoid morphism f is bijective, then we say that f is a groupoid-isomorphism,
and the groupoids X1 and X2 are said to be groupoid-isomorphic.
Notice that, if two countable directed graphs G1 and G2 are graph-isomorphic,
via a graph-isomorphism g : G1 → G2, in the sense that (i) g is bijective from
V (G1) onto V (G2), (ii) g is bijective from E(G1) onto E(G2), (iii) g(e) = g(v1 e
v2) = g(v1) g(e) g(v2) in E(G2), for all e = v1 e v2 ∈ E(G1), with v1, v2 ∈ V (G1),
then the graph groupoids G1 and G2 are groupoid-isomorphic. More generally, if
G1 and G2 have graph-isomorphic shadowed graphs G
ˆ
1 and G
ˆ
2, then G1 and G2
are groupoid-isomorphic.
Proposition 2.1. Let G1 and G2 be countable directed graph with their graph
groupoids G1 and G2, respectively. If the shadowed graphs Gˆ1 and G
ˆ
2 are graph-
isomorphic, then G1 and G2 are groupoid-isomorphic.
Proof. Suppose Gˆ1 and G
ˆ
2 are graph-isomorphic, via a graph-isomorphism g : G
ˆ
1
→ Gˆ2. Then we can define the morphism ϕ : G1 → G2, defined by
ϕ(w)
def
=

g(w) if w ∈ V (Gˆ1) ∪ E(G
ˆ
1)
g(e1)...g(en)
if w = e1...en ∈ FPr(Gˆ),
with e1, ..., en ∈ E(Gˆ), for n > 1
∅2 if w = ∅1,
where ∅1 and ∅2 are the empty word in G1 and G2, respectively. We can easily
check that ϕ is a groupoid-isomorphism, preserving the admissibility on G1 to that
on G2.
Let X = (X , Y, s, r) be a groupoid. We say that this groupoid X acts on a set Y
if there exists a groupoid action pi of X such that pi(x) : Y → Y is a well-determined
function, for all x ∈ X . Sometimes, we call the set Y, a X -set. We are interested
in the case where a X -set Y is a Hilbert space. The nicest example of a groupoid
action acting on a Hilbert space is a graph-representation defined and observed in
[10].
Definition 2.1. Let X1 ⊂ X2 be a subset, where X2 = (X2, Y2, s, r) is a groupoid,
and assume that X1 = (X1, Y1, s, r), itself, is a groupoid, where Y1 = X2 ∩ Y2.
Then we say that the groupoid X1 is a subgroupoid of X2.
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Recall that we say that a countable directed graph G1 is a full-subgraph of a
countable directed graph G2, if
E(G1) ⊆ E(G2)
and
V (G1) = {v ∈ V (G1) : e = v e or e = e v, ∀ e ∈ E(G1)}.
Remark the difference between full-subgraphs and subgraphs: We say that G′1
is a subgraph of G2, if
V (G′1) ⊆ V (G2)
and
E(G′1) = {e ∈ E(G2) : e = v1 e v2, for v1, v2 ∈ V (G
′
1)}.
We can see that the graph groupoid G1 of G1 is a subgroupoid of the graph
groupoid G2 of G2, whenever G1 is a full-subgraph of G2.
Proposition 2.2. Let G1 and G2 be countable directed graphs with their graph
groupoids G1 and G2, respectively. If G1 is a full-subgraph of G2, then G1 is a
subgroupoid of G2
Proof. Since G1 is a full-subgraph of G2, the shadowed graph G
ˆ
1 of G1 is also a
full-subgraph of the shadowed graph Gˆ2 of G2. Therefore, the graph groupoid G1
of G1 is a subset of the graph groupoid G2 of G2. Clearly, G1, itself, is a graph
groupoid, and hence it is a groupoid. Therefore, G1 is a subgroupoid of G2
2.2. Automata and Fractal Groups.
Automata Theory is the study of abstract machines, and we are using it in the
formulation given by von Neumann. It is related to the theory of formal languages.
In fact, automata may be thought of as the class of formal languages they are able
to recognize. In von Neumann’s version, an automaton is a finite state machine
(FSM). i.e., a machine with input of symbols, transitions through a series of states
according to a transition function (often expressed as a table). The transition
function tells the automata which state to go to next, given a current state and a
current symbol. The input is read sequentially, symbol by symbol, for example as a
tape with a word written on it, registered by the head of the automaton; the head
moves forward over the tape one symbol at a time. Once the input is depleted, the
automaton stops. Depending on the state in which the automaton stops, it is said
that the automaton either accepts or rejects the input. The set of all the words
accepted by the automaton is called the language of the automaton. For the benefit
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for the readers, we offer the following references for the relevant part of Automata
Theory: [1], [33], [34], [35], [48] and [49].
Let the quadruple A = < D, Q, ϕ, ψ > be given, where D and Q are sets and
ϕ : D × Q → Q and ψ : D × Q → D
are maps. We say that D and Q are the (finite) alphabet and the state set of A,
respectively and we say that ϕ and ψ are the output function and the state transition
function, respectively. In this case, the quadruple A is called an automaton. If the
map ψ(•, q) is bijective on D, for any fixed q ∈ Q, then we say that the automaton
A is invertible. Similarly, if the map ϕ(x, •) is bijective on Q, for any fixed x ∈
D, then we say that the automaton A is reversible. If the automaton A is both
invertible and reversible, then A is said to be bi-reversible.
To help visualize the use of automata, a few concrete examples may help. With
some oversimplification, they may be drawn from the analysis and synthesis of input
/ output models in Engineering, often referred to as black box diagram: excitation
variables, response variables, and intermediate variables (e.g., see [52] and [53]).
In our presentation above, the D (the chosen finite alphabet) often takes different
forms on the side of input Di and output Do. In popular automata that models
stimuli of organisms, the three sets input Di, output Do, and the state set Q, could
be as in the following prtotypical three examples:
Example 2.1. Models stimuli of organisms:
Di = {positive stimulus, negative stimulus},
Do = {reaction, no reaction},
and
Q =
{
reaction to last positive stimulus,
no reaction to last positive stimulus
}
.
Example 2.2. In a control model for say a steering mechanism in a vehicle:
Di = {right, left},
Do = {switch on, switch off} or {lamp on, lamp off}
and
Q =
{
right-turning direction signal
left-turning direction signal
}
.
Example 2.3. In a model for quantization in Signal Processing:
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D = Di = Do =

assignments from a bit alphabet,
with the bits referring to the value
of pulses-in and pulses-out in a
signal processing algorithm
 ,
for example, on a discrete multiresolution (e.g., [50]), and
Q =
a subset of the Cartesian product of
copies of D, fixing finite number of
times, i.e., D × ... × D
Recently, various algebraists have studied automata and the corresponding au-
tomata groups (Also, see [1], [20], [33] and [35]). We will consider a certain special
case, where Q is a free semigroupoid of a shadowed graph.
Roughly speaking, a undirected tree is a connected simplicial graph without
loop finite paths. Recall that a (undirected) graph is simplicial, if the graph has
neither loop-edges nor multi-edges. A directed tree is a connected simplicial graph
without loop finite paths, with directed edges (See Section 5.1, more in detail). In
particular, we say that a directed tree Tn is a n-regular tree, if Tn is rooted and one-
flowed infinite directed tree, having the same out-degrees n, for all vertices (Also,
see Section 5.1, for details). For example, the 2-regular tree T2 can be depicted by
T2 =
ր · · ·
• → · · ·
ր
• → • → · · ·
ր ց · · ·
•
ց ր · · ·
• → • → · · ·
ց
• → · · ·
ց · · ·
Let A = < D, Q, ϕ, ψ > be an automaton with |D| = n. Then, we can construct
automata actions of A on Tn. Let’s fix q ∈ Q. Then the action of Aq is defined on
the finite words D∗ of D by
Aq (x)
def
= ϕ(x, q), for all x ∈ D,
and recursively,
Aq ((x1, x2, ..., xm)) = ϕ (x1, Aq(x2, ..., xm)) ,
for all (x1, ..., xm) ∈ D∗, where
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D∗
def
= ∪∞m=1
({
(x1, ..., xm) ∈ Dm
∣∣∣∣ xk ∈ D, for allk = 1, ..., n
})
.
Then the automata actions Aq’s are acting on the n-regular tree Tn. In other
words, all images of automata actions are regarded as an elements in the free
semigroupoid F+(Tn) of the n-regular tree. i.e.,
V (Tn) ⊇ D∗
and its edge set
E(Tn) ⊇ {Aq(x) : x ∈ D, q ∈ Q}.
This makes us to illustrate how the automata actions work.
Let C = {Aq : q ∈ Q} be the collection of automata actions of the given au-
tomaton A = < D, Q, ϕ, ψ >. Then we can create a group G(A) generated by
the collection C. This group G(A) is called the automata group generated by A.
The generator set C of G(A) acts fully on the |D|-regular tree T|D|, we say that
this group G(A) is a fractal group. There are many ways to define fractal groups,
but we define them in the sense of automata groups. (See [1] and [35]. In fact, in
[35], Batholdi, Grigorchuk and Nekrashevych did not define the term “fractal”, but
they provide the fractal properties.)
Now, we will define a fractal group more precisely (Also see [1]). Let A be an
automaton and let Γ = G(A) be the automata group generated by the automata
actions acting on the n-regular tree Tn, where n is the cardinality of the alphabet
of A. By StΓ(k), denote the subgroup of Γ = G(A), consisting of those elements of
Γ, acting trivially on the k-th level of Tn, for all k ∈ N ∪ {0}.
T2 =
ր · · ·
• → · · ·
ր
• → • → · · ·
ր ց · · ·
•
ց ր · · ·
• → • → · · ·
ց
• → · · ·
ց · · ·
levels: 0 1 2 · · ·
Analogously, for a vertex u in Tn, define StΓ(u) by the subgroup of Γ, consisting
of those elements of Γ, acting trivially on u. Then
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StΓ(k) = ∩
u : vertices of the k-th level of Tn
(StΓ(u)) .
For any vertex u of Tn, we can define the algebraic projection pu : StΓ(u) → Γ.
Definition 2.2. Let Γ = G(A) be the automata group given as above. We say that
this group Γ is a fractal group if, for any vertex u of Tn, the image of the projection
pu (StΓ(u)) is group-isomorphic to Γ, after the identification of the tree Tn with its
subtree Tu with the root u.
For instance, if u is a vertex of the 2-regular tree T2, then we can construct a
subtree Tu, as follows:
T2 =
ր · · ·
• → · · ·
ր
•
u
→ • → · · ·
ր ց · · ·
•
ց ր · · ·
• → • → · · ·
ց
• → · · ·
ց · · ·
7−→ Tu =
ր · · ·
• → · · ·
ր
•
u
→ • → · · ·
ց · · ·
.
As we can check, the graphs T2 and Tu are graph-isomorphic. So, the above
definition shows that if the automata actions Aq’s of A are acting fully on Tn,
then the automata group G(A) is a fractal group. There are lots of famous fractal
groups, but we introduce the following example, for our purpose.
Example 2.4. Let A = < X2n, Fn, ϕ, ψ > be an automaton, where Fn is the free
group with its generator set X2n = {g
±1
1 , ..., g
±1
n }. Then the automata group G(A)
is group-isomorphic to Fn. It is easy to check that all elements in Fn acts fully on
the 2n-regular tree T2n, and hence G(A) is a fractal group. For example, if n = 2,
then we can get the following 0-th and 1-st levels of T4:
g1
ր
eF2
→
→
g−11
g2
ց
g−12 ,
where eF2 is the group-identity of F2 = < g1, g2 > .
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2.3. Free Probability.
Early versions of free probability models were motivated in part by finitely cor-
related states which were built mathematically to realize quantum spin chains; see
e.g., [47], [54], [55], [56], and [57]; the purpose being to analyze phase transition:
Again large composite systems are built from finite alphabets, with recursive algo-
rithms run on finite-state machines, with the finite data representing for example
spin variables on a lattice, in the simplest case, the lattice may be the set of integers
with its usual order, and the forward correlations depending on a finite number of
states going back in the state iterations. To make this precise, we consider a pair
of von Neumann algebras B ⊂ A, and with a prescribed conditional expectation E
from A onto B, mapping the unit of A to that of B. The free construction of states
on infinite models built on the pair B ⊂ A is then done by repeating a prescribed
automaton which we now proceed to describe.
Let B ⊂ A be von Neumann algebras with 1B = 1A and assume that there is a
conditional expectation EB : A→ B satisfying that (i) EB is a (C-)linear map, (ii)
EB(b) = b, for all b ∈ B, (iii) EB(b1 a b2) = b1 EB(a) b2, for all b1, b2 ∈ B and a ∈
A, (iv) EB is continuous under the given topologies of A and B, and (v) EB(a
∗) =
EB(a)
∗ in B, for all a ∈ A. The algebraic pair (A, EB) is said to be a B-valuedW ∗-
probability space. Every operator in (A, EB) is called a B-valued (free) random
variable. Any B-valued random variables have their B-valued free distributional
data: B-valued ∗-moments and B-valued ∗-cumulants of them. Suppose a1, ..., as
are B-valued random variables in (A, EB), where s ∈ N. The (i1, ..., in)-th joint
B-valued ∗-moments of a1, ..., as are defined by
EB
(
(b1a
ri1
i1
)(b2 a
ri2
i2
) ...(bn a
rin
in
)
)
,
and the (j1, ..., jk)-th joint B-valued ∗-cumulants of a1, ..., as are defined by
kBk
(
(b1a
ri1
j1
), ..., (bka
rjk
jk
)
)
=
∑(N)
n
pi∈NC(k)
EB:pi
(
b1a
rj1
j1
, ..., bka
rjk
jk
)
µ(pi, 1k),
for all (i1, ..., in) ∈ {1, ..., s}n and for all (j1, ..., jk) ∈ {1, ..., s}k, for n, k ∈ N,
where bj ∈ B are arbitrary and ri1 , ..., rin , rj1 , ..., rjk ∈ {1, ∗} and NC(k) is the
lattice of all noncrossing partitions with its minimal element 0k = {(1), (2), ..., (k)}
and its maximal element 1k = {(1, 2, ..., k)}, for all k ∈ N, and µ is the Moebius
functional in the incidence algebra I. Here, EB:pi(...) is the partition-depending
B-valued moment. For example, if pi = {(1, 4), (2, 3), (5)} in NC(5), then
EB:pi (a1, a2, a3, a4, a5) = EB (a1EB(a2a3)a4)EB(a5).
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Recall that the lattice NC(n) of all noncrossing partitions over {1, ..., n} has its
partial ordering “≤”,
pi ≤ θ
def
⇐⇒ for each block V in pi, ∃ a block B in θ s.t.,. V ⊆ B,
for pi, θ ∈ NC(n), where “⊆” means the usual set inclusion, for all n ∈ N. Also
recall that the incidence algebra I is the collection of all functionals
ξ : ∪∞n=1 (NC(n)×NC(n)) → C
satisfying that ξ(pi, θ) = 0, whenever pi > θ, with the usual function addition
(+) and the convolution (∗) defined by
(ξ1 ∗ ξ2) (pi, θ)
def
=
∑(N)
n
pi≤σ≤θ
ξ1(pi, σ)ξ2(σ, θ),
for all ξ1, ξ2 ∈ I. If we define the zeta functional ζ ∈ I by
ζ(pi, θ) = 1, for all pi ≤ θ in NC(n), for all n ∈ N,
then its convolution-inverse in I is the Moebius functional µ. Thus the Moebius
functional µ satisfies that
µ(0n, 1n) = (−1)n−1 cn−1 and
∑(N)
n
pi∈NC(n)
µ(pi, 1n) = 0,
where ck
def
= 1
k+1
(
2k
k
)
is the k-th Catalan number, for all k ∈ N (See [21]).
The B-valued freeness on (A, EB) is characterized by the B-valued ∗-cumulants.
Let A1 and A2 beW
∗-subalgebras of A having their commonW ∗-subalgebra B.We
say that A1 and A2 are free over B in (A, EB) if all mixed B-valued ∗-cumulants
of A1 and A2 vanish. The subsets X1 and X2 of A are said to be free over B in (A,
EB) if the W
∗-subalgebras vN(X1, B) and vN(X2, B) of A are free over B in (A,
EB), where vN(S1, S2) means the von Neumann algebra generated by sets S1 and
S2. Similarly, we say that the B-valued random variables x and y are free over B
in (A, EB) if the subsets {x} and {y} are free over B in (A, EB) (Also See [21]).
Let A1 and A2 be W
∗-subalgebra of A containing their common W ∗-subalgebra
B, and assume that they are free over B in (A, EB). Then we can construct a
W ∗-algebra vN(A1, A2) of A generated by A1 and A2. We denote it by A1 ∗B A2.
Suppose there exists a family {Ai : i ∈ Λ} of W ∗-subalgebras of A containing their
commonW ∗-subalgebra B. If they generate A and if they are free over B from each
other in (A, EB), then the von Neumann algebra A is the B-valued free product
algebra ∗B
i∈Λ
Ai.
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Suppose a von Neumann algebra A is a B-free product algebra ∗B
i∈Λ
Ai. Then A
is Banach-space isomorphic to the Banach space
B ⊕
(
⊕∞n=1
(
⊕
i1 6=i2, i2 6=i3, ..., in−1 6=in
(
Aoi1 ⊗B ... ⊗B A
o
in
)))
with
Aoij
def
= Aij ⊖ B, for all j = 1, ..., n,
where ⊗B is the B-valued tensor product.
2.4. Graph Groupoids and Right Graph Von Neumann algebras.
Let G be a countable directed graph with its vertex set V (G) and its edge set
E(G). Denote the set of all finite paths of G by FP (G). Clearly, the edge set E(G)
is contained in FP (G). Let w be a finite path in FP (G). Then it is represented as
a word in E(G), depending on the directions of edges. If e1, ..., en are connected
directed edges in the order e1 → e2 → ... → en, for n ∈ N, then we can express
w by e1 ... en in FP (G). If there exists a finite path w = e1 ... en in FP (G),
where n ∈ N \ {1}, we say that the directed edges e1, ..., en are admissible. The
length |w| of w is defined to be n, which is the cardinality of the admissible edges
generating w. Also, we say that finite paths w1 = e11 ... e1k1 and w2 = e21 ... e2k2
are admissible, if w1 w2 = e11 ... e1k1 e21 ... e2k2 is again in FP (G), where e11, ...,
e1k1 , e21, ..., e2k2 ∈ E(G). Otherwise, we say that w1 and w2 are not admissible.
Suppose that w is a finite path in FP (G) with its initial vertex v1 and its terminal
vertex v2. Then we write w = v1 w or w = w v2 or w = v1 w v2, for emphasizing
the initial vertex of w, respectively the terminal vertex of w, respectively both the
initial vertex and the terminal vertex of w. Suppose w = v1 w v2 in FP (G) with
v1, v2 ∈ V (G). Then we also say that [v1 and w are admissible] and [w and v2 are
admissible]. Notice that even though the elements w1 and w2 in V (G) ∪ FP (G)
are admissible, w2 and w1 are not admissible, in general. For instance, if e1 = v1
e1 v2 is an edge with v1, v2 ∈ V (G) and e2 = v2 e2 v3 is an edge with v3 ∈ V (G)
such that v3 6= v1, then there is a finite path e1 e2 in FP (G), but there is no finite
path e2 e1.
The free semigroupoid F+(G) of G is defined by a set
F+(G) = {∅} ∪ V (G) ∪ FP (G),
with its binary operation (·) on F+(G), defined by
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(w1, w2) 7→ w1 · w2 =

w1 if w1 = w2 in V (G)
w1 if w1 ∈ FP (G), w2 ∈ V (G) and w1 = w1w2
w2 if w1 ∈ V (G), w2 ∈ FP (G) and w2 = w1w2
w1w2 if w1, w2 in FP (G) and w1w2 ∈ FP (G)
∅ otherwise,
where ∅ is the empty word in V (G) ∪ E(G). (Sometimes, the free semigroupoid
F+(G) of a certain graph G does not contain the empty word ∅. For instance, the
free semigroupoid of the one-vertex–multi-loop-edge graph does not have the empty
word. But, in general, the empty word ∅ is contained in the free semigroupoid,
whenever |V (G)| ≥ 2. So, if there is no confusion, then we usually assume that
the empty word is contained in free semigroupoids.) This binary operation (·) on
F+(G) is called the admissibility. i.e., the algebraic structure (F+(G), ·) is the free
semigroupoid of G. For convenience, we denote (F+(G), ·) simply by F+(G).
For the given countable directed graph G, we can define a new countable directed
graph G−1 which is the opposite directed graph of G, with
V (G−1) = V (G) and E(G−1) = {e−1 : e ∈ E(G)},
where e−1 ∈ E(G−1) is the opposite directed edge of e ∈ E(G), called the shadow
of e ∈ E(G). i.e., if e = v1 e v2 in E(G) with v1, v2 ∈ V (G), then e−1 = v2 e−1 v1
in E(G−1) with v2, v1 ∈ V (G−1) = V (G). This new directed graph G−1 is said to
be the shadow of G. It is trivial that (G−1)−1 = G. This relation shows that the
admissibility on the shadow G−1 is oppositely preserved by that on G.
A new countable directed graph Gˆ is called the shadowed graph of G if it is a
directed graph with
V (Gˆ) = V (G) = V (G−1)
and
E(Gˆ) = E(G) ∪ E(G−1).
Definition 2.3. Let G be a countable directed graph and Gˆ, the shadowed graph
of G, and let F+(Gˆ) be the free semigroupoid of Gˆ. Define the reduction (RR) on
F+(Gˆ) by
(RR) ww−1 = v and w−1w = v′,
whenever w = vwv′ in FP (Gˆ), with v, v′ ∈ V (Gˆ). The set F+(Gˆ) with
this reduction (RR) is denoted by F+r (G
ˆ). And this set F+r (G
ˆ) with the inherited
admissibility (·) from F+(Gˆ) is called the graph groupoid of G. Denote (F+r (G
ˆ),
·) of G by G.
The graph groupoid G of G is a (categorial) groupoid with its base V (Gˆ). Define
the reduced finite path set FPr(G
ˆ) of G by
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FPr(G
ˆ)
def
= F+r (G
ˆ) \
(
V (Gˆ) ∪ {∅}
)
.
The subset FPr(G
ˆ) of G is called the reduced finite path set of G. Let w1 and
w2 be reduced finite paths in FPr(G
ˆ) ⊂ G. We will use the same notation w1 w2
for the product of w1 and w2 in G. But we have to keep in mind that the product
w1 w2 in the graph groupoid G is different from the product w1 w2 in the free
semigroupoid F+(Gˆ). Suppose e1 and e2 are edges in E(Gˆ) and assume that they
are admissible, and hence e1 e2 is a finite path in FP (G
ˆ). Then the product e1
e2 e
−1
2 of e1 e2 and e
−1
2 is the length-3 finite path in FP (G
ˆ) ⊂ F+(Gˆ), but the
product e1 e2 e
−1
2 of them is e1 (e2 e
−1
2 ) = e1 in FPr(G
ˆ) ⊂ G.
Now, we will define and consider certain operators on graph Hilbert spaces. As
we defined and observed, we can regard all elements in G as reduced words in
E(Gˆ), under the admissibility with the reduction (RR).
Definition 2.4. Let G be a countable directed graph and let G be the corresponding
graph groupoid. Define the Hilbert space HG of G by
HG
def
= ⊕
w∈FPr(Gˆ)
(Cξw)
with its Hilbert basis BHG = {ξw : w ∈ FPr(G
ˆ)} in HG, where FPr(G
ˆ) is the
reduced finite path set.
We have the following multiplication rule on HG:
ξw1ξw2 =
{
ξw1w2 if w1 w2 6= ∅
ξ∅ = 0HG otherwise,
for all ξw1 , ξw2 ∈ BHG . Suppose w1 = w and w2 = w
−1 in FPr(G
ˆ). Then,
by the above multiplication rule, we can have ξw ξw−1 = ξww−1 and w w
−1 is a
vertex in V (Gˆ). So, we can determine ξv ∈ HG, for all v ∈ V (G
ˆ). And hence,
we can extend the above multiplication rule to the case where w1, w2 ∈ G. This
multiplication rule let us define multiplication operators on HG.
Definition 2.5. An operator Rw on HG is defined by the right multiplication op-
erator with its symbol ξw on HG, for w ∈ G. i.e.,
Rwξw′
def
=
{
ξw′ξw = ξw′w if w
′ w 6= ∅
ξ∅ = 0HG otherwise,
for all w, w′ ∈ G. The adjoint R∗w of Rw is defined by R
∗
w = Rw−1 , for all w ∈
G.
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By definition, the product of two right multiplication operators Rw1 Rw2 is the
multiplication operator Rw2w1 . i.e.,
Rw1 Rw2 = Rw2w1 , for all w1, w2 ∈ G.
So, it is easy to check that the multiplication operators Rv, for all v ∈ V (Gˆ),
are projections on HG, since
R2v = Rv Rv = Rv2 = Rv and R
∗
v = Rv−1 = Rv.
Thus we can get that the right multiplication operators Rw, for all w ∈ FPr(Gˆ),
are partial isometries. Indeed,
RwR
∗
wRw = Rww−1w = Rww−1Rw = Rw
and
R∗wRwR
∗
w = Rw−1ww−1 = Rw−1wRw−1 = Rw−1 = R
∗
w,
for all w ∈ FPr(Gˆ).
Remark 2.1. In [10] and [11], we defined the same graph Hilbert space HG, for
any countable directed graph G, and we defined the (left) multiplication operators
Lw ∈ B(HG) by
Lw ξw′
def
=
{
ξww′ if w w
′ 6= ∅
0 otherwise,
for all w, w′ ∈ G. Then they have the similar properties like the right multipli-
cation operators Rw on HG. i.e., if w is a vertex, then Lw is a projection: and if
w is a reduced finite path, then Lw is a partial isometries on HG.
Now, we define certain groupoid actions β of the graph groupoid G on HG, called
right graph-representations.
Definition 2.6. Let G be a graph groupoid of a countable directed graph G and
let M be a von Neumann algebra acting on a Hilbert space K (i.e., M ⊆ B(K)).
Define a right graph-representation (in short, a right G-representation) β : G →
B(K ⊗ HG), by a nonunital intertwined partial representation satisfying that
βw(m) RwR
∗
w = R
∗
wmRw = Rw−1mRw,
for all m ∈ M and w ∈ G, and
βv(m) = m, for all m ∈ M and v ∈ V (G
ˆ).
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In this setting, we can regard Rw’s as 1K ⊗ Rw’s on K ⊗ HG, for all w ∈ G.
For a fixed von Neumann algebra M and a graph groupoid G, we can construct
a groupoid crossed product algebraM ×β G, for a fixed right graph-representation
β. This new von Neumann algebra is called a right graph von Neumann algebra
induced by G over M.
Definition 2.7. Let M be a von Neumann algebra and G, the graph groupoid of a
countable directed graph G and let β be a right G-representation. Define the crossed
product MG = M ×β G of M and G via β, by the von Neumann algebra generated
by M and {Rw : w ∈ G} in B(K ⊗ HG), satisfying the above β-rules on M . This
von Neumann algebra MG is called a right graph von Neumann algebra induced by
G over M.
Remark 2.2. In [10] and [11], we defined a graph von Neumann algebra M(left)G
by the groupoid crossed product M ×α G, where α : G → B(K ⊗ HG) is a G-
representation satisfying the α-rules on M :
αw(m) Lw L
∗
w = L
∗
w m Lw, for all w ∈ FPr(G
ˆ),
and
αv(m) = m, for all v ∈ V (Gˆ),
for all m ∈ M, where Lw’s are the (left) multiplication operators, for w ∈ G
(See the previous remark). Notice that, in fact, the von Neumann algebra M(left)G
is the opposite algebra MopG of a right graph von Neumann algebra MG = M ×β G,
whenever β = α on M (See [13]).
Every operator x in a right graph von Neumann algebra MG = M ×β G has its
expression,
x =
∑(N)
n
w∈G
mw Rw, for mw ∈ M.
Lemma 2.3. Let m1Rw1 , ..., mnRwn be operators in a right graph von Neumann
algebra MG, for n ∈ N. Then
Πnk=1 (mkRwk)
=

(
m1m
w
−1
1
2 m
(w1w2)
−1
3 ...m
(w1w2...wn−1)
−1
n
)
Rwn...w1 if wn...w1 6= ∅
0MG otherwise,
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where mw
def
= βw(m), for all m ∈ M and w ∈ G. 
2.5. M-Valued Right Graph W ∗-Probability Spaces.
Let G be a countable directed graph and let M be an arbitrary von Neumann
algebra acting on a Hilbert space K. In this section, we will define a M -diagonal
right graph W ∗-probability space (MG, E), over its M -diagonal subalgebra DG,
where MG = M ×β G is a right graph von Neumann algebra.
Let v ∈ V (Gˆ). Then we can define a conditional expectation Ev : MG → M ·
Rv, where M · Rv = {m Rv : m ∈ M}, by
Ev
(∑(N)
n
w∈G
mwRw
)
= mvRv,
for all
∑(N)
n
w∈G
mwRw ∈ MG. Notice that each M · Rv is a W ∗-subalgebra of MG,
which is ∗-isomorphic to M, since Rv is a projection, for all v ∈ V (Gˆ). A pair
(MG, Ev) is a M -valued W ∗-probability space, for v ∈ V (Gˆ). We call it a vertex-
depending (or the v-depending) right graph W ∗-probability space over M. The
conditional expectation Ev is said to be a vertex-depending (or the v-depending)
conditional expectation, for v ∈ V (Gˆ). By the very definition, the right graph von
Neumann algebra MG has
∣∣V (Gˆ)∣∣-many vertex-depending W ∗-probability spaces
over M.
Definition 2.8. By DG, denote a W ∗-subalgebra ⊕
v∈V (Gˆ)
(M · Rv) of MG = M
×β G. This subalgebra DG is called the M -diagonal subalgebra of MG. Define a con-
ditional expectation E : MG → DG, by ⊕
v∈V (Gˆ)
Ev, where Ev’s are the v-depending
conditional expectations, for all v ∈ V (Gˆ). i.e.,
E
(∑(N)
n
w∈G
mwRw
)
=
∑(N)
n
v∈V (Gˆ)
mvRv,
for all
∑(N)
n
w∈G
mwRw ∈ MG. The pair (MG, E) is called the M -diagonal right
graph W ∗-probability space over DG.
Definition 2.9. Let G be a countable directed graph and let G be the graph groupoid
of G. Define a map δ : G → G by mapping w ∈ G to the graphical image δ(w) of w,
for all w ∈ G. The map δ on G is called the diagram map and the graphical image
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δ(w) of w is called the diagram of w, for all w ∈ G. We say that the elements w1
and w2 in G are diagram-distinct if (i) w1 6= w−12 and (ii) δ(w1) 6= δ(w2). Suppose
that X1 and X2 are subsets in G. They are said to be diagram-distinct if, for any
pair (w1, w2) in X1 × X2, w1 and w2 are diagram-distinct.
Let l be a loop edge in E(Gˆ), and let w1 = l
k1 and w2 = l
k2 in G, for k1 6=
k2 ∈ N. Clearly, w1 6= w−12 . But the elements w1 and w2 are not diagram-distinct,
because their diagrams δ(w1) and δ(w2) are identical to the diagram δ(l) = l of
l. Suppose either w1 or w2 is a non-loop finite path such that (i) w1 6= w
−1
2 , and
(ii) δ(wk)’s are not loop finite paths, for k = 1, 2. Then they are diagram-distinct
whenever w1 and w2 are distinct in G.
Theorem 2.4. The subsets M · Rw1 and M · Rw2 of a right graph von Neumann
algebra MG = M ×β G are free over DG in (MG, E) if and only if w1 and w2 are
diagram-distinct in G, where M · Rw
def
= {m Lw : m ∈ M}, for all w ∈ G. 
We will skip the proof. The readers can find the proof showing that M · Lw1
and M · Lw2 are free over DG in a graph von Neumann algebra M ×α G, in [10]
and [11]. By the slight modification, we can prove the above theorem. As corollary
of the previous theorem, we can see that if e1 and e2 are edges in E(G) (⊂ E(Gˆ)),
thenM · Re1 andM · Re2 are free over DG in (MG, E). Indeed, if two edges e1 and
e2 are distinct in E(G), then e1 and e
±2
2 (resp., e2 and e
±1
1 ) are diagram-distinct
in E(Gˆ) ⊂ G.
Let’s consider the subset {e, e−1} of G, for e ∈ E(G) ⊂ E(Gˆ). Then we can
define a subset Ge of G, by the collection of all reduced words in {e, e−1}. It is
easy to check that: if e is a loop edge in E(G), then Ge is a group, which is group-
isomorphic to the infinite abelian cyclic group Z, and if e is a non-loop edge in
E(G), then Ge is a groupoid {∅, v1, v2, e, e−1}, where e = v1 e v2, with v1, v2
∈ V (G). Notice that the graph groupoid G is the reduced free product ∗
e∈E(G)
Ge
of Ge’s (in the sense of [10]). Moreover, each Ge can be regarded as a new graph
groupoid induced by a one-edge graph Ge, with V (Ge) = {v1, v2} and E(Ge) =
{e = v1 e v2}, where v1 and v2 are not necessarily distinct in V (G). Thus we can
construct the right graph von Neumann algebras,
Me = M ×βe Ge with βe
def
= β |Ge on M,
for all e ∈ E(G). Then they are embedded W ∗-subalgebras of MG = M ×β G.
Moreover, by the previous theorem, we can have that:
Corollary 2.5. The W ∗-subalgebrasMe’s ofMG are free over DG, from each other,
for all e ∈ E(G), in (MG, E). 
Definition 2.10. The W ∗-subalgebra Me of MG are called DG-free blocks of MG,
for all e ∈ E(G).
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Notice that Me is identically same as Me−1 , for all e ∈ E(G). So, we can get the
following theorem characterizing the DG-free structure of (MG, E).
The following three theorems are about the crossed product algebra MG from
Theorem 2.4. The first two theorems both involve the generalized diagonal DG,
and they offer decompositions of MG into certain “blocks”. Each of the two de-
compositions generalizes what is known for finite matrices. The first one (Theorem
2.6) is an algebraic decomposition of MG, while the second (Theorem 2.7) offers
a canonical decomposition of MG as a Banach space. Theorem 2.8 in turn proves
that the blocks in the decompositions fall in two specific classes.
Theorem 2.6. Let (MG, E) be the M -diagonal right graph W ∗-probability space
over its M -diagonal subalgebra DG. Then
MG
∗-isomorphic
= ∗DG
e∈E(G)
Me,
where Me’s are the DG-free blocks of MG, for all e ∈ E(G). 
Recall that if {Ai}i∈I are von Neumann algebras over their commonW ∗-subalgebra
B, then the B-free product ∗B
i∈I
Ai can be expressed by
B ⊕
(
⊕∞n=1
(
⊕
i1 6=i2,i2 6=i3,...,in−1 6=in∈I
(Aoi1 ⊗B ...⊗B A
o
in
)
))
,
as a Banach space, where Aoik
def
= Aik ⊖ B, for all k = 1, ..., n. Since our right
graph von Neumann algebraMG is ∗-isomorphic to the DG-free product ∗DG
e∈E(G)
Me,
where Me’s are the DG-free blocks of MG, we can get the Banach space expression.
However, the DG-tensor products in our DG-free product is determined by the
admissibility on G.
Definition 2.11. Let G be a countable directed graph. Define the subset E(Gˆ)∗r
of FPr(G
ˆ) by
E(G)∗r
def
= E(G) ∪
∪∞k=2
e1e2...ek−1ek
∣∣∣∣∣∣
e1 ... ek ∈ FPr(Gˆ),
e1 6= e
±1
2 , e2 6= e
±1
3
..., ek−1 6= e
±1
k

 .
The following theorem modifies a result from two papers [10] and [11]. In [10],
a generalized diagonal DG is introduced, and associated DG-free blocks in a (left)
graph von Neumann algebra are characterized.
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Theorem 2.7. Let G be a countable directed graph and let MG = M ×β G be the
corresponding right graph von Neumann algebra, for a fixed von Neumann algebra
M. Then, as a Banach space,
MG = DG ⊕
(
⊕
w∈E(G)∗r
Mow
)
.

Notation To emphasize that ∗DG
e∈E(G)
Me has the above Banach-space expression,
we will denote it by ∗r
DG
e∈E(G)
Me. And we will call it the DG-valued reduced free
product of the DG-free blocks Me’s.
In [11], the DG-free blocks in a (left) graph von Neumann algebra are character-
ized. Similarly, we have the following results.
Theorem 2.8. Let MG = M ×β G be a right graph von Neumann algebra. Then
its DG-free block Me is ∗-isomorphic to either M ×λe Z (whenever e is a loop-edge)
or M ⊗βe M2(C) (whenever e is a non-loop edge), where λe is the group action of
Z, such that λn(m) = βen(m), for all m ∈ M and n ∈ Z. 
Assumption In the rest of this paper, we will restrict our interests to the case
where M = C.
Suppose M = C. Then a right graph von Neumann algebra MG = C ×β G is
∗-isomorphic to C[G]
w
, for any graph-representation β, in B(HG). Also, in such
case, the DG-free blocks are ∗-isomorphic to either L∞(T) or M2(C).
Example 2.5. Let GN be a one-vertex-N -loop-edge graph with its vertex set V (GN )
= {v} and E(GN ) = {ej = v ej v : j = 1, ..., N}. Then the right graph von
Neumann algebra CGN = C ×β GN , where GN is the graph groupoid of GN , is
∗-isomorphic to the free group factor L(FN ) (Also See [10]). Notice that the graph
groupoid GN of GN is a group and moreover it is group-isomorphic to the free group
FN = < g1, ..., gN > with N -generators {g1, ..., gN}. Indeed, the edges e1, ..., eN
are generators of GN as a group. So, there is a natural generator-preserving group-
isomorphism between GN and FN . Also, notice that the vertex v in GN is the group
identity. And all partial isometries Ren
j
correspond to the unitary representation
ugn
j
of gnj , for all n ∈ Z \ {0} and for j = 1, ..., N. Therefore, the right graph
von Neumann algebra CGN = C ×β GN is ∗-isomorphic to the classical crossed
product algebra C ×λ FN , whenever λ = β. Notice that C ×β GN is ∗-isomorphic
to C[GN ]
w
, for any β, by the linearity of β on C. Also, it is well-known that a
crossed product algebra C ×γ Γ is ∗-isomorphic to C[Γ]
w
, for any group action
γ, for all groups Γ. Therefore, the right graph von Neumann algebra CGN is ∗-
isomorphic to the group von Neumann algebra C[FN ]
w
. More generally, the right
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graph von Neumann algebra MGN = M ×β GN is ∗-isomorphic to the classical
crossed product von Neumann algebra M ×λ FN , whenever λ = β.
Notice that if G is a countable directed graph with its graph groupoid G and
if MG = C ×β G is a right graph von Neumann algebra induced by G over C,
then we can see that MG is ∗-isomorphic to the von Neumann algebra C[G]
w
,
generated by G, by the linearity of β on C. Thus, for any graph-representation β,
the corresponding right graph von Neumann algebra C ×β G is ∗-isomorphic to
C[G]
w
.
Example 2.6. Let CN be the one-flow circulant graph with V (CN ) = {v1, ..., vN}
and E(CN ) = {ej = vj ej vj+1 : j = 1, ..., N, vN+1
def
= v1}. Then the right graph
von Neumann algebra CCN = C ×β GCN contains W
∗-subalgebras which are ∗-
isomorphic to the group von Neumann algebra C[Z]
w
. Since a finite path w = e1
... eN induces the subset Sw of GCN consisting of all reduced words in Sw = {w,
w−1} in GCN , we have the W
∗-subalgebra N = C ×β Sw in CCN . We can regard
this W ∗-subalgebra N as a right graph von Neumann algebra induced by the graph
Gw with its vertex set V (Gw) = {v1} and its edge set E(Gw) = {w = v1 w v1}.
Then it is an one-vertex-one-loop-edge graph. So, by the previous example, the von
Neumann algebra N is ∗-isomorphic to L(F1), where F1 is the free group with 1-
generator which is group-isomorphic to Z. So, N is ∗-isomorphic to L(Z) which is
∗-isomorphic to L∞(T), where T is the unit circle in C. Consider wk, for all k ∈ Z
\ {0}. Then W ∗-subalgebras N = C ×β Gwk of CCN are all ∗-isomorphic to L(Z).
We can easily check that E(CN )
∗
r = FP (CN ) ∪ FP (C
−1
N ), for all N ∈ N. There-
fore,
CCN = C ×β GCN =
N
∗DCN
k=1
Cek
where Cek
def
= vN (C×β Ge, DCN ) , for all k = 1, ..., N
= DCN ⊕
(
⊕
w∗∈E(CN )∗r
Cow∗
)
= DCN ⊕
(
⊕
w∈FP (CN)∪FP (C
−1
N
)
Cow
)
,
where Cow
def
= Co
e(1)
⊗DCN ... ⊗DCN C
o
e(n)
, whenever w = e(1) ... e(n) in E(CN )
∗
r ,
for n ∈ N.
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3. Labeled Graph Groupoids and Graph Automata
We will give suitable weights to the elements of graph groupoids induced by
the given locally finite connected directed graphs. Then these weights give more
accurate information of the admissibility on graph groupoids. Such admissibility
conditions are explained by the labeling map and the shifting (map) of the au-
tomata constructed by graph groupoids. Also, this process would show how the
admissibility on a graph groupoid works on the corresponding graph Hilbert space.
Recall that a countable directed graph G is locally finite, if every vertex of G has
only finitely many incident edges (equivalently, the degree of each vertex is finite).
Also, we say that G is connected, if, for any pair (v1, v2) of distinct vertices (v1 6=
v2), there always exists at least one reduced finite path w ∈ FPr(Gˆ) such that w
= v1 w v2 and w
−1 = v2 w
−1 v1.
Assumption From now on, all given directed graphs are locally finite and con-
nected. 
Let G be a locally finite connected directed graph and let v0 be an any fixed
vertex of G. Then we can define the out-degree degout(v0), the in-degree degin(v0),
and the degree deg(v0) of v0 as follows:
degout(v0)
def
= |{e ∈ E(G) : e = v0 e}| ,
degin(v0)
def
= |{e ∈ E(G) : e = e v0}| ,
and
deg(v0)
def
= degout(v0) + degin(v0).
By the locally-finiteness of G, the above three cardinalities are less than ∞. We
are interested in out-degrees.
3.1. Labeled Graph Groupoids.
As before, let G be a locally finite connected directed graph. By the locally
finiteness of G, we can have that
max{degout(v) : v ∈ V (G)} < ∞.
Denote the maximal value of the out-degrees of all vertices by N . Then we can
define a set
Y = {1, ..., N} and Y0 = {0} ∪ Y.
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Also, fix sets X and X0 of certain vectors in C⊕N , indexed by Y and Y0, respec-
tively:
X = {x1, ..., xN} and X0 = {x0, x1, ..., xN},
where
x0 =
0, ........, 0︸ ︷︷ ︸
N-times
 and xj = (0, ..., 0, 1
j-th
, 0, ..., 0
)
,
for all j = 1, ..., N. Remark that the number N is the maximal out-degree of
vertices of G.
Definition 3.1. Let X and X0 be given as above. We will call both X and X0 =
{x0} ∪ X, the (vector) labeling sets of G (in C⊕N ).
Let’s fix v0 ∈ V (G), and let degout(v0) = n ≤ N. Define the subset E
v0
out of the
edge set E(G) by
Ev0out
def
= {e ∈ E(G) : e = v0 e} ⊆ E(G).
i.e., degout(v) = |E
v
out| , for all v ∈ V (G). Then we decide the weights {(v0, x1),
..., (v0, xn)}, contained in the set {v0} × X, on E
v0
out. i.e.,
Ev0out =
{
e(v0, x1), ..., e(v0, xn) :
∣∣∣∣ ωv0(e(v0, xj)) = (v0, xj),∀j = 1, ..., n
}
,
where
ωv0 : E
v0
out → {v0} × {x1, ..., xn}
is the weighting process putting the weight (v0, xj) to an edge e(v0, xj).
For any v ∈ V (G), we can do the same process and we have the corresponding
weighting process ωv and the corresponding set
Evout =
e(v,x1), ..., e(v,xk)
∣∣∣∣∣∣∣∣
x1, ..., xk ∈ X
and ωv(e(v,xj)) = (v, xj),
∀ j = 1, ..., k, where
k = degout(v) ≤ N
 .
Notice that if degout(v) = 0, then E
v
out is empty, by the fact that {v} × ∅ = ∅,
where ∅ is the empty set. Notice also that, by the connectedness of G,
E(G) = ⊔
v∈V (G)
Evout,
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where “⊔” means the disjoint union. So, the each weighting processes (ωv)v∈V (G)
extends to the weighting process of E(G) by X :
ω : E(G) → V (G) × X
by
ω(e) = ω(ve)
def
= ωv(e),
for all e = v e ∈ E(G), with v ∈ V (G).
Now, let G−1 be the shadow of G. We can determine the similar weighting
process on G−1. Assume that the graph G is weighted by the weighting process ω
for the labeling set X. Define now the sets −X and −X0 by
−X
def
= {−x1, ..., −xN} and −X0 = {x0} ∪ (−X),
where
x0 =
0, ..., 0︸ ︷︷ ︸
N-times
 and −xj = (0, ..., 0, −1
j-th
, 0, ..., 0
)
,
for all j = 1, ..., N. i.e., the set −X and −X0 are also contained in C⊕N . Now,
consider the set V (G−1) × (−X) = V (G) × (−X). Then, we can get the weighting
processes (ω−1v )v∈V (G−1) defined by
ω−1v : E
v−1
out → {v} × (−X)
such that
ω−1v (e
−1) = ω−1v (e
−1v)
def
= (v, −xij ),
whenever wv(e) = (v, xij ) ∈ {v} × X. Therefore, we can define the weighting
process ω−1 of E(G−1) by
ω−1 : E(G−1) → V (G−1) × (−X)
by
ω−1(e−1) = ω−1(e−1v)
def
= (v, −xij ),
whenever
ω(e) = (v, xij ) ∈ {v} × X.
Define the canonical projection
prG : V (G) × X → X
by
prG ((v, x))
def
= x, for all (v, x) ∈ V (G) ×X.
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Similarly, define the canonical projection
prG−1 : V (G) × (−X) → −X
by
prG−1 ((v, − x))
def
= −x, for all (v, −x) ∈ V (G−1) × (−X).
Definition 3.2. Let G be a locally finite connected directed graph equipped with its
weighting process ω of the edge set E(G) by V (G) × X, where X = {1, ..., N},
and N = max{degout(v) : v ∈ V (G)}. Sometimes, we denote the graph G equipped
with the weighting process ω by the pair (G, ω). Then the graph (G, ω) is called the
canonical weighted graph. Similarly, the weighted graph (G−1, ω−1) equipped with
the weighting process ω−1 of E(G−1) by (−X) × V (G), where G−1 is the shadow
of G, is called the canonical weighted shadow of (G, ω).
Let (G, ω) (resp. (G−1, ω−1)) be the canonical weighted graph (resp. the canon-
ical weighted shadow of (G, ω)). The image prG ◦ ω of E(G) (resp. prG−1 ◦ ω
−1)
contained in X (resp. in −X) is called the canonical labeling process of (G, ω)
(resp. of (G−1, ω−1)).
Let (G, ω) be the canonical weighted graph with its canonical weighted shadow
(G−1, ω−1). IfG is the graph groupoid ofG, then we can put the canonical weighting
process, also denoted by ω, in terms of the canonical weighting process ω of the
free semigroupoid F+(Gˆ) of the shadowed graph Gˆ of G. Let X∗ be the collection
of all finite words in X, containing the empty word ∅X in X. Similarly, we can
determine the set (−X)∗ consisting of all finite words in −X, containing the empty
word ∅−X . Identify ∅X and ∅−X to ∅∗ in (±X)∗, the collection of all words in ±X
def
= X ∪ (−X). i.e.,
(±X)∗
def
= {∅∗} ∪
 ∞∪
n=1
xi1 ... xin
∣∣∣∣∣∣∣
xi1 , ..., xin ∈ ±X, where
±X = {±x1, ..., ± xN},
with N = max
v∈V (G)
degout(v)

 .
Also define
±X∗0
def
= {x0} ∪ (±X)
∗
.
Define the map
ω : FP (Gˆ) ∪ {∅} → V (G)2× (±X∗0 )
by
ω(∅)
def
= ∅∗
regarded as
= (∅, ∅∗)
and
ω (w) = ω (v e1 ... ekv
′)
def
=
(
(v, v′),
k
Π
j=1
p˜r (ω±(ej))
)
,
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where ∅ is the empty set in V (G)2 and FP (Gˆ) is the (non-reduced) finite path
set of the shadowed graph Gˆ, and where
p˜r ∈ {prG, prG−1} and ω± ∈ {ω, ω
−1},
whenever
w = v w v′ = e1 ... ek,
with
v, v′ ∈ V (Gˆ), and e1, ..., ek ∈ E(Gˆ),
for k ∈ N. In the above, we have
ω± : E(G
ˆ) = E(G) ⊔ E(G−1) → ±X
satisfies
ω±(e) =
{
ω(e) if e ∈ E(G)
ω−1(e) if e ∈ E(G−1),
and
p˜r : (V (G)×X) ∪
(
V (G−1)×−X
)
→ X ∪ (−X)
satisfies
p˜r (g) =
{
prG(g) if g ∈ V (G) ×X
prG−1(g) if g ∈ V (G) × (−X).
The above map ω from FP (Gˆ) ∪ {∅} can be extended to F+(Gˆ) into V (G)2
× (±X∗0 ) by putting the weights on vertices:
ω(v)
def
= ((v, v), x0) , for all v ∈ V (G).
Such weighting process of the free semigroupoid F+(Gˆ) ofGˆ is called the canon-
ical weighting process of F+(Gˆ) or that of G induced by the canonical weighted
graph (G, ω).
Notation From now, for convenience, we denote the above weighting process
of F+(Gˆ) simply by ω. Remark that, set-theoretically, the graph groupoid G is
contained in the free semigroupoid F+(Gˆ) of the shadowed graph Gˆ of G. So,
we can determine the weighting process ω of G simply by restricting ω of F+(Gˆ).
i.e., the weighting process of G is ω = ω |G . We will use the notation ω for the
weighting processes of F+(Gˆ) and G, alternatively. 
Notice that the above weighting process ω of F+(Gˆ) represents the full admis-
sibility conditions of G. i.e., the weight ω(w) of w ∈ G contains its initial and
terminal vertices and the connecting pattern (admissibility of edges) of w, in terms
of labelings in ±X0.
Definition 3.3. Let (G, ω) be the canonical weighted graph with its canonical
weighted shadow (G−1, ω−1). Let G be the graph groupoid of G and assume that
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ω is the canonical weighting process of G induced by (G, ω). Then we call the pair
(G, ω) the labeled graph groupoid of (G, ω). We call the processes p˜r ◦ ω on (G,
ω), the labeling process, where p˜r ∈ {prG, prG−1}, as in the previous paragraph.
Assumption From now, if we mention (locally finite connected) directed graphs,
then they are automatically assumed to be the canonical weighted graphs. Similarly,
if we mention their graph groupoids, then they are also automatically assumed to
be the labeled graph groupoids. 
Example 3.1. Let G be the circulant graph with three vertices with
V (G) = {v1, v2, v3}
and
E(G) = {ej = vj ej vj+1 : j = 1, 2, 3, with v4
def
= v1}.
i.e.,
G =
•
ւ տ
• → •
Then, since degout(vj) = 1, for all j = 1, 2, 3, we can get the labeling sets
X = {x1} = {1} and X0 = {x0, x1} = {0, 1},
contained in C⊕ 1 = C. Relatively, we have that
−X = {−x1} = {−1} and −X0 = {−x0, −x1} = {0, −1},
for the shadow G−1 of G. Then we can get the weights
ω(ej) = ((vj , vj+1), 1) , for all j = 1, 2, 3
and
ω−1(e−1j ) = ((vj+1, vj), − 1) , for all j = 1, 2, 3,
where v4
def
= v1, in V (G). We can construct the labeled graph groupoid (G, ω).
Let w = e2 e3 e1 ∈ FPr(Gˆ). Then we can get that
ω(w) = ((v2, v2), 111), and ω(w
−1) = ((v2, v2), 111).
Take now the reduced finite path y = e−11 e
−1
3 ∈ FPr(G
ˆ). Then we can get
ω(y) = ((v2, v3), (−1)(−1)).
Suppose we have w2 = e2 e3 e1 e2 e3 e1 in FPr(G
ˆ). Then the weight of w2 is
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ω(w2) = ((v2, v2), 111111).
Recall that FPr(G
ˆ) = FP (G) ∪ FP (G−1) (See [10] and [11]: Notice that, in
general, FPr(G
ˆ) % FP (G) ∪ FP (G−1)).
Notation For convenience, we re-define the set X∗ and X∗0 of the labeling sets
X and X0 as follows:
X∗
def
= {∅∗} ∪
(
∞
∪
k=1
{
(xi1 , ..., xik) ∈ X
k |xi1 , ..., xin ∈ X
})
and
X∗0
def
= {x0} ∪ X∗.
i.e., instead of writing the elements of X∗ as finite words in X, we will write
them as a finite tuples having their entries in X. 
3.2. The Operation θ and ω+.
In this section, we will define a certain operation on the labeling set ±X∗0 of the
labeled graph groupoid (G, ω) induced by the canonical weighted graph (G, ω).
Notice that the set ±X∗0 is a subset of the C-vector space C
⊕∞. Let
N
def
= max{degout(v) : v ∈ V (G)} ∈ N.
By regarding all elements ±X∗0 ⊂ C
⊕∞, as finite tuples of their entries in C⊕N ,
we can define an operation θ from ±X∗0 into C
⊕N by
θ ((ti1 , ..., tin))
def
=
∑n
j=1 tij ∈ C
⊕N ,
for all (ti1 , ..., tin) ∈ ±X
∗
0 , for n ∈ N, where
tij
def
=
{
xij if tij ∈ X0
−xij if tij ∈ −X.
By help of θ, we can define the operation ω+ by
ω+ : V (G)
2 × (±X∗0 ) → V (G)
2 × C⊕N
by
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ω+ ((v, v
′), (ti1 , ..., tin))
def
= ((v, v′), θ ((ti1 , ..., tin)))
=
(
(v, v′),
∑n
j=1 tij
)
,
for all ((v, v′), (ti1 , ..., tin)) ∈ V (G)
2 × (±X∗0 ). Later, we will use the above
operation ω+ to verify the amalgamated moments of the labeling operators on right
graph von Neumann algebras.
The operation θ provides the way to detect the reduction (RR) on G. Suppose
we have two reduced finite path w1 and w2 having
ω(w1) = ((v, v
′), X1) and ω(w2) = ((v
′, v), X2) ,
where X1, X2 ∈ ±X∗0 \ {∅∗}. Since w1 = w1 v
′ and w2 = v
′ w2, we can realize
that w1 and w2 are admissible. i.e., w1 w2 6= ∅ in G. However, we do not know w1
w2 is either a vertex v or a loop finite path v (w1 w2) v in G. Here, the operation θ
(and hence the operation ω+) provides the way to detect w1 w2 is either the vertex
v or the loop finite path w1 w2 in G. In conclusion, we can get that:
Proposition 3.1. Let w1 and w2 be the reduced finite paths in FPr(G
ˆ) given in
the previous paragraph. Then
θ ((p˜r ◦ ω) (w1w2)) = x0 in C⊕N ,
or equivalently,
ω+ (ω(w1w2)) = ((v, v), x0) ,
if and only if the element w1 w2 ∈ G \ {∅} is identical to the vertex v.
Proof. (⇒) Suppose ω+ (ω(w1w2)) = ((v, v), x0) . By hypothesis, we have that
ω(w1w2) = ((v, v), (ti1 , ..., tin , tj1 , ..., tjk)) ,
whenever
ω(w1) = ((v, v
′), (ti1 , ..., tin))
and
ω(w2) = ((v
′, v), (tj1 , ..., tjk)) .
By assumption, θ ((ti1 , ..., tin , tj1 , ..., tjk)) = x0. And since w1 and w2 are
“reduced” finite paths in G, we can verify that (i) n = k, and (ii) for any tip , there
should be the unique entry tjq = −tip , for p, q = 1, ..., n = k. This shows that, if
w1 = ei1 ... ein and w2 = ej1 ... ejn in FPr(G
ˆ), with ei1 , ..., ein , ej1 , ..., ejn ∈
E(Gˆ), then ejq = e
−1
ip
, uniquely, for p, q = 1, ..., n. Therefore, w1 w2 = v.
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(⇐)Suppose w1 w2 = v ∈ V (G). Then
ω+ (ω(w1w2)) = ω+ (ω(v)) = ω+ ((v, v), x0) = ((v, v), x0) .
The above proposition shows how the labeling (or weighting) works on the graph
groupoid G. The labeling process on G gives a way to check how admissibility works
under (RR).
3.3. Graph Automata.
In this section, we will construct an automaton induced by the labeling graph
groupoid G = (G, ω) of the canonical weighted graph G = (G, ω). Let X0 = {x0,
x1, ..., xN} be the labeling set of the countable locally finite connected directed
graph G contained in C⊕N , where
N
def
= max{degout(v) : v ∈ V (G)}.
Then we can create the automaton AG = < X0, F+(Gˆ), ϕ, ψ >, where Gˆ =
G ∪ G−1 is the shadowed graph of the given canonical weighted graph G and
X0
def
= {∅G} ∪
(
V (G)2 × (±X0)
)
where
±X0 = X0 ∪ (−X) ⊂ C⊕N ,
and
ϕ (((v1, v2), t) , e)
def
=

ω(e)
if e = v2 e in E(G
ˆ), equivalently,
∃ v′ ∈ V (G) and t′ ∈ ±X0 s.t.,
ω(e) = ((v2, v
′), t′) 6= ∅∗
∅G otherwise,
and
ψ (((v1, v2), t) , e)
def
=
{
e if e = v2e in E(G
ˆ)
∅ otherwise,
where ∅G is the empty element of X0 and ∅ is the empty element in G.
Definition 3.4. We will say that the automaton AG = < X0, F+(Gˆ), ϕ, ψ > is the
graph automaton induced by the canonical weighted graph G = (G, ω). Sometimes,
we call ϕ and ψ, the labeling map and the shift (or shifting map), respectively.
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We can realize that the graph automaton AG induced by G is identically same
with the automaton AG−1 induced by the shadow G
−1 of G. Now, fix an edge e0
∈ E(Gˆ) and a reduced finite path w = v1e1 ... env′n ∈ FPr(G
ˆ), with ej = vj ej
v′j ∈ E(G
ˆ), and vj , v
′
j ∈ V (G
ˆ), for all j = 1, ..., n, for some n ∈ N. Then we can
define ϕ and ψ inductively on the free semigroupoid F+(Gˆ) of Gˆ as follows:
ϕ (((v1, v
′
n), (ω(e1), ..., ω(en))) , e0)
= ϕ (ω(w), e0)
def
=
{
ω(e0) if w e0 6= ∅
∅G otherwise,
and similarly,
ψ (((v1, v
′
n), (ω(e1), ..., ω(en))) , e0)
= ψ (ω(w), e0)
def
=
{
e0 if w e0 6= ∅
∅ otherwise,
for n ∈ N. Also, inductively, we have that, if w′ = e′1 ... e
′
m ∈ FPr(G
ˆ), for m
∈ N, then
ϕ (((v1, v
′
n), (ω(e1), ..., ω(en))) , w
′)
def
=
{
ω(e′m) if w w
′ 6= ∅
∅G otherwise,
and similarly,
ψ (((v1, v
′
n), (ω(e1), ..., ω(en))) , w
′)
def
=
{
w′ if w w′ 6= ∅
∅ otherwise.
Then, we can construct the automata actions {Ae : e ∈ E(Gˆ)} of AG, acting
on the set V (G)2 × (±X∗0 ) (consisting of all finite words in X0). Indeed, we can
define the action Ae by
Ae (((v1, v2), (xi1 , ..., xin)))
def
= ϕ (((v1, v2), (xi1 , ..., xin)) , e)
for all ((v1, v2), (xi1 , ..., xin)) ∈ V (G)
2 × (±X∗0 ) , for all e ∈ E(G
ˆ). It is easy
to be checked that the actions Ae’s satisfies
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Ae1 Ae2 = Ae2e1 , for all e1, e2 ∈ E(G
ˆ).
Thus the actions {Av : v ∈ V (Gˆ)} are induced by Ae’s since
Av
def
= Aee−1 = Ae−1 Ae, whenever e = v e ∈ E(G
ˆ).
This guarantees that the automata actions {Ae : e ∈ E(G
ˆ)} on V (G)2 × ±X∗0
generate the groupoid which is groupoid-isomorphic to the graph groupoid G of G.
i.e., we can have that:
Theorem 3.2. The set {Ae : e ∈ E(Gˆ)} of automata actions generates the actions
{Aw : w ∈ F+(Gˆ)} of AG. And the groupoid generated by this set {Ae : e ∈ E(Gˆ)}
is groupoid-isomorphic to the graph groupoid G of G. 
4. Fractaloids
As we assumed, all graphs in this Section are locally finite connected countable
directed graphs and they are canonically weighted by the labeling set. So, the
corresponding graph groupoids are labeled.
4.1. Fractaloids.
As before, the standing assumption for our graphs G are as follows: locally finite,
connected, and countable. The edges of G are directed, and they are assigned
weights with the use of a labeling set. In this Section, we will consider a certain
special labeled graph groupoids. Let G be the labeled graph groupoid induced by
a locally finite directed graph G, with the labeling set ±X0 = {x0, ±x1, ..., ±xN},
and let the canonical weighting process ω of the free semigroupoid F+(Gˆ) of the
shadowed graph Gˆ of G, be given, where
N
def
= max{degout(v) : v ∈ V (G)}.
We observed that the canonical weighted graph G creates the corresponding
graph automaton
AG = < X0, F+(Gˆ), ϕ, ψ >,
where
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X0 = {∅∗} ∪
(
V (G)2 × (±X0)
)
,
and ϕ is the labeling map and ψ is the shifting map. We already observed that
G acts on a F+(Gˆ)-set X ∗0 , where X
∗
0 is the collection of all finite (non-reduced)
words in X0.
Recall that two countable directed graphs G1 and G2 are graph-isomorphic, if
there exists a bijection
g : V (G1) ∪ E(G1) → V (G2) ∪ E(G2),
such that (i) g (V (G1)) = V (G2) and g (E(G1)) = E(G2), and (ii) g (e) = g(v1
e v2) = g(v1) g(e) g(v2) in E(G2), whenever e = v1 e v2 ∈ E(G1), with v1, v2 ∈
V (G1).
In [10] and [11], we showed that if two graphs G1 and G2 are graph-isomorphic,
then the corresponding graph grouopoidsG1 andG1 are groupoid-isomorphic. More
generally, if two graphs G1 and G2 have the graph-isomorphic shadowed graphs,
then the graph groupoidsG1 andG1 are groupoid-isomorphic. Also, we showed that
if two graph groupoids G1 and G2 are groupoid-isomorphic, then the (left) graph
von Neumann algebras C[G1]
w
and C[G2]
w
are ∗-isomorphic, as W ∗-subalgebras
in the operator algebra B(HG1)
identically same
= B(HG2). Therefore, if two graphs
G1 and G2 have the graph-isomorphic shadowed graphs, then the right graph von
Neumann algebras MG1 and MG2 are ∗-isomorphic, too.
Recall also that we say a directed graph G is a (directed) tree if this graph G is
connected and it has no loop finite paths in F+(G). Also, we say that a directed
tree is rooted, if we can find-and-fix a vertex v0 of G, with degin(v0) = 0. This fixed
vertex v0 is called the root of G. For instance, a graph
•
ր
• ← • •
ր ւ
v0• • → •
ց ր
• → • ← •
ց
•
is a rooted tree with its (fixed) root v0. A rooted tree G is one-flow, if the
directions of edges oriented only one way from the root v0. For example, a graph
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•
ր
• → • •
ր ր
v0• • → •
ց ր
• → • → •
ց
•
is a one-flow rooted tree with its root v0. A one-flow rooted tree G is said to
be growing if G is an infinitely countable directed graph. Finally, we will say that
a one-flow growing rooted tree G is regular if the out-degrees of all vertices are
identical. For example, a graph
• · · ·
ր
• → • · · ·
ր
v0•
ց
• → • · · ·
ց
• · · ·
is a regular one-flow growing rooted tree. In particular, if degout(v) = N, for
all vertices v, then this regular one-flow growing rooted tree is called the N -regular
tree. The very above example is the 2-regular tree.
Let N be the maximal out-degree of the graph G, and let T2N be the 2N -regular
tree. Then the automata actions {Aw : w ∈ F+(Gˆ)} of the graph automaton
AG acts on this 2N -regular tree T2N . For instance, for the set {Aw}w∈F+(Gˆ) of
automata actions of the graph automaton AG, we can create a one-flow growing
rooted tree TG having its arbitrarily fixed root ω(v0) = ((v0, v0), x0) ∈ V (G)2 ×
(±X∗0 ), where
V (TG)
def
=
{
ϕ(X, e)
∣∣∣∣ X ∈ V (G)2 × (±X∗0 ),e ∈ E(Gˆ)
}
and
E(TG)
def
=
{
ψ(X, e)
∣∣∣∣ X ∈ V (G)2 × (±X∗0 ),e ∈ E(Gˆ)
}
,
where Gˆ is the shadowed graph of G.
Observation and Notation Notice that, by the connectedness of the shadowed
graph Gˆ of the connected graph G, we can fix any weight ω(v) of v ∈ V (Gˆ), as
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the root of the tree TG. Suppose Tv1 and Tv2 are the one-flow growing trees with
their roots ((v1, v1), x0) and ((v2, v2), x0), respectively. Then, Tvi is embedded in
Tvj , as a full-subgraph (See the definition of full-subgraphs below), whenever i 6= j
∈ {1, 2}. In general, the graphs Tv1 and Tv2 have no graph-isomorphic relation, but
they are embedded from each other, by the connectedness of Gˆ. Since v1 and v2
are arbitrary, we can consider only one choice Tv, for v ∈ V (G), as a candidate of
the tree, denoted by TG, as the tree where the automata actions act. i.e., whenever
we choose one tree Tv, for v ∈ V (G), then the trees Tv′ ’s are embedded in Tv, for
all v′ ∈ V (G). Without loss of generality, if we write TG from now, then it means
a tree Tv, for a fixed v ∈ V (G). Remark that, the tree TG has its root ω(v) if and
only if TG = Tv. 
We can easily check that
FP (TG) =
{
ψ(X, w)
∣∣∣∣ X ∈ V (G)2 × (±X∗0 ),w ∈ FP (Gˆ)
}
,
and hence
F+(TG) = {∅∗} ∪
{
ϕ(X, e)
∣∣∣∣ X ∈ V (G)2 × (±X∗0 ),e ∈ E(Gˆ)
}
∪
{
ψ(X, w)
∣∣∣∣ X ∈ V (G)2 × (±X∗0 ),w ∈ FP (Gˆ)
}
.
By the connectedness of the graph G, and by the definition of the automata
actions, every finite paths in FP (Gˆ) is embedded in the finite paths of the tree
TG, via the automata actions. Then, we can construct the full-subgraphs {Tw : w
∈ FP (Gˆ)} of TG, where Tw’s are the one-flow growing rooted tree with their roots
ω (w) , for all w ∈ FP (Gˆ).
Recall that, we say that a countable directed graph G1 is a full-subgraph of a
countable directed graph G2, if
E(G1) ⊆ E(G2)
and
V (G1) =
{
v ∈ V (G2)
∣∣∣∣ e = ve or e = ev,∀e ∈ E(G1)
}
.
Notice the difference between full-subgraphs and subgraphs. We say that G1 is
a subgraph of G2, if
V (G1) ⊆ V (G2)
and
E(G1) =
{
e ∈ E(G2)
∣∣∣∣ e = v e v′,∀v, v′ ∈ V (G2)
}
.
Every subgraph is a full-subgraph, but the converse does not hold true.
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Definition 4.1. Let TG be the above one-flow growing rooted tree, where the au-
tomata actions of the graph automaton AG act. We say that the tree TG is the AG-
tree, which is a full-subgraph of the 2N -regular tree T2N . The full-subgraphs Tw’s
for w ∈ FP (Gˆ) of TG are called the w-parts of TG, which are also full-subgraphs
of T2N .
The important thing is now that the w-parts Tw’s are embedded in the 2N -
regular tree T2N , and Tw′ ’s are embedded in Tw’s, whenever
ϕ (ω(v), w′) = ((v, v′), X ′) ,
where
ϕ (ω(v), w) = ((v, v′′), X) and X ′ = (X, X ′′),
for some X ′′ ∈ (±X∗0 ), where ω(v) is the root of TG.
Remark 4.1. The construction of the AG-tree TG is nothing but the rearrangement
of the finite paths in the free semigroupoid F+(Gˆ) of the shadowed graph Gˆ inside
the 2N -regular tree T2N , up to the admissibility on F+(Gˆ). Notice that, in fact, the
AG-tree TG contains the information about the vertices in F+(Gˆ), too, since the
vertices of TG are contained in V (G)
2 × (±X∗0 ). Remark that, by the connectedness
of Gˆ, the w-parts Tw’s of TG for w ∈ FP (Gˆ) are well-constructed as a one-flow
growing tree with their roots ϕ(ω(v), w), where ω(v) is the root of TG. Moreover,
each tree Tw is embedded in the other trees TG.
Notice that, even though |G| < ∞,
∣∣F+(Gˆ)∣∣ = ∞, whenever |E(G)| ≥ 1. By
identifying their roots, the AG-tree TG is a full-subgraph of the 2N -regular tree
T2N . Therefore, we can conclude that:
Lemma 4.1. The automata actions {Aw : w ∈ F+(Gˆ)} of the graph automaton
AG, induced by the given graph G, act on the 2N -regular tree T2N .
Proof. By definition, the automata actions {Aw}w∈F+(Gˆ) act on the AG-tree TG.
And the tree TG is a full-subgraph of T2N .
Let AG = < X0, F+(Gˆ), ϕ, ψ > be the graph automaton induced by the canoni-
cal weighted graph G = (G, ω). In Section 3.3, we showed that the groupoid G(AG)
generated by the automata actions {Aw : w ∈ F+(Gˆ)} is groupoid-isomorphic to
the graph groupoid G of G. This is the graph-groupoid version of the fact that: if
A = < X±, X±∗, ϕ, ψ > is an automaton, where X is the generator set, with X±
= {x±1 : x ∈ X}, of a group Γ and X∗ is the free monoid of the group Γ, which
is monoid-homomorphic to Γ, then the automata actions {Ay : y ∈ X±∗} generate
the automata group Γ(A), which is group-isomorphic to Γ.
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In fact, this fact is not so interesting in Automata Theory and Groupoid The-
ory, however, for our works, it plays a key role, since we can consider the labeled
graph groupoid G and the automata groupoid G(AG), alternatively, as groupoid-
isomorphic objects. Also, it provides the technique to see the (reduced or non-
reduced) finite paths of the shadowed graph Gˆ as those of T2N (as embedded
elements).
Definition 4.2. Let G, F+(Gˆ), and G be given as before and let AG = < X0,
F+(Gˆ), ϕ, ψ > be the graph automaton induced by G, acting on the 2N -regular
tree T2N . For any fixed w ∈ FP (Gˆ), the tree Tw is the w-part of the AG-tree
TG, with its root ϕ(ω(v), w), where ω(v) is the root of the AG-tree TG. Let G(T w)
be the groupoid generated by the actions Ay’s acting only on Tw. If G(Tw)’s are
groupoid-isomorphic to G(TG), for all w ∈ FP (Gˆ), then we say that the groupoid
G(AG) is a fractaloid. Equivalently, we say that the (labeled) graph groupoid G is
a fractaloid.
Readers can understand the above definition of fractaloids as the graph-groupoid
version of the fractal groups (See [1]). The following theorem provides the graph-
theoretical characterization of fractaloids.
Theorem 4.2. Let G be a canonical weighted graph with its labeled graph groupoid
G, and let AG be the graph automaton induced by G and TG, the AG-tree. Every
w-part Tw of TG is graph-isomorphic to TG, for all w ∈ FP (G
ˆ), if and only if G
is a fractaloid.
Proof. (⇐) By definition, if the graph groupoid G
Groupoid
= G(AG) is a fractaloid,
then, for any w-parts Tw, the automata actions acting only on Tw generate the
groupoids G(Tw), which is groupoid-isomorphic to G, where “
Groupoid
= ” means “be-
ing groupoid-isomorphic”. Assume now that there exists a finite path w0 ∈ FP (Gˆ)
such that the w0-part Tw0 is not graph-isomorphic to the AG-tree TG. Then, clearly,
the groupoids G(T w0) and G(TG) are not groupoid-isomorphic. This contradicts
our assumption.
(⇒) Assume now that every w-part Tw of the AG-tree TG is graph-isomorphic
to TG, for all w ∈ FP (Gˆ). This shows that the groupoids G(Tw)’s and G(TG)
are groupoid-isomorphic, for all w ∈ FP (Gˆ), since the automata actions {Ay}
acting on Tw and the automata action {Ad} acting on TG are equivalent. Since w
is arbitrary in FP (Gˆ), the graph groupoid G is a fractaloid.
Let G be a canonical weighted graph with its labeled graph groupoid G, and
assume that the automata actions {Aw : w ∈ FP (G
ˆ)} of the graph automaton
AG act fully on the 2N -regular tree T2N , in the sense that the AG-tree TG, which
is a full-subgraph of T2N , is identical to T2N . i.e., the automata actions of AG act
fully on T2N , if TG
Graph
= T2N .
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Corollary 4.3. Let G be a canonical weighted graph with its labeled graph groupoid
G, and let AG be the graph automaton induced by G. If the automata actions {Aw
: w ∈ FP (Gˆ)} of AG act fully on the 2N -regular tree T2N , then G is a fractaloid.
Proof. Suppose the automata actions act fully on the 2N -regular tree T2N . Then,
by definition, the AG-tree TG is identical to T2N . This shows that, every w-part Tw
of TG is graph-isomorphic to T2N , for all w ∈ FP (Gˆ). Therefore, by the previous
theorem, the graph groupoid G of G is a fractaloid.
Also, the above corollary provide an easy technique to construct fractaloidal
examples. For example, the one-flow circulant graphs and one-vertex-multi-loop-
edge graphs have their graph groupoids which are fractaloids, as connected “finite”
directed graphs (See Section 4.2). Recall that a graph G is finite, if |V (G)| < ∞
and |E(G)| < ∞.
How about the converse of the previous corollary? Let T be a one-flow growing
infinite rooted tree with its root v0. Then the terminal vertices of the incident edges
of v0 are called the 1-st level of T . Similarly, if v1, ..., vt are the vertices in the
1-st level, then the terminal vertices of the incident edges of v1, ..., vt are called
the 2-nd level of T . Inductively, we can decide the n-th level of T , for n ∈ N. For
instance,
· · ·
ր
• • · · ·
ր ր
• → • → • → • · · ·
ր ց
• • → • · · ·
ց
• → • → • → • · · ·
levels : 1st 2nd 3rd 4th · · ·
Theorem 4.4. If G is a fractaloid, then the automata actions {Aw : w ∈ FP (Gˆ)}
act fully on the AG-tree TG, and TG is graph-isomorphic to the 2N -regular tree T2N ,
by identifying their roots, where N = max{ degout(v) : v ∈ V (G)}.
Proof. By the graph-theoretical characterization of fractaloids, the labeled graph
groupoid G is a fractaloid if and only if every w-part Tw of the AG-tree TG is graph-
isomorphic to TG, for all w ∈ FP (Gˆ), by identifying their roots. Equivalently, for
any vertices v1 and v2, the one-flow growing rooted trees Tv1 and Tv2 having their
roots ω(v1) and ω(v2) are graph-isomorphic. Indeed, both Tv1 and Tv2 are graph-
isomorphic to TG, by identifying their roots, respectively, and hence the trees Tv1
and Tv2 are graph-isomorphic.
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Let N = max{degout(v) : v ∈ V (G)}. Now, choose v0 ∈ V (G) having its out-
degree degout(v0) = N. Then we can take the AG-tree TG as a one-flow growing
rooted tree Tv0 , having its root ω(v0) = ((v0, v0), x0) . Remember that the tree Tv0
= TG is a full-subgraph of the 2N -regular tree T2N . By the connectedness of the
shadowed graph Gˆ of the canonical weighted graph G, for any vertex v ∈ V (G),
we can find the finite path w ∈ FP (Gˆ) such that w = v0 w v and w−1 = v w v0.
And since G is a fractaloid, the full-subgraph Tv of Tv0 = TG are graph-isomorphic.
The existence of w and w−1, we can get that
ω(w) = ((v0, v), (ti1 , ..., tin))
and
ω(w−1) = ((v, v0), (tin , ..., ti1)) ,
for some n = |w| ∈ N. This shows that
degTGout (ω(v0)) = deg
TG
out ((v0, v0), x0) = 2N,
where degTGout(.) means the out-degree of vertices of TG. Equivalently, the root
ω(v0) of the fixed AG-tree TG = Tv0 has (2N)-incident edges, which are the first
level of the tree. This means that if degout(v0) = N, then the root ω(v0) of TG has
degTGout(v0) = 2N.
Let v0 be given as before and let ψ±1, ..., ψ±N be the 2N -incident edges of the
root ω(v0) of Tv0 = TG. For convenience, let (p˜r ◦ ω)(ψk) = tk, where tk = xk if k
∈ {1, ..., N}, and tk = −xk, if k ∈ {−1, ..., −N}. Then, for the terminal vertices
ϕk = ϕ (((v0, vk), tk) , ψk) , for k = ±1, ..., ±N,
create the full-subgraphs Tvk ’s of Tv0 , having their roots ϕk, for all k = ±1, ...,
±N, and they are graph-isomorphic to Tv0 , since G is a fractaloid. Note that the
full-subgraphs Tvk ’s are determined by the rooted one-flow growing tree induced by
the 1-st level of Tv0 . Thus, Tvk ’s have their 1-st level consisting of 2N -elements, for
all k = ±1, ..., ±N. Inductively, we can conclude that, for any w ∈ FP (Gˆ), the
w-part Tw should have its 1-st level consisting of 2N -elements. Equivalently, the
tree Tv0 should be graph-isomorphic to the 2N -regular tree T2N . Since Tv0 is our
AG-tree TG, we can get that the AG-tree TG is graph-isomorphic to the 2N -regular
tree T2N , by identifying their roots.
The above theorem shows that the converse of the previous corollary also holds
true. Therefore, we can get the following other characterization of fractaloids.
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Corollary 4.5. Let G be a canonical weighted graph with its labeled graph groupoid
G, and let AG be the graph automaton induced by G. Then the AG-actions {Aw :
w ∈ FP (Gˆ)} act fully on the 2N -regular tree T2N , if and only if G is a fractaloid.
Proof. We know that the labeled graph groupoid G is a fractaloid if the AG-actions
act fully on the 2N -regular tree T2N , by the previous corollary. Now, by the previous
theorem, we can conclude that, if G is a fractaloid, then the AG-tree TG is identified
with the 2N -regular tree T2N . Therefore, if G is a fractaloid, then the AG-actions
act fully on T2N , since they act fully on TG.
4.2. Examples.
In this section, we consider some examples of fractaloids.
Example 4.1. Let G be the one-flow circulant graph with three vertices. i.e., it is
a graph with
V (G) = {v1, v2, v3}
and
E(G) = {ej = vj ej vj+1 : j = 1, 2, 3, v4
def
= v1}.
Then we have max{degout(vj) : j = 1, 2, 3} = 1. So, as in Section 3.1, we can
decide the labeling set {0, 1}, and the labeled graph groupoid G of G, labeled by {0,
±1}∗. Then the graph automaton AG of G is determined and the automata actions
of AG act fully on the 2-regular tree T2, by the existence of the pairs (Ae1 , Ae−13
),
(Ae2 , Ae−11
) and (Ae3 , Ae−12
) of actions. Therefore, the graph groupoid G of G is a
fractaloid.
By the inductive modification of the previous example, we can get the following
proposition.
Proposition 4.6. Let G be a one-flow circulant graph with N -vertices with V (G)
= {v1, ..., vN} and E(G) = {ej = vj ej vj+1 : j = 1, ..., N, vN+1
def
= v1}. Then
the graph groupoid G of G is a fractaloid. 
The following example is about certain fractal groups.
Example 4.2. Let G be the one-vertex-N -loop-edge graph with V (G) = {v} and
E(G) = {ej = v ej v : j = 1, ..., N}. In [10] and [11], we showed that the graph
groupoid G of G is a group which is group-isomorphic to the free group FN with
N -generators. The free group FN is a fractal group, for N ∈ N (See [1]). And
hence, the graph groupoid G is a fractaloid which is a fractal group.
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By the previous example, we can get the following proposition.
Proposition 4.7. Let G be a one-vertex-multi-loop-edge graph. Then the graph
groupoid G of G is a fractaloid. 
Recall that, we say a directed graph G is finite, if |V (G)| < ∞, and |E(G)| <
∞. The previous two examples show that it is possible that, even though the given
graph is finite, its graph groupoid can be a fractaloid.
The following example is trivial. It shows that the automata actions induced
by the N -regular tree TN act fully on the 2N -regular tree T2N , and hence they
generate a fractaloid.
Example 4.3. Let TN be the N -regular tree. Then it induces the graph automaton
ATN , and the automata actions act fully on the 2N -regular tree T2N . Therefore, the
graph groupoid TN of TN is a fractaloid.
Example 4.4. Every infinitely countable linear graph L induces a fractaloid L.
i.e., the graph L is graph-isomorphic to the following graph,
• −→ • −→ • −→ • −→ · · ·.
Then the graph L induces the graph automaton AL. Since the (non-reduced) finite
path set FP (Lˆ) of the shadowed graph Lˆ is bijective to the finite path set FP (T2)
of 2-regular tree T2. This guarantees that automata actions of AL act fully on T2.
Therefore, L is a fractaloid. Indeed, the graph L is regarded as the 1-regular tree,
and hence, by the previous example, it induces a fractaloid.
5. Labeling Operators of Fractaloids
Let G be a canonical weighted graph with its labeled graph groupoid G, and let
N = max{degout(v) : v ∈ V (G)}.
We will use the same notations used in the previous Sections. In Section 2.4, we
defined right graph von Neumann algebrasMG =M ×β G, whereM is an arbitrary
fixed von Neumann algebra, contained in the operator algebra B(K), and β is a
right G-representation, which is an intertwined groupoid action of G, acting on the
Hilbert space K ⊗ HG. As we mentioned in Section 2.4, we are only interested in
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the case where M = C. Then the right graph von Neumann algebras MG = C ×β
G, for all β, are ∗-isomorphic to the groupoid von Neumann algebra
C[G]
w
= C[β(G)]
w
, for all β,
as a W ∗-subalgebra of B(HG), where HG is the graph Hilbert space induced by
the graph G.
Notation From now, if we denote MG, then it is automatically assumed to be
theW ∗-subalgebra C[G]
w
of B(HG). And we call it “the” right graph von Neumann
algebra induced by G. 
5.1. Labeling Operators.
Now, we will define certain operators on the graph Hilbert space HG. Then we
can easily realize that these operators are elements of MG.
Definition 5.1. Let G be a canonical weighted graph and let HG be the correspond-
ing graph Hilbert space. Define an operator Ti on HG by
Ti(ξw)
def
= ξw ξe = ξwe =

ξwe
if ∃e ∈ E(Gˆ) s.t.
w e 6= ∅ and
ω(e) = ((v, v′), ti)
0 otherwise,
for all ξw ∈ BHG , with w = w v in FPr(G
ˆ), and for all i = ±1, ..., ±N, where
BHG is the Hilbert basis of HG. Here, ti = xi if ti ∈ X, and ti = −xi, if ti ∈ −X.
The operators Tk’s are called the k-th labeling operators, for k = ±1, ..., ±N. The
operator TG on HG is said to be the labeling operator, if
TG
def
=
∑−1
j=−N Tj +
∑N
i=1 Ti.
The labeling operator is similar to the Hecke-type operators (e.g., [35]) or the
Ruelle operators (e.g., [31] and [32]) or the radial operators (e.g., [36]) The definition
shows that each labeling tk ∈ ±X generates the k-th labeling operator Tk on HG,
for k = ±1, ..., ±N. And the labeling set ±X = {±x1, ..., ±xN}, itself, generates
the labeling operator TG on HG.
By the very definition, we can realize that the k-th labeling operators Tk’s, for k
= ±1, ..., ±N, and the labeling operator TG of G are contained in the right graph
von Neumann algebra MG.
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Lemma 5.1. Let G be a canonical weighted graph with its labeled graph groupoid
G, and let MG be the right graph von Neumann algebra induced by G. Also, let Tk’s
and TG be the k-th labeling operators and the labeling operator of G on the graph
Hilbert space HG, where k = ±1, ..., ±N. Then they are contained in MG.
Proof. Let MG be the right graph von Neumann algebra induced by G. Construct
the elements τk and τ of MG:
τk =
∑(N)
n
e∈E(Gˆ), (fpr ◦ ω)(e)=tk
Re,
where
tk
def
=
{
xk if k = 1, ..., N
−xk if k = −1, ..., −N,
for all k = ±1, ..., ±N. Then these elements τk’s are identified with the k-th
labeling operators Tk, on the graph Hilbert space HG, for all k = ±1, ..., ±N.
Therefore, the k-th labeling operators Tk’s are contained in MG, for all k.
Define now the element τ of MG by
τ =
∑−1
i=−N τ i +
∑N
j=1 τ j ,
where τk’s are defined as above, for all k = ±1, ..., ±N. Then, by definition, τ
is identified with TG on HG.
By the previous lemma, we can regard the labeling operators Tk’s and TG as
elements of the right graph von Neumann algebra MG.
Corollary 5.2. Let TG be the labeling operator of G on HG. Then it is identified
with the operator
∑
e∈E(Gˆ)
Re generated by all edges of the shadowed graph G
ˆ. 
By the previous lemma, we can get the following adjoint property of the k-th
labeling operators Tk’s.
Lemma 5.3. Let k ∈ {±1, ..., ±N} be fixed, and let Tk be the k-th labeling operator
on HG. Then the adjoint T
∗
k of Tk is identical to the (−k)-th labeling operator T−k.
Proof. By the previous lemma, we can consider the k-th labeling operator Tk as an
element in MG. i.e., let
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Tk =
∑
e∈E(Gˆ), (fpr ◦ ω)(e)=tk
Re in MG.
Then we can have that
T ∗k =
∑
e∈E(Gˆ), (fpr ◦ ω)(e)=tk
R∗e =
∑
e∈E(Gˆ), (fpr ◦ ω)(e)=tk
Re−1
=
∑
e−1∈E(Gˆ), (fpr ◦ ω)(e−1)=−tk
Re−1 =
∑
e∈E(Gˆ), (fpr ◦ ω)(e)=−tk
Re = T−k.
Indeed, by the canonical weighting process, for any e ∈ E(Gˆ), p˜r (ω(e)) = tk if
and only if p˜r
(
ω(e−1)
)
= −tk, where tk ∈ ±X.
Recall that, by Section 2.5, [10] and [11], we know that two elements w1 and w2
of a graph groupoid G are diagram-distinct, in the sense that (i) w1 6= w−12 , and (ii)
the diagrams (which are the graphical images) of w1 and w2 (in R2) are distinct,
if and only if the right multiplication operators Rw1 and Rw2 are free over DG in
(MG, E), where DG is the C-diagonal subalgebra of MG and E is the canonical
conditional expectation of MG onto DG. Thus, more precisely, two subsets X1 and
X2 of G are diagram-distinct, in the sense that, for any pair (w1, w2) ∈ X1 × X2,
the elements w1 and w2 are diagram-distinct if and only if the operators
∑
w1∈X1
Rw1 and
∑
w2∈X2
Rw2 are free over DG in (MG, E). So, we can get the following
proposition.
Proposition 5.4. The operators Tk + T−k ∈ MG, for k = 1, ..., N, are free over
DG from each other in (MG, E), where Tk’s are the k-th labeling operators, for k
= ±1, ..., ±N.
Proof. Let’s denote the operators Tk + T−k by Sk, for k = 1, ..., N. And, for the
fixed k, construct the set Sk by
Sk = {e ∈ E(Gˆ) : (p˜r ◦ ω)(e) = xk or −xk},
for k = 1, ..., N. Then the operator Sk can be re-written by
Sk =
∑
e∈Sk
Re, for all k = 1, ..., N.
By the canonical weighting process, the sets Sk’s are diagram-distinct from each
other, for all k = 1, ..., N. Therefore, the operators Sk’s are free over DG from each
other in (MG, E).
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Corollary 5.5. (1) The labeling operator TG of G on HG is a DG-free sum of the
DG-free elements Tk + T−k, in MG, for all k = 1, ..., N.
(2) The labeling operator TG is self-adjoint on HG. 
5.2. Amalgamated Free Distributional Data of Labeling Operators.
Let B ⊂ A be von Neumann algebras with 1B = 1A, and assume that there
exists a conditional expectation EB : A→ B. Then the pair (A, EB) is a B-valued
W ∗-probability space. Let a ∈ (A, EB) be a B-valued random variable. Then
the B-valued free distributional data of a is characterized by the B-valued joint
∗-moments
∪∞n=1
{
EB(b1a
r1b2a
r2 ...bna
rn)
∣∣∣∣ (r1, ..., rn) ∈ {1, ∗}nb1, ..., bn ∈ B arbitrary
}
.
i.e., the above B-values generate the B-valued free distribution ρa of a (See [5],
[12] and [21]). Suppose now that the operator a is self-adjoint. Then its B-valued
free distribution ρa is completely determined by the B-valued moments of a,{
EB(b1ab2a...bna) :
∣∣∣∣ n ∈ N, andb1, ..., bn ∈ B arbitrary
}
.
Since the labeling operator TG of G on the graph Hilbert space HG is an element
in the right graph von Neumann algebra MG, we can consider its DG-valued free
distributional data, by observing the DG-valued moments {E(T nG) : n ∈ N}. Since
TG =
(∑−1
i=−N Ti
)
+
(∑N
j=1 Tj
)
,
where Tk’s are the k-th labeling operators, for k = ±1, ..., ±N, we can have that
E (T nG) =
∑
(i1, ..., in)∈{±1, ..., ±N}n
E (Ti1 ...Tin)
(5.1)
=
∑
(i1, ..., in)∈{±1, ..., ±N}n
 ∑
(e1,...,en)∈E(Gˆ)n, (fpr ◦ ω)(ej)=tij
(E(Re1 ...Ren))
 ,
for all n ∈ N.
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5.3. Labeling Operators of Fractaloids.
In this section, we will consider the DG-valued moments of the labeling operator
TG of G in MG, where G is a fractaloid. We showed that, in general, if TG is the
labeling operator of an arbitrary labeled graph groupoid G in the right graph von
Neumann algebra MG, then the n-th DG-valued moment E(T nG) is determined by
(5.1).
Now, we are interested in the more precise formula than (5.1), when we have a
fractaloid G. If we can find the more precise formula, then we not only explain the
DG-valued free distributional data of TG, but also show how the fractal property
works on graph groupoids (and hence on graph Hilbert spaces). Moreover, it also
shows how the admissibility of fractaloids works inside the right graph von Neumann
algebra MG. Therefore, the study of the DG-valued free distributional data of the
labeling operator TG of a fractaloid G is for studying the groupoidal-and-operator-
algebraic fractal properties.
From now, all graph groupoids in this Section are fractaloids.
Notation For convenience, we will denote the map p˜r ◦ ω simply by ω˜. i.e.,
ω˜ : F+(Gˆ) → (±X∗0 )
defined by
ω˜(w) =

x0
p˜r (ω(w))
if w ∈ V (G)
if w ∈ E(Gˆ)
(ω˜(e1), ..., ω˜(ek))
if w = e1...ek ∈ FP (Gˆ),
for k ≥ 2
∅∗ if w = ∅,
for all w ∈ F+(Gˆ). Recall the operations θ and ω+ defined in Section 3.2. 
By Section 4.1, we have the following characterization of fractaloids: the labeled
graph groupoid G is a fractaloid if and only if the automata actions {Aw : w ∈
FP (Gˆ)} of the graph automaton AG act fully on the 2N -regular tree T2N . So,
if TG is the labeling operator of a fractaloid G in the right graph von Neumann
algebra MG, then the formula (5.1) is re-formulated as follows:
E(T nG) =
∑
(i1,...,in)∈{±1, ..., ±N}n
 ∑
e1...en∈FP (Gˆ), eω(ej)=tij
E(Re1...en)

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by (5.1)
=
∑
(i1,...,in)∈{±1, ..., ±N}n
 ∑
e1...en∈FP (Gˆ), e1...en∈V (G)⊂G, eω(ej)=tij
E(Re1...en)

=
∑
(i1,...,in)∈{±1, ..., ±N}n
 ∑
v∈V (G)⊂G, v= e1...en∈FP (Gˆ), eω(ej)=tij
Rv

since E(Rv) = Rv, for all v ∈ V (G) ⊂ G
(5.2)
=
∑
(i1,...,in)∈{±1, ..., ±N}n
 ∑
e1...en∈FP (Gˆ), eω(ej)=tij ,
P
n
k=1 tik=x0
Re1...en
 ,
by Section 3.2: Remember that a finite path e1 ... en = v e1 ... en v in
FP (Gˆ), with v ∈ V (Gˆ), is the vertex v in the labeled graph groupoid G (under
the reduction), where ej ∈ E(Gˆ) with ω˜(ej) = tij , if and only if
∑n
j=1 tij = x0 in
C⊕N , in general.
Fix now a vertex v ∈ V (G). Define a subset Fv, n of the finite path set FP (G
ˆ)
of the shadowed graph Gˆ by
Fv, n
def
=
{
e1 ... en ∈ FP (Gˆ)
∣∣∣∣ e1 = v e1 and∑n
j=1 ω˜(ej) = x0
}
,
for all n ∈ N. i.e., the sets Fv, n are the collection of all length-n finite paths of
FP (Gˆ) which are all identified with the vertex v in the graph groupoid G, under
the reduction (RR), for all n ∈ N. We will say that the set Fv, n is the length-n-
v-subset of FP (Gˆ), for all n ∈ N. Remark that the weighting (or the labeling)
process makes us understand the admissibility and the reduction on Fv, n’s (inside
G), more in detail, for all v ∈ V (G) and n ∈ N. Again, by the labeling process, we
can re-express the sets Fv, n’s as follows,
Fv, n = ∪
(i1,...,in)∈{±1, ..., ±N}n
e1 ... en ∈ FP (Gˆ)
∣∣∣∣∣∣
e1 = v e1 ∈ E(Gˆ)
ω˜(ej) = tij , for j,∑n
j=1 tij = x0
 ,
for all n ∈ N. Let v1 and v2 be arbitrarily chosen vertices in V (G). Then we can
have the corresponding sets {Fv1, n}
∞
n=1 and {Fv2, n}
∞
n=1. Then, for each n ∈ N, the
cardinalities |Fv1, n| and |Fv2, n| are identical, whenever G is a fractaloid.
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Lemma 5.6. Let G be a given fractaloid, and let Fv, n be the length-n-v-subsets of
FP (Gˆ), for all v ∈ V (G) and n ∈ N. Then, for any n ∈ N, the cardinalities |Fv, n|
are identical, for all v ∈ V (G).
Proof. Let v1 6= v2 be the distinct vertices in V (G), and let Fv1, n and Fv2, n be
the length-n-vertex-subsets of v1 and v2 in FP (G
ˆ), respectively, for n ∈ N. By
definition,
Fvk, n = ∪
(i1,...,in)∈{±1, ..., ±N}n
e1 ... en ∈ FP (Gˆ)
∣∣∣∣∣∣
e1 = vk e1 ∈ E(Gˆ)
ω˜(ej) = tij , for j,∑n
j=1 tij = x0
 ,
for k = 1, 2. Define now the map
E : E(Gˆ) → {Ae : e ∈ E(Gˆ)}
by
E(e) = Ae, for all e ∈ E(G
ˆ).
Clearly, this map E is bijective and hence it is extendable to the bijective map,
also denoted by E , from FP (Gˆ) onto {Aw : w ∈ FP (Gˆ)}. The existence of this
bijection E shows that we can regard the elements in Fvk, n as the E-corresponding
elements on FP (T2N ), where T2N is the 2N -regular tree where the automata actions
Aw’s act. (Remember that the AG-tree TG is identical to T2N , whenever G is a
fractaloid!) Since the graph groupoid G is a fractaloid, E (Fvk, n) create the full-
subgraphs Gvk, n, having its finite path set FP (Gvk, n) = E (Fvk, n) in T2N , and
they are graph-isomorphic, for k = 1, 2, and for n ∈ N. Therefore, the generating
sets Fvk, n, which are regarded as the edge sets of the full-subgraphs Gvk, n, should
have the same cardinality.. i.e.,
|E (Fv1, n)| = |E (Fv2, n)| ⇐⇒ |Fv1, n| = |Fv2, n| ,
by the bijectivity of E , for all n ∈ N. Since v1 and v2 are arbitrary, for any n ∈
N, the cardinalities |Fv, n| of the length-n-v-subsets of FP (Gˆ) are identical, for all
v ∈ V (G).
By the previous lemma, we can re-formulate the formula (5.1), where the given
labeled graph groupoid G is a fractaloid.
Theorem 5.7. Let G be a canonical weighted graph with its labeled graph groupoid
G, and assume that G is a fractaloid. Then the labeling operator TG of G in MG
satisfies that
(5.3) E (T nG) =
∣∣∣∑(N)n ∣∣∣ · 1DG ,
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where
(5.4)
∑(N)
n =
{
(ti1 , ..., tin) ∈ (±X)
n
∣∣∣∑nj=1 tij = x0} ,
for all n ∈ N.
Proof. By (5.2) and by the previous lemma, we can compute, for any fixed n ∈ N,
E(T nG) =
∑
(i1,...,in)∈{±1, ..., ±N}n
 ∑
e1...en∈FP (Gˆ), eω(ej)=tij ,
P
n
k=1 tik=x0
Re1...en

=
∑
v∈V (G)
|Fv, n|Rv =
∑
v∈V (G)
ηn Rv = ηn
( ∑
v∈V (G)
Rv
)
.
The last two equalities hold, by the previous lemma. i.e., for the fixed n ∈ N, the
cardinalities |Fv, n| of the length-n-v-subsets Fv, n are identical to the number ηn,
for all v ∈ V (G), whenever G is a fractaloid. Recall that
∑
v∈V (G)
Rv is the identity
element 1DG = 1MG of DG ⊆ MG. Therefore, we have that
E(T nG) = ηn · 1DG ∈ DG, for all n ∈ N,
for some scalar-values {ηn}
∞
n=1. Notice that
ηn = |Fv, n| , for all v ∈ V (G),
for any n ∈ N. By the definition of length-n-vertex-subsets Fv, n’s of FP (Gˆ),
we can construct sets
∑(N)
n (independent from the choice of vertices) by
∑(N)
n
def
=
{
(ti1 , ..., tin) ∈ (±X)
n
∣∣∣∑nj=1 tij = x0} ,
for all n ∈ N. Then the cardinality
∣∣∣∑(N)n ∣∣∣ of ∑(N)n is identical to the value ηn,
for all n ∈ N.
Remark 5.1. In general, without the assumption that G is a fractaloid, the equal-
ities
ηn = |Fv, n| and ηn =
∣∣∣∑(N)n ∣∣∣ ,
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in the proof of the previous theorem, do not hold. (See [40].)
The above theorem shows that the DG-valued (or the operator-valued) moments
E(T nG) of the labeling operator TG are completely determined by the scalar-values∣∣∣∑(N)n ∣∣∣ which are the cardinalities of certain sets ∑(N)n , for all n ∈ N, whenever
the labeled graph groupoid G is a fractaloid. Also, the above theorem shows how
the labeling (in terms of the admissibility of G) works (in G) and MG, whenever G
is a fractaloid.
5.4. Refinements of (5.3).
In Section 5.3, we showed that the DG-valued free moments {E(T nG)}
∞
n=1 of the
labeling operator TG of a fractaloidG in the right graph von Neumann algebraMG is
completely determined by the cardinalities {
∣∣∣∑(N)n ∣∣∣}∞n=1 of certain sets {∑(N)n }∞n=1,
where
∑(N)
n = {(ti1 , ..., tin) ∈ (±X)
n :
∑n
j=1 tij = x0},
where
tij
def
=
{
xij if tij ∈ X
−xij if tij ∈ −X,
for all j = 1, ..., n, for all n ∈ N, where X = {x1, ..., xN} ⊂ C⊕N is the labeling
set of G consisting of the orthonormal vectors xj = (0, ..., 0, 1
j-th
, 0, ..., 0), for j =
1, ..., n, and where
x0 =
0, ........, 0︸ ︷︷ ︸
N-times
 ∈ C⊕N ,
where
N = max{degout(v) : v ∈ V (G)}.
By using the operation θ, defined in Section 3.2, we can re-write
∑(N)
n ’s by
∑(N)
n = {w ∈ (±X)
n : θ(w) = x0}.
Construct now the lattice paths in R2.
Definition 5.2. Let Y = {1, ..., N}, for N ∈ N. For the given index set Y, define
the vectors l±k by the vectors in R2 satisfying that
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lk = (1, e
k) and l−k = (1, −ek), for all k = 1, ..., N,
where e ∈ R is the natural (exponential) number. i.e., lk (resp. l−k) is a vector
starting from the point (0, 0) and ending at the point (1, ek) (resp. the point (1,
−ek)), for all k = 1, ..., N. Define now the binary operation, denoted simply by
(·), on {l±k : k = 1, ..., N}, by
li lj
def
= the path in R2 connecting the vector li and lj, by identifying the ending
point (1, ei) of li and the starting point (0, 0) of lj,
where i, j ∈ {±1, ..., ±N}. Inductively, we can determine the paths li1 li2 ...
lin , where (i1, ..., in) ∈ {±1, ..., ±N}
n, for all n ∈ N. Such paths in R2, generated
by the vectors l±1, ..., l±N , are called the lattice paths generated by Y. We denote
the collection of all lattice paths generated by the vectors l±1, ..., l±N , by LN . And
we call LN , the lattice path set induced by Y.
Let l = li1 ... lin ∈ LN be a lattice path. Define the length of l by the number n.
And we denote the length of l by |l| .
Notice that every element in the lattice path set LN is a (non-reduced and
nonempty) words in {l±1, ..., l±N}. We can decompose LN by
LN =
∞
⊔
k=1
LN (k)
with
LN (k)
def
= {l ∈ LN : |l| = k}, for all k ∈ N,
where “⊔” means the disjoint union.
Remark 5.2. Remark that, we define the lattices l±k by the vectors (1, ±ek), for
k = 1, ..., N. The choice of the y-coordinates ±ek (by regarding the space R2 as
the usual (x, y)-coordinate system) is for our purpose, for k = 1, ..., N . i.e., we
want to make the sets LN (k) be equipotent (or bijective) to the sets
∑(N)
k , for each
k = 1, ..., N, where
∑(N)
k are the given subsets of C
⊕N , in the previous section.
It is okay to take pi instead of e.
Consider a certain subset LoN (k) of LN (k), for each k ∈ N: Define the subset
LoN (k) of LN (k) by
LoN (k)
def
=
l ∈ LN (k) :
∣∣∣∣∣∣
l ends at the point on
the horizontal axis
(or the x-axis) of R2

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i.e., if l = li1 ... lin ∈ L
o
N (k), then it is a lattice path starting from (0, 0), ending
at (k, 0).
Definition 5.3. If a lattice path l is contained in LoN (k), for some k ∈ N, then we
say that the length-k lattice path l satisfies the (horizontal- or x-)axis property.
Similarly, we can define the subset LoN of the lattice path set LN by
LoN
def
=
∞
∪
k=1
LoN (k).
i.e., the subset LoN is the collection of all lattice paths satisfying the axis property.
By defining a map Θ :
∑(N)
n → L
o
N (n), we can realize the relation between the
sets
∑(N)
n and L
o
N (n), for all n ∈ N. Define the map Θ by
(ti1 , ..., tin) ∈
∑(N)
n
Θ
−→ lk1 ... lkn ∈ L
o
N (n),
where
kj =

ij if tij = xij ∈ X
−ij if tij = −xij ∈ −X,
for all j = 1, ..., n, for all n ∈ N. By the very definition of the map Θ, this map
is bijective. Therefore, we can realize that the property
θ ((ti1 , ..., tin)) =
∑n
j=1 tij = x0 ∈ C
⊕N
is equivalent to the axis property: the lattice path
Θ ((ti1 , ..., tin)) = lk1 ... lkn ∈ L
o
N (n)
satisfies the axis property. By the existence of the above bijection Θ, we have
the following proposition.
Proposition 5.8. The sets
∑(N)
n and L
o
N (n) are equipotent (or bijective), for all
n ∈ N. i.e.,
∣∣∣∑(N)n ∣∣∣ = |LoN (n)| , for all n ∈ N.

The following corollary is the direct consequence of the previous proposition.
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Corollary 5.9. Let G be a canonical weighted graph with its labeled graph groupoid
G, and assume that G is a fractaloid. Then the labeling operator TG of G in MG
has its DG-valued moments,
E(T nG) = |L
o
N (n)| · 1DG ,
for all n ∈ N. 
In fact, the length-n lattice path set LoN (n) satisfying the axis property is intro-
duced for visualizing the set
∑(N)
n , for all n ∈ N. By identifying (bijectively) the
sets {
∑(N)
n }
∞
n=1 and {L
o
N (n)}
∞
n=1, we can get the following proposition.
Proposition 5.10. Let TG be the labeling operator of a fractaloid G in MG. Then
all odd DG-valued moments vanish. i.e., E(T nG) = 0DG , whenever n is odd.
Proof. We can easily verify that if n is odd, then the set LoN (n) is empty. So, if n
is odd, then |LoN (n)| = 0. So, we have that
E(T nG) =
∣∣∣∑(N)n ∣∣∣ · 1DG = |LoN (n)| · 1DG = 0DG,
whenever n is odd in N.
By the previous proposition, we can get the more detailed DG-free distributional
data of the labeling operator TG of the fractaloid G:
Corollary 5.11. Let TG be the labeling operator of a fractaloid G in the right graph
von Neumann algebra MG. Then
(5.5)
E(T nG) =

∣∣∣∑(N)n ∣∣∣ · 1DG = |LoN (n)| · 1DG if n ∈ 2N
0DG if n ∈ 2N− 1,
for all n ∈ N. 
Now, we concentrate on finding the cardinality |LoN (2n)| , for n ∈ N. To do
that, we consider the results in [38] and [39]. In [38], we compute the powers of
multinomials in a commutative unital algebra. We showed that the computations
are determined by the well-known famous Pascal’s triangle, recursively.
Let A be a commutative unital algebra with its identity 1A, and let a1, ..., an be
arbitrary distinct elements in A, for n ∈ N. Then we can construct a new element
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a =
∑n
k=1 aj in A, and the powers a
m of a in A, for all m ∈ N. We will call the
element a the multinomial induced by a1, ..., an, and the elements a
m, the m-th
powers of a, for all m ∈ N. Then, by the commutativity on A, we can get that
am =
∑
(i1, ..., im)∈{1,...,n}m
ai1 ... aim
=
∑
(i1,...,im)∈{1,...,n}m, i1≤ i2 ≤ ... ≤ im
c
(n)
i1,...,im
ai1 ...aim ,
where c
(n)
i1,...,im
∈ N are called the (i1, ..., im)-th coefficients of ai1 ... aim in
am, for (i1, ..., im) ∈ {1, ..., n}m, where i1 ≤ i2 ≤ ... ≤ im. The existence of the
coefficients of am is guaranteed by the commutativity of A, for all m ∈ N. It is
natural that if we know how to compute all coefficients of am, then we can compute
am.
For convenience, let’s denote 1A be a0. Fix aj ∈ {a1, ..., an}. Then we can
consider the binomial yj = 1A + aj = a0 + aj in A, for all j = 1, ..., n. Then the
powers ymj have their coefficients completely determined by the Pascal’s triangle,
for all j = 1, ..., n, and m ∈ N. i.e., we can write
ymj =
∑
(i1,...,im)∈{0, j}m, i1≤ i2 ≤ ... ≤ im
εj: i1,...,im ai1 ... aim ,
where εj:i1,...,im ’s are the (i1, ..., im)-th coefficients of y
m
j , for all j = 1, ..., n,
and m ∈ N, and they are the entries of the Pascal’s triangle,
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
1 5 10 10 5 1
...
...
...
...
...
...
.
In other words, the entry εj:0, ........, 0︸ ︷︷ ︸
k-times
, j, .........., j︸ ︷︷ ︸
(m−k)-times
are the (m − k)-th entry (from
the left) of the m -th level of the Pascal’s triangle. Equivalently, the above triangle
can be re-written as follows, in terms of the coefficients of ymj :
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εj:0
εj:0 εj:j
εj:0,0 εj:0, j εj: j, j
εj:0,0,0 εj:0,0,j εj:0,j,j εj:j, j, j
εj:0,0,0,0 εj:0,0,0,j εj:0,0,j,j εj:0,j,j,j εj:j,j,j, j
...
...
...
...
...
,
for all j = 1, ..., n, and for m ∈ N. The following proposition is the main result
of [38]:
Proposition 5.12. (See [38]) Let a =
∑n
j=1 aj be a multinomial induced by the
distinct elements a1, ..., an in a commutative unital algebra A, for n ∈ N. Then
the powers am of a has the coefficients c
(n)
i1,...,im
, satisfying that
c
(n)
i1,...,im
=
(
c
(n−1)
i1,...,im−k
)εm: 0, ........, 0︸ ︷︷ ︸
k-times
, im−k+1,...,im
 ,
for k ∈ {1, ..., m}, for all m ∈ N, whenever
im−k+1 = im−k+2 = ... = im in {1, ..., n}.

The proof of the above proposition is straightforward. The above proposition
shows that the coefficients of the m-th power am of a multinomial a =
∑n
j=1 aj are
determined by the entries of the Pascal’s triangle, recursively. The following three
examples are helpful to understand the use of the above proposition.
Example 5.1. The coefficient c
(4)
1,1,1,1,3,3,4 of a
4
1 a
2
3 a4 in (
∑4
k=1 ak)
7 is
c
(4)
1,1,1,1,3,3,4 = c
(3)
1,1,1,1,3,3 ε4:0,0,0,0,0,0,4 = 7 · c
(3)
1,1,1,1,3,3
= 7 · c
(2)
1,1,1,1 ε3:0,0,0,0,3,3 = 7 · 15 · 1 = 105
Example 5.2. The coefficient c
(5)
2,2,3,4 of a
2
2 a3 a4 in (
∑5
k=1 ak)
4 is
c
(5)
2,2,3,4 = c
(4)
2,2,3 · ε5:0,0,0,4 = 4 · c
(4)
2,2,3
= 4 · c
(3)
2,2 · ε4:0,0,3 = 4 · 1 · 3 = 12.
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Example 5.3. The coefficient c
(4)
1,2,3,4 of a1 a2 a3 a4 in (
∑4
k=1 ak)
4 is
c
(4)
1,2,3,4 = c
(3)
1,2,3 · ε4:0,0,0,4 = 4 · c
(3)
1,2,3
= 4 · c
(2)
1,2 · ε3:0,0,3 = 4 · 3 · c
(2)
1,2 = 4 · 3 · 2 = 24.
Now, consider the lattice paths in LN (2n). Every lattice path l contained in
LN (2n) is the length-2n (non-reduced and nonempty) word in {l±1, ..., l±N}, say
l = lj1 lj2 ... lj2n . As we observed before, we can realize that this lattice l satisfies
the axis property if and only if
∑2n
k=1 jk = 0.
Assume that we have distinct elements a1, a−1, a2, a−2, ..., aN , a−N in a com-
mutative unital algebra A. Then we can have an element
a± =
∑−1
k=−N ak +
∑N
i=1 ai, in A.
Then the coefficients, denoted by c
(±N)
i1,...,i2n
of the 2n-th power a2n± of a± are
also determined similarly by the above proposition, for all (i1, ..., i2n) ∈ {±1, ...,
±N}2n, for n ∈ N. By the previous observation, we can realize that the addition of
all coefficients
c
(±N)
i1,...,i2n
satisfying that
∑2n
k=1 ik = 0,
represents the cardinalities of the length-2n lattice paths satisfying the axis prop-
erty. Therefore, we can get the following theorem.
Theorem 5.13. Let LoN (2n) be the set of all length-2n lattice paths induced by l±1,
..., l±N , for any N , n ∈ N. And assume that c
(±N)
i1,...,i2n
are the coefficients of the
2n-th power a2n± , for n ∈ N, where a± is defined as in the previous paragraph. Then
|LoN (2n)| =
∑
(j1,...,j2n)∈{±1, ..., ±N}2n,
P2n
k=1 jk=0
c
(±N)
j1,...,j2n
,
for all n ∈ N. 
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The above theorem shows that the amalgamated moments of the labeling oper-
ator of fractaloids are also determined by certain entries of the Pascal’s triangle,
recursively.
Corollary 5.14. Let c
(±N)
i1,..,in
be the coefficients of the 2n-power a2n± of a±, defined
as above. And let TG be the labeling operator of a fractaloid G in the right graph von
Neumann algebra MG, where N = max{ degout(v) : v ∈ V (G)}. Then the nonzero
DG-valued moments {E(T 2nG )}
∞
n=1 of TG are determined by
E
(
T 2nG
)
=
( ∑
(j1,...,j2n)∈{±1, ..., ±N}2n,
P2n
k=1 jk=0
c
(±N)
j1,...,j2n
)
· 1DG ,
for all n ∈ N. 
5.5. An Example: Computing|Lo1(2n)| =
∣∣∣∑(1)2n ∣∣∣ , for n ∈ N.
In this section, we will provide an example to use the lattice path model {LoN (n)}
∞
n=1
to compute {
∣∣∣∑(N)n ∣∣∣}∞n=1. Again, remark that
E(T nG) =
∣∣∣∑(N)n ∣∣∣ · 1DG , for all n ∈ N,
and the sets
∑(N)
n are visualized by the length-n lattice paths contained in L
o
N (n)
satisfying the axis property, for all n ∈ N, where
N = max{degout(v) : v ∈ V (G)}.
In the rest of this section, as an example of Section 5.4, we will compute
|Lo1(2n)| =
∣∣∣∑(1)2n ∣∣∣ , for all n ∈ N.
(Case: n = 2) If n = 2, then we have the following elements of Lo1(2):
րց and
ցր
.
And hence
|Lo1(2)| =
∣∣∣∑(1)2 ∣∣∣ = 2.
(Case: n = 4) If n = 4, then Lo1(4) has the following elements:
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րցրց ,
րց
ցր
,
րց
ցր
,
ցրցր
,
and
րց
ր ց
,
ց ր
ցր
.
So, we have
|Lo1(4)| =
∣∣∣∑(1)4 ∣∣∣ = 6.
(Case: n = 6) If n = 6, then Lo1(6) has the following elements:
րցրցրց ,
րցրց
ցր
,
րց րց
ցր
,
րց
ցր ցր
,
րցրց
ցր
,
րց
ցր ցր
,
րց
ցրցր
,
ցրցր ցր
,
and
րց
ր ցրց
,
րց
րցր ց
,
րց
ր ց
ցր
,
րց
ր ց
ցր
,
րց
ց ր
ցր
,
րց
ց ր
ցր
,
ց րցր
ցր
,
ցրց ր
ցր
,
and
րց
ր ց
ր ց
,
ց ր
ց ր
ցր
,
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րցրց
ր ց
,
ց ր
ցրցր
.
Therefore, we can get that
|Lo1(6)| =
∣∣∣∑(1)6 ∣∣∣ = 20,
etc.
The above visual observations for n = 2, 4, 6, provide a way how to compute
|Lo1(n)| , for n = 2, 4, 6. However, in general, if n is an even number greater than 6,
the above observation is extremely hard. But, by using the technique determined
recursively by the Pascal’s triangle, we can compute |Lo1(2n)| , for all n ∈ N.
As we have seen, we can realize that the cardinalities of the set Lo1(2k), for k =
1, 2, 3, are indeed determined by the certain entries of the Pascal’s triangle,
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
1 5 10 10 5 1
1 6 15 20 15 6 1
...
...
...
...
...
...
.
Recall that, by Section 5.4, we can have that:
Corollary 5.15. For any n ∈ N,
|Lo1(2n)| = c
(±1)
−1, .........,−1︸ ︷︷ ︸
n-times
, 1, ..........., 1︸ ︷︷ ︸
n-times
=
∣∣∣∑(1)2n ∣∣∣ ,
where c
(±1)
−1,...,−1,1,...,1 are the (−1, ..., −1, 1, ..., 1)-th coefficients of the 2n-power
(a−1 + a1)
2n of the binomial a−1 + a1, for all n ∈ N. Equivalently, we have that
|Lo1(2n)| = 2nCn =
∣∣∣∑(1)2n ∣∣∣ , for all n ∈ N,
where mCk
def
= m!
k!(m−k)! , for all k ≤ n in N. 
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Indeed, the coefficients in the above corollary represents the middle entries of
2n-levels of the Pascal’s triangle, for all n ∈ N.
Example 5.4. |Lo1(8)| = 70 =
∣∣∣∑(1)8 ∣∣∣ , |Lo1(10)| = 252 = ∣∣∣∑(1)10 ∣∣∣ ,
|Lo1(12)| = 924 =
∣∣∣∑(1)12 ∣∣∣ , |Lo1(14)| = 3432 = ∣∣∣∑(1)14 ∣∣∣ ,
|Lo1(16)| = 12870 =
∣∣∣∑(1)16 ∣∣∣ , |Lo1(18)| = 48620 = ∣∣∣∑(1)18 ∣∣∣ ,
|Lo1(20)| = 184756 =
∣∣∣∑(1)20 ∣∣∣ , etc.
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