Predicting the cheapest sample size for the optimal stratification in multivariate survey design is a problem in cases where the population frame is large. A solution exists that iteratively searches for the minimum sample size necessary to meet accuracy constraints in partitions of atomic strata created by the Cartesian product of auxiliary variables into larger strata. The optimal stratification can be found by testing all possible partitions. However the number of possible partitions grows exponentially with the number of initial strata. There are alternative ways of modelling this problem, one of the most natural is using Genetic Algorithms (GA). These evolutionary algorithms use recombination, mutation and selection to search for optimal solutions. They often converge on optimal or near-optimal solution more quickly than exact methods. We propose a new GA approach to this problem using grouping genetic operators instead of traditional operators. The results show a significant improvement in solution quality for similar computational effort, corresponding to large monetary savings.
Introduction
Survey objectives typically require a sample that is sufficiently representative of the relevant population characteristics. Samples taken from a stratification must meet accuracy constraints in order to satisfy these objectives. The problem of sample allocation for surveys with multiple variables was first discussed by (Neyman, 1934) , whereas optimum stratification in survey sampling was first discussed by (Dalenius, 1950) . By variable we mean the set of values or measurements recorded for a given characteristic from a population unit in a survey. In stratified random sampling simple random samples are extracted from nonoverlapping subpopulations or strata in a population (Cochran, 1977) . It is used to achieve savings in costs while obtaining information for each stratum and preserving the accuracy of the target estimates in terms of variance. Our analysis in this paper is limited to partitioning a Cartesian product of the set of values in all auxiliary variables (in future we will just say the Cartesian product of auxiliary variables) into larger groupings or strata and searching for the minimum sample size from these partitions necessary to meet precision constraints. (Cochran, 1977) outlines that stratification is useful where different levels of precision are required for respective subdivisions of a population. There is also an administrative purpose for the use of strata where reliable statistics are sought for various regions or provinces. Strata can also be used to apply relevant techniques to survey a population in accordance with certain characteristics. For example one interviewer might be adequate for a densely populated centre such as a hotel, whereas sparsely populated rural areas may require additional considerations such as more interviewers, over-time payments or travel costs. Similarly (Cochran, 1977) notes that in sampling a business population it may be useful to put large firms into the same strata, separate to smaller firms which might require some form of area sampling. Another reason for stratification is where a heterogeneous population may be split into internally homogeneous strata, where the measurements vary little inside each stratum. Consequently, a small sample from a stratum can give a precise estimate of the stratum mean. The estimates of the mean from each stratum can be combined into a precise estimate of the mean for the whole population.
All of the above reasons for stratification mean that once the heterogeneous strata are established they are physically tangible in the sense that measurements can be obtained for the population of interest to the survey. The sample allocation is optimised so that it can be expected that the estimates of samples gathered from each stratum will fall within the pre-set variance constraints. Published research in this area includes the work of (Cochran, 1977; Bethel, 1985 Bethel, , 1989 Chromy, 1987; Huddleston et al., 1970; Kish, 1976; Stokes and Plummer, 2004; Day, 2006 Day, , 2010 Díaz-García and Cortez, 2008; Kozak and Wang, 2010; Kozak et al., 2008; Khan et al., 2010 ). Bethel and Chromy proposed similar convex programming algorithms to solve the Neyman optimal allocation to strata where a number of variables are of interest. The Bethel algorithm uses the Kuhn Tucker theorem and Lagrangian multipliers and is proven to converge quickly on the optimum allocation, if it exists. The Chromy algorithm, which also uses the Kuhn Tucker theorem and Lagrangian multipliers or Cauchy-Schwarz solutions, is simpler than the Bethel algorithm and has evidence of good convergence but this has not been proven. However, its notation can be adapted to fit-within the operation of the Bethel algorithm and the two have been combined into the bethel.r function (also known as the Bethel-Chromy function) (Barcaroli et al., 2014) , which is discussed further below. It is used to estimate minimum sample size for the variance constraints for a fixed stratification, whether they are physically tangible like those outlined above, or constructed like those discussed further down.
Research has also been conducted on two-stage sampling which optimises strata initially, and subsequently addresses sample allocation in the survey design. The initial step focuses on determining methods of constructing strata using auxiliary variables which are correlated to the target variables to establish expected precision levels. Work in this area includes (Dalenius and Hodges Jr, 1959) , (Singh, 1971) , (Hidiroglou, 1986) , (Lavallée and Hidiroglou, 1988) , (Gunning and Horgan, 2004) , (Khan et al., 2008) , , Briggs et al., 2000; Lu and Sitter, 2002; Reddy et al., 2016; Rizvi et al., 2000; Schneeberger and Pöllot, 1985; Thomsen, 1977) .
Finally there is research into the area of joint stratification and optimising sample size. Strata for both the univariate and the multivariate cases are constructed using correlated auxiliary variables. The process involves jointly considering minimum sample size for constructed strata in such a way as to provide the stratification that gives the minimum sample size required to meet constraints. It is possible to sub-divide the population into domains, e.g. areas or regions before estimating minimum sample size for constructed strata in each domain. Techniques used to solve the joint sample allocation and stratification problem include evolutionary and tree-based approaches of selecting the best solution. Work in this area includes (Kozak et al., 2007) , (Keskintürk and Er, 2007) , (Baillargeon and Rivest, 2009) , (Baillargeon and Rivest, 2011) who address the univariate scenario and then there is (Benedetti et al., 2005) and (Ballin and Barcaroli, 2013) who deal with multivariate stratification scenarios. (Ballin and Barcaroli, 2013 ) use a Genetic Algorithm (GA) which is a modified version of rbga.r in the genalg R package to explore the search space of partitions of constructed strata to find the minimum sample size. Each partition contains subsets of constructed strata (henceforth called atomic strata) and these subsets represent stratifications of the atomic strata (henceforth called strata). Each partition is a candidate solution. GAs often converge quickly to optimal or near optimal solutions, and are particularly good at navigating rugged search spaces containing many local minima. The work of (Ballin and Barcaroli, 2013) has been applied to the following surveys carried out by the Italian National Institute of Statistics (ISTAT):
• 2003 Italian Farm Structure Survey
• 2010 Monthly milk and milk products survey
• Economic outcomes of agricultural holdings survey
• Structure and production of main wooden cultivations survey
• Survey on forecasting of some herbal crops sowing This paper presents research aimed at further developing their work by exploring an alternative GA with genetic operators that we claim are better suited to this application. We support our claim by comparing computational results on publicly-available test data. The genetic algorithm in the SamplingStrata 1.2 package (Barcaroli, 2018) has been updated following the analysis we provide in this paper.
We refer to the problem description laid out in (Ballin and Barcaroli, 2013) and (Barcaroli et al., 2014) . This problem requires a population dataset in which there are N records. For each of these records there are target variables (also known as target features), i.e., those which are of interest to the survey. These are described as follows:
where Y is a target variable and G is the total number of target variables. A subset of the dataset containing the most correlated auxiliary variables is also selected. These auxiliary variables are formally described as follows:
where X is an auxiliary variable and M is the total number of auxiliary variables. The Cartesian product of the auxiliary variables creates atomic strata for each domain (e.g. region, district, gender, social group, etc.).
Atomic strata which are effectively empty sets (no corresponding values in the Y G target variables) can be removed from the total. The number of possible atomic strata is described as follows:
where K is the number of atomic strata, and I * is the number of impossible or absent number of combinations of values created by the Cartesian product of the M auxiliary variables. k m refers to an atomic stratum k in auxiliary variable m.
The Cartesian product results in the set of L atomic strata of size K.
After the creation of atomic strata the next step is to consider all possible partitions of the atomic strata and for each of these partitions: estimate the minimum sample size necessary to meet accuracy constraints. We then search for the partition that enables the global minimum sample size for the precision constraints.
The set of all possible partitions P of the L atomic strata is defined by {P 1 , P 2 , . . . , P B }. Each partition is a candidate solution. The number of possible partitions is known as the search space, because, if it was feasible in terms of time and cost, the full list of candidate solutions would be evaluated for the optimum solution. However, given that the set of partitions grows exponentially with the set of atomic strata, search techniques such as genetic algorithms are used as they can find an optimum solution without evaluating all possible solutions. There is more information on the genetic algorithm we use later in the paper. (Ballin and Barcaroli, 2013) provide a detailed report of the partitioning problem and describes how to use the Bethel-Chromy algorithm to select the best partition for a given domain. We base our outline of the problem on the brief description provided by (Barcaroli et al., 2014) .
The set of atomic strata L is partitioned into subsets of strata called H. Please note the distinction between the set of L atomic strata (of length or size K) and strata H (or set of subsets of L) which results from a given partition of the set L. Assuming H strata, N h is the population size for each different Y g target variable in each stratum h. Similarly S 2 h,g are the variances of the G different target variables Y in each stratum h, where h = 1, . . . , H and g = 1, . . . , G. We assume a simple random sampling of n h units without replacement in each stratum.
The estimator of the population total T is:
where:
The variance of the estimator of the total T is given by:
The upper limit of expected variance or precision U g is expressed as a coefficient of variation CV for eachT g , which normalises the variability in measurements in the different target variables and means that the variance can be compared relatively:
where U g is the expected sampling variance or precision for target variable g expressed as a coefficient of variation.
The cost function can be defined as:
where C 0 is the fixed cost and C h is the average cost of interviewing one unit in stratum h and n h is the number of units, or sample, allocated to stratum h. As mentioned above, the set of H strata will vary for each partition of the L atomic strata. However, if the average cost of sampling a unit in the population is fixed this means that even though the set of H and size of each h might vary, the average sampling cost for a unit in h remains fixed. Alternatively, the sampling costs for each atomic stratum might also be estimated after the set of atomic strata has been prepared. (Ballin and Barcaroli, 2013) indicates that the expected cost of observing a unit in a given aggregate stratum can be estimated by averaging the costs in each contributing atomic stratum, weighted by their population. In our analysis we take the view that C 0 and C h are constant in the linear cost model therefore both can be utilised after the minimum sample size is found. Therefore, C 0 is set to 0, and C h is set to 1.
The problem is consequently summarised as follow:
The problem is then solved using the genetic algorithm in SamplingStrata to evolve a set of potential solutions which are evaluated to estimate the minimum sample size necessary to meet the precision constraints using the bethel.r function and each of these solutions is ranked from lowest sample size to highest.
Genetic Algorithms
Genetic Algorithms (GAs) are a nature-inspired class of optimisation algorithms, modelled on the ability of organisms to solve the complex problem of adaptation to life on Earth. The variables of an optimisation problem are called genes and their values alleles. A candidate solution is a list of alleles called a chromosome and the objective function, which is maximised by convention, is called the chromosome's fitness. The search for fit chromosomes (solutions with high objective) uses two genetic operators: small random changes called mutation, equivalent to small local moves in a hill-climbing algorithm; and large changes called crossover in which the genes of two parent chromosomes are recombined. GAs often give more robust results than search algorithms based on hill-climbing, because of their use of recombination, and they have found many applications since their introduction in 1975 by John Holland.
The original genetic algorithm (GA) used for this problem, in the R Core Team (2015) package SamplingStrata (Barcaroli et al., 2014) , is an elitist generational GA in which the atomic strata L are considered to be elements of a set (or genes) for a standard one-point crossover strategy. In each iteration the best solutions are carried over to the next generation of candidate solutions. For each remaining candidate solution (or chromosome) in the new generation two of the solutions from the original are randomly selected. These parents are recombined to form one offspring and are mutated at a specified or default probability. Classical genetic operators are used: point mutation and single-point crossover.
However, the problem is an example of a grouping problem (related to packing, cutting and partitioning problems). In such problems a set of objects must be partitioned into disjoint groups. The obvious problem representation is that used in SamplingStrata: one gene per object, with an allele (value) for each group, and standard genetic operators can be applied to this representation (as was done in SamplingStrata).
Unfortunately, standard genetic operators are known to perform poorly on grouping problems. The reason is that the representation contains a great deal of symmetry: given a grouping, permuting the group labels yields an equivalent grouping. Symmetry has a damaging effect on GAs because recombining similar parent groupings might yield a very different offspring grouping, violating the basic GA principle that parents should tend to produce offspring with similar fitness. This effect can be alleviated by designing more complex genetic operators and problem models Galinier and Hao (1999) or by clustering techniques Pelikan and Goldberg (2000) . We shall follow the former approach by designing a special GA called a grouping genetic algorithm (GGA) (Falkenauer, 1998) . GGAs have been shown to perform far better than standard GAs on grouping problems, so it might be a better approach for our problem than that of (Ballin and Barcaroli, 2013) .
Grouping Genetic Algorithms
In a GGA a chromosome represents a list of groups, for example
Here the numbers are objects and the chromosome contains 5 groups (indicated by {. . .}).
Recombination works as follows. Suppose we have two parent chromosomes:
To generate an offspring, choose a section of each of the two parents, for example ({2}, {3, 6}) from the first chromosome and ({5, 6}, {4}) from the second one. Then inject the section from the first chromosome into the second chromosome, at the start of its section: for example inject ({2}, {3, 6}) into the second chromosome just before group {5, 6}, giving an offspring ({1, 2}, {3}, {2}, {3, 6}, {5, 6}, {4}) This is not a solution because some items occur twice, so remove repeated items that were already in the chromosome before injection:
Finally, delete any empty groups:
To generate the other offspring (if the chosen GA requires 2 offspring) inject the section ({5, 6}, {4}) from the second chromosome into the first one just before its section:
Again delete repeated items that were there before injections:
({1}, {5, 6}, {4}, {2}, {3}, {}, {}) and delete empty groups:
Mutation is simple: items can be moved between groups, or moved to new groups (in some applications this must respect capacity constraints). GGAs typically have an additional operator called inversion. This selects a section of the chromosome and reverses it. For example ({1}, {2}, {3, 6}, {4}, {5}) might become ({1}, {2}, {5}, {4}, {3, 6})
This does not affect the packing represented by the chromosome, but it changes the future effects of crossover. The idea is that some orderings might be better than others because they are more likely to keep together groups that belong together in good packings.
GGA for our problem
There is no single canonical GGA and they tend to be tailored for specific applications, but most have the above features in common. We now design a tailored GGA for our problem, adapted from one designed for the Blockmodel Problem (James et al., 2010) . We fit it into a modified version of the function called rbga.r from the genalg R package (Willighagen, 2005) . It is designed to work with the other functions in SamplingStrata, and is applied to the joint stratification and optimum sample size problem as follows. Firstly we generate a random initial population. We obtain the full set of viable atomic strata of size K from the Cartesian product of the auxiliary variables (see above). A population, or set of candidate solutions, of a predetermined size p, is randomly generated for the K atomic strata. Each candidate solution (or individual) is a vector representing a stratification of the atomic strata The stratification in the vector is generated by K integers randomly generated from the interval [1, K], so the genome of each individual contains integers ranging in value v k from 1 < v k < K. The frequency with which the integers occur is used to define the groups for the atomic strata.
The fitness for each chromosome in the population is calculated by estimating the minimum sample size required to meet constraints. The resulting sample size or cost is then ranked from lowest to highest and the population is sorted accordingly. C 0 is the fixed cost and is excluded from our cost function as it is unrelated to sample-size. C h is the average sampling unit cost. For the purposes of our analysis below we assume that because C h is constant in the linear cost model it is not essential to the selection of sample size. If C h is set to 1, then the cost function will simply calculate the minimum sample size required to meet the constraints. C 0 is set to 0, and C h is set to 1 in the experiments described below. n 1 , ..., n H P (v) are the sample sizes for each stratum in the partitioning of individual P (v).
The GGA now evolves the population as follows. It selects two parents to generate an offspring. This needs to be done for each remaining individual in the population after the elite individuals have been added, i.e. N p − E times. Create N p − E child chromosomes, by randomly selecting two crossover points of the groups list in parent 1 and inserting the corresponding values from 'parent 1' into a copy of 'parent 2', to create the child. Remove any empty groupings from each chromosome. Empty groups can occur when the new values are inserted into the child. Rename the groups so that there is a consecutive order to the group names: as mentioned above these are integers, so it is useful to keep the group names as they were originally. Apply mutation to each value of the child, at a rate which is determined by a preset mutation probability.
Evaluate the fitness of each individual in the new population and rank them. Calculate the number of individuals E to be kept from one generation to the next. This is obtained by multiplying the elitism rate e by the population size, p and rounding down to the nearest integer: E = e × p . Then take the first E individuals from the sorted population, which equates to the E best individuals carried forward to the next generation.
The fitness for each chromosome in the population is evaluated by estimating the minimum sample size required to meet constraints. The population is then ranked in ascending order on the basis of which chromosome enables estimation of the smallest sample size. It selects the E best individuals on the basis of fitness value for carrying in to the new population to be generated. With a preset probability it inverts each individual in the population. Inversion is described in more detail below.
Repeat until the last iteration, the output from the last iteration is the population which gives the lowest sample size that has been found from the search space of possible solutions at this stage.
Set the number of iterations which we wish to run the algorithm for. This should be enough to give the GGA a chance to converge on the optimum solution after the mutation and inversion likelihoods have been applied. If, however, the optimum solution is known beforehand the algorithm can be set to stop at this point.
The mutation function is as described by (Cortez, 2014) . For each atomic stratum of the child chromosomes a random number is generated between 0 and 1. If this number is less than the mutation probability, the value or group number of the atomic stratum is changed (by generating a new value from between 1 and the maximum grouping number), otherwise it is not changed.
Recall that strata should be mutually disjoint but internally homogeneous subsets of the population. There are two levels of strata in this problem. The basic level is the atomic strata created from the cartesian product of auxiliary variables (see section 2). We intend to create higher level strata/subsets or groupings of atomic strata. If each atomic stratum contains values that are the same or close in value then smaller sample sizes are needed for a precise estimate of the mean or total for the target variables. It follows also that grouping homogeneous atomic strata into strata will also require a smaller sample size to meet precision constraints. This is what leads to a good candidate solution, i.e. the strata are internally homogeneous but mutually disjoint and smaller samples sizes result. The GGA should more efficiently exploit good solutions in searching for an optimal solution.
When our GGA was being developed its performance was compared to that of the original GA using experiments on the swissmunicipalities data example provided in (Barcaroli et al., 2014) . We will report these findings in section 6. We used the same experiments so that we would have an idea of what results to expect and to see whether the GGA was showing an improved result for the same starting parameters. The swissmunicipalities dataset represents a complete population that provides information about Swiss municipalities in 2003. Each municipality belongs to one of seven regions which are at the NUTS-2 level, i.e. equivalent to provinces. Each region contains a number of cantons, which are administrative subdivisions. There are 26 cantons in Switzerland. The data, which was sourced from the Swiss Federal Statistical Office and is included in the sampling and SamplingStrata packages contains 2,896 observations (each observation refers to a Swiss municipality in 2003). They comprise 22 variables, details of which can be examined in (Barcaroli et al., 2014) .
The target estimates are the totals of the population by age class in each Swiss region. In this case, the G target variables will be: Given that 4 target variables have been selected there are only 18 remaining variables to choose the auxiliary variables from. However, it is useful to draw a selection of the most correlated variables from the 18, in such a way that they will be of interest to survey designers and this in turn ensures that the sample search space which arises from their cross-product will not be any bigger that what's required. The M auxiliary variables were chosen because they relate in some way to the use of land area. As they are continuous variables, they were converted into the categorical variables below, using a k-means univariate clustering method (Hartigan and Wong, 1979 There are 7 regions, which we can use as administrative strata. They can be called domains which distinguishes them from the strata which both algorithms construct. The decision to stratify by region is because, as outlined above, we wished to replicate the experiment outlined in (Barcaroli et al., 2014) . However researchers can also compare the performance of our GGA against the SamplingStrata GA on stratification by state for the American Community Survey PUMS dataset in section 7 below.
The selected target, auxiliary variables, domains as well as the municipal names variable are combined into a data frame. The municipal names variable is an identifier and will not be used to make the Cartesian product or calculate the minimum sample size. This data frame has the same number of observations as swissmunicipalities, but fewer variables.
Atomic strata are then calculated from the Cartesian product of the auxiliary variables. Each stratum has a particular identification which is a concatenation of the common values arising from each valid cross product of the auxiliary variables. The expected number of atomic strata arising from the Cartesian product is 4,374, however not all combinations of values can be matched with corresponding values in the auxiliary variables, and as a result 641 valid atomic strata are selected. Recall that C 0 is set to 0, and C h is set to 1, which means that our cost function is
where h = 1, . . . , H and each h is a subset of the set of atomic strata L Our precision constraints are set as 0.05 for each target variable and for each domain such that a matrix of equal constraints is created, however, it is possible to tailor the precision requirements for each target variable and domain respectively. The population size of chromosomes to be generated is set to 20, the default mutation and elitist settings are used, the minimum number of units in each stratum is 2 and the number of iterations is set to 400. Again, these can vary according to the practical requirements of the experiments. With the common data frames, atomic strata, precision constraints as well as the above parameters the two algorithms are now ready to work.
Each algorithm was evaluated 30 times with the default mutation and default elitist settings. The results for Sample Size and Strata after 30 experiments each with 400 iterations are summarised in the scatterplot. The scatterplot clearly shows that the GGA returns a smaller sample size to the GA for these settings. The median for the GGA, 246, is 25% lower than that for the GA, 328. We can conclude that for the above experiments the GGA yields lower sample size than the GA in 30 tests where the precision constraints were 0.05 for each target variable and for each domain, the default mutation and elitist settings are used, the population size of chromosomes was 20 and the number of iterations was 400.
A comparison of the algorithms where the optimum solution is known
There are differences between the mean sample size for each genetic algorithm. The next question is whether the new genetic algorithm can find the global minimum sample size. Another consideration is whether the algorithm has been over-trained on the swissmunicpalities data. Will it work on other data? One way of dealing with such questions is to test it on another dataset example where the number of possible partitions is sufficiently small that the new algorithm can be tested to determine whether it finds the minimum sample size. As the algorithm is searching for the minimum sample size through various recombinations of groupings of atomic strata, the more atomic strata there are the more the possible groupings there are. Thus for a large number of atomic strata the number of possible partitions is so large that even with powerful computers it could be quite time consuming. (Barcaroli et al., 2014) use the iris dataset (Anderson, 1935; Fisher, 1936; Team, 2015) to demonstrate that the GA they propose can find the optimum stratification i.e. the stratification or grouping of atomic strata which finds the minimum sample size. The iris dataset is small and is widely available. It has 150 observations for 5 variables Sepal Length, Sepal Width, Petal Length, Petal Width and Species. Species is a categorical variable which has three levels, setosa, versicolor and virginica, each of which have 50 observations. The remaining four variables are continuous measurements for length and width in centimetres. (Barcaroli et al., 2014) select Petal Length and Petal Width as variables of interest, i.e. target variables. They select Sepal Length and Species as two auxiliary variables. Sepal Length is continuous and, as is required for the algorithm, is converted to a categorical variable. Therefore there are 8 usable atomic strata for this example. The initial atomic strata are reproduced below: Table 7 .1 : Reproduction of table of atomic strata for estimating the minimum sample size for the target variables of iris dataset as found in (Barcaroli et al., 2014) , P.379
where: M g refer to the means for the corresponding Y g values in each atomic stratum l k S g refer to the population standard deviations for the corresponding Y g values in each atomic stratum l k N in the table above refers to the number of records in each atomic stratum l k (not to be confused with N the number of records in the entire population.
There are 4,140 possible partitions of the 8 atomic strata. Consequently, it is possible to test the sample size for the entire search space using the bethel.r function. This has already been done (Ballin and Barcaroli, 2013 ) and the minimum sample size is known to be 11. This test can be used to determine whether the new genetic algorithm correctly finds the minimum sample size without exploring the entire search space. The fixed cost is set as equal to 0 and the average cost of observing a unit in stratum h is set equal to 1. The cost of a solution, is therefore equal to the sample size. The minimal sample size is the optimal solution. The precision constraints for the two target variables are set to 0.05.
The population size is set to 10 chromosomes. The elitism rate for the generational algorithms is set to 0.2 and the mutation probability to 0.05. For these tests the bethel.r function will search for the minimum sample size, in integers rather than real numbers, for the grouping of atomic strata in each chromosome in the population. The chromosomes will then be ranked by sample size in ascending order.
Accordingly the elite chromosomes are taken into the next iteration and the remaining chromosomes are generated using the recombination method for each algorithm.
The formula below calculates the number of new chromosomes generated over the course of each algorithm:
where N Chrom is the number of chromosomes generated by generational algorithm, N P is the population size, E is the number of elite chromosomes and N iters is the number of iterations. Figure 7 .1: Boxplot of Chromomomes generated to find n=11 for GA and GGA after 30 experiments Figure 7 .1 indicates that the grouping genetic algorithm finds the optimal solution more often than the genetic algorithm with fewer chromosomes generated. These results also demonstrate that the new algorithm has been shown to work on a different dataset to the training data set and can find the optimum solution.
The evalSolution.r function in SamplingStrata is used to take 50 samples from the population frame when the grouping or stratification that yields the optimal sample size is applied. The average of the coefficients of variations provides the expected precision value which is compared with the accuracy constraints of 0.05 for each target variable that were set with objective function.
The results are displayed in Table 7 .2, and suggest that both algorithms achieve precisions for the two target variables that are within the constraints of 0.05. Table 6 .3 : Expected CVs for GA and GGA after 50 samples
2015 American Community Survey Public Use Microdata
The United States has been conducting a decennial census since 1790. In the 20th century censuses were split into long and short form versions. A subset of the population was required to answer the longer version of the census, with the remainder answering the shorter version. After the 2000 census the longer questionnaire became the annual American Community Survey(ACS) (Bureau, 2017c) . The 2015 ACS Public Use Microdata Sample (PUMS) file is a sample of actual responses to the American Community Survey (ACS) representing 1% of the US population. The dataset contains variables which represent nearly every question in the survey. There are also new variables which are derived from multiple survey responses after the survey. The PUMS file contains 1,496,678 records each of which represents a unique housing unit or group quarters. There are 235 variables. The full data dictionary is available in Bureau (2017a) . The PUMS data contains records for which there are missing values for some variables. We would like to start with a population complete sampling frame and our approach to deal with missing values is as follows. We selected the following to be target variables.
• 1. Household income (past 12 months)
• 2. Property value
• 3. Selected monthly owner costs
• 4. Fire/hazard/flood insurance (yearly amount).
The following auxiliary variables were selected :
• 1. Units in structure
• 2. Tenure
• 3. Work experience of householder and spouse
• 4. Work status of householder or spouse in family households
• 5. House heating fuel
• 6. When structure first built.
The auxiliary variables were categorical, so no clustering technique was needed.
Once the target and auxiliary variables were selected, a subset of the PUMS data for which all values were present for all selected variables were present was then read into R. This subset had 619,747 records.
In keeping with the above analysis on the swissmunicipalities data the upper limits for the Coefficients of Variation for the target variables were set to 0.05. Similarly, 30 experiments were conducted for each algorithm. The cost of a solution is equal to the sample size. The minimal sample size is the optimal solution. The population size was set to 20, the number of iterations was set to 400, elitism was set to be 20%, and the default mutation probability was used. Table 7 .2 shows the mean sample size and strata for each of the algorithms. It is clear that the generational grouping genetic algorithm has produced significantly lower sample sizes to the genetic algorithm. The mean sample size given by the grouping genetic algorithm is 17,547 which is 80% lower than that for the genetic algorithm, 91,121. The mean number of strata, 1,830, which was found by the GGA, is 96% lower than the mean 49,722 found by the GA.
For illustration purposes only, estimated savings are tabulated using the most recent available average sampling costs from the 2013 American Community Survey (Administration, 2017) . The assumption is that the average sampling costs would be the same for the survey specifications tested in the above experiments. In Table 7 .3 a saving of $5 million could be attained. 
Performance of the Genetic Algorithms
The convergence plots below show the significant impact the default mutation probability for these experiments has on the performance of the algorithms. The convergence plots are for the output for the first experiment ran for each algorithm. The black line represents the best or lowest sample size for the population in each iteration, whereas the red line represents the mean sample size for the population in each iteration. The GA appears to be performing steadily with the default mutation probability and does not appear to have reached a local minimum. The GGA appears to have reached a local or global minimum very quickly. The results of the algorithms might be improved by optimising the mutation settings. Nonetheless for the small population size of 20 and after only 400 iterations it has shown significant savings on sample size when compared to the SamplingStrata genetic algorithm.
Further Tests
We have thus far demonstrated that both algorithms can find the optimum solution and that as datasets get bigger and the Cartesian products of the auxiliary variables get more complex the grouping genetic algorithm converges on a local minimum faster than the original genetic algorithm. Indeed as can be seen from Figure 8 .1 the GGA appears to have converged on a solution in less than 100 iterations, whereas the GA appears to be still in descent. We will now compare the performance of the GGA with the GA on alternative sampling frames using 100 iterations, with the other starting parameters remaining the same. We hope the results will further corroborate our claim that our GGA can more efficiently partition the atomic strata than the GA.
Kaggle Data Science for Good challenge Kiva Loans data
The online crowdfunding platform kiva.org provided a dataset of loans issued to people living in poor and financially excluded circumstances around the world over a two period for a Kaggle Data Science for Good challenge. The dataset has 671,205 unique records.
2000 US census data
The Integrated Public Use Microdata Series extract is a 5% sample of the 2000 US census data Ruggles et al. (2017) . The file contains 6,184,483 records. The US Census Data will be very similar to the American Community Survey data as the latter is an annual version of the former. As census data tends to be used as sampling frames for household surveys, we thought it would be interesting to compare the algorithms on the US census data for a different year to the ACS and for different target and auxiliary variable combinations.
The one target variable in this test is usually a key focus of household surveys.
Total household income
We used the following information as auxiliary variables (note these are variables which are likely available in administrative data):
1. Annual property insurance cost 2. Annual home heating fuel cost 3. Annual electricity cost
House value
The house value variable (VALUEH) reports the midpoint of house value intervals (e.g. 5,000 is the midpoint of the interval of less than 10,000), so we have treated it as a categorical variable. As with the 2015 ACS Public Use Microdata Sample (PUMS) dataset we have taken a subset for which all values are present. For example we have removed all records where values for total household income are not applicable. The concept was to create a dataset where there was no missing values which could be used as a sampling frame to compare both algorithms. This has resulted in a subset with 627,611 records. The domain for this experiment was Census region and division. As before we have set the starting parameters as follows the upper limit for the Coefficients of Variation is 0.05, the cost of a solution is equal to the sample size, the population size for the algorithms is 20, elitism is retained at 20% and we again used the default mutation probability. The results in table below show the difference in sample size and the number of strata after 100 iterations. The results show a sample size of 3,446 for the GGA and a sample size of 477,493 for the GA after 100 iterations. This represents a 99.28% difference in sample size due to the efficiency gained by retaining good groupings of atomic strata employed by the GGA over the traditional method of random splitting of good groups used by the GA.
Our GGA was proposed and developed so that it would work with the rest of the functions in SamplingStrata. Therefore the rest of the functions in the package remained unchanged. This includes the function the bethel.r function which evaluates the fitness of chromosomes in every iteration and is computationally expensive. Because the same function was evaluating chromosomes for each algorithm, the processing times were largely the same for all experiments on the above three datasets. The experiments were run on three different computers, one with Windows 10 and the other two with Ubuntu 14.04. Two computers were laptops and one was a desktop PC. All computers had 8GB RAM. For the 2015 American Flow Survey (ACS) Public Use Microdata (PUM) dataset, the experiments took approximately 30 days per genetic algorithm. Any improvement in processing time will mean that the increased number of iterations that can be run for the same time cost, could facilitate further searching of the universe of solutions and could provide further cost savings.
After we developed the GGA we then started work on making the evaluation algorithm faster. We searched for bottlenecks in bethel.r using the R lineprof package. Our analysis of results suggested that the function within bethel.r called chromy appears to take the bulk of computational time. A further examination reveals that chromy contains a while loop with a default setting of 200 iterations. Furthermore bethel.r itself can be run on each candidate solution in any population on a dataset of any functional size (which we have the computation power to process) for any number of iterations. Bigger datasets will take longer to process. We felt performance could made faster by converting bethel R algorithm into to C++ and then intergrating the C++ version into R using the Rcpp package. The table shows the median time taken to run the bethel algorithm one hundred times for the datasets we used to conduct our analysis. Our results show that the C++ version of bethel is faster than the R version. The speed up could make a practical difference in the number of iterations that can be run in SamplingStrata due to the processing times required for bethel.r. However, performance will vary according to the size and complexity of the problem (assuming the computer is not devoting memory to other demanding tasks at the same time). The speed up is achieved because C++ communicates at a lower level with the computer than R. However, it is also due to the complexity of the analysis conducted in each for loop as well as the fact that larger data will restrict the available memory .
Conclusions
We created a GGA to be an alternative to the SamplingStrata GA. We then compared the two algorithms using a number of datasets. Statistical tests show that the mean results for 30 tests of the new algorithm are different to 30 tests for the SamplingStrata genetic algorithm for the swissmunicpalities data.
Furthermore, in the iris dataset example they were shown to find the correct results where the solution is known. When an average of 50 samples were selected from the groupings of atomic strata proposed by the GGA for the iris data test, the accuracy was on average below the upper constraint. Clear cost savings were achieved with the generational grouping genetic algorithms when compared with the genetic algorithms for the same number of iterations for the 2015 American Community Survey (ACS) Public Use Microdata (PUM) dataset. Additional tests showed a marked reduction in sample size for the Kaggle Kiva Loans data, Kaggle 2011 UN Commmodity Trade data and the US Census 2000 data.
Further work
The GGA compares favourably with the GA at finding the correct solution and meeting constraints, but outperforms the GA on larger datasets where the number of iterations has been restricted. This is useful for datasets where the number of iterations has to be constrained owing to computational burden. We have reported faster processing times by integrating the behtel.r function with C++ using the Rcpp package. However, alternative evaluation techniques that will speed up the runtimes of the algorithm could be considered. Further research could also be undertaken into other machine learning techniques for solving this problem. Finally, imputation techniques to fill in missing data and thus create a complete sampling frame could be considered.
