ABSTRACT This paper presents a novel application of a grey wolf optimizer (GWO) to improve the low voltage ride through (LVRT) capability and the maximum power point tracking (MPPT) of a grid-connected permanent-magnet synchronous generator driven directly by a variable-speed wind turbine (DD-PMSG-VSWT). The LVRT capability and MPPT enhancements are achieved by the optimal tuning of eight proportional-integral (PI) controllers in the cascaded control of the machine-side converter and the grid-side inverter, simultaneously. An online optimization is used and achieved by minimizing the integralsquared error of the error inputs of the PI controllers that are controlling dc link voltage, generated real power, and terminal voltages of the PMSG and the grid. The symmetrical and asymmetrical faults for testing the optimum gain parameters are simulated and examined using PSCAD/EMTDC. The obtained results of the optimum values of the GWO algorithm are compared with those attained using the optimum values of the genetic algorithm and the simplex method.
I. INTRODUCTION
Wind power farms are being installed all over the world at an exponentially increasing rate. At least 50 GW wind power is installed in 2016 alone and is expected to be installed annually [1] . Price steadiness of wind power makes it competitive and attractive alternative to other renewable power sources. Due to the recent increase of wind power plants (WPPs) penetrations into the grid, transmission system operators (TSO) established further grid regulations to assure stable and reliable performance of electric networks [2] . The recently released regulations affirmed that WPPs must participate to the power system quality at steady state (frequency and voltage variations) and low voltage ride through (LVRT) during transient state [3] , [4] .
Wind turbines are categorized corresponding to the speed variation (fixed or variable), drive-train (direct-drive (DD) or indirect (gearbox)), and generator (synchronous or asynchronous). Variable-speed wind turbines (VSWTs) are better suited for capturing greater power than fixed speed wind turbines. The merits of DD-train are less mechanical stresses and losses. On the other hand, DD-train means low rotation speed, which requires a generator with a large number of rotor poles. Permanent magnet synchronous generator (PMSG) is the most suitable generator for a low-speed direct drive because of the large number of rotor-pole-pairs. PMSG-VSWT is tied into the electrical network across the frequency converter, which contains a machine-sideconverter (MSC) connected to a grid-side-inverter (GSI) through a direct current (DC) link capacitor.
Vector control is generally utilized to control the MSC and GSI, using many controllers such as: conventional proportional plus integral (PI) controllers, Fuzzy logic [5] , slide mode control [6] , port-controlled Hamiltonian system [7] , Wavelet neural network [8] , and Feedback linearization [9] , etc. However, the good experience and complex computations limit the application of some controllers in the industry. PI regulators are still the widest spread controllers in the industry due to their robustness and ability and wide-range stability margins. However, PI controllers are sensitive to elements changes and system nonlinearity. Therefore, optimal fine-tuning of PI controllers is the cheapest and most suitable solution in control system of grid-connected renewable power generation.
Many conventional and statistical methods for example Response-surface method (RSM) [10] , Taguchi technique [11] , Affine projection algorithm [12] , and artificial neural network (ANN) [13] are used for fine tuning the gain factors of PI regulators employed in the regulator system of different power system applications. However, these methods depend on the initial values, then meta-heuristic algorithms such as cuckoo search algorithm (CSA) [14] , Particle Swarm Optimization (PSO) [15] , [16] , gravitational search algorithm [17] , Bee algorithm [18] , and differential evolution algorithm [19] are competitive options for fine-tuning the parameters of PI controllers.
One of the most recently developed meta-heuristic algorithms is the Grey Wolf Optimizer (GWO) algorithm, which imitates the grey wolf community hierarchy and hunting mechanisms [20] . GWO is a simple and easy algorithm to be applied in many applications due to the decreased amount of entities. GWO algorithm is applied for load frequency control [21] , the optimum flow of actual and reactive power [22] , [23] , the optimum size of energy storing [24] , and optimum fuzzy logic systems [25] .
In the previous work, we introduced a new improvement to the GWO algorithm and made a simple test on the gridconnected PMSG-VSWT for the new improvement and the original GWO with a comparison to the PSO algorithm [26] . In this paper, the GWO algorithm, simplex method, and genetic algorithm (GA) are applied for optimal tuning of gain factors of PI regulators used in the vector control of MSC and GSI of grid-connected DD-PMSG-VSWT. The objective of this study is to achieve the MPPT and improve the steady state and the LVRT capability of grid-connected DD-PMSG-VSWT. Due to the nonlinearity of the modeled system, the summation of integral squared errors (ISE) of the DC link voltage, produced power, root mean square (RMS) voltage at the machine side, and RMS voltage at the point of common coupling (PCC) between GSI and grid, is used as a fitness function. Each cascaded control of the MSC and the GSI contains four PI controllers, which results in eight PI controllers. Therefore, sixteen parameters should be optimized for better MPPT and LVRT capability. By comparing the obtained results of the GWO, the simplex, and the GA algorithms, the GWO provided the minimum ISE and hence better MPPT and LVRT capability performances.
II. POWER SYSTEM MODEL
In this study, the power system model shown in Fig. 1 is used. The model consists of the wind turbine model, drive train model, PMSG model, MSC, DC link capacitor, Chopper circuit [27] , GSI, inductive and capacitive (LC) filter [28] , a step up three-phase transformer, double circuit transmission lines, and the power grid. 
A. WIND TURBINE MODEL
Wind turbines convert the wind power into mechanical power (P m ) as in (1) 
where C p is a power coefficient which is function of the pitch angle β and the tip speed ratio (TSR) λ, ρ is the atmosphere density, the radius of blades and its area are R and A, and the wind velocity is v. The optimum parameters for maximum power (P max ) are λ opt and C Popt .
B. MODELING OF PMSG
The terminal voltages of PMSG are written in the d-q axis as follows [32] - [34] 
where the d-q voltages and currents at generator terminal are v sd , v sq , i sd , and i sq . The inductances and resistance are L d and L q , and R s . the magnetic flux that linkage the stator windings is ψ f . The mathematical model of the direct-drive train of the PMSG-VSWT is considered a single-mass shaft model since it tied to the grid across the full-scale frequency converter as follows
where the mechanical and electrical torques are T m and T e . The generator inertia is j and the electrical and mechanical speed are ω e and ω m . The coefficient of rotor damping is D and P is the number of poles.
III. FREQUENCY CONVERTER CONTROL
The frequency converter is a back-to-back two-level voltage source converter (VSC). Each VSC is composed of six VOLUME 6, 2018
insulated-gate bipolar transistors (IGBT) switches bypassed by anti-parallel diodes. The IGBTs are driven by pulse width modulation (PWM) produced by the cascaded controllers of the MSC and the GSI sides.
A. MSC CONTROL
The vector control of the machine (PMSG) side converter is flux oriented control, where the active power with reference P max is controlled by controlling the q-axis current and voltage, and the RMS terminal generator voltage with reference 1 per unit (pu) is controlled by controlling the d-axis current and voltage, as shown in Fig. 2 [35] . Four PI controllers are used in the cascaded control of MSC, which means eight gain parameters. 
B. GSI CONTROL
The vector control of GSI is voltage oriented control, where the dn-axis current and voltage are regulating the DC voltage, and the qn-axis current and voltage are regulating the RMS voltage of PCC, as shown in Fig. 3 . Four PI controllers are used in the cascaded control of GSI, which means eight gain parameters. 
IV. OPTIMIZATION PROCEDURE
In this work, the GWO algorithm is written in FORTRAN and applied in PSCAD/EMTDC for online optimization. Eight PI controllers, which are shown in Fig. 2 
where P g is the power of PMSG, P max is the maximum power, V grms is the generator voltage, V dc is the DC voltage, and V rms_PCC is RMS voltage at PCC. For GWO and GA, the gain factor K p is limited between [0. 5, 5] 
A. GWO ALGORITHM
The GWO is a meta-heuristic algorithm proposed by Mirjalili et al. [20] in 2014, which imitates the social manners of grey wolves. These wolves live in a group contains 5-12 members. In this group, the strict dominance hierarchy is practiced where the group has a leader named alpha (α), supported by secondary ones named beta (β), which aid α in decision-making. The rest members of the group are named δ and ω as shown in Fig. 4 . The procedure of hunting the food by the grey wolves is: looking for the food, surrounding the food, hunting, and attacking the food. The arithmetic model of surrounding the food is written as follows
where X i is the place of the grey wolf, X pi is the place of the food, D is the distance, A and C are vectors calculated as following
44122 VOLUME 6, 2018 where r 1 and r 2 are random numbers between [0, 1]. The parameter a is a variable which is linearly reduced from 2 to 0 while the iterations increased. The process of looking for the food position (exploration) could be attained by diverging the search entities, when |A| > 1. The process of getting the food (exploitation) could be attained by the convergence of the search entities, when |A| < 1. The hunting is led by α entities with β and δ entities support as in (15)- (17) . Fig.5 shows the flowchart of the GWO algorithm. Like other meta-heuristic algorithms, The GWO algorithm can be disposed to stagnate in a local minimum but the parameters A and C can help the GWO algorithm to avoid stagnation. 
B. SIMPLEX SEARCH METHOD
The simplex search algorithm, which is derivative-free and a very simple direct approach for unconstrained optimization of deterministic functions, was proposed by Nelder and Mead [36] . However, the initial values settings play an important role in finding the optimum solution and will not guarantee the global optima. The initial values of gain parameters and the initial step size should be selected carefully. Four operations are used reflection, expansion, contraction, and shrink as in (18)- (21).
where X ref , X exp , X cont , and X i are reflected, expanded, contracted, and shrink points, respectively. α, γ , β and δ are reflection, expansion, contraction, and shrink coefficients which equal 1, 2, 0.5, and 0.5 respectively.
C. GENETIC ALGORITHM (GA)
The GA is an evolutionary metaheuristic algorithm which has been applied to many power system control optimization [37] , [38] . GAs work with a population of entities denoted by bit strings and change the population with random exploration and competition. In general, GAs consist of trials for example generation, crossover, and mutation. Generation is a procedure in which a novel cluster of entities is made by choosing the proper entities in the existing population. Crossover is the greatest influential worker in GAs. It constructs novel children by choosing two strings and exchange segments of their structures. The novel children may interchange the worst entities in the population. Mutation is a local worker with a very low likelihood. Its purpose is to adjust the value of a random position in a string. 
D. OPTIMIZATION RESULTS
The optimization is attained by finding the minimum of the cost function shown in (9) . The iteration number of PSCAD project is 1000 iterations and the period of each iteration is 10 sec. For the simplex method, the tolerance is 0.000001, then the optimization stopped at 792 runs. Fig. 6 shows the optimization performance using the simplex method, the genetic algorithm, and the GWO algorithm. It is clear that the GWO converged to the minimum faster than the other methods. Table 1 shows the fitness values (minimum ISE), where the minimum one is achieved by the GWO algorithm. The optimum 16 gain parameters of eight PI controllers are shown in Table 2 and 3.
V. SIMULATION RESULTS
The optimum gain parameters were applied to the power system model shown in Fig. 1 , which is simulated using PSCAD/EMTDC. The time step setting is 20 µs and the fault duration time is 0.15 s. Due to the short time of transient cases, it is assumed that the wind speed is unvarying. The MPPT, the steady state, and LVRT capability are tested for the GWO algorithm and compared to the genetic algorithm and simplex method. Many grid codes presented for LVRT capability, the combined form of all grid codes is presented in Fig. 7 [4] . The LVRT capability is tested when the symmetrical and asymmetrical faults occurred in one TL of the two-circuit TLs at the location (F), as shown in Fig. 1 . The faulted TL is tripped after 0.15s and after 0.85s the CBs are auto-reclosed after the fault clearance (e.g. flashover or arc is distinguished). On the other hand, the system stability when using optimum parameters is tested with a 50% increase or a decrease of TL inductance (L TL ) as shown in Table 4 .
A. SYMMETRICAL FAULTS
The symmetrical three-line-to-ground (3LG) fault is the worst type of fault that can occur in the power system. The optimum gain parameters, which are obtained by the GWO algorithm, the GA algorithm, and the Simplex method, are tested during 3LG fault with successful and unsuccessful reclosing of circuit breakers (CBs). The overshoot and steady state error of the terminal voltage and the actual power response using the GWO algorithm are much better compared to those using the GA and the simplex methods as The Chopper current during the fault for the GWO, GA, and Simplex algorithms is displayed in Fig. 8 -(e). The response curve of rotor-speed is robust when using the GWO algorithm in contrast with that of using the GA algorithm as shown in Figs. 8-(f) and 9-(f).
B. ASYMMETRICAL FAULTS
The optimum gain parameters are tested during single-lineto-ground (1LG) fault, line-to-line-to-ground (2LG) fault, and line-to-line (LL) fault as shown in Figs. 10-12. For 1LG fault, the response of the RMS voltage and real 44126 VOLUME 6, 2018
power when using the GWO algorithm and GA algorithm is better when using the simplex method as shown in Figs. 10-(a) and 10-(b). The response of DC link is much better for the simplex method compared to the GWO and GA algorithm as shown in Fig. 10-(c) . The reactive power support using simplex is greater than GWO and GA as shown in Fig. 10-(d) . For 2LG fault, the response of the RMS voltage, the actual power, the DC link, and the reactive power has no difference between the applied algorithms as shown in Figs. 11-(a)-(d) . For L-L fault, the response of RMS voltage for the GWO algorithm has bigger overshoot compared to the responses of GA and simplex as shown in Fig. 12-(a) . The overshoot of the actual power response when using the GA is bigger than the GWO algorithm as shown in Fig. 12-(b) .
Figs. 12-(c) and 12-(d) show no big difference in the DC link voltage and reactive power responses using the GWO and the GA algorithms.
VI. CONCLUSION
In this paper, the LVRT capability, the MPPT, and the steady-state operation of grid-connected DD-PMSG-VSWT are enhanced by determining the optimal gain factors of PI regulators used in the control schemes of MSC and GSI. The GWO algorithm, GA algorithm, and Simplex method are used to achieve the optimum gain factors by finding the minima of the summation of integral-squared-error of DC voltage error, produced real power error, and terminal voltage errors of PMSG and the grid. It is found that the GWO algorithm provides the best convergence to the minimum value and better response of the MPPT and the LVRT capability during symmetrical and asymmetrical faults. The GA algorithm provides the worst rotor speed response during all fault types. The simplex method provides reasonable response due to the help of initial inputs. In addition to the previous successful employment of the GWO in different electrical power system optimization areas, it can be concluded that the GWO algorithm is a competitive meta-heuristic algorithm to tune many PI regulators in a grid-connected DD-PMSG-VSWT.
