Abstract. In this paper, limit periodic and almost periodic homogeneous linear difference systems are studied. The coefficient matrices of the considered systems belong to a given commutative group. We find a condition on the group under which the systems, whose fundamental matrices are not almost periodic, form an everywhere dense subset in the space of all considered systems. The treated problem is discussed for the elements of the coefficient matrices from an arbitrary infinite field with an absolute value. Nevertheless, the presented results are new even for the field of complex numbers.
Introduction
For a given commutative group X , we intend to analyse the homogeneous linear difference systems x k+1 = A k · x k , k ∈ Z, where {A k } ⊆ X . (1.1)
We will consider limit periodic and almost periodic systems (1.1), which means that the sequence of A k will be limit periodic or almost periodic. The basic motivation of this paper comes from [29, 35] . In [29] (see also [26] ), there are studied systems (1.1) for X being the unitary group and there is proved that, in any neighbourhood of an almost periodic system (1.1), there exist almost periodic systems (1.1) whose fundamental matrices are not almost periodic. The corresponding result about orthogonal difference, skew-Hermitian and skew-symmetric differential systems can be found in [30] , [32] , and in [34] (see also [27] ), respectively. For results concerning almost periodic solutions, we refer to [16, 17, 28, 30] , where unitary, orthogonal, skew-Hermitian, and skew-symmetric systems are analysed. In our previous works [13, 33] , τ ϕ k+l i , ϕ k+l j = sup k∈Z τ ϕ k+l i −l j , ϕ k , i, j ∈ N.
Using Theorem 3.6 n-times, we also obtain the following result.
Corollary 3.8. Let (S 1 , τ 1 ), . . . , (S n , τ n ) be metric spaces and {ϕ 1 k } k∈Z , . . . , {ϕ n k } k∈Z be arbitrary sequences with values in S 1 , . . . , S n , respectively. The sequence {ψ k } k∈Z , with values in S 1 × · · · × S n given by
is almost periodic if and only if all sequences {ϕ 1 k }, . . . , {ϕ n k } are almost periodic. Definition 3.9. We say that a sequence {ϕ k } k∈Z ⊆ S is asymptotically almost periodic if, for every ε > 0, there exist r(ε), R(ε) ∈ N such that any set consisting of r(ε) consecutive integers contains at least one number l satisfying τ (ϕ k+l , ϕ k ) < ε, k, k + l ≥ R(ε).
Remark 3.10. Considering Theorem 3.5, we know that any limit periodic sequence is almost periodic. In addition, any almost periodic sequence is evidently asymptotically almost periodic. Note that, in Banach spaces, a sequence is asymptotically almost periodic if and only if it can be expressed as the sum of an almost periodic sequence and a sequence vanishing at infinity (see, e.g., [36, Chapter 5] ).
Homogeneous linear difference systems over a field
In this section, we describe the studied systems in more details. Let X ⊂ Mat(F, m) be an arbitrarily given group. We recall that we will analyse homogeneous linear difference systems (1.1). Let LP (X ) denotes the set of all systems (1.1) for which the sequence of matrices A k is limit periodic. Analogously, the set of all almost periodic systems (1.1) will be denoted by AP (X ). Especially, we can identify the sequence {A k } with the system in the form (1.1) which is determined by {A k }. In AP (X ), we introduce the metric
Henceforth, the symbol O σ ε ({A k }) will denote the ε-neighbourhood of {A k } in AP (X ). Now we recall a definition from [35] which is used in the formulations of the below given Theorems 4.2 and 4.3 (for their proofs, see [35] ). We point out that Theorems 4.2 and 4.3 are the basic motivation for our current research. Definition 4.1. We say that X has property P if there exists ζ > 0 and if, for all δ > 0, there exists l ∈ N such that, for any vector u ∈ F m satisfying u ≥ 1, one can find matrices N 1 , N 2 , . . . , N l ∈ X with the property that
Theorem 4.2. Let X be bounded and have property P. For any {A k } ∈ LP (X ) and ε > 0, there exists a system {B k } ∈ O σ ε ({A k }) ∩ LP (X ) which does not have any non-zero asymptotically almost periodic solution.
Theorem 4.3. Let X be bounded and have property P. For any {A k } ∈ AP (X ) and ε > 0, there exists a system {B k } ∈ O σ ε ({A k }) which does not have any non-zero asymptotically almost periodic solution.
In this paper, we intend to improve the above theorems. To show how the presented results improve Theorems 4.2 and 4.3, we need to reformulate Definition 4.1 for bounded groups applying the next two lemmas (which we will need later as well).
Lemma 4.4.
Let p ∈ N be given. The multiplication of p matrices is continuous in the Lipschitz sense on any bounded subset of Mat(F, m).
Proof. Let K > 0 be given. Since the addition and the multiplication have the Lipschitz property on the set of f ∈ F satisfying | f | < K, the statement of the lemma is true. 
Proof. We know that the inequality
holds for some K > 0. The map f → − f , the multiplication, and the addition have the Lipschitz property on the set of all f ∈ F satisfying | f | < K. In addition, for any M ∈ X, we have (see (4.2 
Hence, the map
has the Lipschitz property as well. Let a matrix M ∈ X be given. If we use the expression
where m Let a non-zero vector u ∈ F m be given. We say that X has property P with respect to u if there exists ζ > 0 such that, for all δ > 0, one can find matrices
Remark 4.8. Since a group with property P has property P with respect to any non-zero vector
we can refer to a lot of examples of matrix groups with property P mentioned in our previous paper [35] . In [35] , there is also proved the following implication. If a complex transformable matrix group contains a matrix M satisfying Mu = u for a vector u ∈ C m , then the group has property P with respect to u. Thus, concerning examples of groups having property P with respect to a given vector, we can also refer to our articles [13, 33] , where (weakly) transformable groups are studied. Furthermore, we point out that any group, which contains a subgroup having property P with respect to a vector u, has property P with respect to u as well.
Results
Henceforth, we will assume that X is commutative. To prove the announced result (the below given Theorem 5.3), we use Lemmas 5.1 and 5.2.
Lemma 5.1. Let {A k } ∈ LP (X ) and ε > 0 be arbitrarily given. Let {δ n } n∈N ⊂ R be a decreasing sequence satisfying lim
and let {B n k } k∈Z ⊂ X be periodic sequences for n ∈ N such that
If one puts
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Proof. Condition (5.3) means that, for any k ∈ Z, there exists i ∈ N such that
Especially, the definition of {B k } k∈Z is correct and B k ∈ X , k ∈ Z. We show that {B k } is limit periodic. Since {A k } is limit periodic and A k ∈ X , k ∈ Z, there exist periodic sequences {C n k } k∈Z ⊂ X for n ∈ N with the property that
Let {B n k } and {C n k } have period p n ∈ N and q n ∈ N for n ∈ N, respectively. The sequence
, it is periodic for all n ∈ N. It is valid that
Hence (see (5.2), (5.3), (5.6)), we have
for all k ∈ Z, n ∈ N. Considering (5.1), we get that {B k } is the uniform limit of the sequence of periodic sequences
for some i ∈ N and for all k ∈ Z. Thus (see (5.4)), we obtain (5.7).
Lemma 5.2. If for any
then, for any {A k } ∈ LP (X ) and ε > 0, there exists a system {B k } ∈ O σ ε ({A k }) ∩ LP (X ) whose fundamental matrix is not almost periodic.
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Proof. We can assume that all solutions of {A k } are almost periodic. Especially (consider Corollary 3.8), for any ϑ > 0, there exist infinitely many positive integers p with the property that
Let {δ n } n∈N ⊂ R be a decreasing sequence satisfying (5.1) and (5.4). For δ n and K n := n, n ∈ N, we consider matrices
Let a sequence of positive numbers ϑ n for n ∈ N be given. Let us consider
In addition, let p 1 1 and p 1 2 be even (consider Corollary 3.7). We define the periodic sequence {B 1 k } k∈Z with period p 1 2 by values
. . .
We putB
Again, we can assume that, for any ϑ > 0, there exist infinitely many positive integers p with the property that
Otherwise, we obtain the system {B k } ≡ {B 1 k } with a non-almost periodic solution. Indeed, it suffices to consider Lemma 5.1 for B n+1 k 
Especially, for all k ∈ Z, there exists i ∈ {1, 2} such thatB 2 k := A k · B i k . We continue in the same manner. Let us assume that all obtained systems {B j k } k∈Z have only almost periodic solutions. Thus, for every ϑ > 0 and j ∈ N, one can find infinitely many p ∈ N such that
In the n-th step, we consider p n 1 , p n 2 ∈ 2 n N such that p n 2 − 2 n l n > p n 1 > p n−1 2 and B n−1
We define the periodic sequence {B n k } k∈Z with period p n 2 by values 
Finally, we put
From the construction, we obtain that, for any k ∈ Z, there exists i ∈ N such that B k = A k · B i k . It means that (5.3) is satisfied. Since (5.2) follows from the construction and from (5.9), we can use Lemma 5.1 which guarantees that {B k } ∈ O σ ε ({A k }) ∩ LP (X ). It remains to prove that the fundamental matrix of {B k } is not almost periodic. On contrary, let us assume its almost periodicity. Then, the fundamental matrix is bounded (see Remark 3.4); i.e., there exists K 0 > 0 with the property that
Let us choose n ∈ N for which n ≥ K 0 + 1. We repeat that the multiplication of matrices is continuous (see also Lemma 4.4). Hence, for given matrix
there exists θ n > 0 such that
We can assume that ϑ n = θ n in (5.14) (see also (5.11), (5.13)). We construct sequences {B 
This contradiction (cf. (5.16) and (5.18)) completes the proof.
Theorem 5.3. Let X have property P with respect to a vector u. For any {A k } ∈ LP (X ) and ε > 0, there exists a system {B k } ∈ O σ ε ({A k }) ∩ LP (X ) whose fundamental matrix is not almost periodic. Proof. Let us consider the solution {x 0 k } k∈Z of the Cauchy problem
If {x 0 k } is not almost periodic, then the statement of the theorem is true for B k := A k , k ∈ Z. Hence, we assume that {x 0 k } is almost periodic. We put
We know that there exist ζ > 0 and matrices
for all j ∈ N. Of course, we can consider l j such that
we have
Indeed, for considered u, v, w ∈ F m and M ∈ X , it holds (see (5.24))
The almost periodicity of {x 0 k } (see Corollary 3.7) implies that there exists an even positive integer j (1, 0) such that
Let us define a periodic sequence {B 1 k } with period j(1, 0) + r 1 , where r 1 := 2l 1 . If
then we put B 1 k := I, k ∈ Z; and if 
ForB 1
we consider the solution {x 1 k } k∈Z of the initial problem
In the case when {x 1 k } is not almost periodic, we can put B k :=B 1 k , k ∈ Z. Thus, we have to consider the almost periodicity of {x 1 k }. Especially (see Corollary 3.7), there exist infinitely many numbers j ∈ 4N with the property that
Let us consider an integer j (1,1) ∈ 4N satisfying (5.29) and the inequality
For r 2 := 8l 1 l 2 , we define a sequence {B
(1,2) k } k∈Z with period j (1,1) + r 2 . We put B
(1,2) k
In the second case, when (5.31) is not valid, we define
(1,2) 1 := I, . . . , B
(1,2)
Again, we can assume that {x
} k∈Z is almost periodic. Let an integer j (2,1) ∈ 8N have the properties that
and that
We define a periodic sequence {B Finally, in the second step, we consider the periodic sequence of
Note that its period is [j (1, 1) + r 2 ][j (2, 1) (r 2 − r 1 )]. Consequently, we consider 36) and the solution {x 2 k } k∈Z of
In the case when {x 2 k } is not almost periodic, we can put B k :=B 2 k for k ∈ Z and use Lemma 5.1 for B j+2 k = I, k ∈ Z, j ∈ N (see also (5.36) ). Thus, we have to assume that {x 2 k } is almost periodic.
We continue in the same manner. Before the n-th step, we definẽ
Let {B n−1 k } k∈Z have period q n−1 , e.g., let
Consider the solution {x
Again, we consider that the sequence {x n−1 k } is almost periodic. Otherwise, we can put
Especially, for all p ∈ N, there exist infinitely many numbers j ∈ pN with the property that
Let us consider an integer j (1,n−1) ∈ p n N satisfying (5.37) and
We define {B
(1,n) k } k∈Z with period j (1,n−1) + r n . If
we put B
(1,n) k := I, k ∈ Z. In the other case, we put
(1,n) 1 := I, . . . , B
(1,n)
:= I, . . . , B
we consider the solution {x
To complete the proof, it suffices to show that the solution {x k } k∈Z of the problem
is not almost periodic. On contrary, let us assume that {x k } is almost periodic. We use Theorem 3.6 for l 1 = 0, l n+1 = r n , n ∈ N (see (5.39)). We know that, for any ξ > 0, there exist infinitely many i, j ∈ N satisfying 
Hence, we get In the both cases, we get 
