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I. INTRODUCTION
Anthropogenic (i.e., human-generated) noise is known to have an impact on both individual animals as well as whole populations [1] . For example, noise affects individuals by impacting various processes related to developmental, immunological and physiological functioning [2] , by decreasing the accuracy of inter-individual communication [1] , [3] , or by increasing their energetic costs (as animals try to move away from noise and change feeding patterns) [4] . At population level, animals might change their habitat use or their migration and behavioral patterns, or they can even loose the coordination of their social activities [1] . All these aspects are coordinated at population level via inter-individual communication. Since noise reduces the probability that neighbours detect communication signals, many animals have devised ways of increasing signal detection. For example, the free-living territorial Anolis lizards might add an "alert" component at the beginning of their visual communication to attract the attention of receivers, which is then followed by the detailed message component [3] . California ground squirrels can modify their communication by shifting acoustic energy in their calls to harmonics that do not overlap with highway noise [1] . Other animals, such as killer whales, increase their call amplitude in response to vessel noise [5] .
While the effect of noise on individual-level behaviours is easier to study experimentally (e.g., by investigating separately the different phases of communication, namely signal production, transmission and reception, as well as by investigating the changes in individual behaviour following changes in the environment [6] ), its effect on collective behaviours is more difficult to investigate due to the continuous social interactions between the members of the community (which involves continuous changes in individual behaviour in response to neighbours' behaviours). Mathematical and computational models for the collective movement of animals can be used to generate and test hypotheses regarding the effect of environmental noise on animal behaviours. In fact, the effect of noise has been considered by the majority of individual-based models (i.e., models that track the position and velocity/orientation of individual members of a group) in the literature of collective movement; see, for example, [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] and the references therein. All these individual-based studies assume that noise impacts the velocity or the movement direction of individuals. However, given that there are not too many analytical techniques to investigate these individual-based models, a few other studies started focusing on partial differential equation (PDE) models (i.e., models that describe the changes in the density of individuals over space and time) for self-organised collective movement in animals or humans that incorporate environmental noise. In many situations, the PDEs were obtained from the individual-based models, in the limit for large particle numbers, in which case the stochastic terms were approximated by diffusion processes (see [15] for a review of such modelling approaches). One of the few PDEs (of parabolic type) for collective movement in biology that included explicitly a stochastic term was introduced in [16] . Nevertheless, we need to emphasise that in the mathematical literature there are a few studies on stochastic PDE models (for various problems in physics or biology -but not necessarily collective movement), which focus mostly on existence, uniqueness and stability questions; see for example the studies on stochastic parabolic models [17] or the studies on stochastic first-order local conservation laws [18] , [19] , [20] . It is worth mentioning that the majority of these studies focus almost exclusively local models.
Here we consider a class of nonlocal first-order hyperbolic models previously introduced in [21] , [22] , [23] to investigate pattern formation in selforganised animal aggregations in response to interindividual communication. We need to emphasise that first-order local and nonlocal hyperbolic systems (also called discrete velocity/orientation Boltzmann models, since they are similar to the kinetic Boltzmann equation when orientation is reduced to only two directions, right (+) and left (−) [24] ), have been developed for almost three decades to describe collective movement in ecology and cell biology; see for example [25] , [26] , [27] , [28] , [29] , [30] and references therein. The majority of these hyperbolic models are deterministic, thus being easier to investigate analytically in terms of existence and uniqueness of solutions [27] , [28] , [23] , or bifurcation of patterns [23] . For a review of mathematical aspects of discretevelocity Boltzmann-like equations, see [31] . In our current study, since anthropogenic noise can disrupt animal communication and thus affect collective movement, we generalise the deterministic hyperbolic models in [21] , [22] by assuming that white noise is incorporated (multiplicatively) into the terms that account for the perception of surrounding neighbours, as well as in the terms that describe turning behaviours during movement (as for the individual-based models mentioned above). To our knowledge, there are no studies that focus on the effect of multiplicative noise in nonlocal hyperbolic models for collective movement, and therefore this modelling approach together with preliminary simulation results presented in this study open new doors regarding possible directions of analytical investigation of the various dynamics exhibited by these nonlocal stochastic models.
This paper is structured as follows. In Section II we describe the class of nonlocal 1D models introduced in [21] , [22] and discuss separately the newly added noise terms. Then, in Section III we discuss the number and stability of spatiallyheterogeneous steady states exhibited by the deterministic version of the models (to identify the effects of deterministic perturbations of individual turning behaviour, and deterministic perturbations of neighbours perception, on the instability of steady states). In Section IV we show numerical results for different types of spatio-temporal patterns that can be affected by noise with different strength levels, and identify transitions between different types of patterns, or between spatial pattern and spatially homogeneous states. We conclude in Section V with a summary and discussion of results.
II. MODEL DERIVATION
Following the approach in [21] , [22] , [32] , we consider a 1D finite domain [0, L] on which we assume that we have an animal population formed of left-moving (u − (x, t)) and right-moving (u + (x, t)) densities of animals. (This setting could describe, for example, a population of fish moving though human-made corridors such as shipping canals [33] , [34] .) The dynamics of this population is described by the following nonlocal conservation laws:
Here we assume that individuals in both populations move with constant velocities γ (i.e., u + move right with velocity +γ, while u − move left with velocity −γ), and can change movement direction either randomly or in a directed manner following interactions (via communication) with their neighbours; see Figure 1 (a). (Note that the importance of adapting velocity and turning behaviour during fish movement has been emphasised in various experimental studies [35] , [36] .) The density-dependent turning functions λ ± (which connect the left-moving population u − to the right-moving population u + ) are given as follows:
with λ 1 and λ 2 constants that are approximating the random and directed changes in individuals movement direction (see also [21] ). The functionals f ± describe the nonlocal interactions between individuals placed at different positions in space (i.e., within repulsive, attractive and alignment ranges; see Figure 1 (b)) -as these interactions determine whether an individual turns around or not, towards/away from its neighbours. We assume that f ± are non-negative and increasing functions of the nonlocal interactions among individuals [21] , [22] , which are also almost zero when there are no any neighbours nearby (i.e., f ± [0, 0] ≈ 0). One function that satisfies all these conditions is
where constant y 0 was chosen such that f ± [0, 0] ≈ 0 [21] , [22] . The nonlocal social interaction terms y ± r,al,a (for the right-moving (+) and left-moving (-) individuals) are described in detail in Table  I . In this study we focus only on the case of shown is omni-directional signal perception by a reference individual at x, and uni-directional signal emission by neighbours at x ± s) For other types of inter-individual communication see [22] , [32] ; (b) Spatial ranges for three different social interactions: repulsion (r), alignment (al), attraction (a). These interaction ranges are described by spatial kernels Kj(s), j = r, a, al (see equations (4)).
omni-directional signal perception (by a reference individual at x) and uni-directional signal emission (by its neighbours at x ± s); see also Figure 1 (a). This leads to the following assumptions regarding these interactions:
• Due to the omni-directionality in signal perception, the attraction/repulsion interactions depend on the total number of neighbours (u = u + + u − ) positioned left (x − s) and right (x + s) of a reference individual at x. To describe the turning behaviour of a right-moving reference individual (u + (x, t)), we note that if u(x + s) > u(x − s) (i.e., more neighbours ahead relative to the moving direction), if these neighbours are within the repulsion range (K r (s)) then the reference individual will turn around to avoid collision (i.e., y + r > 0, which increases the value of f + and λ + ). In contrast, if these neighbours are within the attraction range (K a (s)) then the reference individual will keep moving in the same direction to join its neighbours at x + s (i.e., y + r < 0, which decreases the value of f + and λ + , and thus reduces the probability of turning). Moreover, since attraction and repulsion have opposite effects, they enter the integral terms in Table I with opposite signs. Note also that in Table I , the densities of neighbours at x ± s are multiplied with the perception intensities of these neighbours (p a,b ), to account for the possible heterogeneity of the environment. We will describe p a,b in more detail shortly.
• Again, due to the omni-directionality in signal perception, the alignment interactions depend on all left-moving (u − (x ± s)) and rightmoving (u + (x ± x)) neighbours. A reference right-moving individual u + (x, t) will decide whether to turn around, depending on the density of left-moving/right-moving neighbours ahead at x+s (i.e., u − (x+s)−u + (x+s)) and behind at x − s (i.e., u − (x − s) − u + (x − s)).
If there are more right-moving neighbours than left-moving neighbours, then the reference individual u + (x, t) will keep moving in the same direction (since y + al < 0, which decreases f + and λ + ). Otherwise, if there are more left-moving neighbours, the reference individual u + (x, t) will turn around to follow 
these neighbours. Here, we use the word "individual" in a very loose sense, since u + (x, t) actually describe the density of individuals. For other types of possible communication mechanisms that can be incorporated into equations (1)- (3) we direct the reader to [22] , [32] .
The coefficients q j , j = r, al, a that appear in y ± r,al,a (in front of the integrals in Table I ), describe the strengths of the three social interactions, while K j are the kernels that describe the spatial ranges for these three social interactions (see also Figure  1 (b) and Table II ). Throughout this study we will consider the following interaction kernels [21] :
j = r, al, a, and m j = s j /8.
The meaning and values of parameters m j and s j that define the interaction ranges are given in Table  II . Finally, the parameters p a and p b that appear inside the integrals in Table I To complete the derivation of model (1)- (4), we need to specify the boundary conditions on the finite domain [0, L]. Taking the same approach as in [21] , [22] , we will assume periodic boundary conditions (corresponding to an arena-type domain):
The Effect of Noise: To investigate the effect of anthropogenic noise on the dynamics of model (1)- (3), we assume that in the presence of noise the individuals try to increase the detection of signals emitted by their neighbours (and thus try to increase neighbours' perception p a,b ). Moreover, in the presence of noise, individuals try to increase their changes in movement directions (to ensure that they can detect better neighbours from all directions). Thus, we will consider the following cases:
1) Noisy environment affects the perception of neighbours: every time step t) with a uniform probability within the interval [0, n m ] (where n m ≤ 1); 2) Noisy environment affects the turning rates (i.e., direction of movement):
, where the noise W(t) is a random value chosen with a uniform probability within the interval [0, n m ]; 3) Finally, we will also discuss briefly the assumption that the noise can increase as well as decrease the perception of neighbours:
, where the noise W 1 (t) is a random value chosen with a uniform probability within the interval [−n m , n m ], with n m ≤ 1. Note that this noise term is similar to the one introduced by Vicsek et al. in [8] , for individual-based models.
Remark 1. Since we focus on a time scale that ignores any birth/death processes, model (1) conserves the total population density [32] . Let us denote this total population density
In [32] we showed how can we derive the nonlocal model (1) using a correlated random walk approach (i.e., a stochastic process different from the classical Brownian motion during which the directions of motion for successive time steps are uncorrelated [37] ). In a probabilistic setting, this correlated random walk approach leads to solutions that can be seen as probability densities
). Moreover, in this context, parameters λ 1,2 correspond to the probabilities of turning randomly or in a directed manner. The incorporation of noise terms W (t) and W 1 (t) into model (1) -via parameters p a,b or λ 1,2 -adds another layer of complexity, generating a sort of double stochasticity.
III. DETERMINISTIC MODEL: SPATIALLY-HOMOGENEOUS STATES AND THEIR LINEAR STABILITY
We start the investigation of model (1) by focusing on the deterministic model (i.e., W (t) = 0, W 1 (t) = 0), and investigating the number and stability of spatially homogeneous steady states (i.e., states characterised by individuals spread over the whole domain). We will use this information in the next section, to better understand the formation of spatio-temporal patterns in the deterministic system (1) . Figure 3 shows the number of spatially homogeneous steady states (i.e., states that satisfy (p a −p b ) with respect to a reference individual; (b) the value n m in the deterministic perturbations of the perception intensities p a,b = p * a,b + n m ; (c) the value n m in the deterministic perturbations of the turning rates λ 1,2 = λ * 1,2 + n m . (We will return to the discussion of these deterministic perturbations in the next chapter, in the context of numerical simulations.) The vertical axes in Figure 3 show u * = u * ,+ , the steady states for u + . Due to the symmetry of model (1), similar graphs could be obtained also for u * ,− = A − u * (i.e., the steady state for u − ). We denote by u * = A/2 the steady state where half individuals are facing left and half are facing right, while being spread over the whole domain: (u * ,+ , u * ,− ) = (A/2, A/2). Also, we denote by A ± the states where more individuals are facing one direction compared to the other direction.
We observe in Figure 3 that it is possible to obtain one, three or five steady states u * . For example, deterministic perturbations of λ 1,2 change the number of steady states (panel (b)): from 3 distinct states u * when n m < 0.011, to 5 states u * when n m ∈ (0.11, 0.16), and finally only one state when n m > 0. 16 . Note that varying either p a,b alone or λ 1,2 alone preserves the symmetry of the steady state u * with respect to A/2 (see panels (a),(b)), while varying the difference between p a − p b together with p a,b and λ 1,2 breaks this symmetry (see panel (c)).
Finally, we note that the only steady state that does not depend on the model parameters is u * = A/2, and this state persists as long as p a = p b . As shown in Figure 3 (c), this state vanishes for p a = p b .
Next, we investigate the linear stability of the spatially homogeneous steady states (u * ,+ , u * ,− ) = (A/2, A/2), as well as the steady states (u * ,+ , u * ,− ) = (A + , A − A + ) or (u * ,+ , u * ,− ) = (A − A − , A − ). To this end, we consider small perturbations of these states: u ± (x, t) = u * ,± + a ± e σt+ikx , with a ± 1. (Here σ describes the growth/decay of the perturbations, while k is the wavenumber that emerges when perturbations grow.) Substituting these expressions into the linearised system (1), leads to the following dispersion relation:
where Table II) ; (b) a Hopf bifurcation (for qa = 2.0, λ2 = 0.27, and all other parameters as in Table II) ; Continuous curves show the largest eigenvalue (σ1(k)), while the dotted curves show the smallest eigenvalue (σ2(k)). The circles on the x-axis show the discrete wavenumbers kn = 2πn/L, with n = 1, 2, ...
. The real and imaginary components of this dispersion relation (corresponding to the steady state (u * ,+ , u * ,− ) = (A/2, A/2)) are graphed in Figure 4 , for different parameter values that generate: (a) a real bifurcation (i.e., Re(σ(k 1 )) > 0, Im(σ(k 1 )) = 0), and (b) a Hopf bifurcation (i.e., Re(σ(k 1 )) > 0, Im(σ(k 1 )) > 0). The real bifurcations give rise to stationary aggregation patterns (e.g., stationary pulses), while the Hopf bifurcations give rise to moving aggregation patterns (e.g., travelling pulses). These patterns form primary solution branches, and can further bifurcate themselves forming more complex patterns, as we will discuss below.
Next, we focus on the stability of different steady states as we vary the magnitudes of the perception sensitivities p * a −p * b , and different deterministic perturbations (of magnitudes n m ) of baseline p * a,b and λ * 1,2 values (as it will be considered later in the numerical simulations in Figures 9, 10 , and 11). We see in Figure 5 (a) that increasing n m in the perception sensitivities p a,b = p * a,b + n m has opposite effects on the different steady states: (i) it increases the amplitude of Re(σ(k)) for the steady state (u * ,+ , u * ,− ) = (A/2, A/2) thus increasing the instability of this state, and (ii) it decreases the amplitude of Re(σ(k)) for the steady state (u * ,+ , u * ,− ) = (A + , A − ) (with A + = A − ) thus leading to the stability of this state. In panels (b) we see that increasing n m in the turning rates λ 1,2 = λ * 1,2 + n m has different effects compared to the previous case: (i) it decreases the amplitude of Re(σ(k)) for the steady state (u * ,+ , u * ,− ) = (A/2, A/2) and (ii) it increases the amplitude of Re(σ(k)) for the steady state (u * ,+ , u * ,− ) = (A + , A − ) (with A + = A − ). We also note here that for large n m the state (A/2, A/2) looses the nonzero imaginary part of the eigenvalues (i.e., Im(σ(k)) = 0 for those k values where Re(σ(k)) > 0; see Figure 5 steady states are stable (as Re(σ(k)) ≤ 0).
The fact that multiple steady states can be linearly unstable at the same time complicates the analysis of the dynamics of model (1), since the nonlinear interactions (and the magnitude of the perturbations in the system) could lead to the selection and persistence of particular types of spatio-temporal patterns that can be either travelling or stationary (irrespective of the types of the bifurcation from the spatially homogeneous state: real or Hopf bifurcations). These persistent spatio-temporal patterns arise from secondary bifurcations from the primary solution branches.
As we show next, these stability results (obtained via the dispersion relation (6)) support the numerical simulation results in Figures 9, 10 , and 11 (for both the deterministic version of model (1), and its stochastic version with W (t) = 0).
IV. NUMERICAL RESULTS
In the following we describe some of the spatiotemporal patterns that can be exhibited by the deterministic and stochastic model (1)-(3) (i.e., with W (t) = 0 and W (t) = 0). For the numerical simulations, we discretised the domain using a space step ∆x = 0.01 and a time step ∆t = 0.02 (which ensures that the Courant-Friedrichs-Lewy condition holds). The integrals were approximated using Simpson's method [38] (and were wrapped around the domain to implement the periodic boundary conditions), while the advection part in the left-hand-side of equations (1), was discretised using a classical predictor-corrector MacCormack method. The noise W (t) (in the p a,b and λ 1,2 terms; see cases (I) and (II) in model description) was implemented by choosing at every time step (ii) Spatio-temporal pattern for the total density u = u + + u − , which occurs for both baseline p a,b values (as in (i)), and randomly-perturbed p a,b values (as in (i')). This travelling pulse pattern describes persistent moving aggregations.
∆t a random number uniformly distributed in the interval [0, n m ], with n m ≤ 1 (i.e., W (t) = Rand(0, n m )). Finally, the noise W 1 (t) (in the p a,b terms; see case (III) in model description) was implemented by choosing at every time step ∆t a random number uniformly distributed over the interval [−n m , n m ], with n m ≤ 1 (i.e., W 1 (t) = Rand(−n m , n m )). The initial conditions for the numerical simulations shown below are random perturbations of the spatially-homogeneous steady state (u * ,+ , u * ,− ) = (A/2, A/2) (where A = 2 throughout this study). Finally, the values of the parameters used throughout these numerical simulations are summarised in Table II. A. The effect of noise on the perception of neighbours a) Homogeneous environment: We start the numerical investigation of model (1) by considering first a homogeneous environment (i.e., p * a = p * b = 1; see also Figure 2 (a)). In this case (and for the parameter values described in Table II ) the simulations in Figure 6 (ii) show the persistence of travelling aggregations irrespective of the noise level (and irrespective of the presence/absence of the noise added to p * a and p * b parameters). b) Heterogeneous environment: Next, we investigate the effect of a heterogeneous environment (i.e., p a = p b ; see also Figure 2(b) ). Figure  7 shows that for a heterogeneous environment, the increase in the noise level (from (a) W (t) = Rand(0, 0.1) to (b) W (t) = Rand(0, 0.5)), which here leads to an increase in the perception of neighbours, destroys the formation and persistence of moving aggregations. However, assuming that noise can also decreases the perception of neighbours (i.e., W 1 (t) = Rand(−0.5, 0.5)), preserves the original pattern. Therefore, it is possible that the heterogeneity of the environment (which leads to poorer perception of some neighbours) combined (non-linearly) with the noise which could increase as well as decrease the perception of some neighbours, might preserve the travelling aggregation pattern.
To have a better understanding on the decreasing/increasing effects of noise on the perception of neighbours, and on the preservation of patterns, in Figure 8 we summarise the patterns obtained in homogeneous vs. heterogeneous environments, for various p * a and p * b baseline values with noise of maximum amplitudes n m = 0.5: (a) W (t) = Rand(0, 0.5), and (b) W 1 (t) = Rand(−0.5, 0.5). We observe that, by assuming that noise can both decrease and increase the perception of neighbours (panel (b)), it is possible to have persistence of patterns in strong heterogeneous environments (e.g., large p * a > p * b or p * b > p * a ). We also observe that because of the symmetry of the model, it does not matter the direction of the environmental heterogeneity (i.e., p * a > p * b or p * b > p * a ). B. The effect of noise on the turning rates Next, we assume that the environmental noise can affect the turning rates λ 1 and λ 2 . Figure 9 (20 and 40-45) , due to the changes in moving directions that take place over a few time steps, and which impact the spatial distributions of individuals inside the moving aggregations. In contrast, the travelling and stationary pulses are characterised by amplitudes that span much narrower ranges, suggesting that during these two types of behaviours the aggregations are more compact, and there is no significant change in the spatial distribution of individuals inside the aggregations (again, the small variations in the amplitude of the patterns are the result of the individual turning behaviour λ 1,2 > 0).
In Figure 9 (d) we observe that for low noise (i.e., n m ∈ (0.1, 0.2)) there are actually two branches for travel pulse dynamics: the upper (red) branch was obtained starting with n m = 1.0 and decreasing it to n m = 0.1, while the lower branch was obtained starting with n m = 0.1 and increasing it up to n m = 1.0. These two branches characterise a hysteresis-like behaviour: starting with high noise (n m = 1) and decreasing it below n m = 0.2 leads to high-amplitudes (∈ (20, 24)) travelling pulse patterns; on the other hand starting with n m = 0.1 and increasing it leads to loweramplitudes (∈ (10, 12)) travelling pulse patterns. This bifurcation result suggests that these branches of travelling pulses co-exist at the same time, and which one is attained depends on the initial conditions.
Since the patterns in Figure 9 were obtained when we perturbed λ * 1,2 with a non-negative (normally distributed) random variable W (t) of maximum amplitude n m , to check whether the transitions between patterns are indeed the result of noise, next we investigate what happens when we perturb λ * 1,2 with a deterministic value n m ∈ [0.1, 1] (i.e., W (t) = 0, and λ 1,2 = λ * 1,2 + n m ). Figures 10(a)-(c) show that similar types of spatio-temporal patterns can emerge for deterministic λ 1,2 values. However, the numericallycomputed bifurcation structure of the deterministic system is slightly different compared to the bifurcation structure of the stochastic system (see panel (d)). More precisely, the deterministic system seems to exhibit multiple stable branches of spatially-heterogeneous stationary solutions for n m ∈ (0.525, 1), and one can reach these solution branches starting with different n m parameters. For example, starting with n m = 0.1 and increasing it towards n m = 1 leads to an upper branch of high-amplitude stationary pulses, while starting with n m = 1 and decreasing it towards n m = 0.1 leads to a lower branch of low-amplitude stationary pulses (as in panel (a)). Moreover, the parameter range where the zigzags occur is slightly different for the deterministic system (n m ∈ (0.175, 0.525)) compared to the stochastic system (n m ∈ (0.2, 0.75)).
Remark 3. These numerical results on pattern formation (for the deterministic system) are supported by the linear stability results discussed in Figure 5(b) : for the steady state (u * ,+ , u * ,− ), low n m can give rise (via Hopf bifurcations) to travelling patterns, while high n m can give rise (via real bifurcations) to stationary patterns. We emphasise that these these travelling and stationary patterns that arise from Hopf or real bifurcations form primary bifurcation branches. However, Table II. since these bifurcation branches are unstable (with the corresponding patterns not persisting for time t > 1000), they are not shown in Figures 9(d) and  10(d) .
Overall, the numerical simulations discussed in this Section suggest the co-existence of multiple (secondary) solution branches, with different amplitudes of u = u + + u − , which can be reached by starting with different magnitudes of perturbations for parameter values. We emphasise that these bifurcation diagrams are not complete, being possible to discover also other branches with higher/lower amplitudes of solutions. A rigorous analytical investigation of the bifurcation structure can be performed, for example, via a weakly nonlinear analysis of the travelling pulse patterns obtained for n m 1 (or the stationary pulse patterns obtained for n m < 1), near the parameter value at which these patterns transform into zigzags (see Figures 9(d) and 10(d) ). However, due to the complexity of such an investigation for the nonlocal hyperbolic models (1) (which involves perturbations of the spatially-heterogeneous travelling pulse; thus being more complex than the weakly nonlinear analysis of spatially-homogeneous states in [23] ), this investigation is beyond the scope of the current study.
C. The effect of noise on both individual turning rates and perception of neighbours Finally, we consider the combined effect of noise (W (t) = Rand(0, n m ) with n m = 0.5) on both the individual turning rates (λ 1,2 ) and on the perception of neighbours ahead/behind the reference individual (p a,b ). Figure 11 shows that Table II. while noise in the turning rates does seem to dominate the dynamics for p a ≈ p b (see the stationary chaotic zigzag in panel (a), and the travelling chaotic zigzag in panel (b)), increasing the perception strength of neighbours ahead (i.e., p a p b ) leads to a loss in the spatio-temporal patterns with the dynamics approaching a stable spatially homogeneous steady state, where u * ,+ u * ,− (see the two lower figures in panel (c)).
Remark 4. We note that the linear stability analysis for the deterministic model (1) suggested that an increase in n m for both p a,b = p * a,b + n m and λ 1,2 = λ * 1,2 + n m can lead to a stable steady state (u * ,+ , u * ,− ) = (A + , A − ) -see Figure  5 (c). Given the observed numerical similarities between the bifurcation structure of the deterministic model (see Figure 9(d) ) and the stochastic model (with W (t) = Rand(0, n m ); see Figure 10 (d)), one could expect that in this particular case the stochastic stability results for the model with noise might also lead to stable states in a relatively similar parameter region, as the magnitude (n m ) of noise is increased. We need to emphasise that this is not a rigorous result (just an observation based on numerical simulations), as proving any extrapolation of mathematical results from the nonlocal deterministic model (1) to the nonlocal model with noise, is still an open problem. A linear stochastic stability analysis for this class of nonlocal hyperbolic models (with noise affecting turning behaviours) will be presented in a future study.
V. SUMMARY AND DISCUSSION
In this study, we considered a nonlocal hyperbolic model for the collective movement and selforganised behaviour of a population inhabiting a 1D domain (and thus formed of individuals moving left and right). Since noise in the environment can influence the interactions between individuals (e.g., how they perceive their neighbours, how they choose their movement direction, etc.) we also considered various stochastic terms.
We first focused on the deterministic version of the model and investigated the number and stability of the spatially-homogeneous steady states exhibited by this model. Then, we investigated numerically the stochastic model (with various stochastic terms, W (t) and W 1 (t)) and discussed the types of spatio-temporal patterns that can be exhibited by the model as we vary the amplitude of the noise (when we fix all other model parameters). We have shown that in the presence of noise, by increasing the difference between the perception of neighbours from ahead and behind (e.g., due to environmental heterogeneity), it is easy to loose the moving aggregation structure, and to obtain spatially heterogeneous solutions (where individuals are dispersed over the whole domain); see Figure 8 . Moreover, the moving aggregation is more easily lost when we assume that the noise leads to an increase in the perception of neighbours (by forcing individuals to modulate their communication to increase their chances of being detected [5] ), compared to the case when we assume that noise can lead to either an increase or a decrease in the perception of neighbours.
We have also compared the spatio-temporal patterns obtained with the deterministic and stochastic versions of model (1); see Figures 9 and 10. The results showed that both models can exhibit similar patterns (at least for the parameter values considered in this study; see Table II) : stationary pulses (i.e., aggregations), travelling pulses, zigzagging aggregations. However, the transition between these aggregations is slightly different between deterministic and stochastic cases (with the deterministic zigzagging pattern persisting in a smaller parameter region compared to the stochastic zigzagging pattern, and the presence of multiple branches of stationary pulses for the deterministic case compared to the stochastic case). The similarity between the patterns (and the transitions between them) observed with both the deterministic and stochastic models suggests that some of the stability results (for spatially homogeneous steady states) obtained with the deterministic model could be extrapolated to the stochastic model.
We focused here only on a particular parameter space (as described in Table II) , since the goal of our study was to investigate the effect of noise on one of the most common patterns exhibited by self-organised animal aggregations, namely travelling aggregations (i.e., travelling pulses). However, it is possible that noise can have different effects on different spatio-temporal patterns (see [22] for a summary of the patterns that can be exhibited by model (1)). Moreover, considering other types of communication mechanisms as in [22] , [32] (e.g., unidirectional perception and emission of signals, or omnidirectional perception and emission of signals), could lead to different types of spatio-temporal patterns and different transitions between these patterns. All these aspects could be investigated in a future study.
Throughout this study, we focused on the numerical investigation of the noise and its effects on various patterns (and transitions between patterns). We note here that transitions between the deterministic patterns can be investigated analytically with the help of bifurcation theory (see, for example, [22] , [39] , [40] , [41] for the application of the equivariant bifurcation theory to the classification and investigation of patterns exhibited by nonlocal hyperbolic models (1)). Given the complexity of the nonlocal models (1) the application of this theory (which involves perturbations of the spatial states u ± (x, t)) is not very straightforward. The bifurcation theory for stochastic systems is still in its infancy, and thus the analytical investigation of the transitions between the stochastic patterns shown in Figures 9 and 11 has never been attempted before (being currently an open problem).
Finally, we have shown numerically the existence of different types of (finite amplitude) spatio-temporal patterns exhibited by model (1): from stationary aggregations, to travelling pulses and chaotic and deterministic zigzags. Existence of mild and classical solutions for the nonlocal deterministic model (1) has been shown in [22] , [29] . Future studies would need to focus on the existence of solutions for the stochastic model (1) (including the existence of solutions with specific spatio-temporal structures mentioned above).
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APPENDIX: SUMMARY OF MODEL PARAMETERS AND VARIABLES
In Table II we summarise the parameters that appear in model (1) , and their values used for the numerical simulations. Since it is difficult to find biologically-realistic approximations for many of these parameter values (e.g., strengths of social interactions q r,al,a , or perception intensities p a,b ), we choose to use values similar to those in [21] , [22] . We acknowledge that while connecting these parameters to realistic biological situations (e.g., the behaviour of a particular animal species) would be the best approach, little available data on inter-individual interactions and quantifying animal communication makes it relatively difficult to take this approach. Finally, we need to emphasise that the aim of this study is not to focus on a particular animal species characterised by particular parameter values. Rather it is to investigate pattern formation and transitions between patterns as induced by external environmental and anthropogenic noise, in a class of mathematical models that could be applied to describe collective movement of animals, with the overall aim of generating new questions that could be investigated analytically. 
