Abstract. Let g be a semisimple complex Lie algebra. Recently, Lusztig simplified the traditional construction of the corresponding Chevalley groups (of adjoint type) using the "canonical basis" of the adjoint representation of g. Here, we present a variation of this idea which leads to a new, and quite elementary construction of g itself from its root system. An additional feature of this set-up is that it also gives rise to explicit Chevalley bases of g.
Introduction
Let g be a finite-dimensional semisimple Lie algebra over C. In a famous paper [3] , Chevalley found an integral basis of g and used this to construct new families of simple groups, now known as Chevalley groups. In [14] , Lusztig described a simplified construction of these groups, by using a remarkable basis of the adjoint representation of g on which the Chevalley generators e i , f i ∈ g act via matrices with entries in N 0 . That basis originally appeared in [9] , [10] , [11] , even at the quantum group level; subsequently, it could be interpreted as the canonical basis of the adjoint representation (see [12] , [15] ).
In this note, we turn Lusztig's argument around and show that this leads to a new way of actually constructing g from its root system. Usually, this is achieved by a subtle choice of signs in Chevalley's integral basis (Tits [21] ), or by taking a suitable quotient of a free Lie algebra (Serre [19] ). In our approach, we do not need to choose any signs, and we do not have to deal with free Lie algebras at all. Section 2 contains some preliminary results about root strings in a root system Φ. In Section 3, we use the explicit formulae in [9] , [10] , [11] to define certain linear maps e i , f i on a finite-dimensional vector space. These maps satisfy relations which are to be expected of the Chevalley generators of a semisimple Lie algebra. In Section 4, it is shown that e i , f i indeed generate a semisimple Lie algebra g with root system isomorphic to Φ. This set-up also gives rise to two Chevalley bases of g which are explicitly determined by the two "canonical" orientations of the Dynkin diagram of Φ in which every vertex is either a sink or a source; see Section 5. (This seems conceptually simpler than the approach via Hall algebras and the representation theory of quivers, see Ringel [18] and Peng-Xiao [16] . ) We have made a certain attempt to keep the whole discussion as elementary and self-contained as possible; it should be accessible at the level of introductory textbooks on Lie algebras, e.g., Erdmann-Wildon [5] .
Finally, we remark that Lusztig's simplified construction of adjoint Chevalley groups can be extended to groups which are not necessarily of adjoint type, avoiding the additional machinery required in [4] , [20] ; for further details see [6] . (See Lusztig [13] for a more sophisticated setting, which yields additional results and also produces arbitrary reductive algebraic groups.)
Our results are merely variations of ideas in [9] , [10] , [11] , [14] . I wish to thank George Lusztig for pointing out to me the remarks in [14] , and for helpful comments about his earlier work on quantum groups and the interpretation of e i , f i in terms of canonical bases. I also thank Lacri Iancu for a careful reading of the mansucript, Markus Reineke for pointing out Ringel's paper [18] , and an unknown referee for a number of useful comments.
Root systems and root strings
We begin by recalling basic facts about root systems; see [1] , [5] , [7] , [19] . Let E be a finite-dimensional vector space over Q and ( , ) : E × E → Q be a symmetric bilinear form such that (e, e) > 0 for all 0 = e ∈ E. For each 0 = e ∈ E, we denote e ∨ := 2 (e,e)
e ∈ E. Let Φ ⊆ E be a reduced crystallographic root system. Thus, Φ is a finite subset of E \ {0} such that E = Φ Q ; furthermore, we have for α, β ∈ Φ:
• if β = ±α, then α, β are linearly independent in E;
• we have (β, α ∨ ) ∈ Z and β − (β, α ∨ )α ∈ Φ. We assume throughout that Φ is irreducible. Let Π = {α i | i ∈ I} be a set of simple roots in Φ, where I is a finite index set. (One may take for I the "canonical index set" in [1, VI, no. 1.5, Remarque 7] .) Then Π is a basis of E and every α ∈ Φ is a linear combination of Π where either all coefficients are in Z 0 or all coefficients are in Z 0 ; correspondingly, we have a partition Φ = Φ + ∪ Φ − where Φ + are the positive roots and Φ − = −Φ + are the negative roots. The matrix
, is called the Cartan matrix of Φ with respect to Π. We have a ii = 2 and a ij 0 for i = j. Furthermore, it is known that A is independent of the choice of Π, up to simultaneous permutation of the rows and columns.
Remark 2.1. Using the Cauchy-Schwartz inequality, the above conditions immediately imply the following "finiteness property":
Furthermore, if the value 3 is attained for some α, β ∈ Φ, then dim E = 2. (See [1, VI, §4, no. 4.1].) There are a number of constraints on the relative lengths of roots. For example, if β = ±α and (α,
2.2. Root strings. Given α, β ∈ Φ such that β = ±α, we can uniquely define two integers p, q 0 by the conditions that β − qα, . . . , β − α, β, β + α, . . . , β + pα ∈ Φ and β − (q + 1)α ∈ Φ, β + (p + 1)α ∈ Φ. The above sequence of roots is called the α-string through β. We then have (see [1, VI, §1, no. 1.3]):
(β, α ∨ ) = q − p and 0 p + q 3.
Furthermore, if p + q = 3, then (β − qα, α ∨ ) = −p − q = −3 and so we must have dim E = 2 (see Remark 2.1). 
We now collect some results which will be useful in the sequel.
Proof. (a) If m := (α j , α ∨ ) > 0, then α − α j ∈ Φ by Lemma 2.4. Now assume that m 0 and set β := α + α i − α j . Then β − α ∈ Φ and β = α. Hence, by Lemma 2.4, we have 0 (β,
Proof. It is easy to check (by an explicit verification for types A 2 , B 2 , G 2 ) that the above assumptions can not be satisfied if dim E = 2. So assume now that dim E 3. Then, by Remark 2.1(a), we have (β, γ ∨ ) ∈ {0, ±1, ±2} for all β, γ ∈ Φ, and so every root string in Φ can have at most 3 terms. Now, we have α, α + α i ∈ Φ and so α = ±α i . Hence, the α i -string through α must be (α, α + α i ) or (α − α i , α, α + α i ) or (α, α + α i , α + 2α i ). This yields:
Similarly, we have α − α j , α ∈ Φ and α = ±α j ; this yields:
Finally, we have α + α i − α j , α + α i ∈ Φ and α + α i = ±α j ; hence,
We now distinguish cases according to when one of the above terms equals 2. 
On the other hand, if we assume that m − i (α − α j ) = 1 and m + j (α + α i ) = 2, then we can apply the previous argument to −α + α j − α i (cf. Case 2) and, again, obtain a contradiction.
Remark 2.7. The above proof simplifies drastically in the simply-laced case. (The "ADE" case.) In this case, every root string has at most 2 terms, and so we have m
A canonical model for the adjoint representation
We keep the notation of the previous section, where Φ is a root system in E and Π = {α i | i ∈ I} is a fixed set of simple roots; recall that α ∨ = 2 (α,α)
α ∈ E for α ∈ Φ. Following Lusztig [9, 1.4] , [10, 2.1], [11, 0.5] , we now consider a C-vector space M with a basis {u i | i ∈ I} ∪ {v α | α ∈ Φ} and define linear maps
by the following formulae, where j ∈ I and α ∈ Φ.
otherwise,
Note that all entries of the matrices of e i , f i with respect to the basis of M are non-negative integers.
In [9] , [10] (see also [15, 1.15] ) it is shown that the adjoint representation of a semisimple Lie algebra g admits a basis on which the Chevalley generators of g act via the above maps; hence, e i , f i , h i must satisfy certain relations. We now verify directly, i.e., without reference to g, that these relations hold.
A similar verification can also be found in [8, 5A.5]; however, full details for the most difficult case (which is Case 2 in Lemma 3.5) are not given there. In any case, since [8, 5A.5] also deals with the quantum group case, the argument here is technically much simpler, so we give the details below.
Remark 3.1. It is obvious that the maps e i , f i , h i are all non-zero. With respect to the given basis of M, each h i is represented by a diagonal matrix, so it is clear that h i • h j = h j • h i for all i, j. Furthermore, the maps h i (i ∈ I) are actually linearly independent. Indeed, assume we have a relation j∈I x j h j = 0 where x j ∈ C. Evaluating this relation at v α i yields ( j∈I x j (α i , α ∨ j ))v α i = 0 for all i ∈ I. Since the Cartan matrix A is invertible, we must have x j = 0 for all j ∈ I.
Remark 3.2. We define a further linear map ω : M → M by ω(u j ) = u j for j ∈ I and ω(v α ) = v −α for α ∈ Φ; note that ω 2 = id M . Then one easily checks that
(Just note that m
Proof. First we prove (a). For any k ∈ I, we have
then the result is 0, and this is also the result of (α, α
, then both sides of ( * ) are equal to 2v α i . Similary, if α = −α i , then both sides are equal to −2v α i . Now assume that α = ±α i .
If α + α i ∈ Φ and α − α i ∈ Φ, then e i (v α ) = f i (v α ) = 0 and so the left hand side of ( * ) is 0. On the other hand, the right hand side also equals 0, since m ± i (α) = 1 and so (α, α
and so the left hand side of ( * ) equals (−m
, this also equals the right hand side of ( * ).
If α + α i ∈ Φ and α − α i ∈ Φ, then the argument is completely analogous to the previous case. Finally, if α ± α i ∈ Φ, then the left hand side of ( * ) equals
. So both sides of the desired identity are equal to 0. The same happens for α = −α j .
If
Hence, the desired identity holds in this case as well.
Arguing as in the previous case, we find the same result for e i (f j (v −α i )). Case 2. Assume that α = ±α i and α = ±α j . If α + α i ∈ Φ and α − α j ∈ Φ, then e i (v α ) = f j (v α ) = 0 and so both sides of the desired identity are 0. The same happens if α+α i −α j ∈ Φ, as one checks immediately. (Note that α−α j = −α i and α + α i = α j .) Using Lemma 2.5, it remains to consider the case where α + α i ∈ Φ, α − α j ∈ Φ and α + α i − α j ∈ Φ. Then we obtain
Hence, the desired identity holds by Lemma 2.6.
The Lie algebra generated by e i , f i
We consider the Lie algebra gl(M) consisting of all linear maps M → M with the usual Lie bracket [ϕ, ψ] = ϕψ − ψϕ. (We simply write ϕψ instead of ϕ • ψ from now on.) For any subset X ⊆ gl(M), we denote by X Lie ⊆ gl(M) the Lie subalgebra generated by X. Recall that this subalgebra is spanned (as a vector space) by the set n 1 X n , where the subsets X n ⊆ gl(M) are defined inductively by X 1 := X and X n+1 := {[y, z] | y ∈ X k , z ∈ X n−k where 1 k n} for all n 1. The elements in X n are called Lie monomials in X (of level n).
We now define g := e i , f i | i ∈ I Lie ⊆ gl(M). Clearly, dim g < ∞. By Lemma 3.4, we have h i ∈ g for all i ∈ I. Let h ⊆ g be the subspace spanned by h i (i ∈ I). By Remark 3.1, this is an abelian subalgebra and the elements h i (i ∈ I) form a basis of h. Our aim is to show that g is a semisimple Lie algebra with Cartan subalgebra h and root system isomorphic to Φ. Proof. We write Φ + = {β 1 , . . . , β N } such that ht(β 1 ) . . . ht(β N ), where ht(β i ) denotes the usual height of β i (with respect to the set of simple roots Π). Let l = |I| and write I = {j 1 , . . . , j l }. Then we order the basis elements of M as
The definition in Section 3 immediately shows that the desired statements hold for e i ∈ n + and f i ∈ n − . Hence, they also hold for all elements of n + and of n − .
Lemma 4.2. Via g ⊆ gl(M), the vector space M is a g-module. Then M is an irreducible g-module.
(Recall that Φ is assumed to be irreducible.)
Proof. Let U ⊆ M be a g-submodule such that U = {0}. We must show that
Assume, if possible, that U ⊆ u i | i ∈ I C . Let 0 = u ∈ U and write u = i∈I x i u i where x i ∈ C. For j ∈ I, we have e j (u) = i∈I
here, id is the I × Iidentity matrix. But, using the classification of indecomposable Cartan matrices, one checks that det(A ′ ) = det(A) = 0, a contradiction. Hence, we are in the second case, that is, v α ∈ U for some α ∈ Φ. We now proceed as follows to show that U = M.
(1) We claim that u i 1 ∈ U for some i 1 ∈ I. To see this, assume first that α ∈ Φ + . We can find a sequence i 1 , i 2 , . . . , i h in I such that α = α i 1 + . . . + α i h and α i 1 + . . . + α i l ∈ Φ for 1 l h (see, e.g., [7, §10.2, Corollary]). But then the formulae in Section 3 show that f i 1 · · · f i h (v α ) is a non-zero scalar multiple of u i 1 . Hence, since v α ∈ U, we also have u i 1 ∈ U. The argument is similar if α ∈ Φ − . (2) The formulae in Section 3 show that, for any i, j ∈ I, we have e i f i (u j ) = |(α i , α ∨ j )|u i . Hence, since u i 1 ∈ U and the Dynkin diagram of Φ is connected, we conclude that u i ∈ U for all i ∈ I.
(3) In order to complete the argument, it now suffices to show that v β ∈ U for all β ∈ Φ. To see this, assume first that β ∈ Φ + . As in (1), we can find a sequence j 1 , . . . , j k in I such that β = α j 1 + . . . + α j k and α j 1 + . . . + α jm ∈ Φ for 1 m k. But then e j k · · · e j 1 (u j 1 ) is seen to be a non-zero scalar multiple of v β . Hence, since u j 1 ∈ U by (2), we also have v β ∈ U. The argument is similar if β ∈ Φ − . In order to proceed, we need to introduce some further notation. Let h * = Hom(h, C) be the dual space. For α ∈ Φ, we defineα ∈ h * byα(h j ) := (α, α ∨ j ) for all j ∈ I. LetΦ := {α | α ∈ Φ}. Since the Cartan matrix A is invertible, the elementsα i (i ∈ I) form a basis of h * . For λ ∈ h * , we define
If λ =α, we also write g α instead of gα. Now Lemma 3.3 shows that [h j , e i ] = (α i , α ∨ j )e i =α i (h j )e i for all j ∈ I. Hence, e i ∈ gα i = g α i ; similarly, f i ∈ g −α i = g −α i . Also note that the map α →α is linear in α.
Lemma 4.4.
We have h ⊆ g 0 and n ± ⊆ λ∈Q ± g λ , where we set
Proof. This is analogous to step (5) of the proof of [7, Theorem 18.2] . Since h is abelian, h ⊆ g 0 . Now let x ∈ n + be a Lie monomial in {e i | i ∈ I} of level n. We show by induction on n that x ∈ g λ for some λ ∈ Q + . If n = 1, then x = e i for some i and we already noted that e i ∈ gα i . If n 2, then x = [y, z] where y, z are Lie monomials of level k and n − k, respectively. By induction, y ∈ g µ and z ∈ g ν where λ, ν ∈ Q + . A computation using the Jacobi identity shows that
Hence, x ∈ g λ where λ := µ+ν ∈ Q + . The argument for n − is completely analogous.
Lemma 4.5. We have a direct sum decomposition
Proof. This is analogous to steps (6), (7), (8) By a further induction on the level of Lie monomials, this implies that [V, V ] ⊆ V and so V is a subalgebra of L. Since e i , f i ∈ V , we conclude that V = g. Finally, directness of the sum V = n − + h + n + follows from Lemma 4.1 and the fact that all elements of h are given by diagonal matrices. Theorem 4.6. Recall that Φ is assumed to be irreducible. Then the Lie algebra g = e i , f j | i, j ∈ I Lie ⊆ gl(M) is simple, h is a Cartan subalgebra of g anḋ Φ ∼ = Φ is the root system of g with respect to h. In particular, we have a direct sum decomposition g = h ⊕ α∈Φ g α where dim g α = 1 for α ∈ Φ.
Proof. This is now a matter of putting the above pieces together. By Proposition 4.3, g is semisimple. By Lemma 4.4, h ⊆ g 0 and n ± ⊆ λ∈Q ± g λ . Using also Lemma 4.5, we deduce that h = g 0 and n ± = λ∈Q ± g λ , which in turn implies that h is a Cartan subalgebra of g.
Let Φ ′ be the root system of g with respect to h. Then Φ ′ ⊆ Q + ∪ Q − . Sincė α i ∈ Φ ′ for all i ∈ I, we deduce thatΠ := {α i | i ∈ I} is a set of simple roots for Φ ′ . By where
We conclude that h α = i∈I x i h i ∈ h andβ(h α ) = (β, α ∨ ) ∈ Z for all β ∈ Φ. Thus, the elements {h α | α ∈ Φ} ⊆ h are the "co-roots" of g.
Remark 4.8. Let ω : M → M be as in Remark 3.2. Then conjugation with ω preserves g and so we obtain a Lie algebra automorphismω : g → g such that
Consequently, we haveω(h) = h andω(g α ) = g −α for all α ∈ Φ.
Remark 4.9. Let α 0 ∈ Φ be the unique root of maximal height (with respect to Π). Then the formulae in Section 3 show that v α 0 ∈ M is a primitive vector, with corresponding weightα 0 . Hence, by the general theory of highest weight modules (see [7, Chap . VI], [19, Chap. VII]), the simple g-module M is isomorphic to g (viewed as a g-module via the adjoint representation). If one does not want to use these general results, then one has to show directly that g admits a basis on which e i , f i act via the formulae in Section 3, following the argument in [9] , [10] . [14] , [15, §2] , we obtain the Chevalley groups corresponding to g ⊆ gl(M) as follows. By Lemma 4.1, every x ∈ n ± is a nilpotent linear map. Hence, we can define exp(x) ∈ GL(M); note that exp(x) exp(−x) = id M . In particular, we can define x i (t) := exp(te i ) ∈ GL(M) and y i (t) := exp(tf i ) ∈ GL(M) for all i ∈ I, t ∈ C. Explicitly, we have:
Chevalley groups. Following Lusztig
where j ∈ I and α ∈ Φ, α = ±α i . (Compare with the formulae in [2, §4.3], [3, p. 24] .) Now let R be any commutative ring with 1 andM be a free R-module with a basis {ū i | i ∈ I} ∪ {v α | α ∈ Φ}. Using a specialisation argument as in [3] , we can then definex i (t) ∈ GL(M) andȳ i (t) ∈ GL(M ) for all i ∈ I, t ∈ R. (See also [2, §4.4] .) The corresponding Chevalley group (of adjoint type) is defined as
In this way, we obtain a canonical procedure R G R , which does not involve the choice of certain signs as in Chevalley's original approach [3] .
Chevalley bases
Let g ⊆ gl(M) be as in the previous section. In order to establish further structural properties of the corresponding groups G R (e.g., Chevalley's commutator relations), one needs to define "integral" elements e α ∈ g α for all α ∈ Φ. For this purpose, recall from Remark 4.9 that we have an isomorphism of g-modules M ∼ = g, where g is viewed as a g-module via the adjoint representation. Since M is irreducible, such an isomorphism is unique up to multiplication by a scalar. The first step now is to see how we can fix a specific isomorphism M ∼ = g.
Since the Dynkin diagram of Φ has no loops, there are exactly two functions ǫ : I → {±1} such that ǫ(i) = −ǫ(j) whenever a ij = 0 for i = j in I; if ǫ is one of these two functions, then the other one is −ǫ. The following result is due to Lusztig (unpublished); essentially the same statement appears in Rietsch [17, 4.1] . (I thank Lusztig for pointing out this reference to me.) Lemma 5.1. Let us fix a function ǫ : I → {±1} as above. Then there is a unique g-module isomorphism ϕ : M → g such that, for all i ∈ I, we have
Proof. We know that there exists some g-module isomorphism ϕ :
Now assume that i = j in I are such that a ij = 0; note that a ij < 0. Then ϕ(e i (u j )) = |a ji |ϕ(v α i ) = −a ji c i e i and [e i , ϕ(u j )] = −c j [e i , h j ] = c j a ji e i . Since these two expressions are equal and non-zero, we must have c i = −c j . We conclude that all c i have the same value up to sign; furthermore, c i , c j have opposite signs whenever i = j in I are such that a ij = 0. Consequently, there is some 0 = c ∈ C such that c i = cǫ(i) for all i ∈ I. It remains to replace ϕ by c −1 ϕ. In order to describe the elements e ǫ α more explicitly, we need one further ingredient. In the set-up of Section 2, let W ⊆ GL(E) be the Weyl group of Φ; we have W = s i | i ∈ I where s i : E → E is defined by s i (e) = e − (e, α ∨ i )α i for e ∈ E. It is well-known that the generators s i ∈ W can be lifted to automorphisms of g. Indeed, following [1, Chap. VIII, §2, no. 2, formule (1)], we set for any i ∈ I:
The maps n i (t) : M → M are compatible with ϕ : M → g by the following rule.
Lemma 5.3. We have n i (t)ϕ(m)n i (t) −1 = ϕ n i (t)(m) for all m ∈ M, i ∈ I and 0 = t ∈ C. (Here, conjugation with n i (t) on the left hand side takes place inside gl(M).) In particular, we have n i (t)gn i (t) −1 ⊆ g.
Proof. Let x ∈ g and assume that x is a nilpotent linear map; thus, we can form exp(x) ∈ GL(M). Then ad(x) : g → g is a nilpotent derivation and we have exp Applying this rule with x = te i and x = −t −1 f i yields the desired statement.
Lemma 5.4. Let i ∈ I. Then we have for any j ∈ I and α ∈ Φ:
(Note that, with respect to the adjoint representation of g, analogous formulae are only known up to signs, see [3, p. 36] and also [2, Prop. 6.4 
.2].)
Proof. Using the formulae in 4.10 for the action of x i (t) and y i (−t −1 ) on M, it is straightforward to check the formulae for n i (t)(u j ) and n i (t)(v ±α i ). In particular, we see that the subspace
where O runs over the equivalence classes of Φ \ {±α i } (with respect to ∼) and
By the definitions of exp(te i ) and exp(−t −1 f i ), each of the direct summands M O is invariant under n i (t). So we can verify the desired identity term by term in this decomposition. Now let α ∈ Φ, α = ±α i . Let O be the equivalence class of α. Then O is the α i -string through α (see 2.2) and so we can write O = {β, β +α i , . . . , β +pα i } where β ∈ O and p = −(β, α ∨ i ) ∈ {0, 1, 2, 3}; thus, α = β + kα i where 0 k p. Now, by the definition of e i , f i , we have:
Hence, we can explicitly compute the matrix of x i (t) and y i (−t k also has entries in Z.
Proof. We can write α = w(α i ) for some w ∈ W and i ∈ I; furthermore, w = s i 1 · · · s i l where l 0, i 1 , . . . , i l ∈ I. Then we set η :
By Lemma 5.4, each n j (1) is represented by a matrix with entries in Z; furthermore, n j (1) 4 = id M and so det(n j (1)) = ±1. Consequently, η is also represented by a matrix with entries in Z and we have det(η) = ±1. Using Lemma 5.4, we obtain that v α = v w(α i ) = δη(v α i ) where δ = ±1. This yields the formula:
where the third equality holds by Lemma 5.3 and the fourth equality by Lemma 5.1. Since e i is nilpotent, ( * ) shows that e ǫ α is also nilpotent. Now consider the integer matrix representing e i ; since e i (v −α i ) = u i , at least one entry of this matrix is 1. Using ( * ), we conclude that the entries of the matrix of e ǫ α are in Z and they are relatively prime. Similarly, since the matrix of
has entries in Z (this is implicit in the formulae in 4.10), the same is true for
k by ( * ).
Note that the elements e ǫ α can be explicitly computed using ( * ) in the above proof. Furthermore, since the map e Now let R be a commutative ring with 1, as in 4.10. Since
k is represented by an integer matrix for any integer k 0, we can again apply a specialisation argument and also obtain elementsx ǫ α (t) ∈ GL(M ) for all t ∈ R. Using ( * ) once more, one easily sees thatx ǫ α (t) ∈ G R . Thus, we have To give an explicit example, assume that Φ is of type G 2 , with set of simple roots Π = {α 1 , α 2 } such that (α 1 , α Table 1 and by usingω(e ǫ α ) = −e ǫ −α for α ∈ Φ. Ringel [18] (see also Peng-Xiao [16] ) found an entirely different method for fixing the signs in the structure constants, starting from any orientation of the Dynkin diagram of Φ and then using the representation theory of quivers and Hall polynomials. The functions ±ǫ in Lemma 5.1 correspond exactly to the two orientations in which every vertex is either a sink or a source. We note that, in type G 2 , the signs obtained as in [18, p. 139 ] are different from those in Table 1 . 
