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Abstract
The present thesis deals with the wetting of micro-structured surfaces by various
fluids, and its goal is to elucidate different aspects of this complex interaction. In
this work we address some of the most relevant topics in this field such as super-
hydrophobicity, oleophobicity, unidirectional liquid spreading and spontaneous
drop removal on superhydrophobic surfaces. We do this by applying different
numerical techniques, suited for the specific topic.
We first consider superhydrophobicity, a condition of extreme water repellency
associated with very large static contact angles and low roll-off angles. Such be-
haviour arises when drops are suspended on a micron or submicron texture, so
that their contact with the substrate is minute. This suspended state (known as
Cassie-Baxter state) is however prone to failure if the liquid-air interface is per-
turbed, a common situation in real life circumstances. We apply the numerical
method of Topology Optimization to this problem, in order to find the optimal
texture to support the superhydrophobic configuration. Our optimization pro-
vides designs which are consistent with strategies employed by Nature to achieve
the same effect. Furthermore, our control over the length scale and resolution
of the design allow us to obtain patterns which are not only optimal but also
suitable for microfabrication.
We next consider oleophobicity, which is the ability to repel low surface ten-
sion liquids through a combination of surface patterning and chemical properties.
Our analysis considers a simple geometry already described in literature. We how-
ever characterize it in a novel way, trying to account simultaneously for both the
wetting and mechanics properties of the texture. Such analysis is of high rele-
vance for technical applications of these micro-patterns, and suggests that there
is a balance between optimal wetting properties and mechanical robustness of the
microposts.
We subsequently analyse liquid spreading on surfaces patterned with slanted
microposts. Such a geometry induces unidirectional liquid spreading, as observed
in several recent experiments. Our numerical analysis shows how such spreading
can be tuned and controlled in terms of lattice properties of the texture and
vii
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wetting properties of the materials.
We conclude by analysing the phenomenon of self-propelled ejection of coa-
lescing droplets on superhydrophobic surfaces. This remarkable phenomenon is
due to a transformation of surface energy to kinetic energy, and could have several
technical applications in the fields of heat exchange and enhanced condensation.
We discuss different dissipation mechanisms in the process as well as how the
drop properties (size, shape) affect the phenomenon.
Although the modelling and simulation of these wetting interactions plays a
major role in the thesis, throughout the research activity we focus on two further
aspects. First, we tune the relevant physical parameters to be as close as possible
to experimental data. We also had different opportunities to collaborate with
colleagues at DTU Nanotech and at other research institutes to experimentally
test the wetting properties of selected surface patterns. Second, we apply an
optimization approach to our analysis, i.e. we try to enhance specific wetting
properties through changes in the texture geometry. A successful optimization
is the natural consequence of an in-depth understanding of the wetting process,
since a meaningful choice of design variables and optimization functions is fun-
damental to achieve an improved performance.
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Chapter 1
Introduction
The physics of wetting is concerned with phenomena involving the interaction
of two fluid phases (typically, a liquid and a gas), and a solid surface. The
wetting properties of a substrate are a direct consequence of its physical and
chemical properties, and play a relevant role in designing bio-compatible, self-
cleaning or low-drag materials. Since each Chapter of this thesis will have its
own introduction, the aim of this Section is to describe the scope of the thesis in
a broader sense. We will first introduce several examples of wetting phenomena
in nature. We will then review how these natural textures have inspired artificial
micro-textured coatings with similar properties. We will eventually give a brief
overview of the thesis, including an account of my scientific output throughout
the Ph.D.
1.1 Wetting in nature
Nature offers several examples of organisms who adapted their ”skin” to achieve
specific wetting properties.
For instance, water repellent leaves are widespread, and they all share sev-
eral common features [2]. Among those, the presence of hierarchical micro- and
nanostructures, usually coated with hydrophobic wax-like materials. This combi-
nation of chemical and topographic features reduces the adhesion of water to the
substrate, so that droplets easily roll on such surfaces, carrying away dust and
debris in their way. This design has thus been an inspiration for several artificial
self-cleaning surfaces. The lotus leaf is the most cited example of extreme water
repellency, its properties known since ancient times (see Fig.1.1). An even more
extreme repellent property has recently been observed in springtails, arthropods
who live in soil and decaying materials, whose carapace is able to repel oils and
organic fluids thanks to a ”mushroom like” overhanging texture [3]. Another way
3
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Figure 1.1: Drops of water on a lotus leaf. The so called ”Lotus effect” is one
of the best known examples of superhydrophobicty, [1]. The extreme water re-
pellency of this surface comes from a hierarchical micro-nano roughness and a
wax-like coating of the smaller features. Photo via tanakawho on Flickr CC.
to get rid of undesired drops is unidirectional liquid motion. Butterfly wings, for
example, are patterned with a ratchet micro-structure. By flapping their wings,
the insect forces the occasional raindrop in the outward direction by a ”con-
veyor belt” transport, thus avoiding getting wet [4]. The feathers of several birds
also show enhanced water repellency [5]. The texture on feathers is typically
elongated, and this gives rise to a directional motion of droplets, which in turn
facilitates their removal.
Surface patterning can also be applied to control phase transitions, such as
vapour condensation. The Namib desert beetle [6], for instance, is able to collect
atmospheric dew on a highly-wettable spot on its carapace. Once the condensing
drop reaches a critical size, it will roll to its mouth parts to be drunk. Eventually,
the ability of water striders to walk at the water-air interface exploiting surface
tension is again a direct consequence of the size and microstructure of their legs
[7, 8]. Their weight is balanced by the deformation they impose to the water
interface, which results in a net upward lift.
In summary, nature has thus been able to engineer different substrate to
achieve valuable wetting behaviours. Our goal in this thesis is to describe in detail
the physics behind these remarkable wetting properties, in order to understand
them and possibly enhance them even more.
1.2 Wetting and microfabrication
Recent advances in microfabrication have made it possible to mimic the natural
textures described in the previous Section. Micro-patterns have been realized on
different materials with different lithographic techniques, as we will now briefly
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Figure 1.2: Left: topology optimized pattern for superhydrophobic surfaces. Fab-
rication and image by Nis K. Andersen. Right: Slanted SU8 micro-posts via
inclined UV lithography. Fabrication and image by Mikkel B. Klarskov.
describe. Superhydrophobic surfaces, i.e. surfaces characterized by very low
water adhesion, are among the first on which wetting research has focused, with
significant results already in the late ’90s [9, 10, 11]. Regular arrays of microposts
and rough fractal surfaces have been shown to exhibit superhydrophobicity over a
wide range of experimental conditions. The effect of several geometric parameters
on the stability of the superhydrophobic state has been extensively discussed, and
will also be one of main the topics of this thesis. The reduced adhesion observed
on superhydrophobic surfaces is also at the origin of peculiar phenomena, such
as the spontaneous ejection of coalescing droplets on such surfaces, which could
find interesting applications to heat exchange devices [12].
An even more interesting property is oleophobicity, that is, the ability to repel
low surface tension fluids. As we will discuss in the next Chapters, oleophobic
surfaces are typically characterized by overhanging features, whose fabrication is
challenging. In the last few years, however, they have been successfully realized
in different shapes and materials, such as Tuteja’s ”micro-hoodoos” [13], Ahuja’s
nanonails [14] and Im’s inverse trapezoids [15].
Controlled wetting and unidirectional liquid spreading are also dynamic re-
search fields, with many relevant papers published in the last years. Chu [16] ob-
served unidirectional liquid spreading on bent silicon nanopillars, while Guo [17]
realised polymer replica of taper-ratchet features from rye grass leaves. Sekeroglu
[18] also observed the unidirectional transport of encapsulated gel on similar tex-
tures.
In a similar way, polygonal patterns have been shown to control the spreading
of drops, which follows the lattice orientation because of pinning of the contact
line [19]. A similar controlled spreading can be achieved by chemical pattering of
the surface, with patches of hydrophilic and hydrophobic materials determining
the liquid spreading [20].
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While the focus of this thesis will be on the modelling and optimization of
micro-patterns to achieve desired wetting properties, we have closely collaborated
with colleagues at DTU Nanotech to fabricate and test our designs. In Fig.1.2,
we show two examples of such collaborative efforts: a topology optimized post
array fabricated in silicon through e-beam lithography (Fig.1.2a) by Nis K. An-
dersen, and slanted microposts in SU8 fabricated by Mikkel Buster Klarskov via
inclined UV lithography [21] (Fig.1.2b). These structures are currently being
characterized in terms of their wetting properties, and preliminary results on
their performance will be described in the following chapters.
Moreover, experimental results on these and other designs provide invaluable
input to our simulations, in terms of feasible length scales, chemical properties,
and (last but not least) cost effectiveness of different patterning technologies.
1.3 Thesis outline
Chapter 2: Physics of Wetting
We introduce the relevant equations governing capillarity and wetting of solid
surfaces. In particular, we introduce the different wetting configuration on rough
or textured surfaces, such as the Cassie-Baxter and Wenzel states. We also
discuss the thermodynamic stability of different wetting configuration, and how
metastable states can be achieved through pinning of the liquid-air interface.
Chapter 3: Numeric Methods
We describe the different numeric methods that we employed to describe the fluid
dynamics of two-phase flows. We briefly introduce the Finite Elements Method
(FEM) , the Lattice Boltzmann (LB) method and a Finite Difference scheme. We
also describe Topology optimization, an optimization technique that we apply in
Chapter 5.
Chapter 4: Interface Models
We present different constitutive models to describe the liquid-air interface in
mathematical and numeric terms. We particularly focus on the difference between
diffuse interface descriptions and sharp interface models, which have both been
used in different part of the project.
Chapter 5: Topology Optimization of Robust Superhydrophobic Sur-
faces
In this Chapter we apply the tools of topology optimization to maximise the
robustness of the Cassie-Baxter configuration with respect to an external pertur-
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bation (an applied pressure). For a given solid fraction, we search for an optimal
post cross section that offers the best support to the liquid-air interface. We find
optimal designs that are reminiscent of natural strategy to achieve the same goal.
These patterns have been fabricated and characterized in collaboration with Nis
K. Andersen as part of his M.Sc. final project.
Chapter 6: Parametric Optimization of Oleophobic Surfaces
In this Chapter we discuss how to obtain a oleophobic behaviour from an oleophilic
material. Since most materials are inherently oleophilic, texturing the surface is
the only way to significantly alter their wetting properties. We particularly fo-
cus on inverse trapezoids, a simple yet experimentally relevant [15] geometry to
achieve oleophobicity. We describe how these overhanging structures, which are
effective from the wetting point of view, could perform poorly in term of mechan-
ical robustness. An optimum post shape is therefore identified, accounting for
wetting and mechanical constraints at the same time.
Chapter 7: Unidirectional Liquid Spreading on Surfaces Patterned with
Slanting Microposts
In this Chapter we discuss how slanted micro-posts can be used to achieve uni-
directional spreading. We use a Lattice Boltzmann algorithm to simulate the
quasi-static spreading of drops on a patterned hydrophilic substrate, and we
analyse the influence of several geometric parameters on the process.
Chapter 8: Jumping of Coalescing Droplets on Superhydrophobic Sub-
strates
In this Chapter we analyse the observed jumping motion of coalescing drops on
superhydrophobic substrates, due to the release of surface energy in the merging
process. We discuss the relation between the jump height (or speed) and the
coalescing drops’ size and shape. We also identify relevant dissipation mechanisms
that could hinder the process.
Chapter 9: Conclusions and Outlook
We summarize the results obtained and briefly outline future research work.
1.4 Publications during the PhD studies
The results described in this thesis have been presented in the following papers:
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• A. Cavalli, P. Bøggild and F. Okkels, Parametric Optimization of Inverse
Trapezoid Oleophobic Surfaces, Langmuir, 2012, 28 (50), pp. 17545–17551,
enclosed in Chapter 5
• A. Cavalli, P. Bøggild and F. Okkels, Topology Optimization of Robust Su-
perhydrophobic Surfaces , Soft Matter, 2013, 9 (7),pp. 2234-2238, enclosed
in Chapter 4
• A. Cavalli, M. L. Blow and J. M. Yeomans, Modelling of liquid spreading
on unidirectional wetting surfaces , Soft Matter, 2013, enclosed in Chapter
6
• A. Cavalli, N. Miljkovic, D. Martin and J. W. M. Bush Jumping behaviour
of coalescing droplets on superhydrophobic substrates, under preparation,
based on the results presented in chapter 8.
During my Ph.D. studies I attended the following conferences:
• A. Cavalli, M, L. Blow and J. M. Yeomans, Modelling liquid interaction
with slanted microposts for microfluidics applications, abstract and oral
presentation at Advances in Microfluidics & Nanofluidics 2013, May 24-26,
2013, University of Notre-Dame, Indiana, USA
• A. Cavalli, P. Bøggild and F. Okkels, Structural Optimization of super Re-
pellent Surfaces, paper in conference proceedings and oral presentation
at 10th World Congress on Structural and Multidisciplinary Optimization
(WCSMO 10), May 19 - 24, 2013, Orlando, Florida, USA
• A. Cavalli, P. Bøggild and F. Okkels, Topology Optimization of Robust Su-
perhydrophobic Surfaces , abstract and oral presentation at 3rd interna-
tional conference on engineering optimisation (ENGOPT 2012), July 1-5,
2012, Rio de Janeiro, Brazil.
Further scientific activities include:
• A. Cavalli, F. Malet, J. C. Cremon and S. M. Reimann, Spinorbit-enhanced
Wigner localization in quantum dots, Phys. Rev. B, 2010, 84, pp. 235117
• A. Cavalli, F. Malet, J. C. Cremon and S. M. Reimann, Rashba coupling in
few-electron Quantum Dots, abstract and poster at International Sympo-
sium on Cold Atoms and Condensed Matter, October 4-7, 2010, Vedbæk,
Denmark
• A. Cavalli, Piu’ pesi e piu’ misure, popular science article on ”Post” n.4,
ISBN 9788857512501
Chapter 2
Physics of Wetting
In this Chapter we introduce some relevant aspects of the physics of wetting, that
we will apply in the rest of the thesis. We first introduce the fundamental concepts
of surface tension and Young contact angle, as well as the capillary length, the
characteristic scale below which capillarity forces become dominant with respect
to gravity. We then briefly describe fundamental results in the wetting of textured
surfaces, and introduce the Wenzel and Cassie-Baxter configurations.
2.1 Surface tension
The first concept we need to introduce is surface tension, a fundamental property
of liquids that we can observe in countless everyday occasions, from morning dew
to raindrops.
Figure 2.1: The origin of surface tension is visualized in this sketch: a molecule
in the bulk (left) will share strong bonds with all its neighbours, while a molecule
at the interface (right) will be connected to fewer liquid molecules, resulting in a
higher energy configuration.
By surface tension we refer to the energy cost per unit area of an interface
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between a liquid and another immiscible fluid. Its origin are to be found at the
molecular level. Liquid molecules are tied by chemical bonds, and it is therefore
energetically favourable for them to have as many neighbouring molecules of the
same specie as possible. Molecules at the interface will have less neighbours, and
therefore they will be in an higher energy state. Hence, any finite amount of
liquid will try to minimize its exposed surface. In the following we will denote
the surface tension between a liquid and gas phase by γ, or, if more precision is
needed, γlg . Its units are those of energy per surface, [J/m
2].
2.2 Young-Laplace equation
Figure 2.2: The geometry considered to derive the Young-Laplace equation is
sketched. Reproduced from [22].
A consequence of surface tension is the presence of a pressure difference ∆P
between a liquid drop and the medium. To understand why, let’s consider a
small section of the interface between a liquid and gas phase, as sketched in
Fig.2.2. We now dilate the surface by an infinitesimal amount δz along the normal
to the surface, and orient the x and y axes along the two principal curvature
directions. As a consequence, the local radii of curvature change from Ri to
Ri + δz = (1 +
δz
Ri
)Ri. Similarly, the area A = δxδy also increase to A + δA =
(1+ δzR1 )δx (1+
δz
R2
)δy ' (1+ δzR1 + δzR2 )A. The change δG in the Gibbs free energy
of the system, for an infinitesimal displacement with respect to the equilibrium
configuration, must be zero. For the considered displacement, we therefore have:
δG = γ
(
1
R1
+
1
R2
)
Aδz −∆PδV = 0, (2.1)
where δV = Aδz is the infinitesimal change in drop volume due to the displace-
ment of the interface. We recognize κ =
(
1
R1
+ 1R2
)
as the local mean curvature
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of the interface, and we eventually get the Young-Laplace equation:
∆P = γκ, (2.2)
i.e. the pressure difference across the interface is equal to the surface tension
γ times the mean interface curvature κ (the higher pressure being in the phase
containing the centre of curvature). This relation is fundamental in determining
the shape of a liquid-gas interface, as we can already see. It is clear that, if we
exert a pressure difference ∆P across a liquid-air interface, the higher the surface
tension, the less the liquid-air interface will deform. Moreover, since curvature
has units of inverse length, high pressures are required to produce deformations
of the interface on a small length scale. These aspects play a relevant role in the
wetting of textured surfaces, as we will discuss later.
2.3 Capillary length
We have seen how liquid-air interfaces come at an energy cost. Surface tension
will then favour minimal surface configurations for liquid drops, i.e. spheres (or
spherical caps on a solid surface, as we will see in the next section). However, in
our daily experience it is common to observe free liquid assuming different rest
shapes, such as puddles. This is due to the effect of other forces that contribute
to the overall liquid-air interface shape. The most common example is gravity,
which plays a significant role on large drops by flattening their profile, in order to
reduce the gravitational energy of the liquid. A simple scaling argument allows
us to derive the capillary length lc, over which gravity starts to dominate over
capillarity. If we search for a characteristic length L, at which the Young-Laplace
pressure ' γ/L and the correspondent hydrostatic pressure ' ρgL are equal, we
get:
lc =
√
γ
ρg
. (2.3)
For water at 20oC, lc = 2.7 mm. This constitutes a clear upper bound on the
size of the systems we will consider in the following sections, at least as long as
we focus on capillarity effects only.
2.4 Wetting
We now turn to the main topic of the thesis, which is the interaction of drops
with solid substrates. There are now three phases involved, typically a liquid (the
drop), a gas (the medium) and a solid (the substrate). liquid-gas, liquid-solid and
solid-gas interfaces all have an energetic cost, since chemical bonds with molecules
of the same specie are missing for the atoms or molecules at the boundary. In
analogy with the surface tension between the liquid and gas phase, which we will
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dx
dx cosθ 
θ θ
Figure 2.3: Sketch of an infinitesimal displacement of the contact line on a smooth
surface. The associated energy cost depends on the surface energies of the liquid-
air, liquid-solid and solid-air interfaces.
indicate as γlg, we can therefore introduce a solid-gas surface energy γsg and a
solid-liquid surface energy γsl
∗. We will call contact line the line where the three
phases meet. The shape of a drop on a smooth surface depends on the balance
between these forces. As suggested by DeGennes [1], we can define a spreading
parameter S = γsg− (γsl + γlg), which is the energy cost per unit area in wetting
a dry substrate with a liquid film. If S > 0, it is energetically favourable for
the liquid phase to spread indefinitely†, to wet as large a solid area as possible.
If S < 0, the liquid will only wet a finite area, and form an angle to the solid
substrate. To find its value, consider the change in energy δE for an infinitesimal
displacement δx of the contact line (see Fig.2.3). We have:
δE = (γsl − γsg) δx+ γlgδx cos θ (2.4)
At equilibrium, the energy change for an infinitesimal displacement will be zero.
We therefore get:
cos θY =
γsg − γsl
γlg
. (2.5)
This angle is known as Young or equilibrium contact angle θY . If gravity can
be neglected, the rest shape of a drop on a perfectly smooth surface will then be
a spherical cap of suitable volume and with a contact angle equal to the Young
contact angle. If θY < 90
o, the material is said to be ”philic” with respect to the
considered fluid. In this case, it is energetically favourable for the solid phase to
be wet, and the liquid will tend to adhere to the substrate. If instead θY > 90
o, we
will talk about ”phobic” materials‡. In this case the contact with the substrate is
energetically unfavourable, and the liquid drop retain an almost spherical shape.
∗It is worth mentioning that, while it is relatively straightforward to measure liquid-gas
surface tensions and contact angles, liquid-solid and solid-gas surface energies are difficult to
characterize separately.
†Down to nanometric thickness: below that, the film thickness is comparable to the molec-
ular bound range, and a continuum description is not suitable any more
‡From the greek ”philos”, meaning love, and ”phobos”, meaning fear. If the liquid considered
is water, we will talk about ”hydrophilic” and ”hydrophobic” materials.
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Figure 2.4: Sketch of a deformed drop under an applied volume force from left to
right, showing the advancing, θA, and receding, θR, contact angles. In the insert,
we show the initial force balance for an unperturbed shape (dashed lines), and
the updated interface position and surface force for the deformed drop, with the
resulting net force at the contact line equal to γlg (cos θA − cos θY ).
Another relevant concept to introduce is contact angle hysteresis. Real sur-
faces are never atomically smooth. The presence of roughness and defects typi-
cally hinders the motion of drops by pinning the contact line. If a force is applied
to the liquid (for example, if the surface is tilted, so that gravity exerts a compo-
nent parallel to the surface), the drop will not immediately move but rather de-
form, showing advancing and receding contact angles θR < θY < θA, as sketched
in Fig.2.4. If the contact angle is different from the equilibrium value, a force
equal to FH = γlg (cos θ − cos θY ) will act on each contact line section, opposing
the drop motion. Contact angle hysteresis plays a major role in determining
the wetting properties of a substrate, especially when micrometric patterns are
involved. As a matter of fact, a large static contact angle does not necessarily
mean an easy drop removal from the substrate, since the hysteretic behaviour of
the surface can also be large. We will elaborate on this point in the upcoming
sections. We conclude by introducing Gibbs theory [23] for the detachment of an
interface from a sharp corner. The pinning occurs because the interface would
have to form an angle with the adjacent surface that differs from the equilibrium
angle. Therefore, as sketched in Fig.2.5, even if a perturbation changes the local
contact angle, the interface will not move as long as θ < θA + ψ, ψ being the
corner amplitude.
2.5 Wetting on textured surfaces
The fairly simple description of wetting we introduced in Section 2.4 gets richer
on rough or textured surfaces. Once again, the equilibrium configuration is deter-
mined by a surface energy balance, which now has to account for the topography
of the substrate. As sketched in Fig.2.6, there are several possible configuration
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θ
θ
ψ
sliding
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Figure 2.5: Gibbs’ pinning on the corner of a post. The interface remains pinned
to the post over the range of angles indicated by ψ, as there is a free energy
barrier to its moving in either direction.
Wetting 
film
Metastable 
suspended 
Cassie -
Baxter
Wenzel
θY
Dry solid substrate
Wet solid substrate θ<θY
on a sharp corner, the 
contact line is pinned 
as long as θ<θY
On rounded posts, the local 
contact angle can match θY , 
leading to a conditionally 
stable equilibrium
Figure 2.6: Sketch of the possible equilibrium positions for a droplet on a textured
surface. The insertion shows a magnification of the idealised liquid - gas interface
for the metastable configurations. Green lines represents the dry portion of the
substrate, while red lines represent the wetted part.
available for a drop on a textured surface, which we will now briefly introduce.
Wetting film
Let us start from philic materials. We saw in Section 2.4 that, if the spreading
parameter S > 0, the liquid will wet the solid surface entirely. Since a rough
surface offers even more solid substrate per unitary displacement, we expect the
spreading condition to be relaxed. Indeed, liquids which would form a finite
contact angle on a smooth surface can form a wetting film on a rough surface of
the same material. Suppose that the liquid fills the grooves in the texture, while
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the top surface is dry ( Fig.2.6, leftmost configuration). We consider a unitary
surface at post height, and we denote by fs the dry fraction of the surface and by
1−fs the wet one. We also introduce the surface roughness r , a nondimensional
quantity defined as the actual area per unit projected area (for a smooth surface,
r = 1). To find the critical θY for which the spreading occurs, let’s consider the
energy change δE for an infinitesimal displacement of the contact line dx,
δE = (γsl − γsg) (r − fs) dx+ γlg (1− fs) dx (2.6)
If δE < 0, it will be energetically favourable for the liquid to spread indefinitely.
This means spreading occurs if
cos θY >
1− fs
r − fs . (2.7)
This condition is indeed intermediate between the one for spreading on smooth
surfaces (S > 0), and the one for capillary imbibition of a porous medium
(cos θY > 0).
Wenzel state
The Wenzel state is accessible for both phobic and philic materials, and corre-
sponds to a configuration in which the liquid penetrates into the roughness, while
retaining a finite contact angle. Wenzel’s seminal paper on wetting on rough sur-
faces [24] is fundamental in understanding how chemical and physical properties
of a solid surface contribute to its wetting behaviour. He observed that a ”rough”
surface will store more surface energy per unit area rather than a smooth one, and
how this will affect its equilibrium contact angle. To see this, let’s consider a drop
forming a spherical cap, protruding inside the roughness as in Fig.2.6 (Wenzel
label), with a yet unknown contact angle θW . For an infinitesimal displacement
of the contact line, the energy change is:
δE = (γsl − γsg) rdx+ γlgdx cos θW . (2.8)
Again, by assuming vanishing δE for infinitesimal displacements, the Wenzel
contact angle θW on a surface of roughness r is
cos θW = r cos θY . (2.9)
From Eq.2.9 and the previous discussion, it is easy to see that in the Wenzel
state roughness always enhances the intrinsic wetting character of the material.
Another relevant aspect is that drops in the Wenzel state exhibit a large contact
angle hysteresis. As a matter of fact, even though rough hydrophobic materials
can exhibit very large Wenzel contact angles, their roll off angle in this configu-
ration will also be very large. This can be intuitively understood by looking at
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Fig.2.6: the liquid is intruding in the solid phase, and detaching is energetically
expensive, since a new interface needs to be open. A truly superhydrophobic sur-
face will instead exhibit both large static contact angle and small contact angle
hysteresis. These properties are shown by liquids in the Cassie-Baxter state, that
we discuss in the next section.
Cassie-Baxter state
We eventually describe the Cassie-Baxter state [25], most commonly associated
with the ”Lotus effect” superhydrophobicity. In this configuration, the liquid
does not wet the substrate entirely, but it is rather suspended on top of the
surface roughness, as sketched in Fig.2.6 (rightmost configuration). This reduces
the adhesion with the solid phase, and thus ease the roll-off of droplets. The
equilibrium contact angle can also be derived quite easily. As a matter of fact, the
Cassie-Baxter apparent contact angle θCB will be equal to the average between
the substrate contact angle θY and the contact angle with the air trapped between
the solid protrusions θair = 180
o
cos θCB = fsl cos θY + flg cospi = fsl cos θY − flg. (2.10)
The weights in Eq.2.10 are the fraction of the drop base in contact with the solid
substrate fsl and the trapped air flg.
Equation 2.7 gave us a condition for the transition from a Wenzel configura-
tion to complete wetting on a textured surface. We can ask ourselves a similar
question in relation to the Wenzel and Cassie-Baxter states: For a given tex-
ture and θY , which one is the energetically favourable state? Suppose θapp is
the apparent contact angle on a given substrate, arising either from a Wenzel or
Cassie-Baxter configuration. We now displace the interface by an infinitesimal
amount dx. The energy change for the system, if we are in the Cassie state, is:
δECB = (γls − γsg) fsldx+ γlgflgdx+ γlgdx cos θapp, (2.11)
If we instead move the interface by the same distance dx in the Wenzel state ,
we get the energy change:
δEW = (γls − γsg) rdx+ γlgdx cos θapp. (2.12)
The Cassie state will therefore be favourable if the relative energy change is
smaller than Wenzel’s, δECB < δEW . We therefore get the condition on the
Young contact angle:
cos θY <
−flg
r − fsl . (2.13)
We therefore see how only inherently hydrophobic materials (cos θY < 0) will
have Cassie state as a global energy minimum. This is however not yet the
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complete picture. In fact, even though the Wenzel state might be the lowest
energy configuration, an energy barrier for the Cassie-to-Wenzel transition might
exist (see the metastable states sketched in Fig.2.6). For example, pinning of the
interface at the rim of the posts supporting the drop can prevent the transition to
the Wenzel state, unless a significant pressure is applied [26, 27]. If the posts have
a rounded shape, several equilibrium configuration can be reached, as long as the
local contact angle with the side of the protrusion matches the Young contact
angle [28]. Eventually, if the surface is patterned with holes, the air trapped in the
pockets can prevent the penetration of liquid inside them. As a matter of fact,
exploiting such metastable Cassie states to achieve a robust superhydrophobic
behaviour is one of the main topics of this thesis, as we will see in Chapters 5
and 6.

Chapter 3
Numeric Methods
In this Chapter we will describe the numerical techniques we employed in our
research. The complexity of physical phenomena associated with the dynamics
of a liquid interface has led us to apply different numerical techniques to different
aspects of the problem. These approaches also reflect the collaborations with
different research groups during the Ph.D. activity, which allowed me to test
state-of-the-art tools in computational fluid dynamics.
3.1 Finite elements method
The finite element method (FEM) is a numeric method for solving partial differ-
ential equations (PDEs) with widespread applications in physics and engineering.
The relevant equations are discretized by projecting the physical fields on a suit-
able set of basis functions. The number and type of these functions will determine
the accuracy of the computation. A detailed description of the FEM is out of
the scope of this work. We will however here describe the fundamental steps of
the FEM formulation of a partial differential equation. The reader can find fur-
ther information in [29, 30]. Several software packages provide meshing, solver,
assembly and postprocessing algorithms. In this thesis, we used the commercial
software COMSOL [30] to carry out our FEM calculations.
We will first introduce the weak formulation of PDEs, which constitutes the
starting point for the FEM analysis, considering the simple case of a time-
independent problem. Let Ω be our computation domain, with boundary ∂Ω.
We will consider a scalar function u(x), and a partial differential equation we
want to solve {
Du(x) = f on Ω
R(u (x), ∂αu(x)) = 0 on ∂Ω.
(3.1)
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Here D is a differential operator, ∂αu(x) represent a space derivative of u and
R(u (x), ∂αu(x)) is a set of boundary conditions. For simplicity, D will in-
volve only derivatives up to second order. We can define a weak formulation
of this problem as follows: let us consider a space V of ”well-behaved”∗ functions
[v : Ω→ R] with a norm defined as
(u, v) =
∫
Ω
u(x)v(x) dx. (3.2)
A function u ∈ V is a weak solution for Eqs.3.1 if
(Du, v) = (f, v) ∀ v ∈ V (3.3)
The term ”weak” comes from the fact that a solution to Eqs.3.1 (a ”strong”
solution) is also a solution to Eqs.3.3, while the converse is not generally true.
For instance, if u is a strong solution to Eqs.3.1, a function that differs from u
on a subset of Ω of zero measure would still be a weak solution, but not a strong
one. An advantage of this formulation is that it relaxes the regularity constraints
on the solution. We can see this considering a ∇2u(x) term and integrating by
part: (∇2u, v) = ∫
∂Ω
v(x)n · ∇u(x)−
∫
Ω
∇u(x) · ∇v(x) dx. (3.4)
The first term on the right side of Eq.3.4 can be discarded by a suitable choice of
boundary conditions on v(x), and we therefore see that, in the weak formulation,
the only request on u and v is that they have to be continuous and piecewise
differentiable.
Another relevant concept we need is that of ”basis” for a function space. For
a finite dimensional vector space U , a basis B is a subset of U such that each
element u ∈ U can be uniquely written as a linear combination of elements in B .
This concept can be extended to infinitely dimensional spaces, such as a normed
function space as V . The number of elements in the basis will be infinite, and
the linear combination has to be generalized to an infinite sum. In particular, a
Schauder basis Bs is a countable subset of V such as every v ∈ V can be written
unequivocally as:
v(x) =
∑
n∈N
anφn(x), φn ∈ Bs. (3.5)
If such a base can be found, we can write u(x) =
∑
i∈N uiφi(x), and Eq.3.3 is
equivalent to: ∑
j∈N
(Dφj , φi)uj = (f, φi) ∀ i ∈ N. (3.6)
We are now ready to apply the concepts introduced so far to the Finite Element
Method.
∗A proper definition could be complicated, let us take it as: regular enough to allow the
operations involved in the weak formulation Eq.3.3
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Figure 3.1: Left: A choice of piecewise linear basis functions on a 1D domain
(blue lines), and a linear combination of them (red line), which is again piecewise
linear. The picture is from Wikipedia †. Right: A typical FEM mesh over a three
dimensional domain, for linear elasticity analysis.
The idea is to project our solution on a finite subset of a basis for V, in order
to obtain a finite system of equation we can numerically solve. The first step in
defining such basis functions is the choice of a mesh over the computation domain.
The computational domain is tasselled with polygons (or polyhedrons in 3D, an
example is given in Fig.3.1b), whose size and density can be tuned to provide
fine resolution in relevant regions of the domain and a coarser discretization in
the remaining part. The basis functions are then chosen to be spatially localized
polynomials, with a support limited to a few mesh elements. This means that
the overlap between basis functions will be small, and results in sparse matrices,
which are relatively easy to handle. The accuracy of a simulation can therefore
be tuned in two ways: either by selecting a finer mesh or by switching to higher
polynomials over each element. The polynomial degree of the basis functions
also has to match at least the highest derivative acting on them in the weak
formulation of the problem. In order for our solution to be actually contained
in the function space V, it is important to have a general understanding of the
physics we want to simulate. For example, exponential variations over small
length scales will be poorly resolved as a combination of piecewise linear functions
over mesh elements of the same characteristic size. It is therefore worth noticing
once more the importance of a careful discretization. Once we have a finite basis,
the solution u(x) can be expressed as:
u(x) =
∑
i=1...N
ui φi(x), (3.7)
†http : //en.wikipedia.org/wiki/Finite element method
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where N is the number of basis functions we include in our simulation. If we now
project Eqs.3.1 on this set of functions, we get the Galerkin formulation:
Au = f , (3.8)
where u = {u1 · · ·uN} is the solution vector of length N we solve for, f is the
N-vector of components fi = (f, φi) storing information about the forcing terms
of the PDE and A is a NxN matrix of entries Aij = (Dφi, φj). We have thus
converted our initial set of continuous PDE into a discrete linear equation system.
In order to achieve the necessary accuracy, the resulting matrix can be very
large. However, thanks to the choice of local support for the basis functions,
most element of the matrix will be zero. Solving such a linear system can be
significantly faster that conventional matrix inversion, and less memory intensive,
since only nonzero matrix elements and their location need to be stored.
3.2 Lattice Boltzmann method
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Figure 2.1: The vector sets for two lattice Boltzmann schemes: (a) D2Q9 on the square lattice
and (b) D3Q19 on the cubic lattice. The nodes coloured purple are not directly linked to the
central node.
fluid’s constituent particles, at each location in space r and time t. We are working at sufficiently
large length scales such that this can be written as a continuous distribution function f (v; r, t).
The fluid evolves by the advection of the distribution function, and by the redistribution of
velocities through collisions, as expressed by the Boltzmann equation [68],
∂tf(v) + v.∇f(v) = C [{f},v] . (2.13)
The rate of collision operator C is subject to simplifying assumptions. For example, Boltzmann’s
Stosszahlansatz assumes collisions of uncorrelated particle pairs, allowing C to be written as an
integral over velocities [69], but an even simpler form is the Bhatnagar-Gross-Krook [70] approx-
imation, where the populations evolve towards a distribution corresponding to local equilibrium
f(v), with a single relaxation time τ :
∂tf + vα∂αf = τ
−1(f − f) (2.14)
In the lattice Boltzmann scheme, time, space and the set of velocities {e} are discretised,
while the population sizes {fe} remains continuous (up to machine precision). The analogue of
Eqn. (2.14) is
fe(r+ e∆t, t+∆t)− fe(r, t) = τ−1(fe − fe) . (2.15)
Figure 3.2: The vector sets ~ei for two different lattices a) the 2D9 scheme on
a square lattice. b) the 3D19 scheme on a cubic lattice. Purple sites are not
directly connected to the central one. Picture reproduced with permission from
Blow [31].
Lattice Boltzmann (LB) methods are a family of algorithms which are gaining
increasing popularity in fluid dynamics simulations involving complex fluids and
interfaces. This numerical scheme solves a discrete Boltzmann equation through
a simple evolution step, consisting of a streaming phase and collision term. Let
us consider a lattice of points ~x, c n ected by lattice vectors ei (typic l lattices
are shown Fig.3.2). A distribution function fi is associated to each vector ei.
The distributi functions re related to the fl id density ρ and momentum ρu
through
ρ =
∑
i
fi, ρuα =
∑
i
fieiα, (3.9)
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where eiα are the Cartesian coordinates of the lattice vectors ei (Greek letters are
used to indicate Cartesian directions). We could say that each fi represents the
density of fluid flowing along each lattice direction. The collision and streaming
steps are then respectively:
f∗i (~x, t) = fi (~x, t)−
fi (~x, t)− f0i (~x, t)
τ
,
fi (~x+ ~ei∆t, t+ ∆t) = f
∗
i (~x, t) . (3.10)
where ∆t is the discrete time step, τ a relaxation time and
{
f0i
}
are a set of
equilibrium distribution function -not yet specified- towards which each fi relaxes.
What is required now is a connection between the simple dynamics of Eq.3.10
and the physics of the fluid system, described by the continuity and Navier-Stokes
equations:
∂tρ+ ∂α(ρuα) = 0, (3.11)
∂t(ρuα) + ∂β(ρuαuβ) = −∂βPαβ +
+ ∂β (ρµ [∂βuα + ∂αuβ] + ρλδαβ∂γuγ) , (3.12)
where uα, uβ are the fluid velocity components, µ and λ are the dynamic and
second viscosities, and Pαβ is the pressure tensor. ∂t represents a time derivative
and ∂α, ∂β spatial derivatives (Einstein summation convention is assumed).
The fluid physics can indeed be recovered by a suitable choice of the equilib-
rium distribution functions
{
f0i
}
.
First of all, the conservation of mass and momentum imposes a first set of
constraints on the choices for f0i . By considering the definitions in Eq.3.9, the
following conditions need to apply to the zeroth and first momentum of f0i :∑
i
f0i = ρ,
∑
i
f0i eiα = ρuα. (3.13)
In order to get the fluid dynamics described by Eqs.3.11 and 3.12, it can be shown
[32] that we also have to fix the second momentum of f0i as∑
i
f0i eiαeiβ = Pαβ + ρuαuβ. (3.14)
We can now check that condition 3.13 is sufficient to recover the continuity equa-
tion for incompressible fluids. By Taylor expanding Eqs.3.10 in the left-hand side
we get
− fi − f
0
i
τ
=
∞∑
k=1
1
k!
∆tk (∂t + eiα∂α)
k fi. (3.15)
This equation can be solved recursively by the method of successive approxima-
tions. We retain terms to O
(
∆t2
)
and we get:
−fi − f
0
i
τ∆t
= (∂t + eiα∂α) f
0
i −(τ − 1/2) ∆t
(
∂2t + 2eiα∂t∂α + eiαeiβ∂α∂β
)
f0i +O
(
∆t2
)
.
(3.16)
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By summing over i Eq.3.16 and remembering Eqs.3.9 and 3.13, we get:
0 = ∂tρ+ ∂α (ρuα)
− (τ − 1/2) ∆t
{
∂2t ρ+ 2∂t∂α (ρuα) + ∂α∂β
∑
i
f0i eiαeiβ
}
+O
(
∆t2
)
→ 0 = ∂tρ+ ∂α (ρuα) +O (∆t) . (3.17)
Similarly, multiplying Eq.3.16 by eiβ and summing over i we have:
0 = ∂t (ρuα) + ∂α
∑
i
f0i eiαeiβ
− (τ − 1/2) ∆t
{
∂2t (ρuα) + 2∂t∂α
∑
i
f0i eiαeiβ + ∂α∂β
∑
i
f0i eiαeiβeiγ
}
+O
(
∆t2
)
.
→ 0 = ∂t (ρuα) + ∂α
∑
i
f0i eiαeiβ +O (∆t) . (3.18)
By substituting the final expressions in Eqs.3.17 and 3.18 in the curly brackets
of Eq.3.17, we see that Eq.3.10 indeed satisfies the continuity equation to second
order in ∆t. An analogous, although lengthy, procedure would recover the Navier-
Stokes equation to the second order in ∆t. Details on this procedure can be found
for example in the paper by Swift et al. [32]. It is worth noticing that Eqs.3.13 and
3.14 do not uniquely define the basis functions
{
f0i
}
. By careful consideration,
it is then possible to choose them to also minimize the appearance of spurious
velocities in the system [31]. The equilibrium distributions
{
f0i
}
are in practice
chosen to be polynomial expansion in u, with suitable coefficients that satisfy the
aforementioned constraints.
The LB method has some interesting advantages over other CFD approaches.
Its advection step is very simple, reducing the associated computational effort for
each node. Its local nature is well-suited for parallelization, and the mesoscopic
model it relies on make it easy to include thermodynamic quantities. A significant
limitation, at least in most current implementations, is the use of a fixed grid,
which makes curved boundaries difficult to handle.
3.3 Surface Evolver
It is sometimes convenient to forget about the dynamics of the liquid-air inter-
face, and focus on its equilibrium configurations. This approach has been useful,
for example, when evaluating the stability of a suspended Cassie-Baxter config-
uration upon applied pressure in Chapter 6.
A useful tool for this kind of analysis is Surface Evolver (SE) [33], a free
software for the simulation of drops and interfaces. The interface is described
by a triangular mesh, which can be refined and relaxed according to an energy
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Figure 3.3: Relaxation of a liquid drop on a flat surface using Surface Evolver,
for θY = 90
o. At every iteration, the surface mesh was refined and the vertex
position relaxed with a gradient descent algorithm that minimizes surface energy.
functional. Solid walls can also be included in the simulation by constraining the
motion of boundary vertices to a given surface. Since the evolution is generated
with a gradient-descent algorithm, the transient dynamics of the simulation does
not include inertial effects. However, the equilibria found this way coincide with
the physical ones.
The total energy G of a liquid-air system can be expressed as:
G = γlsAls + γlgAlg + γsgAsg + PV, (3.19)
Here V is the volume of the liquid phase, P the pressure difference across
the interface, while (γls, γlg, γsg) and (Als, Alg, Asg) are the surface tensions and
contact surfaces per unit cell between liquid and solid phase, liquid and gas phase,
solid and gas phase respectively. Since the solid area in the domain has a finite
extent, we can introduce its value Atot, so that: Asg = Atot−Als. Constant terms
in the energy expression will not contribute to the minimization, so we can discard
Atot. Remembering the definition of Young contact angle cos θY =
γsg−γsl
γlg
, we
can then re-arrange the energy expression as:
G = γlg[Alg − cos θYAls] + PV. (3.20)
We can see that liquid-air and liquid-solid interfaces appear with different weights,
the latter being positive or negative according to the Young contact angle. It can
also be seen that the solid-air interface does not appear explicitly in the relation,
and therefore the liquid meniscus can be modelled taking into account only Agl
and Als. Surface Evolver describes Agl, Als and V in terms of the triangular mesh.
Each vertex in the simulation is then acted upon by a force depending on how
much its displacement affects the surface area or the liquid volume. Details on
the implementation can be found in the software manual [33]. A typical Surface
Evolver setup is shown in Fig.3.3.
3.4 Finite difference scheme for Navier-Stokes equations
on a staggered grid
We eventually describe a finite difference scheme to solve the continuity and
Navier-Stokes equations, which we employed in Chapter 8.
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Finite difference schemes are rather intuitive. The computation domain is
discretized with some regular grid, and the relevant derivatives appearing in
the PDEs are expressed in terms of finite differences among the values of the
physical fields at grid nodes. The equations to be discretized are the continuity
and Navier-Stokes equations for incompressible fluids:
∇ · u = 0 (3.21)
du
dt
+ u · ∇u = 1
ρ
(−∇p + µ∇2u) . (3.22)
As usual, u is the velocity field, µ the dynamic viscosity, ρ the fluid density and
p the pressure. A simple Euler time step for the momentum equation would then
look like:
un+1 = un + ∆t
(
f(un)− 1
ρ
∇p,
)
(3.23)
where we collected as f(un) all the contributions to velocity from Eq.3.22 which
are independent of p. In order to satisfy the continuity equation Eq.3.21, let’s
split the step in two parts:
u∗ = un + ∆tf(un)
un+1 = u∗ − ∆t
ρ
∇p (3.24)
We then take the divergence of the second of Eqs.3.24, which has to be equal to
zero to enforce the mass conservation. This leads to a Poisson equation for the
pressure:
∇ · un+1 = ρ
∆t
∇ · u∗ −∇2p = 0 (3.25)
Which can be solved iteratively. This part of the scheme can be rather time
consuming, so different tools, such as multigrid algorithms [34], can be applied
to speed up the process.
We eventually need to choose a suitable discretization for the space derivatives
in Eq.3.22. It would be tempting to use the same grid for the fields u = {u, v}
and p, so that the second of Eqs.3.24 would be approximated as:
un+1ij = u
∗
ij −
∆t
ρ
pi+1j − pi−1j
2∆x
(3.26)
vn+1ij = v
∗
ij −
∆t
ρ
pij+1 − pij−1
2∆y
. (3.27)
It is easy to check that, with such a discretization, there are choices p 6= const
for which pi+1j−pi−1j = 0 and pij+1−pij−1 = 0. For instance, with reference to
Fig.3.4, we can chose a pressure field with values p = c1, c2, c3, c4 on sites labelled
respectively by ,4, ◦,×, and still obtain zero central finite differences for p.
This means that there are different choices for the pressure field that would lead
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Figure 3.4: An example of a pressure check-board pattern. By using a simple
central finite difference stencil, the pressure field would be defined up to four
constant on each of the sites ,4, ◦,×. This sketch is from [35].
to the same discrete momentum equation, affecting the stability of the solution.
A staggered grid as the one depicted in Fig.3.5 avoids this issue. In this case,
the horizontal velocities are defined at the midpoints of the left and right edges
of each cell, the vertical velocities at the midpoints of the top and bottom edges,
and the pressures in the centre of each cell. By choosing the discretization:
un+1
i+ 1
2
j
= u∗
i+ 1
2
j
− ∆t
ρ
pi+1j − pij
∆x
(3.28)
vn+1
ij+ 1
2
= v∗
ij+ 1
2
− ∆t
ρ
pij+1 − pij
∆y
, (3.29)
we have that the discrete gradient of the pressure is zero iff p = const.
Figure 3.5: The staggered grid employed to avoid the checkboard pressure, from
[35].
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In the next Chapter, we will discuss how such a finite difference scheme can
be coupled to a tracker particles algorithm to describe a sharp interface between
two phases.
3.5 Topology optimization
Topology optimization [36] is an optimization method with no intrinsic constraint
on the topology of the solution, which has been applied in many different fields
such as structural mechanics [36], photonic crystal design [37] and microfluidic
devices [38]. The general question answered by this numeric approach is: ”How
to distribute material in a domain to achieve the optimal structure for a given
task?”. The advantage of topology optimization, if compared to other relevant
optimization algorithms, is that the topology of the solution is not fixed a priori,
i.e. holes can in principle appear and disappear throughout the optimization
steps. Let us introduce a few relevant quantities: χ(x) is the design variable, a
continuous field over the domain describing the distribution of material. Its val-
ues range from 0 (empty region) to 1 (solid region). Let u(x;χ) be the relevant
physical parameter in the optimization procedure (a scalar field, for simplicity),
defined over the optimization domain Ω. We eventually define the objective
function φ (u(χ), χ) as a scalar quantity (typically an integral over the simulation
domain) which has to be minimized by the optimal material distribution. Dif-
ferent kind of constraints can also be included, the most common being a upper
or lower bound on the amount of material available in the optimization. Here
we restrict ourselves to a minimal set of conditions, that are however descriptive
of the general Topology Optimization procedure. The optimality problem can
therefore be formulated as follows:
min
χ
: φ (u(χ), χ) =
∫
Ω
f (u(χ), χ) dV
s.t. :
∫
Ω
χ(x) dV ≤ V0
: L(u(χ), χ) = 0
: 0 ≤ χ(x) ≤ 1 ∀x in Ω.

(3.30)
The first condition in Eqs.3.30 represents a constraint on the total amount of
”material” available for the optimization. The condition L(u(χ), χ) = 0 is typ-
ically some kind of PDE that the physical field u(x;χ) must satisfy during the
optimization. Eventually, the design variable is bounded, so 0 ≤ χ(x) ≤ 1. A
practical implementation of this optimality problem requires a discretization of
the fields u(x) and χ(x). At the core of the optimization process lies the calcu-
lation of the sensitivity
d
dχ
Φ(u(χ), χ) =
∂Φ
∂χ
+
∂Φ
∂u
∂u
∂χ
, (3.31)
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i.e. the derivative of the objective function with respect to the design variable,
which provides fundamental information for the optimization algorithm. While
the explicit derivative ∂Φ∂χ in Eq.3.31 is generally simple to evaluate, it would
be very complicated to evaluate the non-explicit dependence ∂u∂χ of the physical
parameter on the design variable . An effective solution to this complication is
the Adjoint Method, that we now briefly describe. By exploiting the condition
L(u(χ), χ) = 0 we rewrite Eq.3.31 as:
d
dχ
Φ(u(χ), χ) =
∂Φ
∂χ
+
∂Φ
∂u
∂u
∂χ
+ u˜
d
dχ
L(u(χ), χ)
=
∂Φ
∂χ
+
∂Φ
∂u
∂u
∂χ
+ u˜
[
∂L
∂χ
+
∂L
∂u
∂u
∂χ
]
=
∂Φ
∂χ
+ u˜
∂L
∂χ
+
∂u
∂χ
[
∂Φ
∂u
+ u˜
∂L
∂u
]
. (3.32)
The first two derivatives on the right side of Eq.3.32 are now simple to evalu-
ate. On the other hand, the terms between brackets can be discarded by choosing
u˜ so that ∂Φ∂u + u˜
∂L
∂u = 0. Thus, for any number of design variables (that is, for
any resolution in the material distribution), the evaluation of the sensitivity can
be reduced to solving one physics problem L(u(χ), χ) = 0 and one adjoint equa-
tion ∂Φ∂u + u˜
∂L
∂u = 0. The actual implementation of the optimization step in the
algorithm is carried out with the Method of Moving Asimptotes (MMA) [39].
3.5.1 Minimal energy dissipation in Stokes flow
As an example of Topology Optimization applied to flow situations, we will find
the distribution of material that minimizes viscous energy dissipation in a two
dimensional Stokes flow. In continuity with the definitions introduced in the
previous section, we have the following formulation:
min
χ
: φ (u(χ), χ) =
∫
Ω
1
2
µ
∑
i,j
(
∂ui
∂xj
+
∂uj
∂xi
)2
+
∑
i
α(χ)u2i dV
s.t. :
∫
Ω
χ(x) dV ≥ V0
: −∇P + µ∇2u− α(χ)u = 0
: 0 ≤ χ(x) ≤ 1 ∀x in Ω.

(3.33)
The continuous distribution of material described by χ affects the Stokes equa-
tion as a porous medium, that dampen and control the fluid flow. This specific
coupling represents exactly empty regions, while solid features are approximately
represented by ”very low porosity” areas. In principle, the optimal material dis-
tribution could be a continuously varying field χ(x), representing regions with
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P=0Ω
u0
u0
u0u0
Figure 3.6: Top: Domain and boundary conditions for the energy dissipation
optimization example. The green field is the Topology Optimization domain
Ω. Bottom: selected iterations in the optimization procedure, and value of the
objective function φ. Streamlines are in red, and χ(x) is shown in greyscale (black
corresponds to solid).
more or less porous obstacles. However, it is often desirable to avoid intermedi-
ate values of χ in the solution, since a binary solid/empty structure is easier to
realize experimentally. This can be achieved enveloping χ with a convex function
α(χ) = αmax − (αmax)·q·(1−χ)(q+χ) . In this way, only values close to the maximum
χ = 1 will significantly affect the flow, and the volume constraints will contribute
to focusing the material in localized areas.
The flow is driven by a prescribed velocity u0 on all boundaries. The design
variable is initialised χ(x) = V0 over the whole domain. In Fig.4.1, we show a
few relevant iterations in the optimization routine. The ”porous material” inside
the domain, initially distributed homogeneously, is progressively collected and
localized in the centre of the simulation box, resulting in an obstacle that distort
the fluid flow. The shape is then smoothed to minimize the viscous drag, and we
are eventually left with a ”rugby ball” shape, which is reminiscent of an airfoil
profile. The main difference is the left-right symmetry of the structure, which is
a consequence of the time reversal properties of the low Reynolds number Stokes
equation if compared to the full Navier-Stokes equation.
Chapter 4
Interface Models
In the previous Chapter we introduced numeric tools which are relevant to solve
a variety of partial differential equations. In this Chapter we will instead focus
on the specific modelling required to describe the liquid-air interface. Models
for a two-phase system can be broadly classified in two families: Sharp interface
models [40] and diffuse interface models [41]. Both approaches are characterized
by strengths and weaknesses. Sharp interface methods describe the liquid-air
interface as some well-defined boundary, usually in terms of a mesh, or a set
of tracker particles, whose position can be interpolated to recover the interface
shape. The main advantage of this approach is a direct parametrization of the
interface, which allows to compute geometric properties in a straightforward way.
However, extra effort is required when topological changes occur (drops merging
or splitting, for instance), since the connectivity of the interface markers has to
be modified. This is often performed in an ad hoc way [42]. Moreover, it is well
known that a stress singularity arises at a sharp contact line sliding on a substrate
where a no-slip velocity boundary condition is enforced [43]. This issue can be
solved by allowing a finite slip velocity in a small region close to the contact line,
and subsequently matching the solution near the contact line with the one in the
”bulk” of the drop. The size of such slide region is however difficult to establish,
and the whole procedure quite cumbersome.
On the other hand, diffuse interface methods describe the liquid-air interface
as a smooth transition in some field defined across the two phases. The interface
position is therefore implicitly determined by the thermodynamic properties of
the fluid. This makes it easier to handle topological changes [44]. Diffuse models
can also be seen as a solution to the stress singularity at the contact line we
discussed before. As a matter of fact, even if a no-slip boundary condition is
applied, the interface can move in a diffusive way [41], due to local flows induced
by the gradients at the finite width interface.
31
32 CHAPTER 4. INTERFACE MODELS
We will also consider a third approach, namely solving only the Young-Laplace
equation, which describes the equilibrium shape of a liquid-air interface for a given
pressure difference across it. This latter model derives from an energy minimiza-
tion principle, and does not account for transient effects. This is certainly an
approximation of the system, but it proves convenient as a modelling tool for
numeric optimization purposes. In such a context, a physical model has to be
solved several time to test the performance of different geometries. It is there-
fore fundamental to describe the system in terms of a computationally affordable
model.
4.1 Front-Tracker method for sharp interface modelling
We now describe an example of a wide family of Lagrangian methods to track
the position of a liquid-gas interface [40]. We combine this approach to the finite
difference scheme described in the previous Chapter, in a method called Marker
and Cell (MAC) [45]. We will consider an axisymmetric setup with two fluids,
so that the interface location can be described in terms of a parametric curve
b(s) = {r(s), z(s)}. The curve b(s) is supposed to meet the coordinate axes in
two distinct points, and is oriented from its highest-z(s) to its lowest-z(s) inter-
section. The basic idea is to follow the interface position through fictitious marker
particles, which are convected by the fluid flow. At every time step, the parti-
cles positions are used to define the interface location through an interpolation
scheme. A typical choice is a cubic spline interpolation, which has the required
smoothness to evaluate first and second order derivatives of the interface shape.
The trackers are re-distributed at every time step along the spline curve in order
to avoid clustering.
It is clear that the most delicate step in a numeric implementation of this
scheme is calculating the intersection between the spline b(s) and the numeric
grid over which the fluid variables (velocity and pressure) are defined. Once we
have this information, it is simple to recover the surface tension force acting on
each grid cell, as we will now show. The surface force can be included in the
Navier-Stokes equations as a term fs:
fs(x) = δb(x− b(s))γκn, (4.1)
where δb(x) is a two dimensional delta function with support on b(s), γ is the
surface tension, κ the curvature of the interface and n the normal vector to the
interface. For an axisymmetric geometry, the mean curvature can be conveniently
expressed as
κn = κaxin +
dt
ds
, (4.2)
where κaxi =
1
r
dz
ds represents the curvature with respect to the symmetry axis,
t is the unitary tangent vector to the interface and dtds is the curvature in the
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Figure 4.1: Sketch of the relevant quantities in a marker and cell method. The
tangent and normal vectors to the interface are computed at the boundaries of
each cell to calculate the surface force acting on it. The density and viscosity for
cells which are occupied by both fluids are evaluated by a weighted average, with
the fractions {f, 1− f} occupied by phase 1 and 2 as weights.
radial plane. The force Fij acting on the grid cell of indexes (i,j) is then obtained
integrating:
Fij =
∫∫
cell
fS dA
=
∫∫
cell
δbγκn dA
= γ
∫ s2
s1
dt
ds
+ κaxin ds
= γ
[
(t(s2)− t(s1)) + 1
r
∫ s2
s1
dz
ds
n ds
]
(4.3)
In the previous derivation, s1 and s2 are the values of the archlength when the
splines intersects the bounds of cell (i,j). The density ρ and viscosity µ of the
two phases can be interpolated across the interface through a ”colour” field c(x),
defined as
c(x) =

0 if outside b(s)
1 if inside b(s)
f if b(s) crosses the cell ,
(4.4)
where f is the fraction of the cell volume delimited by b(s), which can be
computed once b(s1), b(s2) are known. A simple interpolation then leads to:
ρ =cρ1 + (1− c) ρ2 (4.5)
µ =cµ1 + (1− c)µ2. (4.6)
34 CHAPTER 4. INTERFACE MODELS
4.2 Cahn-Hilliard diffuse interface model
We will now describe the Cahn-Hilliard model for two-phase systems [46]. In this
approach, the interface description is not explicit, but arises as a part of a ther-
modynamic model, which describes two immiscible phases. The thermodynamic
state of the fluid is described at every point x and time t by its density ρ(x, t).
The free energy of the system, Ψ, is taken as a Landau double-well potential with
the addition of a derivative term representing the surface tension, and a surface
contribution of the form proposed by Cahn [47]:
Ψ =
∫∫∫
D
(
ψb(ρ)− µbρ+ 1
2
κ|∇ρ|2
)
dV −
∫∫
∂D
µsρ dS. (4.7)
The first term in the integrand of Eq.4.7 is the bulk free energy density [48]
ψb(ρ) = pc
[(
ν2 − βτW
)2 − (1− βτW )2] . (4.8)
where ρc , pc , τW and β are, respectively, the critical density, critical pressure,
reduced temperature and a free parameter controlling the density difference be-
tween phases, while ν = ρ−ρcρc is a normalised density. This potential leads to two
equilibrium bulk densities ρe = ρc
(
1±√βτW
)
. the term µb in Eq.4.7 is a La-
grange multiplier constraining the total mass of fluid, while the third term is an
interface energy cost, tunable through the parameter κ, associated with density
gradients. It can be seen that a minimum energy configuration for the system
is given by a bulk region for each phase, with a diffuse interface between them,
with surface tension γ and width ξ [48]:
γ =
4
3
ρc
√
2κpc(βτW )3, ξ =
1
2
ρc
√
κ
βτW pc
. (4.9)
The final term in Eq.4.7 is the solid surface contribution to the free energy Ψ.
When Ψ is minimised this gives the boundary condition ∂⊥ρ = −µs/κ which fixes
the value of the density at the substrate. The contact angle θ at the surface is
related to the surface chemical potential by [48]
µs = 2βτW
√
2pcκ sign
(pi
2
− θ
)√
cos
α
3
(
1− cos α
3
)
,
α = arccos(sin2 θ). (4.10)
The connection between the thermodynamic and fluid dynamic of the system
arises through the pressure tensor Pαβ derived from the free energy expression
Eq. 4.7 [41]:
Pαβ =
(
pb − 1
2
κ∂γρ∂γρ− κρ∂γγρ
)
δαβ + κ∂αρ∂βρ, (4.11)
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where pb is the bulk pressure defined as:
pb = pc
(
ν2 + 1
) (
3ν2 − 2ν + 1− 2βτW
)
. (4.12)
In contrast with the MAC method, it can be thus seen that in this case the inter-
face description does not appear explicitly, but is included in a modified pressure
term for the Navier-Stokes equations. In terms of implementations, the charac-
teristic interface thickness ξ has to be as small as possible while still assuring
numeric stability. This usually means a thickness close to a single mesh/lattice
element.
4.3 Young-Laplace equation
In the previous sections we described time dependent, fully coupled systems of
equations describing the fluid dynamics and the interface motion. These ap-
proaches are accurate in terms of physical modelling, but numerically intensive.
These considerations suggest that, under opportune circumstances, it might be
convenient to focus on a simplified system, and only solve the Young-Laplace
equation, namely the deformation of an interface under an applied pressure dif-
ference.
We will here use an energy argument to derive a particular formulation of
Young-Laplace equation Eq.2.2, which is suitable when the interface can be de-
scribed as a function s(x, y) over a two dimensional domain. We then have that
the volume below the surface V and the interface area A can be described as:
V =
∫
Ω
s(x, y)dxdy, (4.13)
A =
∫
Ω
|∂s(x, y)
∂x
× ∂s(x, y)
∂y
|dxdy =
∫
Ω
√
1 +
(
∂s(x, y)
∂x
)2
+
(
∂s(x, y)
∂y
)2
dxdy.
(4.14)
The energy associated to the liquid-air surface position depends on the displace-
ment of the fluids (through the pressure difference between them ∆P ) and the
stretching of the interface (through the surface tension γ). We can therefore
define an energy functional
E[s] =
∫
Ω
L (s, ∂αs) dxdy, (4.15)
L (s, ∂αs) =∆Ps(x, y) + γ
√
1 + (∂xs)2 + (∂ys)2, (4.16)
Where ∂αs =
∂s
∂xα
is shorthand for partial derivative with respect to one coordi-
nate direction. The configuration that minimizes this functional is found by the
Euler-Lagrange equation, which in this case takes the form:
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∂L
∂s
− ∂
∂x
∂L
∂(∂xs)
− ∂
∂y
∂L
(∂ys)
= 0 (4.17)
∆P − γ
(
∂
∂x
∂xs√
1 + (∂xs)2 + (∂ys)2
+
∂
∂y
∂ys√
1 + (∂xs)2 + (∂ys)2
)
= 0. (4.18)
Eq.4.18 is the Young-Laplace equation ,which can also be rewritten as:
γ∇ ·
( ∇s(x)
|∇s(x)|
)
= ∆P (4.19)
Instead of solving the PDE 4.19, it is also possible to minimize numerically the
energy functional Eq.4.15 to obtain the interface shape. This approach is indeed
exploited by the software Surface Evolver, which we described in the previous
Chapter.
Chapter 5
Topology Optimization of Robust
Superhydrophobic Surfaces
5.1 Introduction
As we discussed earlier, superhydrophobicity is commonly associated to the Cassie-
Baxter state, i.e. a liquid drop is suspended on a micro- or nano-scale roughness.
If a drop in the Cassie-Baxter state is perturbed, for instance if a pressure dif-
ference is applied between the drop and the environment, the liquid-air interface
will bulge, and eventually the liquid will begin to flow along the side of the posts
when the angle θbend (see Fig.5.1) exceeds the contact angle θY . This will lead to
a Wenzel wetting state, with a strong pinning of the liquid to the substrate. This
P0+P
P0
P0+P
P0
θbend
θbend
Hydrophobic Hydrophilic
A) B)
Figure 5.1: A) Interface deformation under applied pressure, for hydrophobic
materials. If θbend > θY , the contact line slides along the side of the post, in the
direction of the yellow arrow B) Analogous setup for hydrophilic materials. If
θbend > θY , the liquid wets the bottom face of the plate, in the direction of the
yellow arrow.
effect is particularly important for inherently hydrophilic materials, for which a
suspended metastable state can be achieved through overhanging structures (see
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Fig.5.1B), even if the global energy minimum would be a Wenzel state ( see Chap-
ter 1). In such a case, the liquid will irreversibly wet the base of the texture, and
the superhydrophobic configuration will be lost. Maximising the robustness of
the suspended drop configuration upon applied pressure is therefore fundamental
for effective superhydrophobic surfaces.
The research about ”Cassie” superhydrophobicity has so far been character-
ized by a strong dichotomy. On one hand, complex hierarchical structures have
been fabricated and tested experimentally, but their modelling is hard, since the
structures are usually rough and non periodic [49]. On the other hand, there is an
active research for the optimal post shape to achieve a robust Cassie state, which
however usually relies on simple shape perturbations to conventional cylindrical
or square posts. In this Chapter, we take a step in bridging this gap, applying
the tools of topology optimization.
Topology optimization [36] is a structural optimization method with no in-
trinsic constraint on the topology of the solution, which has been applied in
many different engineering fields (see Chapter 3). We will here apply it to obtain
an optimal cross section for micro-posts, that minimizes the deformation of the
liquid-air interface under applied pressure, thus making the suspended state as
robust as possible. We will see that this approach generates interesting branch-
ing structures, which resemble natural and artifical superhydrophobic substrates.
Moreover, the symmetry and length scale of the optimal design can be tuned
in the numeric optimization procedure, leading to a better understanding and
control of such features.
5.2 Modelling and numeric setup
In this work we will restrict our analysis to a unit cell for a square array of posts
(Fig.5.2), neglecting finite size effects at the edge of the drop. We will consider a
two dimensional picture, in which the liquid-air interface is flat and suspended on
top of the posts (z=0) in the unperturbed configuration, and bulges between the
posts to a depth s(x) upon applying a pressure difference ∆P . Such a pressure
difference across the liquid-air interface can arise for different reasons, such as
the Laplace pressure due to the drop curvature, or the pressure upon impact of
a drop on the substrate. We also introduce non dimensional unit for length l,
surface tension γ and pressure p as follows:
γ = γ0γ¯,
l = L0 l¯,
p =
γ0
L0
p¯ = P0p¯.
(5.1)
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Here L0 is the characteristic length of the system, which we will take as the side
of the unit cell (typically few µm), and γ0 can be taken as the surface tension
of the liquid considered (72.9 mJ/m2 for water at 20 ◦C). In the following, we
will assume non dimensional unit are always used unless otherwise specified. We
will also assume L0 << lc =
√
γ
ρg , where lc is the capillary length for the liquid
considered. This means we can neglect gravity in our further calculations.
Let us first consider a simple geometry, such as a cylindrical post (cross section
is shown in Fig. 5.2 B) ). The deflection of the liquid-air interface among posts
can be described by the Young-Laplace equation [26]
∇ ·
( ∇s(x)
|∇s(x)|
)
= ∆P on D
s(x) = 0 on ∂D1
∇s(x) · n = 0 on ∂D2.
(5.2)
D D
γ(x)
B) C)
A)
Figure 5.2: A) Sketch of the considered post array. B) Top view of a single
post cell, for the basic circular cross section. C) Same view of a single cell,
with a variable cross section (white area) around a fixed ”nucleus” (red dot) .
In the topology optimization procedure, the cross section is not fixed but varies
according to the field χ(x). The dashed line in C) shows the reduced computation
domain that exploits the symmetry of the cell.
A Dirichlet boundary condition s(x) = 0 is used at the boundary of the solid
structure ∂D1 to represent that the interface is pinned on the ridge of the post.
A Von Neumann condition ∇s(x) · n = 0 is applied on the boundary of the unit
cell ∂D2 to account for the symmetry of the post array (in the following, we will
also exploit the symmetry of the cell to work only on one eighth of the domain).
For the optimization procedure, we will now slightly modify this setup. We
still consider a ”solid” support (s(x) = 0, red dot in Fig.5.2C) in the centre of the
domain, but now the post cross section is allowed to change around it, in order
to provide an optimal support for the interface. The distribution of material at
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point x inside the cell is described by the design variable χ(x), a scalar field which
ranges from 1 (completely solid) to 0 (completely empty) through intermediate
values.
The field χ(x) will be coupled to Eqs.5.2, leading to the following formulation
of the problem: 
∇ ·
(
K(χ) ∇s(x)|∇s(x)|
)
= ∆P on D
s(x) = 0 on ∂D1
∇s(x) · n = 0 on ∂D2.
(5.3)
Where K(χ) is defined as:
K(χ) = Kmax +
(1−Kmax) · q · (1− χ)
(q + χ)
(5.4)
Given the form of Eqs.5.3 and 5.4, it is possible to understand the effect of
the design variable χ(x) on the solution s(x). Where χ(x) = 1, K(χ) is equal
to Kmax, which is fixed to be a large value (10
4 in this case). This can be seen
as a steep increase of the local surface tension of the interface. The value ∆P
on the right side of Eq.5.3 becomes then negligible, and the liquid-air interface
s(x) does not deform significantly. We therefore recover an approximate ”solid”
condition s(x) ' 0. On the other hand, If χ(x) = 0 (”empty space”), K(χ) = 1,
and we recover the Young-Laplace equation out of the support of the post, as in
Eqs.5.2. Intermediate values of K(χ) do not have a direct physical interpretation,
but are required for a smooth optimization procedure. The interpolation between
these two extreme ranges is controlled by the parameter q in Eq.5.4. By choosing
a sufficiently small value (here 10−4), it is possible to drive the optimization
procedure to give a well defined ”solid-empty” binary design [36].
This formulation also resembles a 2D optimal heat conduction problem, where
K(χ) corresponds to the distribution of conducting material [50].
We eventually need to define an objective function, i.e. a quantity whose
minimization with respect to χ(x) will maximise the support to the liquid-air
interface. We choose this quantity, which we indicate as Φ [s(x);χ(x),∆P ], to be
the squared integral displacement of the interface (for a given pressure difference
∆P and material distribution χ(x)):
Φ [s(x);χ(x),∆P ] =
∫
D
s2(x) dA. (5.5)
With this choice, we do not control directly the angle between the interface
and the side of the post, which is indeed what would trigger the penetration of the
liquid among posts. However, Eq.5.5 is easy to evaluate through the optimization
procedure, and its minimization naturally constrains the maximum bending angle
of the interface [27], although there might be fluctuations along the post ridge.
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At every iteration, the topology optimization code updates the value of χ(x)
over the domain and evaluates Φ and the sensitivity δΦδχ(x) . We then use this
information as input to find the configuration of χ(x) that minimizes the objective
function Φ, using the method of moving asymptotes (MMA) [39]. Details on the
sensitivity analysis and the implementation of the code can be found in the paper
by Olesen et al. [38]. We will also introduce a constraint on the maximum solid
fraction per unit cell as: ∫
D
χ(x) dA ≤ fsl. (5.6)
Remembering Cassie-Baxter relation cos θCB = fsl cos θY − (1− fsl) , Eq.5.6
can conveniently be interpreted as a constraint on the static contact angle shown
by a surface patterned in this way.
The specific coupling K(χ) we use in Eqs.5.3 will generate a structure con-
nected to the boundary ∂D1, which ”radiates” the support to the χ ' 1 regions
[50]. This effectively make our analysis a shape optimization with many degrees
of freedom, while the general topology optimization routine we use could as easily
generate disconnected topologies.
There are a few reasons for the choice of connected designs. First, it is well
known that dense and thin posts, ideally down to the nanometer scale, offer in-
creasingly better support to drops in the Cassie-Baxter state [1, 51]. However,
it is perhaps more interesting to optimize the shape of a single texture element,
which can then be scaled up or down in size according to fabrication and per-
formance constraints. Second, if we are interested in obtaining a hydrophobic
behaviour from hydrophilic materials, overhanging structures are required. In
this perspective, the central support in our optimisation can be considered as the
stem of the post (see Fig.5.1), while we effectively optimise the cross section of
the top plate. Eventually, we argue that connected structures would show higher
mechanical robustness than hair-like features, in particular to buckling and shear
loads. This latter property is of great relevance for practical fabrication pur-
poses, since most practical application would include significant stresses for the
substrates [52].
A final remark regards the length scales in the optimal design: at every it-
eration in the optimisation routine we calculate a smoothed version χ˜(x) of the
design variable χ(x), applying a PDE filter [53]:
L2diff∇2χ˜(x) = χ˜(x)− χ(x). (5.7)
While calculating the sensitivity, χ˜(x) is then used. This process allows to
control the minimum size of the features appearing in the optimal design through
the characteristic diffusion length Ldiff . As we will discuss in the next section,
without filtering small length scale features would appear in the optimal design,
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ideally down to the mesh scale. However, these small solid features surrounded by
empty space are transformed by the diffusion step in a homogeneous area with
intermediate χ(x) value, and thus are penalized by the K(χ) function, which
favours a binary solid-empty solution. The main advantage of this filtering tech-
nique is its formulation in terms of a partial differential equation, which relies on
the same numeric tools used for Eqs.5.3.
The actual implementation of our optimization routine is a Matlab code,
that relies on the commercial software COMSOL to solve the partial differential
equations at every iteration step.
5.3 Discussion of optimized designs
Topology Optimisation, 
Figure 5.3: Snapshots of selected topology optimization steps, over a reduced
domain that exploits the symmetry of the unit cell.
Fig.5.3 shows a typical sequence of steps in the topology optimization pro-
cedure. We start from an initial homogeneous distribution of material over the
whole domain, equal to the desired solid surface coverage fsl, which is imposed as
a constraint. In just a few steps, we observe a swift transition to a binary design,
with the material (white in Fig.5.3) accumulating along the diagonal of the unit
cell. In later stages, further branching appears in the cross directions, and the
overall designs appears to minimize the empty space between solid features.
In Fig.5.4 we compare the performance of a cylindrical post (A) and an op-
timized design (C) inside a unit cell, for a pressure difference of ∆P = P0. The
surface plots displayed on the right (B-D) show the vertical displacement s(x)
obtained through Eqs.5.2. For both structures, the solid fraction is fsl = 0.25. It
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Figure 5.4: A) Top view of a cylindrical post with solid fraction fsl = 0.25.
B) Displacement plot for applied pressure ∆P = P0. C) Optimized material
distribution with solid fraction fsl = 0.25. D) Displacement plot for the topology
optimized design.
is easy to see the enhanced performance of the topology optimized structure, with
the mean displacement reduced by a factor 10. There are different reasons why
the optimised design is more effective. It is clear that the branching in the opti-
mal structure increases the length of the contact line, where the surface tension
acts on the side of the post to balance the effect of the applied pressure differ-
ence. This result in a reduction of the interface deformation. However, we think
that just choosing a meandering cross section would not improve dramatically
the performance. Lobaton and Salamon [27], for instance, considered a simpler
sinusoidal perturbation to a circular cross section. While significantly increasing
the contact line length, such a shape modification showed modest improvement
in the critical pressure value. The added feature of our optimal designs is the
convenient placement of the branches, that adjust to the cell shape (here a square
unit cell, however analogous solution have been tested for hexagonal lattices) to
reduce the gaps between solid features. We therefore argue that the significant
reduction in the surface displacement arises from the interplay of optimal loca-
tion of the main branches and increased contact line length coming from the
secondary branches.
This physical picture makes it easy to understand the effect of the filtering
length Ldiff on the optimal design.
It can be seen that, for any value of Ldiff , the structure branches along the
diagonals of the square cell, thus filling the largest gap between two posts. If
the resolution is sufficiently fine, further branching appears, with new branches
filling the gap among the diagonals. The process continues for even smaller length
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Figure 5.5: Optimal design for fsl = 0.3 and Ldiff=0.5, 1, 3 times the meshsize
hmesh. The designs shown in the upper row are obtained by solving for the
domain shown in the bottom row. The radius of the yellow dot in each column
is equal to Ldiff .
fsl=0.1 fsl=0.2 fsl=0.3 fsl=0.5
Figure 5.6: Optimal designs as a function of solid fraction fsl. The red dot
represents the fixed support in the optimisation procedure. In the chart, the
mean vertical displacement of the liquid-air interface is compared for cylindrical
posts and topology optimised ones.
scales and we get an overall quasi-fractal behaviour. It is then possible to see how
the filtering procedure constrains the minimal length scale in the optimal design.
This control over the level of detail in the optimal design allows us to obtain
structures suitable for fabrication, i.e. with a feasible amount of branching.
These fractal-like structures resemble several biologic surfaces (such as the
lotus leaf), which use analogous multi-scale structures to achieve their superhy-
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drophobic properties. Our designs are however planar, while most plants are
characterized by a three dimensional pattern. A three dimensional optimization
would however be very intensive in terms of computation resources. It is however
possible to complement the suggestions from topology optimization with general
knowledge from superhydrophobic surfaces, to get an even more effective texture.
Indeed, most artificial and natural superhydrophobic surfaces are characterized
by a micron scale texture with superimposed nanometric roughness. The cross
sections shown here should then be considered an optimal micron scale pattern,
over which nano-grass features can be grown, thus achieving a multi-layer support
for the interface.
In Fig.5.6, we eventually analyse the dependence of the mean interface dis-
placement 〈s〉 =
√
1
D
∫
D s
2(x) dA on the solid fraction fsl for a fixed filter length
Ldiff = 0.75 hmesh, where hmesh is the characteristic mesh size. An increasing
branching for larger solid fraction is clearly seen in the optimal designs, which
results in a better support for the interface. In the chart we compare the mean
displacement for the optimal design to the displacement for a post of circular
cross section and same fsl. We can see that the optimised design always per-
forms better than the simple circular cross section, and even more so for large
solid fractions, which is again a consequence of the higher degree of branching in
the optimised configuration.
5.4 Fabrication and characterization of topology optimised
designs
(a) (b)
Figure 5.7: Left: Optical microscope image of the UV-lithography mask for an op-
timised design. Right: Detail of the Nickel negative shim for injection moulding.
The black silicon method generates the sub-micron roughness, which is effectively
transposed to the mould. Both pictures have been taken by Nis K. Andersen,
and are reproduced with permission from [54].
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The optimal designs described in the previous sections have been fabricated
by Nis K. Andersen as part of his M.Sc. final project, and are currently been
characterized in terms of their wetting and mechanical properties. We will here
briefly describe some preliminary results, which are useful in assessing the feasi-
bility of the suggested designs.
A first consideration regards the fine tuning of the optimal designs. It is well
understood that sharp features are difficult to realize on micron or sub-micron
scale. Therefore, the branches of the topology optimised designs have been ad-
justed to have a constant thickness equal to the lithographic resolution, and
smooth round tips (see Fig.5.7a).
The fabrication steps are the following:
Selected optimised designs, corresponding to different solid fractions fsl, have
been included in a UV lithography mask (Fig.5.7a). A silicon master has then
been fabricated through Deep Reactive Ion Etching (DRIE), and subsequently
Nickel has been deposited on the surface to obtain a negative design shim (Fig.5.7b).
Eventually, the Nickel template is used in the injection moulding process to trans-
fer the pattern to a polymer substrates (the selected polymer for these tests is
Topas8007) .
An unexpected advantage of the topology optimised designs, if compared to
isolated pillars, is an increased ease of release of the polymer from the mould.
As a matter of fact, thin, rod-like structures tend to get bent or distorted in the
release phase of the moulding procedure, while this effect is less intense for the
connected optimised designs, which can thus be fabricated with a higher aspect
ratio.
As discussed before, hierarchical micro- and nano-roughness offer a two-layer
support for the Cassie configuration, and are widespread in nature. It is thus in-
teresting to add such a feature to our designs. Nano-roughness can be introduced
on the silicon master by the so called ”black silicon” method [55]. This proce-
dure involves a controlled reactive ion etching, which affects the post top face
and base faster than the side walls. It is therefore possible to obtain posts with
rough tops and smooth sides. It is interesting to notice that such fine features
can be transposed with high fidelity in the moulding process (see Fig.5.7b).
We eventually discuss some preliminary results concerning the characteriza-
tion of the substrates. This set of tests were performed on the silicon ”master”,
treated with a FDTS hydrophobic coating to achieve a large static contact angle.
The topology optimised substrates perform well under standard water-repellency
and self cleaning tests (they show high static contact angle, low hysteresis, easy
dust removal), but then the same applies to surface patterned with cylindrical
posts with the same lattice spacing. It is therefore important to get a compar-
ative analysis of different geometries, mainly with respect to the performance
upon pressure perturbations , which was the optimization goal of the numeric
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algorithm. To this purpose, in Fig.5.8 static contact angles are shown for drop
impacting on the substrate from different heights (different terminal velocities),
for three different patterns. These are: topology optimised structures in a 40 µm
square lattice, topology optimised structures in a 80 µm square lattice and cylin-
drical posts in a 40 µm square lattice, as sketched in the picture. All structures
are the same height (2.3 µm). We observe a clear transition in the contact angle
value for two design, associated to the onset of a strong pinning. This is represen-
tative of a Cassie-to-Wenzel transition, and is observed for fast impacting drops.
However, it is possible to see that the dot pattern (blue triangles in the plot) is
the first to fail, followed by large topology optimised structures (red dots), while
smaller optimised structures (black squares) maintain the Cassie configuration
over the range of velocities considered. It is necessary to mention that more
statistics has to be acquired on this test. These preliminary results however seem
to corroborate the theoretical prediction described in the previous sections.
Figure 5.8: Impacting drop experiment on the silicon sample, for the designs
shown on the right. The transition from Cassie to Wenzel state is clearly visible,
and consistently delayed for the topology optimised designs. Although prelimi-
nary, this results are consistent with what the numerical model predicts. Adapted
with permission from [54].
5.5 Conclusion and outlook
In this Chapter we applied topology optimisation to the stability of superhy-
drophobic surfaces. We found that this technique is very effective for the task.
Branching structures are found to be optimal to support hydrostatic pressure for
a Cassie-Baxter state, in a two dimensional analogy to natural micropatterns. We
also analysed the effect of a solid fraction constraint on the optimal design, as well
as the use of a PDE filter to obtain designs suitable for fabrication. Ongoing work
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regards the fabrication and characterization of such optimised microtextured sur-
faces. Preliminary fabrication results obtained at DTU Nanotech suggest that
the optimal shapes can be reproduced with a high degree of precision using com-
mon lithographic techniques. We are currently analysing the reproducibility of
the optimised designs through injection moulding and the characterization of the
wetting properties of such substrates.
Chapter 6
Parametric Optimization of
Inverse Trapezoid Oleophobic
Surfaces.
6.1 Introduction
θCB
Hydrostatic 
robustness
Mechanical 
robustness
Large contact 
angle
Figure 6.1: Sketch of the objective functions we consider for an ideal oleophobic
pattern.
In this Chapter we will describe an optimization approach for oleophobic sur-
faces. An oleophobic surface is a surface that, through micro-patterning, exhibit
an oil-repellent behaviour (organic liquid drops exhibit large static contact an-
gles, and small roll-off angles), even though it is made of intrinsically oleophilic
materials.
As discussed in Chapter 2, the Cassie-Baxter state commonly associated with
superhydrophobicity can be realised as a metastable state. In fact, a suspended
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Figure 6.2: SEM image of a single PDMS inverse trapezoid (a) and an array of
them (b) from Im [15]
configuration is the global energy minimum only if [1],
cos θY ≤ −fgl
r − fsl , (6.1)
where, as usual, r is the roughness of the surface, and fgl and fsl are the air-
liquid and solid-liquid interfaces per unit base area of the drop, respectively.
Since the right side of Eq.6.1 is always negative, the inequality is never satis-
fied for hydrophilic materials (cos θY > 0). Nevertheless, local energy minima,
corresponding to a suspended solid-air interface, are possible, and thus a micro-
texture can convert a oleophilic substrate into a metastable oleophobic or even
superoleophobic one. This local energy minimum can be attained using an over-
hanging texture, so that the local contact angle with the sidewalls of the posts
matches the Young contact angle. Since this equilibrium is not a global energy
minimum, its stability against perturbations, such as an applied external pres-
sure, must be carefully tested. We will here consider a wider picture, accounting
for three different objective functions of a candidate oleophobic microstructures
(see Fig.6.1). These are: (a) the maximum pressure difference the liquid-air in-
terface can withstand while being in the suspended state, (b) the mechanical
robustness of the micro-structures and (c) the apparent or macroscopic contact
angle shown by drops on the texture. We will show how the interplay of these
objective functions is essential in defining an optimal oloephobic structure. As
a test geometry, we will consider inverse trapezoids as those realized by Im in
[15] and shown in Fig.6.2. These structures have been shown to be realizable in
a wide range of shape and aspect ratios with high regularity, combining PDMS
replication procedures and backside 3D diffuser lithography.
6.2 Modeling and setup
From now on, we will consider a drop sitting on a square array of inverse trapezoid
posts, as can be seen in Fig.6.2 and later in Fig.6.6. A complete description of a
drop on a textured surface is a rather delicate task, that could include dynamic
effects and several length and time scales [56]. Some relevant features of such a
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system can however be explained in terms of simpler static considerations. First
of all we will describe the liquid-air interface on the textured substrate, defining
a model to assess the capillary stability of the suspended Cassie-Baxter configu-
ration. We will then consider the mechanical robustness of the microstructures,
using linear elasticity theory. To generalize the scope of the analysis, we introduce
normalized surface tensions, lengths and pressure as follows:
γij = γ0γ¯ij ,
l = L0 l¯,
P = P0P¯
(6.2)
Where γ0 will be the liquid-air surface tension for the considered liquid, for in-
stance γ0 = 21.7 mN/m at 19
oC for octane [57]. L0 will be a characteristic
length for the texture, and we choose it to be L0 = 5µm, which is consistent
with experimental studies [13, 15]. P0 can be related via Young-Laplace equation
to the other quantities, so P0 = γ0/L0 = 4.34 · 103 N/m2.
6.2.1 Wetting analysis: energetic considerations and failure modes
If we neglect effects due to the finite size of the drop (i.e., the drop radius is
much larger than the texture size), we can restrict our analysis to a unit cell of
the texture, exploiting the periodicity of the system. We will also forget about
gravity effects - this assumption is valid if the drop size is smaller than the
associated capillary length lc =
√
γ
ρg , where γ is the liquid-air surface tension, ρ
is the fluid density and g is the gravitational acceleration.
As shown by several authors [28, 58], a drop on a micro-texture finds a local
energy minimum if the local contact angle θloc with the solid wall equates the
Young contact angle θY , i.e.
cos θloc = cos θY . (6.3)
Furthermore, it can be shown [28, 58] that this equilibrium will be stable for
infinitesimal displacements if the profile of the pillars/trenches is convex, i.e. the
centre of curvature is inside the solid phase. These conditions then put a first set
of constraints on the candidate profiles for an oleophobic texture.
In any case, a transition to a fully wetted configuration is still possible under
applied pressure at the liquid-air interface. Among others, Tuteja [13] has un-
derlined the relevance of two failure mechanisms for such overhanging structures.
If θloc exceeds θY , the contact line will slide along the pillars side, eventually
wetting the base of the micro-structures (this failure mode is termed ”angle” or
”T ∗-failure” in [13] and is shown in Fig.6.3A). Alternatively, the liquid-air in-
terface could bend enough for the meniscus to touch the bottom of the texture,
triggering a transition to a fully wetted state. This process is termed ”height” or
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”H∗ -failure” in [13] and is shown in Fig.6.3B).
T* failure H* failure
δθT* 
δθH*
A) B)
Figure 6.3: 2D Sketch of the possible failure modes for a suspended drop, with
relevant geometric parameters shown. A) T ∗ failure: the local contact angle
gets too large for equilibrium, and the fluid slides on the side of the post. B)
H∗ failure: the bending liquid-air interface touches the bottom of the texture,
leading to full wetting.
The critical pressure triggering either failure mode can be obtained analyti-
cally only for simple geometries, such as two dimensional ridges. Alternatively,
a numerical simulation can be used to predict the shape of the interface under
applied pressure and therefore the onset of the failure mode. We carried out such
simulation using the software Surface Evolver, introduced in Section 3.3.
6.2.2 Modelling of surface deformation
Although it is possible to get an approximate description of the liquid-air in-
terface on textured surfaces, an exact analytic solution is often not available,
and numerical modelling is therefore required to account for specific geometries.
Some authors (Lobaton [27] , Zeng [26], Emami [49]) have already considered the
static problem of a liquid-air interface under applied pressure. However, Zheng
et al. [26] consider already hydrophobic materials, while Lobaton and Salamon
[27] assume sharp corners that pin the contact line. Our numerical model will
instead be fully three-dimensional, thus allowing the sliding of the contact line
along the side of the pillar structures.
The standard Surface Evolver evolution takes downhill steps according to a
provided energy function, the minima of which represent equilibrium interface
configurations, as discussed in Section 3.3. Each vertex in the interface mesh is
acted upon by a force depending on how much its displacement affects the surface
area (through the surface tension) or the liquid volume (through the prescribed
pressure). Details on the implementation can be found in the software manual
[33]. A typical Surface Evolver setup for our geometry is shown in Fig.6.4. In
order to find the maximum hydrostatic pressure for which a suspended state
can be supported by the posts, we run successive simulations with increasing
applied pressure difference ∆P . While we increase the pressure, the interface
slides along the post side to satisfy the contact angle condition Eq.6.3, and bulges
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Figure 6.4: Main figure: top view of the inverse trapezoid array inside Surface
Evolver. The red facets represent the wetted solid surface, while the blue facets
are the liquid-air interface. The contact line is coloured green. Insert: close up on
the computation domain, where the curvature of the liquid-air interface is visible.
to match Young Laplace equation ∆P = γκ. The breakthrough pressure is then
reached when the interface slides all the way along the post side to the base of
the simulation box (T ∗ failure), or touches the base of the domain while bulging
(H∗ failure).
6.2.3 Modelling of mechanical robustness
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Figure 6.5: Typical domain and mesh used for the linear elasticity analysis, in
the commercial FE software COMSOL [30].
A novel element in our optimality analysis will be an assessment of the me-
chanical robustness of the posts. Oleophobic surfaces can find application in
multiple fields, ranging from lab-on-a-chip devices to food processing, where the
integrity of the surface functionality will be compromised as smaller or larger
areas are damaged; even minor changes of the surface may lead to pinning, con-
tamination and ultimately functional failure. While of key importance for any
practical application, such issues are rarely addressed. The lifetime of any struc-
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ture based on overhanging micro-structures will benefit if the surface is able to
support different kinds of mechanical stresses.
We therefore perform a linear elasticity analysis to constrain feasible geome-
tries, using the commercial FE software COMSOL. We focus on a shear load
acting on the top face of the structures, since this would generate large stresses
at the neck of the trapezoids and corresponds to a range of common situations
encountered, for instance, during mechanical cleaning. The equations solved are
then, using tensor notation: {
∂ασαβ = 0 on D
σαβnβ = τα on ∂D.
(6.4)
where σαβ is the Cauchy stress tensor, and τα is a boundary load. The mate-
rial considered in the simulation is a PDMS (Polydimethylsiloxane) elastomer,
corresponding to the structures described by Im [15].
The modelling and failure analysis of elastomers is a complex topic, since their
response to stress depends dramatically on parameters such as their composition,
curing, and temperature. Their ability to stretch several time their original size
is usually described in terms of hyperelastic models, such as Mooney-Rivlin’s. It
is only in the limit of small deformations, however, that we recover a linear elastic
response [59]. In this work , we will therefore limit ourselves to this regime, which
can already give a useful insight into the dependence of the mechanical properties
of the posts on their shape and aspect ratio. The relevant material parameters
we will use are then a Young’s modulus Y = 6 ·105 Pa and Poisson ratio ν = 0.49
[60, 61].
Using a symmetric boundary condition along the direction of the load allows
us to model only half of the structure. Moreover, given the linearity of our model,
we can use an antisymmetric boundary condition on the plane passing through
the centre of the structure perpendicular to the load direction (see Fig.6.5), and
thus solve only for a quarter of the structure. Fig.6.5 shows the computational
domain and a typical mesh of n ' 35000 elements used in the calculations.
6.3 Design variables and objective functions
Having described the relevant physical properties of the liquid-solid interaction,
we can now proceed to define the design variables.
As stated before, we optimize cylindrically symmetric inverse trapezoid struc-
tures, which can be parametrized in terms of the design variables top radius b,
base radius a and height h (see Fig.6.6). Another useful parameter can be the
side angle θside = arctan
(
b−a
h
)
, again shown in Fig.6.6. The top corner of the
microstructures is smoothed by a fillet of radius rfil = 0.2L0, to reproduce the
experimental shape obtained by Im [15, 62] . These parameters appropriately
6.3. DESIGN VARIABLES AND OBJECTIVE FUNCTIONS 55
2a
2b
h
rfil=0.2L0 2b
8L0
x
z
x
y
Side view Top view
Θ SIDE
Figure 6.6: Sketch of the trapezoid array considered in the optimization proce-
dure. Relevant geometric parameters (top width b, height h, base width a, side
angle θside, are shown.
define the slenderness and aspect ratio of the structures. However, it is worth
noticing that the length scale of the posts is another fundamental parameter in
assessing the robustness of oleophobic surfaces. Indeed, scaling down the posts
while keeping the solid fraction constant would make the interface more robust
to pressure deformation, while keeping the Cassie-Baxter angle fixed. One can
expect that scaling down the size of the structures could improve mechanical
robustness as well. However, non trivial geometries like inverse trapezoids are
difficult to fabricate at arbitrarily small length scales with precision and regular-
ity. At the same time, a high degree of control over aspect ratio and slopes can
be achieved experimentally on micron-sized structures. It is therefore interest-
ing to optimise such structures on a scalable unit cell, which should ideally be
reproduced at the smallest length scale that assures perfection of features. Since
the existence of a suspended state is a necessary condition for oleophobicity, we
will use the breakthrough pressure PB as our first objective function. We define
PB as the smallest pressure difference for which either of the failure mechanism
described in the modelling section triggers.
Apart from the breakthrough pressure, we will include two further objective
functions, that will be considered as constraints in defining admissible geometries.
The first one is the apparent contact angle θCB, which gives a clear indication
of the degree of oleophobic or superoleophobic behaviour shown by the textured
surface. Since we assume the suspended configuration for drops, the Cassie re-
lation cos θCB = fsl cos θY − flg can be used to describe the apparent contact
angle. This results in a constraint on the solid fraction per unit cell, fsl. The last
parameter we include in our optimality analysis is a measure of the mechanical
robustness of the inverse trapezoids. The most likely mechanical failure for such
structures is a tear-off caused by fracture propagation. The ideal mechanical
properties of the material can be achieved moving towards nanometric scale fea-
tures, which will be almost atomically smooth. However, on the scale of several
microns that we address in this work, the presence of cracks and other defects
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Figure 6.7: Examples of how changes in the geometry will have conflicting effect
on different optimality parameters. In Fig.6.7a, post thickness is increased, re-
sulting in better support to the liquid air interface, at the cost of an increased
solid wetted area fsl. In Fig.6.7b, a larger undercut makes it easier to match the
contact angle with the sidewalls, but increases the stress at the neck of the post.
can lower the performance sensibly. A detailed analysis of this phenomenon is
however beyond the scope of the current work, where we want to assess how the
shape and aspect ratio of the posts affects the mechanical performance as part
of a broader parametric optimization. We will therefore introduce a simple yet
relevant measure of the response of the structures to an applied shear load, which
is the maximum principal strain in the structure. The utility of this measure is
twofold. First, by measuring it, we can assess the range of validity of the linear
approximation we use in modelling the elastomer structures. Second, we can ex-
pect large strains to be directly correlated to the onset of a tear-off failure. We
then argue that a maximum strain threshold can be a useful confidence bound in
characterizing such structures. As an example, we will consider a shear load of
modulus |~τ | = P0/2, and a threshold strain of 10%− 15%.
6.4 Results and discussion
To show the interplay of the different objective functions, we plot them as a
function of the design variables introduced in the previous section, for a fixed
Young contact angle cos θY = 0.3 (i.e. θY = 72.5
o). In Fig.6.8a we show the
breakthrough pressure PB (plotted as contour lines in ”warm” color scale), the
apparent contact angle θCB (green dashed contours) and the maximum percent
strain (blue dash-dot contours), as a function of the trapezoids top width b and
side angle θside. The trapezoids height is fixed at h = 2L0.
It can be seen that the three objective functions present opposing trends.
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Figure 6.8: a) b-θside parameter space (h=2L0), cos θY = 0.3. b) a-h parameter
space (b=1.8L0), cos θY = 0.3. In each plot, the color legend is as follows: warm
color scale: Breakthrough pressure, Green: apparent contact angle θCB , Blue:
percent strain. The blue and green patches in Fig.6.8b identify the H∗ and T ∗
failure modes, respectively (see Sec. 6.2). c)-d) copies of fig (a)-(b) showing
the interplay of the optimality parameters. Each arrow represent an optimality
direction, for mechanical robustness (blue), apparent contact angle (green) and
maximum breakthrough pressure (orange). In each corner of the geometric space,
the corresponding trapezoid is shown.
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we sketch two significant cases in Figs.6.7a and 6.7b. For example, a larger
breakthrough pressure PB would be achieved by increasing the top surface radius
b, while keeping the side angle and cell size fixed (Fig.6.7a). In this way, we
effectively reduce the spacing between solid features. This means that a higher
pressure would be required to cause a significant bulging of the liquid-air interface,
which is at the origin of both the T ∗ and H∗ failure modes. However, increasing
b would change the wetted solid fraction per unit cell, which results in a lower
apparent contact angle θCB. In the same way, a large θside for fixed top radius b
would reduce the risk of T ∗ failure, as Eq.6.3 suggests. However, this results in
a smaller base for the pillar, which implies very large stresses will build up at its
neck, increasing the risk of failure and tear off of the posts. From a design point
of view, the geometric parameters space can then be imagined as partitioned
into regions of almost constant θCB and strain values, inside which the geometry
that gives the maximum PB is well defined. If we instead considered only PB-
optimality, we would be lead to asymptotically large values of b and θside. This
corresponds to trapezoids with large top plate and minute supports, which would
show modest contact angles and be prone to tear-off even for small applied loads.
Similar considerations apply to figure Fig.6.8b, where we fix the pillar top width
b = 1.8L0 and change the height h and base width a. Here an optimal height
in terms of the breakthrough pressure PB can be found, corresponding to the
transition from the T ∗ failure mode to the H∗ failure mode. Because of the
specific shape of inverse trapezoids, the height and side angle are connected by
θside = arctan
(
b−a
h
)
. In other words, if we make the posts higher for a fixed
top area (this reducing the risk of H∗ failure), we reduce θside (increasing the
risk of T ∗ failure). Therefore it is not convenient to arbitrarily increase the
height of the posts, as would be the case for superhydrophobic surfaces, but
the optimal height is rather the one for which both failures would happen for
the same pressure. Since the b parameter is fixed, the apparent contact angle
is almost constant at θCB ' 145o throughout Fig.6.8b (small variations coming
only from the roundness of the corners), and is therefore not displayed in the
picture. In the a-h plane, the strain is minimum for short trapezoids with almost
parallel wall (low h, large a), and grows with the side angle and height of the
structures.
Plots like figure Figs.6.8a and 6.8b can then be considered optimality charts
for oleophobic surfaces with specific constraints. The balance between optimality
parameters is clearly depicted in Fig.6.8c and Fig.6.8d, where each arrow points
in the optimal direction for a given parameter (green for contact angle, blue for
mechanical robustness and orange for sustainable hydrostatic pressure). In each
corner of the design parameter space, the corresponding geometry is also shown
as an insert.
The usefulness of this analysis as a design tool can be shown by further
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Figure 6.9: a)-c) b-θside and a-h plots for cos θY = 0.4 as in Figs.6.8a and 6.8b.
A possible choice for a maximum strain contour is shown. b)-d) Breakthrough
pressure along the contour in fig. a)-c). Relevant positions in both plots are
mapped using labels and corresponding geometries are also shown.
restricting the performance constraints. To show the applicability of this method
for different wetting configurations, let us also change the Young contact angle
so that cos θY = 0.4 (i.e. θY = 66.4
o ). In Figs.6.9a, 6.9c we show plots similar
to Figs.6.8a, 6.8b, but with a fixed maximum strain contour (10 and 15 %). If
we move along this line, we get a curve for PB , as shown in Figs.6.9b, 6.9d. It
is then possible to identify the most PB-robust structures capable of supporting
a prescribed mechanical stress, and associate them to the corresponding shape.
Relevant positions in both plots are mapped using labels and correspondent post
shapes are also shown.
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6.5 Conclusion and outlook
In this Chapter we analysed in detail the interaction between wetting and me-
chanic robustness of textured oleophobic surfaces. Design charts showing the
interplay of these objective functions have been introduced for different values of
the intrinsic contact angle of the substrate. We have shown how these objective
functions present opposite trend, so that a non trivial optimal shape is defined
in terms of design requirements.
While we addressed the elasticity of the post as a measure of their robustness,
flexible posts have an intrinsic interest, since they will exhibit a different wetting
behaviour if compared to rigid ones, with remarkable consequences. Roman and
Bico [63], for example, have described in detail how flexible hairs can bundle
under capillary action, or pierce the liquid-air interface if stiff enough. A thorough
analysis of different wetting mode on flexible hairs has been carried out by Blow
and Yeomans [64], who present a phase-space diagram with transition between
different ”Cassie-like” and ”Wenzel like” as a function of hairs’ contact angle and
stiffness.
Figure 6.10: Inverse cone structures obtained with continuously rotational in-
clined UV lithography, from [65].
A final remark concerns the specific geometry addressed in this work. Al-
though general in the observed trends, our results are partly dependent on the
specific post shape we analysed. This is however not a major constraint, since
inverse trapezoids are among the simplest overhanging geometries that can be
micro-fabricated in a cheap and regular fashion. Apart from the backside diffuse
lithography employed by Im in [15], it is worth mentioning the use of inclined
UV lithography [65] as a mean of fabricating 3D overhanging patterns. This
lithographic technique exploit a moving stage to expose a positive photoresist
at a given angle, thus obtaining slanted features. By continuously changing the
exposure angle, conical structures as those shown in Fig.6.10 can be obtained,
remarkably similar to those analysed in this chapter.
Chapter 7
Modelling Unidirectional Liquid
Spreading on Slanted Microposts
7.1 Introduction
Anisotropic wetting and spreading of drops on natural and artificial surfaces
are often a consequence of the micro-structure of the substrate [1]. For exam-
ple, drops spreading on superhydrophobic surfaces patterned with micron-scale
ridges reach an elongated final state [66, 67], and a drop imbibing into a surface
patterned with posts can form a faceted final configuration, which reflects the
symmetry of both the lattice and of the posts themselves [68].
The physics behind this behaviour was first described by Gibbs, who pointed
out that an interface can pin on the edge of a post over a range of angles, as
illustrated in Fig.7.1. The pinning occurs because there is a free energy penalty
to the interface moving away from the edge in either direction, as it would then
have to form an angle with the adjacent surface which differs from the equilibrium
contact angle. A pinning strength that depends on the lattice direction leads to
the drop having one or more preferred directions of motion, and hence anisotropic
drop movement and shapes.
In this Chapter we focus on unidirectional drop motion: where the symmetry
of the underlying surface structure can pick out one easy direction of spreading
[69, 70]. Such surfaces occur naturally, for example, the unidirectional motion
of droplets on butterfly wings results from their ratchet-like structure [4, 71],
and rye-grass leaves shed water in a preferred direction [17] due to the asymmet-
ric contact angle hysteresis. Microfabricated surfaces that lead to uni-directional
motion are, on the other hand, a very recent development. Unidirectional spread-
ing has been observed on bent silicon micro pillars [16], while other authors
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θ
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Figure 7.1: Gibbs’ pinning on the corner of a post. The interface (blue line)
remains pinned to the post over the range of angles indicated by ψ as there is a
free energy barrier to its moving in either direction.
[72, 18] were able to transport droplets on vibrating ratchet structures. Similar
results where obtained using PDMS replicas of the naturally occurring asym-
metric micro-texture [17] taken from rye grass, and anisotropic hysteresis was
observed on printed ratchetlike surfaces [73]. Despite the different material and
geometries employed, the unidirectional liquid motion consistently reflects the
asymmetry of the substrate on microscopic length scales. This highlights the
importance of understanding the underlying physical phenomena involved.
We use a two-phase lattice Boltzmann algorithm to model the imbibition of an
hydrophilic surface patterned with slanting posts, varying the contact angle of the
substrate and the tilt angle of the posts. For a range of contact angles we observe
a single, preferred spreading direction as described in recent experiments [16].
The results are in good qualitative agreement with a two-dimensional model of
the uniaxial spreading proposed in [16], and enable us to describe the corrections
to the model for a three dimensional geometry. By visualizing the shape of the
contact line, we describe in detail the mechanisms through which the interface
pinning and de-pinning occurs.
7.2 Modelling
7.2.1 Governing equations
To model a two phase system interacting with a surface, we apply the diffuse
interface scheme introduced in Chapter 4, which we briefly recall here. The free
energy of the system, Ψ, is given as:
Ψ =
∫∫∫
D
(
ψb(ρ)− µbρ+ 1
2
κ|∇ρ|2
)
dV −
∫∫
∂D
µsρ dS. (7.1)
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The first term in the integrand of Eq. 7.1 is the bulk free energy density [48]
ψb(ρ) = pc
[(
ν2 − βτW
)2 − (1− βτW )2] . (7.2)
where ρc , pc , τW and β are, respectively, the critical density, critical pressure,
reduced temperature and a free parameter controlling the density difference be-
tween phases and ν = ρ−ρcρc is a normalised density. In our simulations, the main
parameters are set as follows: κ = 0.01, pc = 0.125, β = 1, τW = 0.3, ρc = 3.5.
The corresponding surface tension is γ = 0.04 and the surface thickness is χ = 0.9
(in simulation units).
The hydrodynamics of the fluid is described by the continuity and Navier-
Stokes equations:
∂tρ+ ∂α(ρuα) = 0, (7.3)
∂t(ρuα) + ∂β(ρuαuβ) = −∂βPαβ +
+ ∂β (ρµ [∂βuα + ∂αuβ] + ρλδαβ∂γuγ) , (7.4)
where usual conventions are assumed. As mentioned, the equations are solved
using the Lattice Boltzmann algorithm described in Chapter 3.
7.2.2 Geometry
Each post has a flat top face, and a square cross section of dimensions w, which
was typically chosen to be equal to 5 or 10 computational grid spacings. The
posts sidewalls form an angle φ with the positive x-axis, and extend to a height
h = 4w above the surface. We start considering a rectangular array of posts with
lattice constant ax = 4.6w in the x direction and ay = 4w in the y direction as
shown in Fig.7.2.
Placing a sufficiently large drop on the surface to allow significant spreading
through the posts is computationally expensive. Therefore we define a reservoir
of fluid in the centre of the post array typically extending across ' 10w and
reaching to the top of the posts. If the fluid density inside the reservoir decreases
below the equilibrium density of the liquid phase, new mass is slowly added to
feed the imbibition. The contact angle of the liquid with both the posts and the
substrate is θ which we vary in the range 30o to 70o. This range is representative
of different hydrophilic material, for example the polymers considered in [16] or
[19].
We first consider a quasi-2D geometry which allows us to concentrate on the
directional spreading in the x-direction. We choose a simulation box of length
40w in the x-direction, 4w in the y-direction and 6w along z, with periodic
boundary conditions along both x and y. The reservoir spans the simulation box
in y corresponding to simulating a cylindrical drop with interfaces which lie, on
average, parallel to the y-direction. The average of any fluid motion is along
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Figure 7.2: (a) Diagrams to contrast the quasi-2D and full 3D geometries used in
the simulations. The red and blue lines represent typical interface positions.(b)
Side view of the posts showing the interface geometry corresponding to the thresh-
old for movement which is assumed in deriving Eq.7.5.
x. We then present results for a full 3D geometry, using a simulation box with
typical dimensions 40w × 32w × 6w, with periodic boundary conditions along x
and y. A schematic comparison of quasi-2D and 3D spreading is given in Fig.7.2a.
7.3 Results
Fig.7.3 shows snapshots of the imbibition process as a function of time for the
quasi-2D geometry and a contact angle θ = 45o. The interface advances in the
positive x-direction, but not in the negative x-direction, because of pinning on
the posts. As pointed out in Chu et al. [16], a good understanding of why this
occurs follows from assuming that the interface is pinned at the top corner of the
posts, and ignoring any interface curvature along y. We illustrate this situation
in Fig.7.2(b). The bottom of the interface will advance along the surface until
it reaches the equilibrium contact angle θ. If this enables the interface to reach
the next post, it will wet this post and move forwards. If not, it will remain
pinned, because any forward motion will increase the free energy. Because of the
two dimensional nature of the model, it is easy to work out the threshold Young
angles for spreading in the two directions as a function of the post geometry.
Defining these as θ+ and θ− for spreading along +x and −x respectively, gives
[16]
θcr,±X = tan−1
(
H
ax − w ∓H cot (φ)
)
. (7.5)
Thus there are three regimes: the interface can remain pinned in both direc-
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tions, advance just along +x, or move forward in both directions. The different
regimes predicted by Eq.7.5 are indicated in Fig.7.4 as a function of the Young
angle θ and the post inclination φ. Note that, for φ = 900, θ+ = θ− as expected.
The value of ax also affects the transition between different spreading regimes,
as is apparent from Eq.7.5: closer posts will ease the spreading, while posts that
are further apart will make it more difficult. Our choice of ax = 4.6w allows us
to observe the different spreading regimes over the range of contact angles θ and
slanting angles φ that we consider.
(a)
x
y
z
(b) (c)
(d) (e)
Figure 7.3: Advancing front in the unidirectional spreading regime for contact
angle θ = 45o and post angle φ = 60o. This is a quasi-2D geometry with periodic
boundary conditions along y. The snapshots (a)-(e) correspond to 0,1,2,4,5 ×104
time steps.
Fig. 7.4 also shows the results of simulations for the quasi-2D geometry. All
three regimes are reproduced in the simulations. The analytic model gives a
good account of the boundaries between them, but spreading in both directions
is slightly more difficult than predicted by the 2D theory. The simulations al-
low us to identify this as being due to the details of the interface pinning on
the posts. For an interface advancing along the positive x-axis, where the post
points towards the direction of travel, we observe three different possible pinning
mechanisms, labelled ||, B and X in Fig.7.5. If the post is almost vertical, the
leading interface is disconnected and is pinned to the vertical sides of the post
(|| label). For a more pronounced post tilt the interface remains disconnected,
but does not reach the top of the final post (B label). For large tilt the leading
interface is connected and has reached the equilibrium contact angle on the sub-
strate. However, in contrast to two dimensions, the final post is only partially
wet (X label). The situations, B and X, where the interface has only reached
the top of the penultimate post is only observed for slanted posts. It occurs be-
cause the interface can take the correct contact angle on the final post without
a large penalty in curvature energy. The interface configuration resembles that
in the partially suspended state identified in Kusumaatmaja and Yeomans [71].
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Figure 7.4: Plot of the different wetting regimes in the quasi-2D geometry, as a
function of wetting angle θ and post angle φ. The other geometric parameters
are: ax = 4.6w, h = 4w. The legend is: blue/circles: bidirectional spreading,
red/squares: unidirectional spreading, green: no spreading. The different green
symbols represent different pinning modes in the forward direction, as described
in Fig.7.5. Selected configurations (black circles) are shown in Fig.7.5. The
background indicates wetting regimes from a theory assuming a 2D geometry,
see Eq.7.5 [16].
We considered a small spacing between posts to facilitate spreading over a wide
range of wetting angles. It is however worth noticing that, if the spacing between
posts were increased in the spreading direction, configurations analogous to the
2D theory would likely appear, with pinning on the final rather than penultimate
row of posts.
In the hard direction for spreading, −x, the interface is pinned at the edges
of the final line of posts, adjusting to their slope, as shown in Fig.7.5, label ∗.
Bidirectional spreading only occurs for very low contact angles θ < 30o or posts
close to vertical φ > 70o.
These simulations correspond to quasi-static spreading, with the fluid reser-
voir replenished very slowly. Borderline configurations between different wetting
modes (such as φ = 70o, θ = 60o) are very sensitive to exact details of the position
and filling speed of the reservoir. This is expected because the free energy bar-
riers and capillary forces driving the flow are very small. A comparison between
two resolutions used shows that, as expected, spreading is slightly more difficult
for a narrower interface. We also note that, if the rate at which fluid is added to
the reservoir is increased, the resulting inertia allows the fluid to de-pin from the
top of the posts, forming a spherical cap.
7.3. RESULTS 67
D)
||
B
X
*
(a)
(b)
(c)
(d)
Figure 7.5: Different pinning configurations appearing in the quasi 2D simula-
tions. The first three correspond to the easy spreading direction, x, while the last
shows the typical pinning in the hard direction, −x. They can be identified with
the circled points in Fig.7.4 by matching symbols. Cross sections taken through
the centres of the posts are shown on the right as full blue lines. (a) If the post
is almost vertical, the leading interface is disconnected and pinned to the verti-
cal sides of the post (|| label). (b) For more pronounced post tilt the interface
remains disconnected, but does not reach the top of the final post (B label). (c)
For large tilt the leading interface is connected and has reached the equilibrium
contact angle on the substrate. However, in contrast to two dimensions, the final
post is only partially wet. (X label). (d) The interface in the negative x-direction
is disconnected, and pinned by the sides of the final post (∗ label). A penguin!
We next report a full three-dimensional simulation which allows the fluid to
spread along both x and y. The reservoir is defined as a circular region of radius
10w in the centre of the domain, and the contact angle is θ = 45o. In Fig.7.6
we plot contour lines showing the spreading of the drop base for subsequent time
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steps. The first plot is for vertical posts; as expected it reflects the symmetry of
the lattice. In the second plot the lattice spacing is the same, but the posts are
now slanted with φ = 60o. In the slanting direction, the behaviour is consistent
with the quasi-2D model, with the liquid spreading only in the positive x direc-
tion. The spreading in the y direction is comparable to the vertical post case.
The overall dynamics closely resembles the imbibition observed in experiments
by Chu et al. [16]. In Fig.7.6(c) the posts are closer in the x-direction. One
can see that the asymmetry of the spreading becomes more pronounced, with the
fluid spreading easily from one row to the next along x, while only spreading very
slowly along y. This occurs because the thermodynamic driving force for spread-
ing is much stronger in the x direction. For a contact angle of 45o there is slow
spreading along y, however for a larger contact angle the fluid will remain pinned
along y (the crossover can be estimated from Eq.7.5, taking φ = 90o in Figure
4), and/or x (as seen in the quasi-2D simulations reported in Fig.4) . Eventually,
in Fig.7.6(d), we simulate densely packed posts in the y direction, while keeping
the same x-spacing as in Fig.7.6(b). The behavior is now quite different, with
the spreading happening first in the transverse direction, and only subsequently
along the slanting direction. The unidirectionality is however maintained. These
results indicate that the final shape of a spreading drop can be tuned in detail
by varying the lattice geometry and tilt angle of the posts, while retaining the
relevant property of unidirectionality.
(a) (b) (c) (d)
Figure 7.6: Three dimensional spreading for θ = 45o and (a) φ = 90o , ax = ay =
4.6w. (b) φ = 60o , ax = ay = 4.6w. (c) φ = 60
o , ax = 3.6w, ay = 4.6w. (d)
φ = 60o , ax = 4.6w, ay = 2.53w. The blue contours show the interface position
at the base of the drop at increasing times.
Conclusions and outlook
We have applied a lattice Boltzmann algorithm for two phase flow to model the
spreading of liquid drops on a surface patterned by a lattice of slanted micro-
posts. Gibb’s pinning of the interface on the sides or top of the posts led to
unidirectional spreading over a wide range of fluid-substrate contact angles and
inclination angles of the posts. Regimes for spreading in no, one or two directions
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were identified, and shown to agree well with a two-dimensional theory proposed
by Chu et al [16]. A more detailed numerical analysis of the contact line config-
urations enabled us to understand deviations from the two dimensional model,
and to identify the configurations of the pinned interfaces.
The final drop shape depends on spacing of the post lattice, the contact angle,
and the geometry and inclination of the posts. Our simulations correspond to
slow spreading, but inertial terms will also alter the final drop configuration.
Thus there are many, varied possibilities to use slanted posts to control drop
shapes or the direction of a flowing stream of fluid. Contact angles can be varied
in situ by electrowetting, and it would be of interest to design substrates with
addressable posts where the contact angle of each of the posts could be varied
independently to allow steering of capillary flows.
Another exciting possibility is introducing slanted posts into microfluidic
channels, in order to tune and control capillary flows. For example, we could
obtain a microfluidic logic gate by controlling the pinning on few strategically
placed posts inside a micro-channel. In Fig.7.7 we show an example of a ”Frey
switch”, based on this concept. We are considering an open top microchannel
T-junction with two slanted posts in the main branch, whose slanting we assume
we can control externally. The fluid enters the T-junction through capillary im-
bibition, but the symmetry of the spreading is broken when the front meets the
slanted posts at different angles. The interface is therefore pinned on the right
side, but spreads freely on the left side, thus effectively steering the capillary
flow. A reversed configuration would allow flow in the right arm, while the two
posts leaning towards each other would pin the interface on both sides, stop-
ping the flow unless enough pressure is applied. Controlling the slanting angle
of microposts is indeed a complicated tasks form the fabrication point of view,
even though the use of magnetic fields to orient paramagnetic posts could be an
effective option in implementing such a design.
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Figure 7.7: Snapshot of capillary imbibition in the switch design. The simulation
box is 200×80×30 lattice units. The symmetry in the early stages of spreading is
broken by the asymmetric slanting of the posts, resulting in unidirectional liquid
flow.
Chapter 8
Jumping of Coalescing Droplets
on Superhydrophobic Surfaces
8.1 Introduction
Deformed liquid drops or sheets can store significant amount of surface energy,
which can be efficiently converted into other energy forms, such as kinetic energy.
For example, several fungi of the Ballistospore family exploit this discharge mech-
anism to release spores in the environment [74, 75]. Boreyko [76] has recently
observed how coalescing drops on a superhydrophobic surface can release enough
surface energy on contact to detach from the substrate, reducing the wetted frac-
tion of the substrate and thus improving significantly the condensation rate. This
behaviour can also be exploited to achieve self-cleaning substrates by removing
debris through the jumping mechanism [77]. A similar jumping behaviour has
been observed by Lee [78] upon actuation of electrolyte drops. Several authors
[79, 80] have also exploited surface tension as a mean of removing or reshap-
ing micron-sized metal structures, which are melted in a controlled fashion by
laser pulses. In this Chapter we will introduce a numeric model which is able
to describe many of these phenomena with an unified approach. We analyse the
relevance of several geometric parameters to identify different contribution to the
energy balance and possible dissipation sources. Our model is then compared to
existing data [78, 81, 82] to verify the understanding of the underlying mechanics.
8.2 Model
In the following we will consider an axially symmetric system, with a liquid phase
of density ρliq and viscosity µliq surrounded by a gaseous phase (with density and
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viscosity ρair, µair, respectively). The equations introduced in the following are
to be considered in non dimensional form, with a characteristic length scale R,
and a capillary time scale T
T =
√
R3ρliq
γ
, (8.1)
where γ is the liquid-gas surface tension. Assuming incompressibility in both
fluids, the equations of motion dictated by mass and momentum conservation for
the whole system are the continuity and Navier-Stokes equation:
∇ · u = 0 (8.2)
du
dt
+ u · ∇u = 1
ρ
(−∇p + Oh∇ · (µ [∇u +∇uT ])− cBok + δSκn) . (8.3)
Here u is the velocity field; p the pressure; k is a unit vector pointing down-
wards; and n is the outward unit normal to the surface of the drop. c(x) is
a marker field describing the presence of the liquid phase at a given position
in the domain, ranging from 0 (gaseous phase) to 1 (liquid phase). While the
fluid properties are constant in the bulk for each phase, at the interface they are
interpolated using the following relations:
ρ = c+ (1− c)D (8.4)
µ = c+ (1− c)M, (8.5)
where D = ρairρliq and M =
µair
µliq
are the density and viscosity ratio, respectively.
The non dimensional numbers Oh and Bo that characterize our system are the
Ohnesorge and Bond number , defined as (U = RT is the characteristic velocity
for the system)
Oh =
µliq
URρliq
=
1
Re
' Viscosity
Inertia
(8.6)
Bo =
R2g (ρliq − ρair)
γ
' Gravity
Surface Forces
. (8.7)
A final note concerns the boundary conditions applied. The simulation domain
is sketched in Fig.8.1. Both the floor and the ceiling of the simulation box en-
force free slip boundary conditions. Since the jumping phenomenon is commonly
observed on superhydrophobic surfaces, neglecting the friction on the substrate
can be considered as a reasonable approximation to ease the treatment of con-
tact line motion. Accounting for a finite contact angle and the force exerted on
the contact line could be a further step to reproduce experimental measurements
more closely.
Eqs.8.2 and 8.3 are solved on a staggered grid, using the finite difference
scheme introduced in Chapter 3 and a fourth order Runge-Kutta algorithm for
the time stepping. The pressure term is handled along the lines of the projection
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Figure 8.1: Sketch of the axisymmetric domain of the simulation, with boundary
conditions specified. The relevant radii R, r, and Rsphere from Eq.8.8, describing
the recoil from the elongated disk to a spherical shape, are also shown.
method described by Brown in [83]. We keep track of the interface through the
marker method introduced by Popinet et al [40], which we described in Chapter
4.
8.3 Results and discussion
8.3.1 Electrowetting jump
Recent experiments by Jun and Lee [78, 81] are useful for a validation of our
method. They actuate a drop resting on a superhydrophobic substrate with a
square pulse of characteristic time Tpulse ' 8.7 ms. In response, the droplet
center of mass is shifted and the drop can even detach and jump. The relatively
large scale of the experiment (the drop has an initial radius of about 1 mm, and
the time scale of the jump is about 10 ms) allows for a clear visualization of
the process, and the presence of the electrode helps in confining the drop to a
vertical motion. The associated non dimensional numbers are Oh = 0.0033 and
Bo = 0.147, and the experimentally observed efficiency of the energy conversion
process is about 20% [76, 78].
It is simple to evaluate the maximum energy stored in a rounded disk of main
radius R and height h = 2r, as sketched in Figure 8.1:
∆SE = γ (Adisk −Asphere) = γ
(
2piR2 + 2pi2r
(
R+
2r
pi
)
− 4piR2sphere
)
, (8.8)
With the additional constraint of volume conservation
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Figure 8.2: Top: electrowetting actuation of drops from [78]. The electric pulse is
a square pulse with a characteristic time Tpulse ' 8.7 ms. Bottom: selected pro-
files from the numeric simulation, with parameters M=0.02, D=0.005, Oh=0.004,
Bo=0.15. We observe a qualitative agreement on the time scale of the numeric
profiles and the images (times are expressed in ms, lengths in mm). The repro-
ducibility of the jump is not addressed in detail in the aforementioned paper, we
are currently carrying out measurements in this sense.
Adhesion 
correction
Figure 8.3: Left: Initial conditions for increasingly deformed drops with fixed
volume. Right: associated jump heights. Green lines represent the maximum
jump height from energetic considerations (Eq.8.8), the red line connects the nu-
merical results, which account for viscous dissipation, and the blue line connects
the experimental data from [78]. The thin lines (both red and green) are obtained
by reducing the available energy by a factor ∝ piR2 to qualitatively account for
the adhesion to the substrate, as described in the main text.
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4
3
piR3sphere = piR
2h+ pi2r2
(
R+
4r
3pi
)
. (8.9)
In Fig.8.2, we show some snapshots for the simulated detachment of the
drop, compared to images presented in [78], for parameters M=0.02, D=0.005,
Oh=0.004, Bo=0.15. The simulated drop shapes conform qualitatively to the
recorded images, and the time scale is also close. Published data do not allow a
more thorough comparison, and we are therefore carrying out similar experiments
to get better resolution in the time evolution of the drop, in collaboration with
Dr. Miljkovic at MIT. In Fig.8.3 we compare the experimentally measured jump
heights from [78] to the numerical results and the maximum jump height from
Eqs. 8.8 and 8.9 . A common trend can be observed, namely a larger energy
dissipation for highly deformed initial shapes, which results in a jump height fur-
ther away from the ideal value. This is easily understood looking at the energy
dissipation for the different setups. Indeed, highly deformed drops are affected
by a larger viscous dissipation related to the internal flow in the drop. However,
we can still notice a significant offset between the ideal and numerical results
and the experimental ones. A reasonable source of dissipation not accounted
for in the simulation is the adhesion work required to create a new liquid-air /
solid-air interface when the drop detaches from the substrate. This contribution
will naturally scale with the liquid-solid contact area, i.e. Wadhesion ∝ piR2. By
subtracting a correction of this kind to the maximum energy available for the
jump, we can indeed obtain a good agreement with the experimental data. This
suggest that adhesion and internal viscous dissipation are main contribution to
energy loss in the system. We are currently modifying the model to account for
adhesion directly in the numeric simulation, to further test our hypothesis.
8.3.2 Drop size scaling
The jumping phenomenon has been observed over a variety of droplet radii, from
a few microns for nucleating drops [12] to millimetre-sized in experiments by Jun
[78]. In this section we therefore analyse how the drop size affects its dynamics,
and which effects are more or less relevant for different droplet sizes. The drop
is initialized in the same way as in the previous section; we will assume R0 ' 1
mm, as in the electrowetting results discussed before. We will then consider
increasingly small droplets, expressing their radius as a fraction of R0. Since
the equations are in nondimensional form, by adequately scaling the Ohnesorge
Oh =
µliq
URρliq
∝ 1√
R
and Bond number Bo =
R2g(ρliq−ρair)
γ ∝ R2, we can effectively
control the length scale of the simulation, without changing the simulation box
size. We can therefore consider slightly deformed drops with a fixed aspect ratio
of ' 2 at different length scales, and look at the time evolution of the kinetic
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Figure 8.4: Kinetic energy (Fig.8.4a) and Dissipated energy (Fig.8.4b) over time
for different values of the initial radius of the drop. The thin lines in Fig.8.4b
represent the energy dissipated inside the liquid phase.
energy of the drops for different radii in Fig.8.4a and the dissipated energy over
time in Fig.8.4b.
There are a few common trends to observe. The dissipation plot, for example,
shows a characteristic kink, roughly corresponding to the detachment of the drop
form the ground. This is probably due to the steep velocity gradient in the
recoiling phase, when the mean fluid flow becomes orthogonal to the substrate
before the detachment.
The kinetic energy shows a characteristic frequency of oscillation close to
the capillary time T =
√
R3ρliq
γ , associated to the wobbling of the drop during
the flight stage. However, such an oscillation is not observed in the dissipation
profiles. We argue that, for the relatively small deformation considered in these
simulations, internal viscous dissipation due to drop oscillations is not relevant,
and the slow dissipation in the flight stage is due to viscous drag of the gas phase
on the drop. Indeed, by integrating only the energy dissipated inside the liquid
drop, we observe a saturation after the detachment.
It seems possible to discriminate three ”size ranges” with different dynamics.
Large drops (dark blue, green lines, R ' 1 mm) dissipate little energy, since
their Ohnesorge number is small and their velocity modest. Therefore, dissipation
is small both in the early stages ( t ≤ 2, when energy is lost to the viscous recoiling
of the liquid drop) and later stages, when drag is likely to be the main source of
dissipation. However, the droplets escape velocity (or kinetic energy, Fig.8.4a )
is also small, since gravity plays a relevant role. Medium sized drops (red, light
blue lines R ' 100 to 500 µm) dissipate more energy both in the retracting and
flying phase. As a matter of fact, their Ohnesorge number is larger and their
velocity higher, since gravity becomes almost irrelevant in this regime. Even
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smaller drops (fuchsia line, R ' 50 µm) dissipate even more energy in the early
stages. However, due to their reduced cross-area, are less affected by drag in
later stages, and therefore eventually overcome ”medium sized” drops in terms
of velocity.
8.3.3 Leidenfrost rings
Figure 8.5: Top view of a collapsing liquid ring, from [82]. The time between
frames is 8 ms, and the initial radii R and a are 4 and 2 mm, respectively.
We eventually consider a more exotic experiment by Texier et al. [82], which
is however very close to our modelling assumptions. In this work, rings of liquid
oxygen in the Leidenfrost state were realized by pouring the liquid on a glass sub-
strate and applying an annular magnetic field, which attracts the paramagnetic
liquid. Once the field is switched off, the ring collapses with a constant acceler-
ation (see Fig.8.5). Our frictionless, axisymmetric setup looks ideal to test this
result. We can also reproduce density and viscosity ratio quite closely (D = 0.005
and M = 0.1). One main result derived in [82] is the remarkably simple dynamics
of the torus in the early recoiling phase. Indeed, it can be shown that the major
radius R of the ring evolves in time as [82]:
R(t) = R0 − γ
ρR0a0
t2. (8.10)
Here R0 is the initial major radius, a0 is the diameter of the torus and γ and ρ
are the surface tension and density of the liquid phase. We therefore initialize
our simulation according to this geometry i.e. tori with different R0, a0, and
dimensionless numbers Bo = 0.22, Oh = 0.0024. We then compare the numeric
evolution to Eq.8.10. In Fig.8.6 we plot the major radius over time, compared
with the parabolic trend form Eq.8.10, which is expected to hold in the prelimi-
nary collapse phase. The agreement of our numeric results with Eq.8.10 is indeed
very good for several values of R0 and a0. The low surface tension of liquid
oxygen implies a large Bond number, meaning that the drop will be flattened by
gravity, and the jumping harder to observe. The simulations also show the ring
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deforming from an initial toroidal shape to an elongated one, under the effect of
gravity. However, the jumping can still be achieved considering smaller values of
Bo (for instance, smaller rings).
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Figure 8.6: Collapse dynamics for toroidal rings of different initial radius R0 and
cross section a0. Dotted lines are numerical data, while full lines follow Eq.8.10.
8.4 Conclusions and outlook
In this Chapter we analysed and reproduced numerically jumping droplets on su-
perhydrophobic surfaces. Our simulations suggest that different dissipative effects
play a role, depending on the coalescing drop size, deformation and adhesion to
the substrate. We compared our results to available experimental data, observing
good qualitative agreement. An ongoing collaboration with Nenad Miljkovic at
MIT aims at testing our simulations experimentally through suitable electrowet-
ting experiments. An interesting extension of the current analysis would be to
consider the optimal shape to achieve the highest jump, accounting not only for
the stored surface energy, but also for the viscous dissipation in the recoiling
phase.
Chapter 9
Conclusions and Outlook
The present thesis and literature review show clearly how micro-patterning leads
to a great variety of wetting phenomena, which may find technical applications
in the near future. We developed analytic models and numeric simulations of
these phenomena, which constitute a significant step towards engineering ad-hoc
patterns with specific wetting behaviours.
We first addressed the Cassie-Baxter model for super-repellent surfaces, and
we analysed how different patterns perform under perturbations of the equilib-
rium configuration. In Chapter 5, we applied topology optimization to the cross
section of microposts, to minimize the deformation of the liquid-air interface un-
der an applied pressure. In Chapter 6, we studied the oleophobic properties of
overhanging posts, and addressed their wetting and mechanical properties at the
same time. We then moved our attention to dynamic phenomena, both in the
extremely hydrophilic and hydrophobic range. In Chapter 7, we analysed how to
steer and direct the wetting on a surface patterned with hydrophilic slanted posts,
and described the effect of several geometric parameters on the spreading pat-
tern. Eventually, in Chapter 8 we considered the recently observed phenomenon
of jumping droplets on superhydrophobic substrates. We described how the ter-
minal velocity of the jump scales with the droplet size, and different sources of
dissipation that affect the efficiency of the process.
9.1 Outlook
The results described in this thesis suggest several future research directions,
both on the technological and fundamental levels.
One clear direction for future research is the experimental fabrication and
characterization of the described patterns and associated wetting behaviours.
We started several ongoing collaborations with this aim. Nis K. Andersen and
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Prof. Taboryski at DTU Nanotech are currently characterizing the topology
optimised designs described in Chapter 5. Mikkel B. Klarskov and Prof. Bøggild
are working with inclined UV lithography to fabricate slanted microposts inside
micro channels, in order to test the results of Chapter 7. Detailed measurements
of the jumping behaviour in nano-drops are currently carried out by Dr. Nenad
Miljkovic at MIT.
On the fundamental level, the natural step forward is to consider multi-physics
problems, i.e. combine wetting and other phenomena. This interplay is twofold.
On one hand, electric fields, heat flows, or mechanical actuation can provide
excellent tools to control drops and realize tunable, dynamic wetting system. On
the other hand, controlling the wetting properties of a substrate can result in
enhanced mechanical, thermal or conductive properties.
As regards the mechanical actuation of drops, an interesting extension of
the results presented in Chapter 7 is to study ”Cassie drops” on flexible cilia.
Droplets suspended on an asymmetric texture can exhibit unidirectional motion
due to a directional contact angle hysteresis, a mechanism that can be employed
to transport a ”cargo” inside the liquid [18]. Flexible posts could also be employed
to realise switching microfluidic devices such as the T-junction described in the
end of Chapter 7.
The lattice Boltzmann scheme described in Chapter 7 is also well suited to
analyse phase transitions (such as nucleation or evaporation) combined with dif-
ferent flow configurations, since it naturally includes a thermodynamic description
of two interacting phases. Many interesting results have recently been published
in this field [12, 84], which show how the heat exchange due to condensation
or evaporation can be enhanced on suitably patterned surfaces. An example is
the self-ejection of droplets on superhydrophobic surfaces we model in Chapter
8, which allows a continuous nucleation on the substrate, not interrupted by
flooding.
Eventually electrowetting, i.e. controlling the wetting properties of electrolyte
droplets through electric fields, promises exciting technological applications. For
example, confined drops can be used as micro-lenses [85], whose focal length can
be adjusted by changing the interface curvature through an electrostatic-induced
pressure. The shape of the drop-lens is controlled by the surface geometry, and
could benefit from the topology optimization approach we described in Chapter
5.
Opportunities are therefore plentiful, and the best has yet to come.
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Topology optimization of robust superhydrophobic
surfaces
Andrea Cavalli, Peter Bøggild and Fridolin Okkels*
In this paper we apply topology optimization to micro-structured superhydrophobic surfaces for the ﬁrst
time. It has been experimentally observed that a droplet suspended on a brush of micrometric posts
shows a high static contact angle and low roll-oﬀ angle. To keep the ﬂuid from penetrating the space
between the posts, we search for an optimal post cross-section that minimizes the vertical displacement
of the liquid–air interface at the base of the drop when a pressure diﬀerence is applied. Topology
optimisation proves eﬀective in this framework, showing that posts with a branching cross-section are
optimal, which is consistent with several biologic strategies to achieve superhydrophobicity. Through a
ﬁltering technique, we can also control the characteristic length scale of the optimal design, thus
obtaining geometries feasible via standard lithography.
Introduction
Superhydrophobicity is a remarkable natural phenomenon,
recently analysed1–6 and reproduced articially2,7–10 by
numerous research groups. Superhydrophobic surfaces show
very large static contact angles and small roll-oﬀ angles for
water, and these properties are usually associated with self-
cleaning surfaces.
A micro- and/or nano-scale texture is usually at the origin of
superhydrophobicity.11,12 A drop can reach several diﬀerent
equilibrium states on a textured substrate, as sketched in Fig. 1.
The eﬀective minimum energy conguration depends on the
chemical and geometrical properties of the liquid–solid inter-
face. We will now focus on superhydrophobicity, which is
usually associated with the Cassie–Baxter state.13 In this
conguration, the drop is suspended by the protruding
features, so that its base is in contact with a heterogeneous
solid–air substrate. The apparent static contact angle qCB,
according to the Cassie–Baxter theory, is given by:
cos qCB ¼ fslcos qY  (1  fsl), (1)
a weighted average between the contact angle for the solid
substrate (qY) and for air (qair ¼ 180), where fsl represents the
wetted solid surface per base area of the drop.
If a drop in the Cassie–Baxter state is perturbed, for instance
if a pressure diﬀerence is applied between the drop and the
environment, the liquid–air interface will bulge, and eventually
the liquid will begin to ow along the side of the posts when the
angle qbend (see Fig. 2) exceeds the contact angle qY.
This eﬀect is particularly important for inherently hydro-
philic materials, for which a heterogeneous wetting state can be
Fig. 1 Sketch of the possible equilibrium positions of a drop on a textured
surface. The states between orange brackets are accessible for hydrophilic
materials, and those between blue brackets are accessible for hydrophobic
materials.
Fig. 2 (A) Interface deformation under applied pressure, for hydrophobic
materials. If qbend > qY, the contact line slides along the side of the post, in the
direction of the yellow arrow. (B) Analogous setup for hydrophilic materials. If
qbend > qY, the liquid wets the bottom face of the plate, in the direction of the
yellow arrow.
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achieved through overhanging structures (see Fig. 2B), even if
the global energy minimum will be a Wenzel state7 (Fig. 1).
Maximising the robustness of the suspended drop congura-
tion upon applied pressure is therefore fundamental for eﬀec-
tive superhydrophobic surfaces.
The research about “Cassie mode” superhydrophobicity has
so far been characterized by a strong dichotomy. On the one
hand, complex hierarchical structures have been fabricated and
tested experimentally, but their modelling is diﬃcult, since the
structures are usually rough and non-periodic.14 On the other
hand, there is an active research for the optimal post shape to
achieve a robust Cassie state, which however usually relies on
simple shape perturbations to conventional cylindrical or
square posts. In this paper, we take a step in bridging this gap,
applying the tools of topology optimization.
Topology optimization15 is a structural optimization method
with no intrinsic constraint on the topology of the solution,
which has been applied in such diﬀerent elds as structural
mechanics,15 photonic crystal design16 and microuidic
devices.17 We will here apply it to obtain the texture that mini-
mizes the deformation of the liquid–air interface under applied
pressure, thus making the suspended state as robust as
possible. We will see that this approach generates interesting
branching structures, which resemble natural and experimen-
tally tested superhydrophobic structures. However, the
symmetry and length scale of the optimal design can be tuned
in the numeric optimization procedure, leading to a better
understanding and control of such features.
Modelling and numeric setup
In this work we will restrict our analysis to a unit cell for a
square array of posts (Fig. 3), neglecting nite size eﬀects at the
edge of the drop. We will consider a two-dimensional picture,
in which the liquid–air interface is at and suspended on top of
the posts (z ¼ 0) in the unperturbed conguration, and bulges
between the posts to a depth S(~x) upon applying a pressure
diﬀerence DP. Such a pressure diﬀerence across the liquid–air
interface can arise for diﬀerent reasons, such as the Laplace
pressure, due to the drop curvature or the pressure upon
impact of a drop on the substrate. We also introduce non-
dimensional units for length l, surface tension s and pressure
P as follows:
s ¼ s0s;
l ¼ L0l;
P ¼ s0
L0
P
 ¼ P0P:
(2)
Here L0 is the characteristic length of the system, which we
will take as the side of the unit cell (typically few mm), and s0
can be taken as the surface tension of the liquid considered
(72.9 mJ m2 for water at 20 C). Moreover, since typically
L0  lc ¼
ﬃﬃﬃﬃﬃ
s
rg
r
, where lc is the capillary length for the liquid
considered, we can neglect gravity.
Let us rst consider a simple geometry, such as a cylindrical
post (cross-section is shown in Fig. 3B). The deection of the
liquid–air interface among posts can then be described by the
Young–Laplace equation18
fV$ VSx→VSx→0B@ 1CA ¼ DP on DSx→ ¼ 0 on vD1
VS

x→

$n→ ¼ 0 on vD2:
(3)
A Dirichlet boundary condition S(~x) ¼ 0 is used at the
boundary of the solid structure vD1 to represent the interface
being pinned on the ridge of the post. A Von Neumann condi-
tionPS(~x)$~n¼ 0 is applied on the boundary of the unit cell vD2
to account for the symmetry of the post array (in the following,
we will also exploit the symmetry of the cell to work only on one-
eighth of the domain).
For the optimization procedure, we will now slightly
modify this setup. We still consider a “solid” support (S(~x) ¼
0, red dot in Fig. 3C) in the centre of the domain, but now the
post cross-section is allowed to change around it, in order to
provide an optimal support for the interface. The distribution
of the material at point ~x inside the cell is described by the
design variable g(~x), a scalar eld which ranges from
0 (completely solid) to 1 (completely empty) through inter-
mediate values.
The eld g(~x) will be coupled with eqn (3), leading to the
following formulation of the problem:
fV$ KðgÞ VSðx→ÞVSðx→Þ0B@ 1CA ¼ DP on DSðx→Þ ¼ 0 on vD1
VSðx→Þ$n→ ¼ 0 on vD2:
(4)
Fig. 3 (A) Sketch of the considered post array. (B) Top view of a single post cell,
for the basic circular cross-section. The domain D and boundaries vD1 and vD2
from eqn (3) are also shown. (C) Same view of a single cell, with a variable cross-
section (white area) around a ﬁxed “nucleus” (red dot). In the topology optimi-
zation procedure, the cross-section is not ﬁxed but varies according to the ﬁeld
g(~x). The dashed line in (C) shows the reduced computation domain that exploits
the symmetry of the cell.
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where K(g) is dened as:
KðgÞ ¼ 1þ ðKmax  1Þqð1 gÞðqþ gÞ (5)
Given the form of eqn (4) and (5), it is possible to understand
the eﬀect of the design variable g(~x) on the solution S(~x). Where
g(~x) ¼ 0, K(g) is equal to Kmax, which is xed to be a large value.
The value DP on the right side of eqn (4) then becomes negli-
gible, and the liquid–air interface S(~x) does not deform signi-
cantly. We therefore recover the “solid” condition S(~x)x 0. On
the other hand, if g(~x) ¼ 1 (“empty space”), K(g) ¼ 1, and we
recover the Young–Laplace equation out of the support of the
post, as in eqn (3). Intermediate values of K(g) do not have a
direct physical interpretation, but are required for a smooth
optimization procedure. The interpolation between these two
extreme ranges is controlled by the parameter q in eqn (5). By
choosing a suﬃciently small value (through testing we found
that 104 gives a reliable result), it is possible to drive the
optimization procedure to give a well dened “solid-empty”
binary design.15 This formulation also resembles a 2D optimal
heat conduction problem, where K(g) corresponds to the
distribution of the conducting material.19
We eventually need to dene an objective function, i.e. a
quantity whose minimization with respect to g(~x) will maximise
the support to the liquid–air interface. We choose this quantity,
called F[S(~x),g(~x),DP], to be the squared integral displacement
of the interface (for a given pressure diﬀerence DP and material
distribution g(~x)):
F
h
Sð~xÞ;gð~xÞ;DP
i
¼
ð
D
S2

~x

dA: (6)
With this choice, we do not control directly the angle
between the interface and the side of the post, which is indeed
what would trigger the penetration of the liquid among posts.
However, eqn (6) is easy to evaluate through the optimization
procedure, and its minimization naturally constrains the
maximum bending angle of the interface,20 although there
might be uctuations along the post ridge.
At every iteration, the topology optimization code changes
the value of g(~x) over the domain and evaluates F[S(~x),g(~x),DP]
and the sensitivity dF/dg(~x). We then use this information as
input to nd the conguration of g(~x) that minimizes the
objective function F, using the method of moving asymptotes
(MMA).21 Details on the sensitivity analysis and the imple-
mentation of the code can be found in the paper by Olesen
et al.17 We will also introduce a constraint on the maximum
solid fraction per unit cell as:ð
D
1 gð~xÞdA# fsl: (7)
Remembering the Cassie–Baxter relation cos qCB ¼ fslcos qY
 (1  fsl), eqn (7) can conveniently be interpreted as a
constraint on the static contact angle shown by a surface
patterned in this way.
The specic coupling K(g) we use in eqn (4) will generate a
structure connected to the boundary vD1, which “radiates” the
support to the g x 0 regions.19 This eﬀectively makes our
analysis a shape optimization with many degrees of freedom,
while the general topology optimization routine we use could as
easily generate disconnected topologies.
There are a few reasons for the choice of the connected
design. First, it is well known that dense and thin posts, ideally
down to the nanometer scale, oﬀer increasingly better support
to drops in the Cassie–Baxter state.2,22 However, it is perhaps
more interesting to optimize the shape of a single texture
element, which can then be scaled up or down in size according
to fabrication and performance constraints. Second, if we are
interested in obtaining a hydrophobic behaviour from hydro-
philic materials, overhanging structures are required. In this
perspective, the central support in our optimisation can be
considered as the stem of the post (see Fig. 2), while we eﬀec-
tively optimise the cross-section of the top plate. Eventually, we
argue that our branching structures would show higher
mechanical robustness than hair-like features, in particular to
buckling and shear loads. This latter property is of great rele-
vance for practical fabrication purposes, since most practical
applications would include signicant stresses for the
substrates.23
A nal remark regards the length scales in the optimal
design: at every iteration in the optimisation routine we calcu-
late a smoothed version ~g(~x) of the design variable g(~x),
applying a diﬀusion step:24
Ldiff
2V2~g(~x) ¼ ~g(~x)  g(~x). (8)
While calculating the sensitivity, ~g(~x) is then used. This
process allows us to control the minimum size of the features
appearing in the optimal design. As we will discuss in the next
section, without ltering small length scale features would
appear in the optimal design, ideally down to the mesh scale.
However, these small solid features surrounded by empty space
are transformed by the diﬀusion step in a homogeneous area
with an intermediate g(~x) value, and thus are penalized by the
K(g) function, which favours a binary solid–empty solution. The
main advantage of this technique is its formulation in terms of
a partial diﬀerential equation, which relies on the same
numeric tools used for eqn (4).
The actual implementation of our optimization routine uses
a Matlab code that relies on the commercial soware COMSOL
to solve the partial diﬀerential equations at every iteration step.
Discussion of optimized designs
In the following, the pressure diﬀerence acting on the interface
has been xed as DP¼ P0. In Fig. 4 we compare the performance
of a cylindrical post (A) and an optimized design (C) inside a
unit cell. The surface plots displayed on the right (B and D)
show the vertical displacement S(~x) obtained through eqn (3).
For both structures, the solid fraction is fsl ¼ 0.25. It is easy to
see the enhanced performance of the topology optimized
structure, with themean displacement reduced by a factor of 10.
It is clear that the branching in the optimal structure increases
the length of the contact line, where the surface tension acts on
2236 | Soft Matter, 2013, 9, 2234–2238 This journal is ª The Royal Society of Chemistry 2013
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the side of the post to balance the eﬀect of the applied pressure
diﬀerence. This results in a reduction of the interface defor-
mation. However, we think that just choosing a meandering
cross-section would not improve the performance dramatically.
Lobaton and Salamon,20 for instance, considered a simpler
sinusoidal perturbation to a circular cross-section. While
signicantly increasing the contact line length, such a shape
modication showed modest improvement in the critical
pressure value. The added feature of our optimal designs is the
convenient placement of the branches that adjust to the cell
shape (here a square unit cell; however analogous solutions
have been tested for hexagonal lattices) to reduce the size of the
gaps between solid features. We therefore argue that the
signicant reduction in the surface displacement arises from
the interplay of optimal location of the main branches and
increased contact line length coming from the secondary
branches.
This physical picture makes it easy to understand the eﬀect
of the ltering length Ldiﬀ on the optimal design. The designs
shown in the upper row of Fig. 5 were obtained by solving for
the domain shown in the bottom row. The yellow dots have a
radius equal to Ldiﬀ.
It can be seen that, for any value of Ldiﬀ, the structure
branches along the diagonals of the square cell, thus lling the
largest gap between two posts. If the resolution is suﬃciently
ne, further branching appears, with new branches lling the
gap among the diagonals. The process continues for even
smaller length scales and we get an overall quasi-fractal
behaviour.
It is possible to see how the ltering procedure constrains
the minimal length scale in the optimal design. This allows us
to obtain structures suitable for fabrication, i.e. with a feasible
amount of branching.
These fractal-like structures resemble several biological
surfaces, such as the lotus leaf, which use analogous (although
three-dimensional) multi-scale structures to achieve their
superhydrophobic properties. Although our optimization is two
dimensional, it is possible to complement the suggestions from
topology optimization with general knowledge from super-
hydrophobic surfaces, to get an even more eﬀective texture.
Indeed, most articial and natural superhydrophobic surfaces
are characterized by a micron scale texture with superimposed
nanometric roughness. The cross-sections shown here should
be considered an optimal micron scale pattern, over which
nano-grass features can be grown, thus achieving a multi-layer
support for the interface (this procedure is currently being
considered in collaboration with Nis K. Andersen and Rafael
Taboryski at DTU Nanotech, and will be the subject of a future
publication).
In Fig. 6, we eventually analyse the dependence of the mean
interface displacement hsi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
D
ð
D
S2ð~xÞdA
r
on the solid frac-
tion fsl for a xed lter length Ldiﬀ ¼ 0.75 hmesh, where hmesh is
the characteristic mesh size. An increasing branching for a
larger solid fraction is clearly seen in the optimal designs, which
results in a better support for the interface. In the chart we
compare the mean displacement for the optimal design to the
displacement for a post of circular cross-section and same fsl.
Fig. 4 (A) Top view of a cylindrical post with a solid fraction fsl ¼ 0.25. (B)
Displacement plot for applied pressure DP ¼ P0. (C) Optimized material distri-
bution with a solid fraction fsl ¼ 0.25. (D) Displacement plot for the topology
optimized design.
Fig. 5 Optimal design for fsl ¼ 0.3 and Ldiﬀ ¼ 0.5, 1, 3 times the mesh size hmesh.
The radius of the yellow dot in each column is equal to Ldiﬀ.
Fig. 6 Optimal designs as a function of solid fraction fsl. The red dot represents
the ﬁxed support in the optimisation procedure. In the chart, the mean vertical
displacement of the liquid–air interface is compared for cylindrical posts and
topology optimised ones.
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We can see that the optimised design always performs better
than the simple circular cross-section, and even more so for
large solid fractions, which is again a consequence of the higher
degree of branching in the optimised conguration.
Conclusion and outlook
In this paper we applied topology optimisation for the stability
of superhydrophobic surfaces. We found that this technique is
very eﬀective for the task. Branching structures are found to be
optimal to support hydrostatic pressure for a Cassie–Baxter
state, in a two-dimensional analogy to natural structures. We
also analysed the eﬀect of a solid fraction constraint on the
optimal design, as well as the use of a PDE lter to obtain
designs suitable for fabrication. Further work will include the
fabrication and characterization of such optimised micro-
textured surfaces. Preliminary fabrication results obtained at
DTU Nanotech suggest that the optimal shapes can be repro-
duced with a high degree of precision using common litho-
graphic techniques. A further step will be to use a cost-eﬀective
procedure, such as injection moulding, to produce the same
designs.
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ABSTRACT: In this paper, we introduce a comprehensive and versatile approach to
the parametric shape optimization of oleophobic surfaces. We evaluate the
performance of inverse trapezoid microstructures in terms of three objective
parameters: apparent contact angle, maximum sustainable hydrostatic pressure, and
mechanical robustness (Im, M. ; Im, H: ; Lee, J.H. ; Yoon, J.B. ; Choi, Y.K. A robust
superhydrophobic and superoleophobic surface with inverse-trapezoidal micro-
structures on a large transparent ﬂexible substrate. Sof t Matter 2010, 6, 1401−1404;
Im, M. ; Im, H: ; Lee, J.H. ; Yoon, J.B. ; Choi, Y.K. Analytical Modeling and Thermodynamic Analysis of Robust
Superhydrophobic Surfaces with Inverse-Trapezoidal Microstructures. Langmuir 2010, 26, 17389−17397). We ﬁnd that each of
these parameters, if considered alone, would give trivial optima, while their interplay provides a well-deﬁned optimal shape and
aspect ratio. The inclusion of mechanical robustness in combination with conventional performance characteristics favors
solutions relevant for practical applications, as mechanical stability is a critical issue not often addressed in idealized models.
1. INTRODUCTION
In recent years, Nature has inspired several microstructures
with fascinating wetting properties. Superhydrophobicity,3
controlled spreading,4 and unidirectional droplet motion5,6
have been experimentally reported, taking inspiration from such
diverse systems as Lotus leaves and the wings of butterﬂies.
Recently, numerous studies have analyzed hydrophobic surfaces
obtained from hydrophilic materials through micropatterning,
both experimentally (Tuteja et al.,7 Im et al.1) and theoretically
(Marmur,8 Nosonovsky,9 Lobaton and Salamon10). This
problem can be directly related to the realization of oleophobic
surfaces, that is, surfaces where low surface tension ﬂuids (like
oils) show a Young contact angle larger than 90°. As a matter of
fact, smooth surfaces of most materials are oleophilic and
chemical coatings usually do not aﬀect the surface energy
enough to impart oleophobicity. Micropattering is then
essential to obtain oleophobicity, since a micrometer-sized
texture allows novel wetting states with respect to a smooth
substrate.
As is sketched in Figure 1, there are many possible
equilibrium conﬁgurations for a droplet on a textured substrate,
depending on the chemical and geometrical properties of the
surface. Here we focus on the Cassie−Baxter regime, where the
liquid is suspended on the surface protrusions, so that the drop
sits on a mixed solid−air substrate. In this case, the expected
static contact angle θCB is a microscopic average between the
contact angle with the solid surface (θY) and the one with air
(i.e., 180°).
The two angles are weighted with the fraction of the base
area of the drop in contact with the substrate ( fsl) and with air
( fgl), so we get the relation
θ θ= −f fcos cosCB sl Y gl (1)
As seen from this equation, for a proper choice of fgl and fsl, a
hydrophilic surface could show hydrophobic or even super-
hydrophobic behavior if it was able to sustain such a composite
interface. However, an energetic argument shows that a
suspended Cassie−Baxter interface will never be a global
energy minimum for hydrophilic substrates. In fact, a
suspended conﬁguration is only energetically favorable if (De
Gennes3)
θ ≤
−
−
f
r f
cos Y
gl
sl (2)
where r is the roughness of the surface, deﬁned as the ratio of
the eﬀective area below a drop to the base area of the drop.
Since the right side of eq 2 is always negative, the inequality is
never satisﬁed for hydrophilic materials (cos θY > 0).
Received: April 13, 2012
Published: October 18, 2012
Figure 1. Sketch of the possible equilibrium positions for a droplet on
a textured surface. The inset shows a magniﬁcation of the idealized
liquid−gas interface for the metastable conﬁguration.
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Nevertheless, local energy minima, corresponding to a
suspended solid−air interface, are possible, and thus a
microscale texture can still convert a hydrophilic substrate
into a metastable hydrophobic or even superhydrophobic
one.11 This local energy minimum can be attained using an
overhanging texture, so that in equilibrium the local contact
angle matches the Young contact angle inside the protrusions
(see inset in Figure 1). Since this equilibrium is not a global
energy minimum, its stability against perturbations, such as an
applied external pressure, must be carefully tested. In this paper,
we will describe a novel optimization approach, that takes into
account three diﬀerent properties of candidate oleophobic
microstructures. These are (a) the apparent or macroscopic
contact angle shown by drops on the texture, (b) the maximum
hydrostatic pressure the liquid−air interface can sustain while
being in the suspended state, and (c) the mechanical robustness
of the microstructures. We will show how the interplay of these
objective parameters is essential in deﬁning an optimal
oloephobic structure. As a test geometry, we will consider
inverse trapezoids as those realized by Im et al. in refs 1 and 2
and shown in Figure 2. These structures have been shown to be
realizable in a wide range of aspect ratios with high regularity,
combining PDMS replication procedures and backside 3D
diﬀuser lithography.
2. MODELING AND SETUP
From now on, we will consider a drop sitting on a square array of
inverse trapezoid posts, as can be seen in Figure 2 and later in Figure 6.
A complete description of a drop on a textured surface is a rather
delicate task, that could include dynamics eﬀects and several length
and time scales.19 Some relevant features of such a system can however
be explained in terms of simpler static considerations. First of all, we
will describe the liquid−air interface on the textured substrate, deﬁning
a model to assess the capillary stability of the suspended Cassie−
Baxter conﬁguration. We will then consider the mechanical robustness
of the microstructures, using linear elasticity theory. To generalize the
scope of the analysis, we introduce normalized surface tensions,
lengths, and pressure as follows:
γ γ γ= ̅
= ̅
= ̅
l L l
P P P
,
,
ij ij0
0
0 (3)
where γ0 will be the liquid−air surface tension for the considered
liquid, for instance, γ0 = 21.7 mN/m at 19
oC for octane.18 L0 will be a
characteristic length for the texture, and we choose it to be L0 = 5 μm,
which is consistent with experimental studies.1,7 P0 can be related via
the Young−Laplace equation to the other quantities, so P0 = γ0/L0 =
4.34 × 103 N/m2.
2.1. Wetting Analysis: Energetic Considerations and Failure
Modes. If we neglect eﬀects due to the ﬁnite size of the drop (i.e., the
drop radius is much larger than the texture size), we can restrict our
analysis to a unit cell of the texture, exploiting the periodicity of the
system. We will also forget about gravitational eﬀects; this assumption
is valid if the drop size is smaller than the associated capillary length λc
= (γ/ρg)1/2, where γ is the liquid−air surface tension, ρ is the ﬂuid
density, and g is the gravitational acceleration.
As shown by several authors,8,9 a drop on a microtexture ﬁnds a
local energy minimum if the local contact angle θloc with the solid wall
equates the Young contact angle θY, that is,
θ θ=cos cosloc Y (4)
Furthermore, it can be shown8,9 that this equilibrium will be stable for
inﬁnitesimal displacements if the proﬁle of the pillars/trenches is
convex; that is, the center of curvature is inside the solid phase. These
conditions then put a ﬁrst set of constraints on the candidate proﬁles
for an oleophobic texture.
In any case, a transition to a fully wetted conﬁguration is still
possible under applied pressure at the liquid−air interface. Tuteja et
al.7 have underlined the relevance of two failure mechanisms for such
overhanging structures. If θloc exceeds θY, the contact line will slide
along the pillars’ side, eventually wetting the base of the micro-
structures (this failure mode is termed “angle” or “T*-failure” in Tuteja
et al.7 and is shown in Figure 3A). Alternatively, the liquid−air
interface could bend enough for the meniscus to touch the bottom of
the texture, triggering a transition to a fully wetted state. This process
is termed “height” or “H*-failure” in Tuteja et al.7 and is shown in
Figure 3B).
The critical pressure triggering either failure mode can be obtained
analytically for two-dimensional structures, as shown in the Supporting
Information. Alternatively, a numerical simulation can be used to
predict the shape of the interface under applied pressure and therefore
the onset of the failure mode. We carried out such simulation using the
software Surface Evolver, as discussed in the next section.
2.2. Surface Evolver Setup. Although it is possible to get an
approximate description of the liquid−air interface on textured
surfaces, an exact analytic solution is often not available, and numerical
modeling is therefore required to account for speciﬁc geometries.
Some authors (Lobaton and ,10 Zeng et al.,12 Emami et al.13) have
already considered the static problem of a liquid−air interface under
applied pressure. However, Zheng et al.12 consider already hydro-
phobic materials, while Lobaton and Salamon10 assume sharp corners
that pin the contact line. Our numerical model will instead be fully
three-dimensional, thus allowing the sliding of the contact line along
the side of the pillar structures. Our simulation has been realized using
Surface Evolver (SE),14 a C-like environment for drop and interface
simulation. The interface is described by a triangular mesh, with an
energy function associated to every facet. The free surface of the ﬂuid
is initialized with a coarse polygon, and then reﬁned and relaxed
according to an energy minimization algorithm. The boundary vertices
are constrained to move on a two-dimensional manifold, representing
the post. Since the evolution is generated with a gradient-descent
algorithm, the transient dynamics of the simulation do not include
inertial eﬀects. However, the equilibria found this way coincide with
the physical ones. Let us consider a unit cell of the texture. The total
energy G of the system can be expressed as
Figure 2. SEM image of a single PDMS inverse trapezoid (a) and an
array of them (b) from Im et al. Reprinted with permission from ref 2.
Copyright 2010 American Chemical Society.
Figure 3. Two-dimensional sketch of the possible failure modes for a
suspended conﬁguration, with relevant geometric parameters shown.
(A) T*-failure: the local contact angle gets too large for equilibrium,
and the ﬂuid slides on the side of the post. (B) H*-failure: the bending
liquid−air interface touches the bottom of the texture, leading to full
wetting.
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γ γ γ= + + +G A A A PVls ls lg lg sg sg (5)
Here V is the liquid volume inside the unit cell and P is the prescribed
pressure diﬀerence across the interface, while (γgl, γgs, γls) and (Agl, Ags,
Als) are the surface tensions and contact surfaces per unit cell between
gas and liquid phase, gas and solid phase, solid and liquid phase,
respectively. Since the solid area per unit cell has a ﬁnite extent, we can
introduce its value Atot, so that Asg = Atot − Als. Constant terms in the
energy expression will not contribute to the minimization, so we can
discard Atot. Remembering the deﬁnition of Young contact angle cos
θY = (γsg − γsl)/γlg and eq 3, the nondimensional energy expression to
be minimized becomes
γ θ= − +⎡⎣ ⎤⎦G A A PVcoslg lg Y ls (6)
In eq 6, diﬀerent weights for liquid−air and liquid−solid interfaces
appear, with the latter weight being positive or negative according to
the Young contact angle. It can also be seen that the solid−air interface
does not appear explicitly in the relation, and therefore, the liquid
meniscus can be modeled taking into account only Agl and Als. The
standard Surface Evolver evolution takes downhill steps according to
the provided energy function eq 6. Each vertex in the simulation is
acted upon by a force depending on how much its displacement aﬀects
the surface area (through the surface tension) or the liquid volume
(through the prescribed pressure). Details on the implementation can
be found in the software manual.14 A typical Surface Evolver setup is
shown in Figure 4. In order to ﬁnd the maximum hydrostatic pressure
for which a suspended state can be supported by the posts, we run
successive simulations with increasing applied pressure diﬀerence P.
While we increase the pressure, the interface slides along the post side
to satisfy the contact angle condition eq 4 and bulges to match Young
Laplace equation P = γκ, that relates the pressure diﬀerence across the
interface P to the surface mean curvature κ. The breakthrough pressure
is then reached when the interface slides all the way along the post side
to the base of the simulation box (T*-failure) or touches the base of
the domain while bulging (H*-failure). Details of the calculation of the
breakthrough pressure can be found in the Supporting Information.
2.3. Mechanical Robustness Modeling. A novel element in our
optimality analysis will be an assessment of the mechanical robustness
of the microtexture posts. Oleophobic microstructuring can ﬁnd
application in multiple ﬁelds, ranging from lab on a chip devices to
food processing, where the integrity of the surface functionality will be
compromised as smaller or larger areas are damaged; even minor
changes of the surface may lead to pinning, contamination, and
ultimately functional failure. While of key importance for any practical
application, such issues are rarely addressed. The lifetime of any
structure based on overhanging microstructures will beneﬁt if the
surface is able to support diﬀerent kinds of mechanical stresses. We
therefore perform a linear elasticity analysis to constrain feasible
geometries, using the commercial software COMSOL. We especially
focused on a shear load acting on the top face of the structures, since
this would generate large stresses at the neck of the trapezoids and
address a range of common situations encountered for instance during
mechanical cleaning or other intended use of oleophobic surfaces. The
equations solved are then, using tensor notation:
σ
σ τ
=
= ∂⎪
⎪⎧⎨
⎩
D
n D
0 on
on
ij j
ij j i
,
(7)
where σij is the Cauchy stress tensor, τi is a boundary load, D
represents the post's volume, and ∂D its boundary. The material
considered in the simulation is a PDMS (polydimethylsiloxane)
elastomer, corresponding to the structures described by Im et al.1 In
their experiment, the PDMS trapezoids are realized on a substrate of
the same material.
The modeling and failure analysis of elastomers is a complex topic,
since their response to stress changes dramatically depending on
parameters such as their composition, curing, and temperature. Their
ability to stretch several time their original size is usually described in
terms of hyperelastic models, such as Mooney−Rivlin’s. In the limit of
small deformations, however, we recover a linear elastic response.17 In
this work, we will therefore limit ourselves to this regime, which can
already give an useful insight into the dependence of the mechanical
properties of the posts on their shape and aspect ratio. The relevant
material parameters we will use are then the Young’s modulus Y = 6 ×
105 Pa and Poisson ratio ν = 0.49.15,16
Using a symmetric boundary condition along the direction of the
load allows us to model only half of the structure. Moreover, given the
linearity of our model, we can use an antisymmetric boundary
condition on the plane passing through the center of the structure
perpendicular to the load direction (see Figure 5) and thus solve only
for a quarter of the structure. Figure 5 shows the computational
domain and a typical mesh of n ≃ 35 000 elements used in the
calculations.
3. DESIGN VARIABLES AND OBJECTIVE PARAMETERS
Having described the relevant physical properties of the liquid−solid
interaction, we can now proceed to deﬁne the optimization
parameters. As stated before, we optimize axially symmetric inverse
trapezoid structures, which can be parametrized in terms of the design
variables top radius b, base radius a, and height h (see Figure 6).
Another useful parameter can be the side angle θside = arctan((b−a)/
Figure 4. Top view of the inverse trapezoid array inside Surface
Evolver. The red facets represent the wetted solid surface, while the
blue facets are the liquid−air interface. The contact line is colored
green. Inset: close up of the computation domain, where the curvature
of the liquid−air interface is visible.
Figure 5. Typical domain and mesh used for stress calculation, using
the commercial software Comsol 4.2.
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h) deﬁned in Figure 6. The top corner of the microstructures is
smoothed by a ﬁllet of radius rfil = 0.2L0, to reproduce the
experimental shape obtained by Im et al.1,2 These parameters
appropriately deﬁne the slenderness and aspect ratio of the structures.
However, it is worth noticing that the length scale of the posts is
another fundamental parameter in assessing the robustness of
oleophobic surfaces.20 Indeed, scaling down the posts while keeping
the solid fraction constant would make the interface more robust to
pressure deformation, while keeping the Cassie−Baxter angle ﬁxed.
One can expect that scaling down the size of the structures could
improve mechanical robustness as well. However, nontrivial geo-
metries such as inverse trapezoids are diﬃcult to fabricate at arbitrarily
small length scales with precision and regularity. At the same time, a
high degree of control over aspect ratio and slopes can be achieved
experimentally on micrometer-sized structures as described by Im and
colleagues. It is therefore interesting to optimize such structures on a
scalable unit cell, which should ideally be reproduced at the smallest
length scale that assures perfection of features.
Since the existence of a suspended state is a necessary condition for
oleophobicity, we will use the breakthrough pressure PB of the
metastable state as the ﬁrst measure of the performance of the
oleophobic surface. For every choice of the design variables, we then
apply an increasing pressure at the interface, until either of the failure
mechanisms described in the modeling section triggers. Details on the
Figure 6. Sketch of the trapezoid array considered in the optimization
procedure. Relevant geometric parameters (top width b, height h, base
width a, and side angle θside) are shown.
Figure 7. (a) b−θside parameter space (h = 2L0), cos θY = 0.3. (b) a−h parameter space (b = 1.8L0), cos θY = 0.3. In each plot, the color legend is as
follows: warm color scale, breakthrough pressure; green, apparent contact angle θCB; blue, percent strain. The blue and green patches in (b) identify
the H*- and T*-failure modes, respectively (see section 2). (c, d) copies of (a) and (b) showing the interplay of the optimality parameters. Each
arrow represent an optimality direction, for mechanical robustness (blue), apparent contact angle (green), and maximum breakthrough pressure
(orange). In each corner of the geometric space, the corresponding trapezoid is shown.
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evaluation of PB, consistently with the failure modes described in the
previous section, can be found in the Supporting Information. Apart
from the breakthrough pressure, we will include two further optimality
parameters, that will be considered as constraints in deﬁning
admissible geometries. The ﬁrst one is the apparent contact angle
θCB, which gives a clear indication of the degree of oleophobic or
superoleophobic behavior shown by the textured surface. Since we
assume the suspended conﬁguration for drops, the Cassie expression
eq 1 can be used to describe the apparent contact angle. A complete
description of oleophobic behavior should also take contact angle
hysteresis into account. This, however, would complicate the model
signiﬁcantly and is not strictly necessary in this work; it is reasonable
to assume that a partially wetting conﬁguration will show a modest
hysteresis, if compared to a Wenzel/fully wetted conﬁguration. The
last parameter we include in our optimality analysis is a measure of the
mechanical robustness of the inverse trapezoids. The ideal mechanical
properties of the material can be achieved moving toward nanometric
scale features, which will be almost atomically smooth. However, on
the scale of several micrometers that we address in this work, the
presence of cracks and other defects can lower the performance
sensibly. The post will likely fail due to fracture propagations, which
can be described in the framework introduced by Griﬃth. A detailed
analysis of this phenomenon is however beyond the scope of the
current work, where we want to assess how the shape and aspect ratio
of the posts aﬀects the mechanical performance as part of a broader
parametric optimization. We will therefore introduce a simple yet
relevant measure of the response of the structures to an applied shear
load, which is the maximum principal strain in the structure. The
utility of this measure is twofold. First, by measuring it, we can assess
the range of validity of the linear approximation we use in modeling
the elastomer structures. Second, we can expect large strains to be
directly correlated to the onset of a tear-oﬀ failure. We then argue that
a maximum strain threshold can be a useful conﬁdence bound in
characterizing such structures. As an example, we will consider a shear
load of modulus |τ|⃗ = P0/2 and a threshold strain of 10%−15%.
4. RESULTS AND DISCUSSION
To show the interplay of the diﬀerent optimality parameters,
we plot them as a function of the geometrical parameters
introduced in the previous section, for a ﬁxed Young contact
angle cos θY = 0.3 (i.e., θY = 72.5°). In Figure 7a, we show the
breakthrough pressure PB (plotted as contour lines in “warm”
color scale), the apparent contact angle θCB (green dashed
contours), and the maximum principal strain (blue dash-dot
contours), as a function of the trapezoids top width b and side
angle θside. The trapezoids height is ﬁxed at h = 2L0.
It can be seen that the three objective parameters present
opposing trends. For example, a larger breakthrough pressure
PB would be achieved, by increasing the top surface radius b,
while keeping the side angle and cell size ﬁxed. In this way, we
Figure 8. (a, c) b−θside and a−h plots for cos θY = 0.4 as in Figure 7a and b. A possible choice for a maximum strain contour is shown. (b, d)
Breakthrough pressure along the contour in panels (a) and (c). Relevant positions in both plots are mapped using labels and corresponding
geometries are also shown.
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eﬀectively reduce the spacing between solid features. This
means that a higher pressure would be required to cause a
signiﬁcant bulging of the liquid−air interface, which is at the
origin of both the T*- and H*-failure modes. However,
increasing b would change the wetted solid fraction per unit
cell, which results in a lower apparent contact angle θCB, since
the contact angle decreases with the wetted solid fraction per
unit area. In the same way, a large θside for ﬁxed top radius b
would reduce the risk of T*-failure. As explained in detail in the
Supporting Information, the larger the undercut of the
structures, the higher the pressure they can sustain while still
satisfying eq 4. However, this results in a smaller base for the
pillar, which implies very large stresses will build up at its neck,
increasing the risk of failure and tear-oﬀ of the posts. From a
design point of view, the geometric parameters space can then
be imagined as partitioned into regions of almost constant θCB
and strain values, inside which the geometry that gives the
maximum PB is well-deﬁned. If we instead considered only PB-
optimality, we would be led to asymptotically large values of b
and θside. This corresponds to trapezoids with large top plate
and minute supports, which would show modest contact angles
and be prone to tear-oﬀ even for small applied loads. Similar
considerations apply to Figure 7b, where we ﬁx the pillar top
width b = 1.8L0 and change the height h and base width a. Here
a localized PB maximum exists in the h parameter,
corresponding to the transition from the T*-failure mode to
the H*-failure mode. Because of the speciﬁc shape of inverse
trapezoids, the height and side angle are connected by θside =
arctan((b − a)/h). In other words, if we make the posts higher
for a ﬁxed top area (this reducing the risk of H*-failure), we
reduce θside (increasing the risk of T*-failure). Therefore, it is
not convenient to arbitrarily increase the height of the posts, as
would be the case for superhydrophobic surfaces, but the
optimal height is rather the one for which both failures would
happen for the same pressure. We ﬁnd this optimal height is
associated to a rather small aspect ratio h/b for the trapezoids.
Since the b parameter is ﬁxed, the apparent contact angle is
almost constant at θCB ≃ 145° throughout Figure 7b (small
variations coming only from the roundness of the corners), and
is therefore not displayed in the picture. In the a−h plane, the
strain is minimum for short trapezoids with almost parallel wall
(low h, large a), and grows with the side angle and height of the
structures.
Plots like Figure 7a and b can then be considered optimality
charts for oleophobic surfaces with speciﬁc constraints. The
balance between optimality parameters is clearly depicted in
Figure 7c and d, where each arrow points in the optimal
direction for a given parameter (green for contact angle, blue
for mechanical robustness, and orange for sustainable hydro-
static pressure). In each corner of the design parameter space,
the correspondent geometry is also shown as an inset.
The usefulness of this analysis as a design tool can be shown
by further restricting the performance constraints. To show the
applicability of this method for diﬀerent wetting conﬁgurations,
let us also change the Young contact angle so that cos θY = 0.4
(i.e., θY = 66.4°). In Figure 8a and c, we show a plot similar to
Figure 7a and b, but with a ﬁxed maximum strain contour (10%
and 15%, respectively). If we move along this line, we get a
curve for the PB behavior, as shown in Figure 8b and d. It is
then possible to identify the most PB-robust structures capable
of supporting a prescribed mechanical stress, and associate
them to the corresponding shape. Relevant positions in both
plots are mapped using labels and correspondent post shapes
are also shown.
5. CONCLUSION
In this paper, we describe a versatile and comprehensive
approach to the optimization of oleophobic surfaces. We apply
it to inverse trapezoid pillars, which were recently shown to be
realizable in diﬀerent shapes and aspect ratios. We ﬁnd that, in
order to identify a nontrivial optimum, several physical
properties have to be taken into account, with the mechanical
robustness of the pillars playing a fundamental role. Design
charts showing the interplay of these objective parameters have
been introduced for diﬀerent values of the intrinsic contact
angle of the substrate. In particular, a ﬁnite optimal height for
the inverse trapezoids is found at the transition between
diﬀerent wetting modes, suggesting that low structures would
be optimal. This result is quite interesting if compared to
typical superhydrophobicity requirements for already hydro-
phobic materials. Further work directions will include
considering wider parameter spaces, as well as substituting
the static interface analysis used here with an approach that
could capture dynamic eﬀects.
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Modelling unidirectional liquid spreading on slanted
microposts
Andrea Cavalli,*a Matthew L. Blowb and Julia M. Yeomans*c
A lattice Boltzmann algorithm is used to simulate the slow spreading of drops on a surface patterned with
slanted micro-posts. Gibb's pinning of the interface on the sides or top of the posts leads to unidirectional
spreading over a wide range of contact angles and inclination angles of the posts. Regimes for spreading in
no, one or two directions are identiﬁed, and shown to agree well with a two-dimensional theory proposed
in Chu, Xiao and Wang. A more detailed numerical analysis of the contact line shapes allows us to
understand deviations from the two dimensional model, and to identify the shapes of the pinned
interfaces.
1 Introduction
Unusual wetting and spreading properties of drops on natural
and articial surfaces can oen be explained by the micro-
structure of the substrate.2 For example drops spreading on
superhydrophobic surfaces patterned with micron-scale ridges
reach an elongated nal state,3,4 and a drop imbibing into a
surface patterned with posts can form a faceted nal congu-
ration, which reects the symmetry of both the lattice and of the
posts themselves.5
The physics behind this behaviour was rst described by
Gibbs, who pointed out that an interface can pin on the edge of
a post over a range of angles, as illustrated in Fig. 1. The pinning
occurs because there is a free energy penalty to the interface
moving away from the edge in either direction as it would then
have to form an angle with the adjacent surface which diﬀers
from the equilibrium contact angle. A pinning strength that
depends on the lattice direction leads to the drop having one or
more preferred directions of motion, and hence anisotropic
drop movement and shapes.
In this paper we focus on unidirectional drop motion: where
the symmetry of the underlying surface structure can pick out
one easy direction of spreading.6,7 Such surfaces occur naturally,
for example, the unidirectional motion of droplets on buttery
wings results from their ratchet-like structure,8,9 and rye-grass
leaves shed water in a preferred direction10 due to the asym-
metric contact angle hysteresis. Microfabricated surfaces that
lead to uni-directional motion are a very recent development.
Unidirectional spreading has been observed on bent silicon
micro pillars,1 while other authors11,12 were able to transport
droplets on vibrating ratchet structures. Similar results where
obtained using PDMS replicas of the naturally occurring
asymmetric micro-texture10 taken from rye grass, and aniso-
tropic hysteresis was observed on printed ratchetlike surfaces.13
Despite the diﬀerent material and geometries employed, the
unidirectional liquid motion consistently reects the asymme-
try of the substrate on microscopic length scales. This high-
lights the importance of understanding the underlying physical
phenomena involved.
In this paper, we use a two-phase lattice Boltzmann algo-
rithm to model imbibition on an hydrophilic surface patterned
with slanting posts, varying the contact angle of the substrate
and the tilt angle of the posts. For a range of contact angles we
observe a single, preferred spreading direction as observed in
recent experiments.1 The results are in good qualitative agree-
ment with a two-dimensional model of the uniaxial spreading
proposed in ref. 1, and enable us to describe the corrections to
Fig. 1 Gibbs' pinning on the corner of a post. The interface (blue line) remains
pinned to the post over the range of angles indicated by j as there is a free energy
barrier to its moving in either direction.
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the model for a three dimensional geometry. By visualizing the
shape of the contact line we describe in detail the mechanisms
through which the interface pinning and de-pinning occurs.
2 The model liquid
2.1 Governing equations
To model a two phase system interacting with a surface, we
apply a diﬀuse interface scheme. The thermodynamic state of
the uid is described at every point~x and time t by its density
r(~x,t). The free energy of the system, J, is taken as a Landau
double-well potential with the addition of a derivative term
representing the surface tension, and a surface contribution of
the form proposed by Cahn:14
J ¼∭
D

jbðrÞ  mbrþ
1
2
kjVrj2

dV 
ÐÐ
vD
msrdS: (1)
The rst term in the integrand of (1) is the bulk free energy
density15
jb(r) ¼ pc[(n2  bsW)2  (1  bsW)2] (2)
where rc, pc, sW and b are, respectively, the critical density,
critical pressure, reduced temperature and a free parameter
controlling the density diﬀerence between phases and
n ¼ r rc
rc
is a normalised density. This potential leads to two
equilibrium bulk densities re ¼ rcð1
ﬃﬃﬃﬃﬃﬃﬃﬃ
bsW
p Þ. mb is a Lagrange
multiplier constraining the total mass of uid, while the third
term in the free energy expression is an interface energy cost,
tunable through the parameter k, associated with density
gradients. It allows for solutions with a diﬀuse interface
between phases, with surface tension g and width c:
g ¼ 4
3
rc
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2kpcðbsWÞ3
q
; c ¼ 1
2
rc
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k
bsWpc
r
: (3)
The nal term in eqn (1) is the surface contribution to the
free energy J. When J is minimised this gives the boundary
condition vtr¼ms/kwhich xes the value of the density at the
solid surface. The Young contact angle q at the surface is related
to the surface chemical potential by15
ms ¼ 2bsW
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pck
p
sin
p
2
 q
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos
a
3

1 cos a
3
r
;
a ¼ arccossin2 q:
(4)
In our simulations, the main parameters are set as follows:
k¼ 0.01, pc¼ 0.125, b¼ 1, sW¼ 0.3, rc¼ 3.5. The corresponding
surface tension is g ¼ 0.04 and the surface thickness is c ¼ 0.9
(in simulation units).
The hydrodynamics of the uid is described by the conti-
nuity and Navier–Stokes equations:
vtr + va(rua) ¼ 0, (5)
vt(rua) + vb(ruaub) ¼ vbPab
+ vb(rh[vbua + vaub] + rldabvgug), (6)
where u is the uid velocity eld and h and l are the shear and
bulk kinematic viscosities, respectively. vt represents a time
derivative and va, vb spatial derivatives (Einstein summation
convention is assumed). The connection between the thermo-
dynamic and uid dynamic of the system arises through the
pressure tensor P, which is derived from the free energy (1). Eqn
(5) and (6) are solved using the Lattice Boltzmann method.
Details of the implementation can be found in ref. 9 and 15.
2.2 Geometry
Each post has a square cross-section of dimensions w, which
was typically chosen to be equal to 5 or 10 computational grid
spacings. The posts are tilted at an angle f to the positive x-axis,
and extend to a height h ¼ 4w above the surface. We start
considering a rectangular array of posts with lattice constant
ax ¼ 4.6w in the x direction and ay ¼ 4w in the y direction as
shown in Fig. 2.
Placing a suﬃciently large drop on the surface to allow
signicant spreading through the posts is computationally
expensive. Therefore we dene a reservoir of uid in the centre
of the post array typically extending acrossx10w and reaching
to the top of the posts. If the uid density inside the reservoir
decreases below the equilibrium density of the liquid phase,
new mass is slowly added to feed the imbibition. The contact
angle of the liquid with both the posts and the substrate is q
which we vary in the range 30 to 70. This range is represen-
tative of diﬀerent hydrophilic material, for example the poly-
mers considered in ref. 1 or 16.
We rst consider a quasi-2D geometry which allows us to
concentrate on the directional spreading in the x-direction. We
choose a simulation box of length 40w in the x-direction, 4w in
the y-direction and 6w along z, with periodic boundary condi-
tions along both x and y. The reservoir spans the simulation box
in y corresponding to simulating a cylindrical drop with
Fig. 2 (a) Diagrams to contrast the quasi-2D and full 3D geometries used in the
simulations. The red and blue lines represent typical interface positions. (b) Side
view of the posts showing the interface geometry corresponding to the threshold
for movement which is assumed in deriving eqn (7).
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interfaces which lie, on average, parallel to the y-direction. The
average of any uid motion is along x. We then present results
for a full 3D geometry, using a simulation box with typical
dimensions 40w  32w  6w, with periodic boundary condi-
tions along x and y. A schematic comparison of quasi-2D and 3D
spreading is given in Fig. 2a.
3 Results
Fig. 3 shows snapshots of the imbibition process as a function
of time for the quasi-2D geometry and a contact angle q ¼ 45.
The interface advances in the positive x-direction, but not in the
negative x-direction, because of pinning on the posts. As
pointed out in Chu et al.1 a good understanding of why this
occurs follows from assuming that the interface is pinned at the
top corner of the posts and ignoring any interface curvature
along y. We illustrate this situation in Fig. 2b. The bottom of the
interface will advance along the surface until it reaches the
equilibrium contact angle q. If this enables the interface to
reach the next post it will wet this post and move forwards, if
not, it will remained pinned because any forward motion will
increase the free energy. Because of the two dimensional nature
of the model, it is easy to work out the threshold Young angles
for spreading in the two directions as a function of the post
geometry. Dening these as q+ and q for spreading along +x
and x respectively, gives1
Fig. 4 Plot of the diﬀerent wetting regimes in the quasi-2D geometry, as a function of wetting angle q and post angle f. The other geometric parameters are: ax ¼
4.6w, h ¼ 4w. The legend is: blue/circles: bidirectional spreading, red/squares: unidirectional spreading, green: no spreading. The diﬀerent green symbols represent
diﬀerent pinning modes in the forward direction, as described in Fig. 5. Selected conﬁgurations (black circles) are shown in Fig. 5. The background indicates wetting
regimes from a theory assuming a 2D geometry, see eqn (7).1
Fig. 3 Advancing front in the unidirectional spreading regime for contact angle q ¼ 45 and post angle f ¼ 60 . This is a quasi-2D geometry with periodic boundary
conditions along y. The snapshots (a)–(e) correspond to 0, 1, 2, 4, 5  104 time steps.
This journal is ª The Royal Society of Chemistry 2013 Soft Matter
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qcr;X ¼ tan1

H
ax  wHHcotðfÞ

: (7)
Thus there are three regimes: the interface can remain pin-
ned in both directions, advance just along +x, or move forward
in both directions. The diﬀerent regimes predicted by eqn (7)
are indicated in Fig. 4 as a function of the Young angle q and the
post inclination f. Note that, for f ¼ 90, q+ ¼ q as expected.
The value of ax also aﬀects the transition between diﬀerent
spreading regimes, as is apparent from eqn (7): closer posts will
ease the spreading, while posts that are further apart will make
it more diﬃcult. Our choice of ax¼ 4.6w allows us to observe the
diﬀerent spreading regimes over the range of contact angles q
and slanting angles f we consider.
Fig. 4 also shows the results of simulations for the quasi-2D
geometry. All three regimes are reproduced in the simulations.
The analytic model gives a good account of the boundaries
between them, but spreading in both directions is slightly more
diﬃcult than predicted by the 2D theory. The simulations allow
us to identify this as being due to the details of the interface
pinning on the posts. For an interface advancing along the
positive x-axis, where the post points towards the direction of
travel, we observe three diﬀerent possible pinning mechanisms,
labelled k, B and X in Fig. 5. If the post is almost vertical, the
leading interface is disconnected and is pinned to the vertical
sides of the post (k label). For a more pronounced post tilt the
interface remains disconnected, but does not reach the top of
the nal post (B label). For large tilt the leading interface is
connected and has reached the equilibrium contact angle on
the substrate. However, in contrast to two dimensions, the nal
post is only partially wet (X label). The situations, B and X,
where the interface has only reached the top of the penultimate
post is only observed for slanted posts. It occurs because the
interface can take the correct contact angle on the nal post
without a large penalty in curvature energy. The interface
conguration resembles that in the partially suspended state
identied in Kusumaatmaja and Yeomans.9 We considered a
small spacing between posts to facilitate spreading over a wide
range of wetting angles. It is worth noticing however that, if the
spacing between posts were increased in the spreading direc-
tion, congurations analogous to the 2D theory would likely
appear, with pinning on the nal rather than penultimate row
of posts.
In the hard direction for spreading, x, the interface is
pinned at the edges of the nal line of posts, adjusting to their
slope, as shown in Fig. 5, label *. Bidirectional spreading only
occurs for very low contact angles q < 30 or posts close to
vertical f > 70.
These simulations correspond to quasi-static spreading,
with the uid reservoir replenished very slowly. Borderline
congurations between diﬀerent wetting modes (such as f ¼
70, q ¼ 60) are very sensitive to exact details of the position
and lling speed of the reservoir. This is expected because the
free energy barriers and capillary forces driving the ow are very
small. A comparison between two resolutions used shows that,
as expected, spreading is slightly more diﬃcult for a narrower
interface. We also note that, if the rate at which uid is added to
the reservoir is increased, the resulting inertia allows the uid
to de-pin from the top of the posts, forming a spherical cap.
We next report a full three-dimensional simulation which
allows the uid to spread along both x and y. The reservoir is
dened as a circular region of radius 10w in the centre of the
domain, and the contact angle is q ¼ 45. In Fig. 6 we plot
contour lines showing the spreading of the drop base for
subsequent time steps. The rst plot is for vertical posts; as
expected it reects the symmetry of the lattice. In the second
plot the lattice spacing is the same, but the posts are now
slanted with f ¼ 60. In the slanting direction the behaviour is
consistent with the quasi-2D model, with the liquid spreading
only in the positive x direction. The spreading in the y direc-
tion is comparable to the vertical post case. The overall
dynamics closely resembles the imbibition observed in exper-
iments by Chu et al.1 In Fig. 6c the posts are closer in the x-
direction. One can see that the asymmetry of the spreading
becomes more pronounced, with the uid spreading easily
Fig. 5 Diﬀerent pinning conﬁgurations appearing in the quasi 2D simulations.
The ﬁrst three correspond to the easy spreading direction, x, while the last shows
the typical pinning in the hard direction, x. They can be identiﬁed with the
circled points in Fig. 4 by matching symbols. Cross-sections taken through the
centres of the posts are shown on the right as full blue lines. (a) If the post is
almost vertical, the leading interface is disconnected and pinned to the vertical
sides of the post (k label). (b) For more pronounced post tilt the interface remains
disconnected, but does not reach the top of the ﬁnal post (B label). (c) For large tilt
the leading interface is connected and has reached the equilibrium contact angle
on the substrate. However, in contrast to two dimensions, the ﬁnal post is only
partially wet (X label). (d) The interface in the negative x-direction is disconnected,
and pinned by the sides of the ﬁnal post (* label).
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from one row to the next along x, while only spreading very
slowly along y. This occurs because the thermodynamic driving
force for spreading is much stronger in the x direction. For a
contact angle of 45 there is slow spreading along y, however
for a larger contact angle the uid will remained pinned along
y (the crossover can be estimated from eqn (7), taking f ¼ 90
in Fig. 4), and/or x (as seen in the quasi-2D simulations
reported in Fig. 4). Eventually, in Fig. 6d, we simulate densely
packed posts in the y direction, while keeping the same x
spacing as in Fig. 6b. The behavior is now quite diﬀerent, with
the spreading happening rst in the transverse direction, and
only subsequently along the slanting direction. The unidir-
ectionality is however maintained. These results indicate that
the nal shape of a spreading drop can be tuned in detail by
varying the lattice geometry and tilt angle of the posts, while
retaining the relevant property of unidirectionality.
4 Conclusions and outlook
We have applied a lattice Boltzmann algorithm for two phase
ow to model the spreading of liquid drops on a surface
patterned by a lattice of slanted micro-posts. Gibb's pinning of
the interface on the sides or top of the posts led to unidirec-
tional spreading over a wide range of uid-substrate contact
angles and inclination angles of the posts. Regimes for
spreading in no, one or two directions were identied, and
shown to agree well with a two-dimensional theory proposed by
Chu et al.1 A more detailed numerical analysis of the contact
line congurations enabled us to understand deviations from
the two dimensional model, and to identify the congurations
of the pinned interfaces.
The nal drop shape depends on spacing of the post lattice,
the contact angle, and the geometry and inclination of the
posts. Our simulations correspond to slow spreading, but
inertial terms will also alter the nal drop conguration. Thus
there are many, varied possibilities to use slanted posts to
control drop shapes or the direction of a owing stream of uid.
Contact angles can be varied in situ by electrowetting, and it
would be of interest to design substrates with addressable posts
where the contact angle of each of the posts could be varied
independently to allow steering of microuidic ows.
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2.53w. Contours showing the interface position at the base of the drop are taken every 4  104 time steps.
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