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SEMI E´TALE GROUPOIDS AND APPLICATIONS
KLAUS THOMSEN
Abstract. We associate a C∗-algebra to a locally compact Hausdorff groupoid
with the property that the range map is locally injective. The construction gener-
alizes J. Renault’s reduced groupoid C∗-algebra of an e´tale groupoid and has the
advantage that it works for the groupoid arising from a locally injective dynamical
system by the method introduced in increasing generality by Renault, Deaconu
and Anantharaman-Delaroche. We study the C∗-algebras of such groupoids and
give necessary and sufficient conditions for simplicity, and show that many of them
contain a Cartan subalgebra as defined by Renault. In particular, this holds when
the dynamical system is a shift space, in which case the C∗-algebra coincides with
the one introduced by Matsumoto and Carlsen.
1. Introduction
The main purpose of this paper is to develop new tools for the investigation of
C∗-algebras which have been constructed from shift spaces in a series of papers by
K. Matsumoto and T. Carlsen, cf. [Ma1]-[Ma5], [C], [CM]. The main results about
the structure of these algebras which we obtain here give necessary and sufficient
conditions for the algebras to be simple, and show that they all contain a Cartan
subalgebra in the sense introduced by J. Renault in [Re3]. Previous results on
simplicity of the C∗-algebras defined from subshifts are all due to Matsumoto and
give only sufficient conditions under various additional assumptions on the subshift.
As a step on the way we show that each of these algebras is a crossed product in the
spirit of Paschke, [P], arising from a full corner endomorphism of an AF-algebra.
The methods we employ are useful beyond the study of C∗-algebras of subshifts
because they extend the applicability of locally compact groupoids to the construc-
tion and study of C∗-algebras. The use of groupoids in relation to C∗-algebras was
initiated by the pioneering work of J. Renault in [Re1]. After a relatively slow begin-
ning during the eighties the last two decades has witnessed an increasing recognition
of the importance of groupoids as a tool to encode various mathematical structures
in a C∗-algebra. Of particular importance in this respect are the so-called e´tale
groupoids which have been used in many different contexts, for example in connec-
tion with graph algebras and dynamical systems. In an e´tale groupoid the range and
source maps are local homeomorphisms, and in particular open as they must be if
there is a Haar system in the sense of Renault, cf. [Re1]. But in the locally compact
groupoid which is naturally associated to a dynamical system by the construction of
Renault, Deaconu and Anantharaman-Delaroche, cf. [Re1], [De] and [A], the range
and source maps are only open if the map of the dynamical system is also open,
and this is a serious limitation which for example prevents the method from being
used on subshifts which are not of finite type. For this reason we propose here a
construction of a C∗-algebra from a more general class of locally compact Hausdorff
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groupoids which differ from the e´tale groupoids in that the range and source maps
are locally injective, but not necessarily open. This class of groupoids is not new; it
coincides with the locally compact Hausdorff groupoids which were called r-discrete
by Renault in [Re1] and they are equipped with a (continuous) Haar system if and
only if they are e´tale. In many influential places in the litterature on the C∗-algebras
of groupoids, such [A] or [Pa] for example, an r-discrete groupoid is assumed to have
a continuous Haar system and hence to be e´tale in the terminology which is now
generally accepted. In order to avoid any misunderstanding we therefore propose
the name semi e´tale for the class of locally compact groupoids where the range map
is locally injective, but not necessarily open.
The algebra we associate to a locally compact semi e´tale groupoid is the reduced
groupoid C∗-algebra of Renault when the groupoid is e´tale and the construction is
a generalization of his. To some extend the only price one has to pay when dealing
with groupoids which are not e´tale, and only semi e´tale, is that the continuous and
compactly supported functions no longer are invariant under the convolution product
and hence do not constitute a ∗-algebra with respect to that product. Nonetheless
they still generate a C∗-algebra and we obtain results on its structure which go
beyond those known in the e´tale case, as far as necessary and sufficient conditions
for simplicity and the presence of a Cartan subalgebra is concerned.
In the second part of the paper we make a first investigation of the C∗-algebras
which arise from the construction of Renault, Deaconu and Anantharaman-Delaroche
when the map of the dynamical system is locally injective but not necessarily open.
An interesting class of such dynamical systems are the one-sided subshifts since the
shift map is locally injective but only open when the shift space is of finite type. We
show that the (reduced) C∗-algebra of the semi e´tale groupoid constructed from a
one-sided subshift is a copy of the Matsumoto-algebra of Carlsen, cf. [C], and the
results concerning its structure are obtained by specializing results on the groupoid
C∗-algebra arising from a general locally injective map.
Acknowledgement: I want to thank Toke Meier Carlsen for valuable information
concerning the C∗-algebras of subshifts, and the referee for his remarks on the first
versions of this paper. It was him (or her) who pointed out that openness of the
unit space implies local injectivity of the range map.
2. The C∗-algebra of a semi e´tale groupoid
2.1. Definitions and fundamental tools. Let G be a locally compact groupoid,
cf. [Re1]. As in [Re1] we denote the unit space of G by G0 and use the letters r and
s for the range and source maps, respectively. We will say that G is semi e´tale when
r : G→ G0 is locally injective, i.e. when the topology of G has a base consisting of
open sets U such that r : U → G0 and s : U → G0 are injective. An open subset
U ⊆ G with this property will be called a bisection.
Lemma 2.1. G0 is open in G if and only if r is locally injective.
Proof. Assume first that r is locally injective. Let x ∈ G0 and fix a bisection U
containing x. If every open neighborhood of x contained an element from G\G0
the continuity of the groupoid operations would imply the existence of an element
γ ∈ U\G0 with r(γ) ∈ U . This violates the injectivity of r on U .
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Conversely, assume that G0 is open in G. Let γ ∈ G. By continuity of the
groupoid operations there is an open neighborhood U of γ in G such that µ−1ν ∈ G0
for all µ, ν ∈ U with r(µ) = r(ν). Then r is injective on U . 
Assume now that G is semi e´tale.
Lemma 2.2. (Lemma 2.7 (i) in Chapter I of [Re1].) Let x ∈ G0. Then r−1(x) and
s−1(x) are discrete sets in the topology inherited from G.
Proof. Let U be a bisection containing x. Since U ∩ r−1(x) = {x} we see that x
is isolated in r−1(x). A similar argument shows that y is isolated in s−1(y) for all
y ∈ G0. Let γ ∈ r−1(x) and define Φ : r−1(x) → r−1 (s(γ)) such that Φ(η) = γ−1η.
Then Φ is a homeomorphism with inverse η 7→ γη. Since Φ(γ) = s(γ) and s(γ) is
isolated in r−1 (s(γ)) it follows that γ is isolated in r−1(x). This proves that r−1(x)
is discrete. The argument concerning s−1(x) is identical. 
It follows from Lemma 2.2 that r−1(x) and s−1(x) both have a finite intersection
with any compact subset of G. Therefore, when f, g : G → C are compactly
supported functions, we can define f ⋆ g : G→ C by the usual formula
f ⋆ g(γ) =
∑
γ1γ2=γ
f(γ1)g(γ2). (2.1)
Then f ⋆ g is again compactly supported, and f ⋆ g is bounded when f and g both
are. It follows that the set Bc(G) of bounded compactly supported functions on G
is a ∗-algebra with the product ⋆ and the involution f 7→ f ∗ defined such that
f ∗(γ) = f (γ−1). (2.2)
To obtain a C∗-norm we use the usual representations: For each x ∈ G0 we define a
∗-representation πx of Bc(G) on l2 (s−1(x)) such that
(πx(f)ψ) (γ) =
∑
γ1γ2=γ
f (γ1)ψ (γ2) .
We define the C∗-algebra B∗r (G) to be the completion of Bc(G) in the norm
‖f‖ = sup
x∈G0
‖πx(f)‖ .
Let Cc(G) be the subspace of Bc(G) consisting of the functions on G which are
compactly supported and continuous. We let C∗r (G) be the C
∗-subalgebra of B∗r (G)
generated by Cc(G) ⊆ Bc(G), i.e.
C∗r (G) = alg
∗G
when alg∗G denotes the ∗-subalgebra of B∗r (G) generated by Cc(G). Note that
C∗r (G) is separable when G is second countable while B
∗
r (G) essentially never is.
Lemma 2.3. (Proposition 4.1 in Chapter II of [Re1].) Let f ∈ Bc(G). Then
sup
γ∈G
|f(γ)| ≤ ‖f‖ (2.3)
and ∑
γ∈s−1(x)
|f(γ)|2 ≤ ‖f‖2 (2.4)
for all x ∈ G0.
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Proof. Let γ ∈ G and set x = s(γ). Let δx, δγ ∈ l2 (s−1(x)) denote the characteristic
functions of {x} and {γ}, respectively. Then (πx(f)δx) (γ) =
∑
γ1γ2=γ
f (γ1) δx (γ2) =
f (γ) which shows that
〈πx(f)δx, δγ〉 = f (γ) , (2.5)
and
‖πx(f)δx‖2l2(s−1(x)) =
∑
γ∈s−1(x)
|f(γ)|2 . (2.6)
(2.3) follows from (2.5) and (2.4) follows from (2.6). 
Lemma 2.4. Let f ∈ Bc(G) be supported in a bisection. Then ‖f‖ = supγ∈G |f(γ)|.
Proof. Let U be a bisection containing supp f . Define f˜ : G→ C such that f˜(γ) = 0
when r(γ) /∈ r(U) and f˜(γ) = f(µ) where µ ∈ U is the unique element with
r(µ) = r(γ) when r(γ) ∈ r(U). Let x ∈ G0 and define V : l2(s−1(x)) → l2(s−1(x))
such that V ϕ(γ) = 0 when r(γ) /∈ r(U) and V ϕ(γ) = ϕ(µ−1γ) when r(γ) ∈ r(U),
where µ ∈ U is the element with r(µ) = r(γ). Then ‖V ‖ ≤ 1. Let ϕ, ψ ∈ l2 (s−1(x)).
Then
|〈πx(f)ϕ, ψ〉| =
∣∣∣∣∣∣
∑
γ∈s−1(x)
∑
γ1γ2=γ
f(γ1)ϕ(γ2)ψ(γ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
γ∈s−1(x)
V ϕ(γ)f˜(γ)ψ(γ)
∣∣∣∣∣∣ ≤ ‖V ϕ‖ ‖ψ‖ supγ
∣∣∣f˜(γ)∣∣∣ ≤ ‖ϕ‖‖ψ‖ sup
γ∈G
|f(γ)| .
It follows that ‖f‖ ≤ supγ∈G |f(γ)|. Equality holds by (2.3). 
Let B0(G) denote the space of bounded functions on G which vanishes at infinity.
We consider B0(G) as a Banach space in the supremum norm ‖·‖∞. It follows from
(2.3) that the inclusion Bc(G) ⊆ B0(G) extends to a linear map j : B∗r (G)→ B0(G)
such that
‖j(b)‖∞ ≤ ‖b‖B∗r (G) . (2.7)
Lemma 2.5. (Proposition 4.2 (iii) in Chapter 3 of [Re1].) Let a, b ∈ B∗r (G). Then
j(b)|s−1(x) ∈ l2 (s−1(x)) , j(a)|r−1(x) ∈ l2 (r−1(x)) for all x ∈ G0, and
j(a∗)(γ) = j(a)(γ−1), (2.8)
and
j(ab)(γ) =
∑
γ1γ2=γ
j(a) (γ1) j(b) (γ2) (2.9)
for all γ ∈ G.
Proof. Choose sequences {fn}, {gn} ⊆ Bc(G) such that a = limn→∞ fn and b =
limn→∞ gn in B
∗
r (G). It follows from (2.3) that
j(a∗)(γ) = lim
n→∞
f ∗n(γ) = lim
n→∞
fn(γ−1) = j(a) (γ−1)
which gives (2.8). It follows from (2.4) that j(b)|s−1(x) is the limit in l2 (s−1(x)) of
the sequence
{
gn|s−1(x)
}
. Inserting f ∗ for f in (2.4) we obtain the inequality∑
γ∈r−1(x)
|f(γ)|2 ≤ ‖f‖2 (2.10)
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when x ∈ G0 and f ∈ Bc(G). Then (2.10) implies that j(a)|r−1(x) is the limit in
l2 (r−1(x)) of the sequence
{
fn|r−1(x)
}
. In particular, j(b)|s−1(x) and j(a)|r−1(x) are
both square-summable functions for all x ∈ G0 and hence the righthand side of (2.9)
makes sense for each γ ∈ G. Let γ ∈ G and set x = r(γ), y = s(γ). We have then
the estimate∣∣∣∣∣ ∑
γ1γ2=γ
j(a) (γ1) j(b) (γ2)− j(fn ⋆ gn)(γ)
∣∣∣∣∣
=
∣∣∣∣∣ ∑
γ1γ2=γ
j(a) (γ1) j(b) (γ2)−
∑
γ1γ2=γ
fn (γ1) gn (γ2)
∣∣∣∣∣
≤
∑
γ1γ2=γ
|j(a) (γ1)− fn (γ1)| |j(b) (γ2)|+
∑
γ1γ2=γ
|fn (γ1)| |gn (γ2)− j(b) (γ2)|
≤ ‖j(a)− fn‖l2(r−1(x)) ‖j(b)‖l2(s−1(y)) + ‖fn‖l2(r−1(x)) ‖gn − j(b)‖l2(s−1(y)) .
The equality (2.9) follows then by letting n tend to infinity. 
Corollary 2.6. (Proposition 4.2 (i) in Chapter 3 of [Re1].) j : B∗r (G)→ B0(G) is
injective.
Proof. If j(a) = 0 it follows from (2.9) that j(ab) = 0 for all b ∈ B∗r (G). Now note
that it follows from (2.3) that the equality (2.5) extends by continuity to the equality
〈πx(d)δx, δγ〉 = j(d) (γ) ,
valid for all d ∈ B∗r (G), all x ∈ G0 and all γ ∈ s−1(x). Since j(ab) = 0 for all
b ∈ B∗r (G) this implies that
〈πx(a)πx(b)δx, δγ〉 = 〈πx(ab)δx, δγ〉 = 0
for all x ∈ G0, b ∈ B∗r (G) and all γ ∈ s−1(x). Since δx is cyclic for πx this implies
that πx(a) = 0 for all x, i.e. a = 0. 
Since G0 is closed in G we have an embedding Bc(G
0) ⊆ Bc(G). Let B0(G0)
be the C∗-algebra of bounded functions on G0 which vanish at infinity. Note
that supx∈G0 ‖πx(f)‖ = supy∈G0 |f(y)| when f ∈ Bc(G0) by Lemma 2.4. It fol-
lows that the embedding Bc(G
0) ⊆ Bc(G) extends by continuity to an isometric
∗-homomorphism B0(G0) → B∗r (G). In the following we will consider B0(G0) as a
C∗-subalgebra of B∗r (G) via this embedding. It follows from (2.3) and (2.5) that
there is a conditional expectation
PG : B
∗
r (G)→ B0(G0)
defined such that PG(a)(x) = 〈πx(a)δx, δx〉. Then
PG(a)(x) = j(a)(x) (2.11)
for all a ∈ B∗r (G), x ∈ G0.
Lemma 2.7. Let E ⊆ G be a subset which is both closed and open in G. Let
f1, f2, . . . , fn ∈ Cc(G), and let Vα, α ∈ I, be a collection of open sets in G such that
E ⊆ ⋃α∈I Vα.
It follows that there are functions hj1, h
j
2, . . . , h
j
n ∈ Cc(G), j = 1, 2, . . . , m, such
that
6 KLAUS THOMSEN
a)
∑m
j=1 h
j
1 ⋆ h
j
2 ⋆ · · · ⋆ hjn(γ) =
{
f1 ⋆ f2 ⋆ · · · ⋆ fn(γ), γ ∈ E
0, γ /∈ E,
and
b) for each j ∈ {1, 2, . . . , m} there is an αj ∈ I such that
supp hj1 ⋆ h
j
2 ⋆ · · · ⋆ hjn ⊆ Vαj .
Proof. We say that a function k : Gn → C is of product type when there are functions
k1, k2, . . . , kn ∈ Cc(G) such that
k(γ1, γ2, . . . , γn) = k1(γ1)k2(γ2) . . . kn(γn)
for all (γ1, γ2, . . . , γn) ∈ Gn. Set
G(n) = {(γ1, γ2, . . . , γn) ∈ Gn : s (γi) = r (γi+1) , i = 1, 2, . . . , n− 1} .
For each α ∈ I, set
Aα =
{
(γ1, γ2, . . . , γn) ∈ G(n) : γ1γ2 . . . γn ∈ Vα ∩ E
}
which is an open subset of G(n). Let
A =
{
(γ1, γ2, . . . , γn) ∈ G(n) : γ1γ2 . . . γn ∈ E
}
and note that A is both open and closed in G(n). Let Ωα ⊆ Gn be an open subset
such that Ωα ∩G(n) = Aα. Since (supp f1 × supp f2 × · · · × supp fn) ∩A ∩G(n) is a
compact subset of Gn contained in
⋃
α∈I Ωα there is a cover Ω
′
β , β ∈ I ′, of
(supp f1 × supp f2 × · · · × supp fn) ∩A ∩G(n)
in Gn such that each Ω′β is an open rectangle, i.e. of the form
Ω′β = U1 × U2 × · · · × Un,
where each Ui is an open subset of G, and such that the closure, Ω′β, of each Ω
′
β is
contained in Ωα for some α. By compactness there is a finite set {β1, β2, . . . , βm′} ⊆
I ′ such that
(supp f1 × supp f2 × · · · × supp fn) ∩A ∩G(n) ⊆
m′⋃
j=1
Ω′βj .
For each j ∈ {1, 2, . . . , m′} there is a positive function gj ∈ Cc (Gn) of prod-
uct type such that gj(ξ) = 1, ξ ∈ Ω′βj , and supp gj ⊆ Ωαj for some αj ∈ I
with Ω′βj ⊆ Ωαj . Define hj, j = 1, 2, . . . , m′, such that h1 = g1 and hi+1 =
(1− g1)(1− g2) . . . (1− gi)gi+1, 1 ≤ i ≤ m′−1. Then h1(ξ)+h2(ξ)+ · · ·+hm′(ξ) = 1
when ξ ∈ (supp f1 × supp f2 × · · · × supp fn) ∩ A ∩ G(n). Furthermore, each hj is
the sum of functions of product type, each of which has its support contained in
some Ωα. Let h
′
j, j = 1, 2, . . . , m, be an enumeration of these functions such that∑m
j=1 h
′
j =
∑m′
j=1 hj . Since h
′
j is of product type there are functions k
j
1, k
j
2, . . . , k
j
n ∈
Cc(G) such that
h′j(γ1, γ2, . . . , γn) = k
j
1(γ1)k
j
2(γ2) . . . k
j
n(γn)
for all (γ1, γ2, . . . , γn) ∈ Gn. Set hji = kji fi. Then hj1, hj2, . . . , hjn ∈ Cc(G), j =
1, 2, . . . , m, satisfy a) and b) by construction. 
Lemma 2.8. i) PG is positive, i.e. a ≥ 0 in B∗r (G) ⇒ PG(a) ≥ 0 in B0 (G0).
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ii) PG(b) = b when b ∈ B0 (G0).
iii) ‖PG‖ = 1.
iv) PG is faithful, i.e. a 6= 0 ⇒ PG(a∗a) 6= 0.
v) PG (C
∗
r (G)) = C
∗
r (G) ∩B0(G0) = alg∗G ∩ Bc(G0).
Proof. i), ii) and iii) hold by construction.
iv): Let a ∈ B∗r (G) and assume that PG(a∗a) = 0. It follows then from (2.11) and
(2.9) that ∑
µ∈s−1(x)
|j(a) (µ)|2 =
∑
γ1γ2=x
j(a)
(
γ−11
)
j(a) (γ2) = j(a
∗a)(x) = 0
for all x ∈ G0. This shows that j(a) = 0 and it follows then from Corollary 2.6 that
a = 0.
v) : The inclusions alg∗G ∩ Bc(G0) ⊆ C∗r (G) ∩B0(G0) ⊆ PG (C∗r (G)) are obvious
so it suffices to show that PG (alg
∗G) ⊆ alg∗G ∩ Bc(G0). Since PG(a) = j(a)|G0 =
a|G0 when a ∈ alg∗G, this follows from Lemma 2.7, applied with E = G0.

It follows from Lemma 2.8 and a result of Tomiyama that
PG(d1ad2) = d1PG(a)d2 (2.12)
for all a ∈ C∗r (G), d1, d2 ∈ C∗r (G)∩B0(G0); a fact which can also easily be established
directly.
Lemma 2.9. Assume that n ∈ alg∗G is supported in a bisection. It follows that
n∗PG(a)n = PG(n
∗an) (2.13)
for all a ∈ C∗r (G).
Proof. Let U be a bisection containing supp n. It follows from Lemma 2.5 that
j(n∗PG(a)n)(γ) =
∑
γ1γ2γ3=γ
n(γ−11 )j(PG(a))(γ2)n(γ3)
=
{
0, when γ /∈ s(U)
n(µ)j(a)(r(µ))n(µ) where µ ∈ U ∩ s−1(γ), when γ ∈ s(U) .
This is the same expression we find for j(PG(n
∗an))(γ) and hence (2.13) follows from
Corollary 2.6. 
Lemma 2.10. Let H ⊆ G be an open subgroupoid, i.e. H is open, H−1 = H
and (γ1, γ2) ∈ H2 ∩ G(2) ⇒ γ1γ2 ∈ H. Then the inclusions Cc(H) ⊆ Cc(G) and
Bc(H) ⊆ Bc(G) extend to C∗-algebra embeddings C∗r (H) ⊆ C∗r (G) and B∗r (H) ⊆
B∗r (G), respectively.
Proof. Clearly, the inclusion Cc(H) ⊆ Cc(G) extends to an inclusion alg∗H ⊆ alg∗G
of ∗-algebras so it remains only to show that ‖f‖B∗r (G) = ‖f‖B∗r (H) when f ∈ Bc(H).
To this end, let x ∈ G0 and let f ∈ Bc(H). We define an equivalence relation ∼ on
Hs−1(x) such that γ ∼ γ′ if and only if γ′ = µγ for some µ ∈ H . Let [Hs−1(x)]
denote the set of equivalence classes in Hs−1(x). Then
l2
(
s−1(x)
)
= ⊕ξ∈[Hs−1(x)]l2(ξ)⊕ l2
(
s−1(x)\Hs−1(x))
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and πx(f) respects this direct sum decomposition. Since πx(f) = 0 on l
2 (s−1(x)\Hs−1(x))
we find that
‖πx(f)‖ = sup
ξ∈[Hs−1(x)]
∥∥πx(f)|l2(ξ)∥∥ . (2.14)
Let ξ ∈ [Hs−1(x)] and fix a representative γ0 ∈ ξ. We can then define a unitary V :
l2 (H ∩ s−1 (r(γ0)))→ l2(ξ) such that V ψ(µ) = ψ
(
µγ−10
)
. It is then straightforward
to verify that
V πr(γ0)(f)|l2(H∩s−1(r(γ0)))V ∗ = πx(f)|l2(ξ),
and we conclude that∥∥πx(f)|l2(ξ)∥∥ = ∥∥πr(γ0)(f)|l2(H∩s−1(r(γ0)))∥∥ ≤ ‖f‖B∗r (H) .
Combined with (2.14), and using that x ∈ G0 was arbitrary, this shows that
‖f‖B∗r (G) ≤ ‖f‖B∗r (H). Since the reversed inequality is trivial, this completes the
proof. 
Lemma 2.11. Let g ∈ Cc(G) and f ∈ alg∗G. Then the pointwise product
g · f(γ) = g(γ)f(γ), γ ∈ G,
is in alg∗G.
Proof. It follows from Lemma 2.7, applied with E = G, that f is a finite sum
of elements from alg∗G whose compact supports are contained in bisections. We
may therefore assume that f has support in a bisection. Then an argument from
Lemma 4.3 of [ER] completes the proof: Define first u0 : r(supp f) → C such that
u0(x) = g(µ), where µ ∈ supp f is the unique element with r(µ) = x, and let
u ∈ Cc(G0) be an extension of u0. Then g(γ)f(γ) = u(r(γ))f(γ) = u ⋆ f(γ) for all
γ ∈ G. 
Lemma 2.12. Let a ∈ C∗r (G) and let h ∈ Cc(G) be supported in a bisection. There
is then an element h · a ∈ C∗r (G) such that j(h · a)(γ) = h(γ)j(a)(γ) for all γ ∈ G.
Proof. Define a function h˜ : G → C such that h˜(γ) =0 when r(γ) /∈ s(supp h) and
h˜(γ) = h(γ′) where γ′ ∈ supp h is the unique element of s−1(r(γ)) ∩ supp h when
r(γ) ∈ s(supp h). Then∑
γ1γ2=γ
h(γ1)f(γ1)ϕ(γ2) =
∑
γ1γ2=γ
f(γ1)h˜(γ2)ϕ(γ2)
when f ∈ alg∗G and ϕ ∈ l2 (s−1(x)). It follows that ‖h · f‖ ≤ ‖f‖ ‖h‖∞ for all f ∈
alg∗G. In particular, it follows that {h ·fn} converges in B∗r (G) when {fn} ⊆ alg∗G
converges to a. It follows from Lemma 2.11 that the limit h·a = limn→∞ h·fn exists in
C∗r (G). The limit will have the stated property since j(h·a)(γ) = limn→∞ j(h·fn)(γ)
for all γ. 
2.2. Ideals. Let A be a C∗-algebra and D ⊆ A an abelian C∗-subalgebra. An
element a ∈ A is a D-normalizer when a∗Da ⊆ D and aDa∗ ⊆ D. The set of
D-normalizers will be denoted by N(D).
Consider now the case where A = C∗r (G) and
D = DG = C
∗
r (G) ∩ B0(G0).
Let N0(DG) denote the set of functions g from alg
∗G that are supported in a
bisection. It follows from Lemma 2.9 that N0(DG) ⊆ N(DG). A (closed) ideal
C
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J ⊆ DG is said to be G-invariant when n∗Jn ⊆ J for all n ∈ N0(DG). Note that
I∩DG is a G-invariant ideal in DG when I is a (closed and twosided) ideal in C∗r (G).
Lemma 2.13. Let J ⊆ DG be a G-invariant ideal. It follows that
Ĵ = {a ∈ C∗r (G) : PG(a∗a) ∈ J}
is an ideal in C∗r (G) such that J = Ĵ ∩DG.
Proof. It follows easily, by using the relations x∗y∗yx ≤ ‖y‖2x∗x and (x + y)∗(x +
y) ≤ 2x∗x + 2y∗y, that Ĵ is a left ideal in C∗r (G). It follows from Lemma 2.9
that a ∈ Ĵ ⇒ an ∈ Ĵ when n ∈ N0(D) because J is G-invariant. It follows
from Lemma 2.11 that the elements of N0(D) span a dense subspace in C
∗
r (G). We
conclude therefore that Ĵ is also a right-ideal. This proves the lemma because the
identity J = Ĵ ∩DG is obvious. 
Note that it follows from Lemma 2.13 that the lattice of G-invariant ideals in DG
has a copy inside the lattice of ideals in C∗r (G).
An ideal in a C∗-algebra is said to be non-trivial when it is neither {0} nor the
whole algebra. With this terminology we have
Corollary 2.14. Assume that DG contains a non-trivial ideal which is G-invariant.
It follows that C∗r (G) contains a non-trivial ideal.
For x ∈ G0 we let Gx = {γ ∈ G : r(γ) = s(γ) = x} denote the isotropy group at
x.
Lemma 2.15. Let I ⊆ C∗r (G) be an ideal such that I ∩DG = {0}. It follows that
j(a)(x) = 0
for all a ∈ I and all x ∈ G0 with Gx = {x}.
Proof. Let h ∈ alg∗G and let x ∈ G0 be a point with trivial isotropy (i.e. Gx = {x}).
We assume that h(x) 6= 0. Consider a point γ ∈ G. If r(γ) = x and γ 6= x, we
know that s(γ) 6= x. There is therefore an open neighborhood Uγ of γ such that
r
(
Uγ
) ∩ s (Uγ) = ∅. If r(γ) 6= x there is an open neighborhood Uγ of γ such that
x /∈ r (Uγ). Finally, if γ = x there is an open neighborhood Uγ of γ such that
Uγ ⊆ G0. It follows from Lemma 2.7, applied with E = G, that there are elements
hi ∈ alg∗G and distinct elements γi ∈ G such that supp hi ⊆ Uγi , i = 1, 2, . . . , N ,
and h =
∑N
i=1 hi. By construction x is only element of one member from Uγi , i =
1, 2, . . . , N . For convenience we assume that x ∈ Uγ1 . Then γ1 = x and Uγ1 ⊆ G0.
For each j ≥ 2, x /∈ r (Uγj) or x /∈ s (Uγj). There is therefore a function f ∈ Cc(G0)
such that 0 ≤ f ≤ 1, f(x) = 1 and f ⋆ hj = 0 or hj ⋆ f = 0, j ≥ 2. It follows that
f ⋆hi⋆f = 0 when i 6= 1. Hence f ⋆h⋆f = f ⋆h1⋆f ∈ DG. Let q : C∗r (G)→ C∗r (G)/I
be the quotient map. Since q is injective on DG we find that
‖q(h)‖ ≥ ‖q(f ⋆ h ⋆ f)‖ = ‖q (f ⋆ h1 ⋆ f)‖
= ‖f ⋆ h1 ⋆ f‖ = supy∈G0 |f ⋆ h1 ⋆ f(y)| ≥ |h(x)|.
Let a ∈ C∗r (G). There is a sequence {hk} ⊆ alg∗G such that a = limk→∞ hk in
C∗r (G). It follows that
‖q(a)‖ = lim
k→∞
‖q(hk)‖ ≥ lim
k→∞
|hk(x)| = |j(a)(x)| .
This proves the lemma. 
10 KLAUS THOMSEN
Lemma 2.16. Assume that Gx = {x} for some x ∈ G0. Let I be a non-trivial ideal
in C∗r (G). It follows that either I ∩DG or PG(I) is a non-trivial G-invariant ideal
in DG.
Proof. Unless the intersection I ∩DG is zero it will constitute an ideal in DG which
must be non-trivial because DG contains an approximate unit for C
∗
r (G). Since
I ∩DG is G-invariant it suffices to show that PG(I) is a non-trivial G-invariant ideal
in DG when I ∩ DG = {0}. First observe that it is an ideal because of (2.12).
Since PG is faithful by iv) of Lemma 2.8 we have that PG(I) 6= 0 since I 6= 0. By
assumption there is a point x ∈ G0 with trivial isotropy and it follows then from
Lemma 2.15 and (2.11) that g(x) = 0 for all g ∈ PG(I). In particular, PG(I) 6= DG.
Thus PG(I) is a non-trivial ideal in DG when I ∩ DG fails to be. It is G-invariant
by Lemma 2.9. 
Theorem 2.17. Assume that Gx = {x} for some x ∈ G0. Then C∗r (G) is simple if
and only if there are no non-trivial G-invariant ideals in DG.
Proof. Combine Lemma 2.16 and Corollary 2.14. 
For the formulation of the following corollary remember that a subset V ⊆ G0 is
G-invariant when γ ∈ G, s(γ) ∈ V ⇒ r(γ) ∈ V .
Corollary 2.18. Assume that G is e´tale and that Gx = {x} for some x ∈ G0. It
follows that C∗r (G) is simple if and only if there are no open non-trivial G-invariant
subset of G0.
Proof. Since G is e´tale, DG = C0(G
0). Let U ⊆ G0 be an open subset. By Theorem
2.17 it suffices to show that the ideal C0(U) of DG is G-invariant if and only U
is G-invariant. Assume first that C0(U) is G-invariant and let γ ∈ G be such
that s(γ) ∈ U . There is then an element h ∈ N0(DG) such that h(γ) = 1. It
follows that h∗h(s(γ)) = |h(γ)|2 = hh∗(r(γ)) = 1. Since s(γ) ∈ U there is an
f ∈ C0(U) such that f ∗h∗hf ∈ C0(U) and f ∗h∗hf(s(γ)) = 1. Since hf ∈ N0(DG)
we find that hf (f ∗h∗hf) f ∗h∗ ∈ C0(U) and hence that hff ∗h∗ ∈ C0(U). Since
hff ∗h∗(r(γ)) = f ∗h∗hf(s(γ)) = 1 this implies that r(γ) ∈ U .
Assume next that U is G-invariant and let f ∈ C0(U), h ∈ N0(DG). A term in
the sum ∑
γ1γ2γ3=γ
h(γ1)f(γ2)h(γ
−1
3 )
is zero unless γ2 = s(γ1) and γ = r(γ1). Since U is G-invariant this shows that
hfh∗ ∈ C0(U). 
In comparison with the condition for simplicity which can be derived from Re-
nault’s work, note that although the statement does not appear explicitly in [Re1]
his methods can give the conclusion in Corollary 2.18, that simplicity is equivalent to
the absence of any non-trivial open G-invariant subset in G0, under the assumption
that points with trivial isotropy is dense in G0. So what we do in Corollary 2.18
is to reduce the assumption, and in fact to the least possible. Any discrete group
whose reduced group C∗-algebra is not simple is an example which shows that in
general the existence of at least one unit with trivial isotropy can not be omitted in
Theorem 2.17.
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In a weak moment one might hope that there is a bijection between the ideals
of C∗r (G) and the G-invariant ideals of DG in the setting of Theorem 2.17, but
elementary examples such as the product of a discrete group and a locally compact
Hausdorff space, shows that this is certainly not the case. Theorem 2.17 is only a
result on the presence or absence of ideals in C∗r (G).
2.3. Discrete abelian isotropy and Cartan subalgebras. In general an abelian
C∗-subalgebra D of a given C∗-algebra A is regular when A is generated as a C∗-
algebra by N(D). Following Renault, cf. [Re3], we say that D is a Cartan subalgebra
in A when
(i) D contains an approximate unit in A;
(ii) D is maximal abelian;
(iii) D is regular, and
(iv) there exists a faithful conditional expectation Q : A→ D of A onto D.
Returning to the case where A = C∗r (G) and D = DG = C
∗
r (G)∩B0(G0), it follows
from Lemma 2.8 that PG is a faithful conditional expectation of C
∗
r (G) onto DG,
and from Lemma 2.9 that every n ∈ alg∗G which is a supported in a bisection is a
DG-normalizer. This shows that DG is regular. It is easy to see that DG contains an
approximate unit for C∗r (G), cf. the proof of Theorem 2.23, and there is therefore
only one thing missing in Renault’s definition of a Cartan subalgebra from [Re3]: In
general DG is not maximal abelian. In this section we impose additional conditions
on G which hold in many of the applications of the theory to dynamical systems
and which ensure that DG is a subalgebra of a larger abelian C
∗-algebra which is a
Cartan subalgebra in the sense of Renault.
Set
IsG = {γ ∈ G : r(γ) = s(γ)}
which is sometimes called the isotropy bundle of G. Note that IsG is a closed sub-
groupoid of G. In the following we often assume that Is(G) is abelian, i.e. that
γ1γ2 = γ2γ1 for all G
(2) ∩ (IsG× IsG).
Set
D′G = {a ∈ C∗r (G) : supp j(a) ⊆ Is(G)} .
Lemma 2.19. D′G is a C
∗-subalgebra of C∗r (G). In fact,
D′G =
{
a ∈ C∗r (G) : ah = ha ∀h ∈ Cc(G0)
}
. (2.15)
Proof. It suffices to prove (2.15). Let h ∈ Cc(G0), a ∈ C∗r (G). Then j(ah)(γ) =
j(a)(γ)h (s(γ)) and j(ha)(γ) = h (r(γ)) j(a)(γ) for all γ ∈ G by Lemma 2.5. Hence
j(ah) = j(ha) when a ∈ D′G and by Corollary 2.6 this implies that ah = ha.
Assume next that a ∈ C∗r (G) commutes with every element of Cc(G0) and consider
an element γ ∈ G with j(a)(γ) 6= 0. If γ /∈ IsG we can pick an element h ∈ Cc(G0)
such that h(r(γ)) = 0 while h(s(γ)) = 1. Then j(ha)(γ) = h(r(γ))j(a)(γ) = 0 while
j(ah)(γ) = j(a)(γ)h(s(γ)) = j(a)(γ) 6= 0, proving that j(ah−ha) 6= 0. By Corollary
2.6 this implies that ah 6= ha, contradicting our assumption on a. It follows that
j(a)(γ) = 0 for all γ ∈ G\ IsG, i.e. a ∈ D′G.

Definition 2.20. We say that IsG is discrete when IsG\G0 is discrete in the topol-
ogy inherited from G.
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Lemma 2.21. Assume that IsG is discrete. It follows that there is a faithful sur-
jective conditional expectation Q : C∗r (G)→ D′G.
Proof. Set IsessG = {γ ∈ IsG : j(a)(γ) 6= 0 for some a ∈ C∗r (G)}. Let γ ∈ IsessG\G0.
Since IsG is discrete in the topology inherited from G there is a bisection U such
that U ∩ IsG = {γ}. Since γ ∈ IsessG there is also an element a ∈ C∗r (G) such
that j(a)(γ) = 1. Let h ∈ Cc(G) be supported in U such that h(γ) = 1. By
Lemma 2.12 there is an element aγ = h · a ∈ C∗r (G) such that j(aγ) = 1{γ}. It
follows from Corollary 2.6 that aγ = 1{γ}. I.e. we have shown that 1{γ} ∈ D′G when
γ ∈ IsessG\G0.
When f ∈ alg∗G the set supp f ∩ (IsG\G0) is finite and we set
Q(f) = f |IsG = f |G0 +
∑
γ∈IsessG\G0
f(γ)1{γ}. (2.16)
Then Q(f) ∈ D′G. To estimate the norm of Q(f) in D′G, observe that for every
x ∈ G0 we have a direct sum decomposition
l2
(
s−1(x)
)
= ⊕y∈G0 l2
(
s−1(x) ∩ r−1(y))
which is respected by πx(g) when g ∈ Bc (IsG). It follows that
‖πx(g)‖ = sup
y∈G0
∥∥πx(g)|l2(s−1(x)∩r−1(y))∥∥ . (2.17)
Consider a y ∈ G0 such that r−1(y) ∩ s−1(x) 6= ∅ and choose γ0 ∈ r−1(y) ∩ s−1(x).
We define a unitary V : l2 (r−1(y) ∩ s−1(x))→ l2 (r−1(y) ∩ IsG) such that V ψ(η) =
ψ(ηγ0). Then
V πx(g)V
∗ = πy(g)|l2(r−1(y)∩IsG)
and hence (2.17) implies that ‖πx(g)‖ ≤ supy∈G0
∥∥πy(g)|l2(r−1(y)∩IsG)∥∥. It follows
first that ‖πx(g)‖ ≤ ‖g‖B∗r (IsG), and then that ‖g‖B∗r (G) ≤ ‖g‖B∗r (IsG). Since the
reversed inequality is obvious, we conclude that ‖g‖B∗r (G) = ‖g‖B∗r (IsG). In particular,‖Q(f)‖D′
G
= ‖Q(f)‖B∗r (IsG).
Let y ∈ G0 and note that
‖πy (Q(f))‖l2(s−1(y)∩IsG) = ‖Pyπy(f)Py‖l2(s−1(y)) ,
where Py : l
2 (s−1(y)) → l2 (s−1(y) ∩ IsG) is the orthogonal projection. It follows
that
‖πy (Q(f))‖l2(s−1(y)∩IsG) ≤ ‖πy(f)‖l2(s−1(y)) .
Since y ∈ G0 was arbitrary we conclude that
‖Q(f)‖D′
G
= ‖Q(f)‖B∗r (IsG) ≤ ‖f‖C∗r (G) .
Hence Q extends by continuity to a linear map Q : C∗r (G)→ D′G of norm 1.
Let a ∈ D′G. Choose a sequence {fn} ⊆ alg∗G such that limn→∞ fn = a in C∗r (G).
Then limn→∞Q(fn) = Q(a). Furthermore,
j(Q(a))(γ) = lim
n→∞
Q(fn)(γ) =
{
0, when γ /∈ IsessG
limn→∞ fn(γ) = j(a)(γ), when γ ∈ IsessG.
This shows that j(Q(a)) = j(a), and it follows then from Corollary 2.6 that Q(a) =
a. Thus Q : C∗r (G) → D′G is a linear surjective idempotent map of norm one. It
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is easy to check that Q is also positive and hence a conditional expectation. Q is
faithful because PG ◦Q = PG and PG is faithful by Lemma 2.8. 
Corollary 2.22. Assume that IsG is discrete. Then
D′G = C
∗
r (G) ∩ Bc (IsG).
Proof. The inclusion C∗r (G) ∩ Bc(IsG) ⊆ D′G is obvious and it follows from Lemma
2.21 and (2.16) that C∗r (G) ∩Bc(IsG) is dense in D′G. 
Theorem 2.23. Assume that IsG is abelian and discrete. It follows that D′G is a
Cartan subalgebra of C∗r (G).
Proof. Let a, b ∈ D′G. Since IsG is abelian it follows from Lemma 2.5 that j(ab) =
j(ba). By Corollary 2.6 this implies that ab = ba, proving that D′G is abelian.
We check the conditions (i) through (iv) which were listed at the beginning of this
section: To check condition (i), note that Cc (G
0) ⊆ D′G by Lemma 2.1. It is
elementary to check that a bounded and increasing net of non-negative functions
from Cc(G
0) which eventually become constant 1 on every compact subset of G0
will be an approximate unit relative to elements from alg∗G and hence on all of
C∗r (G).
(ii) follows from (2.15).
To establish (iii) it suffices to show that an element f ∈ Cc(G) which is supported
in a bisection is a D′G-normalizer. Let a ∈ D′G, γ ∈ G. By Lemma 2.5
j(f ∗af)(γ) =
∑
γ1γ2γ3=γ
f
(
γ−11
)
j(a) (γ2) f (γ3) .
Since j(a) is supported in IsG, f
(
γ−11
)
j(a) (γ2) f (γ3) is zero unless r (γ3) = s (γ2) =
r (γ2) = s (γ1). Since r and s are both injective on supp f there is an (injective)
map θ : r(supp f) → s(supp f) such that f(µ) = 0 unless θ (r(µ)) = s(µ). So
if f
(
γ−11
)
j(a) (γ2) f (γ3) is not zero we must also have that θ (r(γ3)) = s (γ3) and
θ (s (γ1)) = θ
(
r
(
γ−11
))
= s
(
γ−11
)
= r (γ1). As observed we must also have that
s (γ1) = r (γ3) and it follows that s(γ3) = r (γ1). Since r(γ) = r (γ1) and s (γ3) = s(γ)
this implies that r(γ) = s(γ). Thus j(f ∗af) is supported in IsG, i.e. f ∗af ∈ D′G.
(iv) follows from Lemma 2.21.

A semi e´tale groupoid G is a semi e´tale equivalence relation when IsG = G0. To
distinguish these groupoids from the more general ones we shall denote a semi e´tale
equivalence relation by R.
Lemma 2.24. Let R be a semi e´tale equivalence relation and PR : C
∗
r (R)→ DR the
corresponding conditional expectation. Let ǫ > 0 and a ∈ C∗r (R) be given. It follows
that there are positive elements di, i = 1, 2, . . . , N , in Cc (R
0) ⊆ DR such that∥∥∥∥∥PR(a)−
N∑
i=1
diadi
∥∥∥∥∥ ≤ ǫ.
Proof. Choose f ∈ alg∗R such that ‖a− f‖ ≤ ǫ. Set E = R\R0. Since there is only
trivial isotropy in R we can cover E by open bisections U such that r(U)∩s(U) = ∅.
We can therefore apply Lemma 2.7 to obtain a decomposition f = f |R0 +
∑M
j=1 hj
where hj ∈ alg∗R is supported in a bisection Uj with r (Uj) ∩ s (Uj) = ∅. Set
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K = (supp f |R0) ∪
⋃M
j=1 (r (supp hj) ∪ s (supp hj)) and cover K by a finite open
cover Vi, i = 1, 2, . . . , N , such that Vi ∩ r (supp hj) 6= ∅ ⇒ Vi ∩ s (supp hj) = ∅
for all i, j, and let ki ∈ Cc (R0) , i = 1, 2, . . . , N , be a partition of unity on K
subordinate to Vi, i = 1, 2, . . . , N . Set di =
√
ki. Then PR(f) = f |R0 =
∑N
i=1 difdi
and
∥∥∥PR(a)−∑Ni=1 diadi∥∥∥ ≤ 2ǫ. 
3. The C∗-algebra of a locally injective map
LetX and Y be compact metrizable Hausdorff spaces and ϕ : X → Y a continuous
and locally injective map. Set
R(ϕ) = {(x, y) ∈ X ×X : ϕ(x) = ϕ(y)} .
This is a semi e´tale relation in the topology inherited from X×X and we present the
information on the structure of C∗r (R(ϕ)) which will be needed in the subsequent
sections.
Lemma 3.1. Set K = maxx#ϕ
−1 (ϕ(x)). Then
‖d‖ ≤ K sup
(x,y)∈R(ϕ)
|j(d)(x, y)|
for all d ∈ B∗r (R(ϕ)).
Proof. Let {fn} ⊆ Bc (R(ϕ)) be a sequence converging to d in B∗r (R(ϕ)). (The
subscript c is redundant in this case because R(ϕ) is compact, but we keep it on
for consistency with the notation of Section 2.1.) Then {fn} also converges to j(d),
uniformly on R(ϕ), by (2.3). It suffices therefore to prove the desired inequality
when d ∈ Bc (R(ϕ)): When x ∈ X and ψ ∈ l2 (s−1(x)) we find that
‖πx(d)ψ‖2 =
∑
y∈s−1(x)
∣∣∣∣∣∑
z
d(y, z)ψ(z)
∣∣∣∣∣
2
≤
∑
y∈s−1(x)
‖ψ‖2l2(s−1(x))
∑
z
|d(y, z)|2
≤ K2‖ψ‖2l2(s−1(x))
(
sup
(x,y)∈R(ϕ)
|d(x, y)|
)2
.

We will consider the elements of B∗r (R(ϕ)) as functions on R(ϕ), as we can by
Corollary 2.6. It follows then from Lemma 3.1 that the C∗-norm of B∗r (R(ϕ)) is
equivalent to the supremum norm.
Set
Y ×ϕ X = {(a, x) ∈ Y ×X : a = ϕ(x)}
which is a closed subset of ϕ(X) × X . Let B(Y ×ϕ X) denote the vector space of
bounded complex functions on Y ×ϕ X . We intend to construct an imprimitivity
bimodule, in the sense of Rieffel, out of B (Y ×ϕ X), and we refer to [RW] for a nice
exposition of the theory we rely on.
When h, k ∈ B (Y ×ϕ X) we define 〈h, k〉 : R(ϕ)→ C such that
〈h, k〉 (x, y) = h (ϕ(x), x)k (ϕ(y), y) ,
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and (h, k) : ϕ(X)→ C such that
(h, k)(a) =
∑
z∈ϕ−1(a)
h(a, z)k(a, z).
Note that 〈h, h〉 is positive in B∗r (R(ϕ)) since πz (〈h, h〉) is positive as an operator
on l2 (s−1(z)) for every z ∈ X .
Let B(ϕ(X)) be the C∗-algebra of bounded complex functions on ϕ(X). When
g ∈ B(ϕ(X)) and h ∈ B (Y ×ϕ X) we define gh ∈ B (Y ×ϕ X) such that
gh(a, x) = g(a)h(a, x),
and when h ∈ B (Y ×ϕ X), f ∈ Bc (R(ϕ)) we define hf ∈ B (Y ×ϕ X) such that
hf(a, x) =
∑
z∈ϕ−1(a)
h(a, z)f(z, x).
It is straightforward to check that with these definitions B (Y ×ϕ X) has all the
properties of a B(ϕ(X))-B∗r (R(ϕ))-imprimitivity bimodule, except that the fullness
of the Hilbert modules may fail. See Definition 3.1 on page 42 of [RW].
Let Eϕ be the Hilbert C
∗
r (R(ϕ))-module
Eϕ = Span {fg : f ∈ C (Y ×ϕ X) , g ∈ C∗r (R(ϕ))}.
In particular, 〈h, k〉 ∈ C∗r (R(ϕ)) when h, k ∈ Eϕ. Set
Aϕ = Span {(h, k) : h, k ∈ Eϕ},
which is unital C∗-subalgebra of B(ϕ(X)). Note that Eϕ is then a full left Hilbert
Aϕ-module.
Theorem 3.2. Eϕ is a full Hilbert C
∗
r (R(ϕ))-module and hence an Aϕ-C
∗
r (R(ϕ))-
imprimitivity bimodule.
Proof. We must show that the closed twosided ideal of C∗r (R(ϕ)) generated by
{〈h, k〉 : h, k ∈ C (Y ×ϕ X)} (3.1)
is all of C∗r (R(ϕ)). By definition C
∗
r (R(ϕ)) is generated as a C
∗-algebra by C (R(ϕ)),
and it suffices therefore to show that C(R(ϕ)) is contained in the closed linear span
of the elements from (3.1). Let f ∈ C (R(ϕ)). By Tietze’s extension theorem there
is a g ∈ C(X ×X) such that g|R(ϕ) = f and we can therefore approximate f in the
supremum norm, and hence also in the C∗-norm of C∗r (R(ϕ)) by a linear combination
of functions of the form µ⊗κ, where µ, κ ∈ C(X) and µ⊗κ(x, y) = µ(x)κ(y). Define
h, k : Y ×ϕX → C such that h(a, x) = µ(x) and k(a, x) = κ(x). Since 〈h, k〉 = µ⊗κ,
this completes the proof. 
Corollary 3.3. Let Zϕ denote the Gelfand spectrum of Aϕ. It follows that there is
an n ∈ N and a projection p ∈ C (Zϕ,Mn(C)) such that
C∗r (R(ϕ)) ≃ pC (Zϕ,Mn(C)) p.
Proof. It follows from Theorem 3.2 that C∗r (R(ϕ)) is Morita equivalent to C (Zϕ)
and then from [BGR] and [Br] that C∗r (R(ϕ)) is a corner in C(Zϕ) ⊗ K, where K
denotes the C∗-algebra of compact operators on an infinite dimensional separable
Hilbert space. Such a corner has the form pC (Zϕ,Mn(C)) p for some n and some
p ∈ C (Zϕ,Mn(C)). 
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In the terminology from the classification program of C∗-algebras, cf. e.g. [EGL],
what Corollary 3.3 says is that C∗r (R(ϕ)) is a direct sum of homogeneous C
∗-
algebras. In the context of type I C∗-algebras, cf. e.g. [RW], it says that C∗r (R(ϕ))
is a direct sum of n-homogeneous C∗-algebras with trivial Dixmier-Douady invari-
ant. In particular the primitive ideal space of C∗r (R(ϕ)) is Hausdorff. It is possible,
but lengthy to give a complete description of the primitive ideal space. Only the
following partial results in that direction will be needed.
Let a ∈ ϕ(X). We can then define a ∗-homomorphism ψ˜a : Bc (R(ϕ)) →
Mϕ−1(a)(C) such that ψ˜a(h) = h|ϕ−1(a)×ϕ−1(a). Since
∥∥h|ϕ−1(a)×ϕ−1(a)∥∥M
ϕ−1(a)(C)
=
‖πx(h)‖ for any x ∈ ϕ−1(a) we find that
∥∥h|ϕ−1(a)×ϕ−1(a)∥∥M
ϕ−1(a)(C)
≤ ‖h‖ for
all h ∈ Bc (R(ϕ)). Hence ψ˜a extends to a ∗-homomorphism ψ˜a : B∗r (R(ϕ)) →
Mϕ−1(a)(C) which is clearly surjective. Set ψa = ψ˜a|C∗r (R(ϕ)) which is also surjective
since C (R(ϕ)) ⊆ C∗r (R(ϕ)).
Lemma 3.4. {kerψa : a ∈ ϕ(X)} is dense in the primitive ideal space PrimC∗r (R(ϕ))
of C∗r (R(ϕ)).
Proof. Let W be a non-empty open subset of PrimC∗r (R(ϕ)). Since PrimC
∗
r (R(ϕ))
is Hausdorff there is an element d ∈ C∗r (R(ϕ)) such that d 6= 0 and
{ker π ∈ PrimC∗r (R(ϕ)) : π(d) 6= 0} ⊆W,
cf. e.g. [RW]. Since d 6= 0 there is an a ∈ ϕ(X) such that d|ϕ−1(a)×ϕ−1(a) 6= 0. It
follows that kerψa ∈ W . 
Lemma 3.5. For each j = 1, 2, 3, . . . there is a (possibly zero) projection pj in the
center of C∗r (R(ϕ)) such that
pj(x, y) =
{
1, when x = y and #ϕ−1(ϕ(x)) = j,
0, otherwise.
Proof. Let p be the function on R(ϕ) which is constant 1. Then p ∈ C (R(ϕ)) ⊆
C∗r (R(ϕ)) and hence p ⋆ p
∗|X ∈ C∗r (R(ϕ)). Since
p ⋆ p∗(x, x) =
∞∑
j=1
jpj(x, x),
it follows from spectral theory that pj ∈ C∗r (R(ϕ)) for all j. It is straigthforward to
check that pj is central. 
Note that there are only finitely many j ∈ N for which pj 6= 0 and that
∑
j pj = 1.
Lemma 3.6. Let z ∈ ϕ(X) and set j = #ϕ−1(z). There is then an open neighbor-
hood U of z and open sets Vi, i = 1, 2, . . . , j, in X, such that
1) ϕ−1
(
U
) ⊆ V1 ∪ V2 ∪ · · · ∪ Vj,
2) Vi ∩ Vi′ = ∅, i 6= i′, and
3) ϕ is injective on Vi for each i.
Proof. Since ϕ is locally injective there are open sets Vi, i = 1, 2, . . . , j, such that 2)
and 3) hold and
ϕ−1(z) ⊆
j⋃
i=1
Vi. (3.2)
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If there is no open neighborhood U of z for which 1) holds there is a sequence
{xn} ⊆ X\
⋃j
i=1 Vi such that limn ϕ (xn) = z. A condensation point x of this
sequence gives us an element x ∈ X\⋃ji=1 Vi such that ϕ(x) = z, contradicting
(3.2). 
For each j ∈ N, set
Lj =
{
(x, y) ∈ R(ϕ) : #ϕ−1(ϕ(x)) = j} .
Lemma 3.7. Let a ∈ C∗r (R(ϕ)). Then a|Lj is continuous on Lj for every j.
Proof. Since continuity is preserved under uniform convergence it suffices to prove
this when a ∈ alg∗R(ϕ), and hence in fact when a = f1 ⋆ f2 ⋆ · · · ⋆ fN for some
f1, f2, . . . , fN ∈ C (R(ϕ)). Let (x, y) ∈ Lj and set z = ϕ(x) = ϕ(y). Let U and
Vi, i = 1, 2, . . . , j, be as in Lemma 3.6. For every z
′ ∈ U with #ϕ−1 (z′) = j there
are unique elements λk(z
′) ∈ Vk such that ϕ−1(z′) = {λ1(z′), λ2(z′), . . . , λj(z′)}.
Then
f1 ⋆ f2 ⋆ · · · ⋆ fN(x′, y′) =∑
k1,k2,...,kN−1
f1 (x
′, λk1(ϕ(x
′))) f2 (λk1 (ϕ(x
′)) , λk2 (ϕ(x
′))) · · ·
· · · fN−1
(
λkN−2 (ϕ(x
′)) , λkN−1 (ϕ(x
′))
)
fN
(
λkN−1 (ϕ(x
′)) , y′
)
when (x′, y′) ∈ Lj and x′ ∈ ϕ−1(U). It suffices therefore to prove that each λk
is continuous on U ∩ {z ∈ Y : #ϕ−1(z) = j}. Let {an} be a sequence in U ∩
{z ∈ Y : #ϕ−1(z) = j} converging to a ∈ U ∩ {z ∈ Y : #ϕ−1(z) = j}. If {λk(an)}
does not converge to λk(a) for some k, the sequence {λk(an)} will have a condensa-
tion point x ∈ Vk\ {λk(a)}. Since ϕ(x) = ϕ (λk(a)) = a, this contradicts condition
3) of Lemma 3.6. 
4. Dynamical systems
Let X be a compact metrizable Hausdorff space and ϕ : X → X a continuous
map. We assume that ϕ is locally injective. Set
Γϕ =
{
(x, k, y) ∈ X × Z×X : ∃a, b ∈ N, k = a− b, ϕa(x) = ϕb(y)} .
This is a groupoid with the set of composable pairs being
Γ(2)ϕ = {((x, k, y), (x′, k′, y′)) ∈ Γϕ × Γϕ : y = x′} .
The multiplication and inversion are given by
(x, k, y)(y, k′, y′) = (x, k + k′, y′) and (x, k, y)−1 = (y,−k, x).
To turn Γϕ into a locally compact topological groupoid, fix k ∈ Z. For each n ∈ N
such that n + k ≥ 0, set
Γϕ(k, n) =
{
(x, l, y) ∈ X × Z×X : l = k, ϕk+i(x) = ϕi(y), i ≥ n} .
This is a closed subset of the topological product X × Z × X and hence a locally
compact Hausdorff space in the relative topology. Since ϕ is locally injective Γϕ(k, n)
is an open subset of Γϕ(k, n + 1) and hence the union
Γϕ(k) =
⋃
n≥−k
Γϕ(k, n)
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is a locally compact Hausdorff space in the inductive limit topology. The disjoint
union
Γϕ =
⋃
k∈Z
Γϕ(k)
is then a locally compact Hausdorff space in the topology where each Γϕ(k) is an
open and closed set. In fact, as is easily verified, Γϕ is a locally compact groupoid
in the sense of [Re1]. In the following we shall often identify the unit space Γ0ϕ of Γϕ
with X via the map x→ (x, 0, x) which is a homeomorphism. The local injectivity
of ϕ ensures that the range map r(x, k, y) = x is locally injective, i.e. Γϕ is semi
e´tale. Note that every isotropy group of Γϕ is a subgroup of Z. In particular, Is Γϕ
is abelian.
When ϕ besides being locally injective is also open, and hence a local homeo-
morphism, Γϕ is an e´tale groupoid, which was introduced in increasing generality
in [Re1], [De], [A] and [Re2]. However, when ϕ is not open Γϕ is no longer e´tale,
merely semi e´tale.
Lemma 4.1. Assume that
{
x ∈ X : ϕk(x) = x} is discrete in the topology inherited
from X for all k ∈ N. It follows that Is Γϕ is discrete.
Proof. Let γ = (x0, k, x0) ∈ Is Γϕ\Γ0ϕ. Then k 6= 0 and x0 ∈ Γϕ(k, n) for some n ≥ 1.
Note that ϕn(x0) is |k|-periodic. By assumption there is an open neighborhood U
of x0 such that x0 is the only element x of U for which ϕ
n(x) is |k|-periodic. Then
W = {(x, k, y) ∈ Γϕ(k, n) : x, y ∈ U}
is an open subset of Γϕ such that W ∩ Is Γϕ = {γ}. 
Theorem 4.2. Assume that
{
x ∈ X : ϕk(x) = x} is discrete in the topology inher-
ited from X for all k ∈ N. It follows that D′Γϕ is a Cartan subalgebra of C∗r (Γϕ).
Proof. This is now a consequence of Theorem 2.23. 
Lemma 4.3. Let T be the unit circle in C. There is a continuous action T ∋ z 7→
βz ∈ AutC∗r (Γϕ) such that
βz(f)(x, k, y) = z
kf(x, k, y) (4.1)
when f ∈ Cc(Γϕ) and (x, k, y) ∈ Γϕ.
Proof. It is straightforward to check that the formula (4.1) defines an automorphism
βz of Bc(Γϕ) such that βz (alg
∗ Γϕ) = alg
∗ Γϕ. To see that βz extends by continuity
to C∗r (Γϕ), let x ∈ X and define a unitary Uz on l2 (s−1(x)) such that
Uzψ(y, k, x) = z
kψ(y, k, x).
Then πx (βz(a)) = Uzπx(a)U
∗
z and hence ‖πx(βz(a))‖l2(s−1(x)) = ‖πx(a)‖l2(s−1(x)). It
follows that βz extends to an automorphism of C
∗
r (Γ) for each z ∈ T. To check the
continuity of z 7→ βz(a) for each a ∈ C∗r (Γϕ) it suffices to check when a = f ∈ Cc(Γϕ)
is supported in a bisection inside Γϕ(k) for some k ∈ Z. In this case we have the
estimate
‖βz(f)− βz′(f)‖ ≤
∣∣zk − z′k∣∣ sup
γ∈G
|f(γ)|
by Lemma 2.4. This proves the continuity of z 7→ βz.

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We will refer to the action β from Lemma 4.3 as the gauge action. The fixed point
algebra of the gauge action will be denoted by C∗r (Γϕ)
T.
4.1. A crossed product description of C∗r (Γϕ). Note that
Γϕ(0) = {(x, k, y) ∈ Γϕ : k = 0}
is an open subgroupoid of Γϕ and hence a semi e´tale groupoid in itself. We identify
Γϕ(0) with {
(x, y) ∈ X ×X : ϕi(x) = ϕi(y) for some i ∈ N}
under the map (x, y) 7→ (x, 0, y). Note that Γϕ(0) is a semi e´tale equivalence relation
which we denote by Rϕ in the following. Similarly, Γϕ(0, n) is an open subgroupoid
of Rϕ ⊆ Γϕ and a semi e´tale equivalence relation in itself. In fact, Γϕ(0, n) is
isomorphic, as a semi e´tale equivalence relation, to the semi e´tale equivalence relation
R (ϕn) corresponding to the locally injective map ϕn. The isomorphism is given the
map R (ϕn) ∋ (x, y) 7→ (x, 0, y), and it induces an isomorphism C∗r (R (ϕn)) ≃
C∗r (Γϕ(0, n)). In the following we suppress these isomorphisms in the notation and
identify R (ϕn) with Γϕ(0, n) and C
∗
r (R (ϕ
n)) with C∗r (Γϕ(0, n)). Then
Rϕ =
⋃
n∈N
R (ϕn) .
It follows from Lemma 2.10 that there are isometric embeddings C∗r (R (ϕ
n)) ⊆
C∗r (R (ϕ
n+1)) ⊆ C∗r (Rϕ) for all n. Since Cc (Rϕ) =
⋃
n Cc (R (ϕ
n)) it follows that
C∗r (Rϕ) =
⋃
n
C∗r (R (ϕ
n)). (4.2)
Combined with Corollary 3.3 this shows that C∗r (Rϕ) is an AH-algebra in the
terminology from the classification program for C∗-algebras, cf. e.g [EGL].
We assume that ϕ is surjective. The aim is to show that there is then an endo-
morphism of C∗r (Rϕ) such that C
∗
r (Γϕ) is the crossed product of C
∗
r (Rϕ) by this
endomorphism. In the e´tale case, where ϕ is open, this crossed product decomposi-
tion was established in [A]. Define m : X → R such that
m(x) = # {y ∈ X : ϕ(y) = ϕ(x)} .
It follows from Lemma 3.5 that m is an element of DR(ϕ) which is central in
C∗r (R(ϕ)). Note that m is positive and invertible.
Lemma 4.4. For each k ≥ 1 there is a ∗-homomorphism hk : C∗r
(
R
(
ϕk
)) →
C∗r
(
R
(
ϕk+1
))
such that
hk(f)(x, y) = m(x)
− 1
2m(y)−
1
2 f (ϕ(x), ϕ(y)) . (4.3)
Proof. The formula (4.3) makes sense for all f ∈ Bc
(
R
(
ϕk
))
and defines a linear
map Bc
(
R
(
ϕk
)) → Bc (R (ϕk+1)) which is continuous for the supremum norms.
When f ∈ C (R (ϕk)),
hk(f) = m
−1/2 ⋆ [f ◦ (ϕ× ϕ)] ⋆ m−1/2
which is in C∗r
(
R
(
ϕk+1
))
since m is by Lemma 3.5. It suffices therefore to check
that hk(f
∗) = hk(f)
∗ and hk(f ⋆ g) = hk(f) ⋆ hk(g) when f, g ∈ Bc
(
R
(
ϕk
))
. The
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first property is obvious. We check the second:
hk(f) ⋆ hk(g)(x, y)
=
∑
{z∈X: ϕk+1(z)=ϕk+1(x)}
m(x)−
1
2m(y)−
1
2m(z)−1f (ϕ(x), ϕ(z)) g (ϕ(z), ϕ(y))
=
∑
{z∈X: ϕ(z)=w}
∑
{w∈X: ϕk(w)=ϕk+1(x)}
m(x)−
1
2m(y)−
1
2m(z)−1f (ϕ(x), w) g (w, ϕ(y))
=
∑
{w∈X: ϕk(w)=ϕk+1(x)}
m(x)−
1
2m(y)−
1
2f (ϕ(x), w) g (w, ϕ(y))
= hk(f ⋆ g)(x, y),
where the surjectivity of ϕ was used for the second equality.

Corollary 4.5. The function X ∋ x 7→ m(ϕk(x)) is in C∗r
(
R
(
ϕk+1
))
for k =
0, 1, 2, 3, . . . .
Proof. When hk is the ∗-homomorphism from Lemma 4.4 we have that m ◦ ϕk =
PR(ϕk+1)
(
m
1
2 ⋆ hk(m ◦ ϕk−1) ⋆ m 12
)
. In this way the assertion follows from Lemma
4.4 by induction. 
Note that the diagram
C∗r
(
R
(
ϕk
))
hk
C∗r
(
R
(
ϕk+1
))
hk+1
C∗r
(
R
(
ϕk+1
))
C∗r
(
R
(
ϕk+2
))
(4.4)
commutes for each k so that we obtain a ∗-endomorphism ϕ̂ : C∗r (Rϕ) → C∗r (Rϕ)
defined such that ϕ̂|C∗r(R(ϕk)) = hk.
We define a function v : Γϕ → C such that
v(x, k, y) =
{
m(x)−
1
2 when k = 1 and y = ϕ(x)
0 otherwise.
Then v is the product v = m−
1
21Γϕ(1,0) in C
∗
r (Γϕ). In particular, v ∈ C∗r (Γϕ). By
checking on C∗r
(
R
(
ϕk
))
one finds that
vav∗ = ϕ̂(a) (4.5)
for all a ∈ C∗r (Rϕ). Similarly a direct computation shows that v is an isometry, i.e.
v∗v = 1. Unlike the e´tale case considered in [A], the inclusion v∗C∗r (Rϕ) v ⊆ C∗r (Rϕ)
can fail in the semi e´tale case.
Theorem 4.6. Assume that ϕ is surjective. It follows that C∗r (Γϕ) is generated, as
a C∗-algebra, by the isometry v and C∗r (Rϕ). In fact, C
∗
r (Γϕ) is the crossed product
C∗r (Rϕ)×bϕ N
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in the sense of Stacey, [St], and Boyd, Keswani and Raeburn, [BKR].
Proof. By definition C∗r (Γϕ) is generated by⋃
n,l∈N
Cc (Γϕ(l, n)) ∪ Cc (Γϕ(−l, n))
so to prove the first assertion it suffices to show that Cc (Γϕ(l, n)) and Cc (Γϕ(−l, n))
are both subsets of the C∗-algebra generated by v and C∗r (Rϕ) for every l, n. Assume
that f ∈ Cc (Γϕ(l, n)). Define the function g : R (ϕn)→ C such that
g(x, y) = f
(
x, l, ϕl(y)
)
m
(
ϕl−1(y)
)− 1
2 m
(
ϕl−2(y)
)− 1
2 · · ·m(y)− 12 .
It follows from Corollary 4.5 that g ∈ C∗r
(
R
(
ϕl+n
))
. Since f = f (v∗)l vl and
f (v∗)l = g, this shows that f is in the C∗-algebra generated by v and C∗r (Rϕ).
When f ∈ Cc (Γϕ(−l, n)) a similar calculation shows that vlf ∈ C∗r (Rϕ) and hence
f = (v∗)l vlf is in the C∗-algebra generated by v and C∗r (Rϕ).
It follows now from the universal property of C∗r (Rϕ)×bϕN that there is a surjective
∗-homomorphism C∗r (Rϕ)×bϕN→ C∗r (Γϕ) which is the identity on C∗r (Rϕ). To show
that it is an isomorphism it suffices, by Proposition 2.1 of [BKR], to show that∥∥∥∥∥∑
i∈F
(v∗)i ai,iv
i
∥∥∥∥∥ ≤
∥∥∥∥∥∑
i,j∈F
(v∗)i ai,jv
j
∥∥∥∥∥
in C∗r (Γϕ) when F ⊆ N is a finite set and {ai,j}i,j∈F is any collection of elements
from C∗r (Rϕ). This inequality follows from the existence of the gauge action β of T
on C∗r (Γϕ) since ∑
i∈F
(v∗)i ai,iv
i =
∫
T
βz
(∑
i,j∈F
(v∗)i ai,jv
j
)
dz.

Lemma 4.7. The endomorphism ϕ̂ : C∗r (Rϕ)→ C∗r (Rϕ) is a full corner endomor-
phism in the sense that the projection ϕ̂(1) = vv∗ is full in C∗r (Rϕ).
Proof. Note that
ϕ̂(1)(x, y) = vv∗(x, y) = m(x)−
1
2m(y)−
1
21R(ϕ)(x, y). (4.6)
It follows from Lemma 2.24 that the ideal in C∗r (Rϕ) generated by ϕ̂(1) contains
PRϕ (ϕ̂(1)). And it follows from (4.6) that PRϕ (ϕ̂(1)) is the invertible element m
−1.
Hence the ideal in C∗r (Rϕ) generated by ϕ̂(1) is all of C
∗
r (Rϕ). 
Note that v is a unitary, i.e. vv∗ = 1, if and only if m = 1 if and only if ϕ is a
homeomorphism. In this case C∗r (Rϕ) = C(X) and C
∗
r (Γϕ) ≃ C(X) ×ϕ Z. Such
crossed products have been intensively studied and we shall have nothing to add in
this case. We therefore restrict attention to the case where ϕ is surjective, but not
injective.
Assume that ϕ is surjective and not injective. Let Bϕ be the inductive limit of
the sequence
C∗r (Rϕ)
bϕ
C∗r (Rϕ)
bϕ
C∗r (Rϕ)
bϕ . . . (4.7)
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We can then define an automorphism ϕ̂∞ ∈ AutBϕ such that ϕ̂∞ ◦ ρ∞,n = ρ∞,n ◦ ϕ̂,
where ρ∞,n : C
∗
r (Rϕ)→ Bϕ is the canonical ∗-homomorphism from the n’th level in
the sequence (4.7) into the inductive limit algebra. In this notation the inverse of
ϕ̂∞ is defined such that ϕ̂
−1
∞ ◦ ρ∞,n = ρ∞,n+1.
Theorem 4.8. Assume that ϕ is surjective and not injective. It follows that p =
ρ∞,1(1) ∈ Bϕ ⊆ Bϕ ×bϕ∞ Z is a full projection and C∗r (Γϕ) is ∗-isomorphic to the
corner p (Bϕ ×bϕ∞ Z) p.
Proof. In view of Proposition 3.3. of [St], which was restated in [BKR], it suffices
to check that ρ∞,1(1) is a full projection in Bϕ. To this end it suffices to show that
vn (v∗)n = ϕ̂n(1) a full projection in C∗r (Rϕ). By noting that
vn (v∗)n (x, y) =[
m(x)m(ϕ(x)) . . . m(ϕn−1(x))m(y)m(ϕ(y)) . . .m(ϕn−1(y))
]− 1
2 1R(ϕn)(x, y),
this follows from Lemma 2.24 as in the proof of Lemma 4.7. 
Corollary 4.9. Assume that ϕ is surjective and not injective. It follows that there
is a (non-unital) AH-algebra A and an automorphism α of A such that C∗r (Γϕ) is
stably isomorphic to A×α Z.
Proof. Note that Bϕ is AH since C
∗
r (Rϕ) is. Hence the assertion follows from The-
orem 4.8 by the use of Brown’s theorem, [Br]. 
One virtue of Theorem 4.6 and Theorem 4.8 is that the crossed product descrip-
tion and the Pimsner-Voiculescu exact sequence give us a six-term exact sequence
which makes it possible to calculate the K-theory of C∗r (Γϕ) from the K-theory of
C∗r (Rϕ) and the action of ϕ̂ on K-theory. See e.g. [De] and [DS] for such K-theory
calculations in the e´tale case.
4.2. Simplicity of C∗r (Γϕ) and C
∗
r (Rϕ).
Theorem 4.10. Assume that ϕ is surjective and not injective. Then C∗r (Γϕ) is
simple if and only if there is no non-trivial ideal I in C∗r (Rϕ) such that ϕ̂(I) ⊆ I.
Proof. Assume first that I is a non-trivial ideal in C∗r (Rϕ) which is ϕ̂-invariant in the
specified way. In the notation established before Theorem 4.8, set J =
⋃
n ρ∞,n(I).
Then J is a non-zero ϕ̂∞-invariant ideal in Bϕ. To prove that J 6= Bϕ, we show that
ρ∞,1(1) /∈ J . Indeed, if ρ∞,1(1) ∈ J there is, for any ǫ > 0, a k ∈ N and an element
a ∈ I such that ∥∥ϕ̂k(1)− a∥∥ = ‖ρ∞,1(1)− ρ∞,k(a)‖ ≤ ǫ.
Since ϕ̂k(1) is a projection and I is an ideal in C∗r (Rϕ) this implies, with ǫ appropri-
ately small, that ϕ̂k(1) ∈ I. And as argued in the proof of Theorem 4.8 ϕ̂k(1) = vkv∗k
is a full projection in C∗r (Rϕ) and hence ϕ̂
k(1) ∈ I implies that I = C∗r (Rϕ), con-
trary to assumption. Hence J is a non-trivial ideal in Bϕ. Being ϕ̂∞-invariant it
gives rise to a non-trivial ideal in Bϕ ×bϕ∞ Z. Since C∗r (Γϕ) is stably isomorphic to
Bϕ ×bϕ∞ Z by Theorem 4.8 and [Br], this means that C∗r (Γϕ) is not simple.
The reversed implication, that C∗r (Γϕ) is simple when there are no non-trivial
ϕ̂-invariant ideals in C∗r (Rϕ) follows from [BKR] (and [ALNR]), in particular, from
Corollary 2.7 of [BKR], because C∗r (Rϕ) is AH, and hence also strongly amenable.

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Remark 4.11. The inclusion C∗r (Rϕ) ⊆ C∗r (Γϕ)T is obvious. When ϕ is open the two
algebras are identical, but there are examples of shift spaces where this is a strict
inclusion. Similarly, the inclusion DRϕ ⊆ DΓϕ is obvious and is an identity when ϕ
is open, but a strict inclusion for certain shift spaces.
Let PRϕ : C
∗
r (Rϕ)→ DRϕ be the conditional expectation. Note that
mPRϕ ◦ ϕ̂(f) = f ◦ ϕ (4.8)
for f ∈ DRϕ. Thus mPRϕ ◦ ϕ̂ is a unital injective endomorphism of DRϕ which we
denote by ϕ.
Lemma 4.12. a) Let I ⊆ C∗r (Rϕ) be a non-trivial ideal in C∗r (Rϕ) such that
ϕ̂(I) ⊆ I. It follows that J = I ∩DRϕ is a non-trivial Rϕ-invariant ideal in
DRϕ such that ϕ(J) ⊆ J .
b) Let J ⊆ DRϕ be a non-trivial Rϕ-invariant ideal such that ϕ(J) ⊆ J . It
follows that
Ĵ =
{
a ∈ C∗r (Rϕ) : PRϕ(a∗a) ∈ J
}
is a non-trivial ideal in C∗r (Rϕ) such that ϕ̂(Ĵ) ⊆ Ĵ .
Proof. a): It follows from Lemma 2.24 that PRϕ(I) ⊆ I and hence that I∩DRϕ is not
zero since I is not and PRϕ is faithful. It is not all of DRϕ because it does not contain
the unit. Finally, it follows that ϕ
(
I ∩DRϕ
) ⊆ mPRϕϕ̂(I) ⊆ mPRϕ(I) ⊆ I ∩ DRϕ
since ϕ̂(I) ⊆ I, PRϕ(I) ⊆ I ∩DRϕ and m ∈ DRϕ .
b): Recall that Ĵ is a non-trivial ideal by Lemma 2.13. Since PRϕ◦ϕ̂◦PRϕ = PRϕ◦ϕ̂
it follows that
PRϕ (ϕ̂(a)
∗ϕ̂(a)) = PRϕ ◦ ϕ̂ ◦ PRϕ(a∗a) = m−1ϕ
(
PRϕ(a
∗a)
) ∈ J
when a ∈ Ĵ . This shows that ϕ̂
(
Ĵ
)
⊆ Ĵ .

Theorem 4.13. Assume that ϕ is surjective and not injective. Then C∗r (Γϕ) is
simple if and only if there is no non-trivial Rϕ-invariant ideal J in DRϕ such that
ϕ(J) ⊆ J .
Proof. Combine Lemma 4.12 and Theorem 4.10. 
When ϕ is open, and hence a local homeomorphism, Theorem 4.13 follows from
Proposition 4.3 of [DS].
For all k, l ∈ N, set
Xk,l =
{
x ∈ X : #ϕ−k (ϕk(x)) = l} .
Theorem 4.14. Assume that ϕ is surjective and not injective. The following con-
ditions are equivalent:
1) C∗r (Γϕ) is simple.
2) For every open subset U ⊆ X and k, l ∈ N such that U ∩Xk,l 6= ∅ there is an
m ∈ N such that
m⋃
j=0
ϕj (U ∩Xk,l) = X.
Proof. For the organization of the proof it is convenient to observe that condition
2) is equivalent to the following:
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2’) For every open subset U ⊆ X and k, l ∈ N such that U ∩Xk,l 6= ∅ there is a
m ∈ N such that
ϕm+k
(
m−1⋃
j=0
ϕ−j (U ∩Xk,l)
)
= X.
1) ⇒ 2’): Assume first that C∗r (Γϕ) is simple. If condition 2’) fails there is an
open subset U in X and a pair k, l ∈ N such that U ∩Xk,l 6= ∅ and for each m ∈ N
there is an element xm ∈ X such that
ϕ−m−k (xm) ∩
(
m−1⋃
j=0
ϕ−j (U ∩Xk,l)
)
= ∅. (4.9)
Let R
(
ϕk
) |U be the reduction of R (ϕk) to U , i.e.
R
(
ϕk
) |U = {(x, y) ∈ R (ϕk) : x, y ∈ U} ,
which is an open subgroupoid of R
(
ϕk
)
. It follows from Lemma 2.10 that there is an
isometric inclusion C∗r
(
R
(
ϕk
) |U) ⊆ C∗r (R (ϕk)). In the notation used in Lemma
3.4, let ψxm be the irreducible representation of C
∗
r
(
R
(
ϕk+m
))
corresponding to xm.
Let {pj} be the central projections of Lemma 3.5 relative to ϕk. It follows from (4.9)
that ψxm
(
ϕ̂j
(
C∗r
(
R
(
ϕk
) |U) pl)) = 0 for all j ∈ {0, 1, 2, . . . , m− 1}. By composing
the normalized trace of Mϕ−m−k(xm)(C) with ψxm we obtain in this way, for each
m ∈ N, a trace state ωm on C∗r
(
R
(
ϕm+k
))
which annihilates ϕ̂j
(
C∗r
(
R
(
ϕk
) |U) pl)
for j = 0, 1, . . . , m−1. For each m we choose a state extension ω′m of ωm to C∗r (Rϕ).
Any weak* condensation point of the sequence {ω′m} will be a trace state ω on
C∗r (Rϕ) which annihilates ϕ̂
j
(
C∗r
(
R
(
ϕk
) |U) pl) for all j ∈ N. It follows that the
closed two-sided ideal I in C∗r (Rϕ) generated by
∞⋃
j=0
ϕ̂j
(
C∗r
(
R
(
ϕk
) |U) pl)
is contained in {a ∈ C∗r (Rϕ) : ω(a∗a) = 0}. Hence I is a non-trivial ideal in C∗r (Rϕ).
Since ϕ̂(I) ⊆ I this contradicts the simplicity of C∗r (Γϕ) by Theorem 4.10.
2’)⇒ 1): Let I ⊆ C∗r (Rϕ) be a non-zero closed twosided ideal such that ϕ̂(I) ⊆ I.
By Theorem 4.10 it suffices to show that 1 ∈ I. Since I 6= 0 there is a k ∈ N such that
I∩C∗r
(
R
(
ϕk
)) 6= 0. Let d′ ∈ I ∩C∗r (R (ϕk)) be an element with ‖d′‖ = 1. There is
then an l such that d′pl 6= 0. In particular, there is an a ∈ X such that ψa (d′pl) 6= 0.
Since I ∩ C∗r
(
R
(
ϕk
))
is an ideal in C∗r
(
R
(
ϕk
))
, pl is central in C
∗
r
(
R
(
ϕk
))
and
ψa
(
C∗r
(
R
(
ϕk
))) ≃Mϕ−k(a)(C), there is a positive element d ∈ I∩C∗r (R (ϕk)) such
that dpl(ξ, ξ) > 1 for all ξ ∈ ϕ−k(a)∩Xk,l. It follows from Lemma 3.7 that the map
ξ 7→ dpl(ξ, ξ) is continuous on Xk,l. There is therefore an open set W in X such that
W ∩Xk,l ⊇ ϕ−k(a) ∩Xk,l and
dpl(ξ, ξ) ≥ 1. (4.10)
for all ξ ∈ W ∩Xk,l. Since condition 2’) holds there is an m ∈ N such that
ϕm+k
(
m−1⋃
j=0
ϕ−j (W ∩Xk,l)
)
= X. (4.11)
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Now, assuming that 1 /∈ I, there is an irreducible ideal in C∗r
(
R
(
ϕm+k
))
which
contains I ∩ C∗r
(
R
(
ϕm+k
))
. It follows then from Lemma 3.4 and the ϕ̂-invariance
of I that there is a point b ∈ X such that∥∥ψb (ϕ̂i (dpl))∥∥ < inf
y∈X,j∈{0,1,2,...,m−1}
(
m(y)m (ϕ(y)) · · ·m (ϕj−1(y)))−1 (4.12)
for all i ∈ {0, 1, 2, . . . , m−1}. It follows from (4.11) that there is a j0 ∈ {0, 1, 2, . . . , m−
1} and an element z ∈ ϕ−m−k(b) ∩ ϕ−j0 (W ∩Xk,l). Then∥∥ψb ◦ ϕ̂j0 (dpl)∥∥ ≥ ϕ̂j0 (dpl) (z, z)
=
(
m(z)m (ϕ(z))m
(
ϕ2(z)
)
. . .m
(
ϕj0−1(z)
))−1
dpl
(
ϕj0(z), ϕj0(z)
)
≥ (m(z)m (ϕ(z))m (ϕ2(z)) . . .m (ϕj0−1(z)))−1 , (4.13)
where we in the last step used that ϕj0(z) ∈ W ∩Xk,l so that (4.10) applies. (4.13)
contradicts (4.12). 
It is easy to modify the proof of Theorem 4.14 to obtain the following
Theorem 4.15. Assume that ϕ is surjective and not injective. The following con-
ditions are equivalent:
1) C∗r (Rϕ) is simple.
2) For every open subset U ⊆ X and k, l ∈ N such that U ∩Xk,l 6= ∅ there is a
m ∈ N such that
ϕm (U ∩Xk,l) = X.
By Theorem 2.17 the two conditions, 1) and 2), in Theorem 4.15 are equivalent
to the absence of any non-trivial Rϕ-invariant ideal in DRϕ .
When ϕ is open and hence a local homeomorphism it was observed in [A] that
the sets Xk,l are all open by a result of Eilenberg. So in this case condition 2) of
Theorem 4.14 is equivalent to strong transitivity of ϕ in the sense of [DS]: For every
non-empty open set U of X there is an m ∈ N such that ⋃mj=0 ϕj(U) = X . Similarly
when ϕ is open condition 2) of Theorem 4.15 is equivalent to exactness of ϕ: For
every non-empty open set U of X there is an m ∈ N such that ϕm(U) = X . So when
ϕ is a local homeomorphism Theorem 4.14 follows from Proposition 4.3 of [DS] and
Theorem 4.15 from Proposition 4.1 of [DS].
We show next that it is possible to use the methods of this paper to improve the
known simplicity criteria in the e´tale case to handle a non-surjective local homeo-
morphism of a locally compact space. Let X be a locally compact Hausdorff space
and ϕ : X → X a local homeomorphism. We say that ϕ is irreducible when
X =
⋃
0≤i,j
ϕ−i
(
ϕj(U)
)
. (4.14)
for every open non-empty set U in X . As observed in [EV] a simple argument shows
that ϕ is irreducible if and only if there is no non-trivial open subset V ⊆ X such
that ϕ−1(V ) = V .
Theorem 4.16. Let X be a locally compact second countable Hausdorff space and
ϕ : X → X a local homeomorphism. The following are equivalent:
1) C∗r (Γϕ) is simple.
2)
{
x ∈ X : ϕk(x) = x} has empty interior for each k ≥ 1 and ϕ is irreducible.
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3) There is a point in X which is not pre-periodic under ϕ and ϕ is irreducible.
Proof. 1) ⇒ 2): Assume that {x ∈ X : ϕk(x) = x} contains a non-empty open set
V for some k ≥ 1. Set W = ⋃k−1j=0 ϕj(V ). Then the reduction
Γϕ|W = {(x, k, y) ∈ Γϕ : x, y ∈ W}
is an e´tale groupoid in itself and C∗r (Γϕ|W ) is a C∗-subalgebra of C∗r (Γϕ). It is easy
to check that
C∗r (Γϕ|W ) = C0(W )C∗r (Γϕ)C0(W ),
showing that C∗r (Γϕ|W ) is a hereditary C∗-subalgebra. Note that C∗r (Γϕ) is separable
since we assume that X is second countable. Since we assume that C∗r (Γϕ) is simple
we can then apply [Br] to conclude that C∗r (Γϕ) is stably isomorphic to C
∗
r (Γϕ|W ).
However, since ϕ is k-periodic on W , every orbit of an element in W is a Γϕ|W -
invariant closed subset of W . As C∗r (Γϕ|W ) must be simple since C∗r (Γϕ) is, it
follows from Corollary 2.14 and (the proof of) Corollary 2.18 that W must be a
single orbit. But then
C∗r (Γϕ|W ) ≃ C(T)⊗Mk′(C)
where k′ ≤ k is the number of elements in W . This algebra is obviously not simple,
contradicting the assumption that C∗r (Γϕ) is. It follows that
{
x ∈ X : ϕk(x) = x}
must have empty interior for each k ≥ 1.
It follows from Corollary 2.14 and (the proof of) Corollary 2.18 that X contains
no non-trivial open Γϕ-invariant subset. It is easy to see that this is equivalent to
the assertion that (4.14) holds for every non-empty open subset U .
2)⇒ 3): Assume to reach a contradiction that every element of X is pre-periodic
under ϕ. This means that
X =
⋃
n≥1, k≥0
ϕ−k (PernX) (4.15)
where PernX = {y ∈ X : ϕn(y) = y}. It follows from the Baire category theorem
that there are n ≥ 1, k ≥ 0 and a non-empty open set V ⊆ ϕ−k (PernX). Since
ϕ is open this implies that ϕk(V ) is an open subset of PernX , contradicting our
assumption.
3) ⇒ 1): As we observed above irreducibility of ϕ is equivalent to the absence
of any non-trivial Γϕ-invariant open subset in X . Furthermore, a point x of X
which is not pre-periodic under ϕ must have trivial isotropy group in Γϕ. Hence the
simplicity of C∗r (Γϕ) follows from Theorem 2.17. 
Concerning the simplicity of C∗r (Rϕ) when ϕ is open we get the following conclu-
sion directly from Corollary 2.18. It generalizes Proposition 4.1 of [DS].
Theorem 4.17. Let X be a locally compact Hausdorff space and ϕ : X → X a local
homeomorphism. It follows that C∗r (Rϕ) is simple if and only if
⋃∞
k=0 ϕ
−k
(
ϕk(U)
)
=
X for every open non-empty subset U ⊆ X.
4.3. Subshifts: Carlsen-Matsumoto algebras. K. Matsumoto was the first to
encode structures from general subshifts in a C∗-algebra, [Ma1], generalizing the
original construction of Cuntz and Krieger, [CK]. Later, slightly different construc-
tions were suggested by Carlsen and Matsumoto, [CM], and by Carlsen, [C]. The
exact relation between the various constructions is a little obscure. Some of the
known connections between them are described in [CM] and [CS]. As we shall
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see the approach we take here, based on the groupoids of Renault, Deaconu and
Anantharaman-Delaroche, gives rise to the algebras introduced by Carlsen in [C].
Set A = {1, 2, . . . , n} and AN = {(x1, x2, x3, . . . ) : xi ∈ A}. We consider AN as a
compact metric space with the metric
d(x, y) =
∞∑
i=1
2−i |xi − yi| .
The shift σ acts on AN in the usual way: σ(x)i = xi+1. Let S ⊆ AN be a subshift,
i.e. S is closed and σ(S) = S. Such a subshift defines in a canonical way an abstract
language whose words W(S) are the finite strings of ’letters’ from the ’alphabet’ A
which occur in an element from S. We refer to [LM] for more on subshifts.
Since σ : S → S is locally injective we can apply the construction of the previous
section to obtain a semi e´tale groupoid which we denote by ΓS. Similarly, the
corresponding semi e´tale equivalence relation will be denoted by RS in this setting.
Given a word u ∈W(S) of length |u| = n, set
C(u) = {x ∈ S : x1x2 . . . xn = u} .
These are the standard cylinder sets in S and they form a base for the topology.
Now set
C(u, v) = C(u) ∩ σ−|u| (σ|v| (C(v))) .
Thus C(u, v) consists of the elements of C(u) with the property that when the prefix
u is replaced by v the infinite row of letters is still an element of S. Since the empty
word ∅ by convention is also a word in W(S), with cylinder C∅ = S, we have that
C(u) = C(u, ∅). While the cylinder sets are both closed and open, the set C(u, v)
is in general only closed. The characteristic functions 1C(u,v), u, v ∈W(S), generate
a separable C∗-subalgebra in l∞(S) which we denote by DS. The C
∗-algebra OS of
Carlsen from [C] is generated by partial isometries su, u ∈W(S), such that
susv = suv
when uv ∈W(S), susv = 0 when uv /∈W(S), and such that svs∗usus∗v, u, v ∈W(S),
are projections which generate an abelian C∗-subalgebra isomorphic to DS under a
map sending svs
∗
usus
∗
v to 1C(v,u), cf. [CS].
The algebra OS is blessed with the following universal property which enhances
its applicability:
(A) When B is a C∗-algebra containing partial isometries Su, u ∈ W(S), such
that
Suv = SuSv
when uv ∈ W(S), SuSv = 0 when uv /∈ W(S), and admitting a ∗-homomorphism
DS → B sending 1C(v,u) to SvS∗uSuS∗v for all u, v ∈ W(S), then there is a ∗-
homomorphism OS → B sending su to Su for all u ∈W(S).
In particular, it follows from (A) that there is a continuous action γ of the unit
circle T on OS such that γz(su) = z|u|su for all z ∈ T and all u ∈W(S). This action
is called the gauge action, cf. [C],[CS].
The universal property (A) of OS is established in Theorem 10 of [CS]. As we shall
show in the following proof, property (A) will provide us with a ∗-homomorphism
OS → C∗r (ΓS) which we show is surjective. To conclude that it is also injective we
shall need that OS is a crossed product of a type dealt with by Exel and Vershik in
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[EV]. In the notation of [CS] and [EV], OS = DS ⋊α,L N, where α is the endomor-
phism of DS defined such that α(f) = f ◦ σ, and the transfer operator L is given
by
L(f)(x) = 1
#σ−1(x)
∑
y∈σ−1(x)
f(y),
cf. [CS]. Note that both σ and L are unital and faithful so that the Hypotheses 3.1
of [EV] are satisfied. Furthermore, by inspection of the proof of Theorem 10 in [CS]
one sees that the gauge action γ of OS is the same as the gauge action considered
in [EV]. In this way we can use Theorem 4.2 of [EV] to supplement property (A)
with the following ’gauge invariant uniqueness property’:
(B) Let B be C∗-algebra and λ : OS → B a ∗-homomorphism which is injective on
DS. Assume that B admits a continuous action of T by automorphisms such that λ
is equivariant with respect to the gauge-action on OS. It follows that λ is injective.
Theorem 4.18. Let S be a one-sided subshift. Then the Carlsen-Matsumoto algebra
OS is ∗-isomorphic to the C∗-algebra C∗r (ΓS) under a ∗-isomorphism which maps
DS onto DΓS .
Proof. When u ∈W(S) is a word, we let tu ∈ Bc(ΓS) be the characteristic function
of the set {
(x, l, y) ∈ S × Z× S : x ∈ C(u), l = |u|, yi = x|u|+i, i ≥ 1
}
.
Note that
{
(x, l, y) ∈ S × Z× S : x ∈ C(u), l = |u|, yi = x|u|+i, i ≥ 1
}
is an open
and compact subset of ΓS (|u|, 0) and hence of ΓS. Therefore tu ∈ Cc (ΓS). Straight-
forward calculations show that
tvt
∗
utut
∗
v = 1C(v,u) (4.16)
for all u, v ∈W(S) when we identify S with the unit space of ΓS, and that tutv = tuv
when uv ∈ W(S), and tutv = 0 when uv /∈ W(S). It follows therefore from the
universal property (A) of OS described above that there is a ∗-homomorphism λ :
OS → C∗r (ΓS) such that λ (su) = tu for all u ∈W(S).
To see that λ is surjective note first that it follows from (4.16) that 1C(u) = 1C(u,u)
is in the range of λ for alle u ∈W(S). Note next that tut∗v = 1A(u,v) where
A(u, v) ={
(x, k, y) ∈ S × Z× S : k = |u| − |v|, x ∈ C(u), y ∈ C(v), x|u|+i = y|v|+i, i ≥ 1
}
(4.17)
is a compact and open subset of ΓS. In fact, sets of this form constitute a base
for the topology of ΓS so in order to show that every element of Cc (ΓS) is in the
range of λ, which implies that λ is surjective, it will be enough to consider an
f ∈ Cc (ΓS) such that f has support in A(u, v) for some u, v ∈ W(S). Let ǫ > 0.
Note that the range map r is injective on A(u, v). By combining this fact with the
continuity of f it follows that we can find words ui, i = 1, 2, . . . , N , in W(S) such
that C(u) =
⋃N
i=1C(ui) and
|f(ξ)− f(ξ′)| ≤ ǫ (4.18)
when ξ, ξ′ ∈ A (u, v) ∩ r−1 (C (ui)), and such that
C (ui) ∩ C (uj) = ∅, i 6= j. (4.19)
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Define a function h : S → C such that
h(x) =
{
f(x, |u| − |v|, y), when (x, |u| − |v|, y) ∈ A(u, v) for some y ∈ C(v)
0, otherwise.
Then h is bounded and supported in C(u). Let J = {i : A (u, v) ∩ r−1 (C(ui)) 6= ∅}.
For each i ∈ J we pick an element ξi ∈ A (u, v) ∩ r−1 (C(ui)) and define k : S → C
such that
k =
∑
i∈J
h (ξi) 1C(ui).
Then k, h are both bounded and compactly supported in S and k is in the range of
λ. Furthermore, it follows from (4.18) and (4.19) that
‖h− k‖∞ ≤ ǫ (4.20)
in Bc (Γ
0
S). By using the canonical inclusion Bc (Γ
0
S) ⊆ Bc (ΓS) we consider h and k
as elements of Bc (ΓS), and find then that f = h ⋆ tut
∗
v. Hence
‖f − k ⋆ tut∗v‖C∗r (ΓS) ≤ ‖h− k‖∞ ‖tut
∗
v‖C∗r (ΓS) . (4.21)
It follows from (4.16) that tut
∗
v is a partial isometry and hence that ‖tut∗v‖ ≤ 1. We
can therefore combine (4.21) and (4.20) to get the estimate
‖f − k ⋆ tut∗v‖ ≤ ǫ.
Since ǫ > 0 is arbitrary and k ⋆ tut
∗
v is in the range of λ, it follows that so is f ,
completing the proof that λ is surjective. Note that 1C(ui) ⋆ tut
∗
v = 1A(ui,v′i) for
an appropriate word v′i ∈ W(S) so that k ⋆ tut∗v is a linear combination of such
characteristic functions.
To see that λ is injective note first that (4.16) implies that λ is injective on DS.
Therefore property (B) above shows that the injectivity of λ will follow if we can
exhibit a continuous action β : T → AutC∗r (ΓS) such that βz (tu) = z|u|tu for all
u ∈W(S). The gauge action from Lemma 4.3 is such an action.
It remains to show that
λ (DS) = DΓS . (4.22)
The inclusion λ (DS) ⊆ DΓS follows from (4.16) and the definition of λ, so it remains
only to show that DΓS ⊆ λ (DS). To this end we let 1A(u,v) denote the characteristic
function of the set (4.17). Let u ∈W(S), and let F ⊆W(S) be a finite set of words
in S, not necessarily of the same length as u. We set
C ′(u;F ) =
{
x ∈ C(u) : ∀v ∈ F ∃yv ∈ C(v) such that yv|v|+i = x|u|+i, i ≥ 1
}
.
(4.23)
Thus C ′(u;F ) =
⋂
v∈F C(u, v). Let v1, v2, . . . , vN be the elements of F . It is straight-
forward to check that
1C′(u;F ) = PΓS
(
1A(u,v1) ⋆ 1A(v1,v2) ⋆ · · · ⋆ 1A(vN−1,vN ) ⋆ 1A(vN ,u)
)
(4.24)
where PΓS : C
∗
r (ΓS) → DΓS is the conditional expectation of Lemma 2.8 corre-
sponding to ΓS. In particular, 1C′(u;F ) ∈ DΓS . As we have just shown every element
of Cc(ΓS) can be approximated arbitrarily well in C
∗
r (ΓS) by a linear combination
of functions of the form 1A(u,v). It follows that C
∗
r (ΓS) is the closed linear span of
elements of the form
1A(u1,v1) ⋆ 1A(u2,v2) ⋆ · · · ⋆ 1A(uN ,vN ). (4.25)
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By using that 1A(u,v) =
∑n
i=1 1A(ui,vi) we can write the convolution product (4.25)
as a sum of similar products, with the additional property that |vi| = |ui+1|, i =
1, 2, . . . , N − 1. Then PΓS
(
1A(u1,v1) ⋆ 1A(u2,v2) ⋆ · · · ⋆ 1A(uN ,vN )
)
= 0 unless v1 =
u2, v2 = u3, . . . , vN = u1, in which case PΓS
(
1A(u1,v1) ⋆ 1A(u2,v2) ⋆ · · · ⋆ 1A(uN ,vN )
)
=
1C′(u1;F ) where F = {v1, v2, . . . , vN−1}. This shows that DΓS is the closed lin-
ear span of projections of the form 1C′(u;F ) for some u and F . Since 1C′(u;F ) =
1C(u,v1)1C(u,v2) · · ·1C(u,vk) when F = {v1, v2, . . . , vk} and since λ
(
sus
∗
vi
svis
∗
u
)
= 1C(u,vi),
we obtain (4.22). 
Let u ∈ W(S), and let F be a finite set of words in S of the same length as u.
We set
C(u;F ) =
{
x ∈ C(u) : ∀v ∈ F ∃yv ∈ C(v) such that yv|v|+i = x|u|+i, i ≥ 1
}
.
Similar sets were used in the proof of Theorem 4.18, but note that we now require
the words in F to have the same length as u. We will then call C(u;F ) a generalized
cylinder in S. Following the notation used in Theorem 4.14 we set
Sk,l =
{
x ∈ S : #σ−k (σk(x)) = l}
for all k, l ∈ N.
Lemma 4.19. a) When U ⊆ S is an open subset and k, l ∈ N are numbers such that
U ∩ Sk,l 6= ∅ there is a non-empty generalized cylinder C(u;F ) such that C(u;F ) ⊆
U ∩ Sk,l.
b) When C(u;F ) is a non-empty generalized cylinder there is an open subset
U ⊆ S and natural numbers k, l ∈ N such that U ∩ Sk,l 6= ∅ and U ∩ Sk,l ⊆ C(u;F ).
Proof. a) Let x ∈ U ∩ Sk,l, and let Wk(S) denote the set of words in S of length
k. There are then exactly l words v1, v2, . . . , vl in Wk(S) such that vjx[k+1,∞) =
vjxk+1xk+2xk+3 . . . ∈ S. The word x1x2 . . . xk is one of them and we arrange that
it is v1. For each j ∈ {1, 2, . . . , l} and some m > k, set wj = vjxk+1xk+2 . . . xm. We
can then choose m so large that x ∈ C (w1; {w2, w3, . . . , wl}) ⊆ U ∩ Sk,l.
b) Let F ′ be a maximal collection of words from W|u|(S) with the property that
F ⊆ F ′ and C(u;F ′) 6= ∅. Let x ∈ C(u;F ′) and set k = |u|, l = #F ′. For each word
v ∈Wk(S)\F ′ there is a natural number mv such that
vx[k+1,i] /∈W(S)
when i ≥ mv. Set m = maxvmv. Then
x ∈ Sk,l ∩ C
(
x[1,m]
) ⊆ C(u;F ′) ⊆ C(u;F ).
Let U = C
(
x[1,m]
)
. This handles the case when F ′ 6= Wk(S). In case F ′ = Wk(S)
we have that l = #Wk(S), and we can then take U = C
(
x[1,k]
)
.

Theorem 4.20. Let S be an infinite one-sided subshift. Then C∗r (ΓS) is simple if
and only if the following holds: For every non-empty generalized cylinder C(u;F )
there is an m ∈ N with the property that for all x ∈ S there is an element y ∈ C(u;F )
and a k ∈ {0, 1, 2, . . . , m} such that xi = yi+k for all i ∈ N.
Proof. Note that the shift is not injective since we assume that σ(S) = S and that
S is infinite. Combine Theorem 4.18, Lemma 4.19 and Theorem 4.14. 
Similarly, for subshifts Theorem 4.15 can now be re-formulated as follows:
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Theorem 4.21. Let S be an infinite one-sided subshift. Then C∗r (RS) is simple if
and only if the following holds: For every non-empty generalized cylinder C(u;F )
there is an m ∈ N with the property that for all x ∈ S there is an element y ∈ C(u;F )
such that xi = yi+m for all i ∈ N.
Concerning the existence of a Cartan subalgebra of OS note that a subshift only
has finitely many periodic points of each period. We can therefore combine Theorem
4.18 and Theorem 4.2 to obtain the following
Theorem 4.22. The Carlsen-Matsumoto algebra OS of a subshift S contains a
Cartan subalgebra in the sense of Renault, [Re3].
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