Energy-Efficient Data Transmission with Non-FIFO Packets by Zhou, Qing & Liu, Nan
ar
X
iv
:1
51
0.
01
17
6v
1 
 [c
s.N
I] 
 5 
Oc
t 2
01
5
1
Energy-Efficient Data Transmission with
Non-FIFO Packets
Qing Zhou, Nan Liu
National Mobile Communications Research Laboratory, Southeast University,
Nanjing 210096, China
Email:{qingzhou and nanliu}@seu.edu.cn
Abstract
This paper investigates the problem of energy-efficient packet transmission with arbitrary arrival
instants and deadline constraints over a point-to-point Additive White Gaussian Noise (AWGN) channel.
This is different from previous work where it is assumed that the packets follow a First-In-First-Out
(FIFO) order in that the packets that arrive earlier will have a deadline that is also earlier. We first
investigate the necessary and sufficient conditions of the optimal transmission scheduler. We then propose
an algorithm which finds the transmission schedule of each packet in the order of the packets with the
largest transmission rate to the packets with the smallest transmission rate. Finally, we show that our
algorithm satisfies the sufficient conditions of the optimal transmission scheduler and thus, is optimal.
I. INTRODUCTION
Energy efficiency (EE) is an emerging issue for designing new communication systems to
achieve significant energy savings, which will cut the operational costs as well as the emission of
carbon dioxide. References [1], [2] showed that transmitting data flow with a low constant rate
is an efficient method to reduce energy expenditure due to the fact that the transmission power is
an increasing and strictly convex function of transmission rate. However, most of the current data
services such as Voice over Internet Phone (VoIP) and video conference are often time-critical
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2and delay-sensitive, therefore the Quality of Service (QoS) is an important factor which should
be considered when we designing energy efficient realtime communication systems.
To this end, there have been many strategies put forth to address the energy-efficient
transmission problems [2]–[4]. In [2], the authors considered a transmission energy minimization
problem for packet transmission with a single deadline constraint over a point-to-point AWGN
time-invariant channel. A “lazy scheduler” was proposed as the optimal transmission strategy
to achieve energy efficient packet transmission under the causality and deadline constraints.
Generalizing [2] with respect to deadline constraints, [3], [4] studied similar problems under
individual deadline constraints: [3] posed the problem as a continuous time optimization and
proposed a calculus approach to obtain the “optimal departure curve”, which had a simple
and appealing graphical visualization, which was named “string tautening” in [5]; in [4], a
recursive optimal scheduling algorithm was put forward to find out the optimal policy to realize
minimal energy consumption. In addition, [5], [6] takes the circuit power consumption into
consideration and investigated energy efficient transmissions of bursty data packet with individual
deadlines under non-ideal circuit power consumption. In another relevant research field of energy
harvesting, [7]–[10] study the throughput maximizing problem or transmission time minimization
problem for packet transmission subject to the causality constraint of energy arrivals and packet
arrivals as well as the capacity constraint of the battery.
All the works in [2]–[10] assumed that all the packets are FIFO packets, i.e., the individual
deadlines of the data flow were consistent with the order of their arrival instants. However,
in practical wireless communication systems, different applications and services have different
requirements for packet delay, e.g., real-time voice or video and real-time games have high
requirements on packet delay; while, buffered video streaming and TCP based services, such as
www, ftp and e-mail, are less strict in terms of delay. Therefore, it is very much possible that
a packet that has arrived later must depart before a packet that arrived earlier. In other words,
the consistency of the order of the deadlines and the arrival instants does not always hold.
Thus, in this paper, we investigate the problem of energy-efficient packet transmission with
arbitrary arrival instants and deadline constraints over a point-to-point Additive White Gaussian
Noise (AWGN) channel. We first derive the necessary and sufficient conditions of the optimal
transmission scheduler. We then propose an algorithm which finds the transmission schedule of
each packet in the order of the packets with the largest transmission rate to the packets with the
3smallest transmission rate. Finally, we show that our algorithm satisfies the sufficient conditions
of the optimal transmission scheduler and thus, is optimal.
II. SYSTEM MODEL
A. Data Flow Model
In this paper, we consider a point-to-point wireless link over an AWGN channel which is
assumed to be time-invariant. There are N packets randomly arriving at the transmitter buffer in
sequence, and the set of the packets is denoted as P = {P1, P2, . . . , PN}. The key attributes of
each packet can be expressed as Ii = (Bi, ta,i, td,i), 1 ≤ i ≤ N , where Bi is the size of the i-th
packet, and ta,i and td,i (> ta,i) represent the corresponding arrival instant and the deadline of
Packet i, respectively. For the offline transmission scheme, we assume that the key attributes of
each packet as well as the channel state information (CSI) are a priori known at the transmitter,
which is the assumption also made in [2]–[5]. For the online transmission scheme, we assume
that the key attributes of each packet is known causally.
Without loss of generality, the first packet is assumed to arrive at instant 0, and the packets
arrived in sequence, i.e., 0 = ta,1 < ta,2 < · · · < ta,N . Previous works [2]–[6] assumed that
the deadlines of the packets follow the same order as the arrival times in the sense that td,1 <
td,2 < · · · < td,N . In this work, we consider a generalized scenario with respect to the deadline
constraints, i.e., the deadlines of the packets are arbitrary. Hence, the condition td,1 < td,2 <
· · · < td,N assumed by previous work does not hold. For a packet Pi, i ∈ {2, · · · , N}, if it
satisfies ta,k < ta,i < td,i < td,k, for some k < i, then we call packet Pi a non-FIFO packet.
We remove the repeated instants in
[
ta,1, · · · , ta,N , td,1, · · · , td,N
]
and arrange them in ascending
order, this is denoted as the set of ascending instants Γ = {t0 = 0, t1, · · · , tM = T}, where
T = max {td,i|1 ≤ i ≤ N} and M is the number of time instants left after removing the repeated
time instants.
Next, we provide some definitions based on the set of ascending instants Γ = {t0 =
0, t1, · · · , tM = T}:
Definition 1. An epoch is defined as the interval of two adjacent instants, i.e., Ej = [tj−1, tj ], j =
1, 2, · · · ,M , and the length of epoch Ej is denoted as |Ej|, where |Ej| = tj − tj−1, j =
1, 2, · · · ,M .
4Definition 2. The life time duration Li of Packet Pi is defined as the time interval between the
arrival instant and deadline of Packet Pi, i.e., Li = [ta,i, td,i], i = 1, 2, · · · , N , and the length of
Li is denoted as |Li|, where |Li| = td,i − ta,i, i = 1, 2, · · · , N .
Definition 3. Denote by Ci as the set of epochs which are contained in Packet Pi’s life time
duration Li, i.e., Ci = {j|Ej ⊆ Li}. Further denote by Fj as the set of packets are can be
transmitted in epoch Ej , i.e., Fj = {i|Ej ⊆ Li}, where i = 1, 2, · · · , N and j = 1, 2, · · · ,M .
B. Transmission Model
We let p (t) signify the transmission power at time t when the transmission rate is r (t).
The relationship between p (t) and r (t) can be described using the function f as:
p(t) = f(r(t)) (1)
where f (·) is a convex and increasing function defined on [0,∞]. In addition, p (x) ≥ 0 for all
t ∈ [0,∞].
Shannon’s capacity formula over an AWGN channel provides a typical example for the
function f as follows:
r(t) =
1
2
log
(
1 +
p(t)
N
)
(2)
where N is the variance of the channel noise. We may rewrite equation (2) as p (t) = N (22r(t) − 1).
It can be easily verified that the expended power is a convex and increasing function of the
transmission rate. More examples of the function f is provided in [2].
C. Problem Formulation
The problem of finding the optimal transmission strategy of the packets to minimize the
transmission energy can be formulated as follows:
min
r(t)
E (r(t)) ,
∫ T
0
f (r(t))dt (3a)
subject to
∫ td,i
ta,i
r(t)∆ (P (t), P (i))dt = Bi, i ∈ [1, N ]. (3b)
5where P (t) is the packet which is being transmitted at instant t, ∆(a, b) is the indicate function
such that
∆(a, b) =

 1, a = b;0, a 6= b. (4)
Note that the constraint in (3b) implies that the scheduler must satisfy the causality constraint,
i.e., no packet data can be transmitted before it has arrived, and the deadline constraint, i.e.,
we must finish transmitting all of the packet’s data before its deadline. We call a scheduler that
satisfies the causality constraint and the deadline constraint a feasible scheduler.
Based on the convexity of the function f(·), we have the following lemma.
Lemma 1. In the optimal transmission schedule, each packet should be transmitted at a constant
rate.
Proof: The proof follows from [3, Theorem 1]. This result is true due to the convexity of
the function f(·). 
According to Lemma 1, each packet should be transmitted at a constant rate. Denote the
constant transmission rate of packet Pi as ri, and the set of transmission rates of all the packets by
r = {r1, r2, · · · , rN}. Further denote by τi,j, i = 1, 2, · · · , N, j = 1, 2, · · · ,M as the transmission
time of packet Pi in Epoch Ej . Note that Packet Pi can only be transmitted in epochs that
are contained in its life time, hence we have τi,j = 0, for j /∈ Ci. Denote the set of all τi,j
as τ = {τi,j, i = 1, 2, · · · , N, j = 1, 2, · · · ,M}. Therefore, the original problem (3) can be
equivalently reformulated as follows:
min
r,τ
N∑
i=1
Bi
ri
f(ri) (5a)
subject to Bi
ri
−
∑
j∈Ci
τi,j = 0, 1 ≤ i ≤ N ; (5b)
∑
i∈Fj
τi,j − |Ej| ≤ 0, 1 ≤ j ≤ M ; (5c)
τi,j ≥ 0, 1 ≤ j ≤M, i ∈ Fj; (5d)
ri ≥ 0, 1 ≤ i ≤ N. (5e)
where constraint (5b) denotes that the sum of the transmission times of Packet Pi in each epoch
6should be equal to the total time of transmission of Packet Pi, which is equal to Biri , constraint
(5c) indicates that the sum of the transmission times of all the packets feasible in epoch Ej should
not exceed the length of the epoch |Ej|, constraints (5d) and (5e) mean that the transmit-rate
of packet Pi, i = 1, · · · , N as well as the transmission time in its feasible epoch cannot be
negative.
Lemma 2. In the optimal transmission schedule, the transmission must be “non-idling” in each
epoch Ej , i.e.,
∑
i∈Fj
τ ∗i,j − |Ej| = 0, j = 1, · · · ,M .
Proof: The proof follows from [2, Section III]. This result is true due to the monotonicity
of the function f(·).
III. THE OPTIMAL OFF-LINE POLICY
Since the objective function is convex and all the constraints are linear, problem (5) is a
standard convex problem. Any convex programming tools such as the gradient-type (or interior-
point) iterative primal dual algorithms, can be employed to solve this problem. However, these
general algorithms have high complexity, e.g., the computation complexity of interior-point
method is approximately O(N)3.5 and that of ellipsoid method is O(N)6 [11], [12], and cannot
yield the specific structure of the optimal policy. Hence, we will develop a lower complexity
and more insightful scheduler for the optimization problem in (5).
A. Optimality Conditions
We first derive the KKT optimality conditions of problem (5), let Ξ = {λi, βj, γi,j, ηi},
where λi, i = 1, · · · , N , βj , j = 1, · · · ,M , γi,j , j = 1, · · · ,M, i ∈ Fj and ηi, i = 1, · · · , N
denote the lagrange multipliers associated with the constraints in (5b)-(5e), respectively. Hence,
7the Lanrangian function of (5) for any βj ≥ 0, γi,j ≥ 0 and ηi ≥ 0 can be expressed as:
L(r, τ ,Ξ) =
N∑
i=1
Bi
ri
f(ri) +
N∑
i=1
λi
(
Bi
ri
−
∑
j∈Ci
τi,j
)
+
M∑
j=1
βj

∑
i∈Fj
τi,j − |Ej|

− M∑
j=1
∑
i∈Fj
γi,jτi,j −
N∑
i=1
ηiri (6)
=
M∑
j=1
∑
i∈Fj
(−λi + βj − γi,j)τi,j
+
N∑
i=1
(
Bi
ri
f(ri) + λi
Bi
ri
− ηiri
)
+ C(Ξ) (7)
where (7) follows from the fact that
N∑
i=1
∑
j∈Ci
τi,j =
M∑
j=1
∑
i∈Fj
τi,j , and C (Ξ) ,
M∑
j=1
βj |Ej|, which is
a term independent of r and τ . Let (r∗, τ ∗) represent the optimal solution of the problem (5)
and Ξ∗ = {λ∗i , β∗j , γ∗i,j, η∗i } denote the optimal Lagrange multiplier vector for its dual problem.
The KKT conditions can be obtained by taking the derivatives of L(r, τ ,Ξ) with respect to r∗i
and τ ∗i,j as:
−
Bif(r
∗
i )
r∗i
2 +
Bif
′(r∗i )
r∗i
−
Biλ
∗
i
r∗i
2 − η
∗
i = 0, 1 ≤ i ≤ N ; (8a)
− λ∗i + β
∗
j − γ
∗
i,j = 0, 1 ≤ i ≤ N, j ∈ Ci. (8b)
where f ′(·) is the derivative of f(·), which is positive and monotonically increasing function
since f(·) is increasing and strictly convex function.
Furthermore, the optimal non-negative Lagrangian multipliers β∗j , γ∗i,j and η∗i must satisfy
the complementary slackness conditions [11]:
β∗j

∑
i∈Fj
τ ∗i,j − |Ej|

 = 0, 1 ≤ j ≤M ; (9a)
γ∗i,jτ
∗
i,j = 0, 1 ≤ j ≤M, i ∈ Fj; (9b)
η∗i r
∗
i = 0, 1 ≤ i ≤ N. (9c)
since r∗i > 0 always hold, then η∗i = 0 by the complementary slackness condition in (9c) and
8hence (8a) can be rewritten as:
−f(r∗i ) + r
∗
i f
′(r∗i )− λ
∗
i = 0, 1 ≤ i ≤ N. (10)
We denote g(r∗i ) = r∗i f ′ (r∗i )− f (r∗i ) which is monotonically increasing function since g′(r∗i ) =
r∗i f
′′(r∗i ) ≥ 0, where f ′′(·) is the second derivative of function f(·). Let g−1(·) denote the inverse
function of g(·), which is also a monotonically increasing function due to the monotonicity of
g(·). The optimal transmission rate r∗i can be derived from (8b) and (10):
r∗i = g
−1(β∗j − γ
∗
i,j), 1 ≤ i ≤ N, j ∈ Ci. (11)
We obtain the following lemma which follows from the optimality conditions (8), (9), (10)
and (11):
Lemma 3. Consider epoch Ej , j = 1, 2, · · · ,M , and the set of packets feasible in epoch Ej ,
i.e., Packets Pi, where i ∈ Fj . These packets are divided into 2 sets: Ψj = {i|i ∈ Fj, τ ∗i,j > 0},
i.e., the set of packets in Fj that get positive transmission time in Epoch j and Ψ¯j = {i|i ∈
Fj, τ ∗i,j = 0}, i.e., the set of packets in Fj that get zero transmission time in Epoch j. For the
optimal transmission scheduler, the following must hold:
(1). The transmission rates ri for i ∈ Ψj are all equal.
(2). ri ≥ rk, ∀i ∈ Ψj , ∀k ∈ Ψ¯j .
Proof: Please see Appendix A. 
Lemma 3 says that for the packets with positive transmission time in epoch Ej , their
transmission rate is the same. For packets that are in Fj but with no transmission time in Epoch
j, their transmission rate can not be larger than that of the packets with positive transmission
time in Epoch j.
All the properties presented in Lemmas 1, 2 and 3 are necessary conditions for the optimal
transmission schedule. Next, we will show that all the properties in Lemmas 1, 2 and 3 are also
sufficient conditions for optimality.
Theorem 1. If a feasible scheduler satisfies Lemmas 1, 2 and 3, then it is the optimal scheduler.
Proof: Please see Appendix B. 
9B. The Optimal Transmission Scheduler
Although the conditions in Lemmas 1, 2 and 3 are necessary and sufficient conditions for the
optimal transmission schedule, they do not provide us with the optimal scheduler explicitly. We
propose a scheduler in this subsection and show that it is feasible and further satisfies Lemmas
1, 2 and 3, thus proving that it is an optimal scheduler.
Before we proceed, we first give a definition about a sub-interval, which is rigorously
described as follows:
Definition 4. We define a sub-interval by Tk,l = [ta,k, td,l], k, l ∈ {1, · · · , N} which contains
at least one packet’s life time duration, i.e., there exists a packet k¯ ∈ {1, 2, · · · , N} such that
Lk¯ ⊆ Tk,l. We also define the set of packets whose life time is contained in sub-interval Tk,l as
H(Tk,l), i.e., H(Tk,l) = {i|Li ⊆ Tk,l}.
Note that the start of the sub-inteval is ta,k, i.e., packet Pk’s arrival instant and the end
of the sub-interval is td,l, i.e., the deadline of packet Pl, where td,l > ta,k. The length of the
sub-interval is |Tk,l| = td,l − ta,k.
Definition 5. The transmission rate of the sub-interval Tk,l is defined as
r(Tk,l) =
∑
i∈H(Tk,l)
Bi
|Tk,l|
, (12)
Note that this is the minimum transmission rate of the sub-interval Tk,l, since to meet the
deadline constraints, all packets whose life time duration is inside sub-interval Tk,l must be
transmitted inside Tk,l.
Based on the Definition 4, we propose the following transmission scheduler and prove
its optimality. The first part of the algorithm finds the transmission rate of the packets of the
optimal scheduler and the second part of the algorithm illustrate the actual transmission strategy
according to the optimal transmission rate found.
The idea of the algorithm is as follows: K denotes the set of packets whose rate and
transmission intervals have been determined, and t¯a,i, t¯d,i, and L¯i denotes the updated arrival
instant, deadline constraint and life time of packet i at the current iteration, respectively. At each
round of iteration, find all sub-intervals T¯k,l that contain at least the life duration of one packet
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Algorithm 1 The Optimal Scheduler
1: Set K = φ and N = {1, · · · , N}; t¯a,i = ta,i, t¯d,i = td,i, L¯i = Li, ∀i ∈ N ;
2: Find all sub-intervals T¯k,l and according to (t¯a,i, t¯d,l) for all k, l ∈ N\K, and compute r(T¯k,l)
according to (12) for each sub-interval;
3: Find T¯ ∗k,l such that T¯ ∗k,l = arg max
k,l∈N\K
r(T¯k,l)
4: The transmission schedule for Packet i ∈ H(T¯ ∗k,l) is the following: let T ∗k,l be T¯ ∗k,l shifted
back to real time by performing inverses of the shifts, which were performed in previous
iterations using (13) and (14). At any given time t ∈ T ∗k,l, find k¯ = arg min
td,k≥t
td,k, where the
minimum is over all packets in H(T¯ ∗k,l) that have arrived but have not finished transmission
at time t, and transmit Packet k¯ at rate r(T¯ ∗k,l). If no such packet can be found, remain idle
at time t.
5: Update K = H(T¯ ∗k,l) ∪ K
6: If K = N , then End.
7: Else, for i ∈ N\K, let
t¯a,i =


t¯a,i, t¯a,i ≤ t¯∗a,k;
t¯∗a,k, t¯
∗
a,k < t¯a,i ≤ t¯
∗
d,l;
t¯a,i −
(
t¯∗d,l − t¯
∗
a,k
)
, t¯a,i > t¯
∗
d,l.
(13)
and
t¯d,i =


t¯d,i, t¯d,i ≤ t¯∗a,k;
t¯∗a,k, t¯
∗
a,k < t¯d,i ≤ t¯
∗
d,l;
t¯d,i −
(
t¯∗d,l − t¯
∗
a,k
)
, t¯d,i > t¯
∗
d,l,
(14)
update L¯i according to (t¯a,i, t¯d,i) for all i ∈ N\K, and go to step 2.
by testing the updated arrival instants and deadline instants of all packets whose rate has not
been determined, i.e., packets who are in N\K. Compute r(T¯k,l) according to (12), and find the
maximum r(T¯k,l) over all sub-intervals with k, l ∈ N\K, denoted as T¯ ∗k,l. As a consequence, the
transmission rate and schedule of all packets whose updated life time duration is contained in
T¯ ∗k,l, i.e., packets in H(T¯ ∗k,l), has been determined. More specifically, let T ∗k,l be T¯ ∗k,l shifted back
to real time by performing inverses of the shifts, which were performed in previous iterations
using (13) and (14). At any given time t ∈ T ∗k,l, find the packet in H(T¯ ∗k,l) that has arrived and
has not finished transmission and has the earliest upcoming deadline, transmit the said packet
at rate r(T¯ ∗k,l). If no such packet can be found, then remain idle at time t. For the packets whose
transmission rate and schedule remains undetermined in this round of iteration, we update their
arrival instant and deadline constraint according to (13) and (14), which basically says that the
packets transmitted in interval T ∗k,l has been determined, and the transmission schedule for the
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remaining packets should be found by ignoring the time-interval T ∗k,l, given that none of them
is transmitted in T ∗k,l. We iterate until the transmission rate and schedule of all the packets are
found.
Algorithm 1 imply the following facts: the time-interval T ∗k,l is exclusively used for the
transmission of the packets in H(T¯ ∗k,l). Moreover, no other time outside of T ∗k,l will be used for
transmitting any packet from H(T¯ ∗k,l). Furthermore, Step 4 of Algorithm 1 implies the following
three points: first, the transmission schedule will not violate the causality constraint as it only
transmits data upon its arrival. Second, due to the fact that it transmits data only upon its arrival,
there may be idling periods during the interval T ∗k,l. In fact, idling may occur if and only if all
the packets that have arrived has finished transmission by time t, or all the packets that have
arrived have a deadline earlier than time t. However, we shall proof in Theorem 2 that there is
in fact no idling in the scheduler of Algorithm 1. Third, the deadline constraint is violated in
the sense that if a packet has not finished transmission before its deadline, the remaining bits
are never transmitted and we go on to transmit another packet with the next upcoming deadline
given that it has already arrived.
Let G be the total number of iterations that ran before Step 6 of Algorithm 1 is satisfied.
The optimality and complexity of Algorithm 1 is described and proved in the following.
Lemma 4. Assume T ∗gk,l is the sub-interval found in Step 3 of Algorithm 1 in the g-th iteration,
g ∈ {1, 2, · · · , G− 1}, then r(T ∗gk,l ) ≥ r(T
∗g+1
k,l ).
Proof: Please see Appendix C. 
Theorem 2. Algorithm 1 is an optimal transmission schedule for the problem in (5).
Proof: Please see Appendix D. 
We now analyze the complexity of Algorithm 1. In each round of iteration, there are at
most N2 sub-intervals from the arrival instants of each packet to the deadline constraints of each
packet. Thus, the complexity in each round of iteration is O(N2). In addition, since there are N
packets in the packet sequence, and at each iteration, we determine the transmission schedule of
at least one packet, the algorithm runs at most G = N rounds of iterations. Thus, the complexity
of the proposed algorithm is O(N3).
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IV. CONCLUSION
We considered the problem of minimizing transmission energy consumption for packets
with arbitrary arrival instants and deadline constraints over a point-to-point Additive White
Gaussian Noise (AWGN) channel. We first investigate the necessary and sufficient conditions of
the optimal transmission scheduler. We then propose an algorithm which finds the transmission
schedule of each packet in the order of the packets with the largest transmission rate to the
packets with the smallest transmission rate. Finally, we show that our algorithm satisfies the
sufficient conditions of the optimal transmission scheduler and thus, is optimal.
APPENDIX A
PROOF OF LEMMA 3
According to (11), we know that r∗i = g−1(β∗j −γ∗i,j), j ∈ Ci, where g−1(·) is monotonically
increasing function, thus r∗i is monotonically increasing function with β∗j − γ∗i,j .
According to Lemma 2, the optimal transmission in each epoch should be in “non-idling”
mode, i.e.,
∑
i∈Fj
τ ∗i,j − |Ej| = 0, j = 1, · · · ,M . This means that Ψj is non-empty, and
∑
i∈Ψj
τ ∗i,j =
|Ej| holds. According to (9b), we see that γ∗i,j = 0 for all i ∈ Ψj . Substituting this into (11)
gives r∗i = g−1(β∗j ), ∀i ∈ Ψj , which means that all packets that are in Ψj are transmitted with
the same rate.
Meanwhile, since τ ∗k,j = 0 for all k ∈ Ψ¯j , according to (9b), we see that γ∗k,j ≥ 0 for
all k ∈ Ψ¯j . Substituting this into (11) gives r∗k = g−1(β∗j − γ∗k,j), ∀k ∈ Ψ¯j . Since g−1(·) is a
monotonically increasing function, we have r∗i = g−1(β∗j ) ≥ g−1(β∗j − γ∗k,j) = r∗k, ∀i ∈ Ψj , ∀k ∈
Ψ¯j . 
APPENDIX B
PROOF OF THEOREM 1
We prove by contradiction. Assume that there exists a feasible scheduler SN which satisfies
all the conditions of Lemmas 1, 2 and 3 but is not the optimal transmission scheduler. Meanwhile,
the optimal transmission scheduler is denoted as SO which, according to the necessary conditions,
satisfies all the conditions in Lemmas 1, 2 and 3. Here, the superscript N and O represent “Non-
Optimal” and “Optimal”, respectively. According to the the definition of SN and SO, we have
EN > EO, where EN (EO) is the transmission energy of scheduler SN (SO). This implies, by
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the power-rate relationship function (1), that at least one packet in SN has a larger transmission
rate than that of the same packet in SO, i.e., there exists an i¯ ∈ {1, 2, · · · , N} such that rN
i¯
> rO
i¯
.
We denote by Ω as the set of packets satisfying rNi > rOi , {1, 2, · · · , N}, i.e., Ω = {i|rNi > rOi },
and we know that Ω 6= φ. Based on the definition of Ω, it is obvious that it takes less time in
SN than SO to complete the transmission of all the packets in set Ω, i.e.,
∑
i∈Ω
∑
j∈Ci
τNi,j <
∑
i∈Ω
∑
j∈Ci
τOi,j (15)
which means that there must exist at least one epoch Ej¯ , where j¯ ∈ Ci for some i ∈ Ω, that
satisfies
∑
i∈Ω
τNi,j¯ <
∑
i∈Ω
τOi,j¯ (16)
This implies that there exists a packet k¯ ∈ Ω
⋂
Fj¯ , where τOk¯,j¯ > τ
N
k¯,j¯
≥ 0. Concentrating on
epoch j¯, according to Lemma 2, we have
∑
i∈Fj¯
τN
i,j¯
=
∑
i∈Fj¯
τO
i,j¯
= |Ej¯|, so there must exist another
packet l¯, l¯ ∈ Fj¯\Ω, such that τNl¯,j¯ > τ
O
l¯,j¯
≥ 0. So for scheduler SO, we have τO
k¯,j¯
> 0 and τO
l¯,j¯
≥ 0.
According to Lemma 3, we have rO
k¯
≥ rO
l¯
. Similarly, for scheduler SN , we have rN
l¯
≥ rN
k¯
.
Based on the fact that k¯ ∈ Ω, we have rN
l¯
≥ rN
k¯
> rO
k¯
≥ rO
l¯
, which means that l¯ ∈ Ω, and this
contradicts the assumption l¯ ∈ Fj¯\Ω. This contradiction illustrates that all conditions in Lemma
1, 2 and 3 are sufficient conditions for the optimality of the scheduler. 
APPENDIX C
PROOF OF LEMMA 4
We prove by contradiction. Note that we choose to write the proof using the original arrival
instants and deadline constraints of the packets, but the same argument follows if we use the
updated arrival instants and deadline constraints, since they are simply shifted versions of each
other. We assume that r(T ∗gk,l ) < r(T
∗g+1
k,l ), i.e., the maximum transmission rate selected in the
g-th round of iteration is strictly less than that of the (g + 1)-th round of iteration. Denote
T ∗gk,l = [t
∗g
a,k, t
∗g
d,l]. There are two possibilities to consider.
1) The sub-interval T ∗g+1k,l ⊆ [0, t∗ga,k) or T ∗g+1k,l ⊆ (t∗gd,l, T ]. So both sub-intervals T ∗gk,l and T ∗g+1k,l
will be considered in the g-th round of iteration in Step 2 of Algorithm 1. Furthermore,
r(T ∗g+1k,l ) does not change before and after the removing of T
∗g
k,l since the removing of T
∗g
k,l
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does not result in any change of the packets set with Li ⊆ T ∗g+1k,l . Thus, the assumption
r(T ∗gk,l ) < r(T
∗g+1
k,l ), is contradicting the fact that Algorithm 1 selected the sub-interval
with the maximum transmission rate in the g-th round of iteration.
2) The sub-interval T ∗g+1k,l does not satisfy the condition of the previous sub-case, i.e., T ∗g+1k,l
either contains time point t∗ga,k or t
∗g
d,l or both. This means that in the g-th round of iteration,
both sub-intervals T ∗gk,l and T
∗g
k,l
⋃
T ∗g+1k,l will be considered in Step 2 of Algorithm 1. Let
Hg(Tk,l) denote the set of packets whose life time duration is contained in sub-interval
Tk,l in the g-th round of iteration. Then, according to Algorithm 1, we have
Hg(T ∗gk,l ∪ T
∗g+1
k,l ) = H
g(T ∗gk,l ) ∪ H
g+1(T ∗g+1k,l ) (17)
This means that the rate of T ∗gk,l ∪ T
∗g+1
k,l computed in the g-th round of iteration is
r(T ∗gk,l ∪ T
∗g+1
k,l ) =
∑
i∈Hg(T ∗g
k,l
)
Bi +
∑
i∈Hg+1(T ∗g+1
k,l
)
Bi
|T ∗gk,l |+ |T
∗g+1
k,l |
(18)
Due to assumption of r(T ∗gk,l ) < r(T
∗g+1
k,l ), we have
r(T ∗gk,l ) =
∑
i∈Hg(T ∗g
k,l
)
Bi
|T ∗gk,l |
<
∑
i∈Hg+1(T ∗g+1
k,l
)
Bi
|T ∗g+1k,l |
= r(T ∗g+1k,l ) (19)
which implies
r(T ∗gk,l ) =
∑
i∈Hg(T ∗g
k,l
)
Bi
|T ∗gk,l |
<
∑
i∈Hg(T ∗g
k,l
)
Bi +
∑
i∈Hg+1(T ∗g+1
k,l
)
Bi
|T ∗gk,l |+ |T
∗g+1
k,l |
= r(T ∗gk,l ∪ T
∗g+1
k,l )
Since in the g-th round of iteration, both sub-intervals T ∗gk,l and T
∗g
k,l
⋃
T ∗g+1k,l will be
considered in Step 2 of Algorithm 1, this contradicts with the fact that Algorithm 1 selectes
the sub-interval with the maximum transmission rate in the g-th round of iteration.
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Thus, we have shown a contradiction in each of the two possible cases, which means that the
assumption r(T ∗gk,l ) < r(T
∗g+1
k,l ) does not hold, and we in fact have r(T
∗g
k,l ) ≥ r(T
∗g+1
k,l ) for all
g ∈ {1, 2, · · · , G− 1}. 
APPENDIX D
PROOF OF THEOREM 2
To prove the optimality of the scheduler in Algorithm 1, we invoke Theorem 1, i.e., we
will prove that Algorithm 1 provides a feasible scheduler, and also, the scheduler of Algorithm
1 satisfies Lemmas 1, 2 and 3.
First, from the description of Algorithm 1, it is easy to see that all packets in a selected
sub-interval, i.e., H(T ∗gk,l ) of round g, g ∈ {1, 2, · · · , G}, are transmitted with the same rate.
Thus, each packet is transmitted with a constant rate and Lemma 1 is satisfied.
Next, we prove that there are no idling periods using the scheduler in Algorithm 1 by
contradiction. We choose to write the proof using the original arrival instants and deadline
constraints of the packets, but the same argument follows if we use the updated arrival instants
and deadline constraints, since they are simply shifted versions of each other. Suppose at round
g, g ∈ {1, 2, · · · , G}, there are idling periods in T ∗gk,l = [t
∗g
a,k, t
∗g
d,l], and we denote the first idling
period as [tg1, t
g
2] ⊆ [t
∗g
a,k, t
∗g
d,l]. There are the following three cases:
1) tg1 = t∗ga,k: in this case, packet k has arrived but it is not being transmitted because k /∈
H(T¯ ∗gk,l ). Let the earliest arrival instants of the packets in H(T¯
∗g
k,l ) be t
g
a,k¯
, and we have
tg
a,k¯
> t∗ga,k, then, the rate of the sub-interval [t
g
a,k¯
, t∗gd,l] is∑
i∈H(T¯ ∗g
k,l
)
Bi
t∗gd,l − t
g
a,k¯
(20)
which is strictly larger than r(T¯ ∗gk,l ) which is equal to∑
i∈H(T¯ ∗g
k,l
)
Bi
t∗gd,l − t
∗g
a,k
(21)
due to the fact that tg
a,k¯
> t∗ga,k. This contradicts with Algorithm 1 where r(T¯
∗g
k,l ) is the
sub-interval with the largest transmission rate in round g.
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2) tg1 > t∗ga,k and tg2 < t∗gd,l: in this case, idling happens because all packets in H(T¯ ∗gk,l ) that
arrived before tg1 have either finished transmitting by t
g
1 or have a deadline earlier than t
g
1.
By the idling policy of Algorithm 1, there are no packets arriving in the period of [tg1, t
g
2],
and tg2 is the arrival instant of some packet in H(T¯
∗g
k,l ), thus ending the idling period. Thus,
[tg2, t¯
∗g
d,l] is a sub-interval. We have two sub-cases:
a) Sub-case 1: consider the packets in H(T¯ ∗gk,l ) that arrived before tg1, all of them have
finished transmitting before tg1. In this case, denote U
g
1 as the set of packets that are
in H(T¯ ∗gk,l ) and has arrival instant before t
g
2, i.e., U
g
1 = {i|i ∈ H(T¯
∗g
k,l ), ta,i < t
g
2}.
Then, the set of packets whose life time duration is contained in sub-interval [tg2, t
∗g
d,l]
is H(T¯ ∗gk,l )\U
g
1 . The transmission rate of the packets in U
g
1 is∑
i∈Ug1
Bi
tg1 − t
∗g
a,k
(22)
where the numerator is because in this sub-case, all data of packets in Ug1 have
finished transmission, and the denominator is due to the assumption that [tg1, t
g
2] is
the first idling period in T ∗gk,l , and therefore, the packets in Ug1 are transmitted from
t∗ga,k to t
g
1 continuously. According to Algorithm 1, this rate is equal to r(T¯
∗g
k,l ) which
is equal to ∑
i∈Ug1
Bi +
∑
i∈H(T¯ ∗g
k,l
)\Ug1
Bi
(tg1 − t
∗g
a,k) + (t
g
2 − t
g
1) + (t
∗g
d,l − t
g
2)
(23)
Equating (22) and (23), we have
r(T¯ ∗gk,l ) =
∑
i∈Ug1
Bi
tg1 − t
∗g
a,k
=
∑
i∈H(T¯ ∗g
k,l
)\Ug1
Bi
(tg2 − t
g
1) + (t
∗g
d,l − t
g
2)
(24)
which is strictly smaller than ∑
i:H(T¯ ∗g
k,l
)\Ug1
Bi
t∗gd,l − t
g
2
(25)
which is the rate of the sub-interval [tg2, t
∗g
d,l]. This contradicts with the fact that r(T¯
∗g
k,l )
is the sub-interval with the largest transmission rate in round g.
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b) Sub-case 2: consider the packets in H(T¯ ∗gk,l ) that have arrived before tg1, at least one
of these packets did not finish transmitting and was cut off because it had reached its
deadline before completion. Among all the packets that have not finished transmitting
before their deadline, let j¯ be the packet with the earliest deadline. Suppose the
amount of time for the transmission of Packet j¯ is tj¯ using Algorithm 1, since Packet
j¯ is unfinished before its deadline, we know
tj¯ <
Bj¯
r(T¯ ∗gk,l )
(26)
On the other hand, consider the sub-interval I , [ta,j¯ , td,j¯]. , we have
tj¯ ≤ |I| −
∑
i∈H(I)\{j¯}
Bi
r(T¯ ∗gk,l )
(27)
where (27) follows because Packet j¯ is the first packet to be unfinished by its deadline,
it means that all other packets in H(I) have finished transmission, i.e., has been
transmitted for the time of Bi
r(T¯ ∗g
k,l
)
, i ∈ H(I)\{j¯}. We have inequality rather than
equality because Algorithm 1 could have used the sub-interval I to transmit some
packets who are not H(I). Thus, we have the following 2 cases:
i) In case 1, we have
|I| −
∑
i∈H(I)\{j¯}
Bi
r(T¯ ∗gk,l )
<
Bj¯
r(T¯ ∗gk,l )
(28)
This means
tj¯ ≤ |I| −
∑
i∈H(I)\{j¯}
Bi
r(T¯ ∗gk,l )
<
Bj¯
r(T¯ ∗gk,l )
(29)
which means
|I| <
∑
i∈H(I)Bi
r(T¯ ∗gk,l )
(30)
18
which further means that
r(I) =
∑
i∈H(I)Bi
|I|
> r(T¯ ∗gk,l ) (31)
However, (31) is a contradiction to the fact that r(T¯ ∗gk,l ) is the largest rate among
all sub-intervals in round g.
ii) (28) is not true, i.e.,
|I| −
∑
i∈H(I)\{j¯}
Bi
r(T¯ ∗gk,l )
≥
Bj¯
r(T¯ ∗gk,l )
(32)
In this case, if Algorithm 1 had used sub-interval I to transmit only the packets
in H(I), then Packet j¯ would have finished transmitting. The reason why Packet
j¯ has not finished transmitting is because Algorithm 1 has used some time in
sub-interval I to transmit some packets that are not in H(I). Denote the set of
such packets as K(I). According to Step 4 of Algorithm 1, a packet, that is not
in H(I), would only be transmitted during the period of I if it had an arrival
instant earlier ta,j¯ and a deadline constraint in [ta,j¯ , td,j¯ ]. Note that a packet with
a later deadline than td,j¯ would not be transmitted in [ta,j¯ , td,j¯] because Packet
j¯ has already arrived and since it did not finish transmission by its deadline, it
would not leave any window of time open in [ta,j¯ , td,j¯ ] for the transmission of a
packet with a later deadline. Let Packet k¯ be the packet in K(I) with the earliest
arrival instant, i.e., k¯ = arg min
i∈K(I)
ta,i.
Now, consider the sub-interval [ta,k¯, td,j¯]. We again have the two cases as described
in (28) and (32) where the interval I is redefined as I , [ta,k¯, td,j¯ ]. In the case
that (28) is true, we again arrive at the contradiction with the fact that r(T¯ ∗gk,l ) is
the largest rate among all sub-intervals in round g. In the case that (32) is true,
we conclude that again that the reason why Packet j¯ has not finished transmitting
is because Algorithm 1 has used some time in sub-interval I to transmit some
packets that are not in H(I). Now, we analyze what kind of packets would be
transmitted in I and not be in H(I) for I = [ta,k¯, td,j¯]. According to Step 4 of
Algorithm 1, a packet that has an arrival instant earlier than ta,k¯ and a deadline
constraint in [ta,k¯, td,j¯] could be transmitted in [ta,k¯, td,j¯ ]. It would seem that, since
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in this case the starting point of the interval is ta,k¯ which satisfies ta,k¯ < ta,j¯ , that
a packet with a deadline later than td,j¯ and an arrival instant earlier than ta,j¯ could
possibly be transmitted due to the fact that the packets in H([ta,j¯ , td,j¯ ]) have not
arrived before ta,j¯ . However, this is not true because Packet k¯ in K([ta,j¯ , td,j¯]) have
transmitted into the sub-interval [ta,j¯, td,j¯ ], which leaves no window of time open
in [ta,k¯, ta,j¯ ] for the transmission of a packet with a later deadline, i.e., whenever
there is time in the interval of [ta,k¯, ta,j¯ ], rather than scheduling a packet with
a later deadline than td,j¯ , Packet k¯ would be transmitting. As for the time of
[ta,j¯ , td,j¯], rather than scheduling a packet with a later deadline than td,j¯ , Packet
j¯ would be transmitting. So the only packets transmitted in [ta,k¯, td,j¯ ] but not
in H([ta,k¯, td,j¯]) are packets that have an arrival instant earlier than ta,k¯ and a
deadline constraint in [ta,k¯, td,j¯]. Denote the set of packets again by K(I), where
I = [ta,k¯, td,j¯ ]. And further let Packet k˜ be the packet in K(I) with the earliest
arrival instant, i.e., k˜ = arg min
i∈K(I)
ta,i.
Now consider the sub-interval [ta,k˜, td,j¯ ]. This case follows the case of the sub-
interval [ta,k¯, td,j¯ ] exactly with I = [ta,k˜, td,j¯]. We have again the two cases as
described in (28) and (32) and we either arrive at a contradiction or we enlarge
the sub-interval to [ta,kˆ, td,j¯ ]. We iterate until we either arrive a contradiction at
some step, or we have enlarged the interval to [ta,k, td,j¯], where ta,k is the starting
point of T ∗gk,l . In this sub-interval, we would not have the case described in (32)
because according to Algorithm 1, there are no packets with an earlier arrival
instant than ta,k transmitted in T ∗gk,l . So we are left with the case described in (28)
only, and we arrive at a contradiction. Hence, we will always get a contradiction
for Sub-case 2.
3) tg1 > t∗ga,k and tg2 = t∗gd,l; in this case, by the idling policy of Algorithm 1, there are no
packets arriving in the period of [tg1, t
∗g
d,l]. All the packets in H(T¯
∗g
k,l ) arrived before t
g
1.
Similar to the previous case, we have two sub-cases:
a) Sub-case 1: all the packets in H(T¯ ∗gk,l ) have finished transmitting before tg1, where
tg1 < t
∗g
d,l, but this is not possible since this would mean that the data are transmitted
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at the rate of ∑
i:H(T¯ ∗g
k,l
)
Bi
tg1 − t
∗g
a,k
(33)
which is strictly larger than the actual rate of transmission r(T¯ ∗gk,l ) =
∑
i:H(T¯
∗g
k,l
)
Bi
t
g
2−t
∗g
a,k
. Thus,
we have a contradiction.
b) Sub-case 2: consider the packets in H(T¯ ∗gk,l ), at least one of these packets did not finish
transmitting and was cut off because it had reached its deadline before completion.
This sub-case is exactly the same as the sub-case 2 of tg1 > t
∗g
a,k and t
g
2 < t
∗g
d,l,
where the arguments do not depend on whether tg2 = t
∗g
d,l or not. Thus, we have a
contradiction for this sub-case too.
Since we have a contradiction for each of the above three cases, we have proven that Algorithm
1 does not generate a scheduler with idling periods. Thus, it satisfies Lemma 2.
Thirdly, we prove the feasibility of the scheduler generated by Algorithm 1. Based on Step
4 in Algorithm 1, we only transmit data upon its arrival. So the scheduler in Algorithm 1 always
satisfy the causality constraint. We now prove that it satisfies the deadline constraint as well.
Based on Step 4 of Algorithm 1, it violates the deadline constraint only when there exists some
packet whose data is not completely transmitted before its deadline. But all data is transmitted
at the minimum transmission rate of r(T¯ ∗gk,l ) in each round g. If some packet is not completely
transmitted, then, we would have transmitted less data than
∑
i∈H(T ∗g
k,l
)
Bi and there would be some
idling period. Since we have already proved that Algorithm 1 does not have any idling period,
it means that all the data is completely transmitted by its deadline and Algorithm 1 satisfies the
deadline constraint as well. Thus, Algorithm 1 is feasible.
Finally, we prove that Algorithm 1 satisfies Lemma 3. Since there exists no epoch who
belongs to two sub-intervals, and we know that each sub-interval is transmitted with the equal
rate of r(T ∗gk,l ), it means that each epoch is also transmitted with the same rate. Thus, proving
(1) of Lemma 3. Consider an epoch Ej ∈ T ∗gk,l , for some g in {1, 2, · · · , G}, consider all packets
with a higher transmission rate than r(T ∗gk,l ), then according to Lemma 4, they must have been
determined to transmit in Iteration 1 or 2 or · · · or g − 1. This means that the life time of such
packets are contained in T ∗mk,l for some m ∈ {1, 2, · · · , g − 1}, and correspondingly, they are
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not in Fj . This means that for all packets in Fj , their transmission rate can not be larger than
r(T ∗gk,l ), thus proving (2) of Lemma 3. To sum up, Algorithm 1 satisfies Lemma 3.
Since all the conditions in Lemmas 1, 2 and 3 are sufficient conditions of optimality for the
problem in (5), we have proved that Algorithm 1 indeed finds the optimal transmission schedule.
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