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Abstract In this paper, we establish invertibility for a class of multipliers in the setting
of Hörmander quantization of pseudo-differential operators on Rn . More precisely,
the existence of inverses and fundamental solutions of these operators are investigated.
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1 Introduction
Every linear partial differential operator P(D) with constant coefficients (not all
of them equal to zero) has a fundamental solution (i.e, a distribution E satisfying
P(D)E = δ, where δ is the Dirac distribution centered at zero). This was first
proved by Ehrenpreis and Malgrange (see [5,6,11]). An immediate corollary of the
Malgrange–Ehrenpreis theorem is that every linear differential operator with con-
stant coefficients is locally solvable, and one can deduce regularity properties of the
solutions by the examination of the fundamental solution. It is curious to note that
before 1950, when the first edition of [14] appeared, the question about the existence
of a fundamental solution was not even raised, since there did not exist a generally
accepted definition of a fundamental solution. For instance, before that time, both
functions E = 1/4π |x | and F = 1/|x | served as fundamental solutions for the three-
dimensional Laplacian. Other proof’s of the Malgrange–Ehrenpreis Theorem are given
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in [8,12,13,15]. For linear partial differential operators with variable coefficients the
existence of fundamental solutions need not be (see Lewy’s example [10]).
One of the most interesting topics in PDE’s is the existence (and computation)
of inverses and fundamental solutions of pseudo-differential operators. For a large
overview of this, and applications we refer to [8,9]. In this work we obtain invertibility
theorems for a class of multipliers on Rn . More precisely, we compute inverses and
fundamental solutions of pseudo-differential operators with symbols depending only
on the Fourier variable:
P(D) f (x) =
∫
Rn
ei2π〈x,ξ〉 p(ξ) f̂ (ξ)dξ (1.1)
where f̂ is the Fourier transform of f ∈ S(Rn) given by
f̂ (ξ) =
∫
Rn
e−i2π〈x,ξ〉 f (x)dx . (1.2)
Our aim is construction of spaces where the problem P(D)u = f has solutions.
In our work we study the existence of inverses and fundamental solutions of P(D)
introducing appropriate spaces of functions (Hp(Rn)) and distributions (D ′p(Rn))
depending on the multiplier p(ξ), (see Sects. 3, 5 respectively). In order to investigate
the equation P(D)u = f, (i.e, the invertibility of P(D)) we consider symbols p(ξ)
in the Kohn–Nirenberg classes Sm(Rn), m ∈ R, (see Hörmander [8]) which contain
partial differential operators with constant coefficients. We note, results here are closely
related to ones by Camus [1,2], where the author shows an integral representation of
(tempered) fundamental solutions associated to elliptic pseudo-differential operators
of homogeneous type. In order to illustrate our main results we recall the result obtained
by Camus [1]. A non-elliptic version can be found in [2].
Theorem 1.1 Let P(D) be a differential operator with elliptic symbol p(ξ) homoge-
neous of degree k, i.e, p(λξ) = |λ|k p(ξ), and p(ξ) = 0 if only if ξ = 0. Then, if
k < n a fundamental solution G ∈ S ′(Rn) for P(D) is given by
〈G, f 〉 = (2π)−n
∫
R+×Sn−1
p(θ)−1 f̂ (rθ) drdθ
rk+1−n
. (1.3)
But, when k ≥ n, we have
〈G, f 〉 = Dk,n
∫
R+
log(r)(∂kr A)( f̂ )(r)dr − Ck,n(∂k−1r A)( f̂ )(0) (1.4)
where A( f )(r) is the spherical average of f (see [1]).
The main results in this paper are the following: B(Hp, L2) denote the space of
bounded operators from Hp(Rn) into L2(Rn).
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Theorem I Let P(D) be a pseudo-differential operator as in (1.1). Then there exists
E(D) ∈ B(Hp, L2) such that E(D)P(D) f = f for every f ∈ S(Rn). Moreover,
integration on Hilbert spaces allows us to obtain the next formula
E(D) f = lim
δ→0+
δ ·
∞∫
0
e−
1
a δ Pa(D) f da
a2
, (1.5)
where the limit is taken with respect to L2(Rn)-norm and the net (Pa(D))0<a<∞ is
defined as in Theorem 2.5.
Theorem II Let P(D) be a pseudo-differential operator as in (1.1). Then there exists
E ∈ D ′p(Rn) such that P E = δ, where δ is the Dirac distribution 〈δ, f 〉 = f (0),
centered at 0.
The construction given here is a variant of the parametrix’s construction (see [8]) via
symbolic calculus of elliptic symbols. However, some inverses (as in Theorem I) can-
not be of pseudo-differential type. Other works on invertibility of pseudo-differential
operators can be found in [1–4,7,16]. The paper is organized as follows: in Sect. 2,
we show an inversion formula for the problem P(D)u = f. The problem of existence
of inverses for multipliers is addressed in Sect. 3. Sobolev embeddings for spaces
introduced in Sect. 3 are obtained in Sect. 4. In Sect. 5, we show that every operator
P(D) with symbol as in (1.1) admits a fundamental solution in some sense.
2 An inversion formulae
To give conditions for invertibility of multipliers on Rn , we establish an inversion
formula. We begin with the following (and known) lemma.
Lemma 2.1 There exists a function ψ ∈ C∞(0,∞) such that 0 ≤ ψ(τ) ≤ 1, ψ(τ) =
0 for τ ≤ 1 and ψ(τ) = 1 for τ ≥ 2
Proof Let φ ∈ C∞(R) such that φ(x) ≥ 0, supp(φ) ⊂ [1, 2] and ∫ ∞0 φ(x)dx = 1.
We define ψ on (0,∞) by ψ(ξ) = 1 − ∫ ∞
ξ
φ(x)dx . The function ψ satisfies the
desired conditions. unionsq
Let p(ξ) be a symbol as in (1.1). The following lemma will be applied to analyze
invertibility of the corresponding multiplier P(D).
Lemma 2.2 There exists a net {ψa(ξ)}0<a<1 of continuous functions such that
1. 0 ≤ ψa(ξ) ≤ 1 for every ξ ∈ Rn .
2. ψa(ξ) = 0 for |p(ξ)| ≤ √a, ψa(ξ) = 1 for |p(ξ)| ≥
√
2a, and 0 ≤ ψa(ξ) ≤ 1
for √a < |p(ξ)| < √2a.
Proof Let 0 < a < 1. Let ψa(ξ) the application defined by
ψa(ξ) = ψ
(
1
a
|p(ξ)|2
)
, (2.1)
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where ψ is the function defined in Lemma 2.1. It easy to see that ψa satisfies the three
conditions required. unionsq
Remark 2.3 We will usually write
pa(ξ) = ψa(ξ)p(ξ) ,
but, this means that
• pa(ξ) = 0, if |pa(ξ)| ≤ √a
• pa(ξ) = p(ξ)−1, if |pa(ξ)| ≥
√
2a
• pa(ξ) = ψa(ξ)p(ξ)−1 for √a < |p(ξ)| <
√
2a.
The next lemma will be essential in our study of inverses of multipliers on the
euclidean space Rn .
Lemma 2.4 Let ξ ∈ Rn, and pa(ξ) be defined by
pa(ξ) = ψa(ξ)p(ξ) .
Then
lim
a→0 pa(ξ)p(ξ) = 1.
Proof Clearly, pa(ξ)p(ξ) = ψa(ξ). Then by Lemma 2.2, we get
lim
a→0 ψa(ξ) = lima→0 1 −
∫ ∞
1
a |p(ξ)|2
φ(x)dx = 1.
unionsq
Theorem 2.5 (Inversion formulae) Let f ∈ S(Rn), then
lim
a→0 Pa(D)P(D) f (x) = f (x), x ∈ R
n,
where Pa(D) is the multiplier associated to pa(ξ) as in Lemma 2.4. Moreover, if
P(D) f = g, f ∈ S(Rn) then for x ∈ Rn, f (x) = lima→0 Pa(D)g(x).
Proof Let us write ξ(x) = ei2π〈x,ξ〉. By the definition of multiplier, we have
Pa(D)P(D) f (x) =
∫
Rn
ξ(x)pa(ξ)p(ξ) f̂ (ξ) (2.2)
=
∫
Rn
ξ(x)ψa(ξ) f̂ (ξ). (2.3)
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If a → 0, then ψa(ξ) → 1. Now, if f ∈ S(Rn) the series above is absolutely
convergent. Thus, by the Fourier inversion formula and the Dominated Convergence
Theorem, we have that
lim
a→0 Pa(D)P(D) f (x) = lima→0
∫
Rn
ξ(x)ψa(ξ) f̂ (ξ)
=
∫
Rn
ξ(x) lim
a→0 ψa(ξ) f̂ (ξ)
=
∫
Rn
ξ(x) f̂ (ξ) = f (x).
unionsq
3 Left inverses of multipliers
In this section the proof of Theorem I is divided in two theorems. First we introduce
the tools we need to prove the invertibility of multiplier in a suitable function space.
Definition 3.1 Let p(ξ) be an non-zero symbol on Sm . We introduce a scale of
Lebesgue spaces. For every p(ξ) as in (1.1)
Hp(Rn) =
{
f ∈ L2(Rn) : p(ξ)−1 f̂ ∈ L2(Rn)
}
. (3.1)
We will equip Hp(Rn) with the norm ‖ f ‖Hp(Rn) = ‖p(ξ)−1 f̂ ‖L2(Rn).
Theorem 3.2 With above notations, {Pa(D)}0<a<1 is a Cauchy’s net in B(Hp(Rn),
L2(Rn)).
Proof Let f ∈ S(Rn). By Plancherel Theorem, we have
‖Pa(D) f − Pb(D) f ‖2L2(Rn) = ‖pa(ξ) f̂ − pb(ξ) f̂ ‖2L2(Rn)
=
∫
Rn
|pa(ξ) f̂ (ξ) − pb(ξ) f̂ (ξ)|2dξ
=
∫
Rn
|(pa(ξ) − pb(ξ)) f̂ (ξ)|2dξ
From Dominated Convergence Theorem we have
lim
(a,b)→(0,0)(ψa(ξ) − ψb(ξ)) = lim(a,b)→(0,0)
1
b |p(ξ)|2∫
1
a |p(ξ)|2
φ(x)dx = 0.
Finally,
lim
(a,b)→(0,0) ‖Pa(D) f − Pb(D) f ‖L2(Rn) = 0.
unionsq
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Theorem 3.3 Let {Pa(D)}0<a<1 be the net of multipliers as in Theorem 3.2. Then
{Pa(D)}0<a<1 converges to some operator E(D) ∈ B(Hp(Rn), L2(Rn)) with
the usual norm of operator in B(Hp(Rn), L2(Rn)). Moreover, if f ∈ S(Rn),
E(D)P(D) f = f.
The existence of E(D) is a consequence of the Theorem 3.2. Hence, applying
Theorem 2.5 for f ∈ S(Rn) we obtain
‖E(D)P(D) f − f ‖L2(Rn)
≤ ‖(E(D) − Pa)P(D) f ‖L2(Rn) + ‖Pa(D)P(D) f − f ‖L2(Rn)
≤ ‖E(D) − Pa‖B(Hp(Rn),L2(Rn))‖P f ‖Hp(Rn) + ‖Pa(D)P(D) f − f ‖L2(Rn)
≤ ‖E(D) − Pa‖B(Hp(Rn),L2(Rn))‖P f ‖Hp(Rn) + ‖Pa(D)P(D) f − f ‖L2(Rn)
→ 0, as a → 0.
In the next theorem we prove a formula of E(D) in terms of the Pa(D)′s. This
formula allows us to reconstruct E(D) from the net {Pa(D)}0<a<∞.
Theorem 3.4 Let {Pa(D)}0<a<∞ be the net as in Lemma 2.4. Then
E(D)P f = lim
δ→0+
δ ·
∞∫
0
e−
1
a δ Pa(D) f da
a2
(3.2)
where the limit is taken with respect to L2(Rn)-norm.
Proof Let f be a function in Hp(Rn). Since T f : a → Pa(D) f : (0,∞) → L2(Rn)
is a continuous application, then the map a → Pa(D) f is measurable. From
Definition 3.1, for every f ∈ Hp(Rn), Pa f converges as a → 0. Moreover,
lima→0 Pa(D) f ∈ L2(Rn). Hence, by Banach–Steinhaus Theorem we have that
M = sup
0<a<∞
‖Pa(D)‖B(Hp(Rn),L2(Rn)) < ∞.
Now, using the fact that
∫ ∞
0 e
−δt dt = 1
δ
, we get
∞∫
0
‖e− 1a δ Pa(D) f ‖L2(Rn)
da
a2
≤ M
δ
‖ f ‖Hp(Rn).
Hence,
∫ ∞
0 e
− 1a δ Pa(D) f daa2 is well defined. Now, for every ε > 0 there exists ρ =
ρ( f ) > 0 such that |a| ≤ ρ implies that
‖E(D) f − Pa(D) f ‖L2(Rn) < ε. (3.3)
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Hence, we have
lim
δ→0+
δ ·
∞∫
0
e−
1
a δ Pa(D) f da
a2
= lim
δ→0+
δ ·
∞∫
ρ
e−
1
a δ Pa(D) f da
a2
+ lim
δ→0+
δ ·
ρ∫
0
e−
1
a δ(Pa(D) − E(D)) f da
a2
+ lim
δ→0+
δ ·
ρ∫
0
e−
1
a δ E(D) f da
a2
= I + I I + I I I.
We have that
lim
δ→0+
‖I‖L2(Rn) = lim
δ→0+
‖δ ·
∞∫
ρ
e−
1
a δ Pa(D) f da
a2
‖L2(Rn)
≤ lim
δ→0+
δ ·
1/ρ∫
0
e−aδ‖P1/a(D) f ‖L2(Rn)da
≤ lim
δ→0+
δ · M
1/ρ∫
0
e−aδda = 0.
We now want to estimate I I. By the estimate (3.3) we have,
‖I I‖L2(Rn) ≤ δ
ρ∫
0
‖e− 1a δ(Pa(D) − E(D)) f ‖L2(Rn)
da
a2
≤ δε
ρ∫
0
e−
1
δ
a da
a2
≤ ε.
Thus, we get
δ ·
ρ∫
0
e−
1
a δ E(D) f da
a2
= δ · E(D) f ·
ρ∫
0
e−
1
a δ
da
a2
→ E(D) f as δ → 0.
unionsq
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4 Sobolev embeddings
In this section we obtain Sobolev embeddings into Hs(Rn) spaces for Hp(Rn) spaces
(as defined in Sect. 3), and we will show that this definition agrees with the previous
one in the setting of some elliptic operators.
Theorem 4.1 Let p(ξ) ∈ Sm be a non-zero symbol for some m ∈ R. Then, Hp(Rn) ⊂
H−m(Rn) and the inclusion map i : Hp(Rn) ↪→ H−m(Rn) is continuous.
Proof Observing that for some C > 0, |p(ξ)| ≤ C〈ξ 〉m we have,
C |p(ξ)−1 f̂ (ξ)| ≥ 〈ξ 〉−m |p(ξ)||p(ξ)−1 f̂ (ξ)|
≥ 〈ξ 〉−m |p(ξ)p(ξ)−1 f̂ (ξ)|
= 〈ξ 〉−m | f̂ (ξ)|
Hence, we have
‖ f ‖H−m (Rn) ≤ C‖ f ‖Hp(Rn). (4.1)
unionsq
Remark 4.2 Note that the operator P(D) is a bounded operator from L2(Rn) into
Hp(Rn) ⊂ H−m(Rn). This is a consequence of the previous theorem.
In the following theorem we will use the usual definition of Sobolev spaces using
the Fourier transform.
Theorem 4.3 Let p(ξ) ∈ Sm be a non-zero symbol. Assume that p(ξ) = 0 for every
ξ ∈ Rn . If p(ξ) satisfies C〈ξ 〉m ≤ |p(ξ)| ≤ C ′〈ξ 〉m for all |ξ | ≥ R with R > 0, then
H−m(Rn) = Hp(Rn).
Proof From the definition of the norm ‖ · ‖Hp(Rn) we have that
‖ f ‖2Hp(Rn) =
∫
Rn
|p(ξ)−1 f̂ (ξ)|2dξ
=
∫
|ξ |≤R
|p(ξ)−1〈ξ 〉m〈ξ 〉−m f̂ (ξ)|2 +
∫
|ξ |≥R
|p(ξ)−1〈ξ 〉m〈ξ 〉−m f̂ (ξ)|2dξ
≤
⎛
⎝
{
sup
|ξ |≤R
{
ξ : 〈ξ 〉m |p(ξ)|−1
}}2
+ C ′2
⎞
⎠ ‖ f ‖2H−m (Rn).
We obtain that ‖ f ‖Hp(Rn) ≤ C‖ f ‖H−m (Rn). Theorem 4.1 implies the theorem. unionsq
Remark 4.4 If P is an elliptic pseudo-differential operator with symbol in Sm(Rn),
then P extends to a bounded operator from H0(Rn) = L2(Rn) into H−m(Rn); there-
fore, if T is a pseudo-differential inverse of P, it is a bounded operator from H−m(Rn)
to L2(Rn). However, our investigation in the general case of multipliers shows that
inverses are bounded operators from Hp(Rn) ⊂ H−m(Rn) into L2(Rn), (see Theo-
rem 4.1). Here, Hκ(Rn) is the usual Sobolev space of order κ.
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5 Fundamental solutions of multipliers
In this section we prove Theorem II. We begin studying suitable distributions spaces.
Definition 5.1 Let P(D) be a multiplier with symbol defined by the formula (1.1).
The set Ap(Rn) consists of those functions f : Rn → C ∈ L1(Rn) such that
lima→0 pa(ξ) f̂ ∈ L1(Rn). We consider Ap(Rn) together with the norm
‖ f ‖Ap(Rn) = ‖ lim
a→0 pa(ξ) f̂ ‖L1(Rn). (5.1)
If P(D) = I is the identity operator with symbol p(ξ) = 1, then Ap(Rn) is the well
known space of functions with Fourier transform in L1(Rn), which is usually denoted
by A(Rn). We now give a definition of the distribution space associated to the operator
P(D).
Definition 5.2 Dp(Rn) = Ap(Rn) ∩ S(Rn). We define the space of distributions
D ′p(Rn) as the space of all continuous linear functionals on Dp(Rn). This mean that
T ∈ D ′p(Rn) if it is a functional T : Dp(Rn) → C such that
1. T is linear
2. T is continuous, i.e. T (u j ) → T (u) in C whenever u j → u in Ap(Rn).
Theorem 5.3 Let P(D) be a multiplier as in (1.1). Then, there exists E ∈ D ′p(Rn)
satisfying
P E = δ, (5.2)
where δ is the Dirac distribution 〈δ, f 〉 = f (0), f ∈ S(Rn).
Proof Let P∗a (D) be the adjoint operator of the multiplier Pa(D), i.e. the multiplier
with symbol pa(ξ). Let Ea : Dp(Rn) → C the functional defined by
〈Ea, ϕ〉 = P∗a (D)(ϕ)(0). (5.3)
Our proof consists of three steps:
Step 1. Estimate of 〈Ea, ϕ〉
Step 2. The functional E defined by the equation
〈E, ϕ〉 = lim
a→0〈Ea, ϕ〉
belongs to D ′p(Rn).
Step 3. E satisfies the condition (5.2).
Step 1.
|〈Ea, ϕ〉| =
∣∣∣∣
∫
Rn
(ξ(0)pa(ξ)ϕ̂(ξ))dξ
∣∣∣∣
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≤
∫
Rn
∣∣∣pa(ξ)ϕ̂(ξ)
∣∣∣ dξ
= ‖pa(ξ)ϕ̂‖L1(Rn).
Step 2. By the formula (5.1) we get
|〈E, ϕ〉| = lim
a→0 |〈Ea, ϕ〉| ≤ lima→0 ‖pa(ξ))ϕ̂‖L1(Rn)
= ‖ lim
a→0 pa(ξ))ϕ̂‖L1(Rn) := ‖ϕ‖Ap(Rn).
Step 3. Let ϕ be a function in Dp(Rn). Then,
〈P(D)E, ϕ〉 = 〈E, P(D)∗ϕ〉
= lim
a→0〈Ea, P(D)
∗ϕ〉
= lim
a→0 Pa(D)
∗ P(D)∗ϕ(0)
= lim
a→0
∫
Rn
ξ(0)pa(ξ)∗ p(ξ)∗ϕ̂(ξ)dξ
= lim
a→0
∫
Rn
ξ(0)pa(ξ)p(ξ )̂ϕ(ξ)dξ
=
∫
Rn
ξ(0)̂ϕ(ξ)dξ
= ϕ(0) = 〈δ, ϕ〉.
unionsq
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