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Abstract
Least-squares adjustment yields the most likely solution for a set of redundant data provided the mathematical model is correct
and there are only random errors in the observations. When systematic or gross errors affect observations or the model does not
accurately represent reality, i.e. when a systematic error affects the model, then least-squares performs very sensitive to these
undesirable errors and may yield an unacceptable solution. Robust estimation was developed to obtain a least-affected solution in
these cases of gross or systematic error appearance whereas a solution very close to the least-squares solution is obtained when
only random errors are present. However, the fashion in which robust estimation is usually computed (by means of iteratively
reweighed least-squares) undermines its potentialities. We propose to substitute the easy but not so reliable classic scheme by a
global optimization procedure so as to recover all the robust estimation potential. We will show the advantages of applying the
method to GPS positioning: a prior successful research for coping with the ionospheric delay of single frequency observations and,
besides, an innovative application for avoiding signal multipath.
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1. Introduction
Least-squares adjustment yields the most likely solution for a set of observations that are only affected by
random errors provided the mathematical model is correct. Classically least-squares are extensively applied in GNSS
positioning, that is, in the process of obtaining an absolute or relative position by means of a satellite system receiver
(as Navstar’s GPS, Glonass and the forthcoming Galileo). This estimation assumes first that observations are free
from gross and systematic errors, and second that the model in use is completely correct, i.e. it accounts for all the
participant effects: tropospheric and ionospheric delays, clock biases, relativistic effects, instrumental delays, etc.
In relative positioning, that is, with two GNSS receivers, most of these disturbances cancel out, especially if
the baseline defined by the two receivers is short (for instance, less than some 10 km). Surveying engineering
has enormously benefited from this relative positioning technique, which is usually performed by means of double
differenced phase observations, see e.g. [1–3], since a high precision can be obtained, typically 5 mm+1 mm/km [4].
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We will refer to this GNSS relative positioning estimation or GNSS baseline determination in the present paper and
see how robust estimation yields an essential improvement in certain cases versus the classic least-squares approach.
Wieser and Brunner [5] were the first to apply robust estimation to GPS baseline determination. This permitted
them to significantly improve results in the case of signal obstruction. However, as is the usual fashion, they computed
the robust estimator by means of an iteratively reweighed least-squares scheme thus recovering again some of the
least-squares problems. In particular, if the set of observations is highly contaminated then the initial least-squares
solution of the scheme may be so far from the global optimum that the iterative process may finish only in a local
one. This robust estimator computation yields unacceptable results for the most contaminated cases and hence they
concluded that if there is a huge amount of undesirable errors robust estimation may also not be useful.
However, as we showed in [6], robust estimation is only truly robust if dealt with as a global optimization problem,
thus being computed for example by the simulated annealing method or a genetic algorithm. This approach has
proved to be extremely valuable for avoiding the ionospheric effect in baseline determination, which supposes a
systematic error, as described in [7]. An innovative application will be explored in this paper: multipath avoidance.
The determination of an especially problematic baseline, which due to a strong multipath effect has to be determined
with a set of highly contaminated data, i.e. with many gross errors, will be given as an example.
Therefore, we conclude that classic techniques based on least-squares fail in most cases of undesirable error
appearance, the same may occur with robust estimation if dealt with as an iterative least-squares scheme, but that,
conversely, robust estimation computed as a global optimization problem (or as we call it Global Robust Estimation)
most often succeeds in finding the correct solution with a highly contaminated set of observations.
2. GNSS baseline determination
The equation for the observed phase (in length units) of receiver i tracking satellite r , denoted by φri , can be written
as
φri = ρri − λN ri + δφi − δφr + c(dti − dtr )+ dφri−tropo − dφri−iono + ri (1)
where ρri is the real geometric distance from receiver i to satellite r , λ is the wavelength (without loss of generality
we assume to deal with only one frequency), N ri is the initial integer number of wavelengths – which is an unknown
called ambiguity – and respectively δφi and δφ
r initial phases of receiver oscillator and satellite oscillator. Along with
the light-speed in vacuum c, the respective biases in both the satellite clock dtr and the receiver clock dti , constitute an
additional error term. Besides being much stable, the coefficients for a satellite clock drift equation are broadcasted in
the satellite message so that the satellite clock is usually corrected and it only remains as an unknown in the receiver
clock term. Terms dφri−tropo and dφri−iono constitute the respective tropospheric and ionospheric delays. Finally ri is
the remaining noise in the equation, which needs to be Gaussian in order to apply least-squares adjustment.
Coordinates for satellites can be computed by means of the ephemeris they broadcast in their message.1 Provided
some approximate coordinates (X i0, Yi0, Zi0) for receiver i are known then an approximate distance ρri0 can be
obtained by
ρri0 =
√
(Xr − X i0)2 + (Y r − Yi0)2 + (Zr − Zi0)2. (2)
Hence the real geometric distance, which appears as the first term in the second member of (1), is
ρri = ρri0 +
[
∂ρri
∂X i
]
0
dX i +
[
∂ρri
∂Yi
]
0
dYi +
[
∂ρri
∂Zi
]
0
dZi (3)
with unknowns dX i , dYi and dZi representing the difference between exact and approximated coordinates for
receiver i .
If we consider observed phases of receivers i and j from satellites r and s and compute the double difference
∇∆φrsi j
∇∆φrsi j = (φsj − φsi )− (φrj − φri ) = φsj − φsi − φrj + φri (4)
1 A correction for the system rotation during the signal travel time has to be considered when the reference system is terrestrial.
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then the equation for the double differences – which derives from expression (1) – is
∇∆φrsi j = ∇∆ρrsi j − λ∇∆N rsi j + rsi j (5)
in which common terms, as clock biases or atmospheric delays (for the case of short baselines) have vanished.
Fixing coordinates for one of the baseline ends, say receiver i , and applying double differencing to expression (3),
we can express observation equation (5) as
∇∆φrsi j = ∇∆ρrsi j0 +
([
∂ρrj
∂X j
]
0
−
[
∂ρsj
∂X j
]
0
)
dX j +
([
∂ρrj
∂Y j
]
0
−
[
∂ρsj
∂Y j
]
0
)
dY j
+
([
∂ρrj
∂Z j
]
0
−
[
∂ρsj
∂Z j
]
0
)
dZ j − λ∇∆N rsi j + rsi j . (6)
Reordering unknowns in the first member of the equation and placing observed minus approximate values along with
the (desirably Gaussian) residual term in the second yield([
∂ρrj
∂X j
]
0
−
[
∂ρsj
∂X j
]
0
)
dX j +
([
∂ρrj
∂Y j
]
0
−
[
∂ρsj
∂Y j
]
0
)
dY j
+
([
∂ρrj
∂Z j
]
0
−
[
∂ρsj
∂Z j
]
0
)
dZ j − λ∇∆N rsi j = ∇∆φrsi j −∇∆ρrsi j0 − rsi j . (7)
By periodic observation, which in surveying engineering is usually performed every 15 s, an overdetermined system
of equations is obtained
Ax = l + ν. (8)
A is the coefficient matrix for the vector of unknowns x , which contains differential corrections to approximate
coordinates (real values) and ambiguities (integer values in theory), l is the vector of observed minus approximate
values and finally ν is the vector of residuals. The classic estimation process, see e.g. [8], is performed in three steps:
(1) Least-squares solution of the system. This yields real-valued ambiguities, which result in an approximate
estimation for the baseline coordinates, namely the “float solution”.
(2) Integer ambiguity determination. The search for the best set of integer ambiguities is performed in the
neighborhood of the least-squares solution found in the previous step.
(3) Constrained least-squares adjustment of the system with the integer ambiguities found in the previous step. The
result is known as the baseline “fixed solution”.
Note that if prior assumptions, i.e. validity of the model and presence of only random errors in the observations, do
not hold, then least-squares adjustment yields no longer the most likely solution. Such is the case, for example, in the
presence of multipath (multiple signal reflections on neighboring structures) in observations. Robust estimation may
then be a powerful alternative.
2.1. Robust estimation
Foundations of the robust estimation theory were established by Box [9] and developed by some other later
contributors (Andrews [10], Krarup et al. [11], Huber [12], etc).
Robust estimation is based on minimizing a function – called the estimator – in order to attain a solution
maximum resistant to the non-fulfillment of the mathematical model or the appearance of gross or systematic errors
in observations.
Hence, when the model is correct and the observations are affected only by random errors then robust estimation
yields a solution close to that of classic least-squares estimation. By contrast, when systematic or gross errors affect
the observations or the model is not completely correct, robust estimation provides the most accurate solution, whereas
least-squares (much less robust) yields a highly contaminated and unacceptable solution.
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Let us apply one of the most successful robust estimators, the L1-norm, the use of which is widespread in the
literature, e.g. [13,14]. The solution is the one that minimizes the sum of absolute values of the residuals
min
∑
|νi | . (9)
Typically, the routine to compute such a problem is an iteratively reweighed least-squares (IRLS) scheme, that is, the
estimator minimization (9) is performed by successive least-squares adjustments computing for each adapted weights
based on the previous adjustment residuals. The equivalent weight function for the L1-norm estimator to be used
within least-squares is
ωi = 1|νi | . (10)
Therefore, minimizing the sum of squared residuals with weights (10) yields the L1-norm minimization.
min
∑
ν2i ωi = min
∑
ν2i
1
|νi | = min
∑
|νi | . (11)
However, the problem with robust estimation as IRLS is a computational one, for if the initial least-squares solution
lies far away from the correct solution then the iterative process started with it attains only a local optimum.
Alternatively, we propose to consider robust estimation as a global problem and name this strategy Global Robust
Estimation.
2.2. Global robust estimation
Let us deal with robust estimation as a global optimization problem, and call this scheme Global Robust Estimation.
Two of the most successful global optimization techniques are Simulated Annealing (SA) and Genetic Algorithms
(GA), they will be applied to robust estimation – L1-norm as in expression (9) – of the GNSS baseline components,
i.e. to system of equation (10).{
Ax = l + ν
min Σ |νi | . (12)
Simulated Annealing was first proposed by Metropolis et al. [15], as an iterative heuristic method analogous to
the process of crystalline network self-construction. It has been widely applied in a variety of global optimization
problems, as for instance, in the field of surveying related sciences, to the geodetic network design problem [16]. An
algorithm for its application may be:
(1) Start with an initial random solution xo within the search domain D. In the present case the search domain will
be a sufficiently wide area containing the initial least-squares float solution. Note the different nature of solution
vector elements: some are real values (coordinate increments) and the rest integer values (double differenced
ambiguities).
(2) Obtain an increment to the previous solution and thus a new solution (provided it is in the search domain)
xi+1 = xi + ∆xi . Note that displacement ∆xi has to be generated at random, usually from a Gauss distribution
whose standard deviation σ decreases with iterations. Pay attention again to the different requirements for
the solution vector elements: some are real values (coordinate increments) whilst others have to be integers
(ambiguities).
(3) Accept the new solution if it yields a better value for the score function – in our case the robust estimator (9) –
otherwise: accept it with probability p (a small figure) or reject it.
(4) Return to step 2 until the typical displacement size σ is below the required precision.
Genetic algorithms were proposed originally by Holland [17] intending to emulate the natural evolution of species.
The most adaptive individual is found after the evolution of a system in which crossover, mutation and selection rules
have been implemented. In our case the “genes” – i.e. the features to be inherited that determine (in probabilistic
terms) one individual’s survival – will be the elements of the solution vector x . Remember we are forced to consider
their different character: some are real values and other integers.
The applied genetic algorithm may be summarized as follows:
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Fig. 1. Example baseline 1-2 and its environment.
(1) Construct an initial population of solutions, that is, some x vectors in the search domain D for the system of
equation (8).
(2) Perform crossover so that offspring solutions are generated by selecting two individuals (two previous solutions)
and creating a new individual by choosing every gene allele (x element value) at random from one of the two
available in its parents’ genes. Possible mutations have to be accounted for: with a very low probability every
gene allele may suffer some random leap. Every new individual’s feasibility has to be checked, that is, it has to be
ensured that it is located somewhere into the search domain D.
(3) Apply the survival rule in probabilistic terms: compute every individual’s fitness – for our purposes the function
to be evaluated is the robust estimator (9) – and perform a selection of individuals with probabilities proportional
to corresponding fitness.
(4) Return to point 2 until evolution is considered sufficient, for example, if the best individual fitness stabilizes.
Both for simulated annealing and for genetic algorithms, the number of iterations or generations depends on the
problem complexity and the global optimum attainment is only probabilistically guaranteed. More information on
implementations of global optimization methods can be found for instance in [18].
3. Example
Let us consider an especially problematic baseline. Fig. 1 represents a very short baseline to be determined
by GNSS techniques (GPS in particular) that is surrounded by some 6 m-high constructions which besides signal
obstruction make multiple signal reflections (multipath) a hard problem for correct estimation. Moreover, observing
time has been taken to be a short one, 6 min with observations every 15 s, so that there are not many redundancies.
Exact coordinates for the baseline are not known but a careful determination of its geometric length is done by means
of an Electronic Distance Meter (EDM), which gives 19.041 m (σ = 0.005 m).
Computation is performed by means of the classic least-squares adjustment of the double differences model
(8) using Trimble Geomatics OfficeTM (TGO) software, and by global robust estimation (L1-norm) both by the
simulated annealing method and the genetic algorithm using the authors’ software. Results are shown in Table 1
also in comparison with the EDM length determination.
As it can be seen, the classic float solution gives – as usual – an approximate result, but in this especially problematic
case the fixed solution is extremely wrong (more than 1 m!) as a result of incorrect ambiguities fixing. In fact, as the
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Table 1
Baseline component estimations in meters: least-squares float (LS float) and fixed (LS fixed) solutions by TGO, global robust estimation by
simulated annealing (GRE by SA) and a genetic algorithm (GRE by GA)
LS float LS fixed (ratio 8.6) GRE by SA GRE by GA
∆X −2.485 −3.428 −2.813 −2.815
∆Y 18.108 19.587 18.416 18.413
∆Z 4.260 4.173 3.952 3.965
Total length 18.768 20.318 19.044 19.044
EDM measured total length 19.041 (±0.005) 19.041 (± 0.005) 19.041 (± 0.005) 19.041 (±0.005)
Comparison is also made with the EDM measured total length.
data is so highly contaminated with undesirable errors (multipath) and the data span is so short, no classic repairing
methods have succeeded and thus TGO yields a largely wrong solution even with a good ratio indicator of 8.6. We
are witnessing an example of the known fact that it is preferable having a float solution rather than a wrongly fixed
one. Conversely, global robust estimation by both methods gives a solution which is in total accordance with the EDM
determination.
4. Conclusion
When systematic or gross errors affect observations or systematic errors are present in the mathematical model
then robust estimation produces a more reliable result than least-squares estimation, as is well known. However,
the usual fashion to compute robust estimation, that is, by means of an iteratively reweighed least-squares scheme,
undermines its capabilities by resorting again to an initial least-squares solution. Alternatively, we have proposed to
deal with robust estimation as a global optimization problem (we named this strategy Global Robust Estimation) and
thus solve the estimation problem, for instance, by the simulated annealing method or a genetic algorithm. A particular
application to the process of computing a Global Navigation Satellite Systems baseline has been explored. Results
show that the proposed alternative recovers all the estimation potential and represents a successful technique for the
most contaminated cases, in which signal obstruction or high multipath plays a significant role.
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