Abstract-Numerous environmental and financial benefits of using hyperspectral imaging have driven much increased applications on plant monitoring and diagnosis. This paper is concerned with analysis of hyperspectral images for plant discrimination by means of their spectral and texture properties. The main contribution of the work lies in the use feature selection and Markov random field model (MRF) to facilitate such spectraltexture analysis to enhance prediction performance, as compared to conventional analysis methods. A hyperspectral dataset on control and stressed Arabidopsis plant leaves captured by a proximal hyperspectral imaging system was used in the experiment. Texture parameters with different orders were estimated from the MRF model and two support vector machine settings were used in the evaluation. Experimental results showed significant improvements in classification performance of the proposed spectraltexture approach over the conventional analysis methods.
I. INTRODUCTION
Hyperspectral imaging (HSI), also termed imaging spectroscopy, has triggered a considerable amount of innovative scientific quest [1] . It is a branch of multivariate imaging [2] that involves the convergence of spectroscopy (i.e. the study of spectral properties) and remote imaging (i.e. the study of optical properties) technologies. This branch of imaging has risen in importance recently due to the benefit of capturing data from the visible through to the near-infrared wavelength ranges in hundreds of narrow band spectra [3] . HSI has several applications; for instance, in medical imaging [4] , chemical processes [5] , industrial processes [6] , and proximal and remote sensing [7] , [8] . In addition, several sensor configurations have been used to obtain hyperspectral images such as point, line, area, and single shot scanning [9] .
The fundamental properties of hyperspectral images are both spectral and textural in nature. The spectral information describes the entire measured spectrum, covering single or several electromagnetic regions, where each pixel (i.e. image unit element) represents a unique spectral signature [9] . This spectral signature can be a function of reflectance, absorbance, or transmittance at each wavelength. The narrowest spectral band defines the spectral resolution -that is, the ability of the system to distinguish between two adjacent spectral bands. In contrast, texture describes the variation in intensity through an image associated with many texture properties, such as orientation, depth, smoothness, coarseness etc. [10] . Furthermore, the maximum and minimum intensity values serve as the brightest and darkest pixels respectively. In addition, the smallest object that can be detected by the HSI system is called spatial resolution and it is used to determine the clarity of the image.
Most studies focus on HSI spectral analysis, though several approaches have also investigated on texture or spectraltexture properties in the last few years. The spectral approach considers the spectral information, the texture analysis considers adjacent pixels and their intensities, while the spectraltexture considers the sequence of both in the analysis. These approaches are important for several domains such as agriculture, medicine, and industry, and play a key role in many tasks, especially image classification [9] , [10] . In terms of spectral analysis, spectral signatures are used for classification. Although the entire measured spectrum is necessarily relevant to the problem investigated, commonly, techniques for feature extraction and selection -the processes of reducing information dimensionality to the most discriminant featureshave been used to analyse hyperspectral images efficiently and effectively, thus improving the performance, and reducing the processing time [11] . In other words, only relevant information will be used in the analysis.
Texture analysis provides an important base for object description and recognition since it gives insight into texture properties of the object. The techniques for analysing texture can be broadly categorised into statistical, structural, transform-based, and model-based [10] . The statistical technique uses the distribution of grey levels to describe the properties of a texture. A co-occurrence matrix is an example of this category where the second order statistics is used to extract texture properties. The second technique describes a texture based on existing texture properties, such as lines. It should be mentioned that this technique can describe regular textures only, so its practical applications are limited. The third technique uses the characteristics of the transformed texture to determine its properties. Some common examples of this technique are the wavelet transform and the 2-D fast Fourier transform. In the last category, an empirical texture model and its parameters are used to describe a texture. The Markov random field (MRF) is a widely used example. In the spectral-texture analysis approach, the characteristics of both approaches are taken into account for the classification process.
This paper focuses on distinguishing plants under several stress conditions (i.e. plants that have been subjected to heat and cold) from normal plants using a spectral-texture approach (based on feature selection and MRF) and compares the results with those from existing spectral or texture approaches. The relevant features (i.e. wavelengths in this experiment) along with the texture properties (i.e. estimated MRF parameters of different orders) are used in the classification stage. The correlation-based feature selection (CFS) algorithm has been shown to be particularly powerful. Moreover, several studies published in the past have shown the MRF to be one of the most powerful models to describe textures [12] . Furthermore, both conventional (i.e. all classes used in the training) and one-class based support vector machine (SVM) classifiers are used for classification for a comparison. The results showed significant improvements in accuracy compared with when both spectral and texture approaches are used.
The remainder of the paper is organised as follows: the background is reviewed in Section II. Section III presents the imaging system, dataset and proposed spectral-texture approach. The experimental results and discussions are given in Sections IV, followed by the concluding remarks in Section V.
II. BACKGROUND
This section outlines the spectral and texture approaches relevant to this work. It is divided into three subsections: an overview of feature selection is presented in the first subsection; the MRF model is highlighted in the second, and the last ends with a description of conventional and one-class SVM based classifiers.
A. Feature Selection
Recent developments in HSI systems allow more data to be collected about the problem investigated. However, not all data contains information that is necessarily useful or relevant. This issue has heightened the need for an efficient and effective analysis method as a large amount of data is being recorded and it is difficult to analyse the information directly from pixel values. Feature selection (FS) is a possible solution of this issue, whereby only a subset of relevant features (i.e. wavelengths in this study) are extracted and used in the analysis (redundant and irrelevant features are discarded). This not only reduces the dimensionality of the hyperspectral images but also enhances the prediction performance, as well as reducing the required processing time.
A good review of feature selection processes, models, and algorithms can be found in [11] , [13] , [14] . In short, the kth feature (x k ) from a feature space x = {x 1 , . . . , x n } for a specific dataset X can be considered as relevant, if it can be used to distinguish between two specified different classes, Y = {y1, y2}, in X. Several algorithms have been proposed in the literature (a good list demonstrated in [14] ) with the main goal of finding an optimal subset of features S o which maximises the evaluation criteria J(.):
where S j represents the j-th subset of the total subsets, S, generated in the feature selection process. This study is limited to the CFS feature selection algorithm since it mainly focuses on comparing the performance of conventional and one-class classifiers, not the performance of different selection algorithms. A performance comparison of several selection algorithms can be found in our previous study [14] . The CFS is used in this study due to its ability to discard irrelevant and redundant features, i.e. the wavelengths selected are consistently lower and produce a discrimination performance better than that of other selection algorithms. CFS uses Shannon's entropy
to measure the correlation between features and classes (through symmetrical uncertainty) and then uses the measured correlation to evaluate the features relevancy [15] :
where Merit S denotes the heuristic merit of a subset containing t features; r cf represents the average feature-class correlation; and r ff is the average feature-feature correlation. The search strategy in this algorithm is based on a best first search, and the process halts if no improvement is achieved after five consecutive iterations.
B. MRF Model
An MRF, also known as an undirected graph model [16] , is an extension of the Markov chain model [17] . It generates an empirical model of each pixel in the image, based on the corresponding intensities of the neighbouring pixels. The advantages of this model over the directed graph models are: better discrimination of the normalisation process and it is more symmetric (i.e. more natural for certain domains) [16] . An example of MRF neighbour structure, as well as the corresponding parameters, is shown in Fig. 1 . The order of the MRF model depends on the structure of the neighbouring pixels and can be defined as (e.g. for a first order MRF) a local interaction sum V :
where V denotes the local interaction sum and {β 0 , β 1 , β 2 } are the MRF parameters. The order of V can be extended to second, or third, or fourth order (see Fig. 1(b) ).
An MRF is called isotropic, if the perpendicular parameters for a specific order are the same, and anisotropic if the parameters are different. It should be mentioned that the positive parameters govern clustering in a specific direction (e.g. β 1 in horizontal and β 2 in vertical directions) while the positive and negative values of these parameters cause attraction and repulsion, respectively. Generally, the equivalent Gibbs distribution is used to describe the MRF model mathematically [18] . Gibbs distribution P (x) for realisation x can be represented as:
where T is a constant and stands for temperature; U (x) denotes the energy function of configuration x; and Z is a normalising constant, also termed the partition function, defined as:
Various algorithms to estimate MRF parameters have been developed over many years. Maximum likelihood (ML) and least square (LS) estimates are two popular examples. The former is a Bayesian estimate that finds a solution over a large system of nonlinear equations [19] . There is no closed form solution for the ML estimate of parameters, so an assumption about the distribution (i.e. using an alternative function) needs to be considered in this case [16] . Moreover, the result is not guaranteed in all cases and the estimation process is computationally expensive [12] . The latter estimate is very useful and easy to implement since no assumptions need to be taken into account [20] . Furthermore, the LS has lower computational requirements compared with the ML estimate. Although the estimated parameters are not as precise as the ML estimates, they are satisfactory.
In terms of estimating texture parameters, both estimates start by looking at the entire image or part of it in order to extract the parameters from the covered area. The description of the LS estimate is given in this study since it is fast and easy to implement compared with the speed and complexity of a ML estimate [12] .
Let Ω denote a finite lattice and N represent a neighbouring system; the model parameters can then be estimated using the following equation:
where x i,j represents the middle pixel, stands for transpose operation, and β m denotes the neighbouring pixels that can be represented as:
where u and v are integers (i.e. u, v ∈ {Z + ∪ Z − }) and used to determine the location of the neighbouring pixels (i.e. horizontal and vertical) and col stands for column. It is worth noting that different MRF orders lead to a different number of parameters; two horizontal and vertical parameters in the first order, four parameters (i.e. the previous two plus two diagonal ones) in the second, and so on.
C. Support Vector Machine
The SVM is an example of supervised learning -i.e. learning with labels -that has a wide range of applications due to its ability to handle high dimensional data with few training samples [3] . It was originally developed to find a linear hyperplane that maximises the margin between two different classes, thus defining the optimal separable line. In the conventional case, all labels are available and well distributed. For example, the best linear hyperplane in a binary classification problem can be found by solving the following quadratic problem with the regards to a training set:
where ω is the Euclidean norm of the weighting vector; ξ i represents a non-zero slack variable; y i ∈ {±1} denotes the class label; b is the bias; and C stands for a regularisation constant and is used in the non-separable case to penalise the samples that lie on the other class side. In this case, both the bias and weighting vectors are used to solve the decision function f (x):
where the value of the decision function lies between ∈ {±1} and +1 denotes one class and −1 the other class. On the other hand, a well-known one-class distribution is only available (i.e. unbalanced) in the unconventional case, also known as one-class or novelty detection (ND). The prediction performance is measured based on the ability of the constructed model to distinguish samples similar to those used in training, from others not presented in the training process. ND techniques can be classified into five categories: density based, distance based, reconstruction based, domain based, and information based [21] .
In recent years, ND has received attention across a number of disciplines, and is currently employed in several domains, especially in monitoring and analysing high integrity systems; here, normal samples are the most dominant and the distributions of the abnormal classes are difficult, if not impossible, to obtain [22] .
In terms of implementation with the SVM, a modification has to be made to the conventional SVM in order to deal with the unbalanced data [23] . In this case, the best hyperplane is represented as a hyperplane that separates the data from the origin with a maximum margin. Similar to conventional cases, a quadratic programming routine is used to solve the following quadratic equation:
where φ(x i ) is the transformed vector x i . It should be mentioned that C = 1 ϑ , where ϑ ∈ {0, 1} and ϑ is the lower bound of the support vectors, as well as the upper bound of the outliers, used to determine the flexibility of the decision boundary. Moreover, the decision boundary f (x) = sign(ω.φ(x i ) − b) values lie in {±1} where +1 denotes normal class (i.e. within the boundary) and −1 represents the abnormal. In addition, the linear boundaries of these classifiers (i.e. conventional and ND) can be extended to non-linear cases through kernel tricks (i.e. transforming the data into a higher dimensional space). Several kernels are available, such as the radial basis function used in this study and the polynomial:
III. MATERIALS AND PROPOSED METHOD
This section describes the materials and the proposed spectral-texture approach. It first emphasises the specifications of the HSI used to capture the images, then describes the dataset used for the evaluation, followed by a detailed description of the proposed approach.
A. HSI System and Dataset
The HSI system used to record the images was based on a low-noise Peltier-cooled digital system (Hamamatsu, model C4742-95-12ER, Hamamatsu Photonics K.K., Hamamatsu, Japan) covering the visible wavelength range from 400 to 720 nm, with a spectral resolution of up to 10 nm and a spatial resolution of 1024×1344, resulting in 33 narrow spectral bands (described in [24] ). Moreover, a fast liquid crystal tunable filter and an infrared blocking filter were mounted in front of the lens to control the spectral transmission electronically, and to prevent leakage. Furthermore, the pixel intensities were recorded using a 12-bit analogue to digital converter and their responses were linear over the entire dynamic range. In Fig. 2 . Leaf samples. RGB representation of a scene image captured on January 2017 for illustration purpose addition, the images were captured in a dark room in order to minimise the effect of unwanted noise.
Three different images were captured; scene (actual image), dark noise (electronic noise), and flat field (illumination distribution) images. The scene image consisted of six Arabidopsis leaf samples placed flat on the sample plate; two of which had been subjected to normal conditions, while the other four had not (two heat and two cold-stressed). A reference colour patch was also included for further calibration. The flat field and dark noise images were used to spectrally normalise the scene image, thus enhancing the quality of the image. In the example of scene image, shown in Fig. 2 , leaves on the left (top and bottom) represent the controlled leaves, while leaves in the middle and on the right (top and bottom) represent cold and heat stressed, respectively. In total, 18 replicated scene images were obtained on the same day. 648 samples were extracted from all scene images and divided into two groups: normal and stressed (i.e. abnormal in ND case). The normal group was represented by 216 samples and the remaining samples represented the stressed group. It should be stated that only green areas were considered for sample extraction (i.e. spectral signature and texture properties).
B. Spectral-Texture Framework
The following steps describe the framework of the proposed spectral-texture approach (as shown in Fig. 3 ). To begin with, spectral signatures are extracted and the LS estimate is used to estimate different orders (i.e. first, second, third, and fourth) parameters of the MRF model, in parallel procedure, from the pixel values of a small leaf region. Only the spectral signatures are averaged over the entire wavelength spectrum to reduce the variation in pixel intensities across the selected leaf region. After extracting the spectral signature and estimating texture parameters, the CFS algorithm is used to simplify the dataset and select the most significant wavelengths and texture parameters, thus projecting the data in a subspace without scarifying the wavelengths and texture parameters relevant to the problem. Finally, the selected wavelengths and estimated texture parameters (i.e. either using all selected texture parameters or averaged version) are passed on to the Fig. 3 . Schematic of the proposed spectral-texture approach classifiers for the discrimination process. Eq. 9 is used in the conventional classifier case, while the novelty score z(x) can also be used for discrimination:
where φ(x i ) is the transformed vector x i using RBF kernel.
IV. RESULTS AND DISCUSSIONS
The experiment assessed the utility of the proposed approach for analysing and classifying plant hyperspectral datasets under stress conditions. Several parameters (i.e. estimated from the MRF model) were used with the conventional and ND classifiers to generate the results, thus finding the optimal order. The final results were then compared with those from existing conventional analysis approaches (i.e. all wavelengths, selected wavelengths, all texture parameters, or all wavelengths combined with texture parameters). It should be stated that no comparison between the selection algorithm and existing empirical indices in the literature (i.e. vegetation and disease) was performed since this comparison was already demonstrated in our previous work [14] . Moreover, there is no previous work conducted using spectral-texture approach in agriculture to the best of the authors knowledge. In addition, 50% of the samples were used for training with 10-fold cross validation and the remaining samples for testing in the conventional SVM classifier, while 60% of the normal samples were used for training and the remaining 40% and all the abnormal samples were used for testing and validation. The mean classification rate of 100 runs with the standard deviation of the conventional and non-conventional classifiers is illustrated in Table I . Closer inspection of Table I shows the advantage of the proposed framework when compared with existing conventional analysis approaches (i.e. all wavelengths, selected wavelengths, all texture parameters, or all wavelengths combined with texture parameters). The classification rate of the proposed framework displayed an improvement of 4.9% and 3.7% for conventional and ND classifiers respectively compared with conventional analysis approaches. Moreover, the estimated parameters from the second order MRF tended to be more powerful compared with the estimated ones from other orders, thus outperforming the prediction performance (bolded in Table I ). In addition, the prediction performance following the proposed approach of both classifiers was almost the same (i.e. slight improvement in ND case). This highlighted the utility of the latter setting since only the normal class was used while both classes were used in the conventional SVM. It should be mentioned that, the performance of the average over the selected texture parameters outperformed the one with the entire selected ones using current dataset, while it was not the same using other independent datasets (captured by different HSI systems and the result is not included in this paper).
V. CONCLUSIONS
This paper presents a spectral-texture analysis based approach for classifying hyperspectral plants under stress conditions. The experimental results revealed that improvements in discrimination performance of the proposed approach were achieved as compared to the conventional analysis and approaches. Moreover, the use of the second order estimated parameters combined with the spectral signature (i.e. selected wavelengths) showed marked improvements in discrimination performance compared with those of other orders. Further statistical tests showed a significant improvement of the proposed approach compared to other analysis approaches, at a significance level of 1%. In addition, a slight improvement was demonstrated with the use of non-conventional SVM (i.e. novelty detection (ND)) compared to the use of the conventional SVM; the benefit of the ND is that only the normal samples are needed and used. This means that although the conventional SVM can play an important role, the features may not be applicable to other plant stress conditions beyond the data used in this work. In contrast, the ND based SVM setting may not be affected (or only slightly) since only the normal samples are used for the construction of the classification model. Ultimately, the findings suggest the proposed approach is useful for detecting stress in plants in either balanced or unbalanced data cases. Future work will explore the use of the proposed approach on different hyperspectral datasets (e.g. with different types and conditions) and the use of other parameter estimates (e.g. ML) to further enhance the identification process.
