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Abstract
Additive manufacturing (AM) offers a way to manufacture highly complex designs with potentially
enhanced performance as it is free from many of the constraints associated with traditional man-
ufacturing. However, current design and optimisation tools, which were developed much earlier
than AM, do not allow efficient exploration of AM’s design space. Among these tools are a set
of numerical methods/algorithms often used in the field of structural optimisation called topology
optimisation (TO). These powerful techniques emerged in the 1980s and have since been used to
achieve structural solutions with superior performance to those of other types of structural optimi-
sation. However, such solutions are often constrained during optimisation to minimise structural
complexities, thereby, ensuring that solutions can be manufactured via traditional manufacturing
methods.
With the advent of AM, it is necessary to restructure these techniques to maximise AM’s
capabilities. Such restructuring should involve identification and relaxation of the optimisation
constraints within the TO algorithms that restrict design for AM. These constraints include the
initial design, optimisation parameters and mesh characteristics of the optimisation problem being
solved. A typical TO with certain mesh characteristics would involve the movement of an assumed
initial design to another with improved structural performance. It was anticipated that the com-
plexity and performance of a solution would be affected by the optimisation constraints. This work
restructured a TO algorithm called the bidirectional evolutionary structural optimisation (BESO)
for AM. MATLAB and MSC Nastran were coupled to study and investigate BESO for both two
and three dimensional problems. It was observed that certain parametric values promote the real-
ization of complex structures and this could be further enhanced by including an adaptive meshing
strategy (AMS) in the TO. Such a strategy reduced the degrees of freedom initially required for
this solution quality without the AMS.
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Û Set of all elements in a domain
xv
X̂ Set of points with X Cartesian coordinates lying on the design domain bound-
ary
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Chapter 1
Introduction
The realization of truly optimized designs can be limited by the manufacturing route (Tiwari and
Harding, 2011). This is due to the inherent constraints within traditional manufacturing techniques
which necessitates the subjection of component designs to rules that minimize manufacturing and
assembling difficulties (Boothroyd et al., 2011; Chu et al., 2008). Past acceptance of traditional
manufacturing techniques such as injection molding, machining or stamping was based on their
ability to achieve relatively low unit cost for large production quantities. For smaller production
quantities where product customization is important, these techniques become significantly expen-
sive due to the high cost of tools. A potential route to overcoming this is Additive Manufacturing
(AM) which is a highly flexible approach to manufacturing. AM could potentially achieve truly
optimized designs with high degrees of complexity, thereby, allowing the mass customization of
high value components used in a broad range of industries. In Bartolo and Bartolo (2007) it is
stated that:
“It is difficult to imagine a manufacturing approach that has such a broad range of application as
AM. The flexibility and reconfigurability of the systems means that the same process can be used in
many industries, including aerospace, automotive, medicine, and consumer products.”
This chapter introduces AM as a manufacturing route, outlining the implications of making me-
chanical parts via AM and then goes on to introduce the structural optimization strategies that
could be used to explore the design freedoms inherent in the AM process.
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1.1 Additive Manufacturing Techniques
According to the American Society for Testing and Materials (ASTM), AM is the (ASTM 2792-
12):
“process of joining materials to make objects from 3D model data, usually layer upon layer, as
opposed to subtractive manufacturing methodologies.”
Terms also used to describe AM include rapid prototyping, additive fabrication, additive layer
manufacturing, solid freeform fabrication and 3D printing. Subtractive manufacturing methodolo-
gies include turning, milling and all other manufacturing processes which involve material removal
towards the actualization of a component’s shape. AM techniques differs from this approach, in-
volving the consolidation of successive two dimensional slices of a three dimensional CAD model
(Bartolo and Bartolo, 2007; Hopkinson et al., 2006; Hague and Reeves, 2000; Hopkinson and Dick-
ens, 2001; Santos et al., 2005; Gibson et al., 2009; Hague et al., 2003). A direct consequence of this
approach is an expansion of the design space, since fixtures (i.e. dies, moulds etc) and tooling are
not needed (Tiwari and Harding, 2011; Bartolo and Bartolo, 2007; Santos et al., 2005). Hague et
al. (2003) called AM an industrial revolution since it would allow:
 Reduction of part count via part consolidation
 Increased design freedom
 True mass customization of commercial products
 Customers to have more control over the production process
 Distributed manufacturing
Fig. 1.1 shows different parts made with AM processes. Wohlers (2012) describes current trends
in AM as it relates to the industries mentioned above and others which involve the production
of musical instruments, art, jewelry, furniture, office accessories, museum displays, and fashion
products. AM’s mass customization capabilities are also being realized in the biomedical industry
where AM is used to make dental prostheses, hearing aids and orthopedic implants (Tiwari and
Harding, 2011; Bartolo and Bartolo, 2007; Kruth et al., 2005). In the aerospace and automotive
industries, part consolidation is now possible without compromising functionality. This has allowed
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significant reduction in weight and part count. A broad range of manufacturing processes are now
being classified as AM.
Figure 1.1: Different parts made with AM processes.
While aspects of these processes differ, common stages from design to production can be identified
for all. Gibson et al. (2009) named these stages as:
 Computer aided design (CAD)
 Conversion to 1STL
 Transfer to machine and STL file manipulation
 Machine set up
 Part building
 Removal
 Post processing
1STL stands for stereo-lithography (Gibson et al., 2009) which was the name given to the first AM process by
3D systems. It should be noted that other file formats are now being introduced which may have advantages over
STL.
3
 Application
These steps are described by Gibson et al. (2009) in great detail. Based on the approach and mate-
rial utilized during the part building stage, AM technologies can be grouped into seven categories
(ASTM 2792-12). These categories include :
 Jetting
 Powder Bed Fusion
 Vat Polymerization
 Material Extrusion
 Directed Energy Deposition
 Sheet Lamination
 Multi-Functional
Jetting technologies involves the selective deposition of droplets unto a platform. These droplets
are usually wax-like or polymeric in nature. A variant of this involves the use of a glue or binder
to enhance cohesion between the droplets. Jetting techniques offer a large work space, however,
the structural properties of the part could be inferior to some other AM techniques due to the
binding material used. Similar to the jetting techniques, powder bed fusion techniques involves
the fusing together of material, however, thermal energy is used to melt layers of powder particles
(Stucker and Ram, 2007; Gibson et al., 2009). The absence of a binding medium allows consistency
in the mechanical property of the part, however, the throughput of these techniques are currently
limited by their building chamber. A laser or electron beam often serves as the source of thermal
energy and is used to selectively melt mostly polymeric or metallic powder. The most developed
group of AM techniques are the Vat Photopolymerization techniques. This involve the selective
curing of photopolymeric resins on exposure to electromagnetic radiation (Stucker and Ram, 2007;
Stucker, 2011). This exposure causes the resins to cross-link while they solidify. In material ex-
trusion, polymeric material is forced through a heated nozzle where it is deposited onto the build
platform. Directed Energy Deposition techniques also melt material during part building. Unlike
extrusion techniques, this occurs when the material is deposited unto the part. The sixth group
of AM techniques, sheet lamination, is much earlier than those mentioned earlier. They involve
the joining of stacks of sheets, to construct a three dimensional object. Sheet are joined using a
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binder or by welding them together. Another group of AM techniques is emerging which are a
combination of two or more AM techniques or an AM technique with a conventional technique.
Such techniques are better called multi-functional techniques and are expected to feature more in
future publications. An historical account of these and other AM techniques is given by Wohlers
(2011) and Bourell (2009).
Theoretically, AM techniques are less constrained by part complexity unlike conventional man-
ufacturing techniques where the use of tooling reduces the possibility of realizing certain shapes.
Design limitations and the minimum wall thickness (which can be used to characterize the res-
olution of a manufacturing technique) of five conventional manufacturing techniques is shown in
Table 1.1.
Table 1.1: Dimensional limitations of conventional manufacturing processes adapted from
Boothroyd et al. (2011).
Process Minimum wall thickness (mm) Limitations
Pressing and sintering 1.52 Cannot directly achieve parts with
undercuts, threads and off-axis holes.
Machining varies for machine capacity Opportunities for part consolidation
is minimal and also requires a series
of operations. This could affect the
quality of the part.
Sheet stamping 0.025 - 1.91 Limit degree of part complexity with
substantial waste material.
Sand casting 3.18 Part is constrained by draft angles
and radii.
Injection molding 0.76 - 6.35 Tool cost is high with excessive lead
times. Design is also constrained to
avoid high stress in molded part.
Using AM, parts with smaller wall thicknesses or resolution than those of pressing, stamping, sand
casting or injection molding is achievable. For example, according to Gordon (2012):
“High-end fused-deposition-modeling (FDM) systems, which is a type of material extrusion
technique, can produce parts with layer resolutions down to 0.127mm”
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This is lower than that achievable using techniques outlined in Table 1.1. Certain machining
and sheet stamping techniques could reach this resolution; however, similar to the sand casting,
injection molding, pressing or sintering, they offer limited capability for part consolidation or
complexity. AM processes are not completely unconstrained as most of them are best used for
manufacturing open structures (Assembly Automation, 2011). These are structures whose features
do not include enclosed voids. This is because un-processed material could be trapped within
these voids during manufacture which could compromise performance of the part. Also, support
structures are required for some AM techniques used to make metallic parts to prevent warpage
and shrinkage arising from high thermal gradient during manufacture (Krol et al., 2012). Fig. 1.2
shows a human mandible and the support structures required to manufacture this part.
 
Exterior support 
structures 
Interior support 
structures 
Figure 1.2: Human Mandible made with selective laser melting an AM technique which required
support structures to make the part.
This was built with a type of powder bed fusion technique called selective laser melting (SLM).
While it is easy to remove support structures on the exterior surface of the mandible, those re-
siding in the interior regions are difficult to separate from the part. Not all geometrical shapes to
be built on the SLM require support structures. Shapes with overhanging features greater than
40-45 ◦ do not require these structures (Thomas and Bibb, 2008; Rajeev and Krishnamoorthy,
2009). Therefore, it is beneficial to include this constraint within the design process to eliminate
the need for support structures during manufacture. However, there is limited literature on design
methodologies that fully exploit AM’s design freedoms with much work on materials and AM pro-
cesses. A first stage to developing design methodologies for AM should involve the investigation of
established structural optimization strategies and selecting an appropriate strategy for AM, while
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a second stage should include AM constraints in a suitable strategy. So the question is, what design
strategy can best exploit AM’s capabilities? At an AM conference, Abbot (2011) illustrated what
such a strategy should achieve for mechanical component design (Fig. 1.3). Assuming a compo-
nent has the domain shown in Fig. 1.3a, the strategy should potentially achieve a highly complex
solution similar to that shown in Fig. 1.3b. Manufacturing such a design would be difficult and
costly using conventional manufacturing methods, unlike AM in which manufacturing cost is less
dependent on part complexity.
(a) (b)
Figure 1.3: An example of a complex solution suitable for AM: (a) Initial design domain (b)
Complex solution (Abbot, 2011).
1.2 Premilinary Work on Design Optimization
Significant effort has gone into developing optimization and analysis tools for a range of problems,
including those for structural designs. Dantzig (1947) developed the linear programming and
simplex method to tackle linear optimization problems, which he used to resolve military and
logistic issues during the war. Nelder and Mead (1965) also contributed to the development of the
simplex method. According to Haupt and Haupt (2004), Kantorovich, Neumann and Leontief were
later able to extend the application of linear programming to other domestic areas (transportation
and game theory) while developing techniques for linear systems. Kuhn and Tucker (1951) derived
conditions to be met by an optimal solution, paving the way for Zoutendijk’s (1970) and Rosen’s
(1961) nonlinear programming techniques. This later development was driven by the excessive
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computational requirements of the simplex method (Chong and Zak, 2001). Holland (1975) applied
genetic algorithms for optimization while the first polynomial algorithm for linear programming was
published by Khachian (1979). Karmarkar (1984) developed the interior-point algorithm, allowing
the resolution of multidimensional problems. Both ellipsoid and interior-point algorithms employed
non-linear programming methods to tackle linear programming problems. Neural networks, was
first used by Hopfield and Tank (1985) while Ant colony optimization was proposed by Dorigo
et al. (1999). Simulated annealing was developed by Kirkpatrick et al. (1983), while Eberhart
and Kennedy (1995) proposed the use of an algorithm that modeled the behavior of insects, birds
and fishes in colonies which was called particle swarm optimization. Recently, Gosling et al.
(2013) performed interesting work to investigate the current state of analysis techniques for tensile
fabric structures. Also proposing the application of Eurocode (Basis for Structural Design) to
such structures (Gosling and Bridgens, 2008). Jani and Patel (2013) presented an approach for
the analysis and design of space structures while Courant’s (1943) work, involving the application
of piecewise polynomials to torsional problems contributed significantly towards the development
of a widely accepted mathematical technique called the finite element method. Developing a
structural optimization strategy for AM designs could benefit significantly from these and other
developments. Therefore, it is essential to acquire adequate insight into structural optimization
and it’s algorithms.
1.3 Structural Optimization
According to Gordon (1978), a structure is “any assemblage of materials which is intended to
sustain loads” while Gottfreid and Weisman (1973) defined optimization as “an art of obtaining
best policies to satisfy certain objectives at the same time satisfying fixed requirements”. This
definition for optimization has been found to be true for the financial, biomedical, chemistry,
communication, structural, aerospace, energy, agricultural and manufacturing industries which
involve the processing of numerically gathered data (Nocedal and Wright, 1999; Asghar, 2000;
Pardalos, 2002). For example, in the financial sector, investors optimize to acquire a portfolio
that reduces risk while generating considerable returns on investment; operation managers employ
optimization strategies that utilize resources efficiently in a manufacturing plant in such a manner
that does not compromise the customer requirements. Design and structural engineers optimize
to reduce the weight of a component while preserving it’s structural stability and integrity under
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service loads. Structural optimization (SO) aims to achieve the best configuration of material
that can sustain service loads. The “best configuration” is a measure of mechanical properties
of the structure, though aesthetics and functionality could also influence the choice of design.
Mechanical properties form the basis on which SO problems are formulated since they can be
used to quantify structural behavior during service. Similar to other optimization problems, SO
is constituted by objectives, requirements and independent design variables (Nocedal and Wright,
1999; Asghar, 2000). The objective is a scalar response which is used to direct the SO towards
the best state of the independent variables. An equation that relates this objective to the design
variables is a performance function. This function is continuously evaluated and used to monitor
the system as the SO progresses. Improvement possibilities are incorporated into the problem
through permissible design variables. A solution to the SO problem would be a configuration
consisting of these design variables in a state that gives the best value of the performance function.
Design variables in SO could include dimensional parameters, points defining structural features or
density of material in a structural region. A third component called the requirement or constraint is
used to impose certain performance criteria on a structure. These appear in the form of equality or
inequality equations with respect to design variables specifying conditions that must be satisfied by
the optimization process (Donald, 1986). They could also be specified as a function of secondary
response parameters such as displacement, stress or total strain energy of the structure. For
problem with more than one objective, it is preferable to (Price et al., 2005):
 Construct a single objective function from the weighted sum of their multiple objectives
 Obtain a Pareto optima if the objective functions are in conflict
The first approach simplifies the problem so that solutions to multiple objective problems are
achieved using similar methods to those with a single objective. Weights allocated to each function
reflect their relative importance in the problem. Such weights are not easily determined for certain
problems, which might make the second approach more viable. The Pareto optima is a solution
that represents a compromise between conflicting objectives (Watts, 2008; Price et al., 2005).
To optimize a structure, it is necessary to progressively analyze the structure as the design is
changed. The finite element method or FEM has been used extensively to determine the structural
response needed for the evaluation of the objective function as the optimization moves towards a
better design (Haftka et al., 1992). A detailed explanation of FEA is given in Section 2.6. The
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manner in which FEA is used depends on the three SO types which are (Haslinger and Makinen,
2003; Tanskanen, 2002; Borrvall, 2001; Lin and Chou, 1999):
1. Size
2. Shape
3. Topology
The earliest type of structural optimization is size optimization (Park, 2007). It involves the
determination of optimal dimensions in a design. This might include the cross sectional area,
moment of inertia, density, thickness, length or breadth of the design (Haslinger and Makinen,
2003; Park, 2007; Cea et al., 2000). A simple example of a sizing optimization problem is to
minimize the volume of a cylindrical can with the height, h, diameter, d and thickness, t, of the
can serving as design variables (Fig. 1.4). This implies that the optimal geometry of the beverage
can remains a cylinder during and after the sizing optimization. While this is sufficient for this
example, it could be limiting in other cases.
Figure 1.4: Sectional view of a beverage can with height, h, thickness, t, and diameter, d as size
optimization variables.
A common size optimization problem would involve truss structures as seen in Thomas and Bibb
(2008) and Denardo (2003). Design variables in such optimization problems are usually the cross
sectional area of the trusses (Rajeev and Krishnamoorthy, 2009; Denardo, 2003).
The second type of SO, shape optimization, is not as constrained as size optimization, as it
allows a wider design domain. It involves the optimization of the structural contours, however,
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the number of members in the structure and the manner in which they are connected stays fixed
throughout a shape optimization (Haslinger and Makinen, 2003). Points on the geometry being
optimized are often set as the optimization variables with an iterative update of their Cartesian
coordinates until an optimum is reached. If the previous sizing optimization problem is reformu-
lated for shape optimization, an instance of the can would be similar to Fig. 1.5, where points P1
to P24 serve as the system or design variables. It should be noted that the can could now vary from
a sphere to a cylinder during the optimization. This type of SO also requires an initial assumption
of the shape characteristics of the domain. For many SO problems, an initial shape of a part is not
easily determined (Haftka et al., 1992). During shape optimization, it is impossible to change a
structure beyond a preconceived topology. Gea (1996) termed both sizing and shape optimization
as being “homeomorphic”, since they tend towards designs that are largely similar. While they
could potentially lead to improved designs, the partial exploration of the design space does suggest
the existence of an unachieved global or better local optimum. Issues regarding local and global
optima are explained in the next section which is aimed at describing optimization algorithms as
they have been applied extensively to SO. The third type of SO, topology optimization (TO), is
the least constrained of the types, having a greater capacity for exploiting AM’s design domain.
However, certain issues must be addressed to allow their utilization for AM structures. These
issues are discussed in Chapter 2.
Figure 1.5: A sectional view of a beverage can with points P1 to P24 as shape optimization variables.
A common design strategy would begin with a TO to ascertain the best distribution of a given
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amount of material in a structure. This is followed by a shape or size optimization to further
improve the optimal design. However, the nature of the TO strategy employed could greatly
constrain the complexity and quality of the solution. Since AM is able to achieve highly complex
parts, it is now important to consider aspects of TO algorithms that might limit the exploration
of AM’s design space.
1.4 Optimization Algorithms
Optimization algorithms have been used extensively to solve SO problems. To understand these
algorithms, it is useful to explain the different methods that could be used to solve optimization
problems. These methods include:
1. Analytical
2. Experimental
3. Graphical
4. Numerical
These are described with a simple one dimensional problem which has the objective expressed as:
min
x∈Rn
f(x), subject to : x ≤ 5 (1.1)
The objective in this problem is to minimize f(x) provided x is less than or equal to five. Methods
that are analytical rely on differential calculus to solve optimization problems. Maxima or minima,
which are points in a domain where the first derivative of an objective function equals zero defines
the solution or optima to a problem. Applying analytical methods to problems that are highly
nonlinear, or those with more than three variables is a complicated task (Antoniou and Lu, 2007).
In the graphical approach, variables are plotted against the objective function. Assuming the
relationship between f(x) and x for the one dimensional problem is that shown in Fig. 1.6. It can
be seen that point B is a local optimum, while D is the global optimum, since f(x) at D is lowest.
While Point F might appear to be better than D, it violates the specified constraint (i.e. x ≤ 5).
Hence both B and D are said to be in the feasible region while F is infeasible. For two dimensional
problems with independent variables x and y, a plot of the objective function against these variables
would be a surface with varying peaks and troughs as shown in Fig. 1.7. The existence of multiple
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peaks and troughs with greatly contrasting gradients could make determination of the minimum
value of f(x) a daunting task. Generating graphical representation for problems with more than
three variables is difficult. Solving the problem experimentally would involve the generation of the
values of an objective function for a set of values assumed by variables. This introduces a great
degree of subjectivity into the optimization and might not achieve the optima.
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Figure 1.6: Illustrating a one dimensional optimization problem with a single constraint, f(x)
varies with x according to the curve shown by the broken line.
x
yz
Figure 1.7: Surface plot for objective function, f(x), against two system variables x and y showing
a surface characterized by various local optimal.
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The fourth approach, numerical methods, is the most versatile, since they are relatively easy
to use for highly complex problems (Antoniou and Lu, 2007). These numerical methods are struc-
tured as computational sequences of instructions called algorithms (Cormen, 2001; Harris and Ross,
2007). A generic flow chart of these algorithms is shown in Fig. 1.8. They start with an assumed
solution where the system variables are set to some arbitrary value within the range of permissible
solutions. The first step is the estimation of an arbitrary solution, xi, at iteration, i. The xi is
then progressively moved to an optimum based on certain intrinsic properties of its current value
(Antoniou and Lu, 2007; Cormen, 2001; Harris and Ross, 2007).
 
Start Initialize xi Calculate 
f(xi) 
Compute 
Δx 
xi = xi + Δx 
Calculate 
Δf 
Converge 
f(xi), 
xi 
Stop 
Yes 
No 
Figure 1.8: A generic structure for optimization algorithms.
While xi is scalar for one dimensional problems, it is a vector for multidimensional problems.
Choosing an arbitrary value for xi is a highly subjective task. Certain algorithms operate on a
series of assumed solutions to minimize this subjectivity. The objective function, f(xi), and change
in xi, ∆x, are then continuously evaluated. New values for xi are calculated for each solution and
the process continues until convergence is attained determined by ∆x.
An interesting classification of optimization algorithms is that given by Rao and Rao (2009)
who divided these algorithms into classical (COA) and modern (MOA). Haupt and Haupt (2004)
alternatively called them minimum-seeking and natural algorithms respectively. These generic
names are descriptive of how these algorithms attain optimal solutions. COA, were used before
the advent of MOA, they rely on aspects of calculus to iteratively move an assumed solution to
an optimum. They are efficient at this requiring little computation resource, however, problems
with discontinuous objective functions are difficult to handle with COA (Engelbrecht, 2007). MOA
operate on a population of solutions, relying on the information from each member of the population
to progressively move all its members to achieve global optima (Haupt and Haupt, 2004; Rao and
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Rao, 2009; Engelbrecht, 2007). The computation resource required for MOA could make them
unattractive; however, the increased possibility of finding a global optimum has sustained their
application to optimization problems. A broad range of algorithms belong to either of the two
classes. COA include (Rao and Rao, 2009; Chong and Zak, 2008) steepest decent, Newton’s
method, conjugate direction, Quasi-Newton method, simplex, Fibonacci search, exhaustive search,
and secant method. Common MOA (Haupt and Haupt, 2004; Rao and Rao, 2009) are particle
swarm optimization, simulated annealing, ant colony optimization (Dorigo, 2004), neural networks
(Hopfield and Tank, 1985), genetic algorithm (Chong and Zak, 2001), fuzzy system, and tabu
search. The references cited describe these algorithms and their variants in great detail. Some
of these algorithms have been applied to the three types of structural optimization. Those which
have been applied to topology optimization are discussed in Chapter 2 with the aim of selecting
an appropriate algorithm for the TO of AM components.
1.5 Research Hypothesis, Aims and Objectives
The aim of this research is to develop a suitable TO algorithm for AM, using established opti-
mization and analysis techniques. A vast number of these techniques and their variants currently
exist. Among these are specialized methods suitable for various types of structural optimization
(SO). Most of these were developed much earlier than AM, with aspects better suited for heavily
constrained conventional manufacturing approaches. Rather than develop a completely different
TO for AM, this work hypothesizes that:
“By modifying and combining potentially useful features of established optimization techniques and
tools, a hybrid method can be developed for designing AM parts.”
This hypothesis is based on the assumption that such a hybrid method would achieve parts with
greater complexity, and superior performance. Adapting an algorithm for AM would minimize
developmental time. This can be achieved by meeting the following objectives:
 Identifying constraints within a design technique
 Relaxing such constraints
 Constructing an algorithm for AM
 Illustrating the practicality and benefit of the emergent algorithm
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1.6 Scope and Thesis Plan
Chapter 2 of the thesis presents a review of published knowledge in the field of TO and design
strategies for AM. Observations from this review are discussed and used to select an appropri-
ate method for AM. Research questions are formulated and the analysis tools required to answer
them are discussed. In Chapter 3, the selected method is implemented to solve two and three
dimensional TO problems. The implementation is structured to minimize computational time by
coupling two software packages and adopting efficient coding strategies. This chapter also includes
two dimensional studies performed to understand the performance of the proposed two dimensional
algorithms developed for AM. Parametric studies are scaled up in Chapter 4 to three dimensional
problems to confirm if the observations made in Chapter 3 hold for a practical industrial prob-
lem. Observations from this study are also experimentally validated. Validation is achieved by
converting the optimal solution to a file format needed to make the solutions via an AM method.
Manufactured parts are then mechanically tested to further investigate observations made in the
three dimensional parametric studies. Results from the preceding two Chapters are used to develop
a hybrid algorithm for three dimensional problems in Chapter 5. This is focused on showing the
practicality of the proposed algorithm by developing an algorithm for three dimensional problems.
The general discussion in Chapter 6 is structured to show how the work undertaken answered the
research questions posed in Chapter 2. This is followed by conclusions and recommendations for
further work. The codes developed and numerical data generated for most of the algorithms used
in this thesis are shown in the appendices.
It should be noted that the problems solved throughout this work are mostly of a similar single
objective, namely to minimize the total strain energy of the structure, and involve the use of linear
finite elements. This is done to preserve the validity of comparisons made in the thesis. Problems
that include multiple objectives, buckling objectives or constraints, higher order elements have not
been considered. However, the strategies used could be extended to other problems with these char-
acteristics, as discussed in Chapter 6. Also, simulations performed assume material deformation
does not extended beyond the elastic region before, during or after the TO and therefore non-linear
deformation during a TO is not within the scope of this work. As mentioned earlier, while it is
beneficial to include AM constraints in the TO, especially with regards to support structures used
for some metallic processes, this has not been considered in this thesis since there is significant
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work in identifying and relaxing constraints within a TO algorithm towards the exploration of
AM’s design space.
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Chapter 2
Literature Review: Design for
Additive Manufacture and
Topology Optimization
A valid justification for developing a new TO strategy for AM cannot be made without adequate
insight into current strategies and their suitability. This chapter begins by reviewing previous work
on designing for AM and TO algorithms, identifying issues that exist when adapting TO algorithms
for AM. The most common algorithms are described with their strengths and weaknesses identified
within the context of AM. Since TO techniques are largely finite element based, a brief description
is given of this technique. This also includes a description of the linear elements that have been
used extensively for TO. The review also includes past work on combining an efficient finite element
technique with TO algorithms to enhance computational efficiency. Observations from the review
are discussed and research questions are identified. The software and statistical tools used in this
work to develop a TO for AM are also discussed.
2.1 Design for Additive Manufacture
One of the main justifications for choosing AM over other manufacturing approaches lies in the
level of freedom it offers at the design phase (Hopkinson et al., 2006). Rosen (2007) outlined design
areas where these freedoms are feasible as:
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 Shape complexity
 Material complexity
 Hierarchical complexity
It is more appropriate to use the term “structure complexity” as opposed to “shape complexity”
which is a type of structural description (shown later in Section 1.3), and therefore limiting in de-
scribing the levels of intricacy that could be achieved with AM. Theoretically, AM is able to make
any structure, this is because tooling is not used during the production process as explained in the
previous chapter, thereby, eliminating the need for design for manufacture and assembly (DFMA)
rules which were initially formulated to assist a designer to make components via conventional
manufacturing methods (Boothroyd et al., 2011). For example, the use of modular design in each
of the components of an assembly allows conformity with a minimum size requirement in a manu-
facturing process. Minimum member constraints required for AM are not in agreement with those
for conventional manufacturing techniques. This calls for a new set of rules for design for additive
manufacturing (DFAM). Secondly, layerwise processing of parts generates the potential to achieve
complex heterogeneous components consisting of different materials (Kumar and Kruth, 2010; Hu
et al., 2006; Traini et al., 2008; Choi and Zhu, 2010). Such components could either be discrete
multi-material objects or functionally graded objects (Choi and Zhu, 2010). The former class of
objects consist of unique materials arrayed at different regions of the object, while in the later,
materials are graduated between regions. Thirdly, AM is able to incorporate structural features at
different scales into a single design, thereby, achieving some sort of hierarchical complexity. These
three capabilities are difficult to achieve via conventional manufacturing methods. This work is
focused on developing an algorithm that can exploit AM’s structural complexities.
In an attempt to exploit these complexities, Rosen (2007) replaced the bulk material consti-
tuting a component’s design space with cellular structures. It was argued that these structures
achieve parts with high strength to mass ratio, calling them mesostructures since they consist of
cells with member length between 0.1 to 10mm. This initial work aimed to enhance structural
performance by eliminating waste material. Potentially, Rosen’s (2007) method offers an efficient
way to explore AM’s large design space, however, predesigning the space with mesostructures could
constrain design possibilities. Another interesting study on DFAM was that performed by Watts
(2008), who designed novel unit cells for the exploration. The design space was explored with three
variants of eight cellular structures (Fig. 2.1).
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 25% 50% 75% 
Figure 2.1: 24 unit cells consisting of eight variants at three volume fractions proposed by Watts
(2008) for the exploration of AM’s design space.
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Each variant had a volume fraction of either 25%, 50% and 75%. A genetic algorithm was then
developed to search for the optimum combination of these cells for a multi-objective cantilever prob-
lem. Watts (2008) observed that topologies composed of these cells required high fidelity meshes
and connectivity constraints during optimization. Also, simulations performed rarely converged
necessitating their termination after a number of iterations. Watts (2008) therefore proposed that
simpler unit cells be used for future research. Again, it can be seen that the design space was con-
strained by predesigning it with cells shown in Fig. 2.1. Unfortunately, this study also showed that
certain cells in this set would not connect properly with others, necessitating the use of constraints
to avoid the conflict; such constraints would prohibit the realization of novel optimal solutions.
Also, the sort of problem solved by Watts (2008) might not reveal inherent difficulties associated
with actual mechanical parts. This raises questions on the most suitable strategy for exploring
AM’s design space. Such a strategy must be computationally efficient with few constraints in the
design domain. To an extent these requirements could conflict, since imposing some level of con-
straints on a domain could enhance computational efficiency. TO offers a less constrained approach
to designing AM parts as identified in Chapter 1. However, Brackett et al. (2011) identified issues
that could arise when adopting TO for AM parts. These include:
1. Mesh resolution
2. Manufacturing constraints
3. Post-optimization topology handling
Firstly, TO solutions are usually mesh dependent, with a finer mesh size achieving solutions with
greater complexity and performance than relatively coarse meshes. For conventional manufactur-
ing, it is less beneficial to perform TO with highly refined meshes since complicated parts can be
difficult and expensive to make with these techniques. This is not the case with AM, however, the
mesh size that could largely explores AM’s design freedom could be computationally prohibitive.
Secondly, certain AM techniques require support structures to prevent distortion of the part during
the build as mentioned in Chapter 1. Removing these structures can be tedious and sometimes
impossible without compromising part performance. Thirdly, solutions from TO algorithms are
usually not smooth necessitating significant post processing operations before manufacture. The
first issue is the most serious of the three since resolving this issue could allow the attainment of
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parts with greater complexity and potentially performance. This work is therefore aimed at devel-
oping a TO algorithm that could realize AM topologies efficiently. So why is TO the best strategy
for AM? This question can be answered by defining TO and describing algorithms developed for
it.
2.2 Definition of Topology Optimization
According to Eschenauer et al. (1994):
“topological optimization (TO) aims at replacing the more intuitive variational constructions in
the design phase by mathematical-mechanical strategies for the sake of greater efficiency”
This allows a more informed choice of topology rather than that based on intuition and would
positively affect the chosen shape and size at subsequent SO. Robert Le Ricolais (1894-1977), a
renowned architect, stated that “The art of structure is where to put the holes”. This is more true
for TO than any other type of SO since they do no involve the introduction of new holes in a
predetermined structure. A simple but effective definition is also given by Tait and Fenner (1999)
who describe TO
“as a field in structural optimization where structures or components are optimized based on a
variation in their topology.”
For discrete structures (trusses and beam systems), the topology is defined by the number of
members and the connectivity between them. This group of structures are said to have low volume
fraction and they formed the foundation on which Mitchell (1904) established sets of principles for
SO. TO for higher volume fractions are much newer (with active research in the 1980s), involving
continuum structures whose optima is defined by location of holes and the connectivity of the
continuum domain. Rozvany (2001) terms this class of TOs as generalized shape optimization
or variable topology shape optimization. Generally, TO is a material distribution problem with an
objective to maximize stiffness or minimize weight/volume. Stiffness problems are often formulated
to minimize the total strain energy, C, of a domain, Ω, experiencing body forces, F, and traction,
t (Bendsoe, 1998). Hence the stiffness tensor, Eijkl, over a set of admissible elastic tensors, Uad
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(i.e. Eijkl ∈ Uad) is maximized. This Eijkl can be expressed as
Eijkl(x) = χ(x)Eijkl χ(x) =
 1, if x ∈ Ω
m
0, if x ∈ Ω\Ωm
(2.1)
where Eijkl is the elastic tensor of the material associated to domain and χ(x) is an indicator that
depends on location, x. It assumes a value of one for regions in the domain in which material
exists and zero elsewhere. It is common to impose a volume constraint, V ∗, on the domain.
Mathematically expressed as, ∫
Ω
χ(x)dx ≤ V ∗ (2.2)
The complexity of the domain necessitate it’s decomposition to composites of simpler form allowing
a continuum representation of χ(x) rather than the discrete form stated earlier. Formulating a
structural optimization problem this way relieves it of more constraints than those observed for size
and shape optimization. This would allow a better exploration of AM’s design space and enhance
a component’s performance. Numerical algorithms are needed to solve the multi-dimensional TO,
a lot of which has been developed in recent years. An historical development of the most common
algorithms is given in the next section.
2.3 History of Topology Optimization Algorithms
TO is much younger than size or shape optimization as preliminary work on low volume TO can
only be traced back to the start of the 1900s (Eschenauer et al., 1994; Hajela and Vittal, 2000).
The work of Mitchell (1904) established principles for optimizing truss-like structures. Kirsh (1986)
and Rozvany (2001) work allowed the optimization of grillages using a similar approach to that of
Mitchell, paving the way for the optimal layout theory that describes optimality criteria for bar
systems. This would later have important implications for continuum structures requiring higher
volume fractions (called Generalized Shape optimization or topology shape optimization). The
unsuitability of linear and nonlinear optimization algorithms for TO led Rozvany, Olhoff, Bendsoe
and Szeto in the mid-1980s to obtain an exact analytical solution for TO problems involving
perforated plates (Rozvany, 2001). Bendsoe and Kikuchi (1988) extended this initial achievement
with their landmark paper on the application of the homogenization technique (HM) to TO in 1988,
allowing further development of TO techniques. HM was the first finite element based topological
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optimization technique and it relaxed the continuum problem of optimization of a structure to
that of determining the optimum parameters of holes in each unit cell of such a structure. The
porous nature of HM’s solutions made them difficult to produce via conventional manufacturing
(Sigmund, 2001). Building on Bendsoe’s idea, Zhou and Rozvany (1991) developed a simpler
technique called SIMP, which stands for (Rozvany, 2009) “Solid Isotropic Microstructure with
Penalization” although some authors prefer to take the M in this acronym to mean material.
Xie and Steven (1997) also proposed a simple approach to TO called the evolutionary structural
optimization (ESO). This algorithm was similar to an approach by Mattheck et al. (1991) who
earlier studied adaptive biological growth (Zhou and Rozvany, 2001). The simplicity inherent in
the ESO approach makes it attractive for TO, though like SIMP much of the reasoning behind its
conception relies on intuition rather than a rigorously derived mathematical proof (Rozvany, 2009;
Rozvany and Zhou, 2001; Edwards et al., 2006).
Sandgren et al. (1990) was the first to suggest a genetic based algorithm for TO, in an attempt
to liberate TO from derivative based TO approaches, which were susceptible to entrapment at a
local optima. Developing on this necessity, Chapman and Jakiela (1996) claimed to have achieved
improved performance than that of HM when solving a compliance TO problem. Other techniques
have also been applied to TO. However, these are not as established as the methods mentioned
earlier. They include the bubble method (Eschenauer et al., 1994), boundary element (Tait and
Fenner, 1999), topology derivative (Norato et al., 2007), level-set (Wang et al., 2003), particle
swarm (Luh et al, 2011), ant colony (Kaveh et al., 2008; Luh and Lin, 2009) and simulated annealing
(Bureerat and Limtragool, 2008).
2.4 Topology Optimization Algorithms
2.4.1 Homogenization
According to Allaire (1997):
“homogenization is a rigorous version of what is known as averaging.”
It is used to determine the effective properties of randomly distributed systems. Examples of such
systems are composite materials, where the optimal orientation and layout of a given orthotropic
material or laminates are required. TO problems are similar to these since structures to be op-
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timized could be seen as composites consisting of material and void. Bendsoe (1998) applied the
homogenization method (HM) to TO, by deriving effective properties for porous finite elements in
a domain (Fig. 2.2). By assuming the shape of these porous regions were rectangular, Bendsoe
(1998) was able to perform TO since such holes could be mathematically modeled using their
length, µ(x), breadth, γ(x), and orientation, θ(x). A consequence of this approach is an emergence
of a porous optimal with densities, ρ, varying from zero to one i.e. 0 ≤ ρ ≤ 1. The whole concept
of HM is to relax a TO problem to that of determining the optimum sizes and orientation of holes
in each element. Both ρ and the Eijkl of the domain are functions of µ(x), γ(x), and θ(x):
ρ(x) = ρ(µ(x), γ(x), θ(x)), Eijkl = E˜ijkl(µ(x), γ(x), ......θ(x)) (2.3)
Modeling holes this way allows an implementation based on the following four steps (Suzuki and
Kikuchi, 1991):
 Assumption of initial values for µ(x), γ(x) and θ(x)
 Computation of the rotated homogenized effective elasticity tensor
 Determination of a displacement field using FEA
 Update of the values of the three design variables and their Lagrange multipliers
µ(x)
γ(x
)
θ(x)
Holes
Finite element boundary
Domain
Figure 2.2: Rectangular hole in elements parameterized with the length, µ(x), breadth, γ(x), and
orientation, θ(x), of the hole.
These steps are repeated within the optimality criteria method derived by Prager (1968) until an
optimum is reached. An iterative update of the parameters progressively moves a starting design
to an optimum. This starting design is initiated for an entire discretized domain, consisting of
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elements whose properties are influenced by values assigned to their µ(x), γ(x) and θ(x). It should
be noted that for three dimensional problems, cuboidal holes require six geometrical variables per
element. Since the existence of holes in elements reduces their modulus, homogenized elasticity
tensors are used in the FEA as opposed to tensors calculated from bulk material modulus. Bendsoe
(1998), Suzuki and Kikuchi (1991) explain in detail how this is done. The choice of a rectangular
shape for the holes ensures the whole range of possible elemental porosities, from completely void
to fully solid, are admissible (Bendsoe, 1998; Allaire, 1997; Suzuki and Kikuchi, 1991). For two di-
mensional problems, papers describing homogenization involve quadrilateral meshes as rectangular
shaped holes might be difficult to implement in a triangular mesh in two 2D FEA. Similarly, in a
three dimensional problem, a cuboid is difficult to implement in a tetrahedral mesh. The preference
for quadrilateral over triangular meshes is understandable as described in Section 2.6. However,
in three dimensions, tetrahedral meshes find applications in a broad range of problems owing to
their versatility with complicated geometric domain. A second drawback in this implementation
of HM is the high number of variables required for each element. This is computational expensive
especially for fine or three dimensional meshes. While Suzuki and Kikuchi (1991) proposed the
used of ellipsoidal holes to remove the need for an orientation angle and further development in
the homogenization method involved the use of ranked laminates (Hassani and Hinton, 1998), the
computational and implementation cost can still be high when using the homogenization technique.
Further details of these and the implementation of the homogenization method can be found in
(Allaire, 1997; Bendsoe, 1998; Hassani and Hinton, 1998). The sort of optima achieved with the
homogenization method is characterized by isolated porous regions. Making such optima via AM
will be difficult since loose powder particles would be trapped in these regions. Removing or ig-
noring these particles would compromise the performance of the part, hence, the HM is unlikely
to be a useful TO tool for AM structures.
2.4.2 Solid Isotropic Microstructure with Penalization
An alternative approach to TO problems is to determine the optimal mapping of isotropic material
to a domain. In this form, a continuous representation of elemental densities is allowed rather than
the discrete form (Eqn. 2.1). This approach to TO requires a single variable per element as opposed
to the multiple number of variables with the homogenization method. A progressive penalization of
intermediate densities (0 ≤ ρ ≤ 1) is performed to move a elemental densities to a clear definition
of an optimum. Incorporating this within a continuum based optimality criteria methods yields
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Zhou and Rozvany’s (1991) Solid Isotropic Microstructure with Penalization (SIMP) algorithm. If
Eijkl is expressed as a function of the density, ρ(x), it becomes (Bendsoe and Sigmund, 2004):
Eijkl(x) = ρ(x)
PEijkl (2.4)
where P is the penalty factor, which always assumes a value greater than one. Eijkl is the elastic
tensor of the material associated to domain. Zhou and Rozvany (1991) justified the inclusion of
this penalization factor with the high manufacturing and material cost of intermediate densities
stating that:
“the extra manufacturing cost of cavities would increase with the size of the cavities if we
consider a casting process requiring some sort of formwork for the cavities”.
This is not true for AM, since manufacturing cost is largely independent of part complexity as
mentioned in Chapter 1. For the SIMP method, the volume constraint earlier stated in Eqn. 2.2
assumes the form: ∫
Ω
ρ(x)dΩ ≤ V ∗; where 0 ≤ ρ(x) ≤ 1 (2.5)
Sigmund (2001) presents an implementation of the SIMP algorithm for standard problems, while
Andreassen et al. (2010) proposed an improved version. Both are still sufficiently represented with
the flowchart shown in Fig. 2.3. The algorithm begins by assuming elemental densities. Using
these densities, elemental modulus, Ee, is then calculated from Eqn. 2.4. However, to prevent
singularities it is necessary to introduce a lower limit on the modulus, Emin. Hence, Eqn. 2.4
becomes:
Ee(ρe) = Emin + ρ
p
e(Eijkl − Emin) (2.6)
For a problem involving the minimization of C, the objective function can be stated as:
C =
N∑
e=1
Ee(ρe)u
T
e k0ue (2.7)
where N is the total number of elements in the domain and ue is the elemental nodal displacement
matrix determined by a FEA. Eqn. 2.7 is differentiated with respect to ρe during sensitivity
analysis to calculate elemental sensitivities and k0 is the elemental stiffness. These sensitivities are
further used to calculate filtered elemental densities, ρe. Filtering ρe eliminates the appearance
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of numerical artifacts called checkerboarding. Checkerboard patterns are alternating regions of
deleted and undeleted elements arranged in a grid like form (Fig. 2.4).
 
 
 
 
Finite Element Analysis 
 Sensitivity Analysis 
Low-pass filtering Optimization 
Start 
Yes 
Stop 
Initial guess 
No 
Converge 
Update densities 
Filtered densities 
Figure 2.3: Flow chart of the SIMP algorithm.
Arbitrary 
optimum
Checkerboard
Pattern
Figure 2.4: Checkerboard pattern in an arbitrary optimum.
This is caused by computational errors in the numerical model which leads to false estimation of
stiffness in regions where they are found (Bendsoe and Sigmund, 2004; Rozvany, 2009). While
higher order elements would minimize these errors, the computational cost required for such a
strategy makes it unattractive when compared against alternative methods. A number of other
methods exist for eliminating these patterns from a solution and these include filtering elemental
sensitivities, perimeter control, filtering of the densities, and monotonic based length scale control.
Details of these techniques can be found in (Bendsoe and Sigmund, 2004; Andreassen et al., 2010;
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Sigmund, 2001). After filtering, new elemental densities are calculated from filtered elemental
sensitivities, ρe, and the whole process is repeated until convergence is achieved. Mathematical
details on how this is and other aspects of the SIMP algorithm is implemented can be found in
Zhou and Rozvany (1991), Sigmund (2001) and Andreassen et al. (2010). Convergence is tested
by monitoring changes in ρe, with insignificant changes terminating the algorithm.
This is a powerful TO algorithm and has been implemented extensively in commercial software
as explained in Section 2.5. However, the penalization feature of the SIMP algorithm is not
suitable for AM since it is included to suppress appearance of intermediate densities in a solution.
Such densities could be used to explore AM’s multi material and shape complexities as proposed
by Brackett et al. (2011). With regards to structural complexity, suppressing these densities
might limit the emergence of complex solution which can be made through AM. Adopting a
different penalization scheme for AM structure could be beneficial. Also, the SIMP solutions
are heavily dependent on assumed elemental densities at start of the TO in a similar manner as
the homogenization is dependent on the assumed dimensions and orientation of its rectangular
holes. Little research has been done to statistically understand these dependencies.
2.4.3 Evolutionary Structural Optimization
Evolutionary structural optimization (ESO) (Xie and Steven, 1997; Chu et al., 1996) is also a
finite element based TO that involves an iterative removal of inefficient material from a domain.
In a finite element mesh, this removal is achieved by either reducing the stiffness of elements
or totally expelling them from the domain. The former is called soft killing while the latter is
the hard killing approach. This manner of modelling holes in the TO differs from that of the
SIMP or homogenization techniques since the hole creation is achieved by removing the entire
element rather than within the element. BESO can therefore be said to achieve it’s optimal
solution in a discrete manner. Rozvany (2009) preferred to call ESO, sequential element rejection
and admission (SERA), rather than ESO which suggests an approach developed from Darwinian
processes. A variant of this method called the bidirectional evolutionary structural optimization
(BESO) is an improvement on ESO which progressively moves a design towards an optimal by
adding efficient material to the design while removing inefficient material (Xie and Steven, 1997;
Querin et al., 2000a). Querin et al. (1998, 2000a,b) proposed and implemented an early version
of a BESO algorithm in order to enhance the performance of the ESO algorithm. Huang and Xie
(2007) presented a modified version of the BESO algorithm to solve non-convergent and mesh-
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dependency problems associated with the earlier BESO algorithm. Mathematical details of this
algorithm is given in the Chapter 3. BESO starts from an assumed solution and then progressively
moves it to an optimized design using its optimization parameters. While Huang and Xie (2007)
proposed a suitable range for these parameters, there isn’t a enough statistical evidence to show
the dependence of solutions characteristics on values assumed by the parameters nor has solution
dependence on the initial design be studied conclusively. However, it is important to understand
implications of this dependence for AM designs.
2.4.4 Application of Modern Algorithms for Topology Optimization
HM, SIMP and ESO are gradient based algorithms, relying heavily on a starting design and aspects
of calculus; they are hence susceptible to convergence to a local optimum as previously explained.
This might justify the use of modern optimization algorithms (MOA) for topology optimization
which has been used successfully for other optimization problems. There are more papers on the
application of Genetic algorithm (GA) to TO problems than any of the other modern optimization
algorithms. GA is based on a principle proposed by Holland (1975) to mimic the natural selection
process of biological organisms. Like other MOA, GAs operates on a population of assumed
solutions to minimize the subjectivity of a solution to a single initial design. Each member of this
population is represented by a unique chromosome which is continuously changed until an optimum
is reached. Chromosomes in GA are encoded in a manner similar to the structure of biological
chromosomes (Watts, 2008; Bendsoe and Kikuchi, 1988). Consider a chromosome with an arbitrary
topology (Fig. 2.5a). This is first fitted with a mesh (Fig. 2.5b). Elements in this mesh are then
set as a discrete value of 0 or 1 (Fig. 2.5c and d), where 1 designates an element completely filled
with material, and 0 is assigned to elements partially or completely empty. Each character in
the chromosome can be thought of as an allele positioned in a gene (Fig. 2.5e). At the start of
the TO, a population of chromosomes is randomly initiated to hold alleles. Fitter chromosomes
are allowed to propagate their allele to a next generation by genetic crossover and the alleles are
selected at random for mutation (Haupt and Haupt, 2004; Chapman et al., 1994; Chapman and
Jakiela, 1996). Different types of crossover exist, the most basic being the single point crossover
illustrated in Fig. 2.6a and Fig. 2.6b. Mutation is achieved by selecting an allele at random and
then switching its values as shown in Fig. 2.6c. Kane and Schoenauer (1996) believes both single
and two point crossover are heavily constrained suggesting diagonal and block crossover. Fanjoy
and Crossley (2002a,b) also proposed other four crossover methods. A consequence of the random
30
member initiation, crossover and mutation is the existence of partially connected or unconnected
elements. Therefore most variant of GA for TO include a connectivity analysis stage performed
prior to fitness evaluation, to ensure a valid transference of boundary conditions to all elements in
a mesh (Kane and Schoenauer, 1996; Wang and Tai, 2005).
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Figure 2.5: Constructing a chromosome for an arbitrary topology (a) arbitrary topology (b) topol-
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This increases the computational expense of the GA. Methods developed to include connectivity
analysis in GA include Fanjoy and Crossley (2002a,b), who used a chromosome mask to ensure
connectivity of a design. Schoenauer (1995) used the fitness function to account for unconnected
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material in a connectivity analysis. In Chapman and Jakiela (1996) and Chapman et al. (1994),
elements disconnected from a seed element were deleted. Connectivity analysis also serves as a way
to remove checkerboard pattern. The fitness of each solution in a population is evaluated against
an objective function. The functions used vary across authors as seen in the references cited. The
whole process continues for a specified number of iterations or the condition of convergence is fully
satisfied.
The Ant Colony Optimization algorithm (ACO) has also been applied to TO, though with fewer
publications than those of GA. The ACO simulates the behavior of ant in their colonies which find
the shortest path to a food source using a chemical substance called pheromone (Dorigo et al.,
1999). In ACO algorithms developed for TO, artificial ants are randomly initiated and numerical
pheromone is deposited on the path to topological solutions with better solutions having the
greatest value of the pheromone (Kaveh et al., 2008; Luh and Lin, 2009). Mathematical details on
ACO for TO see reference cited. Both GA and ACO could potentially improve solutions to TO
problems for a given mesh size, however, at a greater computational cost. Proponents of MOA for
TO usually employ relatively coarse mesh sizes to avoid the drastic growth in computational cost
at very fine mesh sizes. This occurrence could have greatly constrained the quality of a solution
since the quality of iterative structural analysis in TO affects the nature of a solution. Most effort
in this sort of TO is spent maintaining a solution population with less effort on the analysis stage.
However, with reference to AM, highly fine meshes are required to allow the emergence of intricate
structural details that could potentially enhance structural performance. It would be difficult to
manage the computational requirement of such a mesh size if MOA are used. Also there appears
to be little knowledge on the effect of optimization parameters used in GA or ACO on an optimal
solution. The computational expense required in modern algorithms used for TO is the reason
such algorithms are yet to feature in a commercial TO software as seen in the next section.
2.5 Commercial Topology Optimization Software
Common TO software include FEMtoolsr (FEMtools, Leuven, Interleuvenlaan), Optistructr (Al-
tair, Troy, Michigan), Toscar (FE-DESIGN, Karlsruhe, Haid-und-Neu-Strabe), Catopor (Topo-
logica solutions, Kirkland, Quebec), MSC Nastranr (MSC Software, Santa Ana, California) and
Permas-Topor (Intes, Stuttgart, Schulze-Delitzsch-Str). While it is unclear which of the TO meth-
ods Catopo and Permas-topo employs, Optistruct was found to implement both SIMP and HM
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(Altair, 2008; Thomas and Zhou, 2002), both Nastran and FEMTools implements SIMP (FEM-
tools, 2008), and earlier versions of Tosca implement ESO (Rozvany, 2009). However, according
to Pedersen (2006), Tosca later changed to the SIMP technique. It can be seen that the SIMP
algorithm is the most common commercially available method. No software was found to imple-
ment the BESO, ACO or GA. It should be noted that the BESO algorithm is more recent than
the first version of these software, SIMP or the homogenization method. Though SIMP is efficient
and relative easy to implement, its main feature might not suitable for AM. This is because the
penalization of intermediate densities could progressively move the TO towards less complex so-
lutions with lower performance. To develop an appropriate TO strategy for AM it is necessary to
understand the finite element method used by TO algorithms to direct an optimization towards
optimal solutions. This is discussed in the next section.
2.6 Finite Element Analysis
Mathematicians used characterization techniques similar to modern FEA several centuries ago
(Rao, 2011). For example, the circumference of a circle was estimated by constructing polygons to
circumscribe and inscribe the circle. Summing the length of sides of each polygon provided a range
which approached the actual circumference as the number of sides increased. This convergent
behavior is still observed for modern FEA. Courant’s (1943) work, involving the application of
piecewise polynomials to torsional problems provided one of the bases on which modern FEA was
based. Later work by Turner et al. (1956) who developed a method to model the skin of an aircraft
wing, and Argyris (1955) who proposed ideas for handling FEA matrices, aroused further interest in
the field. However, it was Clough’s (1960) decision to call these techniques “finite element analysis”
that increased their popularity. Further reduction in computation cost fully established FEA as
a powerful analysis tool. So what really is FEA? This section seeks to give a brief description of
this.
2.6.1 Definition
FEA is a numerical method used to find an approximate solution for a broad range of complicated
problems (Pepper and Heinrich, 1992; Onate, 2009). Most of the problems solved with FEA are
governed by partial differential and integral equations. The basic ideology behind FEA is that by
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transforming complex systems into simple algebraic expressions with a finite set of parameters, an
approximate solution can be found for the problem. According to Onate (2009):
“A finite element can be visualized as a small portion of a continuum”.
An assembly of all these non-overlapping elements represent the characteristic behavior of the entire
continuum. Variations of parameters within each of these elements are represented by approximate
polynomials called shape functions. The choice of polynomial is determined by:
 The type of problem (static or dynamic)
 Material properties (linear or non-linear)
 Level of accuracy required
Solutions obtained from a FEA approach exact analytical solutions as the order of the polynomial
increases or more elements are introduced into the domain. To formulate a FEA problem from a
system, it is necessary to relax the equations governing that system. This is accomplished using
either the energy or weighted residual approach (Onate, 2009). The Galerkin method, a type of
weighted residual method, is an example of these. Alternatively, FEA can be formulated via direct
formulation or variational method. Most introductory text on FEA describes this in great detail.
Practically, FEA can be divided into three phases namely (Moaveni, 2008):
 Preprocessing phase
 Solution phase
 Post processing phase
In the pre-processing phase, a domain is divided into elements with a suitable shape function. These
elements are associated to a material property and loads are applied. For simple one-dimensional
problems division of the domain can be achieved manually. However, dividing complex two and
three dimensional domain is not trivial. A number of techniques have been developed for this
purpose, much of which are implemented in commercial preprocessing software. These techniques
are usually classified based on the nature of the emergent mesh, namely (Liseikin, 2010; Owen,
1998):
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 Structured meshing techniques: Algebraic methods, Differential methods, Variational meth-
ods
 Unstructured meshing techniques: Octree, Delaunay methods, Advancing wave front, medial
surface, plastering, whisker weaving, grid-based
To understand either of these techniques it is important to know that there are two kinds of nodes
in a finite element mesh, which are the interior and exterior nodes (Bull, 1998). This classification
is based on the relative location of the node in the mesh. Interior nodes are nodes that are totally
surrounded by elements while exterior or perimeter nodes are not, lying on the boundary of the
mesh. Structured meshing techniques tessellates the domain into elements with regular shapes
(Haslinger and Makinen, 2003). Regularity refers to the uniformity in the number of elements
connected to interior nodes. Practical problems involving complicated domain might not achieve
this sort of mesh and are therefore unstructured since their interior nodes differ in the number of
adjacent elements. These are generated with unstructured meshing techniques. It is normal to
subject both mesh types to mesh improvement techniques discussed in Section 2.6.3. The mesh
represents a computational model of the problem, whose property is assembled from constituent
elemental properties. Discretization of a domain is followed by application of boundary conditions
needed to solve the problem at the solution phase. The solution phase involve the resolution of
the problem with methods better classified into (Liu and Quek, 2003; Wriggers, 2008):
 Direct methods: Gaussian elimination, Cholesky decomposition, Frontal solvers, sparse solvers,
block elimination,
 Iterative methods: Gauss-Jacobi, Gauss-Diedel, SOR , generalized conjugate, line relaxation,
GMRES, CGSTAB, bi-conjugate gradients.
Direct methods require larger storage space than iterative methods as they operate on completely
assembled equations. Iterative methods perform better for problems with much large computa-
tional models, though they require pre-conditioning of the computational model (Liu and Quek,
2003). Results from the solvers are used to derive other results and are then post processed, which
might include solution visualization and design improvement. Data from the solution and post pro-
cessing phase enhance component design. Structural TO algorithms described in Section 2.3 use
these data to automatically move an assumed design to an optimum with improved performance.
It should be noted that dimensionality in FEA refers to the degrees of freedom at the nodes which
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contrast to the definition of dimensionality in the field of optimization. Common two and three
dimensional elements constituting a mesh are described in greater detail in the next section.
2.6.2 Common Linear Elements
Generally, the choice of element depends on the geometry of the domain and the dimension of the
problem (Rao, 2011). A problem can be modeled with one-dimensional elements if the response
required, geometry and material properties can be expressed with a single spatial coordinate. Ex-
amples of such problems include the distribution of pressure in a pipe, temperature in a rod and
displacement in a bar loaded axially. Structural TO are better modeled with two or three dimen-
sional elements with two and three spatial coordinates respectively. The simplest two dimensional
elements is the linear triangular element (Fig. 2.7a) (Caroll, 1999). This element consists of three
nodes connected together via three edges. Its linear shape function predicts a constant value of
stress or strain throughout the element. Problems involving sharp variations in stress and strain
across the structure might require a greater number of triangular elements in the domain, thereby,
increasing computational cost significantly. A second type of linear element called the quadrilateral
has four nodes, giving better results with fewer elements (Fig. 2.7b). Practical problems involving
mechanical components require three dimensional elements. Three dimensional versions of the tri-
angular and quadrilateral elements are the tetrahedral (Fig. 2.7c) and hexahedral elements (Fig.
2.7d) respectively. For similar reasons as mentioned before, hexahedral elements are preferred to
tetrahedral elements. However, certain geometries are difficult to mesh with hexahedral elements
which make tetrahedral elements highly useful. If mid nodes are inserted on the edges of these
two and three dimensional linear elements, they are transformed into higher order elements with
curved edges. These elements are useful for domain with curved boundaries. According to Rao
(2011):
“Fewer higher order elements are needed to achieve the same degree of accuracy as linear
elements in the final results. Although it does not reduce the computational time, the reduction in
the number of elements generally reduces the effort needed in the preparation of data and hence
the chances of errors in the input data.”
Another class of elements called iso-parametric elements use the same functions to model their
geometry as well as their elemental parameters (Rao, 2011). It is easier to compute element
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properties for these elements than those of their linear counterparts for complicated domain (Kwon,
2000). This is because nodal coordinates are expressed in natural coordinates systems which are
less difficult to apply to numerical integration techniques, unlike linear elements that remain in a
physical coordinate. The natural coordinates are mapped into the physical coordinate system by
shape functions. Many of these techniques are implemented in commercial FEA based optimization
software.
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Figure 2.7: Common two and three dimensional linear elements which include (a) triangular (b)
quadrilateral (c) tetrahedral (d) hexahedral elements.
Linear elements have been used extensively in TO and techniques have been developed to min-
imize errors that might arise due to geometrical distortions. Analysis of shape functions defining
these elements demonstrated that small angles should also be avoided since they affect the condi-
tioning of the stiffness matrix (Wilson et al., 1990; Field, 2000). Therefore, elements with regular
features are more favourable to those that are irregular and are therefore assumed to be of a higher
quality. Field (2000) reviewed a number of quality measures for different mesh types, most of
which are used in adaptive mesh improvement techniques.
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2.6.3 Adaptive Mesh Improvement Strategies
Adaptive mesh improvement is an established technique for enhancing the performance of FEA.
A broad range of techniques currently exist for this. They are often classified as either h−,
p−, or r− refinement (Kuo et al., 2006). The most common of these adaptive methods is the
h− refinement (Babuska et al., 1995; Bern et al., 1999). It involves, the enrichment of a mesh
by subdividing elements in regions of interest while other regions are coarsened (Zienkiewicz et
al., 2005). Assuming an arbitrary domain was meshed with six triangular elements (Fig. 2.8a).
The region enclosed by the broken line can be improved by replacing elements in this region
with smaller elements as shown in (Fig. 2.8b) while preserving the conformity of the mesh. An
alternative h−refinement approach involve re-meshing the entire domain with this sort of graded
mesh. However, this task could be cumbersome especially for three dimensional meshes with
irregular domain. Escobar (2005), Jones (1997), Rivara (1991), Shewchuk (2002), Mohamed et
al. (2000), Schneiders and Schindler (1996), Schneiders (1996), Schneiders (2000) and Mitchell
and Tautges (1995), describes templates for improving triangular, quadrilateral, tetrahedral and
hexahedral meshes.
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Figure 2.8: Illustrating adaptive mesh improvement techniques for a triangular mesh(a) Domain
originally meshed with 6 triangular elements (b) h−refinement (c) p−refienment (d) r-refinement.
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It should be noted that techniques called point insertion/deletion (Bank et al., 1983; Ollivier-Gooch,
1995; Rivara, 1984), local reconnection, face/edge swapping (Edelsbrunner and Shah, 1992; Joe,
1989, 1995) all fall under h−refinement techniques since they involve a change in the topology of
a mesh. The second type of mesh improvement, p− refinement, involves an increase in the order
of polynomial constituting the shape function of the element. This could be implemented globally
or at specific locations in the mesh. For the domain shown in (Fig. 2.8a), nodes are introduced
on the boundary of elements (Fig. 2.8b) in the region of interest to allow an improved prediction
of elemental responses. Unlike the h− refinement, r−refinement involves the preservation of mesh
connectivity while all or few nodes are moved to a location that optimizes the quality of elements
in their vicinity. The simplest and most common of these methods is Laplacian smoothing (Glen
and Hansen, 2005; Field, 1988). This involves the movement of nodes to the mean location of its
adjacent vertices. It is computationally inexpensive and often leads to limited mesh improvement.
Other r− refinement techniques are the optimization-based methods (Shephard and Georges, 1991;
Freitag, 1998; Staten, 1998; Knupp, 2000). These methods optimize the regions in a mesh according
to a quality function. It is common to have a combination of these methods as seen in Freitag
and Knupp (2002) work who proposed a combination swapping and smoothing. Some of these
strategies have been used during a TO, however, it is common to use these techniques prior to the
TO. It former strategy could be beneficial for AM designs.
2.7 Application of Adaptive Meshing in Engineering and
Topology Optimization
Adaptive meshing techniques have been applied to a broad range of engineering problems and
TO. Coupez et al. (2013) developed a method composed of anisotropic mesh adaptation and time-
stepping to solve computational fluid dynamics problems. Ceinceros et al. (2010) and Rossi (2012)
proposed adaptive methods for incompressible flows while Afshar et al. (2012) used an adaptive
refinement procedure for analyzing planar elastic problems. Shi and Koehl (2011) also proposed an
algorithm for adaptive mesh coarsening for biomolecular simulations. Banas and Michalik (2012)
presented an adaptive strategy for the manipulation of flow models with complicated domain.
Borouchaki et al. (2010) applied an adaptive remeshing scheme for high electromagnetic fields.
Patro et al. (2007) used adaptive techniques to understand wind patterns near bridges. However,
publications describing adaptive meshing for TO are minimal. Verani et al. (2010) utilized an
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adaptive meshing strategy for TO to minimize the compliance of a structure. Guest et al. (2009)
presented an adaptive method for two and three dimensional problems which include a heaviside
projection to isolate design variables from the finite element analysis. Wang (2007) proposed
an adaptive TO consisting of the SIMP algorithm and an mesh refinement strategy. Kim and
Weck (2005) used a refinement strategy that continuously varied the length of chromosomes in
a TO based on the genetic algorithm. Ramm et al. (1998) proposed the use of adaptive TO
algorithms for non-linear problems. Stainko (2006) developed also an adaptive multilevel approach
for compliance problems. The methods proposed in these papers are quite powerful, however,
most did not describe in great detail the implications of these on computational time and solution
complexity, both of which are important characteristics in adopting an algorithm for AM. Also,
most couple their adaptive strategies to density based TO as seen in Ramm et al. (1998), Guest
et al. (2009), Wang (2007) and Stainko (2006) and then utilized penalization schemes similar to
that of the SIMP algorithm to suppress intermediate densities. This stage is not suitable for
AM as explained in Section 2.4.2 and could have constrained the capabilities of their adaptive
schemes. While TO algorithms without adaptive meshing have been improved, recent versions of
these algorithms are yet to feature adaptive meshing strategies. However, combining the BESO
algorithm developed by Huang and Xie (2007) could allow the efficient realization of complex
designs for AM.
2.8 Evaluation of Research Requirement
AM’s layer by layer approach to manufacturing significantly expands the design space compared
to traditional manufacturing. This expansion necessitates the development of an appropriate TO
strategy for AM. This strategy should involve the identification and relaxation of constraints within
TO algorithms. Certain software and statistical tools are required to accomplish this task. These
are extensively discussed with a case made for using these tools via observations from the literature
review.
2.8.1 Observations
If complex designs are to be realized, relaxation of constraints within a TO algorithm is essential.
The most prominent constraints identified in the previous section are:
 Hole definition
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 Starting design
 Optimization parameters
 Mesh characteristics
These are explained further in this section as they relate to AM designs.
2.8.2 Hole Definition
The TO algorithms described in Section 2.3 differ in the definition of a hole. In the homogenization
method, holes are incorporated in the finite elements with each two dimensional element having
as many as three variables. Defining the TO problem this way causes the solution to have porous
elements. With regards to AM, a recent publication highlights this as a design flaw (Assembly
Automation, 2011), since powder particles and support structures trapped within these enclosed
cavities cannot easily be removed and any post processing could compromise the quality of the so-
lution. Also, a preconception about the geometry of the hole could simplify the problem, reducing
it to that of a sizing optimization. Making solutions with this preconceived hole geometry could
introduce stress concentrations not accounted for in the TO.
The SIMP method circumvents the problem of the hole geometry by associating a single density
variable to each element. While this offers improved computational efficiency over the homoge-
nization method, the progressive penalization of densities between zero and one is not suitable for
AM topologies since the ideology behind the penalization is the minimization of manufacturing
cost due to the presence of these densities. A different penalization scheme could potentially be
useful. For most versions of ESO, BESO and GA, a hole is defined as being the exclusion of an
element located at the region where the hole is to be placed. While this sort of hole definition
ensures practical designs, the solutions achieved might depend on the topologies of the element
used in the mesh. This observation also pertains to the SIMP and homogenization algorithms.
Also, the roughness at boundaries of a solution exhibit characteristics of the elements constituting
the mesh. It is normal to post process the optimum, however, this manual process often simplifies
the solution by reducing complexity and might move a design away from the optima.
2.8.3 The Starting Design and Mesh Size
A second issue is that of starting designs. All four TO algorithms are sufficiently described by the
general structure of optimization algorithms described in Section 1.4. A common feature of this
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structure is the starting design. As mentioned in Section 2.4.1, the homogenization method requires
an starting design of the parameters characterizing the holes in each element. With regards to the
SIMP algorithm, Sigmund (2001) suggests an initial even distribution of densities among elements,
with Bendsoe and Sigmund (2004) in agreement that this is a reasonable starting design. However,
there isn’t a rigorous mathematical proof for choosing an even initial density distribution over an
uneven one. Users of ESO and BESO often start from a fully solid, partially solid, or completely
empty domain. For cases involving partially solid domain, the solid elements are generally all
connected, and focused in a particular region of the domain. These are only a few possibilities for
the initial design in a broad design domain and in some cases, it may be desired to select an initial
design to steer the TO towards a particular local optima. As mentioned in Chapter 1, the starting
design greatly influences the eventual solution attained during any optimization and a number of
initial designs may be used to explore the location of various local optima. GAs attempt to minimize
the dependency of a solution on a starting design by starting with a population of random initial
design. Increasing the number of starting designs in this way increases the computation resource
significantly, therefore, it is rare for proponents of GAs to use refined meshes and hence FEA errors
can be significant and the TO solutions are susceptible to being highly mesh dependent. This is
one of the main reasons that GAs are not currently implemented in commercial TO software, as
observed in Section 2.5.
2.8.4 Optimization Parameters
All TO algorithms operate by using chosen values assumed for the optimization parameters and
the final solution is dependent to varying degrees on these values. Advice on the range of suitable
optimization parameters can be found in the literature; it is unclear however what effects these
values might have on TO for AM. Also, the problems which authors use to determine appropriate
values for these parameters are often two dimensional, and extending to complex three dimensional
geometries has not been proven. Secondly, studies rarely involve statistical tools to justify these
dependencies of solutions on values assumed by parameters.
2.9 Research Questions
Employing a finer mesh could result in an improved solution by allowing greater detail and com-
plexity in the optima. Previously, such detail and complexity were not generally desired in TO
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solutions since they create manufacturing difficulties, however, this isn’t necessarily the case with
AM. Also, the selection of an appropriate mesh size to allow greater structural detail could greatly
increase computational cost. This is particularly critical for three dimensional problems. A com-
putationally efficient mesh improvement strategy would progressively vary mesh density across the
design domain to reflect the varying mesh requirement whilst not unduly constraining the opti-
mization process. This could be accomplished by including h− and r− refinement techniques in
a TO algorithm. This would involve a progressive change in the mesh so that smaller elements
are focused at the boundaries of topologies as the TO progresses. The nature of such a strategy
necessitates that initial, intermediate and optimal topologies are binary, thereby, having a clear
definition of their boundaries. Therefore, the BESO algorithm is preferable to the SIMP which is
dependent on the use of intermediate densities to obtain an optimal solution. To adapt a recent
version of the BESO algorithm proposed by Huang and Xie (2007) for AM, it is important to
investigate the effects of its parameters on two and three dimensional problems with regards to so-
lution complexity and performance. This investigation and the need to verify computational gains
in coupling the BESO algorithm with an adaptive meshing strategy give the following research
questions:
1. What effects do the BESO parameters have on the performance of a TO and the quality of
a solution?
2. Are these effects similar for both two and three dimensional problems?
3. Does the quality of a solution achieved by BESO increase with topological complexity?
4. Is the quality of a solution achieved by BESO greatly influenced by the starting design?
5. Can computational efficiency and structural complexity be enhanced by coupling BESO with
an adaptive meshing strategy (AMS)?
Publications (for example Huang and Xie (2007)) involving the BESO algorithm describe to a
large extent its features, with little details on answering these questions. Therefore, answering
these research questions is novel and would allow a better exploration of AM’s design space. This
is achieved with simulations and software tools explained in Section 2.10.
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2.10 Simulation Design and Software
The work presented in this thesis is structured to answer the research questions in Section 2.9. A
summary of the structure is shown in Fig. 2.9. The work begins with an implementation of the
BESO algorithm. Two software products were employed for this purpose, namely MATLAB and
Nastran. MATLAB is a powerful research tool able to handle the storage and manipulation of large
matrices which arise in two and three dimensional TO. By coding different aspects of the BESO and
adaptive meshing strategy (AMS) into MATLAB functions, variables can be managed efficiently.
MATLAB’s capabilities also includes FEA, however, it is more useful to perform the FEA in
Nastran, which is a fully developed FEA package equipped with fast iterative solvers to enhance
the TO process. Coupling MATLAB and Nastran ensured emphasis was placed on adapting the
BESO algorithm for AM rather than FEA code development. The necessary debugging procedures
were performed for this implementation, until code performance was sufficient for solving two and
three dimensional problems. This sufficiency was determined by the reproduction of the same
results as those presented by Huang and Xie (2007) utilizing the same optimization problem. Both
two and three dimensional parametric analysis were performed to investigate the effects of R, V ∗
and v on an optimum.
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Figure 2.9: A structural summary of the work performed to answer the research questions.
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It was anticipated that the simplicity associated with the two dimensional problem might not
reveal dependencies that would arise in a practical TO. Therefore, a three dimensional parametric
study was undertaken involving a part found in service. This represents a problem with greater
complexities than the standard two dimensional problems, involving the inclusion of a non-design
domain and an irregular design domain. The effect of starting with random designs was also stud-
ied. Results from these studies were used to select appropriate parametric values when developing
the two and three dimensional AMS algorithm which was incooporated with the BESO algorithm.
To further enhance development time for the two dimensional AMS algorithm, Engwirda’s (2005)
hr− refinement code was used. This is based on the refinement and smoothing of a triangular
mesh. Hence, a performance study for the two dimensional AMS-BESO method was based on this
type of meshing strategy. A different strategy was used for the three dimensional hybrid method,
which involved the remeshing of a tetrahedral mesh. Codes were developed for a hhr− refinement
technique to solve a TO involving tetrahedral meshes. The prefix “hhr-” refers to the use of two h-
refinement templates and one r- refinement which contrast to hr− in the two dimensional studies.
Both strategies were coupled with a modified form of the BESO algorithm. Therefore, the emergent
algorithm is called AMS-BESO in this thesis, while the original BESO which involves a fixed mesh,
is termed FM-BESO. Cantilever problems were solved to determine performance of both AMS-
BESO and FM-BESO. For studies which involved the measurement of computation time, a desktop
computer with Intel(R) Core(TM) CPU, 3.20GHz and 3.24GB of RAM was always employed to
ensure fair comparisons. Also, all problems solved from the coupling of MATLAB and Nastran
were defined and post processed in Hypermeshr (Altair, Michigan, Troy). Fig. 2.10 shows a work
flow for defining the problems in Hypermesh and how this relates to MATLAB and Nastran for
the TO. The work flow can be divided into two sections namely, manual and automatic. Software
package used in each of the tasks shown in the flow chart is bolded and underlined. The manual
section includes tasks where a direct interaction with the computer is needed. This includes the
problem definition in Hypermesh, which is then exported as a Nastran input or bdf -file; a manual
amendment of this file is then made to include the property definition of the deleted elements.
Creating this property implied that this set of elements were “soft killed” as described in section
2.4.3, where soft-killed elements are assigned properties with significantly lower stiffness to those
of solid elements.
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Figure 2.10: Chart showing work flow for solving TO problems.
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The manual operation also included a separation of elements and nodes data into unique files to
minimize errors during iterative property updates. In the automated section, elements and nodes
are read into MATLAB where they are used in an iterative optimization loop until convergence
was reached. Nastran is iteratively called from within MATLAB to perform the FEA, the results
of which are used to re-associate elements to properties defined in the bdf -file, as determined by
the FM-BESO or AMS-BESO. FEA results were read into MATLAB for use in the TO. During
the TO, the relevant arrays were used to overwrite existing elements and node files to ensures
that the next FEA was performed on the most current state of the topologies. After the TO,
the bdf, element and node files, were manually imported into Hypermesh to extract the optimum
topology from the mesh. The optimum topology was defined by the elements associated to the solid
element property. Also, optimal topologies were transformed to a STL file which was needed to
manufactured the topologies via selective laser sintering (SLS) (Tiwari and Harding, 2011; Bartolo
and Bartolo, 2007; Santos et al., 2005). Three other software product were used for this purpose
namely, Partranr (MSC Software, California, Santa Ana), Magicsr (Materialise, Leuven), and
Sculptrisr (Pixologic, California, Los Angeles). The inherent capabilities within these products
expedited this transformation. To further validate three dimensional results, they were compared
against those obtained with Optistructr (Altair Engineering, Michigan, USA). Optistruct use the
SIMP algorithm on a fixed mesh to achieve its solutions. Hence the AMS-BESO would be expected
to achieve a solution with similar performance to that of Optistruct but with fewer degrees of
freedom.
2.11 Data Collection and Analysis
Certain data collection and analysis techniques were needed to effectively answer the earlier stated
research questions. Of importance was the need to quantify the term complexity. A simple quantifi-
cation parameter for complexity in strut-like structures was the number of members constituting
a solution, however, this is somewhat subjective. Determining the number of members in Fig.
2.11a is relatively easy as illustrated with Fig. 2.11a. Fig. 2.11d is more difficult to quantify as
illustrated in Fig. 2.11b. The Members A, B, C, D, E, F, G, and H are easily noted as distinct
members. Members I, J and K, however, are more difficult to resolve. For example member K
which runs from P1 to P2 could be counted as
 One, running from P1 to P2,
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 Two, running from P1 to P4 and P4 to P2,
 Three, running from P1 to P4, P4 to P3 and P3 to P2.
To circumvent the problem of subjectivity, a member is defined in this work as being connected
to other members only at its beginning and end, without it being dissected by any other member.
Therefore, member K is counted as three members. Other parameters used to quantify the com-
plexity of solution were the length and width of the smallest member in the solution. These were
obtained by randomly selecting five points along the member, and then using the average value of
dimensions at these points to represent the dimension of the member. Therefore, solutions made
up of more members with shorter dimensions were inferred as being of greater complexity to that
with few longer members. The two dimensional parametric studies were designed as factorial sim-
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Figure 2.11: Quantifying the number of members in topology: (a) solution easily quantified with
8 members (b) solution difficult to quantify
ulations (Hinkelmann and Kempthorne, 1994; Frigon and Mathews, 1997). These simulations were
widely used to determine effects of factors on responses in a simulation. Main and combined in-
teractions effects were therefore determined and used to understand how performance was affected
by parameters studied. Positive or negative signs on these effects determine if a factor enhance or
inhibit a response. This strategy differs from that used for the three dimensional analysis where a
factor was fixed and another varied. Changing the strategy allowed a better understanding of the
relationship between the factors and performance. Regression analysis was used to model certain
relationships. With regards to the probabilistic studies, hypothesis tests was performed to inves-
tigate evidence within the data to support performance deterioration or enhancement as a result
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of randomizing the starting design (Shi and Tao, 2008). Prior to this, data was assumed to be
randomly distributed data, a condition needed to justify the use of significance testing test.
2.12 Summary
AM is a relatively new manufacturing technique which offers shape, material and hierarchical
freedoms, because it does not require tooling for component manufacture. This design space can
potentially be explored with TO algorithms. Problems of this nature are composed of an objective,
constraint and variables. TO algorithms offers great potential for AM designs, however, their fea-
tures needs to be adopted for AM. The most common of these algorithms are the homogenization,
SIMP, ESO and GA with most commercial TO software implementing the SIMP algorithm. All
of these algorithms utilize the finite element method to iteratively move an assumed solution to
an optimal solution. The homogenization, SIMP and ESO algorithms are gradient based relying
heavily on aspects of calculus, also employing a single starting design. This contrasts to GA, a
probabilistic algorithm which maintains a population of solutions for the duration of the TO. The
homogenization, SIMP and ESO algorithms could be highly susceptible to local minima while GA
could potentially find a global optima, however, this can be computationally expensive. Other
algorithms and variants exist for TO but are not as established as these four. It was argued that
homogenization and SIMP algorithms could compromise the quality of a solution for AM. Also, au-
thors of these algorithms focus on their aspects when justifying their use, with less emphasis on the
FEA used. There is also limited research on the effects of their parameters on AM designs. A useful
approach to filling this gap in knowledge is to improve the FEA step of TO algorithms as most
algorithms use a common FEA strategy where the mesh is prepared and improved prior to the op-
timization. This is suitable for simplified problems and conventional manufacturing where limited
complexities are favourable. For AM designs, it is necessary to adopt a strategy that progressively
improves the FEA. This should enhance structural complexity and potentially performance. In
this work, the effects of parameters of FM-BESO algorithm are studied and FM-BESO is coupled
with an adaptive meshing strategy to efficiently realize complex structures which can be made via
AM.
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Chapter 3
Two Dimensional Parametric,
Probabilistic and Adaptive Studies
In Chapter 2, a combination of the FM-BESO and an adaptive meshing strategy (AMS) was pro-
posed to allow the efficient realization of complex solutions, since AM can be used to manufacture
these structures. This chapter is aimed at describing and testing an algorithm that could solve a two
dimensional problem. It is composed of a modified form of the FM-BESO algorithm, and a hr− re-
finement strategy. This composition offers interesting capabilities for optimizing topologies for AM.
Using Engwirda’s (2005) h−refinement code, elements were selectively refined while coarsening was
achieved by edge collapse (Zhigeng and Jiaoying, 2001). This required the iterative recognition of
elements to refine and those to collapse. To minimize degradation in elemental quality, the mesh
was also subjected to Laplacian smoothing (Glen and Hansen, 2005) (an r−refinement method).
Performance of the AMS-BESO algorithm was tested against that of the FM-BESO algorithm
by solving a cantilever plate problem. It was anticipated that setting optimization parameters
arbitrarily could be detrimental to the aim of the hybrid algorithm. Therefore, it was essential to
determine parametric settings that could support the realization of complex solutions prior to the
development of the two dimensional AMS-BESO algorithm. Parametric simulations performed for
this purpose were structured factorially to understand the effects of two optimization parameters
on solution characteristics without performing an excessive number of simulations. The chapter
also includes probabilistic studies performed to understand the effects of initial design on these
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characteristics. Work done in this chapter contributes towards answering research questions one
to five which were stated in Chapter 2 as:
1. What effects do the FM-BESO parameters have on the performance of a TO and the quality
of a solution?
2. Are these effects similar for both two and three dimensional problems?
3. Does the quality of a solution achieved by FM-BESO increase with topological complexity?
4. Is the quality of a solution achieved by FM-BESO greatly influenced by the starting design?
5. Can computational efficiency and structural complexity be enhanced by coupling BESO with
an adaptive meshing strategy (AMS)?
Questions 1, 3, 4 and 5 are answered as related to a two dimensional problem, while work in this
chapter will allow a comparison with three dimensional simulations performed in the subsequent
chapters to answer Question 2. Past work on FM-BESO for cantilever problem are not exhaustive
since statistical tools have not been used to prove the effects of optimization parameters on solution
characteristics, neither has the implications of such a study been related to AM. Also, no work
has been undertaken to investigate the probabilistic behaviour of the FM-BESO algorithm with
regards to the initial starting design. Yet these issues could greatly affect the performance of the
TO and quality of the solution and could have important implications for AM. The chapter begins
with a theoretical description of the FM-BESO algorithm and how it was implemented with two
software products to allow the resolution of two and three dimensional problems. The MATLAB
codes developed for this chapter can be found in Appendix A.
3.1 Theoretical Description of the FM-BESO Algorithm
In terms of total strain energy, C, minimization, Huang and Xie (2007)’s FM-BESO includes:
1. FEA,
2. Filtering elemental strain energies, λa, to avoid checkerboarding,
3. Calculating a target volume, Vi+1,
4. Changing elements from solid to void or vice versa,
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5. Monitoring historical change in C,
6. Repeating steps 1 to 5 until convergence.
C is calculated from a load, F and displacement u using:
min : C =
1
2
Ftu (3.1)
where F t is the transpose of the force vector F . These steps are shown in Fig. 3.1.
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Figure 3.1: BESO Flow chart to minimize C at a V ∗.
Given an evolution rate, v, filter radius, R, area or volume constraints, V ∗ and a discretized
design domain, an FEA is performed to ascertain structural elemental sensitivities, λa. These
λa are equivalent to the elemental strain energies and are filtered in two stages to eliminate the
checkerboard patterns. First, by computing a volume weighting of the sensitivities of the elements
connected to a node, b, through:
ηb =
N∑
a=1
Vaλa
N∑
a=1
Va
(3.2)
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where N is the total number of elements connected to the node b. This calculates the average ele-
mental sensitivities associated with the nodes. Secondly, a longer wavelength elemental sensitivity,
λa, is calculated by finding nodes b whose distance r to the center of an element a is less than or
equal to the filter radius, R (i.e. r(a) ≤ R). These nodes contribute to λa according to:
λa =
N∑
b=1
ψ(dab)ηb
N∑
b=1
ψ(dab)
(3.3)
where ψ(dab) = R − dab. The value of R can be set as a multiple of the distance yc between the
center P of an element a and it’s nodes:
R = R′yc (3.4)
where R
′
is a user defined scaling factor. This is illustrated for a tetrahedral element in Fig. 3.2.
Figure 3.2: Illustration of R for a tetrahedral element.
The components of vector P are calculated by determining the center of mass:
Pj =
1
g
g∑
b=1
Dbj (3.5)
where j is the direction and g is the number of nodes on the element. The distance yc is given by:
yc =
√ ∑
j=x,y,z
(Dbj − Pj)2 (3.6)
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A further step is performed to smooth the filtered sensitivities. The final sensitivity is then given
by an average of the current sensitivity, λ
i
a, and the sensitivity at the previous iteration, λ
i−1
a , such
that:
λa =
λ
i
a + λ
i−1
a
2
(3.7)
λa is used in step 4 to classify elements as either solid or void. The volume fraction (Vi/V0) of the
design is checked iteratively against V ∗. At each step, if it is greater than V ∗ then a new target
volume, Vi+1, is computed from:
Vi+1 =
 Vi(1− v), Vi/V0 > V
∗
V ∗V0, Vi/V0 ≤ V ∗
(3.8)
such that upon the next iteration the elements removed bring the volume of the design to Vi+1 and
the design progressively moves towards V ∗. If the volume fraction of the design reaches a value
less than V ∗, then we compute Vi+1 from the product of V ∗ and V0. Sub-steps within step 3 are
shown within the dashed line in the flow chart (Fig. 3.1). After Vi+1 is computed, all elements are
ranked in descending order of λa. The first listed elements, whose total volume equals Vi+1, are
marked for retention. Therefore, λa of the last element in this list is labeled λdel. Solid elements
having sensitivity values below λdel are then marked for deletion from the design domain. Deletion
is achieved by either soft or hard killing as mentioned earlier. The TO cycle is then repeated until
∆C is less than, θ, and V ∗ is obtained. ∆C is computed using:
∆C =
|
T∑
k=1
(Ci−k+1 − Ci−T−k+1)|
|
T∑
k=1
Ci−k+1|
(3.9)
where T is the range over which convergence is checked, k is the sequence of integers from 1 to T .
3.2 An Implementation Of the BESO Algorithm
This section describes the procedures and functions that were used to implement the BESO algo-
rithm. Aspects of the BESO algorithm were coded into functions to allow the resolution of two and
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three dimensional problems. It was important to achieve this since the second research question
seeks to understand if observations made in two dimensions also hold for three dimensional prob-
lems. This was also done to investigate the practicality of the AMS-BESO in three dimensions.
Problems were defined with a preprocessor called Hypermesh (Altair, 2009), and then exported as
a Nastran file. This file contained analysis type, load cases, response requests, labels, forces, output
format, boundary conditions, elements, materials, and nodal coordinates needed for the iterative
FEA. MATLAB codes was then used to update the nastran file until an optima is reached. This
was achieved with five functions which include:
 Elements and nodes reader
 Results reader
 Nodal sensitivity calculator
 Elemental sensitivity calculator
 BESO optimizer
 Element property updater
The elements, nodes, results readers and elements property updater formed the set functions needed
to exchange FEA data between MATLAB and Nastran while aspects of the FM-BESO algorithm
were coded into the other functions. Where possible, all functions were structured to treat data in
batches or parallel to enhance efficiency. For descriptive purposes, italicized symbols are adopted
for scalar variables, and bolded italics are used for vectors and matrices. The first function, the
element data reader, was used to read text files containing element connectivity and nodal coordi-
nate’s data. The flow chart for this function is shown in (Fig. 3.3). The file containing elements
and nodes were passed to this function in the form of a MATLAB cell array. A counter J was used
to read the files sequentially. By setting J initially to one, data in the elements file was read. J
was set to two and then the nodes file is read. The elements file was read into a matrix EC , while
nodes file is stored in a matrix b. Both EC and b were 2 dimensional arrays, with the layouts
shown in Fig. 3.4. EC was a f by g matrix with f elements located in g rows. The first column
in EC held the property ID for each element connected to nodes stored in the second to the last
column (Fig. 3.4a). For example, an analysis involving triangular elements, g equals 4 since there
are three nodes and one property ID per element. The b was a h by 3 matrix where each column
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held the X, Y and Z Cartesian coordinate (Fig. 3.4b) of h nodes. After reading element and node
data into the EC and b matrices, Nastran was called to execute the bdf -file from within MATLAB.
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Figure 3.3: Flow chart of element data reader function used for reading element and node data.
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Figure 3.4: Layout of element data matrices (a) Elements connectivity, EC, matrix (b) Node, b
matrix.
An exclamation mark “!” was used for this purpose as it denotes a call to an operating system
command from within MATLAB. For example to submit a bdf -file named “slate.bdf” to Nastran,
the following command was issued,
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!C:\MSC.Software\MD_Nastran\bin\md2008 nastran slate.bdf
By default, Nastran completed this analysis before the next stage of optimization was initiated in
MATLAB. Large data files were created along with the f06 and punch files. The content of these
files were not needed for the TO but consumed hard disk space which lead to a fatal error during
the TO. Hence, these files are deleted each time by including two additional arguments at the end
of the command line. This transforms the command line to:
!C:\MSC.Software\MD_Nastran\bin\md2008 nastran slate.bdf old=no scr=yes
The f06 and punch file created after the analysis were read using the results reader. The structure
of this function is shown in Fig. 3.5. The function began by opening the f06 -file. Each line was
read iteratively into a variable, TL, which was compared with the text “External Work” since
Nastran prints the total strain energy, C, of the topology under this text.
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Figure 3.5: Results reader flow chart showing the different steps for reading FEA results.
The comparison continues until the text is found, C was read and the f06 was closed. The punch
file was then opened, elemental strain energy, λa was then read and stored in λ. The EC , λ, and
b matrices were then passed to the nodal sensitivity function whose structure is shown in Fig. 3.6.
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Figure 3.6: Flow chart for calculating nodal sensitivities from λa.
This function was structured to implement Eqn. 3.2. It began by initiating an h (number of
nodes in b) by 2 matrix, η0, and a counter, a. Nodes for each element, a, were iteratively stored
in a vector ~Sa from EC . The product of λa in λ and Va in V was added to the first column of
η0 at rows ~Sa. Va was also added to the second column of η
0, at the same rows. This operation
was perform for all elements (i.e. a≤f). Each value in the first column of η0 was then divided
by the value in the second column of η0 sharing same row to get η. The η, EC , b, and R
′
were
then passed to the element sensitivity function, which was written to implement Eqn. 3.3. Fig.
3.7 shows the flow chart for the element sensitivity calculator. The midpoint of each element, a,
was calculated and stored in matrix P where:
Pa = [Xa, Ya, Za], (3.10)
Xa =
1
g−1
g∑
j=2
b(EC (a,j),1), Ya =
1
g−1
g∑
j=2
b(EC (a,j),2), Za =
1
g−1
g∑
j=2
b(EC (a,j),3)
The first node for each element is also extracted and stored in F where:
Fa = [b(EC(a,1),1), b(EC(a,1),2), b(EC(a,1),3)] (3.11)
The choice of node was irrelevant since it was used to calculate the equal distance between the
center of an element and its nodes. The filter radius, R, was then calculated as a multiple of
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the distance between corresponding points in P and F , R
′
being the multiple. The contents of
R defined the distance limits needed to filter λ. An empty matrix λ was first initiated (with
dimensions f by 1).
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Figure 3.7: Flow chart for calculating filtered elemental sensitivities from nodal sensitivities.
Nodes whose distance, d, to the center of an element, a, was within R were collected into a vector
Lg. Lg was used to extract d and the corresponding nodal sensitivities from η. The λa was
therefore calculated as:
λ(a,1) =
(R(Lg,1) − d(Lg,1))η(Lg,1)∑
(R(Lg,1) − d(Lg,1))
(3.12)
λa was averaged with its value in the previous iteration (Eqn. 3.7) before passing it, along with
EC and Vi+1, to the next function, the FM-BESO optimizer. Fig. 3.8 shows the flow chart for
the FM-BESO optimizer. The target volume, Vtag was calculated from the product of V
∗ and the
total volume of design elements in the domain. The total volume of elements, Vi, associated to
the solid elements property, SID was determined. If Vi was greater than Vtag, Vi+1 was computed
from Eqn. 3.8, else Vi+1 was set to Vtag. The λa values in λ were then sorted in descending order.
The sorted λa was then used to determine λdel, as explained in Section 2.4.3. Elements associated
to the soft-killed element property, VID, were stored in Lg. The number of elements, Add, to
re-associate with SID from this set was then calculated from λdel. An element adding subroutine
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was then initiated if there were enough elements in Lg (i.e. if Add is less than the size of Lg).
This check was important since for a TO involving a design domain fully populated with solid
elements, Lg would be empty. A matrix SV was constructed to hold Lg in its first column and
corresponding λa in its second column. Rows in SV were sorted based on λa. The last Add rows
were collected into vector SV1 . Rows in EC found in SV1 had their first column set to SID.
Vector Lg was re-initialized to hold rows numbers of elements in EC associated to SID which
represent solid elements in the domain. Matrix SV was then reconstructed as before, if the current
volume, Vi, was greater than Vi+1. A variable, Rem, was determined as the difference between
the Vi+1 and Vi. Rem was the total number of elements that was soft-killed to return the current
volume of the intermediate topology to Vi+1. The first Rem rows were collected into SV1 . EC
was then passed to the property updater function. This function created a new definition of the
element file (Fig. 3.9).
The property updater function was structured to handle the four element types. It accepted
EC, Dim and the element file name. It is important to note that this file name must correspond to
that included in the bdf file, to ensure the most recent property distribution was referenced during
the next analysis. EC was amended to include two extra parameters needed by Nastran syntax.
The first was the elemental identification number, ID, to distinguish elements from each other.
This was constructed in a vector, ID, and merged horizontally with EC . A second variable, C1,
was initiated to hold the Nastran elements command name. Its content was determined by the
number of nodes per element and Dim which could assume a value of two or three depending
on the FEA dimensions. The Dim variable was needed to distinguish between quadrilateral and
tetrahedral meshes, which both have four nodes per element. Matrix EC and C1 were then written
to the element file. Arguments are separated by commas to conform to Nastran’s free field format.
Nastran was then called again to solve the FEA problem, as described earlier. It should be noted
that the last state of the element file was the optimum. The whole process continued until the TO
converged. Elements associates with SID were extracted from this file to represent the optimum
topology. The next section described how this implementation was performed for initially porous
domain.
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Figure 3.8: Flow chart for BESO optimizer.
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Figure 3.9: Flow chart for updating elemental properties.
3.3 Probabilistic BESO
A function was also written to impose a random level and distribution of porosity on a domain.
Consequently, some elements in the domain were soft-killed prior to the TO. This was accomplished
by randomly allocating solid identification number, SID, and void identification number, V ID, to
elements in the design domain prior to a TO. The function written for this purpose was similar to
the property updating function as illustrated in Fig. 3.10. Unlike the property updating function, a
list of elements associated with SID was constructed in variable Lg. The size of Lg was multiplied
by a fraction 0.5 to get a variable, Rt. Rt controlled the number of V ID elements scattered in the
design domain. By setting Rt to 0.5, half of the design domain was populated with these elements.
A vector Ra, with size Rt was constructed to contain randomly generated numbers between 0 and
1. The variable Ra was replaced then by its multiplication by the size of Lg. Elements belonging
to Rows Lg were associated to V ID. As explained with the property updating function, the ID
matrix was merged with EC column wise.
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Figure 3.10: Flow chart of function used to impose a random distribution of initial porosity on a
domain.
3.4 Benchmarking the Code Performance with the Litera-
ture
To investigate the validity of the FM-BESO implementation, the same dimensional and parametric
values as those used by Huang and Xie (2007) were assumed in the benchmark study. The length,
L, breadth, B, filter radius, R, evolution rate, v, and area fraction, A∗, were set at 80mm, 50mm,
3mm, 1% and 0.5 respectively. The length of the plate was divided into 160 divisions while the
width is divided into 100 resulting in 16,000 quadrilateral elements. The objective of the TO was
to minimize total strain energy, C. A force of 100N was applied to the mid node on the right side
of the plate as shown in Fig. 3.11, while all degrees of freedom were constrained on the left side.
The design domain was fully populated with solid elements at the start of the TO. Fig. 3.12 shows
intermediate and final topologies achieved at iteration 15, 30, 45, 60, 69 and the final, converged
topology at iteration 84. Most of the topological features at intermediate iterations are similar
to Huang and Xie’s (2007) results. The TO also converged to the same symmetrical topology at
iteration 84 with a similar value of C∞ (1.87Nmm) to that achieved by Huang and Xie (2007).
Also, a largely similar C profile was observed for duration of the TO. This similarity is seen in
Fig. 3.13 where C and Ai are plotted against iteration, i for observed C and that achieved in
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Huang and Xie (2007), CHX . The plot illustrates increasing C as the area progressively reduced
towards to A∗. After this the optimal value of C for the target Ai was achieved at convergence.
This agreed with the literature and illustrates the validity of the results achieved by the code.
Huang and Xie (2007) proposed a parametric domain suitable for FM-BESO, however, did not
analyze conclusively the effect of FM-BESO parameters on a solution. It is important to know the
effects of these parameters as it relates to AM solutions. Therefore, the next section is focused on
investigating this.
 
F 
L 
B 
Figure 3.11: A cantilever plate, fixed at one end and load at the mid point of the other end.
  
 
  
 
 
(a) (c) (b) 
(d) (f) (e) 
Figure 3.12: Intermediate and final topologies at different iterations, (a) 15 (b) 30 (c) 45 (d) 60
(e) 69 (f) 84.
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Figure 3.13: A plot of C and Ai against i. CHX refers to results from Huang and Xie (2007)
3.5 Two Dimensional Parametric Studies
Parametric studies were performed to understand the effects of FM-BESO parameters on a TO.
Length, L, and Breadth, B, were set to 160mm and 100mm to give a mesh consisting of 16000
elements which is consistent with that using in the previous section. The study was structured into
12 factorial simulations, as shown in Table 3.1. By choosing to structure simulations factorially,
the direction (increasing or decreasing) in which filter radius factor, R, and evolution rate, v,
influences simulation characteristics are determined. Each set of four simulations was performed
at same area fraction constraint, A∗, resulting in 3 sets of simulations. Simulations PS2-1 to PS2-4
were performed at A∗ equals 0.5, Simulations PS2-5 to PS2-8 for A∗ set at 0.3, and Simulations
PS2-9 to PS2-12 for A∗ set at 0.2. The “-” and “+” designates the low and high values of R and
v. Each of these simulations were unique combinations of R and v, where R was either 1mm or
3mm and v is 1% or 10%. Total strain energy at convergence, C∞, iterations to convergence, ic,
and the number of members in the solution, M , were collected for each simulation. The reasons
for characterizing solutions with C∞ is obvious, since this represents the main objective of the TO,
however, M and ic are also useful. M of a solution gives insight into its complexity and therefore
it is an important quantity for AM which is not limited by part complexity. Also ic is a measure
of how quick FM-BESO could achieve a solution and therefore it is use to understand how this
can be controlled using parametric settings. Simulations PS2-5 to PS2-8 and Simulations PS2-9
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to PS2-12 are repetitions of Simulations PS2-1 to PS2-4 at different values of A∗. These three
values of A∗ were chosen to allow an understand of parametric dependencies at high and low A∗.
Numerical data for these two dimensional parametric simulations can be found in Appendix B.
Table 3.1: Simulations conducted for two dimensional parametric studies
Simulation R(mm) v A∗
PS2-1 1(-) 1 (-) 0.5
PS2-2 3(+) 1 (-) 0.5
PS2-3 1(-) 10(+) 0.5
PS2-4 3(+) 10(+) 0.5
PS2-5 1(-) 1 (-) 0.3
PS2-6 3(+) 1 (-) 0.3
PS2-7 1(-) 10(+) 0.3
PS2-8 3(+) 10(+) 0.3
PS2-9 1(-) 1 (-) 0.2
PS2-10 3(+) 1 (-) 0.2
PS2-11 1(-) 10(+) 0.2
PS2-12 3(+) 10(+) 0.2
3.5.1 Simulations PS2-1 to PS2-4
Figs. 3.14 shows topologies obtained for Simulations PS2-1 to PS2-4. The Simulations appear to
have converged to three distinct topologies assuming Figs. 3.14c and 3.14d are approximately the
same. Though Figs. 3.14a and 3.14b are different in both topology and M , they have same C∞
shown in Table 3.2. However, their C∞ and M differs from those of Figs. 3.14c and 3.14d. The C
profiles for all four simulations are shown in Fig. 3.15. The behavior of C was characterized by two
stages; a monotonic increase in its value up to the point where A∗ was reached and then a decay
in C to an asymptotic value, C∞. These peaks are clearer in Simulations PS2-3 and PS2-4 where
v was set at 10% where as for Simulations PS2-1 and PS2-2, in which v was 1%, the decreasing
C is absent. The higher value of v in Simulations PS2-3 and PS2-4 results in a higher value of
asymptotic C, C∞, than seen in Simulations PS2-1 and PS2-2. It can be inferred that higher v
causes the TO to be less stable. However, increasing R for the same v appear to have minimal
effect on C∞ as observed with Simulations PS2-1 and PS2-2 where C∞ is equal. The effects of
these two factors on ic is not clear. Detailed quantitative analysis of this is given in Section 3.5.4.
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(c)          (d) 
 
 Figure 3.14: Optimum topologies for parametric analysis, Simulations PS2-1 to PS2-4: (a) PS2-1
(b) PS2-2 (c) PS2-3 (d) PS2-4.
Table 3.2: Parametric C values for Simulations PS2-1 to PS2-4.
Simulation C∞ (Nmm) M
PS2-1 1.85 30
PS2-2 1.85 27
PS2-3 1.88 8
PS2-4 1.89 8
3.5.2 Simulations PS2-5 to PS2-8
Fig. 3.16 shows topologies for Simulations PS2-5 to PS2-8. Again, the TO converge to three
distinct topologies with Figs. 3.16c and 3.16d being essentially the same. However, the topologies
are different from Fig. 3.14. The similarities in Figs. 3.16c and 3.16d is also evident in their
identical values of C and M which are 3Nmm and 8 respectively. A general increase is observed
for C in Simulations PS2-5 to PS2-8 when compared with those of simulations PS2-1 to PS2-4.
This is expected since the lower value of A∗ (0.3) results in less material in the final structure. Fig.
3.17 shows a plot of C against i for these simulations.
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Figure 3.15: A graph of C against i for Simulations PS2-1 to PS2-4.
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Figure 3.16: Optimum topologies for Simulations PS2-5 to PS2-8: (a) PS2-5 (b) PS2-6 (c) PS2-7
(d) PS2-8.
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Table 3.3: Parametric C values for Simulations PS2-5 to PS2-8.
Simulation C∞ (Nmm) M
PS2-5 2.95 22
PS2-6 2.94 17
PS2-7 3.00 8
PS2-8 3.00 8
The previously observed peaks are not as marked. However, other instabilities are observed
prior to Ai reaching A
∗. Beyond this point, the curves are more stable. Again, simulations
with higher v (i.e. Simulations PS2-7 and PS2-8) converge to a slightly higher C∞. Another
notable feature of Fig. 3.17 is the significant difference in ic between Simulations PS2-5, PS2-6
and Simulations PS-7, PS2-8. A detailed quantitative analysis is given on this issue in Section
3.5.4.
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Figure 3.17: A graph of C against iteration for simulations PS2-5 to PS2-8.
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3.5.3 Simulations PS2-9 to PS2-12
Fig. 3.18 shows topologies for Simulations PS2-9 to PS2-12 which appear to have converged to the
same topology with M equal to 8. However, the C∞ shown in Table 3.4 is observed to be different
for these solutions. The features of the topology causing this difference in C∞ is not immediately
clear. However, a closer inspection glance reveals different inclination angles and lengths for the
members in the different solutions. A plot of C against i is shown in Fig. 3.19. Again, C increases
generally initially as Ai was decreasing. Also, as observed previously, simulations with higher
v (Simulations PS2-11 and PS2-12) required fewer less iterations to converge. Generally, it can
be seen from all the simulations that as A∗ decreased, the number of members constituting the
structure decreased, with the optimum resembling each other at low A∗. This is expected since
fewer combinations of solid elements exist at lower A∗.
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Figure 3.18: Similar optimum topologies for Simulations PS2-9 to PS2-12: (a) PS2-9 (b) PS2-10
(c) PS2-11 (d) PS2-12.
3.5.4 Discussion and Analysis of Parametric Results
In this section the main effects and interactions v and R, are computed. To do this effectively, it
is useful to define symbols for these effects, as follows:
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Table 3.4: Parametric C∞ values for Simulations PS2-9 to PS2-12.
Simulation C∞ (Nmm) M
PS2-9 4.38 8
PS2-10 4.43 8
PS2-11 4.46 8
PS2-12 4.46 8
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Figure 3.19: A graph of C against iteration for Simulations PS2-9 to PS2-12.
 E˘C∞v, main effect of v on C∞,
 E˘C∞R, main effect of R on C∞,
 E˘C∞vR, interaction effects of v and R on C∞,
 E˘Mv, main effect of v on M ,
 E˘MR, main effect of R on M ,
 E˘MvR, interaction effects of v and R on M ,
 E˘icv, main effect of v on ic,
 E˘icR, main effect of R on ic,
 E˘icvR, interaction effects of v and R on i.
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The main and interaction effects, E˘ were calculated from the general Eqn. (Spall, 2010):
E˘ =
∑
Z+ −∑Z−
2
(3.13)
where Z+ was the value assumed by C∞ M or ic for all simulations with the factor set as high (or
“+”). Z− was the value of these responses when the factor is set as low (or “-”). Results from
Sections 3.5.1, 3.5.2 and 3.5.3 can be summarized in Table 3.5. The main effects E˘C∞v, E˘C∞R,
E˘Mv, E˘MR, E˘iv, and E˘iR are calculated by using column 2 and 3 of table 3.5. For example by
using column 2 in Eqn. 3.13 E˘C∞v at A
∗ equals 0.5 is:
E˘C∞v =
((+1)(1.880) + (+1)(1.891))− ((−1)(1.852) + (−1)(1.851))
2
(3.14)
Multiplying the signs in columns 2 and 3 in Table 3.5 also yields column 5, which is used to
compute the interaction effects, E˘C∞vR, E˘MvR and E˘ivR. Spall (2010) describes in great detail
the determination of main and interaction effects from responses. The results computed for all
effects are shown in Table 3.6. In Table 3.6, effects with a positive sign indicate that increasing the
factor increase the response concerned. For example, the positive value of E˘C∞v indicates that an
increase in v increased C which compromised the objective. However, a negative sign minimized
C.
It can be seen that an increase in v cause the TO to move towards a less optimal solution for
all three A∗. Increasing R appears to support the objective at A∗ equal to 0.5 and 0.3 and opposed
it at 0.2. However, this variability and the low values of E˘C∞R indicates a weak dependency of
C∞ and R. It can be seen in Table 3.6 that increasing both v and R minimized M at A∗ equals
0.5 and 0.3, but has no effect on M when A∗ is set at 0.2. However, the interaction of these two
factors appears to have increased the complexity of the solution. The value of E˘MvR is likely to
have minimal effect on the decline of M as seen from the magnitude of E˘MR. The signs of E˘Mv
indicates that increasing v minimized ic, this contrasts to the increase in ic when R was increased.
This means that more iterations are required for convergence at higher R. The interaction of both
factors changes sign, initially increasing ic at A
∗ equals 0.5 and then reducing ic at A∗ equals 0.3
and 0.2. It can be inferred from this data that while an increase in v could be computationally
more efficient, it could compromise the quality of the solution at this mesh size. The observed
increase in C∞ as A∗ is reduced is expected and is due to less material in the solution causing an
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increased C∞. Also, this reduction in A∗ has a detrimental effect on solution complexity, since
Table 3.6 shows a decrease in solution complexity, M , as A∗ is decreased. At A∗ equal 0.2, M is
independent of R or v. This implies that lowering A∗ might not be favorable for AM solutions.
However, lower values of A∗ could achieve light solutions with similar performance to those at
higher A∗ for other problems. Selecting and appropriate A∗ is therefore a subjective task since it
is heavily reliant on the domain size.
Table 3.5: Summary of results showing model matrix for v, R and vR including C∞, M and ic for
all simulations.
Simulation v R A∗ vR C∞ M ic
PS2-1 - - 0.5 + 1.853 30 83
PS2-2 - + 0.5 - 1.852 27 87
PS2-3 + - 0.5 - 1.891 8 72
PS2-4 + + 0.5 + 1.880 8 87
PS2-5 - - 0.3 + 2.945 22 129
PS2-6 - + 0.3 - 2.944 17 132
PS2-7 + - 0.3 - 3.005 8 41
PS2-8 + + 0.3 + 3.003 8 43
PS2-9 - - 0.2 + 4.381 8 169
PS2-10 - + 0.2 - 4.432 8 195
PS2-11 + - 0.2 - 4.459 8 57
PS2-12 + + 0.2 + 4.460 8 38
Table 3.6: Main and interaction effects of R and v in two dimensional parametric studies at different
A∗.
A∗ E˘C∞v E˘C∞R E˘C∞vR E˘Mv E˘MR E˘MvR E˘icv E˘icR E˘icvR
0.5 0.033 -0.006 -0.051 -20.5 -1.5 1.5 -5.5 9.5 5.5
0.3 0.060 -0.001 -0.001 -11.5 -2.5 2.5 -88.5 2.5 -0.5
0.2 0.053 0.026 -0.025 0 0 0 -134.5 3.5 -22.5
3.6 Probabilistic Studies
Authors of TO algorithms usually assume material distribution of a starting design. However,
little work has been done to study the effect this starting design has on an optimal solution. The
dependence of optimum topologies on the staring design can be studied by randomly distributing
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void elements in the domain before starting the TO. Previous work (Huang and Xie, 2007) on the
FM-BESO started with either a fully (Fig. 3.20a) or partly populated domain (Fig. 3.20b). Fig.
3.20d shows an example of the probabilistic allocation of property at the start of a FM-BESO.
While the solid elements might appear unconnected in Fig. 3.20d, the iterative FEA remains valid
if the void elements between the solid elements are assigned a low stiffness value as explained in
the Section 3.1.
 
(a) (b) 
(c) (d) 
Solid element domain Void element domain 
Figure 3.20: An illustration of different starting design (a) Fully solid domain (b) Partially solid
domain (c) Fully void domain (d) Probabilistic void distribution
Fig. 3.21 shows an example of a TO starting with a random distribution of void elements in
the domain. The intermediate topologies move from regions of unconnected solid elements in the
design domain to a single region of connected solid elements. Using the same values for R and
v while randomly changing the initial distribution of void elements in the domain, the effects of
starting points can be investigated. The same L, B, v, R, A∗, Young’s modulus and mesh sizes
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were used in the probabilistic study as those defined in Section 3.4. The TO was repeated 100
times with different random starting designs.
3.6.1 Probabilistic Results
Optimal topologies for each simulation are shown in Fig. 3.22 and Fig. 3.23 in grid form while
their corresponding strain energy at convergence, C∞, are shown in Table 3.7. For purpose of
discussions, the topologies are referenced by their row and column numbers. For example, (6,4)
refers to the topology in row 6, column 4 circled with a broken line in Fig. 3.22. The corresponding
total C∞ for topologies can be found in the same row and column of Table 3.7. Clearly, it can be
seen that though a number of start designs converge to the same topology, others differ significantly.
Also, while most of the TO converged to a meaningful optimal topologies, others attain topologies
that can’t be resolved structurally. Therefore these solutions are classified into three namely:
1. Unresolved solutions: These are solutions with multiple unconnected solid elements and are
therefore invalid. They include (3,1), (4,2), (6,2), (7,5), (8,3), (10,2), (10,5), (12,5), (14,1),
(16,4), (16,5), (19,4), (19,5) and (20,2)
2. Premature solutions: This is a group of solution which violate the area fraction constraint,
A∗, and they include(4,4), (8,1), and (12,3)
3. Valid solutions: All other solutions shown in Fig. 3.22 and Fig. 3.23 apart from those that
were unresolved or premature
The corresponding C∞ values in Table 3.7 of the unresolved solutions has left blank, while
those for premature solutions have been bolded and italicized. The third set of solutions, which
represent valid topologies constitute approximately 80% of the total number of runs perform. They
form the basis for further analysis. Some of these topologies are largely similar to Fig. 3.12f (e.g.
(1,4),(1,1)), while others differ from it significantly. Observed similarity are also evident in same
C∞ as shown in table 3.7. However, these similarities are not proof of same topology since (16,1),
(12,4), (12,2), (9,2), (3,2), (9,3), (20,3), (16,3), (12,4), (2,5) and (18,5) differ from Fig. 3.12f but
have the same value of C∞. Other topologies differs completely from Fig. 3.12, with some having
C greater than 1.87Nmm and others having less. These occurrences suggest existence of multiple
solutions within the domain.
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(a) (b) 
(c) (d) 
(e) (f) 
Figure 3.21: An example of probabilistic start showing intermediate topologies at different itera-
tions: (a) 1 (b) 3 (c) 10 (d) 20 (e) 35 (f) 55
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 Figure 3.22: Probabilistic topologies for simulations R-1 to R-50 for random start TO.
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 Figure 3.23: Probabilistic topologies for R-51 to R-100 for random start TO.
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Table 3.7: C∞ (Nmm) values for probabilistic topologies shown in Fig. 3.22 and Fig. 3.23. This
include C∞ values for valid solutions, those for premature solutions which have been bolded and
italicized.
1 2 3 4 5
1 1.87 1.86 1.88 1.87 1.91
2 1.86 1.88 1.86 1.87 1.87
3 - 1.87 1.85 1.86 1.86
4 1.88 - 1.85 1.23 1.86
5 1.86 1.89 1.85 1.86 1.85
6 1.86 - 1.90 1.86 1.90
7 1.94 1.87 1.86 1.86 -
8 1.21 1.86 - 1.86 1.85
9 1.86 1.87 1.87 1.87 1.82
10 1.86 - 1.90 1.89 -
11 1.90 1.86 1.86 1.87 1.86
12 1.87 1.86 1.31 1.87 -
13 1.89 1.86 - 1.88 1.86
14 - 1.86 1.87 1.87 1.88
15 2.58 1.92 1.85 1.86 1.86
16 1.87 1.86 1.87 - -
17 1.86 1.87 1.88 1.86 1.88
18 1.91 1.93 1.86 1.93 1.87
19 1.88 1.86 1.90 - -
20 1.85 - 1.87 1.86 1.88
As mentioned in Chapter 1, buckling constraints were not included in this work. A consequence
of which is the emergence of solutions in the Fig. 3.23 and Fig. 3.22 whose appearance suggests
they could buckle under applied load. For example (3,3), (3,4), (20,3) all have struts whose sizes
appear they could fail under compressive loads. However, (1,1), (4,1), (5,1) and (1,4) are unlikely
to buckle since all their struts are thicker. The next Section employs some statistical tools to better
understand the variations observed within the performance data of valid solutions.
3.6.2 Analysis of Probabilistic Results
A statistical analysis was performed by classifying the C of the valid topologies into intervals. The
C∞ values greater than 1.922Nmm were treated as outliers since they differ significantly from the
rest of the data and only represent 0.06% of the total valid data collected. The value 1.922Nmm is
the upper limit of the highest interval constructed to classify data. All intervals and their frequency
are therefore shown in Table 3.8. The frequencies of the intervals are plotted as a bar chart in Fig.
3.24.
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Table 3.8: C∞ (Nmm) Intervals and their frequencies
No. Bin Frequency
1 1.820 → 1.837 1
2 1.837 → 1.854 7
3 1.854 → 1.871 44
4 1.871 → 1.888 15
5 1.888 → 1.905 8
6 1.905 → 1.922 2
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Figure 3.24: Bar chart showing the frequency of the intervals.
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Assuming the frequencies of the bins in Table 3.8 are normally distributed about a mean, µ, of
1.871Nmm and standard deviation, σ, of 0.0318, (Both µ and σ are determined from the frequency
data), significance testing is performed to investigate if there is sufficient evidence within the data
to suggest a contrast in average performance to that of the same problem solved with a fully solid
domain (Section 3.4), recalling that C∞ was calculated to be 1.87Nmm for this problem with
this approach. Therefore, a two tailed test is formulated with the null, H0, and alternative, H1,
hypothesis stated as:
H0: µ = 1.87, H1: µ 6= 1.87
For the sample size, n, equal 6, the test statistic, z can be calculated as:
z =
µ− 1.87
σ/
√
n
=
1.871− 1.87
0.0318/
√
6
= 0.078 (3.15)
Also, at n−1 degrees of freedom, the critical value, zc can be calculated for 1.87 as 0.120, assuming
a 95% confidence level. The location of zc is shown on a normal distribution in Fig. 3.25 with
the region under the curve classified as either an acceptance or rejection of the null hypothesis.
As seen on the graph, z ≤zc, hence H0 is accepted at this confidence level. This means there is
no sufficient evidence within the data to suggest the starting design compromises or enhances the
quality of a solution when solving this problem. An implication of this inference is the existence
of multiple solutions with similar performance for this cantilever problem. However, it should be
noted that at a finer mesh or more complex problem the inference could be different. Also, a
secondary criterion might make some of these topologies preferably to Fig. 3.4.
 
 
0 zc=0.12 zc=-0.12 
Accept H0 
Reject H0 Reject H0 
z 
Figure 3.25: Position of zc and z in a normal distribution justifying the acceptance of the null
hypothesis.
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With reference to AM, an increased number of members of shorter dimensions are often preferred
to thicker members. These shorter members could acts as support structures during production,
hereby making it unnecessary to include other supporting structures and eliminating the need for
removing them. Interestingly, the contrast in solutions observed during the parametric analysis
suggests the TO could be steered towards such solutions without randomizing the starting design.
Hence focus is placed on the value assumed by the filter radius, R and evolution rate, v, for
the remaining part of this work. However, it remains unclear if observations made for the two
dimensional parametric analysis holds for a three dimensional problem. Huang and Xie (2007)
proposed a parametric domain for R and v but did not study conclusively using statistical tools
the implications of these parameters on solution characteristics nor was such implications related to
AM. Work done in this section showed that values assumed by these parameters have considerable
implications for AM designs. Similar studies for other TO algorithms like the SIMP algorithm
might show similar behaviour, however, this has not been done, and therefore observation made in
this section might not predict the dependencies of such algorithms.
3.7 A Hybrid Algorithm for Two Dimensional Topology Op-
timization
In the previous section, parametric dependencies of the FM-BESO algorithm were investigated.
The purpose of this was to understand these effects and to enable an informed selection of the
values of these parameters for AM. This section describes and tests the hybrid algorithm which
was proposed in Chapter 2. It is composed of a modified form of the BESO algorithm, and a hr−
refinement strategy. This composition offers interesting capabilities for optimizing topologies for
AM since it would enhance computational efficiency. The chapter begins by describing the modi-
fied version of the BESO algorithm and then the hr− refinement strategy, which was designed for
an unstructured triangular mesh. The refinement strategy involves the progressive refinement of
elements at the boundaries of intermediate topologies while coarsening other regions. Using Eng-
wirda’s (2005) h−refinement code, elements were selectively refined while coarsening was achieved
by edge collapse (Zhigeng and Jiaoying, 2001). Both steps are explained fully in Section 3.7.2. A
logic for recognition of elements to refine and collapse was also developed. To minimize any degra-
dation in mesh quality, the mesh was also subjected to Laplacian smoothing (Glen and Hansen,
2005) (an r−refinement method). Performance of the AMS-BESO algorithm was tested against
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that of the FM-BESO algorithm by solving a cantilever plate problem. The MATLAB codes and
data generated in this chapter can be found in Appendix C.
3.7.1 Modified BESO
Huang and Xie’s (2007) version of the FM-BESO algorithm is best suited for a uniform mesh
for the entire duration of a TO. This is because it employs the elemental strain energies, λa, of
elements, a to separate efficient elements from inefficient ones. Since elemental area, A, is constant
and uniform for this mesh, the TO is not dependent on A. For the graded mesh employed in the
hr− algorithm, the elemental total strain energy densities, χa, were more appropriate for the TO
since this is independent of the area of the elements. An outline of the modified BESO procedure
is listed as follows:
1. FEA
2. Computation of elemental strain energies, λa
3. Calculation of filtered elemental total strain energy densities, χa
4. Calculation of a target area, Ai+1,
5. Deletion and addition of elements based on thresholds, χthdel, χ
th
add
6. Adaptive mesh improvement
7. Comparison of change in total strain energy, ∆C, against a tolerance, θ
8. Iteration of steps 1 to 7 until ∆C is lower than θ
The difference between these steps and those of the original FM-BESO by Huang and Xie (2007)
is the computation of χa, determination of χ
th
del and χ
th
add and inclusion of an adaptive meshing
strategy. Many of these steps were explained in Section 3.1. Hence, only the modifications to the
previous method are described in this chapter. The elemental total strain energy densities, χa,
were computed from λa through:
χa = λa/Aa (3.16)
where Aa was the area of element, a. The χa were filtered to suppresses the appearance of checker-
board patterns using Eqn. 3.2 and 3.3. Ai+1 was then calculated according to Eqn. 3.8. Solid
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elements belonging to set Ω̂ were sorted in descending order of χa, which allowed the construction
of a cumulative area set κ̂ for each element through:
κ̂(a) =
a∑
j=1
Ω̂(a) (3.17)
The χa of an element whose corresponding cumulative area, κ̂a was nearest to Ai+1 was assigned to
a threshold, χthdel. Solid elements with χa below χ
th
del were soft-killed. The χa of the element whose
cumulative area, Ω̂(a), approximately equaled Ai+1 − Ai was assigned to a different threshold,
χthadd. Elements with χa above this threshold were re-associated to the existing property for solid
elements. The mesh was then improved through the AMS detailed in the next Section.
3.7.2 Adaptive Meshing Strategy (AMS)
The AMS was composed of selecting, refining, coarsening and smoothing steps. Certain sets
are defined to enhance the description of the AMS. These include:
 Û = {All elements in design domain}
 Q̂ = {Solid elements connected to boundary edges}
 Â = {Elements in Q̂ whose A exceeds a lower limit, Amin}
 R̂ = {Elements selected for refinement}
 N̂ = {New elements derived from R̂}
 Ô = {Old elements}
 Ĉ = {Elements hard-killed }
 X̂ = {Points whose X Cartesian coordinates lied on the design domain boundary}
 Ŷ = {Points whose Y Cartesian coordinates lied on the design domain boundary}
The first stage in the AMS was to select the elements at the boundary of the current topology. A
connectivity matrix, L, was constructed to contain the total number of elements in the mesh, h.
Each row in L held the node identification numbers, b, of nodes connected to element, a. An edge
matrix E with 3h (number of elements times the number of edges on a triangular element) rows
and 2 columns was then constructed from L through:
Ei,k = Lx,y (3.18)
where,
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x =
 i− b
i
hc × h, if b ihc 6= ih
h , if b ihc = ih
y =
 d
i
he+ (k − 1), if d ihe ≤ 4− k
1 , if d ihe > 4− k (3.19)
x and y were the row and column numbers of L respectively, where 1 ≤ x ≤ h and 1 ≤ y ≤ 3.
Also, 1 ≤ i ≤ 3h, and 1 ≤ k ≤ 2 with each row, i, in E holding the node numbers connected
to each edge in each k column. Some edges occurred once, others occurred twice. Edges existing
only once represented those lying on the boundary of the topology. These edges were placed in a
matrix E1. The set of elements, Q̂, connected to these edges was then: determined by
Q̂ = {a : Ej1 ⊆ La,(1,2,3)} (3.20)
where j was an integer used to select edges in E1 for each element, a. The size of Q̂ was further
reduced by subjecting it to two criteria. The first involved a lower area limit, Amin, imposed on
members of Q̂ so that only elements with area, Aa, above Amin were passed to R̂. Secondly, the
size of R̂ was reduced by removing elements whose Aa fell below a certain percentile (90%). These
two steps prevented an infinite growth in the number of elements.
Engwirda’s (2005) method was employed for refinement purposes. This replaced elements in R̂
with new smaller elements based on two refinement templates. This was achieved by first storing
the edges of elements to refine in E1 and then computing their mid points. Elements with all
three edges belonging to E1 were divided into four elements, while elements with a single edge
in E1 were divided into two on the edge found in E1. A consequence of this approach was the
preservation of mesh conformity as illustrated in Fig. 3.26. Assume an element A with vertices
P1, P2 and P3 was selected for refinement (Fig. 3.26a). Mid points P4, P5 and P6 are computed
along its edges (Fig. 3.26b). Element A is then replaced by elements B, C, D and E. Adjacent
elements F , G, H sharing an edge with A originally and now with B, C, E are divided into two
(Fig. 3.26c), thereby reinstating the conformity of the entire mesh (Fig. 3.26d). A more detailed
description of this algorithm can be found in Engwirda (2005). Elemental properties of the refined
elements were inherited by the corresponding new elements. After refinement, Ô were constructed
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from N̂ , mathematically expressed as:
Ô = N̂ c = Û \ N̂ (3.21)
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Figure 3.26: Illustration of the element refinement templates.
Construction of Ĉ was accomplished by extracting the smallest 1% of elements in Ô. This lower
range was appropriate to prevent excessive distortion of elements in the mesh. Also, elements lying
on the boundaries of the design domain were removed from Ĉ. Mathematically, this is expressed
as:
Ĉ = Ĉ \ ((Ĉ ∩ X̂) ∪ (Ĉ ∩ Ŷ )) (3.22)
Ĉ and the mesh were passed to the coarsening subroutine where the element collapsing (Zhigeng
and Jiaoying, 2001) operation was performed. The flow chart for this subroutine is shown in
Fig. 3.27. Counter n was initially set to 1 to select the first edge in an element position at the
beginning of Ĉ. Set Ĉ was iteratively checked until it was empty, which initiated the termination
of the coarsening operation. However, a populated Ĉ initiated a loop where a restoration point
was created by duplicating the current mesh into Nmesh. The n
th edge of the first element in Ĉ
(Fig. 3.28a) was then collapsed in Nmesh by setting both the first and second nodes of the edge to
the mid point, Pmid, of that edge, as illustrated in Fig. 3.28b.
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Figure 3.27: Flow chart for coarsening subroutine based on element edge collapse.
This operation caused a degeneration in elements connected to the edge and an enlargement of
other elements connected to Pmid (Fig. 3.28c). Degraded elements were then removed from Nmesh
without compromising its topology (Fig. 3.28d). The quality, Qa, of elements in the vicinity of
the deleted edge was evaluated according to Bhatia and Lawrence’s (1990) metrics, expressed as:
Qa = (4
√
3Aa)/(l
2
1 + l
2
2 + l
2
3), (3.23)
where l1, l2, l3 are the element edge lengths and 0 ≤ Qa ≤ 1. For degenerate elements, Qa
approaches a value of zero while regular elements are characterized by a Qa value of approximately
one. The variable mesh was replaced by Nmesh only if low quality elements (Qa < 0.01) were
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absent from Nmesh. Otherwise, a move was forced to the next edge and the collapsing process
repeated. An element was removed from Ĉ once collapsed or if no collapsing operation for its three
edges achieved adjacent elements of acceptable quality.
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(d) Figure 3.28: Illustrating the coarsening step for a local region in a mesh (a) original mesh with
element and edge to collapse (b) moving points on edge to midpoint, Pmid (c) coarsened mesh with
degenerate elements (c) coarsened mesh.
Coarsening the mesh in this way meant that certain iterations did not reduce the number of
elements in the mesh. However, the validity and quality of the mesh was generally maintained.
Further improvement in the quality of mesh was achieved by Laplacian smoothing, as discussed
in Section 2.6.3. This involved the movement of nodes in the mesh based on the location of other
nodes in their vicinity. Each node in the mesh was relocated to an average position of nodes
connected to the moved nodes. This reduced the distortion of elements in the mesh. For a node
P , its new location P was mathematically calculated from:
P = 1/N
N∑
j=1
Pj (3.24)
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where N is the number of nodes connected to node P , j is a counter varying from 1 to N . The
movement of nodes was iterated until the quality of all elements was above 0.05 as defined by Eqn.
3.23. This value was chosen as a compromise between elements quality and excessive computational
time. The mesh was passed back to BESO after each adaptive mesh improvement and convergence
of the TO was tested with Eqn. 3.9. It should be noted that the method of implementing the
AMS-BESO in MATLAB using Nastran to solve the FEA was largely similar to the procedure
described in Section 3.2. However, the files defining the element and node were iteratively updated
to reflect the current state of the mesh. This contrasts to the implementation of the FM-BESO
algorithm where only the element file was iteratively updated to reflect the most current property
association. Also, since the node identification number changed continuously in the mesh, boundary
conditions were iteratively imposed on the nodes using their Cartesian coordinates. Nodes residing
at the location of nodes initially experiencing boundary conditions were iteratively determined and
constrained to reflect the boundary conditions. It was hypothesized that coupling the AMS with
the BESO algorithm would enable:
1. greater efficiency
2. reduced sensitivity to the starting mesh
3. smoother boundaries thereby reducing subsequent geometric post processing
A cantilever plate problem was solved to test these hypotheses.
3.7.3 Test Problem
To test the performance of the AMS-BESO, a cantilever plate problem (Fig. 3.29) was solved with
an objective to minimize total strain energy, C, subject to an area fraction constraint, A∗ = 0.5. A
Young’s modulus of 100GPa and Poisson’s ratio of 0.3 was used. The validity of the hypotheses was
investigated using two sets of simulations. The first set was aimed at investigating the efficiency
of the AMS-BESO while the second set was aimed at understanding sensitivity to starting mesh
size. Various mesh sizes were used to compare the AMS-BESO method with FM-BESO. Filter
radius factor, R
′
and evolution rate, v, were fixed at 1.5 and 1% respectively for all simulations.
It was anticipated that by selecting these values for the optimization parameters, penalization of
finer features would be minimized.
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Figure 3.29: Cantilever plate subject to a point load, F , and constrained on the left side.
3.7.4 Test Of Efficiency
Four simulations were performed to ascertain the computational efficiency for both AMS-BESO
and FM-BESO (Table 1). The starting mesh size and area limit, Amin, were varied across these
simulations. The initial conditions for the AMS-BESO in Simulation A2-1 were Amin = 0.1mm
2
and 2000 elements. In Simulation A2-2, using FM-BESO, a corresponding uniform mesh was
created with elemental areas equal to 0.1mm2 (40,000 elements). Two similar simulations were
performed using a lower value of Amin (0.02mm
2). The first simulation was repeated, but starting
with a mesh populated with 40,000 elements (Simulation A2-3). The corresponding uniform mesh
for this value of Amin amounted to 200,000 elements (Simulation A2-4). The optimal, truss-like
topologies for these four simulations are shown in Fig. 3.30.
Table 3.9: Table of results for simulations A2-1 to A2-4 showing CPU time used, iterations to
convergence, ic, and converged total strain energy, C∞, converged structural stiffness, K∞.
Simulation Alg. Start No. Amin Time ic C∞ K∞
Elems (mm2) (hr:min) (Nmm) (N/mm)
A2-1 AMS-BESO 2,000 0.1 0:18 75 2.21 27.11
A2-2 FM-BESO 40,000 0.1 0:39 78 2.21 26.85
A2-3 AMS-BESO 40,000 0.02 1:42 77 2.25 27.03
A2-4 FM-BESO 200,000 0.02 9:39 78 2.28 27.00
It can be seen that the boundaries of the topologies shown in Figs. 3.30a and 3.30c appear darker
than the interior regions. Magnified views, B, shown in Fig. 3.30 allows a better visualization of the
mesh. This shows that the dark boundaries in Figs. 3.30a and 3.30b are due to the higher density
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of elements at the boundaries in the AMS-BESO solution. This is in contrast to an even shade
observed in Figs. 3.30b and 3.30d, where there is a near constant element size. Each simulation is
characterized by the CPU time consumed, number of iterations to convergence, ic, the asymptotic
total strain energy, C∞, and the structural stiffness, K∞, determined by remeshing the topology
and performing a convergence study.
(a) (b)
(c) (d)
Figure 3.30: Optimal topologies and a magnified view B for (a) Simulation A2-1 (b) Simulation
A2-2 (c) Simulation A2-3 (d) Simulation A2-4
K∞ was determined by:
K∞ = F/δy (3.25)
where F is the 100N force applied to the plate and δy is the maximum displacement occurring
at the node where the force is applied. The results for CPU time, ic, K∞ and C∞ for the four
simulations are shown in Table 3.9. The results in Table 3.9 indicate that Simulations A2-1 and
A2-2 converged to the same C∞. Simulation A2-2 however required twice as long much CPU
time as Simulations A2-1, and required a greater number of iterations to converge. A similar
trend was repeated for Simulation A2-3 and Simulation A2-4, though in this case Simulations A2-3
converged approximately five times faster than Simulations A2-4. Also while Simulations A2-1
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and A2-2 attained the same C∞, Simulations A2-3 and A2-4 differed slightly. Similarity in C∞
for Simulations A2-1 and A2-2 can be attributed to there being approximately the same number
of nodes at the end of both simulations, as shown in Fig. 3.31a. The number of nodes increased
in Simulation A2-1 as the TO progressed, to end with a similar number of nodes to Simulations
A2-2. However, Simulations A2-3 and A2-4 have a significantly different number of nodes at the
last iteration, as shown in Fig. 3.31b.
(a)
(b)
Figure 3.31: Plots of C and nodes against i for simulations (a) A2-1 and A2-2 (b) A2-3 and A2-4
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The different number of degrees of freedom in the simulations makes it difficult to fairly compare
these C∞ values since different levels of FEA errors will exist in the calculation of C. Distortions
at the loaded node compound this problem when determining K∞, necessitating a post analysis.
Since the main aim of a total strain energy minimization problem is to minimize deflection, a post
analysis was performed to accurately determine the stiffness of the optimal topologies. Stiffness
in this context refers to the ratio between load F and the magnitude of a nodal displacement.
The chosen node was in the vicinity of the loaded node, but far enough to avoid distortion errors.
The location of this node was fixed for all topologies. The boundaries of topologies were first
extracted, followed by a smoothing process to eliminate the rough boundaries without violating
V ∗. All, topologies were then remeshed with second order elements and then analyzed. The
number of elements was increased until a converged stiffness, K∞ was reached. The K∞ for the
four topologies are shown in Table 3.9. The K∞ for Simulation A2-1 was slightly greater (0.01%)
than that of Simulation A2-2. Also, K∞ of Simulation A2-3 is slightly greater (0.001%) than that
of Simulation A2-4. This suggests that topologies achieved by the AMS-BESO were of equivalent
(stiffness, and, hence, performance) to those using the FM-BESO with the same Amin, however,
the AMS-BESO was far more computationally efficient.
3.7.5 Sensitivity Test
A second set of simulations was performed to compare the sensitivity of the AMS-BESO to
the starting mesh compared to that of the FM-BESO. Eight simulations were formulated for this
purpose (Table 3.10), the first four were performed with the AMS-BESO and the second four using
the FM-BESO algorithm. The Amin was set at 0.001mm
2 for the AMS-BESO simulations while
the initial mesh was populated with a different number of elements for the four simulations. The
four simulations using the FM-BESO algorithm had different fixed meshes corresponding to the
initial meshes of the AMS-BESO simulations. Optimal topologies for these simulations are shown
in Fig. 3.32. Again, these topologies appear truss-like, noting that Simulations A2-11 and A2-12
correspond to Simulations A2-2 and A2-4 respectively.
It is difficult to ascertain the sensitivity of the AMS-BESO and the FM-BESO to the initial mesh
by simple visual inspection of the topologies. Therefore, these topologies were quantified using the
number of strut members, M , occurring in the optima, the minimum member thickness, Dmin,
the minimum member length, Lmin, and K∞ (Table 3.10).
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 3.32: Optimal topologies for simulations A2-5 to A2-12: (a) A2-5 (b) A2-6 (c) A2-7 (d)
A2-8 (e) A2-9 (f) A2-10 (g) A2-11 (h) A2-12
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Table 3.10: Sensitivity test of AMS and BESO algorithms involving eight simulations (A2-5 to
A2-12) characterized by their M , Dmin, Lmin and C∞.
Simulation Algorithm Start Amin M Dmin Lmin C∞ K∞
Elems. (mm2) (mm) (mm) (mm) (Nmm) (N/mm)
A2-5 AMS-BESO 2,000 0.001 28 0.36 0.37 2.25 27.11
A2-6 AMS-BESO 20,000 0.001 26 0.38 0.42 2.29 27.18
A2-7 AMS-BESO 40,000 0.001 31 0.23 0.38 2.31 26.99
A2-8 AMS-BESO 75,000 0.001 28 0.34 0.32 2.30 27.10
R˘: 5 0.15 0.10 0.12
A2-9 FM-BESO 2,000 - 10 3.64 10.66 2.09 26.23
A2-10 FM-BESO 20,000 - 24 1.66 1.20 2.18 26.79
A2-11 FM-BESO 40,000 - 25 0.38 0.38 2.21 26.84
A2-12 FM-BESO 75,000 - 35 0.74 0.64 2.23 26.94
R˘: 25 2.90 10.02 0.71
For both the AMS-BESO and FM-BESO algorithms, the range, R˘, for each sample set was
calculated to investigate the difference in the spread of distribution. Mathematically, R˘ is:
R˘ = <zmax −<zmin (3.26)
where <zmax is the maximum value occurring in response z which can either be M , Dmin or C∞.
<zmin is the minimum value of these responses. R˘ give a measure of sensitivity of these responses
to the starting mesh size. The range of all the measures is much smaller for AMS-BESO than
for FM-BESO, which suggests a broad independence to changes in the starting conditions for
AMS-BESO, contrasting with the high dependence shown for FM-BESO. Secondly, it is observed
that the AMS realized members with smaller Dmin and Lmin than the FM-BESO. Attaining these
dimensions with the FM-BESO, or any other fixed mesh algorithm, would require a significantly
finer mesh, which would increase the computational time. With the opening of the design space
with AM, such refined detailed structures, which appear to be correlated with stiffer structures,
are now manufacturable. A rough estimate, linearly extrapolated from the computational time in
Table 3.9, suggest that in order to achieve designs of this nature, structural refinement would take
FM-BESO days, whilst AMS-BESO would be minutes, demonstrating the benefits of taking the
AMS approach. With regards to C∞, these could not be reliably used to estimate variability in
the performance owing to contrasting degrees of freedom, as stated in Section 3.7.4. K∞ serve as
a better measure and are shown to be marginally better for the AMS-BESO as seen in Table 3.9.
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3.7.6 Boundary Smoothness
An attempt was made to quantify the roughness of the topologies presented in Figs. 3.30 and
Fig. 3.32. The roughness, Ra, was defined as the mean distance moved by nodes during boundary
smoothing. For example the boundary of the optimal topology in Fig. 3.30b both before and after
smoothing is shown in Fig. 3.33. Mathematically, Ra is described as:
Ra =
1
N
N∑
i=1
zi (3.27)
where:
zi =
√
(P i2x − P i1x)2 + (P i2y − P i1y)2 + (P i2z − P i1z)2 (3.28)
P i1x, P
i
1y, and P
i
1z were the x, y and z Cartesian coordinates of point i in E1 before smoothing.
Their corresponding positions after smoothing were P i2x, P
i
2y, and P
i
2z. The Ra for topologies in
Sections 3.7.5 and 3.7.4 are shown in Table 3.11. The Ra for the simulational set A2-1 to A2-12
were calculated for comparison. The solutions for simulations A2-1 to A2-2 and simulations A2-3
to A2-4 showed similar boundary element sizes, and thus, as one would expect, the roughness for
each comparable simulation is similar.
Referring to both table 3.9 and 3.11, it can be seen that the AMS-BESO can achieve a similar
roughness for significantly reduced computation time. Comparing Simulations A2-5 to A2-8 and
A2-9 to A2-12, we find that, unsurprisingly, the FM-BESO methodology results in a significant
sensitivity of the roughness to the mesh density, whilst the AMS-BESO was far more robust and
is effectively set by the user when constraining the algorithm through a minimum element size.
Table 3.11: The roughness values, Ra for optimal topologies in Simulations A2-1 to A2-12.
Alg. Simulation Ra(mm)
AMS-BESO A2-1 0.126
FM-BESO A2-2 0.152
AMS-BESO A2-3 0.079
FM-BESO A2-4 0.069
AMS-BESO A2-5 0.076
AMS-BESO A2-6 0.067
AMS-BESO A2-7 0.056
AMS-BESO A2-8 0.063
FM-BESO A2-9 0.705
FM-BESO A2-10 0.232
FM-BESO A2-11 0.152
FM-BESO A2-12 0.112
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Figure 3.33: Rough and smooth boundaries with zi being the distance of a peak point on the rough
boundaries to that of the smoothened boundary.
3.8 Benefits and Drawbacks of the Adaptive Meshing Strat-
egy
Studies performed in previous sections show that AMS-BESO could achieve solutions with:
1. Similar performance and boundary smoothness to those of a FM-BESO with higher degrees
of freedom. This shows AMS-BESO is relatively more efficient that FM-BESO
2. Little sensitivity to an initial mesh size.
However, incorporating an AMS within the FM-BESO algorithm introduces more parameters
into the TO process. Solution characteristics could be affected further by the values assumed by
these parameters. Also, the progressive refinement and coarsening of elements in the mesh could
progressively reduce the quality of elements in the mesh which might have harmful consequences
on the quality of iterative finite element analysis. It is therefore important to optimize these
parameters to further enhance computational efficiency while preserving mesh quality.
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3.9 Summary and Conclusions
A TO algorithm has been proposed consisting of the integration of a modified form of the FM-BESO
algorithm with an adaptive meshing strategy (AMS). The FM-BESO algorithm was modified so
that it was based on total strain energy densities since the AMS caused a progressive variation
in elemental sizes. A two dimensional plate problem was solved to benchmark the performance
of the hybrid against that of the FM-BESO algorithm. The greater efficiency of the AMS-BESO,
combined with its weak dependence on the starting conditions make it particularly suitable for
design for AM, where complexity is beneficial and realizable. Prior to the developed of the AMS-
BESO algorithm a parameter and probabilistic study was perform to investigate the dependencies
of the FM-BESO algorithm on solution performance and complexity. Factorial simulations showed
a decrease in complexity of the solution when filter radius, R, and evolution rate, v, are increased
at higher area fraction constraints, A∗. This differs to that observed when A∗ is set at 0.2 where
no effects were observed. However, R and v had contrasting effect on the total strain energy, C∞,
since higher R improved the C but higher v compromises the quality of the solution. Higher v
improved computational efficiencies while higher R requires more iterations to converge. Also,
there wasn’t enough evidence in data to support a comprise in solution performance when the
start design is randomized. These suggest existence of a family of solutions whose performance,
C∞, is similar but differing in complexity for fixed parametric settings. This is interesting since
some might be preferable to others when considering a manufacturing route like AM. It is unclear
if this observation would hold for other problems, but similarities in topologies achieved in certain
probabilistic and parametric studies showed that selecting appropriate values of R and v could steer
the TO towards similar solutions to those in the probabilistic studies. Therefore, this probabilistic
behaviour is not investigated further. The next chapter investigates if parametric observations are
true for a realistic three dimensional problem.
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Chapter 4
Three Dimensional Studies
A study was performed to understand the parametric dependencies of the FM-BESO algorithm, as
they relate to a three dimensional cantilever problem with greater complexity than that encountered
in Chapter 3. This was done to investigate if the observations made in the previous chapter were
general, and more specifically, if they could be applied to a realistic three dimensional problem. In
Chapter 3, simulations were structured factorially, with the main and interaction effects giving an
insight into how the filter radius factor, R, and evolution rate, v, affects the total strain energy, C∞.
However, to understand the precise mathematical relationship between either of the parameters and
C∞ or ic, a different simulation strategy was adopted. This strategy involved fixing either R and v
while varying the other at two volume fraction constraints. The parameter varied was evenly and
steadily increased over a chosen parametric domain. Regression analysis was then used to model
a relationship between performance and the parameters. This relationship is further validated
experimentally by post processing and manufacturing the part with the selective laser sintering
process (SLS). Post processing and manufacturing stages required to are extensively described.
4.1 A Single Load Case Problem
A parametric analysis was performed for a three dimensional part experiencing a single load case
similar to that of a cantilever problem (Fig. 4.1). This part is an aerospace component used to
support and control a monitor in the first class cabin of an aeroplane (part was derived from Atkins
project, a low carbon initiative to enhance sustainability of components design and manufacture).
A number of these are fitted onto the aeroplane, which could contribute significantly to the overall
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weight of the craft. Optimizing this part would support the goal of minimizing consumption of fuel
of the craft. However, certain structural features must be preserved if the part is to fit properly
to its service position. This necessitated the inclusion of a non-design domain as seen in Fig. 4.1.
The other regions could be classed as design domain and therefore forms regions of the part where
material are removed or redistributed during the TO. Three main issues arise for this problem
when compared against the two dimensional problem solved in Chapter 5. These are:
1. The existence of a non-design domain
2. An increased geometrical complexity
3. This is a 3D problem
Figure 4.1: Cantilever part with load and boundary constraint. The arm was fixed at A, while a
vertical load was deployed at the opposite end through the application of a pressure on surface B.
Figure 4.2: Cantilever part meshed with approximately 300,000 tetrahedral elements.
From Fig. 4.1, it can be seen that all degrees of freedom were fixed at surface A, whilst surface
B was subjected to a pressure of 594kPa. The objective was to minimize the total strain energy
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of the cantilever arm given a volume fraction constraint, V ∗. Young’s modulus was assumed to be
74GPa, and a Poisson’s ratio of 0.33 was used. The design domain was meshed with approximately
300,000 linear tetrahedral elements, with approximately equal volumes as shown in Fig. 4.2. These
elements were mostly regular with 98% of the elements having an aspect ratio less than 2. Elements
that were within the non-design domain were assigned a unique property identification number,
different from those in the design domain as described in Chapter 3. However, both sets of elements
were associated to the same Young’s modulus and Poisson’s ratio. The Nastran file generate for this
problem was also manually amended to include material and property definitions for the soft-killed
elements. The Young’s modulus of soft-killed elements, Ev in this case was defined as:
Ev = 1.35× 10−4Es (4.1)
The coefficient 1.35×10−4 was an empirically determined figure that gave a balance between en-
suring a sufficient reduction in stiffness to the void elements for solution accuracy whilst avoiding
excessive ill conditioning in the global stiffness matrix. Four sets of simulations were performed
to investigate the effect of changing evolution rate, v, and filter radius factor, R, on the optima
as described in Table. 4.1. In the first two sets (PS3-1 and PS3-2) V ∗ was set at 0.1, while in
the last two V ∗ was 0.5. For the first simulation, R′ was kept at 2 while varying v from 1% to
10%. The dependence of the results on R′ was then tested by fixing v and varying R′ from 1.5 to
Table 4.1: Values of V ∗, R
′
and v for each simulation
Simulation V ∗ R
′
v(%)
PS3-1 0.1 2 1,2,3,5,7,8,9,10
PS3-2 0.1 1.5,1.75,2.0,2.25,2.5,2.75.3.0 5
PS3-3 0.5 2 1,2,3,5,7,8,9,10
PS3-4 0.5 1.5,1.75,2.0,2.25,2.5,2.75.3.0 5
3 in the second simulation, a range originally proposed by Huang and Xie (2007). The third and
fourth simulations (PS3-3 and PS3-4) repeated the pattern of simulations one and two, but with
V ∗ = 0.5. In addition to the parametric settings in simulations 2 and 4, the filtering step in the
BESO algorithm was skipped for these two simulations to generate unfiltered topologies at both
V ∗. This was done to understand the effects of filtering on the TO results. After the TO, solid
elements were extracted from the mesh to define the optima. The total strain energy, C, optimum
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topologies, iterations at which C peaks, ip, converge, ic, and number of members, M , in optima at
the two volume fraction constraints were monitored to understand the dependence of the solutions
on v and R
′
. Data generated for this problem can be found in Appendix D.
4.2 Results Of Three Dimensional Parametric Analysis
4.2.1 Simulation 1
The optimal topologies for the first simulation in which filter radius factor, R
′
, was fixed at 2
and evolution rate, v, was varied are shown in Fig. 4.3. The dependence of the solution on the
optimization parameters can be visualized by plotting total strain energy, C, against iteration, i
for all v (Fig. 4.4).
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.3: Different truss-like optimum topologies for Simulation PS3-1 where v is (a) 1%, (b)
2%, (c) 3%, (d) 5%, (e) 7%, (f) 8%, (g) 9% and (h) 10%.
The behavior of C was characterized by two stages as described in Chapter 3. The number of
iterations to the peak in C is termed ip and the number of iterations to convergence is ic. Fig. 4.5
shows the dependence of C∞ and the number of members, M , on v and it can be seen that the
total strain energy at convergence is relatively insensitive to v.
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Figure 4.4: C against i for different values of v in Simulation PS3-1 showing different C profiles.
M shows some dependence on v, but the relationship is not clear. The ip decreased as v was
increased, as shown in Fig. 4.6, where ip and ic are plotted against v. ic decreased as v% was
increased, however, in this case, there appears to be some scatter in the data.
Figure 4.5: The behavior of C∞ and M when v is varied at R
′
= 2 and V ∗ = 0.1.
Mathematically, the progressive decrease in ip obeys:
ip =
log10(V
∗)
log10(1− v) (4.2)
This Eqn. has an R2 value of 1 when fitted to the ip data. Since ip was controlled by v, this
behavior is expected. Beyond ip, Vi+1 was independent of v, where it remained fixed at V
∗ × V0.
The number of iterations in the second stage of the optimization, after the target volume has been
reached, was ic − ip.
103
050
100
150
200
250
300
0
50
100
150
200
250
300
0 1 2 3 4 5 6 7 8 9 10
i p
 
i c
 
v/% 
  
icic 
ip 
Figure 4.6: The ip and ic against v at R
′
= 2 and V ∗ = 0.1, where ip decreases as v increases
according to Equation 4.2.
A plot of ic − ip against v (Fig. 4.7) shows ic − ip increased with increasing v at low values of
v but exhibits a high degree of scatter at higher values of v. This is understandable as the first
stage of the TO, where C was increasing involves both element removal and stress redistribution.
Therefore, a greater number of iterations to reach the peak value of C at low v allowed the solution
to achieve a closer to optimal topology and a smaller number of iterations was observed in the
second stage of the optimization. However, at very high v, the combination of few iterations and
large volume removed at each iteration led to scatter in the plot of ic − ip against v. As ic was
dominated by the first stage of the TO (i.e. by ip) at low v, it can be seen in Fig. 4.6 that the
plot of ic against v follows a similar trend to ip against v. However, at high v, the second stage of
the TO (i.e. ic − ip) became more dominant, resulting in a divergence of the plot of ic against v
from the line of ip against v and appearance of the scatter in the value of ic − ip at high v.
4.2.2 Simulation 2
The dependence of optimal topologies on R
′
for a target volume V ∗ = 0.1 was explored in Simula-
tion PS3-2. Figs. 4.8a to 4.8g show the topologies achieved by filtering λa for the different values
of R
′
, while Fig. 4.8h shows the topology when filtering was not used. Inspection of the solutions
shows that there isn’t any checkerboard pattern after filtering, but it is evident in the unfiltered
case. As expected, the solutions are similar to those observed in Simulation PS3-1 (Fig. 4.3). The
value of C as the optimization proceeds is shown in Fig. 4.9. Both ip and ic are observed to be
largely independent of R
′
, although some variation is seen in the value of ic.
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Figure 4.7: The ic− ip against v at R′ = 2, ic− ip is observed to increase as v is increased, peaking
at v = 9%.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.8: Different truss-like optimal topologies for Simulation PS3-2 where R
′
is (a) 1.5, (b)
1.75, (c) 2.0, (d) 2.25, (e) 2.5, (f) 2.75, (g) 3.0 and (h) unfiltered with checkerboarding.
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The peaks in C occurred after broadly the same number of iterations (ip ≈ 46), regardless of the
value of R
′
, suggesting that for this target volume, ip was independent of R
′
, as we would expect.
After ip, solutions converged to a different C∞, the value of which was dependent on R
′
.
Figure 4.9: C against i for different values of R
′
at v = 5% and V ∗ = 0.1 showing different C
profiles.
It is worth noting that it appears as if the topology reached without filtering (Fig. 4.8h) has a
lower C∞ than the other solutions, suggesting that this may have been the best result. A second
look, however, shows it cannot be compared easily with the other topologies (Fig. 4.8a-4.8g) since
checkerboard patterns within this topology make it ultimately suboptimal. The dependence of C∞
and M on R
′
is shown in Fig. 4.10. The final total strain energy, C∞, increased with R
′
, whilst the
number of members, M , reduced with increasing R
′
. This latter effect can be understood in terms
of the filter radius, R
′
, smoothing out contrasts in elemental strain energies, thereby reducing the
number of members. C∞ and M relationships with R
′
can be quantified with a second order
regression (solid and dashed line in Fig. 4.10), such that:
C∞ = k2R
′2 + k1R
′
+ k0, M = t2R
′2 + t1R
′
+ t0 (4.3)
where k2, k1, k0, t2, t1 and t0 are constants that depend on the geometry and target volume. For
Simulation PS3-2, k2, k1 and k0 were determined to be 0.36, −1.13 and 3.31 respectively (solid
line Fig. 4.10) with R2 = 0.95; t2, t1 and t0 were found to be −18.95, 68.02 and 0 respectively
(dashed line in Fig. 4.10) with R2 = 0.93.
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Figure 4.10: C∞ and M against R
′
, C∞ increasing and M decreasing as R
′
is increased. A second
order regression is fitted to both data sets.
4.2.3 Simulation 3
It was anticipated that changing V ∗ would affect the TO. To investigate this, V ∗ was increased
from 0.1 to 0.5 and Simulation PS3-1 repeated. The solutions are shown in Fig. 4.11. Clear
differences can be seen between the topologies here and those when V ∗ = 0.1 (Figs. 4.3 and 4.8).
In particular, a common feature of these topologies is the hollow shell in the design domain not
found in the previous truss-like topologies, (c.f. Figs. 4.3 and 4.8). The development of the total
strain energy during the simulation is shown in Fig. 4.12 and it can be seen that C∞ are lower than
those observed in Simulation PS3-1. This is attributable to the object deflecting less since more
material exists in the optima at this V ∗. As was the case for Simulation PS3-1, C∞ is independent
of v (Fig. 4.13). In Fig. 4.14, ip and ic are plotted against v, showing that ip decreased as v was
increased. Similar to Simulation PS3-1, this behaviour can be represented by Eqn. 4.2 with an
R2 value of 1. Again, a plot of ic − ip against v (Fig. 4.15), suggests an increase in ic − ip as v
increases, at low values of v, with more random behavior at high v. In Fig. 4.14, it can be seen
that there was a steady decrease in ic at low v, where ip dominates, with significant scatter at high
v, where contributions from ic − ip to ic became significant.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.11: Optimum topologies for Simulation PS3-3 where v is (a) 1%, (b) 2%, (c) 3%, (d) 5%,
(e) 7%, (f) 8%, (g) 9% and (h) 10%.
Figure 4.12: C against i for different values of v at R′ = 2 and V ∗ = 0.5, curves having different
peaks but approximately same C∞.
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Figure 4.13: C∞ against v at R
′
= 2 and V ∗ = 0.5 showing C∞ is insensitive to v.
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Figure 4.14: The ip and ic against v at R
′
= 2 and V ∗ = 0.5, where ip decrease as v increase
according to a power Equation.
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Figure 4.15: The ic − ip against v at R′ = 2, V ∗ = 0.5, ic − ip is observed to increase as v is
increased, peaking at v = 9%.
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4.2.4 Simulation 4
In Simulation PS3-4, the dependence on R
′
was determined for a target fraction, V ∗, of 0.5. The
solutions obtained are shown in Fig. 4.16, and show small variations, but with a consistent hollow
shell topology. No checkerboard patterns were found in the filtered solutions (Figs. 4.16a - 4.16g)
but were significant in the unfiltered solution (Fig. 4.16h). The peak total strain energy is seen
to occur at the same ip for all R
′
(Fig. 4.17). Again, it is observed that the filter radius has little
effect on ip or ic, although a slow rate of convergence to ic is seen for the unfiltered solution. This
suggests once more that the rate at which a solution was obtained was independent of the degree
of filtering performed. Conversely, when the final total strain energy, C∞, is plotted against R
′
a strong relationship is observed that is reasonably well represented by Eq. 4.3. A second order
regression of Eq. 4.3 was fitted to the simulation data, where the values of k2, k1 and k0 were
0.0027, −0.0086 and 0.6113 respectively with R2 = 0.98, (solid line in Fig. 4.18).
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.16: Similar optimal topologies for Simulation PS3-4 where R
′
is (a) 1.5, (b) 1.75, (c) 2.0,
(d) 2.25, (e) 2.5, (e) 2.75, (g) 3.0, and (h) Unfiltered with checkerboarding.
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Figure 4.17: C against i at different R
′
where v = 5% and V ∗ = 0.5, curves having same ic but
different C∞.
Figure 4.18: C∞ against R
′
at v = 5% and V ∗ = 0.5 fitted with a second order regression showing
C∞ is strongly dependent on R
′
.
4.2.5 Three Dimensional BESO Parameter Relationships
The results for V ∗ = 0.1 and V ∗ = 0.5 demonstrate that there are underlying trends in the
performance of the BESO algorithm that can be used to tune its efficiency and efficacy. These
results indicate that the rate at which a solution was achieved was controlled by the product of i
and v. In addition, the quadratic relationship between the asymptotic total strain energy and R
′
,
suggests that it is possible to determine a curve that represents the characteristic behavior of the
TO within the parametric domain studied. Examining Figs. 4.9 and 4.17, it can be seen that it is
possible to determine a new variable, C∗, that is given by:
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C∗ =
C − C0
C∞ − C0 (4.4)
where C0 is the total strain energy at i = 1. Since it is possible to determine the relation between
C∞ and R
′
through Eqn. 4.3 and Eqn. 4.4 becomes:
C∗ =
C − C0
k0 − C0 + k1R′ + k2R′2 (4.5)
where k0, k1 and k2 depend on the target volume V
∗. Figs. 4.19 and 4.20 show the scaled variables
for both target fractions. It can be seen that the curves tend to fall on to two master curves, the
difference between Figs. 4.19 and 4.20 illustrating the greater number of iterations that need to
be made before a solution was found for V ∗ = 0.1 than for V ∗ = 0.5. The curves demonstrate the
consistent behavior of the algorithm in the chosen parametric domain. The dependence on R
′
is
expected since the filtering process acted as a low pass filter and smoothed the topology, changing
the characteristics in a controlled and continuous fashion.
Figure 4.19: General behavior of scaled data from Simulations PS3-1 and PS3-2.
Solution simplification at higher R
′
could be beneficial if the part is to be made using traditional
manufacturing approach. However, as mentioned in Chapter 2, AM is now able to make parts with
great complexity at little extra cost. Therefore solutions at lower R
′
may be preferable since they
offer greater performance at the same volume fraction constraint.
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Figure 4.20: General behavior of scaled data from Simulations PS3-3 to PS3-4.
4.3 A Comparison Of The Two And Three Dimensional
Parametric Analysis
While certain observations made in the three dimensional parametric analysis agreed with those for
the two dimensions studies in Chapter 3, others observations were not directly in alignment. Firstly,
complexity minimization at higher filter radius factor, R observed in Chapter 3 was supported by
the three dimensional parametric analysis. However, no direct relationship can be infer between
the complexity of the three dimensional part and evolution rate, v. This contrasts to that observed
in Chapter 3 where higher v was shown to decrease part complexity at area fraction constraints,
A∗, equals 0.5 and 0.3. Also, it should be recalled that both R and v had no effect on complexity
of the cantilever plate at the lowest A∗ of 0.2. This observation contrasts to interesting differences
observed at lower volume fraction constraints, V ∗, for the part optimized in the previous Section.
It is expected that reducing V ∗ further would have reached a point during the three dimensional
analysis, where complexity was no longer dependent on either R or v. It should be noted that
such a point might violate secondary performance constraint of the part. Secondly, it was observed
in Chapter 3 that higher R and v minimized total strain energy at convergence, C∞. This again
contrasts to observations made when optimizing the part, where higher R caused an increase in
C∞, while v had minimal effects on C∞. Thirdly, the minimization of iteration at convergence,
ic with higher v was support by both the two and three dimensional parametric studies while
increasing ic due to an increase in R was only observed for the two dimensional studies. These
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observations show that solutions to a simplified two dimensional problem would not necessarily
allow a complete understanding of the BESO algorithm as it relates to a three dimensional part.
For other simulations presented in this work, R′ was set as 1.5 to enhance structural detail and
potentially performance. The observed behavior of performance of the three dimensional part with
increasing R
′
in the next section.
4.4 Experimental Validation
In the previous section, the performance of a mechanical arm was shown to decrease quadratically
when the filter radius factor, R
′
, was increased at two volume fraction constraints. Performance
in the TO was defined by the asymptotic total strain energy, C∞, with the TO formulated to
minimize this structural response. C∞ gave a measure of deflection occurring in the arm due
to imposed boundary conditions as it can be seen from Eqn. 3.1 that if force is constant, C∞
is directly proportional to displacement, u. Stiffness, K, is inversely proportional to u, which
implies that K of the optimal topology was reduced when R
′
was increased. This section is
aimed at validating this inference. Three optimal topologies were selected from those presented
in Section 4.2.2 for manufacture and testing. Selected topologies include those at R
′
equals 1.5,
2.5 and 3.0 to allow a spread over the range of R
′
used in Chapter 6. Before manufacture, it
was necessary to transform the topologies into the STL file format needed to manufacture the
part using AM. This section begins by describing post processing operations used to accomplish
this transformation. Though the arm optimized in Chapter 6 was made of an aluminium alloy,
the methodology adopted for the verification process was to manufacture all topologies with SLS,
a powder bed fusion technique, since this was available at the time of this work. However, the
stiffness of the aluminium part is determined with a scalar, β, which represents the ratio of the
Young’s modulus of the aluminium part to that of the polymer. This required that loads imposed
on the polymeric parts were sufficiently low to keep the linear deformation of the part. Testing
was performed with a dual column mechanical tester, whose main components are also described.
Results from the validation simulations are presented and discussed. The chapter then concludes
by describing work carried out to investigate the numerical accuracy of the experimental data
collected from the tester.
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4.4.1 Post Processing
The first phase in the experimental validation was the post processing of optimal topologies, where
the finite element based representation of the optima was transformed into practical geometries.
This was necessary to remove FEA geometric artifacts within these optimal topologies that could
hinder their manufacture. These artifacts arise primarily from the use of a relatively linear coarse
mesh of tetrahedral elements in the FEA. Post processing was achieved by:
 Skinning
 Repairing and manual amendment
 Refinement
 Smoothing
Three software products were used to expedite these post processing phases, including Partran,
Magics, and Sculptris. Capabilities inherent in these products allowed efficient implementation
of the four phases mentioned. The skinning operation was performed in Patran (an approach to
skinning topologies is also explained in Chapter 5). This tool was access through Patran’s utility
menu as shown in Fig. 4.21 and involved the isolation of boundary surfaces from the meshes.
Figure 4.21: Patran window showing path to skinning tool.
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The boundary or free surfaces were then used to define the optimal topologies in the STL files.
The skinning procedure had the effect of redefining the geometry represented in the tetrahedral
meshes as shells of triangular surfaces, as illustrated in Fig. 4.22 which shows a sectional view of
a topology before and after skinning.
(a)
(b)
Figure 4.22: A sectional view of an optimal topology (a) before and (b) after skinning
The resulting triangles were exported in STL format from Patran to Magics where topologies
were repaired by removing all holes and sharp corners inherent in the topologies, as illustrated in
Fig. 4.23. Also, skinning operation often caused the duplication of triangular surfaces in certain
structural regions. This necessitated that these surfaces were manually removed. Topologies were
further improved in Sculptris, software equipped with capabilities for selective feature refinement
and smoothing. Fig. 4.24 shows the effects of the refinement and smoothing operations on a
topology in Sculptris window. Refinement was performed to preserve intricate structural features
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while smoothing was similar to mesh smoothing for element quality improvement described in
Section 2.6.3.
Figure 4.23: Magics windows showing holes and sharp corners inherent in topologies and tools
used to remove them.
Figure 4.24: Effects of mesh refinement and smoothing on topological features.
However, the aim of smoothing in this post processing phase was to allow a more gradual transition
between topological features. Refining before smoothing enhanced the preservation of structural
detail. These repairs were achieved by using tools under tabs shown in the figure. While both
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operations enhanced the quality of the topologies, they often compromised the validity of the mesh
by introducing intersection and overlapping triangles. Therefore, topologies were transferred to
Magics for manual repairs as described earlier. The transference of the topologies between Magics
and Sculptris was repeated until topologies were smooth. Fig. 4.25 shows the optimal topologies
before and after post processing.
(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.25: Optimal topologies before and after post processing at R
′
equal (a) 1.5 Before post-
processing (b) 1.5 After postprocessing (c) 2.5 Before postprocessing (d) 2.5 After postprocessing
(e) 3.0 Before postprocessing (f) 3.0 After postprocessing
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To a large extent, intricate structural features were preserved, however, it was difficult to
constrain the volume fraction of these topologies to 0.1, which was the value used as a constraint
while optimizing the topologies in Section 4.2.2. This occurrence was expected since smoothing
algorithms employed by the software products moved, deleted and introduced nodes into the mesh
defining the optimal topologies, thereby, causing a small change in volume. The initial volumes
before and after optimization and post processing are presented and discussed along with all other
results in Section 4.4.5.
4.4.2 Manufacturing: Selective Laser Sintering
All post processed topology were manufactured using a powder bed fusion process called selective
laser sintering (SLS). SLS is a powder bed fusion technique which involve the fusing together of
the outer surface of powder particles to build a part (Prasad et al., 2004). The schematic of the
SLS process is shown Fig. 4.26. The build chamber is filled with powder of suitable property. The
roller is then moved horizontally to deposit a single layer of powder particles in the build platform.
This layer is then selectively sintered by the laser. Each horizontal movement of the laser is driven
by the two dimensional slice of CAD model in the STL file.
 
Scanner system 
Part 
Laser 
Piston used for building part 
Piston used for powder delivery 
Unprocessed powder 
Roller 
Powder delivery  
Figure 4.26: Schematics of the selective laser sintering process.
After a layer is successfully scanned the piston on which the part sits descends by a distance
equal to the thickness of that layer in readiness for the next layer of powder. This movement
allows uniformity of the layer thickness. This AM technique offers a way to manufacture complex
topologies with superior performance to those with lesser complexities as seen in Fig. 4.18 and
4.10.
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(a)
(b)
(c)
Figure 4.27: SLS manufactured topologies (a) R
′
=1.5 (b) R
′
=2.5 (c) R
′
=3.0
Post processed topologies manufactured with the SLS technique are shown in Fig. 4.27. Though
the optimization was performed with a modulus that suggests the arm was metallic, the topolo-
gies were made with a polyamide polymer (PA2200, EOS). PA2200 has a Young’s modulus of
1700±150N/mm2 (EOS, 2009), Poisson’s ratio of 0.204 (Vesenjaka et al., 2010) and density vary-
ing between 0.90g/cm3 to 0.95g/cm3. Using a polymer rather than a metal to make the topologies
did not compromise the aim of the experimental validation since all topologies were made of the
same polymer, and therefore effects of material properties on performance across the topologies
was minimal. However, it did necessitate that much lower loads were imposed on the parts to
ensure topologies were deformed elastically during the test. This linear deformation allowed the
estimation of properties of the metallic topologies by scaling polymer properties with the ratio of
the modulus of the metal and that of the polymer. This is discussed extensively in Section 4.4.5.
Also, it was assumed that mechanical performance is similar throughout the build volume of the
SLS machine.
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4.4.3 Mechanical Tester And Rig
Manufactured topologies were tested on a Instron 3369 series electromechanical tester with com-
ponents shown in Fig. 4.28. This machine is equipped with a 2530 series Instron load cell which
has an error of ± 0.5% of load applied. The machine can measure displacement to an accuracy of
±0.015mm and has a maximum load capability of 50kN. Compressive load were applied to a spe-
cially designed test rig by vertically displacing the crosshead which was translated at 10mm/min.
This load was mounted in series to the rig which held the part to the base beam during the test.
The test machine was controlled via a Instron console software program which can also be used to
collect and analyze experimental data. At the start of the simulation, the crosshead was moved
to a reference location to which it returns after each run. Manual movement of the crosshead
was achieved via the jog control and excessive traveling of the head was prevented by the limits
switch actuator. This actuator was activated by either the upper or lower stop limits, both of
which served as a safety measure during the test. These stop limits were positioned just beyond
the crosshead travel distance required for the simulations, with the measurement scale used to
estimate progressive crosshead travel distance.
The test rig was designed to replicate the in-service load seen by the part, which is also rep-
resented by the boundary condition applied to the finite element model describe in Section 4.4.6.
The test rig can be seen in Fig. 4.29. Four bolts were used to keep the rig fixed to the tester.
Topologies were mounted along the deflection bed and fixed with a bolt in the cut out region shown
in the figure. This cut out was designed to give a vertical allowance for the deflecting topologies. A
cylindrical plastic plate with a diameter of 58mm and height of 3mm was used to transfer load from
the test machine onto surface b of the test part as shown in Fig. 4.30. The broken line designated
the position of the plate during the test. Fig. 4.31 shows an assembly of all test components.
4.4.4 Validation Experiments
Three experiments, shown in Table 4.2 were performed to validate stiffness reduction as the filter
radius factor, R
′
was increased. During experimentation, each topology was incrementally loaded
from 0 to approximately 3N, with experiments repeated four times and data collected for loads
and displacements. The low loads ensured that the topologies deformed elastically, a condition
needed to agree with the material used in the analysis and to enable data to be fitted with linear
regression curves, with slopes that give the stiffness of the topologies.
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Figure 4.28: Basic components of the mechanical tester.
Figure 4.29: The test rig and it’s components.
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 Force from load cell 
Location of plate during test  
Plastic plate 
Surface b  
Figure 4.30: An illustrating of plate placement during test.
Figure 4.31: An assembly of an optimal topology, test rig and mechanical tester.
The mass and volumes of all topologies and plate were also determined. Volumes determined
include volume of the design domain before optimization, Vbo, after optimization, Vao, and after
post processing, Vapp. The volume fraction of the design domain after optimization, ηfao, and after
post processing, ηfapp, are calculated from Vbo, Vbo and Vapp according to:
ηfao =
Vao
Vbo
(4.6)
ηfapp =
Vapp
Vbo
(4.7)
Results for all three experiments are presented and discussed in Section 4.4.5. Data for all three
experiments and FEA validation simulations can be found in Appendix E.
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Table 4.2: Validation simulations performed for the three topologies
Experiment R
′
Val-1 1.5
Val-2 2.5
Val-3 3.0
4.4.5 Results And Discussion Of Validation Experiments
The volume of the design domain before optimization, Vbo, was determined to be 272, 900mm
3
as shown in Table 4.3. Though the optimization had approximately similar effects on the three
topologies, slight variation could still be observed between volume after optimization, Vao, as shown
in Table. 4.3. This is due to variations in the volumes of tetrahedral elements which exist in the
mesh. To describe this effect the volumes of elements in the mesh are classified into intervals as
shown in Table 4.4. The frequencies of these intervals are plotted on a bar chart shown in Fig.
4.32. It can be seen that the distribution of elemental volumes conforms to that of a skewed normal
distribution. Since the appearance of the three optimal topologies differ, it implies that different
combination of elements define the topologies, causing the observed difference in Vao, and ηfao.
Table 4.3: Volumetric data for validation simulations showing consistencies and variations in vol-
ume Vbo, Vao, Vapp, ηfao, and ηfapp for the three topologies.
R
′
Vbo(mm
3) Vao(mm
3) Vapp(mm
3) ηfao ηfapp
Val-1 272,900 24,300 30,319 0.089 0.113
Val-2 272,900 24,500 16,319 0.090 0.061
Val-3 272,900 24,400 18,789 0.090 0.069
Secondly, volume fraction after optimization, ηfao, can be seen to be slightly lower than 0.1, the
value specified for the volume fraction constraint, V ∗ during the optimization. This effect is due to
the discrete nature of the mesh since only certain values were allowed for the volume and therefore
it was not possible to attain a ηfao of exactly 0.1. Post processing operations further enhanced
observed variation as seen for values of volume after post processing, Vapp, and volume fraction
after post processing, ηfapp, in Table 4.3. The optimal topology at R
′
of 1.5 had the largest Vapp
while Vapp was lowest at R
′
of 2.5. These variations in Vapp made stiffness an unfair measure for
comparison of the topologies since more material in a solution would increase the stiffness of the
topology. A better measure is the stiffness to mass ratio which is determined later.
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Table 4.4: Interval of element volumes in the mesh
No Interval (mm3)
1 0 → 0.282
2 0.282 → 0.830
3 0.830 → 1.378
4 1.378 → 1.926
5 1.926 → 2.474
6 2.474 → 3.023
7 3.023 → 3.570
8 3.570 → 4.119
9 4.119 → 4.667
10 4.667 → 5.215
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Figure 4.32: Bar chart showing the distribution of element volumes in the tetrahedral mesh.
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Scattered plots of compressive load against displacement are shown in Fig. 4.33. These data are
fitted with linear regression curves, as shown in Fig. 4.33, with their R2 values and slopes presented
in Table 4.5.
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Figure 4.33: A scattered plot of load against displacement for optimal topologies for experimental
data at R
′
equals 1.5, 2.5 and 3.0. Also, fitted with linear regression curves.
Table 4.5: R2 values of fitted curves used to determine K(N/mm), m(g) and K̂(N/gmm) of
manufactured topologies.
Experiment R2 K(N/mm) m(g) K̂(N/gmm)
Val-1 0.96 1.78 77.2 0.0230
Val-2 0.95 0.58 63.6 0.0091
Val-3 0.96 0.36 66.8 0.0057
The closeness of these R2 to 1 suggests that the optimal topologies can sufficiently be assumed to
be deforming elastically, though the dispersion exists in the data. The stiffness of the topologies
is therefore approximately equal to the slope of the graphs. It can be seen from Table 4.5 that
stiffness, increases with decreasing R
′
in agreement with numerical study presented in Chapter
6. However, this is not conclusive as the varying volume fraction between the topologies will also
affect the stiffness. A fairer comparison can be made by comparing the stiffness to mass ratio, ι,
of the topologies. The mass of these topologies measured in grams, is shown in Table 4.5. Their
ι were therefore calculated in N/gmm, as shown in the table. It can be seen that ι decreased as
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R
′
increases. Both K and ι are plotted against R
′
in Fig. 4.34. These sets of data are fitted with
linear regression curves. The broken line designates the fitted curve for K and has a R2 value of
0.98, while the solid line is the fitted curve for ι with a R2 value of 0.97. K and ι decrease linearly
with R
′
. It can also be observed that the contrast in mass and volume caused the decrease in ι
to be slightly steeper than that of ι. These observations suggests that for a fixed volume or mass
constraint, the stiffness and, hence, performance of the part decreases when R
′
is increased.
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Figure 4.34: A plot of K and ι against R
′
fitted with linear regression curves.
Since the deformation of the topologies due to applied loads were sufficiently assumed to be
linear, the actual stiffness, KAl, of the aluminium part can be determined by multiplying the K of
the polymeric topologies by a factor, β. This factor is determined as:
β =
EAl
Ep
(4.8)
where EAl and Ep are the Young’s modulus of the metallic and polymeric topologies respectively.
EAl was assumed to be 74GPa in Chapter 6 while Ep was earlier stated as 1700N/mm
2 (1.7GPa),
therefore, β is equal to 43.53. Using this value for β, KAl, for the metallic topology are shown in
Table 4.6. Assuming the part had a density of 2.6×10−3g/mm3, the mass, mAl, of the aluminium
arm is calculated and shown in Table 4.6. Using values for KAl and mAl, ιAl is therefore estimated
and shown in Table 4.6. It has already been established that increasing R
′
reduces the com-
plexity of the optimal topology. It is therefore sufficient to infer that increasing the complexity of
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an optimal topology could potentially increase it’s stiffness. This inference justifies choosing AM
over conventional manufacturing techniques where it is difficult to make complicated structural
features. The accuracy of results collected from the tester was virtually validated.
Table 4.6: Table showing KAl, and ιAl as determined from β.
R
′
KAl(N/mm) mAl ιAl(N/gmm)
1.5 77.48 81.3 0.95
2.5 25.25 43.7 0.58
3.0 16.54 50.4 0.33
4.4.6 Determination Of Error In Experimental Results
The numerical accuracy of experimental results were investigated by performing a FEA on optimal
post processed topology at R
′
equals 1.5. The boundary conditions experienced by the topologies
in the experimental tests were simulated for the FEA. The pressure on surface b was calculated
from a sample force of 2.96N from the load cell. According to experimental data collected from the
mechanical tester, the applied force caused a deflection, uz,Exp of 1.417mm along the axis on which
this force is applied. The pressure, Pb, applied to surface b in the FEA was therefore determined
by:
Pb =
2.96
pi(r2o − (r2i + 6r2s))
(4.9)
Where ro, ri and rs were the radius of the outer, inner and smaller circles of surface b respectively,
as shown on surface b in Fig. 4.35. The numerator in Eqn. 4.9 is the total force experienced by
surface b due to the force from the tester while the denominator is the surface area of b on which
the Pb is applied. By substituting all numerical values into Eqn. 4.9, Pb was calculated to be
0.000308N/mm2. The other end of the topology was fixed for all degrees of freedom as seen in
Chapter 6. The topology was initially meshed with approximately 147,000 linear tetrahedral ele-
ments and then progressively refined until the difference between displacement, uz,FEA, predicted
by two successive mesh sizes was less than and error, ξc. Mathematically:
ξc = u
j+1
z,FEA − ujz,FEA (4.10)
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 6 Holes,  rs = 2mm 
Inner circle,   
ri = 20mm 
Outer circle,   
ro = 59mm 
Surface b 
Figure 4.35: Dimensional features ro, ri and rs used to calculate area of surface b.
where ujz,FEA is the value of uz,FEA at a j
th mesh size and uj+1z,FEA is the value of uz,FEA at the
next mesh size. Convergence was achieved when ξc was less than 0.02. Rigid elements were used to
interpolate the displacement from adjacent nodes to the position to which the force from the tester
was applied (Fig. 4.36). The Z displacement of the loaded node corresponds to that recorded by
the mechanical tester. PA12 was assumed to have a Young’s modulus of 1700N/mm2 (EOS, 2009)
and a Poisson’s ratio of 0.204 (Vesenjaka et al., 2010). Fig. 4.37 shows that uz,FEA converged to
1.361mm.
Assuming this was the actual Z displacement at the loaded node, the observed error in experimental
displacement, ξ and uz,Exp can be estimated as:
ξ = uz,EXP − uz,FEA (4.11)
ξ is therefore equal to 0.056mm which corresponds to a relative error of 4% of the uz,FEA and the
small error might have occurred due to
 Errors in displacement, ξ1, and load measurement, ξ2, from the mechanical tester,
 Error due to variation in the density of the manufactured topology, ξ3,
 Error due to variations in material properties from those assumed, ξ4
 Errors arising from meshing procedure, ξ5.
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Figure 4.36: Illustrating rigid elements used to calculate displacement of loaded node.
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Figure 4.37: FEA convergence test to determine uz,FEA.
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 Differences between volume of geometry in STL file and that of actual manufactured part,
ξ6
 Over estimation of elemental stiffness by tetrahedral elements (minimized by mesh refinement
exercise),
ξ is a function of these errors, mathematically:
ξ = f(ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) (4.12)
Therefore, assuming the sources of errors are independent, the expected error ξe could be deter-
mined from Eqn. 4.13 using the estimated values of ξ1, ξ2, ξ3, ξ4, ξ5, and ξ6. These estimates are
shown in Table 4.7 in absolute and relative form.
Table 4.7: Simulational sources of error.
Absolute Relative Error
ξ1 ±0.02mm 0.01
ξ2 ±0.15N 0.05
ξ3 ±0.05g/cm3 0.06
ξ4 ±150N/mm2 0.08
ξ5 ±0.01mm3 1.3× 10−7
ξ6 ±4670mm3 0.06
ξe is therefore calculated as a quadratic sum of these relative errors (Taylor, 1997). Mathematically:
ξe =
√
ξ21 + ξ
2
2 + ξ
2
3 + ξ
2
4 + ξ
2
5 + ξ
2
6 (4.13)
Numerical ξe is approximately 13% which is greater than the 4% determined for ξ. This suggests
that the experimental data is sufficient to validate results from the simulation studies. However, ξ
could be larger for other data points, especially when R
′
equals 2 and 2.5 where greater dispersions
are exhibited. The validation experiments show that to realize solutions with greater complexity
with a fixed mesh size, it is preferable to set the filter radius factor low in the FM-BESO algorithm
since these solutions can be made with AM.
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4.5 Summary And Conclusions
The reduction in structural performance as a result of increased R
′
was predicted in earlier sections
of this chapter and validated through experimental testing. Optimal topologies were post processed
and converted to STL format to allow their manufacture via the selective laser sintering technique.
Topologies were skinned, smoothened, refined and manually amended to create manufacturable
geometries from the FEA mesh used in the TO. The topologies were manufactured and their
stiffness determined by experimentally loading the manufactured parts using a test rig specially
designed to replicate the in service loading of the component, and also simulated in the FEA. As
the post processing stages resulted in slightly different volume fractions for the different topologies,
a fair comparison was made between their stiffness to mass ratio. This supported the observation in
the simulation studies that structural performance decreases with an increase in R
′
. This showed
that it is beneficial to use a low value of R
′
when optimizing for AM designs. This would support the
realization of relatively complex solutions with higher stiffness values to those that were achieved
when R
′
is set at a high value as shown in Fig. 4.18 and 4.10. This is an interesting result since
AM is able to reach solutions with smaller details than those of conventional manufacturing as
stated in Chapter 1. However, setting R
′
to a suitable value might not sufficiently explore AM’s
design domain since results could be constrained by the mesh size as explained in Chapter 3. As
mentioned in Chapter 2 and 3, the utilization of highly refined meshes could be computationally
prohibitive. Exploiting this capability with the FM-BESO would require a highly refined mesh
with high degrees of freedom. The computational benefits of the AMS-BESO has been shown for a
two dimensional problem in Chapter 3. The next chapter proposes the use of a three dimensional
AMS-BESO algorithm to allow a better exploration of AM’s design space.
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Chapter 5
A Hybrid Algorithm For Three
Dimensional Topology
Optimization
The computational efficiency of an AMS-BESO algorithm at suitable parametric settings was
shown in Chapter 3. In this chapter, the practicality of this TO strategy is demonstrated for a
three dimensional problem since it is the aim of this research to topologically optimize AM parts
(which would be in three dimensions). The components of the AMS-BESO developed for this
purpose differ from those discussed in Chapter 3, however, the modified BESO was largely the same
(the only difference being the use of volume rather than area). A different AMS was developed
since the techniques required for improving three dimensional meshes differ from those for two
dimensional meshes. Preservation of mesh connectivity during Laplacian smoothing limits mesh
improvement in three dimensional meshes. Progressive refinement of elements increases the order
of nodes1 in the vicinity of the refinement, which makes it difficult to achieve regular elements
during mesh quality improvement. To circumvent this problem, a h−refinement technique was
included in the algorithm, and performed prior to Laplacian smoothing. This relaxed the order of
the node, thereby, making the Laplacian smoothing more effective. The AMS-BESO was developed
for a tetrahedral mesh and coupled to the modified BESO algorithm described in Chapter 3. The
efficiency of the AMS-BESO was further improved by hard-killing certain soft-killed elements from
1The order of a node is the number of elements connected to that node.
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the optimization domain. What follows is a description of the developed AMS-BESO algorithm
for tetrahedral meshes, followed by application to a three dimensional cantilever plate problem.
Simulations performed involved the same value of filter radius factor, R
′
, and evolution rate, v, as
those used for the two dimensional AMS-BESO. It was seen in Chapter 4 that minimizing R
′
could
enhance both complexity and performance for a three dimensional part. Therefore, R
′
assumed
a value that supported the AMS-BESO in realizing intricate structural features. Work done in
this chapter is aimed at answering research questions three and four within the context of three
dimensional problems. In Chapter 2, these were stated as:
3. Does the quality of a solution achieved by BESO increase with topological complexity?
4. Can computational efficiency and structural complexity be enhanced by coupling BESO with
an adaptive meshing strategy (AMS)?
5.1 Three Dimensional AMS-BESO
The AMS algorithm for three dimensional meshes consisted of the following four stages:
 Boundary element selection
 Reduction of the design domain
 Element refinement
 Improvement of mesh quality
These stages are described in the subsections that follow.
5.1.1 Boundary Elements Selection
The method for selecting boundary tetrahedral elements was similar to that described in Chapter
3 where solid elements connected to free edges were selected for refinement. However, the idea in
three dimensions was to select solid elements connected to free faces (faces connected to a single
element). For a tetrahedral mesh, the element connectivity matrix, EC, described in Chapter 3
contained h elements and five columns. Recall from Chapter 3 that the first column of EC held the
property identification number of elements connected to nodes in columns two to five. Therefore,
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the connectivity matrix, L, containing nodes of solid elements was determined as:
L = E˜C([1,2,3,....,h],[2,3,4,5]) (5.1)
where, E˜C = EC(([1,2,3,....,h],1)∈SID,[1,2,3,4,5]). A face matrix, S, containing all faces in L was then
constructed as:
Si,k = Lx,y (5.2)
where,
x =
 i− b
i
hc × h, if b ihc 6= ih
h , if b ihc = ih
y =
 d
i
he+ (k − 1), if d ihe ≤ 5− k
1 , if d ihe > 5− k (5.3)
1 ≤ i ≤ 4h, and 1 ≤ k ≤ 3. Each row in S held identification numbers of nodes connected to each
face. Faces in S occurred either once or twice since these are the only possible occurrences of a
face in a three dimensional mesh. Faces occurring once represent those lying on the boundary of
the topology. These surfaces were placed in a matrix S1. The set of elements, Q̂, connected to
these surfaces was then determined by:
Q̂ = {a : Sj1 ⊆ La,(1,2,3,4)} (5.4)
where j was an integer used to select surfaces in S1 for each element, a. The size of Q̂ was further
reduced by subjecting it to two criteria. The first involved a lower volume limit, Vmin, imposed on
members of Q̂ so that only elements with volume, Va, above Vmin were retained in Q̂. A second
criteria involved the retention of elements whose volume belonged to the largest 25% of volumes
in Q̂.
5.1.2 Reduction Of the Design Domain
Progressive refinement of tetrahedral elements will cause an increase in degrees of freedom, poten-
tially leading to excessive consumption of computational resource. To avoid this occurrence, the
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optimization domain was progressively reduced during the optimization by iteratively hard-killing
soft-killed elements at the outermost boundary of the domain from the mesh, hence reducing the
size of the design domain. Domain contraction begins by first identifying the outermost face using
Eqn. 5.1, since the strategy required to identify these elements was largely similar to that for
selecting boundary elements described in Section 5.1.1. However, E˜C was determined according
to:
E˜C = EC(([1,2,3,....,h],1),[1,2,3,4,5]) (5.5)
It should be noted that this contrasts to the earlier definition of E˜C where it was constructed from
elements at the outermost layer of elements associated with SID (solid element property). E˜C
in Eqn. 5.5, however, was constructed from all elements in EC, i.e. those associated with SID
and V ID. L was then constructed from E˜C as described in Section 5.1.1. Elements connected
to nodes in L and also associated to V ID (soft-killed elements) were selected and expelled from
EC. This meant that these elements were “hard killed”, as opposed to the “soft killed” elements
associated with VID that have negligible stiffness but remain in the design domain and can be
re-associated to VID if required by the BESO.
5.1.3 Element Refinement
A number of steps were used in refining elements in Q̂. These include:
 Finding the longest edge of tetrahedrals in Q̂
 Calculating the midpoint of these longest edges
 Updating the nodal coordinate matrix, b
 Iterative refinement of elements connected to edges
 Updating the EC
The refinement of elements in Q̂ began by finding the longest edge along which the elements would
be split. Fig. 5.1 shows a tetrahedral element with it’s six edge and four nodal points. The lengths
of E1, E2, E3, E4, E5, and E6 were calculated from the distance between points on each edge.
Eqn. 3.6 was used to calculate these lengths by substituting the Cartesian coordinates of points
associated with the edge in question into the equation. A matrix, E
L
, was constructed to hold the
longest edges of elements in Q̂. This matrix has the same number of rows as Q̂ and two columns.
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Each row held the two node numbers defining the corresponding longest edge in Q̂. For example,
assuming E6 is the longest edge in Fig. 5.1, the nodal number of P2 and P4 would be stored in
columns one and two of the corresponding element row in Q̂.
 
P1 
P2 
P3 
P4 
E1 
E2 
E5 
E4 E3 
E6 
Figure 5.1: Tetrahedral element with six edges and four node points, assuming E6 is the longest
edge.
A matrix, P , containing the Cartesian coordinates of the mid points of edges in E
L
was determined
by substituting the Cartesian coordinates of nodes on edge into Eqn. 3.5. This matrix had the
same number of rows as E
L
and three columns holding the x, y, and z coordinates. P was merged
with nodal matrix, b, as shown in Fig. 5.2.
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Figure 5.2: Merging b and P to replaced old b.
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The emergent matrix is denoted by bL in this thesis for clarity, and it is used as the next valid
definition of nodes in the mesh. Also, a matrix ID was generated for P , and used to associate
these new points to new elements when refining. Assuming the old b had h rows and P had w
rows, then ID is given as
ID = {h+ 1, h+ 2, h+ 3, ......., h+ w − 2, h+ w − 1, h+ w} (5.6)
EL, EC and ID were then used to iteratively refine elements connected to each edge E
L
. The
refinement process is illustrated in Fig. 5.3, where edge AB is shown to be connected to four
elements (Fig. 5.3a). The nodes for these elements and the nodal number of the midpoint G
(earlier calculated for this edge in ID) were used to construct smaller new elements as shown in
Fig. 5.3b. Refining the elements in this way preserved the conformity of the mesh, however, the
quality of the new elements was lower than that of the original element. Section 5.1.4 describes
the procedures used to improve elemental quality. The collection of elements to refine in matrix,
Q̂, connected to the jth edge, E
L
(j,[1,2]), is expressed as
Q̂ = {a : EL(j,[1,2]) ⊆ EC(a,[1,2,3,4,5])} (5.7)
In the case of Fig. 5.3a, Q̂ is a 4 by 5 matrix. Elements in Q̂ were hard-killed from EC. Another
matrix, N̂ , of nodes in Q̂ but not in E
L
(j,[1,2]) was constructed having two columns and the same
number of rows as that of Q̂. Each row in N̂ held the node numbers of the two nodes for elements
in Q̂ which were not connected to E
L
(j,[1,2]). Therefore, assuming there were w elements in Q̂, the
matrix of new elements, ECnew, was constructed from Q̂, ID, and N̂ as shown in Fig. 5.4. ECnew
was structured so that the first half of elements in Q̂ being split were placed in the upper rows
of ECnew while their second half were placed below. The first column, which held the property
identification number, was inherited from the parent element to conform to the layout of EC. The
initial expulsion of elements in Q̂ from EC was necessary to avoid overlapping of elements within
the domain space occupied by these elements and their offspring.
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Figure 5.3: Refining four tetrahedral element connected to edge AB (a) Tetrahedral elements
connected to edge (b) Newly constructed elements.
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Figure 5.4: Construction of the new element matrix ECnew using Q̂, E
L
(j,[1,2]), ID, and N̂ .
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For edge AB shown in Fig. 5.3, E
L
(j,[1,2]), Q̂, N̂ and EC
new would be:
E
U
(j,[1,2]) =
[
A B
]
, Q̂ =

SID A B C D
SID A B C F
SID A B D E
SID A B E F

N̂ =

C D
C F
D E
E F

, ECnew =

SID A G C D
SID A G C F
SID A G D E
SID A G E F
SID B G C D
SID B G C F
SID B G D E
SID B G E F

ECnew was merged with EC as shown in Fig. 5.5. The emergent matrix, ECU , was used as
the next valid definition of elements in the mesh. The quality of the resultant mesh was improved
before it was used in the next iteration, as described in the next sub Section.
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Figure 5.5: Constructing ECU from ECnew and EC.
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5.1.4 Improvement of Mesh Quality
As mentioned in the introduction to the chapter, two strategies were involved in mesh smoothing.
These were element face swapping and Laplacian smoothing. Element face swapping changes the
connectivity of the mesh by replacing elements sharing a common surface with a elements of higher
quality (Freitag, 1998). The swapping operation used in this thesis is called a 2-3 element swap.
This is illustrated in Fig. 5.6 and is among the tetrahedral mesh improvement techniques described
by Freitag and Knupp (2002). This was implemented by collecting elements in EC and then used
to construct a matrix S containing all the surfaces of each element. The quality of two elements
sharing each surface in S was evaluated based on measures proposed by Knupp (2001).
 
E 
F 
E 
E E 
F 
F 
F 
Figure 5.6: 2-3 Element face swapping to improve quality of elements in a mesh.
This quality measure, Qa was expressed as:
Qa =
3|(τ)2/3|
‖τ‖2F
(5.8)
where τ is given by
τ =

x2 − x1 x3 − x1 x4 − x1
y2 − y1 y3 − y1 y4 − y1
z2 − z1 z3 − z1 z4 − z1


1 1/2 1/2
0
√
3/2
√
3/6
0 0
√
2/3

−1
(5.9)
x1, x2, x3, y1, y2, y3, z1, z2 and z3 were the Cartesian coordinates of nodes for a tetrahedral
element, a. ‖τ‖2F is the Frobenius norm of τ , mathematically expressed as ‖τ‖2F =
√
Tr(τ tτ)
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(Vartziotis, 2009). Qa varied from 0 to 1 for degenerate to regular tetrahedra respectively. The
nodes of elements connected to a current surface of an element were therefore used to construct
three new elements. Similar to the refinement procedure, this involves the determination of the
other two nodes not on the jth surface in S. For Fig. 5.6, these are nodes E and F. Both of these
nodes were stored in N̂ . Therefore, three new elements were constructed in ECnew so that:
ECnew =

N̂(1) N̂(2) S(j,1) S(j,2)
N̂(1) N̂(2) S(j,2) S(j,3)
N̂(1) N̂(2) S(j,3) S(j,1)

The quality of elements in ECnew was evaluated and compared against those of the original two
elements. If the minimum quality of the new set of elements was greater than that of the original
two elements, then the original two elements were hard-killed and ECnew was merged with EC,
as shown below.
ECu =

EC(1,1) EC(1,2) EC(1,3) EC(1,4) EC(1,5)
EC(2,1) EC(2,2) EC(2,3) EC(2,4) EC(2,5)
EC(3,1) EC(3,2) EC(3,3) EC(3,4) EC(3,5)
. . . . .
. . . . .
. . . . .
ID ECnew(1,1) EC
new
(1,2) EC
new
(1,3) EC
new
(1,4)
ID ECnew(2,1) EC
new
(2,2) EC
new
(2,3) EC
new
(2,4)
ID ECnew(3,1) EC
new
(3,2) EC
new
(3,3) EC
new
(3,4)

In the updated EC, ECu, ID is SID if any of the two elements initially selected were solid
and V ID otherwise. This means the three new elements were associated to V ID only if the two
elements being replaced were both initially soft-killed. bL was then smoothened using the Laplacian
smoothing according to Eqn. 3.24. The difference between this and the two dimensional smoothing
in Chapter 3 was the inclusion of the third Cartesian coordinate, z, for nodes in the smoothing
processes. Both EC and b were passed to the modified BESO algorithm, with aspects described
in Chapter 3.
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5.2 Three Dimensional AMS-BESO Simulations
Similar to Chapter 3, the performance of the three-dimensional AMS-BESO was tested by solving
a three dimensional cantilever plate problem. The same material properties (i.e. Young’s modulus
= 100GPa, Poisson’s ratio = 0.3) as those used for the two dimensional AMS-BESO simulations
were used in the simulations. A load of 100kN was applied to the upper free edge of the plate
while nodes at the built-in end were fixed for all degrees of freedom, as shown in Fig. 5.7. Filter
radius factor, R
′
, evolution rate, v, and volume fraction constraint, V ∗, were set as 1.5, 3%, and
0.2 respectively. Four simulations were performed with these settings while varying starting mesh
size and the smallest volume of element allowed in the mesh, Vmin, as shown in Table 5.1. The
problem was first solved with the AMS-BESO algorithm described in this chapter starting with
approximately 37,000 elements (Nint) in the mesh (Simulation A3-1). Vmin was set at 0.32mm
3,
a value determined as the average element size in a uniform mesh constituted with approximately
101,000 elements. Simulation A3-2 utilized such a mesh to solve the cantilever plate problem with
the FM-BESO algorithm.
 
100kN 
y 
x 
z 
Figure 5.7: Cantilever plate fixed at one end and loaded on an edge at the other.
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Table 5.1: Three dimensional AMS-BESO and FM-BESO simulations.
Exp. Algorithm Nint Vmin Sw
(Elements) (mm3)
A3-1 AMS-BESO 37,537 0.32 3
A3-2 FM-BESO 101,178 - 3
A3-3 AMS-BESO 101,178 0.06 3
A3-4 FM-BESO 507,833 - 3
Two other Simulations A3-3 and A3-4 were performed to investigate further improvement possi-
bilities that could be achieved by starting with a finer mesh size. Vmin was reduced to 0.06mm
3
in Simulations A3-3 to correspond to the average size of elements in a uniform mesh consisting of
approximately 500,000 elements, which was used in Simulation A3-4. It should also be noted that
the size of elements in the initial mesh in Simulations A3-3 was selected to coincide with the fixed
mesh of Simulations A3-2. The entire mesh was swapped three times (i.e. Sw=3) during mesh
improvement as described in Section 5.1.4. Data collected from these simulations include:
 Volume of design domain before the TO, Vbo
 Volume of optimal topology after the TO, Vao
 Volume of optimal topology after post processing, Vapp
 Converged C, C∞
 Iterations to convergence, ic
 Number of members in an optimal topology, M
 Initial number of elements in mesh, Nint
 Number of elements in mesh at ic, Nfinal
 Total optimization time, tTO
 Time for AMS stage, tAMS
 Mesh reduction and refinement time, tMRR
 Time for mesh improvement steps, tMI
 Optimization time without the AMS stage, tO
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It should be noted that:
tTO = tAMS + tO (5.10)
and:
tAMS = tMRR + tMI (5.11)
Also, tTO is equal to tO for simulations A3-2 and A3-4 where FM-BESO was utilized, since these
simulations do not involve an AMS stage. Time data for simulations A3-1, A3-2, A3-3 and A3-4
are presented and discussed along with other simulational characteristics in the next section.
5.3 Results from Simulations A3-1, A3-2, A3-2 and A3-4
5.3.1 Effects Of Domain Reduction
In Section 5.1.2, an approach used to iteratively reduce the optimization domain was described.
The effect of this approach on the visual appearance of the optimization domain is described in this
section with an example. Two views of the optimization domain after the TO for Simulation A3-1
is shown in Fig. 5.8. The first figure, Fig. 5.8a, shows the optimal topology of Simulation A3-1
constituted by its solid elements while the second figure, Fig. 5.8b, includes soft-killed elements
remaining in the design domain after the optimization with the solid elements.
(a) (d)
Figure 5.8: Illustrating effects of hard-killing on optimization using Exp. A3-1: (a) A3-1 (solid
elements) (b) A3-1 (soft-killed and solid elements).
The shape of the optimization domain shown in Fig. 5.8b differs from the cuboidal shape shown
in Fig. 5.7. This is due to the iterative hard-killing of soft-killed elements at the boundary of the
domain to enhance computational efficiency since these elements contribute minimal stiffness to
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the structure. However, soft-killed elements maintained in the domain at a specific iteration are
allowed to be re-introduced into the structure as determined by the BESO algorithm. Assuming
this domain reducing stage was not included, the shape of the optimization domain would have
remained a cuboid with a higher cost of maintaining more soft-killed elements.
5.3.2 Optimal Topologies And Performance For Simulations A3-1, A3-2,
A3-3 and A3-4
Optimal topologies for simulations A3-1, A3-2, A3-2 and A3-4 are shown in Fig. 5.9. Figs. 5.9a
and 5.9d shows soft-killed and solid elements remaining in the domain for simulations A3-1 and
A3-3 respectively.
(a) (b)
(c) (d)
Figure 5.9: Optimal topologies for simulations A3-1, A3-2, A3-3 and A3-4: (a) A3-1 (b) A3-2 (c)
A3-3 (d) A3-4.
Figures 5.9a, 5.9b 5.9c and 5.9d shows optimal topology for simulations A3-1, A3-2, A3-3 and
A3-4 respectively. Clearly, these four topologies are rough, and only give an initial estimation of
the optima. A plot of C and V against i for Simulations A3-1 and A3-2 is shown in Fig. 5.10. It
can be seen that total strain energy, C, increases in a similar manner for both Simulations A3-1 and
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A3-2. However, Simulation A3-2 converges to a higher value, C∞, and iterations to convergence,
ic, than that of Simulation A3-1 as seen in Fig. 5.10 and shown in Table 5.2, indicating poorer
performance of the final topology from the FM-BESO compared to the AMS-BESO. It can also
been seen that the converged solution is more stable with the AMS-BESO, as oscillation can be seen
in the converged plot for the FM-BESO. The values of the total strain energy of the final topology,
C∞, together with the initial and final number of elements in the FE-model and the number of
iteration to convergence, ic, is shown in Table 5.2. While the number of elements initial in the
mesh, Nint, was equal to that at the final iteration, Nfinal, for Simulation A3-2, which involved a
fixed mesh, the number of elements in Simulation A3-1 increased from an Nint of 37,537 to Nfinal
of 53,831 considerably less than in Simulation A3-1, which demonstrated poorer performance.
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Figure 5.10: Plot of C and V against i for simulations A3-1 and A3-2.
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Table 5.2: C∞, Nint, Nfinal and ic for the four simulations.
Exp. C∞(Nm) Nint Nfinal ic
A3-1 0.81 37,537 53,831 59
A3-2 0.90 101,178 101,178 63
A3-3 0.82 101,178 118,669 60
A3-4 0.97 507,833 507,833 57
Fig. 5.10 also shows the volume fraction of intermediate topologies in both simulations reducing
in a similar manner until convergence at the target volume fraction constraint, V ∗. In terms of
iterations to V ∗, Simulation A3-1 was faster than Simulation A3-2 as shown in Table 5.2. These
observations suggests that the AMS-BESO algorithm can achieve superior solutions with fewer
elements and iterations than that of the FM-BESO for a three dimensional problem. However,
enhanced performance, indicated by the lower C∞ for the AMS-BESO algorithm is not conclusive
since FEA errors in Simulations A3-1 and A3-2 will differ, as explained in Chapter 3. In Sec-
tion 5.4, convergence studies are performed to determine an accurate performance of the optimal
solutions.
The plot of C and V against i for Simulations A3-3 and A3-4 is shown in Fig. 5.11. Again, it
can be seen that the AMS-BESO achieved a low value of, C∞, however, unlike Fig. 5.10, the C
values for Simulation A3-3 is lower than that for Simulation A3-4 throughout the TO. This can be
attributed to the greater contrast between Nint and Nfinal for both simulations. The difference
between Nint for Simulations A3-3 and A3-4 is larger than that between A3-1 and A3-2 as seen in
Table 5.2. The C profile for Simulation A3-4 is smoother than that for Simulation A3-3, as seen in
Fig. 5.11. This can be attributed to the hard killing of soft-killed elements at certain iterations in
the AMS-BESO method. As this reduces the degrees of freedom in the mesh, the next calculated C
for intermediate topologies is lower than that which would have been calculated if the hard-killed
elements had remained as soft-killed. It can be seen in Fig. 5.11 that the target volume fraction,
V ∗, was not attained in Simulation A3-4.
Optimal topologies from the four simulations were post processed using the procedures de-
scribed in Section 4.4.1 to allow a better visualization of the solutions and more accurate estima-
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tion of their performance. Results from the post processing operation are shown in Fig. 5.12. As
explained in Chapter 4, it was difficult to constrain the volume fraction of these solution to 0.2
during post processing, which was the value of V ∗ during the TO simulations. The volume of the
design domain, Vbo, optimal topology after the TO, Vao, and post processed topology, Vapp, for all
four simulations are collated and shown in Table 5.3. The volume fraction before (Vfao) and after
(Vfapp) the TO are calculated from Vbo, Vao, and Vapp using Eqns. 4.6 and 4.7 respectively. Vfao
for Simulations A3-1, A3-2, A3-3 and A3-4, are close to that of the constraint, V ∗ (i.e. 0.2).
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Figure 5.11: Plot of C and V against i for simulations A3-3 and A3-4.
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(a) (c)
(b) (d)
Figure 5.12: Post processed topologies for simulations A3-1, A3-2, A3-3 and A3-4: (a) A3-1 (b)
A3-2 (c) A3-3 (d) A3-4
Table 5.3: Volumetric and M data of simulations A3-1, A3-2, A3-3 and A3-4.
Exp. Vbo Vao Vapp Vfao Vfapp M
(mm3) (mm3) (mm3)
A3-1 32,000 6400 5961 0.20 0.18 9
A3-2 32,000 6208 3578 0.19 0.11 12
A3-3 32,000 6208 4986 0.19 0.16 15
A3-4 32,000 7446 6556 0.23 0.20 4
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Observed variations from 0.2 are due to the discrete nature of the mesh which prevented the exact
attainment of V ∗. After post-processing, Vfapp, deviates significantly from 0.2 for Simulations
A3-1, A3-2 and A3-3. Vfapp for Simulation A3-4 is equal to V
∗, however, this occurred due to Vfao
being initially larger than V ∗ for this simulation. Therefore, the performance of these topology
can only be compared with a measure that is predominantly independent of Vfao and errors in the
FEA mesh as described in the next Section.
In terms of complexity, Simulation A3-1 is constituted by nine members, which is not as complex
as the 12 members observed in Simulation A3-2, as shown in Table 5.3. However, given that Nint
for Simulation A3-1 was less than half of Nint for Simulation A3-2, and Nfinal of Simulation A3-1
is approximately half of Nfinal for Simulation A3-2, the capabilities of the AMS-BESO to achieve
complex solutions with fewer elements in the domain is evident. It can be seen that there was an
increase in complexity when the AMS-BESO was started with a finer mesh and Vmin was reduced
to 0.06mm3, as shown in Table 5.3 where the optimal topology in Simulation A3-3 is composed of
15 members. However, the low complexity of Simulation A3-4 (four members) when compared to
Simulation A3-2 was not expected and is a consequence of premature convergence before V ∗ was
achieved.
5.4 Stiffness Determination For A3-1, A3-2, A3-3 and A3-4
To determine the stiffness of the four solutions, mesh convergence studies were performed on post
processed topologies using a converged mesh, and Nastran for FEA. Each optimal topology was
initially meshed and then progressively refined until the difference between displacement predicted
by two successive mesh sizes, along the load axis, uy, did not exceed an error, ξc, as stated in Eqn.
4.10. ξc was assumed to be 2 × 10−2mm. Fig. 5.13 shows a plot of uy against the number of
elements in each mesh. It can be seen that Simulation A3-1 converged to a lower u∞y than that
of Simulation A3-2, however, u∞y for Simulations A3-1, A3-2, A3-4 were approximately similar as
seen in Fig. 5.13. This suggests that the AMS-BESO was able to achieve a superior solution to
that of the FM-BESO with fewer degrees of freedom, and also less mesh dependency. u∞y for the
four solutions are shown in Table 5.4. The stiffness of the topologies was calculated from,
K∞ =
F
u∞y
(5.12)
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where F is the 100kN applied force. K∞ of Simulations A3-1, A3-3 and A3-4 and A3-2 are largely
similar and better than that of A3-2, however, the contrast in Vfapp does not make K∞ a fair
measure. A better measure, specific stiffness, ι∞, can be defined to be independent of the Vfapp as
ι∞ =
K∞
Vfapp
(5.13)
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Figure 5.13: Convergence study to determine accurate stiffness of smoothing topologies.
ι∞ for Simulations A3-1, A3-2, A3-3 and A3-4 are shown in the fourth column of Table 5.4. It can
be seen that Simulations A3-1 and A3-3 which, used the AMS-BESO, have higher ι∞ than those of
simulations A3-2 and A3-4. Simulation A3-3 which is the most complex solution with 15 members
achieved the largest ι∞. Interestingly, Simulation A3-1 which utilized a mesh with a Nfinal of
approximately 53,000 elements, achieved a solution with ι∞ greater than that of Simulation A3-4
where Nfinal was approximately 500,000. Again, this observation shows the potential of the AMS-
BESO to reach more complex solutions with improved performance with fewer elements. The
observed larger value of ι∞ for Simulation A3-2 when compared against that of Simulation A3-4
is a consequence of the premature convergence observed for Simulation 3-4.
152
Table 5.4: uFEAZ , K∞ and ι∞ for simulations A3-1, A3-2, A3-3 and A3-4.
Exp. u∞z (mm× 102) K∞(MN/mm) ι∞(MN/mm)
A3-1 2.09 4.78 25.70
A3-2 3.66 2.74 24.50
A3-3 2.12 4.72 30.30
A3-4 2.12 4.71 23.00
5.5 Computational Time For A3-1, A3-2, A3-3 and A3-4
The time spent for aspects of Simulations A3-1, A3-2, A3-3 and A3-4 are shown in Table 5.5. Sim-
ulation A3-3 consumed the most time, converging after 86 hrs. This is followed by Simulation A3-1
which required 25 hrs. Simulation 3-2 involving FM-BESO consumed the least amount of time, 43
mins, while Simulation A3-4 converged after 13 hrs. Using this data, the improved computational
efficiency of using the AMS-BESO observed in Chapter 3 for a two dimensional problem cannot
be confirm for three dimensional problems. However, data for time spent for mesh improvement,
tMI , shown in Table 5.5 suggests that a large proportion of the time during Simulations A3-1 and
A3-3 was spent on improving the mesh after refinement and domain reduction. To understand
this better, time spent for mesh reduction and refinement, tMRR, tMI and optimization time, tO,
is expressed as percentages of the total optimization time, tTO, and shown in Table 5.6.
Table 5.5: Time data, tTO, tAMS , tMRR, tMI and tO for simulations A3-1, A3-2, A3-3 and A3-4.
tTO = tAMS + tO and tAMS = tMRR + tMI .
Simulation tTO tAMS tMRR tMI tO
(hr : min : sec) (hr : min : sec) (hr : min : sec) (hr : min : sec) (hr : min : sec)
A3-1 25:42:09 25:22:32 00:03:59 25:18:34 00:19:37
A3-2 00:43:00 00:00:00 00:00:00 00:00:00 0:43:00
A3-3 86:44:37 76:10:44 00:24:28 75:46:17 10:33:53
A3-4 12:59:00 00:00:00 00:00:00 00:00:00 12:59:00
It can be seen that more than 90% of the time in simulations A3-1 and A3-3 was spent improving
the refined mesh as opposed to less than 10% of the time for domain reduction, mesh refinement
and optimization. It should be recalled that the variable Sw which controlled the number of times
the entire mesh was swapped was set to three for simulations A3-1 and A3-3. This is largely
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responsible for the large time consumed on the tAMS stage and can be modified to improve the
computational efficiency of the three dimensional AMS-BESO algorithm.
Table 5.6: Time data for A3-1, A3-2, A3-3 and A3-4 in percentage of total optimization time, tTO.
Exp. tMRR(%) tMI(%) tO(%)
A3-1 0.15 99.17 0.68
A3-2 0.00 0.00 100
A3-3 0.24 94.26 5.50
A3-4 0.00 0.00 100
Two further simulations were performed to investigate improvement opportunities in the com-
putational efficiency of the AMS-BESO algorithm. Simulation A3-5 utilized the same values for
Nint and Vmin used in Simulation A3-1, while in Simulation A3-6, Nint and Vmin were set to those
of Simulation A3-3 as shown in Table 5.7. However, Sw for Simulations A3-5 and A3-6 was set
to one and the swapping operation focused on regions in the domain where refinement occurred.
This amendment is potentially more efficient since reduction in mesh quality occurs only in these
regions during the TO. The optimal post processed topologies for Simulations A3-5 and A3-6 are
show in Fig. 5.14. Structural and time characteristics of Simulations A3-5 and A3-6 are shown in
Table 5.8.
Table 5.7: Additional simulations A3-4 and A3-6 performed to improve the efficiency of the AMS-
BESO.
Exp. Algorithm Nint Vmin Sw
(Elements) (mm3)
A3-5 AMS-BESO 37,537 0.32 1
A3-6 AMS-BESO 101,178 0.06 1
Table 5.8: Time and structural data for simulations A3-5 and A3-6.
Exp. tTO tAMS tMRR tMI tO M ι∞
(hr : min (hr : min (hr : min (hr : min (hr : min (MN/m)
: sec) : sec) : sec) : sec) : sec)
A3-5 02:15:56 02:01:55 00:03:13 01:58:42 00:15:01 10 29.50
A3-6 14:41:54 13:41:21 00:09:36 13:31:45 01:00:33 12 26.50
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(a) (b)
Figure 5.14: Post processed topologies for simulations A3-5, A3-6: (a) A3-5 (b) A3-6
It can be seen that the swapping strategy adapted for these two simulations reduced tAMS from
25 hrs for Exp. A3-1 to 2 hrs for Simulation A3-5 and from 76 hrs for Simulation A3-3 to 13 hrs
for Simulation A3-6. Simulation A3-5 converged after 2 hrs 15 mins, which is still greater than
that of Simulation A3-2 which converged after 43 mins. Simulation A3-6 converged after 14 hrs 41
mins which is much closer to the time consumed for Simulation A3-4 (13 hrs). However, it should
be noted that the ι∞ for Simulations A3-5 and A3-6 are greater than those of Simulations A3-2
and A3-4 respectively, with greater complexities in the optimal topology. It would arguably have
been fairer to compare the simulation time consumed in Simulations A3-1, A3-3, A3-5, or A3-6
to corresponding FM-BESO simulations whose mesh sizes achieved the same ι∞. It is difficult to
determine these mesh sizes prior to the TO and, hence this information is not currently available.
Also, it should be noted that by reducing Sw from three to one ι∞ reduced by 14%. This can be
seen when ι∞ for Simulation A3-1 is compared with that of Simulation A3-5 and ι∞ for Simulation
A3-3 is compared with that of Simulation A3-6. This shows the effects of Sw on the quality of the
solution.
It can be seen in Table 5.8 that the mesh improvement operation retains a large proportion of
the time spent in improving the mesh. However, Simulation A3-5 achieved a greater ι∞ than that
of Simulation A3-4 in a fraction of the time spent by Simulation A3-4, the capabilities of the AMS-
BESO to enhance the performance and complexity of optimal solutions are evident. To further
improve the computational efficiency of AMS-BESO, it might be preferable to employ element
refinement templates that greatly preserve the quality of elements in a mesh. This would minimize
the need for expensive mesh improvement strategies. Alternatively, the computational efficiency
of the mesh improvement method could further be improved.
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5.6 Boundary Smoothness Of Three Dimensional Solutions
In Chapter 3, the smoothness of two dimensional solutions were evaluated against their post pro-
cessed form. The strategy used then to achieve the smoothened boundaries was largely similar
for all solutions, and therefore comparisons made were fair. This involved the progressive move-
ment of boundary nodes by a common distance, a step that was repeated the same number of
times for all solutions. Due to the manual nature of operations used to achieved post processed
topologies in three dimensions, it was difficult to fairly estimate, numerically, the roughness of the
unprocessed optimal topologies with a similar strategy. However, numerical value was determined
for the roughness, Ra, by extracting the boundary surfaces as described in Section 5.1.1 and then
determining the distance, zi, of nodes, P
i
1, associated to these surfaces to a mid point of adjacent
nodes as illustrated in Fig. 5.15. The mid point, P i2, of the adjacent nodes was first calculated
using Eqn. 3.5. This was then used as the reference point in determining zi by substituting the
Cartesian coordinates of P i2 and P
i
1 into Eqn. 3.28. Subsequently, P
i
1 served as an adjacent node for
determining zi for other nodes. Ra for Simulations A3-1, A3-2, A3-3 and A3-4 was then determined
according to Eqn. 3.27 and are shown in Table 5.9. It can be seen that Ra for Simulation A3-1 is
lower than that of Simulation A3-2, and Ra for Simulation A3-3 is lower than that of Simulation
A3-4. This suggests that AMS-BESO is able to achieve solutions with smoother boundaries than
that of FM-BESO with greater degrees of freedom.
Figure 5.15: A illustration of roughness determination for simulations A3-1, A3-2, A3-3 and A3-4.
Also, since Simulation A3-3 has a lower Ra than that of Simulation A3-1, the smoothness of solution
boundaries is controllable with Vmin. Generally it can also be seen that Ra for Simulations A3-1,
A3-2, A3-3 and A3-4 are rougher than those of Simulations A2-1, A2-2, A2-3, A2-4, A2-5, A2-6,
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A2-7, A2-8, A2-10, A2-11, and A2-12. This is a consequence of using a large value for Vmin and
necessary to prevent excessive growth in degrees of freedom.
Table 5.9: Time and structural data for simulations A3-5 and A3-6.
Exp. Ra(mm)
A3-1 0.586
A3-2 0.662
A3-3 0.441
A3-4 0.477
5.7 A Comparison of Two and Three Dimensional Adaptive
Topologies
Since topologies achieved with AMS-BESO (Fig. 5.13) are largely planar, it is possible to compare
(to a certain extent) them with those achieved with the two dimensional AMS-BESO algorithm
(Fig. 3.30). It can be seen that certain features are common to both solution sets while others are
different. Material has been removed in the outer region of the domain in a similar manner. This
occurs due to largely similar boundary conditions as seen in Fig. 3.29 and Fig. 5.7. However, the
interior of these topologies have contrasting total number of members, M . The M is greater for
topologies in Fig. 3.30 than those in Fig. 5.13. The greater density of elements in the single plane
for the two dimensional simulations as opposed to those of the three dimensional simulations would
have caused this occurrence. Increasing the planar density of elements in the three dimensional
simulations would have increased M further. The stiffness, K for topologies in Fig. 5.13 cannot
be easily compared with those of Fig. 3.30 since the breadth, B, area fraction constraints, A∗, and
volume fraction constraints, V ∗, differ for both sets of topologies.
5.8 Summary and Conclusions
An algorithm was proposed that consisted of a modified BESO algorithm and an AMS for three
dimensional problems modeled with tetrahedral elements. It was necessary to include an element
swapping stage and subjecting the mesh to a Laplacian smoothing technique to reduce the rate
at which the quality of the mesh was reduced due to refinement. The AMS-BESO was shown to
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achieve superior solutions with greater complexity for fewer degrees of freedom than that of the
FM-BESO algorithm. However, this comes with an increase in computational cost incurred during
the mesh improvement stage. It was shown that this could be reduced by using a more efficient
mesh improvement strategy and further optimization of the mesh refinement and improvement
strategies should enable further reduction in the computational cost of the AMS-BESO for three
dimensional problems.
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Chapter 6
Discussion, Conclusion and
Recommendation for Further
Work
In Section 2.9, the following research questions were stated which formed the basis of this thesis:
1. What effects do the BESO parameters have on the performance of a TO and the quality of
a solution?
2. Are these effects similar for both two and three dimensional problems?
3. Does the quality of a solution achieved by BESO increase with topological complexity?
4. Is the quality of a solution achieved by BESO greatly influenced by the starting design?
5. Can computational efficiency and structural complexity be enhanced by coupling BESO with
an adaptive meshing strategy (AMS)?
This chapter begins with a general summary, explaining how the work done in Chapters 3
to 5 answers these research questions. It then proceeds to discuss certain issues relevant to the
thesis, including the quantification of complexity, structural integrity of three dimensional parts,
regions of an optimization domain, and computational efficiencies of the AMS-BESO algorithm.
Implications of the work done for AM designs are also discussed. Conclusions are outlined and
related to research questions and areas of further research identified.
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6.1 General Summary and Major Findings
AM is a highly flexible approach to manufacturing with design capabilities that span the structural,
material and hierarchical design domain. In an attempt to exploit inherent flexibilities within AM’s
structural design domain, this work was organized to understand and relax constraints within cur-
rent TO algorithms to make them more suitable for complex structures. This contrasts to previous
work which focused on exploiting AM’s design domain using unit cell methods and those involving
the development of TO algorithms for other manufacturing methods where intricate structural
features are unfavourable. Existing algorithms for TO are constituted by constraints that ensures
their solutions are suitable for conventional manufacturing techniques. One such TO method,
FM-BESO, is affected by its optimization parameters, starting design and mesh characteristics.
FM-BESO optimization parameters include the evolution rate and filter radius, both of which
were studied extensively. Studies were preceded by an implementation of the FM-BESO algorithm
with two software products namely Nastran and Matlab, to allow detailed study for two and three
dimensional problems. This implementation was coded efficiently to enhance results acquisition
and was shown to be valid by solving a similar problem as that solved by the authors of the FM-
BESO algorithm. Parameters used in the FM-BESO algorithm were extensively studied within
the parametric domain proposed by its authors so as to answer research questions one, two and
three restated as follows:
1. What effects do the BESO parameters have on the performance of a TO and the quality of a
solution?
2. Are these effects similar for both two and three dimensional problems?
3. Does the quality of a solution achieved by BESO increase with topological complexity?
The results, which are presented and discussed in Chapter 3, 4 and 5, showed that the parameter
known as the filter radius, used to eliminate checkerboard patterns from a solution, minimized
the complexities for both two and three dimensional problems. This was also observed with the
second parameter, the evolution rate, which controls the rate at which material is removed from a
structure during the TO, when solving a two dimensional problem. However, the reduction in com-
plexity had contrasting effects on the two and three dimensional studies. Performance of a solution
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reduced with increasing complexity in two dimensions, which contrasts to observations made for a
three dimensional problem. This observation showed that solutions to simplified two dimensional
problems might not completely describe the behavior of the FM-BESO algorithm when applied
to three dimensional problems. It was also anticipated that the starting design could affect the
characteristic of a solution as stated in research question four:
4. Is the quality of a solution achieved by BESO greatly influenced by the starting design?
Studies performed in Chapter 3 to investigate this phenomena did not find sufficient evidence in
the results to support a reduction in performance as a result of contrast in starting design at a
particular mesh size. However, the results showed variations in the complexity of the solution
despite common parametric values. It was therefore inferred that there is a family of solutions in
the design domain with similar performance, for the cantilever problem solved, at a common mesh
size. It is difficult to verify if such an inference can be extended to other problems, especially those
in three dimensions. This was not investigated further due to the large computational requirement
for such a task. Also, the study was limited to the same mesh size used for validation of the code
and the parametric analysis as Huang and Xie (2007) who claimed a mesh independent solution at
this mesh size and a specific parametric settings. At a finer mesh, this inference might be different
since there is likely to be more possible combinations of soft-killed and solid elements in the design
domain, thereby, allowing a broader range of solutions. In this case, it could become necessary to
investigate the intrinsic qualities of a starting design that causes the TO to move towards complex
solutions with superior performance. Once determined, these qualities could be used for other
problems to simultaneously improve performance and computational efficiency for AM designs.
Similarities observed in the solution of both probabilistic and parametric studies showed that
the TO could be steered towards a specific type of solution by starting with a solid domain but set-
ting parameters to appropriate values rather than a random or porous starting design. Therefore,
subsequent chapters in the thesis focused on understanding solution dependence on the parametric
and meshing characteristics. An algorithm was developed, consisting of the FM-BESO algorithm
and an adaptive meshing strategy, to investigate the possibility of enhancing computational ef-
ficiency while minimizing intricate structural feature losses. This was done to answer research
question five stated in Chapter 3 as:
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5. Can computational efficiency and structural complexity be enhanced by coupling BESO with an
adaptive meshing strategy (AMS)?
The binary nature of intermediate topologies when using FM-BESO made it suitable for developing
an AMS algorithm. Computational and performance benefits were shown for a two dimensional
problem. The capabilities to reach complex three dimensional solutions whose performance are
superior to those of the FM-BESO, despite the use of fewer degrees of freedom, was shown. Nor-
mally, fewer degrees of freedom in a finite element analysis will enhance computational efficiency,
however, the introduction of a swapping operation in the three dimensional AMS-BESO, to im-
prove the global mesh quality, restricted the realization of a computational efficient algorithm. It
would be interesting in future work to investigate the mesh required by the FM-BESO to reach the
observed performance achieved with the AMS-BESO. In this work, attempts were made to fully
answer all research questions; however, as is the nature of any research, other issues were raised in
undertaking the work. The following sections describe these.
6.2 Quantification of Complexity
Quantification of the topological complexity of a solution is a highly subjective task. However, it is
important to create a useable measure that distinguishes different topological solutions, as papers in
this field do not currently describe a quantitative measure suitable to distinguish these structural
solutions. Such a measure is important as optimal topologies emerge for AM. As explained in
Chapter 3, the number of members constituting an optimal topology and their dimensional features
(i.e. length and thickness) served as a useful quantification mechanism. However, this was only
applicable to solutions with low volume fraction where constituent truss-like members were easily
distinguished from each other. At a higher volume fraction, where solutions are not truss-like it
was difficult to characterize the solutions and therefore determine if reduction in complexity was
responsible for the decrease in performance, C∞. This can be seen in Chapter 4 where solutions
attained at a volume fraction constraint of 0.5 were not quantified since they do not appear truss-
like. Alternatively, the topologies could be quantified in terms of the number of holes in a solution;
this reduces the subjectivity associated with the connectivity of constituent members, however,
162
it requires that a hole is appropriately defined; an example of which is a region in the structure
surrounded by solid elements.
6.3 Structural Integrity
For the three dimensional problem solved in Chapter 6, the issue of structural integrity (SI) was not
mentioned as this study was aimed at showing parametric dependency as it related to performance
of a solution. However, the (SI) of mechanical components is paramount in service and can be
measured using the maximum stresses a component experiences due to service loads. TO normally
constitutes the first phase of a design optimization process. A second phase would commonly
involve a shape and/or size optimization to ensure structural integrity and manufacturability of
the final design. With AM, manufacturing constraints are less important than in most traditional
manufacturing methods, however, it is useful to demonstrate how a structure from the TO in the
present study could be modified to ensure structural integrity. Fig. 6.1a shows the results of a
finite element stress analysis of the topology shown in Fig. 4.27a, after smoothing, remeshing and
analysis using Nastran. It can be seen that in two of the members, the Von Mises stress is 511MPa,
which is close to the yield strength of a typical aerospace aluminium alloy, which in this case is
taken to be 530MPa (Jean-Francois, 1991). Assuming a safety factor of 2.5, a maximum von Mises
stress constraint of 212MPa can be imposed on the structure. Modification of the structure to
satisfy this constraint can be achieved using an automated shape or size optimization algorithm;
however, it is often quicker to achieve this manually when working with a parametric CAD model.
A modified structure is shown in Fig. 6.1b in which the members violating the stress constraint
have been modified, with a resulting maximum stress of 172MPa in the modified structure, which
thus satisfies the structural integrity constraint. This step will increase the volume, and hence,
weight of the structure. In this case volume fraction constraint, V ∗ after the structural integrity
modifications has increased from 0.11 to 0.17. Returning the optimal topology to a practical
solution raises an important question which can be stated as,
“Is it better to set V ∗ to an appropriate value that conforms to a constraint or set V ∗ much lower
and then perform post improvement operations on the solution such that the topology moves
towards a suitable solution while preserving main topological features?”
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This question is important as it is highly unlikely that the both strategies would achieve the
same topological solution with common parametric settings. Solutions achieved with either of
the strategies for a broad V ∗ could potentially be compared using their stiffness to mass ratio.
Ultimately, it might be preferable to formulate the TO to maximize the stiffness to mass ratio of a
solution rather than simply stiffness. This implies that V ∗ is treated as an optimization parameter
rather than being a constraint.
(a)
(b)
Figure 6.1: von Mises stress distribution in TO structure (a) before and (b) after shape optimization
to comply with stress constraint
6.4 Regions Of an Optimal Domain
Optimal design domain presented in this thesis is constituted mainly by two regions, namely:
 Empty regions
 Unresolved regions
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These regions are illustrated in Fig. 6.2 for a two dimensional cantilever problem with an initial
domain shown in Fig. 6.2a. The empty regions are regions of the domain that consist only of soft-
killed elements while the unresolved regions are composed of both soft-killed and solid elements.
 
 Empty region 
Empty region 
Empty region 
(a) 
(b) 
 
(c) 
Unresolved  
region 
F 
Figure 6.2: Regions of a cantilever design domain before and after a TO (a) before TO (b) after
TO (c) reduced domain.
Interestingly, the shape of these empty regions are largely similar for problems in this thesis with
domain similar to Fig. 6.2 and loaded in a similar manner. Simulations P-1, P-2, P-3, P-4, P-5,
P-7, P-8, PS2-1, PS2-2, PS2-3, PS2-4, PS2-5, PS2-6, PS2-7, PS2-8, PS2-9, PS2-10, PS2-11, PS2-12
and R-1 to R-100, all share a similar shape for the empty regions. This implies that the shape
of the empty regions is independent of the parametric settings and starting design, suggesting
that it is highly inefficient to locate material here. Therefore the efficiency of the cantilever TO
could be enhanced by reducing the domain to that shown in Fig. 6.2c. By starting with this
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reduced domain computational effort could be focused on unresolved regions where simulations
differ largely in solution characteristics. This could further boost computational efficiency when
exploiting AM’s design space.
A similar observation can be made for the three dimensional problems solved in Chapter 6
where all solutions are characterized with a hollow region. Excluding empty regions from a domain
before a TO would require a prior understanding of the shape of such a region, and would therefore
require prior knowledge of the results of a TO. A consequence of this is an increase in computational
requirement, however, the secondary computational and performance benefits that could be realized
from such a strategy if implemented with the AMS-BESO could justify domain reduction before
a TO. An interesting point to note is that the empty region usually emerges in earlier iterations
as seen in Fig. 3.12 where the empty regions were fully defined by the 15th iteration. This implies
that running a few TO iterations prior to the TO would aid in the reduction of the design domain.
6.5 Computational Efficiency of AMS-BESO
Chapter 3 and 5 used appropriate values of the filter radius, R, and evolution rate, v, to show the
computational and structural benefits of coupling a modified version of the FM-BESO algorithm
to an AMS. This was therefore aimed at answering the fifth research question. In two dimensions
the AMS-BESO was shown to be computationally efficient, less sensitive to the initial mesh size
and achieved smoother boundaries than that of the BESO algorithm. For the three dimensional
problem solved, the computational efficiency of the AMS-BESO was not conclusive. This could be
attributed to the large computational time spent in improving the refined mesh prior to the next
iteration. An alternative refinement strategy might reduce the mesh improvement needed and the
rough boundaries observed in the AMS-BESO solution. Also, a much finer mesh at the start of the
TO would improve this, and demonstrate further the capabilities of AMS-BESO to achieve higher
structural complexities for AM structures.
This work focused on using certain refinement templates suitable for linear elements in both
two and three dimensional work. The choice of template was aimed at minimizing elemental
distortions while refining. Other templates might work better by ensuring little deterioration in
element quality. This could greatly enhance the efficiency of the AMS which was constrained by
the mesh improvement stage. Adaptive refinement templates for second order meshes are not as
established as their linear counterpart; however, including this in the AMS could be beneficial,
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especially if their mid nodes are iteratively optimized to reflect the new terrain of the intermediate
topologies. A consequence of this could be the smoothing of boundaries as the TO progresses.
Ultimately, specialized finite elements could be designed that support the inherent freedoms in
AM. Future work should investigate which of these ideas works best to enhance complexity and
performance for AM parts. Finally, while the AMS has been shown to be practical, a number of
parameters used are yet to be optimized. These include:
1. The number of elements selected for refinement at each iteration
2. The optimum number of iterations required while swapping during mesh improvement
3. The minimum area or volume during a TO
Optimizing these parameters could further improve the performance of the AMS-BESO. These
could be critical for solving practical three dimensional parts experience multiple load cases.
6.6 A Comparison with Commercial Software
Most commercial TO software currently use the SIMP method, which contrasts with the FM-
BESO method by utilising element density as the design variable and introducing a penalty on
intermediate densities to drive a solution towards a void-solid representation (Section 2.4.2). In
most cases some intermediate densities remain in the final solution and these can be removed by
thresholding at a user-defined density to make the structure manufacturable. A completely fair
comparison of the performance of the FM-BESO and SIMP algorithms is not possible because of
the fundamentally different processes involved and the dependence of each on their optimization
parameters. However, to further validate certain results in this thesis, OptiStruct was used to solve
the three dimensional problems in Section 4.1 and that in Section 5.2. Results and discussions are
presented in the following subsections.
6.6.1 Solution of the Three Dimensional Parametric Problem with Op-
tiStruct
OptiStruct was used to obtain a solution to the problem defined in Section 4.1, for the test case
with volume fraction constraint, V ∗ of 0.1, using comparable material properties and the same
mesh as that used in the three dimensional parametric BESO studies, but with an initial elemental
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density of 0.9. The main SIMP algorithm parameter, the penalization factor, P , was set to 1.5
in this case. This value was chosen to be greater than one to suppress, to a large extent, the
appearance of intermediate densities but low enough to reduce problems with local optima. The
optimal solution from the SIMP TO, with element thresholding at a density of 0.5, is shown in
Fig. 6.3.
(a)
(b)
(c)
Figure 6.3: Solution achieved from a SIMP based software and the FM-BESO code (a) Front view
(b) Back view (c) BESO solution at R
′
= 1.5 .
It can be seen that many of the features are similar to those seen in the BESO solutions, one of
which is shown in Fig. 6.3c. However, the solid skins seen at the boundaries of the design domain
appear to be a feature of the evolution of the final solid-void structure from one of variable density.
This solution had a V ∗ of 0.1 and total strain energy, C∞ of 4.43 Nm, which is higher than that
seen in the BESO solutions presented in Chapter 6. This single test case can’t be used to make
any general assumptions about the performance of the two TO methods, especially as no effort
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was made to optimize the parameters used in the SIMP TO, however, it would seem that both
methods can be used to perform TO of 3D structures and that the form and performance of the
resultant optima will depend on both the TO algorithm used and the optimizations parameters.
6.6.2 Solution Of the three Dimensional Cantilever Problem With Op-
tiStruct
OptiStruct was also used to solve the cantilever problem defined in Section 5.2 with a mesh of
approximately 500,000 elements. The penalization factor, in this case was also set to 1.5 and the
TO performed with a V ∗ of 0.2 as defined in Section 5.2. The optimal solution using this method
is shown in Fig. 6.4a. This solution has many structural similarities to that of Exp. A3-3 which
is re-shown in Fig. 6.4b for clarity.
(a) (b)
Figure 6.4: Comparing solution achieved with OptiStruct to that of Exp. A3-3: (a) OptiStruct
solution (b) Exp. A3-3
Both solutions can be seen to be composed of 15 members. However, post analysis performed on
OptiStruct’s solution, which involved approximately one million tetrahedral elements, showed that
the SIMP solution had a lower stiffness to mass ratio, ι∞, 27.70 MN/mm, to that of Simulation
A3-3 which was determined to be 30.30 MN/mm as shown in Table 5.4. Considering that one
fifth of the number of elements used to achieve OptiStruct’s solution was required to achieve a
similar solution in Simulation A3-3, the capabilities of the AMS-BESO for a three dimensional
problem is evident. With regards to convergence time, OptiStruct converged after 75 mins, which
is much lower than that of Simulation A3-3 which required 86 hrs as seen in Table 5.5. However, the
optimization time for these two cannot be directly compared as OptiStruct is a compiled code with
in built capabilities to handle all aspects of the optimization, unlike the use of MATLAB source
code and Nastran, as undertaken within this thesis which incurred significant communication time.
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6.7 Implication of Results for Additively Manufactured Parts
This work was mainly focused on developing a TO strategy for AM. Many publications address
other aspects of AM, such as process development, materials development and characterisation,
with minimal effort on developing computational analysis tools for AM. Existing computational
tools are based on methods developed prior to AM, and are structured to allow the realization of
solutions with limited complexity to minimize manufacturing difficulty. Utilizing these tools for
AM designs would require excessive degrees of freedom. This reasoning lead both Rosen (2007) and
Watts (2008) to explore AM’s design space using predesigned unit cells. A less constrained approach
was adopted in this thesis which involved a combination of a structural optimization algorithm and
an adaptive meshing strategy. Among the different tools available, topology optimization offers an
interesting approach to optimizing designs for AM since this is the least constrained of the different
types of structural optimization. However, it was necessary to fully understand the effects of this
strategy on a solution. It has been shown in this work that minimizing the filter radius of a
FM-BESO algorithm and adopting an adaptive meshing strategy can enhance structural detail
which is beneficial for AM designs since there is less extra cost associated with increased structural
complexity. However, it is necessary to ensure AM solutions are structurally open to preserved the
functionality of the part. Constraints required for such a solution were not included in this work.
Also, the extent to which the AMS-BESO strategy can be used for AM solutions is yet to be seen.
Ideally, starting the TO with a highly refined mesh, would further enhance the structural detail
of optimal topologies. For example solving the three dimensional cantilever problem defined in
Section 5.2 with an initial mesh composed of 2 million elements could lead to novel solutions. This
was not performed in this thesis owing to the large proportion of project time spent in two and three
dimensional code development and debugging for the FM-BESO and AMS-BESO algorithms. It
would be interesting to observe the performance enhancement that could be achieved by applying
this strategy to AM parts, especially those experiencing multiple load cases. As seen in the three
dimensional Simulations A3-1 to A3-6 this could come with a marginal increase in computational
cost which is required to improve mesh quality after refinement.
To circumvent this problem it might be preferable to utilize adaptive mesh-free methods for the
iterative structural analysis, as opposed to the finite element method used in this thesis. Mesh-free
methods are beginning to find application in the TO field and therefore, AM designs could benefit
from this trend. Luo et al. (2012a) proposed a mesh-free method that uses density variables in a
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similar manner to the SIMP algorithm, while Luo et al. (2012b) combined a mesh-free method with
the level-set TO algorithm. These mesh-free methods minimize the mesh dependence of a problem
by decomposing a domain into nodes or particles rather than elements as it is with FEA (Huerta
et al., 2004; Li and Liu, 2004). However, publications implementing these methods are still not
proven for three dimensional structures or involve an adaptive mechanism. It is anticipated that
complications arising from implementing an adaptive strategy with a mesh based method would be
minimized by using a mesh-free approach. Mesh-free methods would also allow the realization of
realistic smooth topologies for AM without much difficulty whereas solutions from the AMS-BESO
currently require significant post processing to make them practical and re-analysable.
6.8 Conclusions
A FM-BESO algorithm was adapted for AM, which is a manufacturing approach that allows the
production of highly complex parts without significantly increasing production cost. This algo-
rithm was found to be a potentially powerful design tool for additive manufacture owing to the
discrete nature by which it achieves its optimal solution. This made it possible to couple it directly
with an AMS, a technique that could enhance the complexity and performance of a solution. Prior
to the coupling, it was observed that certain parametric values were more favourable than others
for AM. Observations from simulations and experiments performed in this work led to the following
conclusions which have also been related to the research questions:
Research Question 1 (What effects do the BESO parameters have on the performance of a TO and
the quality of a solution?):
1. With regards to AM, it is beneficial to minimize a FM-BESO parameter known as the filter
radius to enhance part complexity.
2. Also, solution characteristics is dependent on the evolution rate to an extent, especially for
the two dimensional problem solved.
3. For the two dimensional problem solved, the number of iterations to convergence increased
with increase in the filter radius, however, this contrasted to that of the three dimensional
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parametric studies where the number of iterations to convergence was not dependent on the
filter radius.
4. A higher value of the evolution rate used in the FM-BESO algorithm reduces the number of
iterations to convergence for both two and three dimensional problems.
Research Question 2 (Are these effects similar for both two and three dimensional problems?):
5. The performance of the solution decreased quadratically with an increase in filter radius for a
three dimensional problem. This behaviour contrasts to the enhanced performance observed
for the two dimensional TO.
6. The number of iterations to convergence relates differently to the filter radius for two and
three dimensional as stated in Conclusion 3.
7. Increasing the evolution rate is beneficial for the number of iterations to convergence for both
two and three dimensional problems as stated in Conclusion 4.
Research Question 3 (Does the quality of a solution achieved by BESO increase with topological
complexity?):
8. The relationship between solution complexity and quality is dependent on the dimension of
the problem.
Research Question 4 (Is the quality of a solution achieved by BESO greatly influenced by the
starting design):
9. There is insufficient evidence within solutions achieved in the probabilistic studies to suggest
that different starting designs achieved solutions that contrast in performance for the two
dimensional problem solved. However, topological features of solutions are different suggest-
ing that multiple solutions exist in the domain at a fixed mesh size and parametric settings.
This inference could be different for other problems.
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Research Question 5 (Can computational efficiency and structural complexity be enhanced by
coupling BESO with an adaptive meshing strategy (AMS)?):
10. AMS-BESO achieves solutions with similar complexities and performance with fewer degrees
of freedom than those of FM-BESO algorithm. Ideally, a reduced number of elements in
a mesh should minimize computational time as observed for the two dimensional AMS-
BESO. However, including a swapping operation in the mesh improvement technique, for
three dimensional problems, causes an increase in the computational cost of the AMS-BESO
algorithm when compared against the time spent by the FM-BESO algorithm.
11. Computational time of the AMS-BESO algorithm could be improved for three dimensional
problems by minimizing the swapping operation and focussing this operation in regions where
element refinement occurs, however, this could constrain complexity and performance to a
certain extent
6.9 Recommendations For Future Work
Results achieved in this work could lead to interesting areas of research; extending knowledge in
these areas could further improve TO algorithms and the AMS-BESO for AM solutions. It is
advised that further work is focused on three dimensional problems, as two dimensional problems,
while useful, do not extensively reveal phenomena that occur with three dimensional problems.
Potential areas of future research should include:
 Implementing a refinement template within the AMS-BESO algorithm which largely pre-
serves element quality
 Optimizing parameters within the AMS-BESO algorithm, which include the number of itera-
tions for swapping the mesh, number of iterations for domain reduction, number of elements
to refine and the minimum volume constraint below which an element should not be refined
 Implementing a mesh-free method to further enhance the capabilities of the AMS-BESO for
AM
 Investigating performance and complexity enhancement for practical problems using AMS-
BESO
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Also, to enhance the practicality of AMS-BESO algorithm for AM designs, it is useful to extend
its capabilities to problems with multiple load cases, or those involving buckling or AM constraints
since they were not considered in this work. Firstly, to resolve problems with multiple load cases
with the AMS-BESO, a finite element analysis is performed for each load case. This is followed by
the determination of a weighted sum of elemental strain densities derived from each load case. Each
weight should reflect the relative important of the load case in the problem. The adaptive meshing
strategy could then be used to improve the mesh after the next intermediate topology has been
determined with the weighted elemental densities. Secondly, including a buckling constraint in the
AMS-BESO would require the iterative determination of the buckling characteristics of intermedi-
ate topologies to ascertain members that might have violated a specified buckling constraint. The
next iteration could then be used to return such members to a state that preserves the buckling
constraint. Thirdly, including an AM constraint within the AMS-BESO would require a sort of
image analysis within the AMS-BESO to check for closed holes or structural members with length
and angles thats violate constraints that are inherent in the AM technique concerned.
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Appendix A: BESO Code
Implemented with MATLAB and
Nastran
The MATLAB code listed in this appendix performs a topology optimization using MATLAB
and Nastran. The code accepts filenames of the bdf, elements and nodes files, volume fraction
constraint, Vfrac, evolution rate, ER, filter radius factor, Rmin, and solid element identification
number, SID. Outputs include the historical strain energies, MComp and the iterative volume,
Vmon. Optimal topology is defined in the elements and nodes file at the last iteration.
function [MComp,Vmon]=Nasread56(Filenames,Vfrac,ER,ARmax,Rmin,SID)
%%%% Reading Grid Point and Elements
Afile = Filenames{1};copyfile(Afile,'slate.bdf')
VID = 2;N = 5; Nmat =1:N; MComp = zeros(1,1);
tol = 1e−5; Vmon = zeros(1,1); Count = 1;
error1 = 1;
disp('Reading Elements and Grid points.............')
Dfile={Filenames{2},Filenames{3}};
Data1 = El P4(Dfile); EConnect = Data1{1}; Grid = Data1{2}; Estore=0;
%%% Calculating Element Volume/Area
Elvol=El Vol2(EConnect,Grid,3); Eloc = EConnect(:,1)==SID; Vk = sum(Eloc);
Vtag = floor(Vfrac*Vk);
%%% BESO Optimization
while and(Count<120,ER>1e−5);
% Performing FEA
!C:\MSC.Software\MD Nastran\bin\md2008 nastran slate.bdf old=no scr=yes
[MComp(Count,1),EEnergy]=Read8('slate.bdf');
%%% Computing Nodal Sensitivities
NEnergy=Nodal Sen3(EConnect,Elvol,EEnergy,Grid);
%%% Computing Elemental Sensitivities
EEnergy=El Sen5(EConnect,NEnergy,Grid,Rmin); clear NEnergy
if Count>1
EEnergy = (EEnergy + Estore)/2;
end
Estore = EEnergy; Eloc = EConnect(:,1)==SID; Vk = sum(Eloc);
disp('BESO Optimization.............')
%%% Stiring Loop
if Vk < Vtag
Vk1 = ceil(Vk*(1+ER));
else
if Vk > Vtag
Vk1 = floor(Vk*(1−ER));
end
end
[Galpha] = sort(EEnergy,1,'descend');
thres = Galpha(Vk1); ret = sum(Galpha>thres); AR = ret/size(EConnect,1);
%%% BESO CORE
if AR ≤ ARmax
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Addel = ceil(AR*size(EConnect,1));
else
Addel = ceil(ARmax*size(EConnect,1));
end
%Adding elements
Nvoid = find(EConnect(:,1)==VID);
if Addel<size(Nvoid,1)
SenVoid = [Nvoid,EEnergy(Nvoid)]; SenVoid2 = sortrows(SenVoid,2);
SenVoid1 = round(SenVoid2(end−Addel:end,1)); EConnect(SenVoid1,1) = SID;
end
Eloc = EConnect(:,1)==SID; Vk = sum(Eloc);
% Deleting elements
Nvoid = find(EConnect(:,1)==SID);
if Vk1<Vk
Remel = (round(Vk − Vk1)); SenVoid = [Nvoid,EEnergy(Nvoid)];
SenVoid = sortrows(SenVoid,2); SenVoid2 = round(SenVoid(1:Remel,1));
EConnect(SenVoid2,1) = VID;
end
clear Nvoid Remel EEnergy Galpha AR SenVoid SenVoid2 Senvoid1 Addel thres
% Preparing volume check
Vmon(Count,1) = sum(Elvol(EConnect(:,1)==SID,1));
%%% Convergence Monitor
if Count>2*N
Comp1 = MComp((end−Nmat+1),1); Comp2 = MComp((end−N−Nmat+1),1);
error1 = abs(sum(Comp1−Comp2))/sum(Comp1);
end
save Eye1 MComp Vmon error1
if error1≤tol
ER=ER*0.5;
end
Count = Count + 1
save Dat1 EConnect
disp('Exporting Elemental Properties.............')
%%% Updating Element Properties
P Export2(Filenames{2},EConnect,3);
end
end
%%%% Calculates element volume or area
function [El vol]=El Vol2(EC,Grid,Dim)
disp('Calculating Element Volumes..........')
global Pmat siz1
Grid1=Grid; EC1=EC(:,2:end); siz=size(EC1,1);
siz1=size(EC1,2); Xmat=Grid1(EC1,1);
Ymat=Grid1(EC1,2); Xmat=reshape(Xmat,siz,siz1);
Ymat=reshape(Ymat,siz,siz1);
if Dim==3
Zmat=Grid1(EC1,3); Zmat=reshape(Zmat,siz,siz1);
Pmat=[Xmat,Ymat,Zmat]; loc=(1:siz)';
El vol=arrayfun(@Mvol,loc);
else
El vol=(polyarea(Xmat',Ymat'))';
end
function [V4] = Mvol(loc1)
Pick1=Pmat(loc1,:); siz2=size(Pick1,2); siz3=siz2/3;
Pick2=[Pick1(1:siz3)',Pick1(siz3+1:2*siz3)',Pick1(2*siz3+1:end)'];
[¬,V4]=convhulln(Pick2);
end
end
%%% Reads Nastran bdf file
function [Data1] = El P4(name1)
block size = 100000; Data1 = cell(1,2); store=zeros(1,1);
for k=1:2
fid = fopen(name1{k}); line={[]};
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while ¬feof(fid)
line temp=textscan(fid,'%s',block size,'delimiter','\n');
line={[line{1};line temp{1}]};
end
line=line{1}; line=cell2mat(line);
if k==1
siz=floor((size(line,2)−16)/8);
loc=17;
for e=1:siz
loc1=loc+8−1; line temp=str2num(line(:,loc:loc1));
store(1:size(line temp,1),e)=line temp; %#ok<*ST2NM>
loc=loc1+1;
end
else
line=line(:,25:48); g1 = line(:,1:8); g2 = line(:,9:16); g3 = line(:,17:end);
for e=1:size(g1,1)
store(e,1:3) = [ExpoR(g1(e,:)),ExpoR(g2(e,:)),ExpoR(g3(e,:))];
end
end
Data1{k}=store; store=zeros(1,3); fclose(fid);
end
end
function [Val]=ExpoR(Val)
spc = isspace(Val); Val = Val(¬spc); pk10=strfind(Val,'E');
if pk10>0
Val=str2double(Val);
else
pk = [0 strfind(Val,'−')]; pk1 = [0 strfind(Val,'+')];
pk2 = max(pk); pk3=max(pk1); pk4 = or(pk2>1,pk3>1);
if pk4
pk5 = max([pk2 pk3]);
Val = str2double(Val(1:pk5−1))*10ˆ(str2double(Val(pk5:end)));
else
Val = str2double(Val);
end
end
end
%%% Reads the f06 and punch files for results
function [compl,EEnergy]=Read8(file)
F06=[file(1:end−4) '.f06']; PCH=[file(1:end−4) '.pch'];
fid=fopen(F06); compl=−10;
disp('Searching for compliance.............')
while compl==−10
tline=fgets(fid); T=findstr(tline,'EXTERNAL WORK')>0;
if T
tline=fgets(fid); compl=sscanf(tline,'%*f %*f %f');
end
end
fclose(fid);
disp('Reading Strain Energies.............')
fid=fopen(PCH); block size=100000; EEnergy=zeros(1,1);
line temp=textscan(fid,'%*f %f %*f %*f %*f',block size,'HeaderLines',6,'delimiter','\n');
line temp=line temp{1}; EEnergy(end+1:end+size(line temp,1))=line temp;
while ¬feof(fid)
line temp=textscan(fid,'%*f %f %*f %*f %*f',block size,'delimiter','\n');
line temp=line temp{1};
EEnergy(end+1:end+size(line temp,1))=line temp;
end
EEnergy(1)=''; EEnergy=EEnergy';
end
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%%% Calculating Nodal sensitivitives
function [NEnergy]=Nodal Sen3(EC,Elvol,EEnergy,Grid)
disp('Calculating nodal sensitivities..........')
NEnergy1 = zeros(size(Grid,1),2);
for e=1:size(EC,1)
Eloc = EC(e,2:end);
NEnergy1(Eloc,1) = NEnergy1(Eloc,1) + EEnergy(e,1)*Elvol(e,1);
NEnergy1(Eloc,2) = NEnergy1(Eloc,2) + Elvol(e,1);
end
NEnergy = NEnergy1(:,1)./NEnergy1(:,2);
end
%%% Recalculating filtered elemental sensitivities
function [El En]=El Sen5(EC,Nod En,Grid,Rmin)
disp('Calculating Elemental sensitivities..........')
Grid1=Grid; EC1=EC(:,2:end); siz=size(EC1,1); siz1=size(EC1,2);
Xmat=Grid1(EC1,1); Ymat=Grid1(EC1,2); Zmat=Grid1(EC1,3);
Xmat=reshape(Xmat,siz,siz1); Ymat=reshape(Ymat,siz,siz1);
Zmat=reshape(Zmat,siz,siz1); Xmat=sum(Xmat,2)/siz1; Ymat=sum(Ymat,2)/siz1;
Zmat=sum(Zmat,2)/siz1; Pmat=[Xmat,Ymat,Zmat];
Fmat=[Grid1(EC(:,2),1),Grid1(EC(:,2),2),Grid1(EC(:,2),3)];
clear Xmat Ymat Zmat EC1 EC
Dist=((Pmat(:,1)−Fmat(:,1)).ˆ2+(Pmat(:,2)−Fmat(:,2)).ˆ2+(Pmat(:,3)−Fmat(:,3)).ˆ2).ˆ0.5;
clear Fmat; Dist=Rmin*Dist;
El En=zeros(1,1);
for e=1:size(Pmat,1)
Pick1=Pmat(e,:); % midpoint coords
Pick2=((Grid1(:,1)−Pick1(1)).ˆ2+(Grid1(:,2)−Pick1(2)).ˆ2+(Grid1(:,3)−Pick1(3)).ˆ2).ˆ0.5
;
Log=find(Pick2≤Dist(e)); Pick3=Dist(e)−Pick2(Log);
Pick4=Nod En(Log); El En(e,1)=(sum(Pick3.*Pick4))/(sum(Pick3));
end
end
%%% Updating elements file
function P Export2(file,EC,Dim)
fid2=fopen(file,'w'); siz = size(EC(:,2:end),2); EC1 = (1:size(EC,1))';
EC=[EC1,EC]';
switch siz
case 3
fprintf(fid2,'CTRIA3,%u,%u,%u,%u,%u,',EC);
case 4
if Dim==3
fprintf(fid2,'CTETRA,%u,%u,%u,%u,%u,%u \n',EC);
else
fprintf(fid2,'CQUAD4,%u,%u,%u,%u,%u,%u \n',EC);
end
case 6
fprintf(fid2,'%CPENTA,%u,%u,%u,%u,%u,%u,%u \n',EC);
case 8
fprintf(fid2,'%CHEXA8,%u,%u,%u,%u,%u,%u,%u,%u,%u,%u',EC);
end
fclose(fid2);
end
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Appendix B: Data Generated In
Section 3.5
The following C (Nm) data is generated for the two dimensional parametric studies performed in
Section 3.5. Data for experiments 1 to 12 are listed horizontal for each iteration, i.
i 1 2 3 4 5 6 7 8 9 10 11 12
1 1.1798 1.1798 1.1798 1.1798 1.1798 1.1798 1.1798 1.1798 1.1798 1.1798 1.1798 1.1798
2 1.1798 1.1798 1.2175 1.2162 1.1798 1.1798 1.2175 1.2162 1.1798 1.1798 1.2175 1.2162
3 1.1800 1.1800 1.3570 1.3485 1.1800 1.1800 1.3570 1.3485 1.1800 1.1800 1.3570 1.3485
4 1.1804 1.1805 1.4537 1.4499 1.1804 1.1805 1.4537 1.4499 1.1804 1.1805 1.4537 1.4499
5 1.1814 1.1815 1.6300 1.6144 1.1814 1.1815 1.6300 1.6144 1.1814 1.1815 1.6300 1.6144
6 1.1834 1.1831 1.9991 1.9513 1.1834 1.1831 1.9991 1.9513 1.1833 1.1831 1.9991 1.9513
7 1.1858 1.1858 2.0739 2.0055 1.1858 1.1858 2.0742 2.0055 1.1861 1.1858 2.0739 2.0055
8 1.1897 1.1887 2.0545 1.9874 1.1897 1.1887 2.1212 2.0620 1.1889 1.1887 2.1211 2.0620
9 1.1933 1.1941 2.0124 1.9629 1.1933 1.1941 2.7630 2.2960 1.1943 1.1941 2.6897 2.2960
10 1.1991 1.1976 1.9934 1.9480 1.1991 1.1976 2.5642 2.4513 1.1992 1.1976 2.5339 2.4513
11 1.2069 1.2048 1.9789 1.9369 1.2069 1.2048 2.7119 2.6695 1.2058 1.2048 2.7401 2.6695
12 1.2132 1.2100 1.9689 1.9281 1.2132 1.2100 2.9969 2.9238 1.2114 1.2100 2.9847 2.9238
13 1.2165 1.2168 1.9604 1.9231 1.2165 1.2168 3.0434 3.0303 1.2182 1.2168 3.2483 3.2281
14 1.2238 1.2241 1.9518 1.9189 1.2238 1.2241 3.0322 3.0218 1.2254 1.2241 3.6993 3.5775
15 1.2299 1.2291 1.9448 1.9154 1.2299 1.2291 3.0254 3.0199 1.2322 1.2291 4.0122 3.9728
16 1.2371 1.2368 1.9407 1.9094 1.2371 1.2368 3.0228 3.0174 1.2369 1.2368 4.4290 4.4070
17 1.2434 1.2479 1.9351 1.9060 1.2434 1.2479 3.0214 3.0172 1.2451 1.2479 4.5383 4.5134
18 1.2528 1.2573 1.9314 1.9032 1.2528 1.2573 3.0204 3.0150 1.2530 1.2573 4.5187 4.5117
19 1.2574 1.2623 1.9276 1.9014 1.2574 1.2623 3.0186 3.0150 1.2626 1.2623 4.5141 4.4813
20 1.2657 1.2729 1.9247 1.8994 1.2657 1.2729 3.0181 3.0137 1.2697 1.2729 4.5073 4.4726
21 1.2745 1.2775 1.9224 1.8993 1.2745 1.2775 3.0161 3.0128 1.2816 1.2775 4.5019 4.4734
22 1.2845 1.2836 1.9202 1.8973 1.2845 1.2836 3.0154 3.0089 1.2895 1.2836 4.4990 4.4718
23 1.2923 1.2942 1.9176 1.8968 1.2923 1.2942 3.0148 3.0095 1.2946 1.2942 4.4985 4.4745
24 1.3041 1.3001 1.9162 1.8964 1.3041 1.3001 3.0146 3.0086 1.3044 1.3001 4.4992 4.4754
25 1.3115 1.3103 1.9140 1.8952 1.3115 1.3103 3.0142 3.0103 1.3133 1.3103 4.4942 4.4734
26 1.3208 1.3193 1.9124 1.8950 1.3208 1.3193 3.0141 3.0085 1.3214 1.3193 4.4958 4.4718
27 1.3330 1.3321 1.9115 1.8940 1.3330 1.3321 3.0115 3.0075 1.3317 1.3321 4.4905 4.4637
28 1.3393 1.3395 1.9106 1.8939 1.3393 1.3395 3.0106 3.0080 1.3390 1.3395 4.4887 4.4633
29 1.3482 1.3480 1.9094 1.8930 1.3482 1.3480 3.0077 3.0062 1.3485 1.3480 4.4840 4.4614
30 1.3585 1.3585 1.9119 1.8939 1.3585 1.3585 3.0088 3.0071 1.3579 1.3585 4.4814 4.4596
31 1.3675 1.3685 1.9076 1.8929 1.3675 1.3685 3.0072 3.0046 1.3688 1.3685 4.4819 4.4602
32 1.3767 1.3799 1.9044 1.8923 1.3767 1.3799 3.0061 3.0048 1.3809 1.3799 4.4843 4.4580
33 1.3868 1.3878 1.9023 1.8916 1.3868 1.3878 3.0061 3.0053 1.3904 1.3878 4.4782 4.4585
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34 1.3968 1.3992 1.9010 1.8911 1.3968 1.3992 3.0058 3.0043 1.3996 1.3992 4.4740 4.4612
35 1.4091 1.4089 1.9005 1.8912 1.4091 1.4089 3.0058 3.0023 1.4115 1.4089 4.4721 4.4569
36 1.4251 1.4184 1.8998 1.8910 1.4251 1.4184 3.0057 3.0019 1.4198 1.4184 4.4773 4.4614
37 1.4335 1.4288 1.8994 1.8911 1.4335 1.4288 3.0058 3.0016 1.4289 1.4288 4.4758 4.4578
38 1.4373 1.4390 1.8986 1.8908 1.4373 1.4390 3.0061 3.0025 1.4410 1.4390 4.4736 4.4600
39 1.4471 1.4506 1.8977 1.8908 1.4471 1.4506 3.0056 3.0020 1.4509 1.4506 4.4716 -
40 1.4575 1.4597 1.8966 1.8893 1.4575 1.4597 3.0054 3.0020 1.4624 1.4597 4.4738 -
41 1.4680 1.4722 1.8963 1.8897 1.4680 1.4722 3.0053 3.0034 1.4748 1.4722 4.4724 -
42 1.4794 1.4820 1.8959 1.8887 1.4794 1.4820 - 3.0021 1.4855 1.4820 4.4706 -
43 1.4928 1.4938 1.8955 1.8885 1.4928 1.4938 - 3.0032 1.5018 1.4938 4.4720 -
44 1.5021 1.5048 1.8955 1.8886 1.5021 1.5048 - - 1.5165 1.5048 4.4693 -
45 1.5131 1.5175 1.8958 1.8885 1.5131 1.5175 - - 1.5220 1.5175 4.4671 -
46 1.5250 1.5298 1.8960 1.8885 1.5250 1.5298 - - 1.5326 1.5298 4.4669 -
47 1.5380 1.5437 1.8955 1.8876 1.5380 1.5437 - - 1.5440 1.5437 4.4676 -
48 1.5494 1.5558 1.8953 1.8883 1.5494 1.5558 - - 1.5559 1.5558 4.4611 -
49 1.5638 1.5721 1.8946 1.8877 1.5638 1.5721 - - 1.5681 1.5721 4.4605 -
50 1.5874 1.5803 1.8940 1.8873 1.5874 1.5803 - - 1.5824 1.5803 4.4604 -
51 1.5880 1.5939 1.8938 1.8872 1.5880 1.5939 - - 1.6064 1.5939 4.4591 -
52 1.5989 1.6118 1.8937 1.8872 1.5989 1.6118 - - 1.6087 1.6118 4.4615 -
53 1.6115 1.6237 1.8937 1.8874 1.6115 1.6237 - - 1.6253 1.6237 4.4635 -
54 1.6324 1.6329 1.8936 1.8873 1.6324 1.6329 - - 1.6311 1.6329 4.4586 -
55 1.6388 1.6463 1.8935 1.8867 1.6388 1.6463 - - 1.6439 1.6463 4.4605 -
56 1.6520 1.6623 1.8933 1.8858 1.6520 1.6623 - - 1.6595 1.6623 4.4621 -
57 1.6652 1.7040 1.8931 1.8860 1.6652 1.7040 - - 1.6729 1.7040 4.4595 -
58 1.6804 1.6940 1.8930 1.8858 1.6804 1.6940 - - 1.6868 1.6940 - -
59 1.6927 1.7012 1.8924 1.8853 1.6927 1.7012 - - 1.7004 1.7012 - -
60 1.7071 1.7133 1.8919 1.8848 1.7071 1.7133 - - 1.7138 1.7133 - -
61 1.7195 1.7293 1.8919 1.8848 1.7195 1.7293 - - 1.7307 1.7293 - -
62 1.7352 1.7414 1.8918 1.8845 1.7352 1.7414 - - 1.7430 1.7414 - -
63 1.7509 1.7565 1.8913 1.8847 1.7509 1.7565 - - 1.7595 1.7565 - -
64 1.7650 1.7718 1.8910 1.8844 1.7650 1.7718 - - 1.7717 1.7718 - -
65 1.7822 1.7831 1.8911 1.8835 1.7822 1.7831 - - 1.7896 1.7831 - -
66 1.7974 1.7983 1.8910 1.8841 1.7974 1.7983 - - 1.8060 1.7983 - -
67 1.8281 1.8140 1.8908 1.8831 1.8281 1.8140 - - 1.8229 1.8140 - -
68 1.8423 1.8282 1.8908 1.8839 1.8423 1.8282 - - 1.8412 1.8282 - -
69 1.8446 1.8448 1.8908 1.8828 1.8446 1.8448 - - 1.8572 1.8448 - -
70 1.8551 1.8520 1.8913 1.8824 1.8596 1.8593 - - 1.8716 1.8593 - -
71 1.8538 1.8521 1.8913 1.8818 1.8765 1.8766 - - 1.8940 1.8766 - -
72 1.8537 1.8513 1.8907 1.8817 1.8920 1.8946 - - 1.9097 1.8946 - -
73 1.8530 1.8517 - 1.8814 1.9082 1.9093 - - 1.9793 1.9093 - -
74 1.8530 1.8523 - 1.8811 1.9268 1.9312 - - 1.9748 1.9312 - -
75 1.8516 1.8522 - 1.8809 1.9493 1.9455 - - 1.9610 1.9455 - -
76 1.8510 1.8522 - 1.8809 1.9907 1.9651 - - 1.9893 1.9651 - -
77 1.8520 1.8515 - 1.8806 1.9785 1.9808 - - 1.9834 1.9808 - -
78 1.8514 1.8528 - 1.8809 1.9952 1.9979 - - 2.0002 1.9979 - -
79 1.8517 1.8519 - 1.8807 2.0111 2.0149 - - 2.0167 2.0149 - -
80 1.8526 1.8527 - 1.8805 2.0284 2.0336 - - 2.0335 2.0336 - -
81 1.8514 1.8524 - 1.8802 2.0464 2.0518 - - 2.0512 2.0518 - -
82 1.8514 1.8526 - 1.8798 2.0636 2.0684 - - 2.0687 2.0684 - -
83 1.8526 1.8527 - 1.8803 2.0806 2.0877 - - 2.0870 2.0877 - -
84 - 1.8528 - 1.8808 2.0997 2.1044 - - 2.1065 2.1044 - -
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85 - 1.8523 - 1.8806 2.1199 2.1227 - - 2.1236 2.1227 - -
86 - 1.8523 - 1.8799 2.1364 2.1436 - - 2.1439 2.1436 - -
87 - 1.8520 - 1.8799 2.1576 2.1657 - - 2.1649 2.1657 - -
88 - - - - 2.1775 2.1827 - - 2.1829 2.1827 - -
89 - - - - 2.1988 2.2101 - - 2.2037 2.2101 - -
90 - - - - 2.2181 2.2321 - - 2.2235 2.2321 - -
91 - - - - 2.2376 2.2503 - - 2.2928 2.2503 - -
92 - - - - 2.2593 2.2680 - - 2.2788 2.2680 - -
93 - - - - 2.2787 2.3605 - - 2.2873 2.3605 - -
94 - - - - 2.3026 2.3817 - - 2.3058 2.3817 - -
95 - - - - 2.3222 2.3642 - - 2.3261 2.3642 - -
96 - - - - 2.3441 2.3554 - - 2.3463 2.3554 - -
97 - - - - 2.3675 2.3748 - - 2.3674 2.3748 - -
98 - - - - 2.3876 2.3970 - - 2.3919 2.3970 - -
99 - - - - 2.4124 2.4167 - - 2.4125 2.4167 - -
100 - - - - 2.4352 2.4399 - - 2.4383 2.4399 - -
101 - - - - 2.5126 2.4634 - - 2.4608 2.4634 - -
102 - - - - 2.4921 2.4841 - - 2.4848 2.4841 - -
103 - - - - 2.5097 2.5098 - - 2.5083 2.5098 - -
104 - - - - 2.5338 2.5327 - - 2.5284 2.5327 - -
105 - - - - 2.5584 2.5597 - - 2.5523 2.5597 - -
106 - - - - 2.5808 2.5823 - - 2.5788 2.5823 - -
107 - - - - 2.6048 2.6075 - - 2.6017 2.6075 - -
108 - - - - 2.6290 2.6306 - - 2.6265 2.6306 - -
109 - - - - 2.6566 2.6554 - - 2.6611 2.6554 - -
110 - - - - 2.6793 2.6798 - - 2.6860 2.6798 - -
111 - - - - 2.7074 2.7053 - - 2.7086 2.7053 - -
112 - - - - 2.7321 2.7316 - - 2.7403 2.7316 - -
113 - - - - 2.7585 2.7615 - - 2.7717 2.7615 - -
114 - - - - 2.7849 2.7833 - - 2.7891 2.7833 - -
115 - - - - 2.8125 2.8097 - - 2.8169 2.8097 - -
116 - - - - 2.8397 2.8363 - - 2.8382 2.8363 - -
117 - - - - 2.8617 2.8630 - - 2.8683 2.8630 - -
118 - - - - 2.8877 2.8895 - - 2.8955 2.8895 - -
119 - - - - 2.9174 2.9174 - - 2.9196 2.9174 - -
120 - - - - 2.9468 2.9545 - - 2.9540 2.9557 - -
121 - - - - 2.9471 2.9459 - - 2.9812 2.9773 - -
122 - - - - 2.9464 2.9489 - - 3.0066 3.0070 - -
123 - - - - 2.9458 2.9437 - - 3.0423 3.0394 - -
124 - - - - 2.9455 2.9484 - - 3.1188 3.0736 - -
125 - - - - 2.9460 2.9422 - - 3.1681 3.1020 - -
126 - - - - 2.9465 2.9459 - - 3.1579 3.1243 - -
127 - - - - 2.9459 2.9482 - - 3.2032 3.1609 - -
128 - - - - 2.9470 2.9444 - - 3.2168 3.1907 - -
129 - - - - 2.9451 2.9436 - - 3.2627 3.2310 - -
130 - - - - - 2.9486 - - 3.2732 3.2561 - -
131 - - - - - 2.9471 - - 3.3203 3.2887 - -
132 - - - - - 2.9443 - - 3.3424 3.3441 - -
133 - - - - - - - - 3.3811 3.3746 - -
134 - - - - - - - - 3.9363 3.3985 - -
135 - - - - - - - - 3.6537 3.4391 - -
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136 - - - - - - - - 3.5046 3.4765 - -
137 - - - - - - - - 3.5139 4.6486 - -
138 - - - - - - - - 3.5538 5.2108 - -
139 - - - - - - - - 3.5778 3.9497 - -
140 - - - - - - - - 3.7395 3.8134 - -
141 - - - - - - - - 3.6524 3.7841 - -
142 - - - - - - - - 3.6724 3.7907 - -
143 - - - - - - - - 3.7009 3.8157 - -
144 - - - - - - - - 3.7379 3.8464 - -
145 - - - - - - - - 3.7740 3.8632 - -
146 - - - - - - - - 3.8133 3.8971 - -
147 - - - - - - - - 3.8508 3.9258 - -
148 - - - - - - - - 3.8899 3.9673 - -
149 - - - - - - - - 3.9293 3.9992 - -
150 - - - - - - - - 3.9702 4.0464 - -
151 - - - - - - - - 4.0103 4.0807 - -
152 - - - - - - - - 4.0553 4.1303 - -
153 - - - - - - - - 4.0914 4.1686 - -
154 - - - - - - - - 4.1340 4.2121 - -
155 - - - - - - - - 4.1741 4.2541 - -
156 - - - - - - - - 4.2215 4.2935 - -
157 - - - - - - - - 4.2593 4.3300 - -
158 - - - - - - - - 4.3019 4.3671 - -
159 - - - - - - - - 4.3446 4.4098 - -
160 - - - - - - - - 4.3835 4.4501 - -
161 - - - - - - - - 4.3817 4.4455 - -
162 - - - - - - - - 4.3822 4.4499 - -
163 - - - - - - - - 4.3826 4.4472 - -
164 - - - - - - - - 4.3823 4.4449 - -
165 - - - - - - - - 4.3831 4.4425 - -
166 - - - - - - - - 4.3819 4.4407 - -
167 - - - - - - - - 4.3824 4.4416 - -
168 - - - - - - - - 4.3817 4.4386 - -
169 - - - - - - - - 4.3814 4.4377 - -
170 - - - - - - - - - 4.4452 - -
171 - - - - - - - - - 4.4436 - -
172 - - - - - - - - - 4.4444 - -
173 - - - - - - - - - 4.4480 - -
174 - - - - - - - - - 4.4423 - -
175 - - - - - - - - - 4.4419 - -
176 - - - - - - - - - 4.4390 - -
177 - - - - - - - - - 4.4354 - -
178 - - - - - - - - - 4.4402 - -
179 - - - - - - - - - 4.4377 - -
180 - - - - - - - - - 4.4368 - -
181 - - - - - - - - - 4.4372 - -
182 - - - - - - - - - 4.4342 - -
183 - - - - - - - - - 4.4299 - -
184 - - - - - - - - - 4.4375 - -
185 - - - - - - - - - 4.4356 - -
186 - - - - - - - - - 4.4322 - -
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187 - - - - - - - - - 4.4340 - -
188 - - - - - - - - - 4.4286 - -
189 - - - - - - - - - 4.4360 - -
190 - - - - - - - - - 4.4357 - -
191 - - - - - - - - - 4.4329 - -
192 - - - - - - - - - 4.4395 - -
193 - - - - - - - - - 4.4327 - -
194 - - - - - - - - - 4.4310 - -
195 - - - - - - - - - 4.4324 - -
C data generated for experiment performed to benchmark the BESO implementation with litera-
ture.
i C i C i C i C
1 1.1799 22 1.2821 43 1.5047 64 1.8526
2 1.1799 23 1.2905 44 1.5166 65 1.8124
3 1.1800 24 1.3003 45 1.5287 66 1.8223
4 1.1805 25 1.3107 46 1.5413 67 1.8350
5 1.1816 26 1.3185 47 1.5559 68 1.8501
6 1.1833 27 1.3317 48 1.5856 69 1.8647
7 1.1857 28 1.3384 49 1.5876 70 1.8746
8 1.1886 29 1.3480 50 1.5926 71 1.8729
9 1.1929 30 1.3604 51 1.6046 72 1.8737
10 1.1971 31 1.3744 52 1.6177 73 1.8726
11 1.2077 32 1.3793 53 1.6330 74 1.8734
12 1.2090 33 1.3898 54 1.6469 75 1.8724
13 1.2157 34 1.4017 55 1.6853 76 1.8725
14 1.2228 35 1.4114 56 1.6753 77 1.8721
15 1.2288 36 1.4233 57 1.6877 78 1.8724
16 1.2360 37 1.4342 58 1.7011 79 1.8715
17 1.2427 38 1.4494 59 1.7167 80 1.8724
18 1.2509 39 1.4581 60 1.7303 81 1.8727
19 1.2581 40 1.4699 61 1.7455 82 1.8724
20 1.2658 41 1.4801 62 1.7609 83 1.8725
21 1.2740 42 1.4919 63 1.7796 84 1.8716
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Appendix C: Code and Data
Generated in Section 3.7
The following MATLAB code is used to generate data in Section 3.7. It contains a modified form
of the BESO algorithm and an adaptive mesh improvement algorithm for a triangular mesh. It
should be noted that filtering functions listing in appendix B are needed for this code.
function [MComp,Vmon] = AdvBESO15(Filenames,Vfrac,ER,ARmax,Rmin,SID,Max,Amin)
%%% Initiating optimization variable
copyfile(Filenames{1},'slate.bdf');
copyfile(Filenames{2},'Eslate.txt'); copyfile(Filenames{3},'Gslate.txt');
copyfile(Filenames{4},'Cslate.txt'); copyfile(Filenames{5},'Fslate.txt');
VID = 2; N = 5; Nmat =1:N; MComp = zeros(1,1); tol = 1e−3; Vmon = zeros(1,1);
Count = 1; error1 = 1; Allmesh = {[]}; Allnodes = {[]};
%%% Reading Elements, Grid, Constraint and Force data
Data1 = El P8({Filenames{2},Filenames{3},Filenames{4},Filenames{5}});
EConnect = Data1{1}; Ncoord = Data1{2}; Const = Data1{3}; Forc1 = Data1{4};
log1=Ncoord(:,2)==min(Ncoord(:,2)); log2=Ncoord(:,1)==max(Ncoord(:,1));
Forc1(2)=find(and(log1,log2)>0);
%%% Initiating Elements Age monitor
Attrib = EConnect(:,1); Attrib(:,2) = 0;
P Export2({'Eslate.txt','Gslate.txt','Cslate.txt','Fslate.txt'},EConnect,Ncoord,Const,Forc1)
%%% BESO Topology Optimization loop
while and(Count≤Max,error1>tol);
%%% Calculating Elemental Area and initial total volume
[El AT]=El Area(EConnect,Ncoord);
if Count==1
V 0=sum(El AT(EConnect(:,1)==SID));
end
%%% Storing new mesh and nodes
Allmesh{Count} = EConnect; Allnodes{Count} = Ncoord;
save History Allmesh Allnodes
%%% Submit file to nastran
!C:\MSC.Software\MD Nastran\bin\md2008 nastran slate.bdf old=no scr=yes
%%% Reading Results
[MComp(Count,1),EEnergy]=Read8('slate.bdf'); EEnergy = EEnergy./El AT;
%%% Computing Nodal Sensitivities
NEnergy=Nodal Sen3(EConnect,El AT,EEnergy,Ncoord);
%%% Computing Filtered Elemental Sensitivities
EEnergy=El Sen5(EConnect,NEnergy,Ncoord,Rmin);
%%% BESO core
Eloc = EConnect(:,1)==SID; Vk = sum(El AT(Eloc));
%%% Computing next target Volume
NewP1 = floor(Vk*(1−ER)); NewP2 = ceil(Vfrac*V 0);
if Vk > Vfrac*V 0
Vk1 = NewP1;
else
Vk1 = NewP2;
end
[Galpha,Ind] = sort(EEnergy,1,'descend');
CumS = cumsum(El AT(Ind)); Vk2 = sum(CumS≤Vk1);
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thres = Galpha(Vk2); ret = sum(Galpha>thres); AR = ret/size(EConnect,1);
%%% BESO Core
if AR ≤ ARmax
% Adding elements
Nvoid = find(EConnect(:,1)==VID);
if size(Nvoid,1)>0
SenVoid = EEnergy(Nvoid)>thres; EConnect(SenVoid,1) = SID;
end
% Deleting elements
Nvoid = find(EConnect(:,1)==SID);
if size(Nvoid,1)>0
SenVoid = EEnergy(Nvoid)≤thres; EConnect(SenVoid,1) = VID;
end
else
%Adding elements
Nvoid = find(EConnect(:,1)==VID); Addel = ceil(ARmax*size(EConnect,1));
if Addel<size(Nvoid,1)
SenVoid = [Nvoid,EEnergy(Nvoid)]; SenVoid2 = sortrows(SenVoid,2);
SenVoid1 = round(SenVoid2(end−Addel:end,1));
EConnect(SenVoid1,1) = SID;
end
Eloc = EConnect(:,1)==SID; Vk = sum(El AT(Eloc));
% Deleting elements
Nvoid = find(EConnect(:,1)==1);
if Vk1<Vk
Remel = (round(Vk − Vk1));
SenVoid = [Nvoid,EEnergy(Nvoid),El AT(Nvoid)];
SenVoid = sortrows(SenVoid,2);
SenVoid(:,4)= cumsum(SenVoid(:,3));
SenVoid = SenVoid(SenVoid(:,4)<Remel,:);
SenVoid2 = round(SenVoid(1:end,1));
EConnect(SenVoid2,1) = VID;
end
end
% Preparing volume check
Vmon(Count,1) = sum(El AT(EConnect(:,1)==1,1));
%%% Convergence Monitor
if Count>2*N
Comp1 = MComp((end−Nmat+1),1); Comp2 = MComp((end−N−Nmat+1),1);
error1 = abs(sum(Comp1−Comp2))/sum(Comp1);
end
Attrib(:,1) = EConnect(:,1);
[Ncoord,EConnect,Attrib,Forc1,Const] =
Imgen53(Ncoord,EConnect,El AT,1,Attrib,SID,VID,Forc1,Const,Amin);
save Monitor Vmon MComp EConnect Ncoord error1 ER
close
P Export2({'Eslate.txt','Gslate.txt','Cslate.txt','Fslate.txt'},
EConnect,Ncoord,Const,Forc1)
Count = Count + 1
end
end
%%% Area Function
function [El AT]=El Area(EC,Grid)
disp('Calculating Element Area..........')
Grid1=Grid;
EC1=EC(:,2:end);
siz=size(EC1,1);
siz1=size(EC1,2);
Xmat=Grid1(EC1,1);
Ymat=Grid1(EC1,2);
Xmat=reshape(Xmat,siz,siz1);
Ymat=reshape(Ymat,siz,siz1);
El AT=(polyarea(Xmat',Ymat'))';
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end
%%% 2D Adaptive Mesher
function [p,t,Attrib,forc1,SPC1] = Imgen53(p,t,Elvol,Rf,Attrib,SID,VID,forc1,SPC1,Amin)
%%% Imposing 2D on grid points
p=p(:,1:2); X1 = max(p(:,1)); Y1 = max(p(:,2)); X2 = min(p(:,1)); Y2 = min(p(:,2));
Xlog = or(p(:,1)==X1,p(:,1)==X2); Ylog = or(p(:,2)==Y1,p(:,2)==Y2);
BnD1 = or(Xlog,Ylog); BnD1 = find(BnD1>0); BnD = Pbounds(t,BnD1,SID,VID);
t = t(:,2:end); p = p(:,1:2);
%%% Locating Load and Constraints matrix
qa1=p(forc1(:,2),:); qa3=p(SPC1(:,2),:);
%%% Picking and Refining Elements
for e=1:Rf
[ti] = Pickel(t,BnD,Elvol,.70,Amin);
if sum(ti)>0
[p,t,Attrib,ti,Elvol] = refine4(p,t,ti,Attrib,Elvol);
taq = Stat1(Elvol(ti),'descend');
tyq = ceil(0.0001*size(taq,1));
Xlog = or(p(:,1)==X1,p(:,1)==X2); Ylog = or(p(:,2)==Y1,p(:,2)==Y2);
BnD1 = or(Xlog,Ylog); BnD1 = find(BnD1>0);
ts = sum(ismembc(t,BnD1),2)>0;
if tyq>0
ti = and(ti,Elvol<taq(tyq,1));
ti = and(¬ts,ti);
[p,t,Attrib] = Coarse6(p,t,ti,Attrib);
ti = Qual1(p,t)<0.01;
[p,t,Attrib] = refine5(p,t,ti,Attrib,[]);
end
end
end
[p,t] = smoothmesh1(p,t,0.1);
%%% Updating Load
for e=1:size(forc1,1)
[¬,qa2]=ismember(qa1(e,:),p,'rows');
forc1(e,2)=qa2;
end
%%% Updating Constraints
qa4=(size(unique(qa3(:,1)),1));qa5=(size(unique(qa3(:,2)),1));
qa6=or(qa4==1,qa5==1);
if qa6
if qa4==1
qa2=find(p(:,1)==unique(qa3(:,1)));
else
qa2=find(p(:,2)==unique(qa3(:,2)));
end
SPC2=ones(size(qa2,1),size(SPC1,2));
SPC2(:,1)=SPC1(1,1);SPC2(:,2)=qa2; SPC2(:,3)=SPC1(1,3);SPC2(:,4)=SPC1(1,4);
SPC1=SPC2;clear qa1 qa2 qa3 qa4 qa5 qa6 SPC2
end
PropID = Attrib(:,1); t=[PropID,t];
%%% Void Age Update
Attrib(Attrib(:,1)==VID,2)=Attrib(Attrib(:,1)==VID,2)+1;
%%% Restoring p's previous format
p(:,3)=0;
end
function [Qa1] = Stat1(Qa1,ord)
Qa1 = round(Qa1./10ˆ−4).*10ˆ−4; [Qa1,¬,RID]=Unique(sort(Qa1,2,ord),'rows');
ID=1:1:size(Qa1,1)+1; ID=ID−0.5; pk1=histc(RID,ID); pk1(end)=[];
Qa1=[Qa1,pk1]; [Qa2,I]=sort(Qa1(:,1)); Qa1=[Qa2,Qa1(I,2)];
end
%%% Element Picking
function [tiq] = Pickel(tq,BnDq,Elvol,nm,Amin)
%%% Elements with volumes lower that this limit would be exempted
Vz = Elvol>Amin; tiq=sum(ismembc(tq,BnDq),2)>0; tiq = and(Vz,tiq>0);
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if sum(tiq)>0
%%% Reducing elements to refine by excluding neighbours
[tiq] = neighex(tiq,tq);
%%% Reducing elements to refine
taq = Stat1(Elvol(tiq),'ascend'); tyq=floor(nm*size(taq,1));
if tyq>0
tiq = and(tiq,Elvol>taq(tyq,1));
end
end
sum(tiq)
end
%%% Finding Element Boundaries
function [Qa3]=Pbounds(Connect,BnD1,SID,VID)
Solid = Connect(Connect(:,1)==SID,2:end); Void = Connect(Connect(:,1)==VID,2:end);
Qa3=intersect(Solid(:),Void(:)); Qa2=intersect(Solid(:),BnD1); Qa3=union(Qa3,Qa2);
end
%%% Reducing elements to refine by excluding neighbours
function [tiq]=neighex(tiq,tq)
[¬,taq]=unique(tq(tiq,:),'first');tyq=find(tiq>0);
taq=rem(taq,sum(tiq));taq(taq==0)=sum(tiq);taq=unique(taq);
tyq=tyq(taq,1);tiq(:,:)=0;tiq(tyq,1)=1;
end
%%% Checking quality of elements connected to node
function [Qa1 ] = Qual1(p,t4)
siz=size(t4,1); siz1=size(t4,2); X=p(t4,1);
Y=p(t4,2); X=reshape(X,siz,siz1); Y=reshape(Y,siz,siz1);
Len=[(X(:,2)−X(:,1)).ˆ2+(Y(:,2)−Y(:,1)).ˆ2,(X(:,3)−X(:,2)).ˆ2+
(Y(:,3)−Y(:,2)).ˆ2,(X(:,1)−X(:,3)).ˆ2+(Y(:,1)−Y(:,3)).ˆ2];
Ar1=Len.ˆ0.5; Len=sum(Len,2); S=(sum(Ar1,2))/2;
Ar1=[S−Ar1(:,1),S−Ar1(:,2),S−Ar1(:,3)];
Ar1=sqrt(S.*Ar1(:,1).*Ar1(:,2).*Ar1(:,3));
Qa1=(4*sqrt(3))*(Ar1./Len);
end
% Darren Engwirda : 2007
% Ammended for BESO topological optimization
% By: Adedeji Aremu, Loughborough University
% REFINE: Refine triangular meshes.
function [p,t,attr,ti,Elvol] = refine5(p,t,ti,attr,Elvol)
numt = size(t,1); vect = 1:numt; e = [t(:,[1,2]); t(:,[2,3]); t(:,[3,1])];
[e,¬,j] = unique(sort(e,2),'rows'); te = [j(vect), j(vect+numt), j(vect+2*numt)];
split = false(size(e,1),1); split(te(ti,:)) = true;
% Flag tri's to be split
nsplit = length(find(split));
while true
split3 = sum(double(split(te)),2)≥2; split(te(split3,:)) = true;
new = length(find(split))−nsplit;
if new==0
break
end
nsplit = nsplit+new;
end
split1 = sum(double(split(te)),2)==1;
% New nodes
np = size(p,1); pm = 0.5*(p(e(split,1),:)+p(e(split,2),:)); p = [p; pm];
% Map E(SPLIT) to index PM
i = zeros(size(e,1),1); i(split) = (1:nsplit)'+np;
% New tri's in the split3 case
tnew = t(¬(split1 |split3),:); attrnew = attr(¬(split1 |split3),:);
ti = ones(size(tnew,1),1);
if ¬isempty(Elvol)
Elvol = Elvol(¬(split1 |split3),:);
200
end
if any(split3)
n1 = t(split3,1); n2 = t(split3,2); n3 = t(split3,3);
n4 = i(te(split3,1)); n5 = i(te(split3,2)); n6 = i(te(split3,3));
a1 = attr(split3,1); a2 = attr(split3,2);
tnew = [tnew; n1,n4,n6; n4,n2,n5; n5,n3,n6; n4,n5,n6];
attrnew = [attrnew; a1,a2; a1,a2; a1,a2; a1,a2;];
end
% New tri's in the split1 case
if any(split1)
[row,col] = find(split(te(split1,:)));
N1 = col; N2 = col+1; N3 = col+2; N2(N2>3) = N2(N2>3)−3;
N3(N3>3) = N3(N3>3)−3;
n1 = 0*N1; n2 = n1; n3 = n1; n4 = n1; a1 = n1; a2 = n1;
split1 = find(split1); split1 = split1(row);
for k = 1:length(col)
n1(k) = t(split1(k),N1(k)); n2(k) = t(split1(k),N2(k));
n3(k) = t(split1(k),N3(k)); n4(k) = i(te(split1(k),col(k)));
a1(k) = attr(split1(k),1); a2(k) = attr(split1(k),2);
end
tnew = [tnew; n1,n4,n3; n4,n2,n3]; attrnew = [attrnew;a1,a2;a1,a2];
end
t = tnew; attr = attrnew; ti(size(t,1),1) = 0;ti=ti>0;
if ¬isempty(Elvol)
Elvol (size(t,1),1) = NaN; Elvol(Elvol==0,1) = NaN;
end
end % refine()
%%% Coarsening subroutine
function [p,t,Attrib] = Coarse6(p,t,ti,Attrib)
% Removing connected elements
Cz = find(ti>0); cn=size(t,1); taz = t(Cz,:); j=1;
save T1 taz Cz
while j≤size(Cz,1)
Pick1 = taz(j,:); Pick2 = sum(ismember(taz,Pick1),2)>0; Pick2(j) = 0;
Cz(Pick2) = ''; taz(Pick2,:)='';j=j+1;
end
% Include degerated elements
[Qa1] = Qual1(p,t); Qa1=find(Qa1<1e−02); Cz=[Cz;Qa1];
% Reconstructing elements logical matrix
ti = zeros(size(ti,1),1); ti(Cz) = 1; ti=logical(ti); j = 1; k = 0;
[k,l] = EdgePick(k);
%%% Picking first edge and then iteratively collapsing elements
while ¬isempty(Cz)
pnew = p; tnew = t;
t1 = [tnew(Cz(j),k),tnew(Cz(j),l)]; X1 = pnew(t1(1),1); Y1 = pnew(t1(1),2);
X2 = pnew(t1(2),1); Y2 = pnew(t1(2),2);
Pmid = [(X1+X2)/2,(Y1+Y2)/2]; pnew(t1(1),:) = Pmid;
t2 = sum(ismember(tnew,t1),2)==2; tnew(tnew==t1(2)) = t1(1);
pnew(t1(2),:) = ''; tnew(tnew>t1(2)) = tnew(tnew>t1(2))−1; tnew(t2,:) = '';
t1=t(1)−t1(1)>t1(2); t1=sum(ismember(tnew,t1),2)>0; t1=tnew(t1,:);
Qa1=Qual1(p,t1);
if sum(Qa1<1e−2)>0
[k,l] = EdgePick(k);
if k>3
Cz(j) = ''; k = 0; [k,l] = EdgePick(k);
end
else
Attrib(t2,:) = ''; ti(t2) = ''; p = pnew; t = tnew; Cz = find(ti>0);
end
end
cn=cn−size(t,1)
end
%%% Edge Pick
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function [k,l]=EdgePick(k)
k = k+1; l = rem(k+1,3);
if l==0
l=3;
end
end
%%% Checking quality of elements connected to node
function [Qa1 ] = Qual1(p,t4)
siz=size(t4,1); siz1=size(t4,2); X=p(t4,1); Y=p(t4,2); X=reshape(X,siz,siz1);
Y=reshape(Y,siz,siz1);
Len=[(X(:,2)−X(:,1)).ˆ2+(Y(:,2)−Y(:,1)).ˆ2,(X(:,3)−X(:,2)).ˆ2+
(Y(:,3)−Y(:,2)).ˆ2,(X(:,1)−X(:,3)).ˆ2+(Y(:,1)−Y(:,3)).ˆ2];
Ar1=Len.ˆ0.5; Len=sum(Len,2); S=(sum(Ar1,2))/2; Ar1=[S−Ar1(:,1),S−Ar1(:,2),S−Ar1(:,3)];
Ar1=sqrt(S.*Ar1(:,1).*Ar1(:,2).*Ar1(:,3)); Qa1=Ar1./Len;
end
%%% Exporting Triangular Elements, Grid, Force, Constraints
function P Export2(file,EC,Grid,SPC1,Forc1)
EC=[(1:size(EC,1))',EC]'; Grid=[(1:size(Grid,1))',Grid]'; SPC1=SPC1'; Forc1=Forc1';
for k=1:4
fid2=fopen(file{k},'w');
if k==1
%%% Exporting Triangular Elements
fprintf(fid2,'CTRIA3,%u,%u,%u,%u,%u \n',EC);
else
if k==2
%%% Exporting Grid Points
fprintf(fid2,'GRID,%u,0,%f,%f,%f \n',Grid);
else
if k==3
%%% Exporting Constraints
fprintf(fid2,'SPC,%u,%u,%u,%u \n',SPC1);
else
if k==4
%%% Exporting Force
fprintf(fid2,'FORCE,%u,%u,%u,%f,%f,%f,%f \n',Forc1);
end
end
end
end
fclose(fid2);
end
end
C data for experiments 1 to 12 performed in chapter 7.
1 2 3 4 5 6 7 8 9 10 11 12
1 1.3626 1.5256 1.5256 1.6119 1.3626 1.4884 1.5256 1.5585 1.3191 1.4884 1.5256 1.6119
2 1.3724 1.5256 1.5491 1.6119 1.3724 1.4890 1.5491 1.5579 1.3191 1.4884 1.5256 1.6119
3 1.3733 1.5258 1.5509 1.6121 1.3733 1.5403 1.5509 1.6118 1.3194 1.4886 1.5258 1.6121
4 1.4242 1.5267 1.5521 1.6131 1.4242 1.5413 1.5521 1.6145 1.3203 1.4893 1.5267 1.6131
5 1.4264 1.5279 1.5530 1.6143 1.4264 1.5425 1.5530 1.6157 1.3218 1.4915 1.5279 1.6143
6 1.4619 1.5318 1.5549 1.6172 1.4619 1.5442 1.5549 1.6175 1.3236 1.4931 1.5318 1.6172
7 1.4671 1.5333 1.5577 1.6193 1.4671 1.5480 1.5577 1.6200 1.3270 1.4955 1.5333 1.6193
8 1.4704 1.5360 1.5604 1.6223 1.4704 1.5501 1.5604 1.6228 1.3292 1.4990 1.5360 1.6223
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1 2 3 4 5 6 7 8 9 10 11 12
9 1.4778 1.5390 1.5649 1.6257 1.4778 1.5540 1.5649 1.6275 1.3348 1.5025 1.5390 1.6257
10 1.4842 1.5449 1.5671 1.6302 1.4968 1.5581 1.5669 1.6299 1.3393 1.5061 1.5449 1.6302
11 1.5467 1.5488 1.5758 1.6347 1.5049 1.5620 1.5751 1.6380 1.3442 1.5117 1.5488 1.6347
12 1.5520 1.5532 1.5836 1.6422 1.5095 1.5678 1.5868 1.6425 1.3500 1.5158 1.5532 1.6422
13 1.5578 1.5608 1.5888 1.6453 1.5157 1.5745 1.5921 1.6487 1.3567 1.5220 1.5608 1.6453
14 1.5656 1.5677 1.5946 1.6536 1.5261 1.5983 1.5986 1.6561 1.3610 1.5282 1.5677 1.6536
15 1.5733 1.5722 1.5996 1.6609 1.5333 1.6057 1.6024 1.6594 1.3743 1.5344 1.5722 1.6609
16 1.5794 1.5788 1.6098 1.6677 1.5418 1.6134 1.6125 1.6698 1.3784 1.5416 1.5788 1.6677
17 1.5873 1.5857 1.6347 1.6759 1.5482 1.6223 1.6332 1.6803 1.3884 1.5484 1.5857 1.6759
18 1.5990 1.5929 1.6446 1.6820 1.5610 1.6304 1.6415 1.6879 1.3937 1.5561 1.5929 1.6820
19 1.6057 1.6003 1.6517 1.6889 1.5708 1.6398 1.6502 1.6954 1.4005 1.5633 1.6003 1.6889
20 1.6135 1.6081 1.6602 1.6964 1.5768 1.6468 1.6611 1.7051 1.4118 1.5710 1.6081 1.6964
21 1.6211 1.6156 1.6680 1.7024 1.5849 1.6547 1.6683 1.7118 1.4200 1.5768 1.6156 1.7024
22 1.6293 1.6240 1.6770 1.7105 1.5920 1.6628 1.6776 1.7207 1.4299 1.5860 1.6240 1.7105
23 1.6396 1.6313 1.6844 1.7194 1.6019 1.6720 1.6850 1.7265 1.4386 1.5931 1.6313 1.7194
24 1.6487 1.6407 1.6918 1.7266 1.6128 1.6789 1.6932 1.7332 1.4502 1.6034 1.6407 1.7266
25 1.6574 1.6516 1.7004 1.7353 1.6242 1.6873 1.6997 1.7425 1.4581 1.6139 1.6516 1.7353
26 1.6678 1.6580 1.7103 1.7429 1.6340 1.6950 1.7081 1.7501 1.4648 1.6221 1.6580 1.7429
27 1.6780 1.6672 1.7176 1.7530 1.6455 1.7036 1.7167 1.7601 1.4737 1.6312 1.6672 1.7530
28 1.6860 1.6788 1.7289 1.7605 1.6576 1.7134 1.7258 1.7680 1.4822 1.6420 1.6788 1.7605
29 1.6986 1.6848 1.7363 1.7701 1.6650 1.7241 1.7345 1.7778 1.4922 1.6494 1.6848 1.7701
30 1.7124 1.6943 1.7452 1.7798 1.6740 1.7343 1.7450 1.7870 1.5042 1.6598 1.6943 1.7798
31 1.7151 1.7035 1.7547 1.7882 1.6822 1.7437 1.7527 1.7962 1.5207 1.6687 1.7035 1.7882
32 1.7239 1.7144 1.7640 1.7979 1.6937 1.7537 1.7656 1.8055 1.5324 1.6796 1.7144 1.7979
33 1.7344 1.7227 1.7743 1.8089 1.7051 1.7641 1.7750 1.8165 1.5475 1.6896 1.7227 1.8089
34 1.7454 1.7325 1.7846 1.8196 1.7133 1.7743 1.7857 1.8260 1.5642 1.6991 1.7325 1.8196
35 1.7556 1.7423 1.7954 1.8294 1.7239 1.7860 1.7954 1.8389 1.5762 1.7098 1.7423 1.8294
36 1.7680 1.7531 1.8060 1.8391 1.7341 1.7975 1.8062 1.8485 1.5860 1.7233 1.7531 1.8391
37 1.7785 1.7640 1.8178 1.8500 1.7460 1.8054 1.8167 1.8590 1.5952 1.7311 1.7640 1.8500
38 1.7918 1.7770 1.8297 1.8607 1.7576 1.8156 1.8280 1.8694 1.6157 1.7429 1.7770 1.8607
39 1.8046 1.7868 1.8410 1.8714 1.7713 1.8266 1.8417 1.8815 1.6374 1.7545 1.7868 1.8714
40 1.8152 1.7968 1.8518 1.8823 1.7832 1.8384 1.8518 1.8928 1.6467 1.7662 1.7968 1.8823
41 1.8274 1.8073 1.8650 1.8938 1.8006 1.8526 1.8627 1.9043 1.6532 1.7789 1.8073 1.8938
42 1.8409 1.8193 1.8777 1.9061 1.8634 1.8624 1.8765 1.9181 1.6712 1.7927 1.8193 1.9061
43 1.8547 1.8303 1.8857 1.9159 1.8718 1.8744 1.8893 1.9282 1.7063 1.8043 1.8303 1.9159
44 1.8676 1.8431 1.8984 1.9287 1.8877 1.8861 1.9072 1.9405 1.7048 1.8166 1.8431 1.9287
45 1.8818 1.8585 1.9154 1.9395 1.8986 1.8995 1.9167 1.9520 1.7081 1.8326 1.8585 1.9395
46 1.8928 1.8681 1.9247 1.9528 1.9120 1.9113 1.9296 1.9656 1.7273 1.8504 1.8681 1.9528
47 1.9055 1.8794 1.9386 1.9641 1.9268 1.9239 1.9451 1.9765 1.7413 1.8566 1.8794 1.9641
48 1.9187 1.8950 1.9528 1.9760 1.9420 1.9381 1.9561 1.9929 1.7501 1.8676 1.8950 1.9760
49 1.9323 1.9098 1.9678 1.9883 1.9549 1.9510 1.9675 2.0041 1.7680 1.8779 1.9098 1.9883
50 1.9478 1.9195 1.9807 2.0006 1.9698 1.9644 1.9809 2.0185 1.7834 1.8908 1.9195 2.0006
51 1.9650 1.9320 1.9909 2.0125 1.9831 1.9785 1.9932 2.0325 1.8027 1.9051 1.9320 2.0125
52 1.9740 1.9449 2.0037 2.0262 1.9992 1.9956 2.0065 2.0465 1.8199 1.9188 1.9449 2.0262
53 1.9848 1.9581 2.0152 2.0390 2.0120 2.0117 2.0207 2.0594 1.8361 1.9318 1.9581 2.0390
54 2.0001 1.9717 2.0271 2.0521 2.0266 2.0251 2.0339 2.0734 1.8547 1.9434 1.9717 2.0521
55 2.0159 1.9855 2.0416 2.0674 2.0419 2.0402 2.0483 2.0875 1.8737 1.9585 1.9855 2.0674
56 2.0297 2.0007 2.0553 2.0811 2.0558 2.0528 2.0699 2.0988 1.8927 1.9742 2.0007 2.0811
57 2.0482 2.0184 2.0698 2.0958 2.0722 2.0674 2.0800 2.1120 1.9077 1.9845 2.0184 2.0958
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58 2.0603 2.0317 2.0841 2.1097 2.0879 2.0823 2.0928 2.1261 1.9225 2.0003 2.0317 2.1097
59 2.0758 2.0452 2.0988 2.1230 2.1034 2.0974 2.1074 2.1402 1.9357 2.0250 2.0452 2.1230
60 2.0927 2.0648 2.1136 2.1378 2.1192 2.1183 2.1224 2.1550 1.9539 2.0359 2.0648 2.1378
61 2.1077 2.0730 2.1285 2.1520 2.1358 2.1274 2.1403 2.1695 1.9772 2.0473 2.0730 2.1520
62 2.1237 2.0872 2.1431 2.1660 2.1544 2.1410 2.1555 2.1872 2.0083 2.0630 2.0872 2.1660
63 2.1382 2.1076 2.1634 2.1809 2.1705 2.1575 2.1717 2.2022 2.0269 2.0792 2.1076 2.1809
64 2.1550 2.1208 2.1783 2.1959 2.1872 2.1740 2.1902 2.2220 2.0536 2.0938 2.1208 2.1959
65 2.1715 2.1377 2.1943 2.2111 2.2041 2.1897 2.2082 2.2373 2.0645 2.1086 2.1377 2.2111
66 2.1941 2.1504 2.2103 2.2299 2.2204 2.2053 2.2228 2.2565 2.1012 2.1245 2.1504 2.2299
67 2.2106 2.1646 2.2318 2.2451 2.2370 2.2213 2.2445 2.2762 2.0699 2.1405 2.1646 2.2451
68 2.2291 2.1803 2.2461 2.2609 2.2318 2.2382 2.2577 2.2872 2.0850 2.1642 2.1803 2.2609
69 2.2096 2.1967 2.2621 2.2762 2.2493 2.2558 2.2551 2.3032 2.0777 2.1883 2.1967 2.2762
70 2.2307 2.2124 2.2468 2.2911 2.2328 2.2443 2.2592 2.2914 2.0762 2.1979 2.2124 2.2911
71 2.2092 2.2114 2.2503 2.2892 2.2484 2.2599 2.2546 2.3089 2.3011 2.1893 2.2114 2.2892
72 2.2235 2.2101 2.2485 2.2868 2.2316 2.2837 2.2687 2.2910 2.1466 2.1879 2.2101 2.2868
73 2.2083 2.2074 2.2470 2.2857 2.2460 2.2960 2.3041 2.3048 2.1202 2.1882 2.2074 2.2857
74 2.2222 2.2076 2.2471 2.2849 2.2303 2.2822 2.3194 2.2903 2.1190 2.1891 2.2076 2.2849
75 2.2067 2.2071 2.2626 2.2841 2.2440 2.2959 2.3056 2.3054 2.1044 2.1872 2.2071 2.2841
76 - 2.2074 2.2469 2.2834 2.2291 2.2826 2.3054 2.2887 2.1053 2.1878 2.2074 2.2834
77 - 2.2068 2.2463 2.2830 2.2453 2.2950 2.3037 2.3037 2.1072 2.1863 2.2068 2.2830
78 - 2.2072 - 2.2827 - 2.2809 2.3050 - 2.0980 2.1859 2.2072 2.2827
79 - - - - - 2.2945 2.3031 - 2.1012 2.1853 - -
80 - - - - - 2.2790 2.3023 - 2.1030 2.1855 - -
81 - - - - - 2.2927 2.3008 - 2.1024 2.1858 - -
82 - - - - - - 2.3153 - 2.0904 2.1849 - -
83 - - - - - - 2.3010 - 2.0950 2.1843 - -
84 - - - - - - 2.3143 - 2.0873 - - -
85 - - - - - - - - 2.0953 - - -
86 - - - - - - - - 2.0841 - - -
87 - - - - - - - - 2.0940 - - -
88 - - - - - - - - 2.0860 - - -
89 - - - - - - - - 2.0918 - - -
90 - - - - - - - - 2.0897 - - -
91 - - - - - - - - 2.1332 - - -
92 - - - - - - - - 2.2001 - - -
93 - - - - - - - - 2.0996 - - -
94 - - - - - - - - 2.0979 - - -
95 - - - - - - - - 2.0924 - - -
96 - - - - - - - - 2.0854 - - -
97 - - - - - - - - 2.0843 - - -
98 - - - - - - - - 2.0831 - - -
99 - - - - - - - - 2.0893 - - -
100 - - - - - - - - 2.0842 - - -
101 - - - - - - - - 2.0840 - - -
102 - - - - - - - - 2.0876 - - -
103 - - - - - - - - 2.0867 - - -
104 - - - - - - - - 2.0864 - - -
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Appendix D: Data Generated in
Chapter 4
The following C (Nm) data is generated for three dimensional parametric studies performed in
chapter 4.
C data for experiment 1:
i 1% 2% 3% 5% 7% 8% 9% 10%
1 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465
2 0.5465 0.5465 0.5465 0.5466 0.5466 0.5467 0.5467 0.5467
3 0.5465 0.5465 0.5466 0.5467 0.5471 0.5477 0.5489 0.5503
4 0.5465 0.5466 0.5467 0.5473 0.5489 0.5501 0.5530 0.5590
5 0.5465 0.5466 0.5468 0.5480 0.5523 0.5563 0.5630 0.5677
6 0.5465 0.5467 0.5470 0.5496 0.5574 0.5620 0.5757 0.5819
7 0.5466 0.5468 0.5474 0.5518 0.5638 0.5731 0.5902 0.6149
8 0.5466 0.5469 0.5478 0.5542 0.5734 0.5887 0.6127 0.6399
9 0.5466 0.5471 0.5485 0.5585 0.5875 0.6090 0.6427 0.6802
10 0.5466 0.5473 0.5495 0.5641 0.6056 0.6358 0.6798 0.7274
11 0.5467 0.5476 0.5506 0.5713 0.6289 0.6657 0.7193 0.7839
12 0.5467 0.5480 0.5521 0.5802 0.6539 0.7004 0.7704 0.8600
13 0.5468 0.5484 0.5540 0.5911 0.6791 0.7433 0.8236 0.9301
14 0.5468 0.5490 0.5563 0.6039 0.7098 0.7894 0.8896 1.0183
15 0.5469 0.5496 0.5590 0.6186 0.7458 0.8419 0.9637 1.1111
16 0.5470 0.5504 0.5621 0.6354 0.7855 0.8979 1.0437 1.2276
17 0.5471 0.5513 0.5659 0.6541 0.8308 0.9632 1.1380 1.3394
18 0.5472 0.5524 0.5705 0.6750 0.8801 1.0318 1.2348 1.4976
19 0.5473 0.5536 0.5755 0.6992 0.9369 1.1097 1.3804 1.6835
20 0.5474 0.5551 0.5813 0.7217 0.9963 1.2073 1.5003 1.8768
21 0.5475 0.5566 0.5877 0.7465 1.0745 1.2964 1.6695 2.3764
22 0.5477 0.5583 0.5955 0.7742 1.1327 1.3966 1.8151 2.6501
23 0.5479 0.5602 0.6027 0.8079 1.2114 1.5187 2.3902 2.8714
24 0.5481 0.5625 0.6108 0.8397 1.2927 1.6649 2.7173 2.7257
25 0.5483 0.5650 0.6197 0.8762 1.3996 1.8094 2.8798 2.6488
26 0.5486 0.5678 0.6292 0.9086 1.4982 2.0383 3.1590 2.6934
27 0.5488 0.5708 0.6397 0.9476 1.6296 2.3342 2.8293 2.6197
28 0.5491 0.5742 0.6515 0.9923 1.7475 2.5550 2.7698 2.6231
29 0.5495 0.5778 0.6634 1.0318 1.8710 2.7746 2.7292 2.6058
205
i 1% 2% 3% 5% 7% 8% 9% 10%
30 0.5498 0.5819 0.6763 1.0778 2.0124 2.6998 2.6917 2.6074
31 0.5502 0.5861 0.6887 1.1268 2.2022 2.6340 2.6690 2.6712
32 0.5507 0.5906 0.7029 1.1811 2.3829 2.6462 2.6504 2.6212
33 0.5511 0.5954 0.7190 1.2336 2.7284 2.6160 2.6396 2.6046
34 0.5516 0.6011 0.7329 1.2913 2.7478 2.7461 2.6242 2.5972
35 0.5522 0.6061 0.7509 1.3617 2.6055 2.6951 2.6161 2.5871
36 0.5528 0.6114 0.7659 1.4282 2.5544 2.8433 2.6083 2.5936
37 0.5534 0.6173 0.7822 1.4974 2.5394 2.9761 2.6046 2.5831
38 0.5540 0.6234 0.7995 1.5812 2.5262 2.9323 2.5951 2.5938
39 0.5547 0.6302 0.8208 1.6793 2.5169 2.9000 2.5882 2.5766
40 0.5554 0.6369 0.8381 1.7826 2.5215 2.8669 2.5925 2.5786
41 0.5562 0.6444 0.8572 1.8780 2.5151 2.8359 2.5837 2.5715
42 0.5570 0.6523 0.8794 1.9742 2.5159 2.8124 2.5810 2.5744
43 0.5579 0.6601 0.9035 2.3669 2.5153 2.7833 2.5754 2.5703
44 0.5588 0.6684 0.9238 2.4137 2.5135 2.7626 2.5748 2.5786
45 0.5598 0.6765 0.9471 2.4968 2.5359 2.7494 2.5767 2.5677
46 0.5608 0.6849 0.9696 2.6958 2.5223 2.7305 2.5728 2.5754
47 0.5620 0.6940 0.9940 2.7169 2.5211 2.7195 2.5724 2.5627
48 0.5631 0.7034 1.0227 2.6365 2.5178 2.7243 2.5705 2.5686
49 0.5643 0.7137 1.0480 2.6192 2.5150 2.7140 2.5700 2.5603
50 0.5656 0.7245 1.0747 2.5977 2.5186 2.7131 2.5661 2.5683
51 0.5670 0.7337 1.1022 2.5877 2.5058 2.6989 2.5693 2.5603
52 0.5685 0.7437 1.1330 2.5765 2.5123 2.6883 2.5625 2.5738
53 0.5699 0.7544 1.1678 2.5918 2.5023 2.6914 2.5688 2.5594
54 0.5715 0.7675 1.2021 2.5694 2.5173 2.6810 2.5637 2.5767
55 0.5731 0.7768 1.2321 2.5658 2.5162 2.6762 2.5648 2.5619
56 0.5748 0.7874 1.2701 2.5632 2.5106 2.6715 2.5612 2.5696
57 0.5765 0.7986 1.2992 2.5671 2.5136 2.6648 2.5618 2.5704
58 0.5784 0.8120 1.3568 2.5637 2.5108 2.6594 2.5614 2.5736
59 0.5803 0.8247 1.3924 2.5704 2.5147 2.6555 2.5561 2.5772
60 0.5823 0.8370 1.4290 2.5627 2.5122 2.6498 2.5566 2.5732
61 0.5844 0.8508 1.4724 2.5691 2.5130 2.6456 2.5560 2.5637
62 0.5865 0.8645 1.5132 2.5696 2.5123 2.6414 2.5520 2.6374
63 0.5888 0.8791 1.5789 2.5714 2.5124 2.6417 2.5500 2.7411
64 0.5911 0.8928 1.6124 2.5597 2.5107 2.6386 2.5498 2.6935
65 0.5934 0.9073 1.6769 2.5682 2.5095 2.6392 2.5473 2.6572
66 0.5958 0.9219 1.7203 2.5592 2.5193 2.6312 2.5506 2.6322
67 0.5982 0.9374 1.8155 2.5684 2.5119 2.6347 2.5478 2.6321
68 0.6008 0.9539 1.8948 2.5638 2.5166 2.6289 2.5432 2.6211
69 0.6036 0.9699 1.9458 2.5678 2.5117 2.6332 2.5375 2.6237
70 0.6061 0.9870 1.9912 2.5576 2.5139 2.6257 2.5434 2.6190
71 0.6090 1.0038 2.0496 2.5604 2.5109 2.6257 2.5388 2.6132
72 0.6118 1.0210 2.1184 2.5613 2.5148 2.6201 2.5398 2.6106
73 0.6149 1.0391 2.1801 2.5647 2.5100 2.6214 2.5378 2.6076
74 0.6178 1.0596 2.2486 2.5569 - 2.6183 2.5367 2.6053
75 0.6210 1.0767 2.3290 2.5629 - 2.6157 2.5366 2.6073
76 0.6242 1.0963 2.4918 2.5591 - 2.6136 2.5369 2.6029
77 0.6274 1.1145 2.5642 2.5605 - 2.6210 2.5369 2.6019
78 0.6307 1.1375 2.4656 2.5621 - 2.6159 2.5334 2.6014
206
i 1% 2% 3% 5% 7% 8% 9% 10%
79 0.6340 1.1590 2.4469 2.5594 - 2.6475 2.5367 2.6025
80 0.6374 1.1832 2.5535 2.5651 - 2.6396 2.5343 2.6009
81 0.6410 1.2007 2.5064 2.5618 - 2.6352 2.5362 2.5994
82 0.6446 1.2226 2.5002 2.5586 - 2.6299 2.5348 2.6000
83 0.6481 1.2444 2.4884 2.5604 - 2.6315 2.5365 2.5986
84 0.6522 1.2681 2.5016 2.5591 - 2.6229 2.5339 2.5994
85 0.6564 1.2904 2.4883 2.5558 - 2.6245 2.5371 2.5997
86 0.6602 1.3268 2.4828 2.5670 - 2.6213 2.5358 2.5977
87 0.6641 1.3551 2.4754 2.5584 - 2.7126 2.5366 2.5991
88 0.6681 1.3744 2.4938 2.5580 - 2.6667 2.5367 2.5987
89 0.6721 1.3963 2.4704 2.5567 - 2.6482 2.5375 2.5980
90 0.6765 1.4341 2.5053 2.5583 - 2.6433 2.5355 2.5959
91 0.6804 1.4493 2.4922 2.5600 - 2.6406 2.5380 2.5965
92 0.6850 1.4952 2.5817 2.5622 - 2.6389 2.5380 2.5944
93 0.6897 1.5104 2.5684 2.5611 - 2.6368 2.5389 2.5953
94 0.6941 1.5434 2.5283 2.5570 - 2.6332 2.5375 2.5945
95 0.6985 1.5747 2.5910 2.5610 - 2.6312 2.5385 2.5967
96 0.7034 1.6076 2.5405 2.5583 - 2.6308 2.5391 2.5955
97 0.7079 1.6415 2.5319 2.5646 - 2.6305 2.5394 2.5961
98 0.7128 1.6839 2.5204 2.5591 - 2.6316 2.5392 2.5972
99 0.7178 1.7176 2.5100 2.5567 - 2.6321 2.5403 2.5964
100 0.7234 1.7510 2.5093 2.5617 - 2.6308 2.5387 2.5958
101 0.7295 1.7847 2.4997 2.5580 - 2.6308 2.5404 2.5956
102 0.7340 1.8239 2.5020 2.5558 - 2.6287 2.5381 2.5956
103 0.7393 1.8691 2.4950 2.5582 - 2.6305 2.5409 2.5971
104 0.7445 1.9058 2.5178 2.5596 - 2.6299 2.5401 2.5988
105 0.7497 1.9606 2.5072 2.5617 - 2.6311 2.5423 2.5978
106 0.7553 2.0406 2.4872 2.5594 - 2.6309 2.5395 2.6091
107 0.7608 2.0958 2.5018 2.5615 - 2.6309 2.5425 2.6151
108 0.7667 2.1195 2.5006 2.5795 - 2.6314 2.5403 2.6096
109 0.7725 2.1759 2.5441 2.5576 - 2.6327 2.5407 2.6071
110 0.7783 2.2008 2.4996 2.5542 - 2.6324 2.5398 2.6061
111 0.7847 2.2811 2.4903 2.5562 - 2.6330 2.5411 2.6066
112 0.7908 2.3253 2.4914 2.5532 - 2.6344 2.5391 2.6038
113 0.7971 2.5291 2.4895 2.5577 - 2.6340 2.5416 2.6022
114 0.8032 2.5748 2.4890 2.5519 - 2.6341 2.5390 2.6028
115 0.8098 2.5724 2.5235 2.5572 - 2.6352 2.5405 2.6033
116 0.8161 2.5592 2.4943 2.5512 - 2.6347 2.5389 2.6003
117 0.8226 2.5403 2.5564 2.5563 - 2.6339 2.5403 2.6008
118 0.8292 2.5472 2.6183 2.5524 - 2.6339 2.5389 2.5997
119 0.8359 2.5324 2.6086 2.5555 - 2.6334 2.5402 2.5977
120 0.8424 2.5352 2.5658 - - 2.6328 2.5386 -
121 0.8494 2.5385 2.5634 - - 2.6343 2.5405 -
122 0.8561 2.5338 2.5656 - - 2.6346 2.5402 -
123 0.8634 2.5233 2.5464 - - 2.6351 2.5391 -
124 0.8701 2.5255 2.5520 - - 2.6361 2.5380 -
125 0.8779 2.5170 2.5434 - - 2.6347 2.5403 -
126 0.8849 2.5182 2.5434 - - 2.6334 2.5388 -
127 0.8927 2.5082 2.5490 - - 2.6350 2.5393 -
128 0.9000 2.5132 2.5355 - - 2.6350 2.5374 -
207
i 1% 2% 3% 5% 7% 8% 9% 10%
129 0.9077 2.5040 2.5377 - - 2.6376 2.5395 -
130 0.9150 2.5117 2.5324 - - 2.6347 2.5375 -
131 0.9234 2.5036 2.5345 - - 2.6340 2.5506 -
132 0.9308 2.5075 2.5308 - - 2.6337 2.5447 -
133 0.9386 2.5013 2.5376 - - 2.6347 2.5418 -
134 0.9465 2.5081 2.5307 - - 2.6337 2.5397 -
135 0.9549 2.5132 2.5279 - - 2.6344 2.5407 -
136 0.9631 2.5144 2.5300 - - 2.6335 2.5390 -
137 0.9718 2.5051 2.5259 - - 2.6335 2.5396 -
138 0.9803 2.5083 2.5279 - - 2.6341 2.5387 -
139 0.9898 2.5008 2.5267 - - 2.6342 2.5384 -
140 0.9982 2.5046 2.5282 - - 2.6334 2.5383 -
141 1.0083 2.4987 2.5248 - - 2.6330 2.5378 -
142 1.0167 2.5048 2.5315 - - 2.6342 2.5377 -
143 1.0256 2.4987 2.5281 - - 2.6344 2.5374 -
144 1.0334 2.5086 2.5420 - - 2.6344 2.5379 -
145 1.0432 2.5005 2.5399 - - 2.6335 2.5385 -
146 1.0518 2.5047 2.5328 - - 2.6332 2.5387 -
147 1.0615 2.5012 2.5304 - - 2.6331 2.5386 -
148 1.0709 2.5061 2.5301 - - 2.6321 2.5376 -
149 1.0833 2.5023 2.5274 - - 2.6327 2.5376 -
150 1.0903 2.5054 2.5332 - - 2.6321 2.5389 -
151 1.1003 2.5010 2.5305 - - 2.6341 2.5367 -
152 1.1083 2.5084 2.5515 - - 2.6332 2.5383 -
153 1.1196 2.5017 2.5391 - - 2.6346 2.5374 -
154 1.1288 2.5079 2.5460 - - 2.6343 2.5387 -
155 1.1398 2.5014 2.5364 - - 2.6355 2.5395 -
156 1.1504 2.5076 2.5416 - - 2.6343 2.5503 -
157 1.1653 2.5041 2.5348 - - 2.6360 2.5398 -
158 1.1768 2.5078 2.5389 - - 2.6339 2.5394 -
159 1.1866 2.5047 2.5313 - - 2.6370 2.5381 -
160 1.1969 2.5079 2.5382 - - 2.6344 2.5391 -
161 1.2071 2.5069 2.5342 - - 2.6360 2.5383 -
162 1.2190 2.5079 2.5343 - - 2.6350 2.5532 -
163 1.2287 2.5096 2.5441 - - 2.6368 2.5381 -
164 1.2394 2.5095 2.5575 - - 2.6352 2.5379 -
165 1.2507 2.5085 2.5421 - - - - -
166 1.2625 2.5086 2.5804 - - - - -
167 1.2740 2.5077 2.5672 - - - - -
168 1.2870 2.5077 2.5576 - - - - -
169 1.3015 2.5053 2.5496 - - - - -
170 1.3113 2.5055 2.5510 - - - - -
171 1.3290 2.5079 2.5449 - - - - -
172 1.3441 2.5072 2.5454 - - - - -
173 1.3539 2.5056 2.5429 - - - - -
174 1.3630 2.5080 2.5431 - - - - -
208
i 1% 2% 3% 5% 7% 8% 9% 10%
175 1.3819 2.5059 2.5435 - - - - -
176 1.4192 2.5087 2.5430 - - - - -
177 1.4201 2.5049 2.5413 - - - - -
178 1.4362 2.5083 2.5431 - - - - -
179 1.4443 2.5048 2.5415 - - - - -
180 1.4824 2.5071 2.5435 - - - - -
181 1.4851 - 2.5418 - - - - -
182 1.5088 - 2.5434 - - - - -
183 1.5106 - 2.5407 - - - - -
184 1.5603 - 2.5439 - - - - -
185 1.5654 - 2.5404 - - - - -
186 1.5717 - 2.5434 - - - - -
187 1.5838 - 2.5416 - - - - -
188 1.5979 - 2.5428 - - - - -
189 1.6161 - 2.5405 - - - - -
190 1.6289 - 2.5444 - - - - -
191 1.6518 - 2.5421 - - - - -
192 1.6655 - 2.5420 - - - - -
193 1.6840 - 2.5428 - - - - -
194 1.6943 - 2.5414 - - - - -
195 1.7160 - 2.5409 - - - - -
196 1.7321 - 2.5412 - - - - -
197 1.7489 - 2.5382 - - - - -
198 1.7696 - 2.5390 - - - - -
199 1.7822 - 2.5398 - - - - -
200 1.7959 - 2.5388 - - - - -
201 1.8166 - 2.5387 - - - - -
202 1.8313 - 2.5365 - - - - -
203 1.8565 - 2.5380 - - - - -
204 1.8660 - 2.5365 - - - - -
205 1.8895 - 2.5362 - - - - -
206 1.9048 - 2.5363 - - - - -
207 1.9390 - 2.5368 - - - - -
208 1.9475 - 2.5360 - - - - -
209 1.9699 - 2.5368 - - - - -
210 1.9883 - 2.5346 - - - - -
211 2.0218 - 2.5344 - - - - -
212 2.0277 - 2.5337 - - - - -
213 2.0562 - 2.5379 - - - - -
214 2.0766 - 2.5337 - - - - -
215 2.1076 - 2.5336 - - - - -
216 2.1201 - 2.5348 - - - - -
217 2.1572 - 2.5329 - - - - -
218 2.1791 - 2.5329 - - - - -
219 2.2189 - 2.5330 - - - - -
220 2.2338 - 2.5334 - - - - -
221 2.2538 - 2.5322 - - - - -
222 2.2823 - 2.5322 - - - - -
223 2.3102 - 2.5328 - - - - -
224 2.3280 - 2.5305 - - - - -
209
i 1% 2% 3% 5% 7% 8% 9% 10%
225 2.3695 - 2.5330 - - - - -
226 2.4622 - 2.5278 - - - - -
227 2.4952 - 2.5338 - - - - -
228 2.5585 - 2.5286 - - - - -
229 2.6025 - 2.5317 - - - - -
230 2.7967 - 2.5266 - - - - -
231 2.9294 - 2.5310 - - - - -
232 2.8769 - 2.5273 - - - - -
233 2.8199 - 2.5298 - - - - -
234 2.7617 - 2.5264 - - - - -
235 2.7303 - 2.5318 - - - - -
236 2.6971 - 2.5282 - - - - -
237 2.6923 - 2.5326 - - - - -
238 2.6753 - 2.5268 - - - - -
239 2.6696 - 2.5315 - - - - -
240 2.6535 - 2.5275 - - - - -
241 2.6585 - 2.5308 - - - - -
242 2.6580 - 2.5276 - - - - -
243 2.6445 - 2.5297 - - - - -
244 2.6357 - 2.5286 - - - - -
245 2.6361 - 2.5319 - - - - -
246 2.6228 - 2.5275 - - - - -
247 2.6258 - 2.5300 - - - - -
248 2.6176 - 2.5281 - - - - -
249 2.6225 - 2.5307 - - - - -
250 2.6148 - 2.5256 - - - - -
251 2.6186 - 2.5298 - - - - -
252 2.6120 - - - - - - -
253 2.6171 - - - - - - -
254 2.6096 - - - - - - -
255 2.6091 - - - - - - -
256 2.6231 - - - - - - -
257 2.6274 - - - - - - -
258 2.6049 - - - - - - -
259 2.6062 - - - - - - -
260 2.6016 - - - - - - -
261 2.6049 - - - - - - -
262 2.6006 - - - - - - -
263 2.6055 - - - - - - -
264 2.6019 - - - - - - -
265 2.6031 - - - - - - -
266 2.6019 - - - - - - -
267 2.6020 - - - - - - -
268 2.6019 - - - - - - -
269 2.6020 - - - - - - -
270 2.6004 - - - - - - -
271 2.5996 - - - - - - -
272 2.6015 - - - - - - -
273 2.5996 - - - - - - -
274 2.5985 - - - - - - -
210
i 1% 2% 3% 5% 7% 8% 9% 10%
275 2.5972 - - - - - - -
276 2.5983 - - - - - - -
277 2.5970 - - - - - - -
278 2.5980 - - - - - - -
279 2.5947 - - - - - - -
280 2.5988 - - - - - - -
281 2.5951 - - - - - - -
282 2.5987 - - - - - - -
283 2.5962 - - - - - - -
284 2.5986 - - - - - - -
285 2.5947 - - - - - - -
286 2.5989 - - - - - - -
287 2.5932 - - - - - - -
288 2.5995 - - - - - - -
289 2.5940 - - - - - - -
290 2.5956 - - - - - - -
291 2.5916 - - - - - - -
292 2.6018 - - - - - - -
293 2.5916 - - - - - - -
294 2.5903 - - - - - - -
295 2.5904 - - - - - - -
296 2.5908 - - - - - - -
297 2.5921 - - - - - - -
298 2.5901 - - - - - - -
299 2.6089 - - - - - - -
300 2.5928 - - - - - - -
301 2.6041 - - - - - - -
302 2.5889 - - - - - - -
303 2.6083 - - - - - - -
304 2.5910 - - - - - - -
305 2.5993 - - - - - - -
306 2.5941 - - - - - - -
307 2.5948 - - - - - - -
308 2.5909 - - - - - - -
309 2.6047 - - - - - - -
310 2.5883 - - - - - - -
311 2.5981 - - - - - - -
312 2.5907 - - - - - - -
313 2.6034 - - - - - - -
314 2.5888 - - - - - - -
315 2.6042 - - - - - - -
316 2.5911 - - - - - - -
317 2.5994 - - - - - - -
318 2.5903 - - - - - - -
319 2.6038 - - - - - - -
320 2.5918 - - - - - - -
321 2.5988 - - - - - - -
322 2.5953 - - - - - - -
323 2.6133 - - - - - - -
324 2.5936 - - - - - - -
211
i 1% 2% 3% 5% 7% 8% 9% 10%
325 2.6546 - - - - - - -
326 2.6350 - - - - - - -
327 2.6236 - - - - - - -
328 2.6213 - - - - - - -
329 2.6170 - - - - - - -
330 2.6172 - - - - - - -
331 2.6116 - - - - - - -
332 2.6152 - - - - - - -
333 2.6062 - - - - - - -
334 2.6102 - - - - - - -
335 2.6054 - - - - - - -
336 2.6076 - - - - - - -
337 2.6027 - - - - - - -
338 2.6069 - - - - - - -
339 2.6016 - - - - - - -
340 2.6041 - - - - - - -
341 2.6006 - - - - - - -
342 2.5997 - - - - - - -
343 2.6001 - - - - - - -
344 2.5978 - - - - - - -
345 2.5968 - - - - - - -
346 2.5979 - - - - - - -
347 2.5973 - - - - - - -
348 2.5972 - - - - - - -
349 2.5968 - - - - - - -
350 2.5965 - - - - - - -
351 2.5970 - - - - - - -
352 2.5950 - - - - - - -
353 2.5963 - - - - - - -
354 2.5950 - - - - - - -
355 2.5970 - - - - - - -
356 2.5954 - - - - - - -
357 2.5981 - - - - - - -
358 2.5972 - - - - - - -
359 2.5967 - - - - - - -
360 2.5961 - - - - - - -
361 2.5961 - - - - - - -
362 2.5976 - - - - - - -
363 2.6004 - - - - - - -
364 2.5993 - - - - - - -
365 2.6004 - - - - - - -
366 2.6005 - - - - - - -
367 2.6231 - - - - - - -
368 2.6116 - - - - - - -
369 2.6404 - - - - - - -
370 2.6219 - - - - - - -
371 2.6213 - - - - - - -
372 2.6152 - - - - - - -
212
i 1% 2% 3% 5% 7% 8% 9% 10%
373 2.6127 - - - - - - -
374 2.6100 - - - - - - -
375 2.6082 - - - - - - -
376 2.6054 - - - - - - -
377 2.6039 - - - - - - -
378 2.6009 - - - - - - -
379 2.6011 - - - - - - -
380 2.5977 - - - - - - -
381 2.5998 - - - - - - -
382 2.5965 - - - - - - -
383 2.5947 - - - - - - -
384 2.5975 - - - - - - -
C data for experiment 2:
i Unfiltered 1.50 1.75 2.00 2.25 2.50 2.75 3.00
1 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465
2 0.5466 0.5466 0.5466 0.5466 0.5466 0.5466 0.5466 0.5466
3 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467
4 0.5471 0.5473 0.5473 0.5473 0.5473 0.5474 0.5474 0.5474
5 0.5477 0.5480 0.5480 0.5480 0.5480 0.5480 0.5480 0.5480
6 0.5487 0.5495 0.5495 0.5496 0.5497 0.5500 0.5501 0.5501
7 0.5503 0.5517 0.5519 0.5518 0.5518 0.5519 0.5518 0.5518
8 0.5528 0.5540 0.5541 0.5542 0.5545 0.5548 0.5553 0.5553
9 0.5562 0.5582 0.5586 0.5585 0.5587 0.5585 0.5586 0.5591
10 0.5606 0.5633 0.5636 0.5641 0.5639 0.5640 0.5647 0.5649
11 0.5664 0.5706 0.5711 0.5713 0.5719 0.5721 0.5720 0.5726
12 0.5735 0.5796 0.5800 0.5802 0.5807 0.5816 0.5825 0.5822
13 0.5820 0.5908 0.5905 0.5911 0.5919 0.5926 0.5938 0.5941
14 0.5918 0.6029 0.6034 0.6039 0.6050 0.6059 0.6076 0.6089
15 0.6029 0.6170 0.6178 0.6186 0.6205 0.6211 0.6229 0.6252
16 0.6155 0.6333 0.6341 0.6354 0.6391 0.6384 0.6429 0.6422
17 0.6298 0.6511 0.6522 0.6541 0.6569 0.6580 0.6591 0.6623
18 0.6453 0.6710 0.6721 0.6750 0.6784 0.6794 0.6807 0.6814
19 0.6623 0.6941 0.6941 0.6992 0.6997 0.7038 0.7019 0.7053
20 0.6810 0.7170 0.7176 0.7217 0.7256 0.7259 0.7285 0.7293
21 0.7016 0.7434 0.7437 0.7465 0.7526 0.7515 0.7534 0.7575
22 0.7234 0.7725 0.7730 0.7742 0.7768 0.7797 0.7828 0.7878
23 0.7463 0.8001 0.7998 0.8079 0.8061 0.8105 0.8120 0.8172
24 0.7718 0.8307 0.8330 0.8397 0.8389 0.8418 0.8488 0.8523
25 0.7985 0.8648 0.8673 0.8762 0.8770 0.8796 0.8841 0.8905
26 0.8271 0.9025 0.9015 0.9086 0.9126 0.9178 0.9261 0.9314
27 0.8581 0.9412 0.9412 0.9476 0.9521 0.9567 0.9666 0.9906
28 0.8905 0.9816 0.9838 0.9923 0.9960 1.0016 1.0163 1.0251
29 0.9263 1.0232 1.0247 1.0318 1.0446 1.0520 1.0531 1.0751
30 0.9622 1.0645 1.0711 1.0778 1.0843 1.0932 1.1074 1.1210
31 0.9998 1.1142 1.1167 1.1268 1.1349 1.1452 1.1566 1.1848
213
i Unfiltered 1.50 1.75 2.00 2.25 2.50 2.75 3.00
32 1.0404 1.1659 1.1735 1.1811 1.1876 1.1997 1.2223 1.2678
33 1.0830 1.2193 1.2247 1.2336 1.2466 1.2759 1.2859 1.3285
34 1.1308 1.2842 1.2904 1.2913 1.3137 1.3585 1.3822 1.3819
35 1.1811 1.3401 1.3587 1.3617 1.3819 1.4937 1.4581 1.4529
36 1.2349 1.4076 1.4200 1.4282 1.4519 1.5296 1.5206 1.5273
37 1.2931 1.4706 1.4920 1.4974 1.5333 1.5937 1.5943 1.6183
38 1.3574 1.5471 1.5689 1.5812 1.6922 1.6707 1.6892 1.7073
39 1.4236 1.6239 1.6496 1.6793 1.7258 1.7547 1.7711 1.8217
40 1.4954 1.7236 1.7355 1.7826 1.9121 1.8525 1.8714 1.9173
41 1.5742 1.8048 1.8348 1.8780 2.0117 1.9648 1.9884 2.2067
42 1.6481 1.9258 1.9495 1.9742 2.0765 2.0879 2.1039 2.8987
43 1.7301 2.0356 2.0731 2.3669 2.1706 2.2024 2.3185 3.3381
44 1.8155 2.1738 2.2105 2.4137 2.3260 2.4874 2.4851 3.3522
45 1.9066 2.2960 2.3185 2.4968 2.4306 2.8146 2.5973 3.9281
46 1.9966 2.4324 2.4184 2.6958 2.7229 2.9576 2.8892 4.3269
47 1.9894 2.3931 2.3914 2.7169 2.6256 2.8503 2.9346 4.2162
48 1.9881 2.4010 2.3835 2.6365 2.6070 2.7710 2.9922 3.7931
49 1.9871 2.3807 2.3837 2.6192 2.5854 2.9377 2.8857 3.6299
50 1.9844 2.4045 2.3897 2.5977 2.5868 2.7713 2.8580 3.5274
51 1.9843 2.3877 2.3875 2.5877 2.5740 2.7531 2.8321 3.5065
52 1.9834 2.3956 2.3934 2.5765 2.5874 2.7176 2.8637 3.4298
53 1.9836 2.3870 2.3949 2.5918 2.5718 2.7917 2.8415 3.4084
54 1.9833 2.3970 2.3900 2.5694 2.6819 2.7690 2.8427 3.3768
55 1.9830 2.3857 2.3910 2.5658 2.6064 2.7386 2.8230 3.3660
56 1.9830 2.4038 2.3922 2.5632 2.6081 2.7233 2.8668 3.3377
57 1.9830 2.3897 2.3920 2.5671 2.6276 2.7258 2.9249 3.3385
58 1.9830 2.3945 2.3959 2.5637 2.5928 2.7155 3.2507 3.3225
59 1.9830 2.3925 2.3912 2.5704 2.6959 2.7216 2.9772 3.3229
60 1.9830 2.4014 2.3947 2.5627 2.6283 2.7021 3.1061 3.3106
61 1.9830 2.3943 2.3910 2.5691 2.6158 2.7130 2.9452 3.3016
62 1.9830 2.3971 2.3936 2.5696 2.5976 2.7243 2.9026 3.2735
63 1.9830 2.3946 2.3934 2.5714 2.6033 2.7199 2.8609 3.2777
64 1.9830 2.4110 2.3940 2.5597 2.5942 2.7034 3.0117 3.2646
65 1.9830 2.3947 2.3925 2.5682 2.5925 2.7413 2.9979 3.2618
66 1.9830 2.4008 2.3928 2.5592 2.5936 2.7328 2.8889 3.2483
67 1.9830 2.3922 2.3955 2.5684 2.5921 2.7479 2.8906 3.2494
68 1.9830 2.4057 2.3953 2.5638 2.5882 2.7223 2.8437 3.2411
69 1.9830 2.3936 2.3994 2.5678 2.5907 2.7260 2.8427 3.2417
70 1.9830 2.3970 2.3985 2.5576 2.5863 2.7095 2.8161 3.2345
71 1.9830 2.3943 2.3968 2.5604 2.5892 2.7307 2.8157 3.2375
72 1.9830 2.4191 2.3981 2.5613 2.5865 2.7124 2.8018 3.2281
73 1.9830 2.3966 2.3969 2.5647 2.5912 2.7282 2.8203 3.2346
74 1.9830 2.4013 2.3991 2.5569 2.5884 2.7117 2.7990 3.2213
75 1.9830 2.3960 2.3972 2.5629 2.5897 2.7075 2.8156 3.2256
76 1.9830 2.4069 2.3963 2.5591 2.5882 2.7049 2.7962 3.2197
77 - 2.3981 2.3971 2.5605 2.5893 2.7350 2.8090 3.2283
78 - 2.4042 2.3965 2.5621 2.5865 2.7160 2.7957 3.2169
79 - 2.3959 2.3974 2.5594 2.5899 2.7182 2.8028 3.2231
80 - 2.4036 2.3963 2.5651 2.5881 2.7108 2.7960 3.2178
81 - 2.3964 2.3980 2.5618 2.5891 2.7415 2.8090 3.2202
214
i Unfiltered 1.50 1.75 2.00 2.25 2.50 2.75 3.00
82 - 2.4073 2.3979 2.5586 2.5881 2.7069 2.7983 3.2096
83 - 2.4008 2.3968 2.5604 2.5911 2.7247 2.8084 3.2278
84 - 2.4069 2.3969 2.5591 2.5882 2.7504 2.8006 3.2090
85 - 2.3999 2.3981 2.5558 2.5888 2.7353 - 3.2088
86 - 2.4069 2.3987 2.5670 2.5863 2.6972 - 3.2047
87 - 2.3992 2.4008 2.5584 2.5872 2.6981 - 3.2059
88 - 2.4048 2.3993 2.5580 2.5870 2.6866 - 3.2089
89 - 2.4013 2.4005 2.5567 2.5915 2.7212 - 3.2063
90 - 2.4068 2.3988 2.5583 2.6166 2.6997 - 3.2064
91 - 2.4007 2.3992 2.5600 2.6029 2.7020 - 3.2086
92 - 2.4106 2.4003 2.5622 2.6006 2.6950 - 3.2069
93 - 2.4020 2.4005 2.5611 2.6332 2.7058 - 3.2074
94 - 2.4089 2.4004 2.5570 2.6202 2.6919 - 3.2033
95 - 2.4031 2.4011 2.5610 2.6131 2.6920 - 3.2039
96 - 2.4093 2.4011 2.5583 2.6028 2.6904 - 3.2044
97 - 2.4044 2.4022 2.5646 2.6058 2.6900 - 3.2048
98 - 2.4080 2.4009 2.5591 2.5968 2.6906 - 3.2041
99 - 2.4046 2.4020 2.5567 2.6064 2.6931 - 3.2051
100 - 2.4093 2.4020 2.5617 2.5932 2.6885 - 3.2031
101 - 2.4048 2.4030 2.5580 2.6082 2.7039 - 3.2008
102 - 2.4106 2.4040 2.5558 2.5947 2.6959 - 3.2088
103 - 2.4078 2.4034 2.5582 2.6058 2.8257 - 3.2039
104 - 2.4107 2.4031 2.5596 2.5993 2.7209 - 3.1996
105 - 2.4065 2.4035 2.5617 2.6031 2.6931 - 3.2023
106 - 2.4120 2.4034 2.5594 2.5971 2.6884 - 3.1945
107 - 2.4065 2.4040 2.5615 2.6031 2.6918 - 3.2004
108 - 2.4115 2.4034 2.5795 2.5982 2.6923 - 3.1977
109 - 2.4067 2.4043 2.5576 2.6012 2.6864 - 3.1917
110 - 2.4122 2.4041 2.5542 2.5986 2.6895 - 3.1929
111 - 2.4073 2.4048 2.5562 2.6026 2.6870 - 3.1834
112 - 2.4133 2.4036 2.5532 2.5998 2.6932 - 3.1912
113 - 2.4101 2.4048 2.5577 2.6027 2.6885 - 3.1840
114 - 2.4388 2.4048 2.5519 2.5940 2.6912 - 3.1823
115 - 2.4122 2.4040 2.5572 2.6006 2.6915 - 3.1770
116 - 2.4161 2.4044 2.5512 2.5934 2.6919 - 3.1772
117 - 2.4076 2.4045 2.5563 2.6028 2.6933 - 3.1728
118 - 2.4144 2.4111 2.5524 2.5979 2.6944 - 3.2007
119 - 2.4066 2.4055 2.5555 - 2.6939 - 3.1917
120 - - 2.4077 - - - - -
121 - - 2.4063 - - - - -
122 - - 2.4112 - - - - -
123 - - 2.4066 - - - - -
124 - - 2.4057 - - - - -
125 - - 2.4078 - - - - -
126 - - 2.4053 - - - - -
127 - - 2.4061 - - - - -
128 - - 2.4071 - - - - -
129 - - 2.4063 - - - - -
130 - - 2.4070 - - - - -
215
i Unfiltered 1.50 1.75 2.00 2.25 2.50 2.75 3.00
131 - - 2.4060 - - - - -
132 - - 2.4064 - - - - -
133 - - 2.4064 - - - - -
134 - - 2.4062 - - - - -
135 - - 2.4055 - - - - -
136 - - 2.4076 - - - - -
137 - - 2.4063 - - - - -
138 - - 2.4067 - - - - -
139 - - 2.4064 - - - - -
140 - - 2.4077 - - - - -
141 - - 2.4063 - - - - -
142 - - 2.4065 - - - - -
143 - - 2.4066 - - - - -
144 - - 2.4068 - - - - -
145 - - 2.4078 - - - - -
146 - - 2.4073 - - - - -
147 - - 2.4068 - - - - -
148 - - 2.4071 - - - - -
149 - - 2.4075 - - - - -
150 - - 2.4071 - - - - -
151 - - 2.4071 - - - - -
152 - - 2.4082 - - - - -
153 - - 2.4076 - - - - -
154 - - 2.4079 - - - - -
155 - - 2.4079 - - - - -
156 - - 2.4078 - - - - -
157 - - 2.4066 - - - - -
158 - - 2.4081 - - - - -
C data for experiment 3:
i 1% 2% 3% 5% 7% 8% 9% 10%
1 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465
2 0.5465 0.5465 0.5465 0.5466 0.5466 0.5467 0.5467 0.5467
3 0.5465 0.5465 0.5466 0.5467 0.5471 0.5477 0.5489 0.5503
4 0.5465 0.5466 0.5467 0.5473 0.5489 0.5501 0.5530 0.5590
5 0.5465 0.5466 0.5468 0.5480 0.5523 0.5563 0.5630 0.5677
6 0.5465 0.5467 0.5470 0.5496 0.5574 0.5620 0.5757 0.5819
7 0.5466 0.5468 0.5474 0.5518 0.5638 0.5731 0.5902 0.6149
8 0.5466 0.5469 0.5478 0.5542 0.5734 0.5887 0.6127 0.6399
9 0.5466 0.5471 0.5485 0.5585 0.5875 0.6090 0.6427 0.6162
10 0.5466 0.5473 0.5495 0.5641 0.6056 0.6358 0.6145 0.6145
11 0.5467 0.5476 0.5506 0.5713 0.6289 0.6101 0.6134 0.6133
12 0.5467 0.5480 0.5521 0.5802 0.6124 0.6094 0.6126 0.6125
13 0.5468 0.5484 0.5540 0.5911 0.6113 0.6089 0.6120 0.6120
14 0.5468 0.5490 0.5563 0.6039 0.6106 0.6084 0.6115 0.6114
216
i 1% 2% 3% 5% 7% 8% 9% 10%
15 0.5469 0.5496 0.5590 0.6186 0.6100 0.6081 0.6111 0.6110
16 0.5470 0.5504 0.5621 0.6084 0.6095 0.6078 0.6108 0.6107
17 0.5471 0.5513 0.5659 0.6079 0.6092 0.6076 0.6105 0.6102
18 0.5472 0.5524 0.5705 0.6077 0.6089 0.6073 0.6102 0.6098
19 0.5473 0.5536 0.5755 0.6073 0.6086 0.6071 0.6099 0.6096
20 0.5474 0.5551 0.5813 0.6071 0.6084 0.6069 0.6097 0.6094
21 0.5475 0.5566 0.5877 0.6070 0.6082 0.6068 0.6095 0.6091
22 0.5477 0.5583 0.5955 0.6068 0.6080 0.6066 0.6092 0.6089
23 0.5479 0.5602 0.6027 0.6067 0.6079 0.6065 0.6090 0.6087
24 0.5481 0.5625 0.6108 0.6066 0.6077 0.6063 0.6088 0.6085
25 0.5483 0.5650 0.6073 0.6064 0.6076 0.6062 0.6086 0.6084
26 0.5486 0.5678 0.6070 0.6063 0.6074 0.6061 0.6085 0.6082
27 0.5488 0.5708 0.6066 0.6062 0.6073 0.6060 0.6083 0.6081
28 0.5491 0.5742 0.6064 0.6062 0.6072 0.6060 0.6082 0.6079
29 0.5495 0.5778 0.6063 0.6060 0.6071 0.6059 0.6081 0.6078
30 0.5498 0.5819 0.6061 0.6060 0.6070 0.6058 0.6080 0.6077
31 0.5502 0.5861 0.6060 0.6059 0.6069 0.6058 0.6078 0.6076
32 0.5507 0.5906 0.6059 0.6058 0.6069 0.6057 0.6078 0.6075
33 0.5511 0.5954 0.6058 0.6058 0.6068 0.6057 0.6077 0.6074
34 0.5516 0.6011 0.6057 0.6057 0.6067 0.6057 0.6076 0.6073
35 0.5522 0.6061 0.6056 0.6057 0.6067 0.6056 0.6075 0.6072
36 0.5528 0.6114 0.6056 0.6056 0.6066 0.6056 0.6074 0.6071
37 0.5534 0.6064 0.6055 0.6056 0.6065 0.6056 0.6073 0.6070
38 0.5540 0.6063 0.6055 0.6055 0.6065 0.6055 0.6072 0.6069
39 0.5547 0.6061 0.6055 0.6055 0.6064 0.6055 0.6071 0.6068
40 0.5554 0.6060 0.6055 0.6055 0.6064 0.6055 0.6070 0.6067
41 0.5562 0.6059 0.6055 0.6055 0.6064 0.6055 0.6070 0.6066
42 0.5570 0.6058 0.6054 0.6055 0.6063 0.6055 0.6069 0.6065
43 0.5579 0.6057 0.6054 0.6055 0.6063 0.6055 0.6068 0.6065
44 0.5588 0.6056 0.6054 0.6055 0.6063 0.6054 0.6067 0.6064
45 0.5598 0.6056 0.6053 0.6054 0.6063 0.6054 0.6067 0.6064
46 0.5608 0.6055 0.6053 0.6054 0.6063 0.6054 0.6066 0.6063
47 0.5620 0.6055 0.6053 0.6054 0.6062 0.6054 0.6065 0.6063
48 0.5631 0.6054 0.6053 0.6053 0.6062 0.6054 0.6064 0.6062
49 0.5643 0.6054 0.6052 0.6053 0.6062 0.6054 0.6064 0.6062
50 0.5656 0.6053 0.6052 0.6053 0.6062 0.6053 0.6063 0.6061
51 0.5670 0.6053 0.6052 0.6053 0.6061 0.6053 0.6063 0.6061
52 0.5685 0.6053 0.6052 0.6052 0.6061 0.6053 0.6063 0.6060
53 0.5699 0.6052 0.6052 0.6052 0.6061 0.6053 0.6063 0.6060
54 0.5715 0.6052 0.6052 0.6052 0.6061 0.6053 0.6062 0.6060
55 0.5731 0.6052 0.6051 0.6052 0.6060 0.6053 0.6062 0.6060
56 0.5748 0.6052 0.6051 0.6051 0.6060 0.6053 0.6062 0.6059
57 0.5765 0.6051 0.6051 0.6051 0.6060 0.6053 0.6062 0.6059
58 0.5784 0.6051 0.6051 0.6051 0.6060 0.6052 0.6062 0.6059
59 0.5803 0.6051 0.6051 0.6051 0.6060 0.6052 0.6061 0.6059
60 0.5823 0.6051 0.6051 0.6051 0.6060 0.6052 0.6061 0.6059
61 0.5844 0.6050 0.6051 0.6050 0.6059 0.6052 0.6061 0.6059
217
i 1% 2% 3% 5% 7% 8% 9% 10%
62 0.5865 0.6050 0.6051 0.6050 0.6059 0.6052 0.6060 0.6059
63 0.5888 0.6050 0.6051 0.6050 0.6059 0.6052 0.6060 0.6058
64 0.5911 0.6050 0.6051 0.6050 0.6059 0.6052 0.6060 0.6058
65 0.5934 0.6050 0.6051 0.6050 0.6059 0.6052 0.6060 0.6058
66 0.5958 0.6050 0.6051 0.6050 0.6059 0.6052 0.6060 0.6058
67 0.5982 0.6050 0.6051 0.6050 0.6059 0.6052 0.6059 0.6058
68 0.6008 0.6050 0.6051 0.6050 0.6059 0.6052 0.6059 0.6058
69 0.6036 0.6050 0.6051 0.6050 0.6059 0.6052 0.6059 0.6058
70 0.6061 0.6050 0.6051 0.6050 0.6059 0.6052 0.6059 0.6058
71 0.6057 0.6050 0.6051 0.6050 0.6059 0.6052 0.6059 0.6058
72 0.6056 0.6050 0.6051 0.6050 0.6059 0.6052 0.6059 0.6058
73 0.6055 0.6050 - 0.6050 0.6059 0.6052 0.6059 0.6058
74 0.6055 0.6050 - 0.6050 0.6058 0.6052 0.6059 0.6058
75 0.6055 0.6050 - 0.6050 0.6058 - 0.6059 0.6058
76 0.6055 0.6050 - 0.6050 0.6058 - 0.6059 0.6058
77 0.6055 0.6050 - 0.6050 - - 0.6058 0.6058
78 0.6054 0.6050 - 0.6049 - - 0.6058 0.6058
79 0.6054 - - 0.6049 - - 0.6058 0.6058
80 0.6054 - - 0.6049 - - 0.6058 0.6058
81 0.6054 - - - - - 0.6058 0.6058
82 0.6054 - - - - - 0.6058 -
83 0.6054 - - - - - 0.6058 -
84 0.6053 - - - - - 0.6057 -
85 0.6054 - - - - - 0.6057 -
86 0.6053 - - - - - 0.6057 -
87 0.6054 - - - - - 0.6057 -
88 0.6054 - - - - - 0.6057 -
89 0.6054 - - - - - 0.6057 -
90 0.6054 - - - - - 0.6057 -
91 0.6054 - - - - - 0.6057 -
92 0.6053 - - - - - 0.6057 -
93 0.6053 - - - - - 0.6057 -
94 0.6053 - - - - - 0.6057 -
95 0.6054 - - - - - - -
C data for experiment 4:
i Unfiltered 1.50 1.75 2.00 2.25 2.50 2.75 3.00
1 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465 0.5465
2 0.5466 0.5466 0.5466 0.5466 0.5466 0.5466 0.5466 0.5466
3 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467
4 0.5471 0.5473 0.5473 0.5473 0.5473 0.5474 0.5474 0.5474
5 0.5477 0.5480 0.5480 0.5480 0.5480 0.5480 0.5480 0.5480
6 0.5487 0.5495 0.5495 0.5496 0.5497 0.5500 0.5501 0.5501
7 0.5503 0.5517 0.5519 0.5518 0.5518 0.5519 0.5518 0.5518
8 0.5528 0.5540 0.5541 0.5542 0.5545 0.5548 0.5553 0.5553
9 0.5562 0.5582 0.5586 0.5585 0.5587 0.5585 0.5586 0.5591
10 0.5606 0.5633 0.5636 0.5641 0.5639 0.5640 0.5647 0.5649
218
i Unfiltered 1.50 1.75 2.00 2.25 2.50 2.75 3.00
11 0.5664 0.5706 0.5711 0.5713 0.5719 0.5721 0.5720 0.5726
12 0.5735 0.5796 0.5800 0.5802 0.5807 0.5816 0.5825 0.5822
13 0.5820 0.5908 0.5905 0.5911 0.5919 0.5926 0.5938 0.5941
14 0.5918 0.6029 0.6034 0.6039 0.6050 0.6059 0.6076 0.6089
15 0.6029 0.6170 0.6178 0.6186 0.6205 0.6211 0.6229 0.6252
16 0.5968 0.6072 0.6078 0.6084 0.6092 0.6101 0.6119 0.6128
17 0.5967 0.6068 0.6073 0.6079 0.6087 0.6097 0.6113 0.6127
18 0.5967 0.6065 0.6069 0.6077 0.6084 0.6093 0.6108 0.6120
19 0.5967 0.6061 0.6067 0.6073 0.6082 0.6089 0.6108 0.6118
20 0.5967 0.6059 0.6065 0.6071 0.6079 0.6087 0.6104 0.6118
21 0.5966 0.6057 0.6063 0.6070 0.6078 0.6085 0.6104 0.6122
22 0.5967 0.6056 0.6061 0.6068 0.6076 0.6083 0.6102 0.6116
23 0.5966 0.6055 0.6059 0.6067 0.6075 0.6082 0.6102 0.6114
24 0.5966 0.6054 0.6058 0.6066 0.6073 0.6080 0.6099 0.6114
25 0.5966 0.6053 0.6058 0.6064 0.6072 0.6079 0.6099 0.6112
26 0.5966 0.6053 0.6057 0.6063 0.6072 0.6078 0.6099 0.6111
27 0.5966 0.6052 0.6056 0.6062 0.6071 0.6076 0.6098 0.6109
28 0.5966 0.6051 0.6055 0.6062 0.6070 0.6075 0.6098 0.6108
29 0.5966 0.6051 0.6055 0.6060 0.6069 0.6075 0.6103 0.6107
30 0.5966 0.6050 0.6054 0.6060 0.6068 0.6074 0.6098 0.6106
31 0.5966 0.6050 0.6053 0.6059 0.6067 0.6073 0.6098 0.6105
32 0.5966 0.6049 0.6053 0.6058 0.6066 0.6073 0.6097 0.6105
33 0.5966 0.6049 0.6052 0.6058 0.6066 0.6072 0.6096 0.6105
34 0.5966 0.6049 0.6052 0.6057 0.6065 0.6072 0.6095 0.6104
35 0.5966 0.6049 0.6051 0.6057 0.6064 0.6072 0.6095 0.6105
36 0.5966 0.6049 0.6051 0.6056 0.6064 0.6072 0.6094 0.6104
37 0.5966 0.6048 0.6051 0.6056 0.6064 0.6071 0.6093 0.6103
38 0.5966 0.6048 0.6050 0.6055 0.6063 0.6071 0.6093 0.6103
39 - 0.6048 0.6050 0.6055 0.6063 0.6070 0.6092 0.6103
40 - 0.6048 0.6050 0.6055 0.6063 0.6070 0.6092 0.6103
41 - 0.6048 0.6049 0.6055 0.6062 0.6070 0.6091 0.6102
42 - 0.6047 0.6049 0.6055 0.6062 0.6069 0.6091 0.6102
43 - 0.6047 0.6049 0.6055 0.6062 0.6069 0.6091 0.6102
44 - 0.6047 0.6049 0.6055 0.6061 0.6069 0.6091 0.6102
45 - 0.6047 0.6048 0.6054 0.6061 0.6068 0.6091 0.6101
46 - 0.6047 0.6048 0.6054 0.6061 0.6068 0.6090 0.6102
47 - 0.6047 0.6048 0.6054 0.6060 0.6068 0.6091 0.6101
48 - 0.6047 0.6048 0.6053 0.6060 0.6068 0.6090 0.6101
49 - 0.6047 0.6048 0.6053 0.6060 0.6068 0.6091 0.6101
50 - 0.6047 0.6047 0.6053 0.6060 0.6067 0.6089 0.6101
51 - 0.6046 0.6047 0.6053 0.6060 0.6067 0.6090 0.6101
52 - 0.6046 0.6047 0.6052 0.6060 0.6067 0.6089 0.6101
53 - 0.6046 0.6047 0.6052 0.6060 0.6067 0.6089 0.6101
54 - 0.6046 0.6047 0.6052 0.6060 0.6066 0.6088 0.6101
55 - 0.6046 0.6046 0.6052 0.6060 0.6066 0.6088 0.6100
56 - 0.6046 0.6046 0.6051 0.6060 0.6066 0.6088 0.6100
57 - 0.6046 0.6046 0.6051 0.6060 0.6066 0.6088 0.6100
58 - 0.6045 0.6046 0.6051 0.6060 0.6066 0.6089 0.6100
59 - 0.6046 0.6046 0.6051 0.6060 0.6066 0.6089 0.6100
60 - 0.6046 0.6046 0.6051 0.6060 0.6066 0.6089 0.6100
219
i Unfiltered 1.50 1.75 2.00 2.25 2.50 2.75 3.00
61 - 0.6045 0.6045 0.6050 0.6060 0.6066 0.6089 0.6099
62 - 0.6045 0.6045 0.6050 0.6060 0.6066 0.6088 0.6100
63 - - 0.6045 0.6050 0.6060 0.6066 0.6089 0.6100
64 - - 0.6045 0.6050 0.6059 0.6066 0.6089 0.6099
65 - - 0.6045 0.6050 0.6059 0.6066 0.6088 0.6099
66 - - 0.6045 0.6050 - 0.6066 0.6088 0.6099
67 - - 0.6045 0.6050 - 0.6065 0.6088 0.6099
68 - - 0.6045 0.6050 - 0.6065 0.6088 0.6099
69 - - 0.6045 0.6050 - 0.6065 0.6088 0.6099
70 - - 0.6045 0.6050 - 0.6065 - 0.6099
71 - - 0.6045 0.6050 - 0.6065 - -
72 - - 0.6045 0.6050 - 0.6065 - -
73 - - 0.6045 0.6050 - 0.6065 - -
74 - - 0.6045 0.6050 - - - -
75 - - 0.6045 0.6050 - - - -
76 - - 0.6045 0.6050 - - - -
77 - - - 0.6050 - - - -
78 - - - 0.6049 - - - -
79 - - - 0.6049 - - - -
80 - - - 0.6049 - - - -
220
Appendix E: Data Generated in
Chapter 4
The following data is generated for Chapter 4.
Force and displacement Uz,Exp for the three practical validation experiments.
R
′
= 1.5
Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F
1 0.0999 0.2095 21 0.4832 0.7945 41 0.6499 1.5007 61 1.0999 2.1054 81 1.2999 2.6288
2 0.0333 0.2129 22 0.5166 0.8816 42 0.7167 1.5183 62 1.0666 2.1199 82 1.3833 2.8139
3 0.1666 0.2713 23 0.4333 0.9108 43 0.7999 1.5340 63 0.9498 2.1219 83 1.5333 2.8527
4 0.0499 0.2864 24 0.3500 0.9292 44 0.7500 1.6042 64 0.9832 2.1374 84 1.4667 2.8695
5 0.1499 0.3194 25 0.3833 0.9462 45 0.8334 1.6180 65 1.0833 2.1415 85 1.4166 2.9601
6 0.0834 0.3764 26 0.2999 0.9905 46 0.6165 1.6511 66 1.1165 2.1518 86 1.4333 2.9613
7 0.0666 0.4118 27 0.4166 0.9985 47 0.7833 1.6587 67 1.1999 2.1535 87 1.3499 2.9828
8 0.0166 0.4717 28 0.3999 1.0377 48 0.7331 1.6768 68 1.0499 2.1792 88 1.4999 3.0024
9 0.2666 0.4732 29 0.4667 1.0844 49 0.8665 1.6962 69 1.1499 2.2073 89 1.5666 3.0565
10 0.1999 0.4827 30 0.5834 1.1795 50 0.7666 1.7475 70 1.1333 2.2190 90 1.4831 3.1127
11 0.2332 0.6067 31 0.5499 1.2305 51 0.8166 1.7885 71 1.1666 2.3048 91 1.3999 3.1390
12 0.3165 0.6482 32 0.4999 1.2556 52 0.8499 1.8125 72 1.2500 2.3127 92 1.5167 3.1488
13 0.3333 0.6562 33 0.5333 1.2995 53 0.9166 1.8917 73 1.2166 2.3454 93 1.4499 3.1511
14 0.1833 0.6616 34 0.6333 1.3272 54 0.9667 1.9261 74 1.2666 2.3967 94 1.5499 3.1923
15 0.1333 0.6694 35 0.5999 1.3347 55 0.8999 1.9680 75 1.2332 2.4065
16 0.1164 0.6857 36 0.4499 1.3483 56 1.0166 1.9878 76 1.1833 2.4463
17 0.2167 0.7028 37 0.5666 1.3515 57 0.8833 1.9901 77 1.3665 2.4940
18 0.2833 0.7450 38 0.6833 1.3555 58 1.0333 2.0409 78 1.2832 2.5801
19 0.3664 0.7723 39 0.6999 1.3871 59 0.9333 2.0626 79 1.3166 2.5919
20 0.2500 0.7764 40 0.6666 1.4650 60 1.0000 2.0849 80 1.3334 2.6034
R
′
= 2.5
Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F
1 0.2332 0.1053 9 0.1833 0.3789 17 0.0832 0.4811 25 0.2999 0.5649 33 0.5665 0.6372
2 0.1333 0.1548 10 0.2165 0.3817 18 0.3333 0.4852 26 0.3499 0.5757 34 0.4499 0.6482
3 0.0331 0.1646 11 0.2665 0.3994 19 0.4831 0.5087 27 0.8998 0.5783 35 0.7332 0.6697
4 0.0499 0.1914 12 0.6833 0.4193 20 0.1999 0.5104 28 0.6999 0.5849 36 0.0999 0.6830
5 0.0665 0.2900 13 0.3165 0.4332 21 0.4332 0.5203 29 0.1666 0.6244 37 0.2500 0.6933
6 0.0166 0.3033 14 0.1166 0.4339 22 0.5166 0.5333 30 0.5000 0.6258 38 0.7666 0.6949
7 0.1497 0.3344 15 0.2832 0.4464 23 0.4665 0.5601 31 0.7500 0.6260 39 0.8165 0.7030
8 0.3998 0.3719 16 0.3666 0.4511 24 0.6332 0.5636 32 0.5833 0.6346 40 0.8666 0.7109
221
Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F
41 0.5999 0.7191 88 1.2499 1.3306 135 2.5331 1.8236 182 3.1666 2.1646 229 3.7331 2.5971
42 0.8333 0.7226 89 1.2999 1.3339 136 2.8997 1.8312 183 2.8499 2.1952 230 4.0332 2.6115
43 1.0165 0.7322 90 1.6166 1.3401 137 2.3165 1.8390 184 2.8665 2.1959 231 3.6833 2.6167
44 0.6667 0.7323 91 1.6832 1.3520 138 2.6666 1.8426 185 3.0499 2.1970 232 3.5999 2.6175
45 0.9831 0.7520 92 1.4333 1.3554 139 2.1999 1.8512 186 3.0000 2.2017 233 4.4999 2.6255
46 0.5499 0.7715 93 1.4832 1.3705 140 2.8332 1.8512 187 2.9332 2.2140 234 3.9832 2.6554
47 1.0000 0.7793 94 1.3833 1.3716 141 2.0499 1.8665 188 3.2165 2.2166 235 4.0832 2.6600
48 0.8499 0.8036 95 1.5499 1.3941 142 2.3833 1.8681 189 2.9167 2.2343 236 3.4832 2.6665
49 1.0999 0.8088 96 1.7666 1.4099 143 2.2165 1.8699 190 3.0833 2.2449 237 4.0166 2.6747
50 0.3833 0.8195 97 1.3332 1.4283 144 2.3333 1.8745 191 3.3998 2.2518 238 4.1999 2.6939
51 0.7832 0.8295 98 1.5999 1.4391 145 2.9666 1.8821 192 2.7832 2.2639 239 3.6666 2.7001
52 0.9333 0.8313 99 1.8998 1.4436 146 2.3998 1.8890 193 3.3333 2.2653 240 4.1166 2.7043
53 0.9499 0.8369 100 1.8000 1.4437 147 2.6333 1.9028 194 3.2999 2.2980 241 3.7166 2.7070
54 1.0665 0.8488 101 1.6666 1.4561 148 2.5499 1.9162 195 3.4333 2.3234 242 4.2331 2.7080
55 1.0332 0.8618 102 1.7332 1.4579 149 3.0332 1.9176 196 3.1166 2.3350 243 3.8499 2.7114
56 0.6498 0.8850 103 1.9999 1.4644 150 2.5166 1.9381 197 2.7499 2.3414 244 3.9499 2.7187
57 0.4166 0.9015 104 1.7166 1.4666 151 2.4166 1.9428 198 3.5000 2.3506 245 4.4166 2.7298
58 0.9666 0.9099 105 2.0665 1.5068 152 2.4499 1.9729 199 3.5332 2.3523 246 3.6999 2.7445
59 0.5331 0.9243 106 1.5833 1.5092 153 2.9499 1.9798 200 3.2332 2.3604 247 4.0999 2.7447
60 1.1165 0.9503 107 1.8666 1.5246 154 2.7165 1.9907 201 3.3499 2.3635 248 3.8165 2.7535
61 0.7999 0.9531 108 1.4166 1.5251 155 2.2832 1.9941 202 2.6165 2.3951 249 3.7666 2.7665
62 0.8833 0.9609 109 1.2666 1.5449 156 2.6833 1.9987 203 3.5499 2.4016 250 3.8665 2.7669
63 1.2331 0.9653 110 1.7832 1.5599 157 2.4666 2.0061 204 3.3165 2.4295 251 4.2831 2.7765
64 1.2831 0.9781 111 2.1166 1.5611 158 3.1333 2.0078 205 3.7500 2.4323 252 4.1666 2.8188
65 0.7165 0.9838 112 1.9333 1.5619 159 2.2500 2.0085 206 4.1333 2.4390 253 4.2165 2.8249
66 0.6165 0.9998 113 2.1333 1.5644 160 2.9831 2.0123 207 3.5166 2.4483 254 4.4499 2.8423
67 1.1497 1.0137 114 1.8165 1.5722 161 3.2666 2.0316 208 3.2831 2.4507 255 4.3833 2.8437
68 1.1832 1.0164 115 1.8499 1.5797 162 3.0665 2.0325 209 3.2500 2.4609 256 3.7999 2.8500
69 1.0500 1.0243 116 1.9832 1.5949 163 2.3665 2.0394 210 3.3666 2.4627 257 4.3665 2.8567
70 0.9166 1.0759 117 2.1832 1.5995 164 1.9166 2.0640 211 4.0499 2.4645 258 4.2666 2.8776
71 1.3665 1.1066 118 1.9665 1.6240 165 2.6498 2.0675 212 3.6165 2.4734 259 3.9665 2.9026
72 1.4499 1.1110 119 1.6498 1.6321 166 2.5999 2.0770 213 3.9333 2.4876 260 4.5332 2.9320
73 1.1999 1.1171 120 2.2665 1.6419 167 2.5665 2.0819 214 3.0999 2.4886 261 4.3333 2.9356
74 1.2166 1.1332 121 1.6999 1.6444 168 2.4831 2.0841 215 3.6498 2.4922 262 4.3499 2.9400
75 1.1333 1.1436 122 2.0332 1.6454 169 3.4166 2.0938 216 3.1832 2.5026 263 4.4665 2.9482
76 1.1666 1.1531 123 2.3499 1.6536 170 2.7332 2.0969 217 3.9166 2.5112 264 4.4332 2.9583
77 1.3499 1.1580 124 1.8833 1.6590 171 2.6999 2.1016 218 3.4499 2.5222 265 4.1832 2.9673
78 1.3998 1.1732 125 1.7500 1.6667 172 3.1498 2.1194 219 3.8833 2.5381 266 4.0665 2.9674
79 1.0833 1.1918 126 2.0166 1.6685 173 2.0999 2.1214 220 3.5833 2.5425 267 4.3998 2.9897
80 1.5332 1.2317 127 1.9499 1.6720 174 2.7999 2.1275 221 3.8998 2.5511 268 3.8333 3.0578
81 1.8333 1.2324 128 2.1497 1.7255 175 2.7666 2.1411 222 3.6333 2.5511 269 4.5499 3.0624
82 1.5166 1.2397 129 2.4332 1.7413 176 2.1666 2.1449 223 3.7831 2.5514 270 4.3165 3.0744
83 1.5000 1.2479 130 2.2332 1.7601 177 3.4665 2.1450 224 4.2500 2.5526 271 4.5166 3.1205
84 1.3166 1.2503 131 2.8165 1.7715 178 2.5833 2.1459 225 3.5665 2.5538 272 4.4832 3.1273
85 1.4665 1.2743 132 2.0832 1.7855 179 3.0165 2.1536 226 2.8833 2.5554 273 4.3000 3.1749
86 1.5665 1.2797 133 2.2999 1.8052 180 3.3833 2.1620 227 4.0000 2.5770
87 1.6333 1.3155 134 2.5000 1.8147 181 3.1999 2.1644 228 4.1498 2.5796
222
R
′
= 3.0
Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F
1 0.0168 0.0346 45 0.7500 0.0825 89 1.4835 0.5129 133 2.2167 1.0474 189 3.1501 1.4242
2 0.0334 0.4323 46 0.7668 0.5117 90 1.5000 0.6988 134 2.2335 0.8794 190 3.1668 1.2504
3 0.0501 0.0827 47 0.7835 0.3395 91 1.5167 0.7440 135 2.2501 1.1505 191 3.1835 1.1727
4 0.0668 0.0433 48 0.8000 0.3132 92 1.5334 0.6296 136 2.2668 0.9267 192 3.2001 1.5926
5 0.0834 0.2285 49 0.8168 0.6550 93 1.5500 0.5164 137 2.2834 1.1200 193 3.2167 1.3745
6 0.1001 0.3098 50 0.8334 0.2524 94 1.5668 0.6436 138 2.3001 1.0092 194 3.2336 1.3165
7 0.1169 0.2170 51 0.8501 0.4180 95 1.5834 0.6518 139 2.3168 0.9262 195 3.2500 1.4670
8 0.1332 0.1845 52 0.8668 0.4523 96 1.6001 1.0059 140 2.3334 0.6877 196 3.2668 1.5319
9 0.1501 0.1692 53 0.8832 0.2389 97 1.6168 0.6139 141 2.3501 1.0349 197 3.2834 0.9907
10 0.1668 0.4462 54 0.9002 0.4430 98 1.6333 0.4966 142 2.3668 1.0015 198 3.3001 1.4835
11 0.1834 0.0315 55 0.9168 0.2908 99 1.6501 0.9627 143 2.3833 0.8413 199 3.3168 1.5219
12 0.2001 0.3143 56 0.9334 0.3968 100 1.6668 0.7386 144 2.4001 0.8153 200 3.3334 1.2468
13 0.2167 0.2557 57 0.9501 0.6321 101 1.6834 0.7267 145 2.4167 0.7893 201 3.3501 1.2537
14 0.2335 0.2087 58 0.9667 0.4527 102 1.7001 0.4952 146 2.4335 0.7462 202 3.3669 0.9268
15 0.2501 0.1102 59 0.9835 0.5980 103 1.7167 0.9645 159 2.6501 0.8044 203 3.3833 1.1394
16 0.2668 0.3833 60 1.0001 0.4785 104 1.7335 0.6541 160 2.6667 0.9855 204 3.4001 1.3978
17 0.2834 0.4468 61 1.0168 0.6101 105 1.7500 0.9464 161 2.6834 1.3353 205 3.4167 1.2982
18 0.3000 0.1670 62 1.0334 0.6393 106 1.7668 0.6438 162 2.7001 0.8190 206 3.4335 1.5036
19 0.3168 0.4632 63 1.0501 0.4956 107 1.7834 0.6538 163 2.7167 1.1577 207 3.4501 1.3845
20 0.3334 0.3564 64 1.0668 0.5347 108 1.8000 0.7781 164 2.7335 1.1849 208 3.4667 1.4724
21 0.3501 0.4451 65 1.0834 0.3904 109 1.8168 0.7842 165 2.7500 1.1007 209 3.4835 1.2394
22 0.3669 0.2926 66 1.1001 0.7471 110 1.8334 0.4743 166 2.7668 1.2346 210 3.5001 1.1846
23 0.3833 0.5318 67 1.1168 0.4929 111 1.8501 1.0466 167 2.7835 1.2058 211 3.5167 1.4896
24 0.4001 0.3358 68 1.1333 0.2890 112 1.8668 0.4630 168 2.8000 1.0374 212 3.5335 1.0167
25 0.4168 0.3752 69 1.1501 0.7666 113 1.8833 0.7993 169 2.8168 1.1756 213 3.5500 1.1258
26 0.4335 0.3790 70 1.1668 0.4742 114 1.9001 1.1596 170 2.8334 1.2215 214 3.5668 1.4018
27 0.4501 0.2494 71 1.1835 0.6384 115 1.9168 0.8251 171 2.8501 0.9974 215 3.5834 1.4311
28 0.4667 0.2625 72 1.2001 0.4833 116 1.9335 0.8717 172 2.8668 0.9934 216 3.6001 1.3599
29 0.4835 0.5159 73 1.2167 0.6093 117 1.9501 0.7915 173 2.8833 1.1012 217 3.6168 1.1860
30 0.5000 0.3507 74 1.2336 0.5938 118 1.9666 0.6794 174 2.9001 1.2684 218 3.6333 1.2040
31 0.5168 0.4059 75 1.2500 0.5848 119 1.9835 0.7289 175 2.9168 1.1729 219 3.6501 1.5123
32 0.5334 0.0496 76 1.2668 0.8366 120 2.0000 0.7764 176 2.9334 1.3201 220 3.6668 1.6195
33 0.5501 0.2984 77 1.2834 0.3674 121 2.0168 0.8561 177 2.9501 1.0378 221 3.6834 1.5002
34 0.5668 0.0042 78 1.3000 0.6728 122 2.0335 0.5952 178 2.9667 1.1786 222 3.7001 1.5191
35 0.5834 0.1982 79 1.3168 0.3157 123 2.0500 0.9975 179 2.9835 1.2909 223 3.7167 1.4804
36 0.6001 0.3292 80 1.3334 0.4861 124 2.0668 1.0256 180 3.0000 0.9781 224 3.7335 1.6802
37 0.6168 0.5430 81 1.3501 0.5718 125 2.0834 1.0419 181 3.0168 0.9874 225 3.7501 1.4203
38 0.6333 0.1866 82 1.3668 0.6970 126 2.1001 1.2429 182 3.0334 1.0995 226 3.7668 1.6032
39 0.6501 0.4310 83 1.3833 0.7779 127 2.1168 0.6876 183 3.0501 1.2068 227 3.7834 1.3814
40 0.6667 0.4838 84 1.4001 0.6450 128 2.1333 0.7641 184 3.0668 1.4414 228 3.8001 1.7634
41 0.6835 0.2591 85 1.4167 0.5764 129 2.1501 0.9428 185 3.0834 1.5655 229 3.8168 1.4111
42 0.7001 0.2919 86 1.4334 0.5187 130 2.1668 0.8923 186 3.1001 1.4523 230 3.8334 1.4349
43 0.7167 0.1584 87 1.4501 0.8674 131 2.1834 1.0252 187 3.1168 1.2146 231 3.8501 1.5982
44 0.7336 0.5212 88 1.4667 0.7011 132 2.2000 0.8565 188 3.1333 1.3364 232 3.8668 1.8622
223
Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F
233 3.8833 1.4303 277 4.6169 1.6064 321 5.3501 2.0225 365 6.0834 1.9714 389 6.4835 2.2877
234 3.9002 1.6086 278 4.6332 1.5658 322 5.3668 1.9556 366 6.1001 2.4451 390 6.5001 2.3739
235 3.9167 1.7990 279 4.6501 1.5258 323 5.3833 2.1594 367 6.1168 2.2070 391 6.5167 2.5540
236 3.9334 1.3883 280 4.6668 1.7218 324 5.4001 2.0184 368 6.1333 2.3512 392 6.5335 1.9146
237 3.9501 1.5871 281 4.6834 1.6751 325 5.4168 1.7765 369 6.1501 2.4372 393 6.5500 2.3792
238 3.9667 1.3647 282 4.7001 1.5745 326 5.4335 1.9416 370 6.1668 2.2679 394 6.5668 2.1702
239 3.9835 1.3965 283 4.7167 2.0001 327 5.4501 1.9688 351 5.8501 2.2073 395 6.5834 2.4684
240 4.0000 1.6902 284 4.7335 1.6262 328 5.4667 2.2107 352 5.8669 2.2642 396 6.6001 2.6128
241 4.0168 1.6747 285 4.7500 1.7941 329 5.4835 2.2304 353 5.8833 2.1920 397 6.6168 2.3950
242 4.0335 1.6239 286 4.7667 1.6730 330 5.5001 1.8210 354 5.9001 2.2206 398 6.6333 2.4777
243 4.0500 1.6145 287 4.7834 1.5436 331 5.5168 2.0570 355 5.9168 2.1819 399 6.6501 2.4566
244 4.0668 1.5121 288 4.8001 1.6718 332 5.5334 2.0945 356 5.9334 2.1836 400 6.6667 2.5356
245 4.0834 1.8281 289 4.8168 1.7063 333 5.5501 2.1188 357 5.9501 2.3130 401 6.6835 2.4728
246 4.1001 1.4690 290 4.8334 1.8228 334 5.5668 2.1440 358 5.9667 2.0691 402 6.7001 2.2920
247 4.1168 1.4948 291 4.8501 1.9158 335 5.5834 2.1589 359 5.9835 2.2383 403 6.7167 2.7137
248 4.1333 1.7645 292 4.8668 1.6117 336 5.6001 2.1581 360 6.0001 2.3766 404 6.7335 2.6969
249 4.1501 1.5358 293 4.8833 1.6517 337 5.6168 2.1594 361 6.0168 2.3074 405 6.7500 2.4886
250 4.1668 1.6149 294 4.9001 1.9136 338 5.6333 2.1143 362 6.0334 2.0746 406 6.7668 2.4812
251 4.1834 1.9315 295 4.9168 1.7251 339 5.6502 2.0944 363 6.0501 2.2630 407 6.7834 2.2307
252 4.2001 1.3997 296 4.9335 1.9744 340 5.6667 1.8556 364 6.0668 2.3982 408 6.8000 2.6787
253 4.2167 1.7704 297 4.9501 1.7673 341 5.6835 2.3615 365 6.0834 1.9714 409 6.8168 2.4347
254 4.2335 1.4682 298 4.9667 1.8942 342 5.7001 2.1303 366 6.1001 2.4451 410 6.8333 2.3283
255 4.2500 1.5335 299 4.9835 2.0573 343 5.7167 1.8928 367 6.1168 2.2070 411 6.8501 2.7678
256 4.2668 1.5942 300 5.0000 1.5395 344 5.7336 2.1754 368 6.1333 2.3512 412 6.8668 2.5140
257 4.2834 1.4065 301 5.0168 1.8194 345 5.7500 2.1063 369 6.1501 2.4372 413 6.8833 2.6561
258 4.3001 1.5311 302 5.0334 1.6799 346 5.7668 2.1374 370 6.1668 2.2679 414 6.9003 2.7502
259 4.3168 1.7568 303 5.0500 2.0595 347 5.7835 2.0345 371 6.1835 2.2146 415 6.9168 2.5646
260 4.3334 1.5889 304 5.0668 1.7193 348 5.8000 1.8907 372 6.2001 2.5602 416 6.9334 2.8009
261 4.3501 1.8564 305 5.0834 1.7116 349 5.8168 2.5900 373 6.2167 2.1188 417 6.9501 2.4283
262 4.3668 1.6218 306 5.1001 2.2886 350 5.8334 1.8944 374 6.2335 2.3778 418 6.9667 2.7023
263 4.3833 1.4665 307 5.1168 1.6997 351 5.8501 2.2073 375 6.2500 2.4730 419 6.9836 2.6113
264 4.4001 1.5566 308 5.1333 1.9473 352 5.8669 2.2642 376 6.2668 2.1754 420 7.0000 2.6212
265 4.4167 1.7631 309 5.1501 1.9426 353 5.8833 2.1920 377 6.2834 2.3801 421 7.0167 2.9420
266 4.4335 1.6939 310 5.1667 1.7293 354 5.9001 2.2206 378 6.3000 2.3005 422 7.0334 2.4046
267 4.4500 1.4291 311 5.1834 2.0959 355 5.9168 2.1819 379 6.3168 2.3945 423 7.0501 2.5583
268 4.4667 1.6705 312 5.2001 1.8584 356 5.9334 2.1836 380 6.3334 2.3140 424 7.0668 2.7437
269 4.4835 1.5477 313 5.2167 1.8464 357 5.9501 2.3130 381 6.3501 2.5610 425 7.0834 2.7398
270 4.5000 1.6006 314 5.2335 1.7903 358 5.9667 2.0691 382 6.3669 2.5335 426 7.1001 2.7297
271 4.5168 1.7235 315 5.2500 1.8663 359 5.9835 2.2383 383 6.3833 2.3304 427 7.1169 2.6932
272 4.5334 1.9539 316 5.2667 2.2752 360 6.0001 2.3766 384 6.4001 2.4969 428 7.1333 2.5108
273 4.5500 1.7377 317 5.2835 1.8447 361 6.0168 2.3074 385 6.4168 2.4608 429 7.1501 2.6977
274 4.5668 1.7371 318 5.3000 1.7020 362 6.0334 2.0746 386 6.4334 2.8220 430 7.1668 2.8641
275 4.5834 1.6688 319 5.3168 1.9778 363 6.0501 2.2630 387 6.4501 2.3852 431 7.1834 2.6112
276 4.6001 1.8470 320 5.3334 2.3934 364 6.0668 2.3982 388 6.4666 2.3721 432 7.2001 2.7334
224
Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F Uz,Exp F
433 7.2167 2.5227 442 7.3668 2.7243 451 7.5168 2.6360 460 7.6667 2.6409 469 7.8168 3.0260
434 7.2335 2.7480 443 7.3833 2.5540 452 7.5334 2.8454 461 7.6835 2.8596 470 7.8334 2.6412
435 7.2501 2.8289 444 7.4001 2.5616 453 7.5501 2.5901 462 7.7001 2.9501 471 7.8501 3.0982
436 7.2668 2.8911 445 7.4167 2.4961 454 7.5668 2.7241 463 7.7167 2.8567 472 7.8668 2.8229
437 7.2834 2.7328 446 7.4335 2.7967 455 7.5834 2.7497 464 7.7335 2.7588 473 7.8833 3.0037
438 7.3001 2.8184 447 7.4501 2.6715 456 7.6001 2.7451 465 7.7500 2.9101 474 7.9001 3.1625
439 7.3168 2.5888 448 7.4667 2.7052 457 7.6168 2.9897 466 7.7667 3.0687 475 7.9168 2.8642
440 7.3334 2.7666 449 7.4836 2.7898 458 7.6333 2.7424 467 7.7834 2.9686 476 7.9334 3.0076
441 7.3501 2.7170 450 7.5000 2.8292 459 7.6501 2.5514 468 7.8000 2.8463
Data for finite element convergence test where a force of 2.96N was applied to an optimal
topology to generate Uz,FEA.
No of Elements(× 1000) Uz,FEA
1 147.325 1.2534
2 589.954 1.318
3 791.308 1.362
4 1112.641 1.372
5 2140.424 1.361
225
