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Abstract
In this paper we study some extremal problems for the family S0g(BX)
of normalized univalent mappings with g-parametric representation on the
unit ball BX of an n-dimensional JB
∗-triple X with r ≥ 2, where r is the
rank of X and g is a convex (univalent) function on the unit disc U, which
satisfies some natural assumptions. We obtain sharp coefficient bounds for
the family S0g(BX), and examples of bounded support points for various
subsets of S0g(BX). Our results are generalizations to bounded symmetric
domains of known recent results related to support points for families of
univalent mappings on the Euclidean unit ball Bn and the unit polydisc
U
n in Cn. Certain questions will be also mentioned. Finally, we point
out sharp coefficient bounds and bounded support points for the family
S0g(B
n) and for special compact subsets of S0g(B
n), in the case n ≥ 2.
Keywords bounded symmetric domain, Carathe´odory family, g-Loewner
chain, parametric representation, starlike mapping, support point.
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1 Introduction
The study of the family S(B) of normalized univalent mappings on the unit ball
B in Cn (n ≥ 2) with respect to a norm on Cn, was initiated by H. Cartan (see
[6]). He was concerned with univalent mappings on the unit bidisc U2 in C2,
and gave a counterexample which shows that the growth theorem for the family
∗Corresponding author
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S of normalized univalent functions on the unit disc U fails in dimension n = 2
for S(U2). Cartan also suggested that the families of normalized starlike and
convex mappings in Cn might be considered for further development. Actually,
various results regarding the family S (growth, covering, coefficient bounds,
distortion, and extremal properties) have extensions to higher dimensions for
these families of univalent mappings on Bn (see [10], [39]).
Loewner chains and the Loewner differential equation in Cn were first stud-
ied by Pfaltzgraff on the Euclidean unit ball Bn (see [29]). He generalized to
higher dimensions the Loewner differential equation and developed existence
and uniqueness theorems for its solutions on Bn. Poreda ([32], [33]) intro-
duced the family S0(Un) of normalized univalent mappings with parametric
representation on the unit polydisc Un in Cn, and obtained sharp growth and
a coefficient bound for S0(Un) under certain additional assumptions. Graham,
Hamada and Kohr [12] introduced and developed the study of the family S0(Bn)
of mappings with parametric representation on Bn, and obtained growth and
coefficient bounds for some important subsets of S0(Bn). We remark that a
normalized univalent mapping f on Bn belongs to S0(Bn) if and only if there is
a Loewner chain f(z, t) such that {e−tf(·, t)}t≥0 is a normal family on Bn and
f = f(·, 0) (see [12] and [19, Chapter 8]). Also, note that in contrast with the
family S(Bn) which is not locally uniformly bounded in dimension n ≥ 2, the
family S0(Bn) is a compact set with respect to the topology of locally uniform
convergence in the family H(Bn) of holomorphic mappings from Bn to Cn.
The existence and regularity theory, as well as many significant differences
between the Loewner theory in one complex variable and that in higher dimen-
sions have been obtained in the last recent years (see e.g. [2], [3], [4], [8], [12],
[14], [16], [40]; see also [19, Chapter 8], and the references therein).
Graham, Hamada and Kohr [12] introduced the subset S0g(B
n) of S0(Bn)
which consists of mappings which have g-parametric representation on Bn (see
Definition 2.11), where g : U→ C is a univalent function on U such that g(0) =
1, ℜg(ζ) > 0, ζ ∈ U, and g satisfies some assumption on U. These mappings
may be embedded as the first elements of g-Loewner chains (see Definition 2.10).
Sharp growth and coefficient bounds for the family S0g(B
n) were obtained in [12]
and [18]. In particular, these results provide also sharp growth and coefficient
estimates for various families of normalized univalent mappings on Bn, such as
starlike and convex mappings (see also [19], and the references therein).
One of the most important problems in the theory of univalent mappings
in higher dimensions is related to the characterization of extreme points and
support points for the family S0(Bn). In the case of one complex variable, every
extreme/support point of the family S is an unbounded univalent function (see
e.g. [30, Chapter 6]). In dimension n ≥ 2, Bracci [2] developed a shearing
process and found an example of a normalized bounded starlike mapping on B2,
which is a support point of the family S0(B2) with respect to a certain linear
functional on H(B2). His result is unexpected and very important in the theory
of univalent mappings on the unit ball in Cn, since it provides a basic difference
between the one variable theory and that in higher dimensions.
Recently, Graham, Hamada, and Kohr [14] have also considered the family
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of mappings with g-parametric representation on the unit bidisc U2 in C2 (see
also [38], in the case g(ζ) = 1−ζ1+ζ , ζ ∈ U). Various sharp coefficient bounds
for S0g(U
2) were obtained in [14]. Also, there are examples of bounded and
unbounded support point for the family S0g(U
n) (see [14] and [38]). Other
coefficient bounds for univalent mappings in several complex variables are given
by [25], [42] and [44].
In this paper, we consider extremal problems for the family S0g(BX) of map-
pings with g-parametric representation and for the family of S∗g (BX) of g-starlike
mappings on the unit ball BX of an n-dimensional JB
∗-triple X of rank r ≥ 2,
where g : U→ C satisfies the conditions of Assumption 1.1.
Assumption 1.1. Let g : U→ C be a convex (univalent) holomorphic function
such that g(0) = 1 and ℜg(ζ) > 0, for all ζ ∈ U.
The family S∗g (B
n) of g-starlike mappings is a subset of S0g(B
n). Many
important subsets of the family S∗(Bn) of starlike mappings are equal to S∗g (B
n),
for various choices of the function g which satisfies Assumption 1.1 and the
relation a0(g) = dist(1, ∂g(U)) (see [12]). For example, the family of starlike
mappings of order 1/2 is equal to the family S∗g(B
n), where g(ζ) = 1 − ζ,
ζ ∈ U. On the other hand, the family S∗γ(Bn) of starlike mappings of order
γ ∈ [0, 1), is equal to S∗g (Bn), where g(ζ) = 1−ζ1+(1−2γ)ζ , ζ ∈ U. The family
SS∗γ(B
n) of strongly starlike mappings of order γ ∈ (0, 1], is equal to S∗g (Bn),
where g(ζ) =
(
1−ζ
1+ζ
)γ
, ζ ∈ U, where the branch of the power function is chosen
such that
(
1−ζ
1+ζ
)γ ∣∣∣
ζ=0
= 1.
Graham, Hamada, Kohr and Kohr [18] generalized Bracci’s result [2] to the
case of mappings in S0g(B
2), and proved the existence of a bounded g-starlike
mapping in the family S0g(B
2) of mappings with g-parametric representation on
the Euclidean unit ball B2 in C2 which is a support point for a linear functional.
In the case g satisfies the conditions of Assumption 1.1, g(ζ) = g(ζ) for all
ζ ∈ U, g′(0) < 0 and a0(g) = dist(1, ∂g(U)), where a0(g) is given by
a0(g) = inf
ρ∈(0,1)
{
min{|1− g(ρ)|, |g(−ρ)− 1|}
ρ
}
, (1.1)
then the result contained in [18, Theorem 4.11 and Remark 4.14] is as follows.
Note that if g satisfies the above conditions, then we have (see e.g. [23] and
[27])
min{ℜg(ζ) : |ζ| = ρ} = g(ρ), max{ℜg(ζ) : |ζ| = ρ} = g(−ρ), ∀ ρ ∈ (0, 1).
Theorem 1.2. Let g : U→ C satisfy the conditions of Assumption 1.1, g(ζ) =
g(ζ) for all ζ ∈ U, g′(0) < 0 and a0(g) = dist(1, ∂g(U)). Also, let f = (f1, f2) ∈
S0g(B
2). Then ∣∣∣∣12 ∂2f1∂z22 (0)
∣∣∣∣ ≤ 3
√
3
2
a0(g).
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This estimate is sharp. Moreover, F ∈ S∗g (B2) is a support point for S0g(B2),
where
F (z) =
(
z1 +
3
√
3
2
a0(g)z
2
2 , z2
)
, z = (z1, z2) ∈ B2.
Thus, F is also a support point for S∗g (B
2).
Further, Graham, Hamada and Kohr [14] considered the analog of the above
result on the unit bidisc U2 in C2, and proved the existence of a bounded g-
starlike mapping in the family S0g(U
2) which is a support point for a linear
functional. In the case g satisfies the above conditions, then the result contained
in [14, Theorem 5.2 and Remark 5.5] is as follows:
Theorem 1.3. Let g : U→ C satisfy the conditions of Assumption 1.1, g(ζ) =
g(ζ) for all ζ ∈ U, g′(0) < 0 and a0(g) = dist(1, ∂g(U)). Also, let f = (f1, f2) ∈
S0g(U
2). Then ∣∣∣∣12 ∂2f1∂z22 (0)
∣∣∣∣ ≤ a0(g).
This estimate is sharp. Moreover, F ∈ S∗g (U2) is a support point for S0g(U2),
where
F (z) =
(
z1 + a0(g)z
2
2 , z2
)
, z = (z1, z2) ∈ U2.
Thus, F is also a support point for S∗g (U
2).
On the other hand, Graham, Hamada, Kohr, and Kohr [17] generalized
Bracci’s shearing result to the case of the family of normalized biholomorphic
mappings on B2, which have parametric representation with respect to a di-
agonal matrix A = diag (1, λ), where λ ∈ [1, 2), and proved the existence of
a bounded spirallike mapping with respect to A, which is a support point for
the above family. Another generalization of Bracci’s shearing process to the
case of mappings with parametric representation on B2 with respect to a time-
dependent linear operator was considered in [22].
The above results are in contrast to the case n = 1, where all support
points for the family S = S0(U) are unbounded. Also, it is interesting that the
coefficient bounds on U2 are different from those in the case of the Euclidean
unit ball B2. Note that the Euclidean unit ball Bn and the unit polydisc Un
are bounded symmetric domains in Cn. From the point of view of the Riemann
mapping theorem, a homogeneous unit ball of a complex Banach space is a
natural generalization of the open unit disc. Every bounded symmetric domain
in a complex Banach space is biholomorphically equivalent to a homogeneous
unit ball.
Based on the above arguments, it is therefore of interest to consider g-
Loewner chains and mappings which have g-parametric representation on the
Euclidean unit ball Bn and the unit polydisc Un, as well as on other bounded
symmetric domains in Cn which contain the origin, and to study if extremal
problems for the families S0g(B
n) and S0g(U
n) may be extended in the case of
bounded symmetric domains in Cn. Also, there exists a mapping g on U which
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satisfies the conditions of Assumption 1.1 and a0(g) > dist(1, ∂g(U)) (see [18,
Remark 4.4]). Thus, it is natural to ask the following questions:
Question 1.4. Let g : U → C satisfy the conditions of Assumption 1.1. Can
we obtain bounded support points of the families S0g(B
2) and S0g(U
2) without
assuming a0(g) = dist(1, ∂g(U))?
Question 1.5. Let g : U→ C satisfy the conditions of Assumption 1.1. Can we
obtain bounded support points of the family S0g(D) for other bounded symmetric
domains D in Cn, n ≥ 2?
In this paper, we give positive answers to the above questions in the case
the domain D is a bounded symmetric domain realized as the unit ball of an
n-dimensional JB∗-triple X = (Cn, ‖ · ‖X) of rank r ≥ 2. For the proof, we
use the convexity of g and also the property that there exists an r-dimensional
subspace X1 of C
n such that BX ∩ X1 may be regarded as the unit polydisc
Ur of dimension r. The main results complement recent extremal results for
mappings with parametric representation on the unit ball Bn (see [2], [5], [17],
[18], [22]), and on the unit polydisc Un in Cn (see [14], [38]). Since we do not
assume that a0(g) = dist(1, ∂g(U)), our result is an improvement of the above
theorems. As a new corollary, we obtain a sharp coefficient bound and bounded
support points for the family of strongly starlike mappings of order α on BX .
Note that, in general, we have a0(g) ≥ dist(1, ∂g(U)) for functions g which
satisfy the conditions of Assumption 1.1 (see Proposition 2.1).
Let r be the rank of X and let e1, . . . , er be a frame of X . There exist
er+1, . . . , en ∈ X such that e1, . . . , en is an orthogonal basis of X with respect
to the Bergman metric h0 on BX at 0. For z = z1e1 + · · ·+ znen ∈ X , we use
the notation z = (z1, z2, . . . , zn).
The main results of this paper are given below. The notations will be ex-
plained in the next sections.
Theorem 1.6. Let BX be the unit ball of an n-dimensional JB
∗-triple X =
(Cn, ‖ · ‖X) of rank r ≥ 2. Let g : U → C satisfy the conditions of Assumption
1.1 and let d1(g) = dist(1, ∂g(U)). Also, let f = (f1, . . . , fn) ∈ S0g(BX). Then∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣ ≤ d1(g), for 1 ≤ i 6= j ≤ r.
These estimates are sharp. Moreover, Fi,j [g] ∈ S∗g (BX) (1 ≤ i 6= j ≤ r) are
bounded support points for S0g(BX), where Fi,j [g](z) = z ± d1(g)z2j ei, z ∈ BX .
In particular, Fi,j [g] (1 ≤ i 6= j ≤ r) are bounded support points for S∗g (BX).
Theorem 1.7. Let g : U→ C satisfy the conditions of Assumption 1.1 and let
d1(g) = dist(1, ∂g(U)). Also, let n ≥ 2 and let f = (f1, . . . , fn) ∈ S0g(Bn). Then∣∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣∣ ≤ 3
√
3
2
d1(g), for 1 ≤ i 6= j ≤ n.
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These estimates are sharp. Moreover, F˜i,j [g] ∈ S∗g (Bn) are bounded support
points for S0g(B
n), (1 ≤ i 6= j ≤ n), where F˜i,j [g](z) = z ± 3
√
3
2 d1(g)z
2
j ei,
z ∈ Bn.
In particular, F˜i,j [g] (1 ≤ i 6= j ≤ r) are bounded support points for S∗g(Bn).
Theorem 1.8. Let B be the unit ball of Cn with respect to an arbitrary norm
on Cn. Let g : U → C be a univalent holomorphic function such that g(0) = 1,
g(ζ) = g(ζ), and ℜg(ζ) > 0, ζ ∈ U. Assume that g(ρ) = O(1− ρ) as ρ→ 1− 0.
Then there exists an unbounded support point for S0g(B).
2 Preliminaries
First, we give the relation of a0(g) and dist(1, ∂g(U)) for functions g which
satisfy the conditions of Assumption 1.1.
Proposition 2.1. Let g : U → C be a convex (univalent) function, which
satisfies the conditions of Assumption 1.1. Also, let a0(g) be given by (1.1).
Then we have a0(g) ≥ dist(1, ∂g(U)).
Proof. Let a0 = a0(g). We note that the relation (1.1) is equivalent to a0 =
infr∈(−1,1) |h(r)|, where h : U→ C is given by
h(ζ) =
{
g(ζ)−1
ζ , ζ ∈ U \ {0}
g′(0), ζ = 0.
Since g(U) is convex, we deduce, by [31, Proposition 5.6], that g admits a
continuous extension g : U → C ∪ {∞}. Then also h admits a continuous
extension h : U→ C∪ {∞} and h(ζ) 6= 0, ζ ∈ U, since g is univalent. Using the
maximum principle to 1/h, we deduce:
dist(1, ∂g(U)) = inf
ζ∈∂U
|g(ζ)− g(0)|
= inf
ζ∈∂U
|h(ζ)| = inf
ζ∈U
|h(ζ)|
≤ inf
r∈(−1,1)
|h(r)| = a0.
Hence dist(1, ∂g(U)) ≤ a0, as claimed. This completes the proof.
Let X and Y be complex Banach spaces. Let L(X,Y ) denote the family of
continuous linear operators from X to Y . The family L(X,X) is denoted by
L(X), and the identity in L(X) is denoted by IX . Also, let BX be the open
unit ball of X , and let H(BX) be the family of holomorphic mappings from BX
into X . Let Df(x) denote the Fre´chet derivative of f ∈ H(BX). A mapping
f ∈ H(BX) is said to be normalized if f(0) = 0 and Df(0) = IX . Let LS(BX)
be the family of normalized locally biholomorphic mappings f ∈ H(BX), and let
S(BX) be the family of normalized biholomorphic mappings f ∈ H(BX). The
family S(U) is denoted by S, where U is the unit disc in C. Also, let S∗(BX)
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(resp. K(BX)) be the subset of S(BX) consisting of starlike mappings (resp.
convex mappings) on BX , where a mapping f ∈ S(BX) is said to be starlike
(respectively, convex) if f(BX) is a starlike (respectively, convex) domain in X .
Definition 2.2. (see e.g. [19]) Let X be a complex Banach space and let BX
be the open unit ball of X .
(i) A mapping f : BX × [0,∞)→ X is called a Loewner chain if e−tf(·, t) ∈
S(BX) for t ≥ 0, and and f(BX , s) ⊆ f(BX , t), 0 ≤ s ≤ t <∞.
(ii) Let f = f(z, t) : BX× [0,∞)→ X be a Loewner chain. Then there exists
a unique biholomorphic Schwarz mapping v = v(·, s, t), called the transition
mapping associated with f(z, t), such that f(z, s) = f(v(z, s, t), t) for z ∈ BX
and t ≥ s ≥ 0. Also, Dv(0, s, t) = es−tIX for t ≥ s ≥ 0. The family (vs,t)t≥s is
also called the evolution family associated with f(z, t), where vs,t(·) = v(·, s, t).
For every z ∈ X \ {0}, let
T (z) =
{
lz ∈ L(X,C) : ‖lz‖ = 1, lz(z) = ‖z‖
}
.
The family T (z) 6= ∅, in view of the Hahn-Banach theorem.
Next, we recall the Carathe´odory family M =M(BX) in H(BX) (see [39]):
M(BX) =
{
h ∈ H(BX) : h(0) = 0, Dh(0) = IX ,
ℜlz(h(z)) > 0, z ∈ BX \ {0}, lz ∈ T (z)
}
.
If X = C, it is clear that f ∈M(U) if and only if f(z1)/z1 ∈ P , where
P = {p ∈ H(U) : p(0) = 1,ℜp(z1) > 0, z1 ∈ U}
is the Carathe´odory family on the unit disc U.
The familyM(BX) occurs in the study of various problems regarding univa-
lent mappings in Cn and complex Banach spaces, as well as in Loewner’s theory
in higher dimensions (see [1], [2], [5], [8], [9], [12], [15], [16], [19], [28], [29], [32],
[33], [34], [36], [37], [39], [40]).
Definition 2.3. (see e.g. [12] and [13]) Let g : U→ C be a univalent holomor-
phic function such that g(0) = 1 and ℜg(ζ) > 0, ζ ∈ U. Also, let h : BX → X
be a normalized holomorphic mapping. We say that h belongs to the family
Mg(BX) if
1
‖z‖ lz(h(z)) ∈ g(U), z ∈ BX \ {0}, lz ∈ T (z).
Remark 2.4. Since h is normalized, g(0) should be 1 so that Mg(BX) is well-
defined. Also, since ℜg(ζ) > 0, ζ ∈ U, we have Mg(BX) ⊂M(BX).
Definition 2.5. (see [21]) Let g : U → C be a univalent holomorphic function
such that g(0) = 1 and ℜg(ζ) > 0, ζ ∈ U. Also, let f ∈ LS(BX). The mapping
f is said to be g-starlike (denoted by f ∈ S∗g (BX)) if h ∈ Mg(BX), where
h(z) = [Df(z)]−1f(z), z ∈ BX .
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Remark 2.6. Various choices of the function g in the above definition provide
important subsets of M(BX) and S∗(BX).
(i) Let α ∈ [0, 1) and g(ζ) = 1−ζ1+(1−2α)ζ , |ζ| < 1. In this case, the family
Mg(BX) will be denoted byMα(BX), while the family S∗g (BX) will be denoted
by S∗α(BX). Note that S
∗
α(BX) is the usual family of starlike mappings of order
α on BX (see e.g. [19, Chapter 6]). It is known that K(BX) ⊆ S∗1/2(BX) (see
[35]).
(ii) Let α ∈ [0, 1) and g(ζ) = 1−(1−2α)ζ1+ζ , |ζ| < 1. In this case, the family
S∗g (BX) will be denoted by AS∗α(BX). The family Mg(BX) is related to the
family AS∗α(BX) of almost starlike mappings of order α on BX (see [41]). More
precisely, if f ∈ LS(BX), then f ∈ AS∗α(BX) if h ∈ Mg(BX), where h(z) =
[Df(z)]−1f(z), z ∈ BX (see [41]). It is clear that AS∗α(BX) ⊆ S∗(BX).
(iii) Let α ∈ (0, 1] and g(ζ) =
(
1−ζ
1+ζ
)α
, ζ ∈ U. We choose the branch of
the power function such that g(0) = 1. In this case, the family S∗g (BX) will
be denoted by SS∗α(BX). The family Mg(BX) is connected with the family
SS∗α(BX) of strongly starlike mappings of order α (see [21]). If f ∈ LS(BX),
then f ∈ SS∗α(BX) if h ∈ Mg(BX), where h(z) = [Df(z)]−1f(z), z ∈ BX (see
[21]). Clearly, SS∗α(BX) ⊆ S∗(BX).
Definition 2.7. (see e.g. [7], [24] and [26]) A complex Banach space X is called
a JB∗-triple if X is a complex Banach space equipped with a continuous Jordan
triple product
X ×X ×X → X (x, y, z) 7→ {x, y, z}
satisfying
(J1) {x, y, z} is symmetric bilinear in the outer variables, but conjugate linear
in the middle variable,
(J2) {a, b, {x, y, z}} = {{a, b, x}, y, z}− {x, {b, a, y}, z}+ {x, y, {a, b, z}},
(J3) xx ∈ L(X) is a hermitian operator with spectrum ≧ 0,
(J4) ‖{x, x, x}‖ = ‖x‖3
for a, b, x, y, z ∈ X , where the box operator xy : X → X is defined by xy(·) =
{x, y, ·} and ‖ · ‖ is the norm on X .
An element u in a JB*-triple X is called a tripotent if {u, u, u} = u. Two
tripotents u and v are said to be orthogonal if D(u, v) = 0, where D(u, v) =
2uv. Orthogonality is a symmetric relation. A tripotent u is said to be maxi-
mal if the only tripotent which is orthogonal to u is 0. A tripotent u is said to be
primitive if it cannot be written as a sum of two non-zero orthogonal tripotents.
A frame is a maximal family of pairwise orthogonal, primitive tripotents. The
cardinality of all frames is the same, and is called the rank r of X .
From now on, throughout this paper, we assume that X is a finite dimen-
sional complex Banach space.
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Definition 2.8. (cf. [3] and [8]) A mapping h = h(z, t) : BX × [0,∞) → X is
called a generating vector field (Herglotz vector field) if the following conditions
hold:
(i) h(·, t) ∈M(BX), for all t ≥ 0;
(ii) h(z, ·) is measurable on [0,∞), for all z ∈ BX .
Remark 2.9. (i) Let f = f(z, t) : BX × [0,∞)→ X be a Loewner chain. Then
there exists a Herglotz vector field h = h(z, t) : BX × [0,∞) → X such that
f(z, t) is a solution of the Loewner differential equation (see [12]; see e.g. [19,
Chapter 8])
∂f
∂t
(z, t) = Df(z, t)h(z, t), a.e. t ≥ 0, ∀ z ∈ BX . (2.1)
(ii) Conversely, if h = h(z, t) : BX × [0,∞) → X is a Herglotz vector field,
then every univalent solution f(z, t) of the Loewner differential equation (2.1)
is a Loewner chain (see [8]; see e.g. [19, Chapter 8]).
Now, we recall the notion of a g-Loewner chain and g-parametric represen-
tation on the open unit ball BX (see [12]; see also [13]).
Definition 2.10. Let f = f(z, t) : BX × [0,∞) → X be a normal Loewner
chain, i.e. f(z, t) is a Loewner chain such that {e−tf(·, t)}t≥0 is a normal family
on BX . Also, let g : U → C satisfy the conditions of Assumption 1.1. We say
that f(z, t) is a g-Loewner chain if h(·, t) ∈ Mg(BX), for a.e. t ∈ [0,∞), where
h = h(z, t) is the Herglotz vector field given by (2.1).
Definition 2.11. Let g : U → C satisfy the conditions of Assumption 1.1.
Also, let f ∈ H(BX) be a normalized mapping. The mapping f is said to have
g-parametric representation (denoted by f ∈ S0g(BX)) if there exists a Herglotz
vector field h : BX × [0,∞) → X such that h(·, t) ∈ Mg(BX) for a.e. t ≥ 0,
and f(z) = lim
t→∞ e
tv(z, t) locally uniformly on BX , where v(z, t) = v(z, 0, t)
and v(z, s, t) is the unique locally Lipschitz continuous solution on [s,∞) of the
initial value problem
∂v
∂t
= −h(v, t) a.e. t ≥ s, v(z, s, s) = z, (2.2)
for all z ∈ BX and s ≥ 0.
If α ∈ [0, 1) and g(ζ) = 1−ζ1+(1−2α)ζ , ζ ∈ U, then the family S0g(BX) will be
denoted by S0α(BX), while if g(ζ) =
1−(1−2α)ζ
1+ζ , ζ ∈ U, then the family S0g(BX)
will be denoted by AS0α(BX). Also, if α ∈ (0, 1] and g(ζ) =
(
1−ζ
1+ζ
)α
, ζ ∈ U,
then the family S0g(BX) will be denoted by SS
0
α(BX).
Remark 2.12. Various choices of the function g in the above definition provides
important subsets of S0(BX).
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(i) Assume that g : U→ C satisfies the conditions of Assumption 1.1. Then
S0g(BX) ⊆ S0(BX), and if g(ζ) = 1−ζ1+ζ , |ζ| < 1, then S0g(BX) = S0(BX).
(ii) Let f ∈ H(BX) be a normalized mapping. Then f ∈ S0g(BX) if and only
if there exists a g-Loewner chain f(z, t) such that f = f(·, 0) (see [12, Theorem
1.4, Lemma 1.6]).
(iii) Clearly, S∗g (BX) ⊆ S0g(BX). Indeed, f ∈ S∗g (BX) if and only if f(z, t) =
etf(z) is a g-Loewner chain ([12]; see [32], in the case g(ζ) = 1−ζ1+ζ , ζ ∈ U).
(iv) Let f ∈ LS(BX) and α ∈ [0, 1). Then f is starlike of order α on BX if
and only if f(z, t) = etf(z) is a g-Loewner chain, where g(ζ) = 1−ζ1+(1−2α)ζ , for
ζ ∈ U. Hence S∗α(BX) ⊆ S0α(BX) (see e.g. [12]).
(v) Let f ∈ LS(BX) and α ∈ [0, 1). Then f ∈ AS∗α(BX) if and only if
f(z, t) = etf(z) is a g-Loewner chain, where g(ζ) = 1−(1−2α)ζ1+ζ , ζ ∈ U (cf. [41]).
(vi) Let f ∈ LS(BX) and α ∈ (0, 1]. Then f ∈ SS∗α(BX) if and only if
f(z, t) = etf(z) is a g-Loewner chain, where g(ζ) =
(
1−ζ
1+ζ
)α
, ζ ∈ U.
Definition 2.13. Let E ⊆ H(BX) be a nonempty set.
(i) A point f ∈ E is called a support point of E (denoted by f ∈ suppE)
if there is a continuous linear functional Λ : H(BX) → C such that ℜΛ|E 6=
constant and ℜΛ(f) = max{ℜΛ(q) : q ∈ E}.
(ii) A point f ∈ E is called an extreme point of E (denoted by f ∈ exE) if
f = λg + (1 − λ)h, for some λ ∈ (0, 1), g, h ∈ E, implies that g = h.
From now on, throughout this paper, we assume that BX is the unit ball of
an n-dimensional JB∗-triple X = (Cn, ‖ · ‖). Let h0 be the Bergman metric on
the unit ball BX of an n-dimensional JB
∗-triple X = (Cn, ‖ · ‖) at 0. We obtain
the following lemma (cf. [20, Lemma 2.1]).
Lemma 2.14. Let BX be a bounded symmetric domain realized as the open unit
ball of a JB∗-triple X = (Cn, ‖ · ‖), and let e be an arbitrary tripotent in X.
Then we have
|h0(x, e)| ≤ ‖x‖h0(e, e), x ∈ X.
Proof. We may assume that x 6= 0 and e 6= 0. By [26, Lemma 6.2], we have
1
(1 + ε)‖x‖ |h0(x, e)| < h0(e, e)
for any ε > 0. Letting ε → 0, we obtain the lemma. This completes the
proof.
Remark 2.15. If r = 1, then BX is irreducible. Let w0 ∈ ∂BX . Then there exist
a frame u = (u1, . . . , ur) of X and constants 1 = λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0 such
that w0 = u1 + λ2u2 + · · ·+ λrur. Since BX is irreducible, we have
h0(w0, w0) = g
r∑
i=1
λ2i ,
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where g is a constant, called the genus of X (see [20]). Then h0(u, u) is constant
on the set of primitive tripotents in X . Also, there exists an orthogonal basis e1,
. . . , en of X with respect to the Bergman metric h0 on BX at 0 such that each
ej is a primitive tripotent in X . Let z = z1e1 + · · · + znen ∈ X \ {0}. We will
consider the condition for z ∈ BX . Let z = ce∗ be the spectral decomposition
of z. Then we have
‖z‖2 = c2 = h0(z, z)
h0(e∗, e∗)
=
∑n
j=1 |zj |2h0(ej , ej)
h0(e∗, e∗)
=
n∑
j=1
|zj|2.
Thus, z ∈ BX if and only if
∑n
j=1 |zj|2 < 1, and we may suppose BX = Bn if
r = 1, where Bn is the Euclidean unit ball of Cn.
In the rest of this paper, we assume that the rank r of X satisfies r ≥ 2. Let
e1, . . . , er be a frame of X . There exist er+1, . . . , en ∈ X such that e1, . . . , en is
an orthogonal basis of X with respect to the Bergman metric h0 on BX at 0. For
z = z1e1 + · · ·+ znen ∈ X , we also use the notation z = (z1, z2, z′′) = (z1, z′).
From Lemma 2.14, we obtain the following lemma:
Lemma 2.16. For z = (z1, z2, 0
′′) ∈ X \ {0}, let
l(1)z (w) =
|z1|
z1
w1, w ∈ X,
for z1 6= 0, and
l(2)z (w) =
|z2|
z2
w2, w ∈ X,
for z2 6= 0. Then l(1)z ∈ T (z) for |z1| = ‖z‖, and l(2)z ∈ T (z) for |z2| = ‖z‖.
Proof. Let w = w1e1 + · · · + wnen ∈ X . Since e1, . . . , en are orthogonal to
each other with respect to h0, it follows that |w1|h0(e1, e1) = |h0(w, e1)|. Also,
since |h0(w, e1)| ≤ ‖w‖h0(e1, e1) by Lemma 2.14, we obtain that |w1| ≤ ‖w‖,
and thus we have |l(1)z (w)| ≤ ‖w‖. Also, we have l(1)z (z) = |z1| = ‖z‖ for
|z1| = ‖z‖. Therefore, l(1)z ∈ T (z) for |z1| = ‖z‖. The proof for l(2)z is similar.
This completes the proof.
3 Coefficient bounds for the family Mg(BX)
Let BX be a bounded symmetric domain realized as the open unit ball of a JB
∗-
triple X = (Cn, ‖ · ‖) of rank r ≥ 2. We begin this section with the following
notion, which is an analogue on BX of the shearing process due to Bracci [2,
Definition 1.3]. Then we obtain some coefficient bounds for the familyMg(BX),
where g : U → C satisfies the conditions of Assumption 1.1 (cf. [2, Proposition
2.1], [14, Proposition 4.2], and [18, Proposition 4.2]). We also obtain various
particular cases. We shall apply Proposition 3.2, to obtain examples of support
points for the family S0g(BX).
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Definition 3.1. Let BX be a bounded symmetric domain realized as the open
unit ball of a JB∗-triple X = (Cn, ‖ · ‖) of rank r ≥ 2. Let h = (h1, . . . , hn) ∈
H(BX) be such that h(0) = 0. Then the shearings h
[c]
i,j (1 ≤ i 6= j ≤ r) of h are
given by
h
[c]
i,j(z) = Dh(0)z +
1
2
∂2hi
∂z2j
(0)z2j ei.
Proposition 3.2. Let BX be as in Definition 3.1. Let g : U → C sat-
isfy the conditions of Assumption 1.1 and let d1(g) = dist(1, ∂g(U)). If h =
(h1, h2, . . . , hn) ∈Mg(BX), then∣∣∣∣∣12 ∂2hi∂z2j (0)
∣∣∣∣∣ ≤ d1(g), for 1 ≤ i 6= j ≤ r. (3.1)
In addition, h
[c]
i,j ∈ Mg(BX) for 1 ≤ i 6= j ≤ r.
Proof. We only give a proof in the case i = 1 and j = 2. The other cases can be
proved by using similar arguments. Also, we shall use arguments which modify
those in the proofs of [2, Proposition 2.1] and [14, Proposition 4.2].
Since h(0) = 0 and Dh(0) = In, we deduce that h has the following power
series expansion on BX ∩ {(z1, z2, 0′′) ∈ Cn}:
h(z) =
(
z1 +
∑
α∈N2,|α|≥2
q1αz
α, z2 +
∑
α∈N2,|α|≥2
q2αz
α, h′′
)
, z = (z1, z2, 0
′′) ∈ BX .
Since h ∈ Mg(BX), it follows that
1
‖z‖ lz(h(z)) ∈ g(U), z ∈ BX \ {0}, lz ∈ T (z).
Let z = (z1, z2, 0
′′) ∈ BX with |z1| = |z2| = ρ ∈ (0, 1). Taking into account
Lemma 2.16, we obtain that
hk(z)
zk
= 1 +
∑
α∈N2,|α|≥2
qkα
zα
zk
∈ g(U),
for |zk| = ‖z‖ = ρ ∈ (0, 1), k = 1, 2. Next, let η ∈ [0, 2pi) be such that
q10,2 = |q10,2|eiη, where q10,2 = 12 ∂
2h1
∂z22
(0). For arbitrary θ, λ ∈ [0, 2pi), we put
z1 = ρe
i(η+θ−λ) and z2 = ρeiθ/2. Then, using the assumption that g(U) is
convex, we deduce that
1
4pi
∫ 4pi
0
hk(z)
zk
dθ = 1 + |q10,2|eiλρ ∈ g(U).
Since λ ∈ [0, 2pi) is arbitrary, we have
|q10,2|ρ ≤ dist(1, ∂g(U)) = d1(g).
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Letting ρ→ 1, we obtain that
|q10,2| ≤ d1(g).
Next, we prove that h
[c]
1,2 ∈ Mg(BX). For z ∈ BX \ {0}, let lz ∈ T (z) be
arbitrarily fixed. In view of Lemma 2.14, we have
|z2| = |h0(z, e2)||h0(e2, e2)| ≤ ‖z‖.
Therefore, by (3.1), we obtain that∣∣∣∣ 1‖z‖ lz(h[c]1,2(z))− 1
∣∣∣∣ ≤
∣∣∣∣∣q10,2z22‖z‖
∣∣∣∣∣ < d1(g).
Thus, we obtain that h
[c]
1,2(z) ∈ g(U). Since z ∈ BX \ {0} and lz ∈ T (z) are
arbitrary, we conclude that h
[c]
1,2 ∈ Mg(BX), as desired. This completes the
proof.
The following result yields that the estimate (3.1) is sharp (cf. [2] and [18],
in the case of the Euclidean unit ball B2 in C2; see also [14, Proposition 4.6], in
the case of the unit bidisc U2 in C2).
Proposition 3.3. Let BX be as in Definition 3.1. Let g : U → C satisfy the
conditions of Assumption 1.1 and let d1(g) = dist(1, ∂g(U)). Let hi,j [g] : BX →
X be given by
hi,j [g](z) = z ± d1(g)z2j ei, z ∈ BX , 1 ≤ i 6= j ≤ r.
Then hi,j [g] ∈ Mg(BX) for 1 ≤ i 6= j ≤ r. Also, if fi,j [g] = fi,j[g](z, t) :
BX × [0,∞)→ X are given by
fi,j [g](z, t) = e
t
(
z ∓ d1(g)z2j ei
)
, z ∈ BX , t ≥ 0,
then fi,j[g](z, t) are g-Loewner chains for 1 ≤ i 6= j ≤ r. In particular, Fi,j [g] ∈
S0g(BX) and Fi,j [g] are g-starlike on BX , where
Fi,j [g](z) = z ∓ d1(g)z2j ei, z ∈ BX , (3.2)
for 1 ≤ i 6= j ≤ r.
Proof. Let i, j ∈ Z with 1 ≤ i 6= j ≤ r be fixed. The fact that hi,j [g] ∈ Mg(BX)
follows from the proof of Proposition 3.2. Also, it is easy to see that fi,j [g](z, t)
is a normal Loewner chain which satisfies the Loewner differential equation
∂fi,j [g]
∂t
(z, t) = Dfi,j [g](z, t)hi,j[g](z), ∀ (z, t) ∈ BX × [0,∞).
Since hi,j [g] ∈ Mg(BX), it follows that fi,j [g](z, t) is a g-Loewner chain, and
thus Fi,j [g] = fi,j [g](·, 0) ∈ S0g(BX). Finally, since fi,j [g](z, t) = etFi,j [g](z) is
a g-Loewner chain, it follows that Fi,j [g] ∈ S∗g (BX), as desired. This completes
the proof.
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Next, we point out certain particular cases of interest. First, let g(ζ) = 1−ζ1+ζ ,
ζ ∈ U. Then we have Mg(BX) = M(BX) and dist (1, ∂g(U)) = 1. In view
of Propositions 3.2 and 3.3, we obtain the following consequence (compare [2,
Proposition 2.1 and Corollary 2.2] and [18], in the case of the Euclidean unit
ball B2; see [14, Corollary 4.8] and [32, Lemma 5], in the case of the unit bidisc
U2).
Corollary 3.4. Let BX be as in Definition 3.1. Let h = (h1, h2, . . . , hn) ∈
M(BX). Then h[c]i,j ∈ M(BX) for 1 ≤ i 6= j ≤ r, and the following estimates
hold: ∣∣∣∣∣12 ∂2hi∂z2j (0)
∣∣∣∣∣ ≤ 1, for 1 ≤ i 6= j ≤ r.
These estimates are sharp, for all 1 ≤ i 6= j ≤ r.
Next, let α ∈ [0, 1) and g(ζ) = 1−ζ1+(1−2α)ζ , ζ ∈ U. ThenMg(BX) =Mα(BX)
and dist(1, ∂g(U)) = d1(α), where (cf. [18])
d1(α) =
{
1, α ∈ [0, 12 ]
1−α
α , α ∈ (12 , 1).
(3.3)
In this case, we obtain the following sharp estimate for the family Mα(BX)
(compare with [2] and [18], in the case of the unit ball B2; see [14], in the case
of the unit bidisc U2; see also [38] for α = 0 and BX = U
2).
Corollary 3.5. Let BX be as in Definition 3.1. Let α ∈ [0, 1) and let h =
(h1, h2, . . . , hn) ∈ Mα(BX). Then h[c]i,j ∈ Mα(BX) for 1 ≤ i 6= j ≤ r, and the
following estimates hold:∣∣∣∣∣12 ∂2hi∂z2j (0)
∣∣∣∣∣ ≤ d1(α), for 1 ≤ i 6= j ≤ r,
where d1(α) is given by (3.3). These estimates are sharp, for all i 6= j.
Further, let α ∈ [0, 1) and g(ζ) = 1−(1−2α)ζ1+ζ , ζ ∈ U. Then, dist(1, ∂g(U)) =
1 − α. From Propositions 3.2 and 3.3, we obtain the following consequence
(compare [2] and [18], in the case of the unit ball B2; see [14], in the case of the
unit bidisc U2).
Corollary 3.6. Let BX be as in Definition 3.1. Let α ∈ [0, 1) and h ∈Mg(BX),
where g(ζ) = 1−(1−2α)ζ1+ζ , ζ ∈ U. Then h
[c]
i,j ∈ Mg(BX) for 1 ≤ i 6= j ≤ r, and
the following sharp estimates hold:∣∣∣∣∣12 ∂2hi∂z2j (0)
∣∣∣∣∣ ≤ 1− α, for 1 ≤ i 6= j ≤ r.
If α ∈ (0, 1] and g(ζ) =
(
1−ζ
1+ζ
)α
, ζ ∈ U, where we choose the branch of
the power function such that g(0) = 1, then we obtain the following coefficient
bounds for the family Mg(BX). In this case, dist (1, ∂g(U)) = sin(αpi2 ).
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Corollary 3.7. Let BX be as in Definition 3.1. Let α ∈ (0, 1] and let h ∈
Mg(BX), where g(ζ) =
(
1−ζ
1+ζ
)α
, ζ ∈ U. Then h[c]i,j ∈Mg(BX) for 1 ≤ i 6= j ≤ r,
and the following sharp estimates hold:∣∣∣∣∣12 ∂2hi∂z2j (0)
∣∣∣∣∣ ≤ sin(αpi2 ) , for 1 ≤ i 6= j ≤ r.
Next, we point out some particular cases of Proposition 3.3 and Corollaries
3.4, 3.5, 3.6, and 3.7, which provide examples of g-starlike mappings on BX (cf.
[2, Lemma 2.3] and [18], in the case of the unit ball B2; see [14] for BX = U
2).
Corollary 3.8. Let BX be as in Definition 3.1. The following statements hold:
(i) Let α ∈ [0, 1) and Φαi,j : BX → X be given by
Φαi,j(z) = z ± d1(α)z2j ei, z = (z1, z2, . . . , zn) ∈ BX , (3.4)
for 1 ≤ i 6= j ≤ r, where d1(α) is given by (3.3). Then Φαi,j ∈ S∗α(BX), and thus
Φαi,j ∈ S0α(BX) for 1 ≤ i 6= j ≤ r.
(ii) Let α ∈ [0, 1) and Ψαi,j : BX → X be given by
Ψαi,j(z) = z ± (1− α)z2j ei, z = (z1, z2, . . . , zn) ∈ BX , (3.5)
for 1 ≤ i 6= j ≤ r. Then Ψαi,j ∈ AS∗α(BX), and thus Ψαi,j ∈ AS0α(BX) for
1 ≤ i 6= j ≤ r.
(iii) Let α ∈ (0, 1] and Θαi,j : BX → X be given by
Θαi,j(z) = z ± sin
(αpi
2
)
z2j ei, z = (z1, z2, . . . , zn) ∈ BX , (3.6)
for 1 ≤ i 6= j ≤ r. Then Θαi,j ∈ SS∗α(BX), and thus Θαi,j ∈ SS0α(BX) for
1 ≤ i 6= j ≤ r.
In view of the above results, it is natural to ask the following question:
Question 3.9. Let BX be as in Definition 3.1. Let g : U → C be a function
which satisfies the conditions of Assumption 1.1. Let h = (h1, h2, . . . , hn) ∈
Mg(BX). Is it possible to find coefficient bounds for
∣∣ 1
2
∂2hi
∂z2
i
(0)
∣∣, 1 ≤ i ≤ r or
for
∣∣∣ ∂2hi∂zi∂zj (0)∣∣∣, 1 ≤ i 6= j ≤ r?
In the following, we give an answer to the above question in the case g : U→
C is a univalent holomorphic function with g(0) = 1 and ℜg(ζ) > 0 for ζ ∈ U.
(3.8) is a generalization of [38, Proposition 5.1 (b)] (cf. [14, Proposition 4.13],
[11, Theorem 3.6]; compare [5], [32, Lemma 5], for g(ζ) = 1−ζ1+ζ , ζ ∈ U).
Proposition 3.10. Let BX be as in Definition 3.1. Let g : U → C be a
univalent holomorphic function with g(0) = 1 and ℜg(ζ) > 0 for ζ ∈ U, and let
h = (h1, . . . , hn) ∈ Mg(BX). Then∣∣∣∣12 ∂2hi∂z2i (0)
∣∣∣∣ ≤ |g′(0)|, for 1 ≤ i ≤ r (3.7)
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and ∣∣∣∣ ∂2hi∂zi∂zj (0)
∣∣∣∣ ≤ |g′(0)|, 1 ≤ i 6= j ≤ r. (3.8)
These estimates are sharp for all i, j with 1 ≤ i 6= j ≤ r.
Proof. Fix w ∈ X such that ‖w‖ = 1 and let lw ∈ T (w). Also, let p : U → C
given by p(ζ) = 1ζ lw(h(ζw)), 0 < |ζ| < 1, and p(0) = 1. Then p ∈ H(U),
and since h ∈ Mg(BX), it is clear that p ≺ g. Consequently, we have that
|p′(0)| ≤ |g′(0)|. On the other hand, it is not difficult to deduce that p′(0) =
1
2 lw(D
2h(0)(w,w)), and thus∣∣∣∣12 lw(D2h(0)(w2))
∣∣∣∣ ≤ |g′(0)|. (3.9)
We may assume that r = 2. Also, let v = (v1, v2, 0
′′) ∈ X be such that
‖v‖ = 1. Taking into account Lemma 2.16, the relation (3.9), and the fact that
D2hi(0)(v, ·) =
(
2∑
m=1
∂2hi
∂z1∂zm
(0)vm,
2∑
m=1
∂2hi
∂z2∂zm
(0)vm, . . .
)
,
for i = 1, 2, we deduce that∣∣∣∣12 ∂2hi∂z21 (0)v21 + ∂
2hi
∂z1∂z2
(0)v1v2 +
1
2
∂2hi
∂z22
(0)v22
∣∣∣∣ ≤ |g′(0)|. (3.10)
From the above relation, we obtain (3.7), as desired. Also, from (3.10), we have
ℜ
{
1
2
∂2hi
∂z21
(0)v21 +
∂2hi
∂z1∂z2
(0)v1v2 +
1
2
∂2hi
∂z22
(0)v22
}
≤ |g′(0)|. (3.11)
Let θ ∈ [0, 2pi) be such that eiθ ∂2hi∂z1∂z2 (0) =
∣∣∣ ∂2hi∂z1∂z2 (0)∣∣∣. Substituting v1 = ei(θ+η)
and v2 = e
−iη into (3.11) and integrating on η ∈ [0, 2pi], we obtain (3.8) as
desired.
Finally, we prove that the relations (3.7) and (3.8) are sharp. To this end,
let v = (v1, v2, 0
′′) ∈ X be such that ‖v‖ = 1, and let lv ∈ T (v). Also, let
hv(z) = g(lv(z))z, z ∈ BX . Then hv ∈ Mg(BX), and after elementary com-
putations, we obtain that 12D
2hv(0)(v
2) = g′(0)v. Next, if v = (1, 0, 0′′), then
1
2
∂2h1
∂z21
(0) = g′(0), while if v = (0, 1, 0′′), then 12
∂2h2
∂z22
(0) = g′(0). On the other
hand, let H(z) = g(z2)z, z ∈ BX . Then H ∈ Mg(BX), and after elementary
computations, we obtain
∂2H1
∂z1∂z2
(0) = g′(0).
The sharpness for ∂
2h2
∂z1∂z2
(0) is similar. This completes the proof.
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4 Support points for the family S0g(BX)
4.1 Bounded support points for S0g (BX)
In the first part of this section we obtain sharp coefficient bounds for the fam-
ily S0g(BX), where g : U → C is a convex (univalent) function on U which
satisfies the conditions of Assumption 1.1, and BX is the open unit ball of an
n-dimensional JB∗-triple X = (Cn, ‖ · ‖) of rank r ≥ 2. For particular choices of
the function g, we obtain sharp coefficient bounds for various subsets of S0(BX).
Also, we obtain examples of bounded support points for the family S0g(BX).
This part is a continuation of recent works on bounded support points for
S0g(B
2) (see [18]), and in the case of the unit bidisc U2 of C2 (see [14], [38]).
The following result is a generalization of [2, Theorem 1.4] and [18, Theorem
4.10] to the case of g-Loewner chains on BX × [0,∞), where g : U → C satisfy
the conditions of Assumption 1.1. We omit the proof of Theorem 4.1, since it
suffices to use arguments similar to those in the proof of [18, Theorem 4.10].
Theorem 4.1. Let BX be as in Definition 3.1. Let g : U → C satisfy the
conditions of Assumption 1.1. Also, let f(z, t) : BX × [0,∞) → X be a g-
Loewner chain. Then f
[c]
i,j(z, t) are also g-Loewner chains, for 1 ≤ i 6= j ≤ r. In
particular, if f ∈ S0g(BX), then f [c]i,j ∈ S0g(BX), for 1 ≤ i 6= j ≤ r.
Next, we prove the following sharp coefficient bounds for the family S0g(BX),
where g : U→ C satisfies the conditions of Assumption 1.1 (compare [2, Theo-
rem 3.1] and [18], in the case of the unit ball B2 in C2; cf. [14, Theorem 5.2],
in the case of the unit bidisc U2). Other coefficient bounds for mappings with
g-parametric representation may be found in [43].
Theorem 4.2. Let BX be as in Definition 3.1. Let g : U → C satisfy the con-
ditions of Assumption 1.1 and let d1(g) = dist(1, ∂g(U)). Let f = (f1, . . . , fn) ∈
S0g(BX). Then ∣∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣∣ ≤ d1(g), for 1 ≤ i 6= j ≤ r.
These estimates are sharp, for all i 6= j.
Proof. We only give a proof in the case i = 1 and j = 2. The other cases
can be proved by using similar arguments. We prove that |a12| ≤ d1(g), where
a12 =
1
2
∂2f1
∂z22
(0). To this end, we use some arguments similar to those in the
proofs of [2, Theorem 3.1] and [18, Theorem 4.11]. Since f ∈ S0g(BX), there
exists a g-Loewner chain f(z, t) such that f = f(·, 0). Let ht(z) = h(z, t) be the
Herglotz vector field associated with f(z, t). In view of Theorem 4.1, we deduce
that the shearing f
[c]
1,2(z, t) of f(z, t) is a g-Loewner chain. Then it is not difficult
to deduce that h
[c]
1,2(z, t) is the associated Herglotz vector field of f
[c]
1,2(z, t). There
exists a neighbourhood V of the origin such that every holomorphic mapping
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on V has a power series expansion on V . Let
ft(z) = e
tz + · · · = (etz1 + β(t)z22 + · · · , etz′ + · · · ), z ∈ V.
Then it is clear that a12 = β(0). Also, let
ht(z) = z + · · · =
(
z1 + q(t)z
2
2 + · · · , z′ + · · ·
)
be the power series expansion of ht on V . Then
f
[c]
1,2(z, t) = (e
tz1 + β(t)z
2
2 , e
tz′), z = (z1, z2, z′′) ∈ V, t ≥ 0,
h
[c]
1,2(z, t) = (z1 + q(t)z
2
2 , z
′), z = (z1, z2, z′′) ∈ V, t ≥ 0.
Since h
[c]
1,2(z, t) is the Herglotz vector field of f
[c]
1,2(z, t), we deduce that
∂f
[c]
1,2
∂t
(z, t) = Df
[c]
1,2(z, t)h
[c]
1,2(z, t), a.e. t ≥ 0, ∀ z ∈ V.
Identifying the coefficients in both sides of the above equality, we obtain that
β′(t)− 2β(t) = etq(t), a.e. t ≥ 0.
Therefore, we obtain
d
dt
(
e−2tβ(t)
)
= e−tq(t), a.e. t ≥ 0.
Integrating both sides of the above equality from 0 to t, and using the fact that
β(0) = a12, we deduce that
e−2tβ(t)− a12 =
∫ t
0
e−τq(τ)dτ, t ≥ 0. (4.1)
On the other hand, in view of Proposition 3.2, we deduce that |q(t)| ≤ d1(g),
for a.e. t ≥ 0. Hence, in view of (4.1), we deduce that∣∣e−2tβ(t)− a12∣∣ ≤ d1(g)(1− e−t), t ≥ 0. (4.2)
Next, since β(t) = 12
∂2f
[c]
1,2
∂z22
(0, t) and {e−tf [c]1,2(·, t)}t≥0 is a normal family on BX ,
we obtain that limt→∞ e−2tβ(t) = 0, by using an argument similar to that
in the proof of [18, Theorem 4.11]. Letting t → ∞ in (4.2), we deduce that
|a12| ≤ d1(g), as desired. Sharpness of this relation is provided by the mapping
F1,2[g] ∈ S0g(BX) given by (3.2). This completes the proof.
From Theorem 4.2, we obtain the following sharp coefficient bounds for
various subsets of S0(BX) (see [14], in the case BX = U
2; see also [38, Theorem
4.3], in the case α = 0 and BX = U
2; cf. [2], [5], [18], in the case of the Euclidean
unit ball B2).
18
Corollary 4.3. Let BX be as in Definition 3.1. The following statements hold:
(i) Let α ∈ [0, 1) and let f = (f1, f2, . . . , fn) ∈ S0α(BX). Also, let d1(α) be
given by (3.3). Then∣∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣∣ ≤ d1(α), for 1 ≤ i 6= j ≤ r.
These estimates are sharp, for all i 6= j.
In particular, if f ∈ S0(BX), then the following sharp estimates hold:∣∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣∣ ≤ 1, for 1 ≤ i 6= j ≤ r.
(ii) Let α ∈ [0, 1) and let f = (f1, f2, . . . , fn) ∈ AS0α(BX). Then∣∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣∣ ≤ 1− α, for 1 ≤ i 6= j ≤ r.
These estimates are sharp, for all i 6= j.
(iii) Let α ∈ (0, 1]and let f = (f1, f2, . . . , fn) ∈ SS0α(BX). Then∣∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣∣ ≤ sin(αpi2 ) , for 1 ≤ i 6= j ≤ r.
These estimates are sharp, for all i 6= j.
Taking into account Theorem 4.2, we obtain the following result, which pro-
vides examples of bounded support points for the families S0g(BX) and S
∗
g (BX)
(see [14] and [38], in the case of the unit bidisc U2; compare [2], [17], [18], in the
case of the unit ball B2).
Theorem 4.4. Let BX be as in Definition 3.1. Let g : U → C satisfy the
conditions of Assumption 1.1 and let d1(g) = dist(1, ∂g(U)). Let
Fi,j [g](z) = z + d1(g)z
2
j ei, z ∈ BX , (4.3)
for 1 ≤ i 6= j ≤ r. Then Fi,j [g] ∈ S∗g(BX) are bounded support points for
S0g(BX). In particular, Fi,j [g] are also bounded support points for S
∗
g (BX), for
1 ≤ i 6= j ≤ r.
Proof. Let i, j ∈ Z with 1 ≤ i 6= j ≤ r be fixed and let Li,j : H(BX) → C be
given by
Li,j(f) =
1
2
∂2fi
∂z2j
(0), f = (f1, f2, . . . , fn) ∈ H(BX).
Then ℜLi,j is a continuous linear functional on H(BX), and in view of Theorem
4.2, we obtain that
ℜLi,j(q) ≤ d1(g) = ℜL(Fi,j [g]), q ∈ S0g(BX),
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where Fi,j [g] ∈ S∗g (BX) ⊂ S0g(BX) is given by (4.3). Since ℜLi,j(idBX ) = 0 <
d1(g) = ℜL(Fi,j [g]) and idBX ∈ S0g(BX), it follows that ℜLi,j |S0g(BX ) is not
constant. Hence Fi,j [g] is a support point for the family S
0
g(BX). It is clear that
the mapping Fi,j [g] is bounded on BX . Also, since Fi,j [g] ∈ S∗g(BX), the above
arguments imply that Fi,j [g] is also a support point for the family S
∗
g (BX), as
desired.
Remark 4.5. Let BX be as in Definition 3.1. Let g : U→ C satisfy the conditions
of Assumption 1.1 and let d1(g) = dist(1, ∂g(U)). Using arguments similar to
those in the proof of Theorem 4.4, we deduce that if
F̂i,j [g](z) = z − d1(g)z2j ei, z ∈ BX ,
for 1 ≤ i 6= j ≤ r, then F̂i,j [g] are bounded support points for S0g(BX) and
S∗g (BX).
From Theorem 4.4 we obtain the following consequence (see [14, Remark
5.6], in the case BX = U
2; see [38], for α = 0; cf. [2] and [18], in the case of the
ball B2 in C2).
Corollary 4.6. Let BX be as in Definition 3.1. The following statements hold:
(i) Let α ∈ [0, 1) and let Φαi,j be the mapping given by (3.4). Then Φαi,j are
bounded support points for the family S0α(BX), for 1 ≤ i 6= j ≤ r. Moreover,
Φαi,j are also bounded support points for the family S
∗
α(BX), for 1 ≤ i 6= j ≤ r.
(ii) Let α ∈ [0, 1) and let Ψαi,j be the mapping given by (3.5). Then Ψαi,j are
bounded support points for the family AS0α(BX) for 1 ≤ i 6= j ≤ r. Moreover,
Ψαi,j are bounded support points for the family AS∗α(BX) for 1 ≤ i 6= j ≤ r.
In particular, if
Φi,j(z) = z + z
2
j ei, z ∈ BX , (4.4)
then Φi,j are bounded support points for S
0(BX) and S
∗(BX), for 1 ≤ i 6= j ≤ r
(iii) Let α ∈ (0, 1] and let Θαi,j : BX → X be given by (3.6). Then Θαi,j are
bounded support points for the family SS0α(BX), for 1 ≤ i 6= j ≤ r. Moreover,
Θαi,j are bounded support points for the family SS
∗
α(BX) for 1 ≤ i 6= j ≤ r.
In view of the above arguments, it would be interesting to give an answer to
the following question:
Question 4.7. Let BX be as in Definition 3.1. Let g : U → C satisfy the
conditions of Assumptions 1.1. Let d1(g) = dist(1, ∂g(U)). Let Fi,j [g] : BX →
Cn be given by (4.3). Is it true that Fi,j [g] ∈ exS0g(BX)? In particular, if Φi,j
is given by (4.4), then is it true that Φi,j ∈ exS0(BX)?
Taking into account Theorem 4.2, it is natural to ask the following question:
Question 4.8. Let BX be as in Definition 3.1. Let g : U → C satisfy the
conditions of Assumption 1.1. Let f = (f1, f2, . . . , fn) ∈ S0g(BX). Is it possible
to find sharp coefficient bounds for
∣∣ 1
2
∂2fi
∂z2
i
(0)
∣∣, 1 ≤ i ≤ r or for ∣∣∣ ∂2fi∂zi∂zj (0)∣∣∣,
1 ≤ i 6= j ≤ r?
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In the following result, we give a positive answer to the above question in
the case g : U → C is a univalent holomorphic function with g(0) = 1 and
ℜg(ζ) > 0 for ζ ∈ U. (4.6) is a generalization of [38, Theorem 4.3 (2)] (cf. [14,
Theorem 5.7], [12, Theorem 2.14], [13, Theorem 10]; cf. [5], [32, Theorem 3],
for g(ζ) = 1−ζ1+ζ , ζ ∈ U).
Theorem 4.9. Let BX be as in Definition 3.1. Let g : U → C be a univalent
holomorphic function such that g(0) = 1 and ℜg(ζ) > 0, ζ ∈ U. Also, let
f ∈ S0g(BX). Then ∣∣∣∣12 ∂2fi∂z2i (0)
∣∣∣∣ ≤ |g′(0)|, for 1 ≤ i ≤ r (4.5)
and ∣∣∣∣ ∂2fi∂zi∂zj (0)
∣∣∣∣ ≤ |g′(0)|, 1 ≤ i 6= j ≤ r. (4.6)
These estimates are sharp for all i 6= j.
Proof. Since f ∈ S0g(BX), there is a Herglotz vector field h : BX × [0,∞)→ X
such that h(·, t) ∈ Mg(BX) for a.e. t ≥ 0, and f(z) = limt→∞ etv(z, t) locally
uniformly on BX , where v(z, t) = e
−tz + · · · is the unique locally Lipschitz
continuous solution on [0,∞) of the initial value problem
∂v
∂t
= −h(v, t) a.e. t ≥ 0, v(z, 0) = z, (4.7)
for all z ∈ BX .
Let vt = v(·, t) and let Q(t)(w2) = 12D2vt(0)(w2) for t ≥ 0 and w ∈ X .
Since v(z, ·) is locally Lipschitz continuous on [0,∞) locally uniformly with
respect to z ∈ BX , it follows in view of the Cauchy integral formulas for vector
valued holomorphic mappings that Q(t)(w2) is also locally Lipschitz continuous
on [0,∞), and thus Q(·)(w2) is differentiable a.e. on [0,∞) (see e.g. [12] and
[19, Chapter 8]). There exists a neighbourhood V of the origin such that every
holomorphic mapping on V has a power series expansion on V . In view of (4.7),
we obtain after elementary computations that
−e−tz + d
dt
Q(t)(z2) + · · · = −e−tz −Q(t)(z2)− e
−2t
2
D2h(0, t)(z2)− · · · ,
for a.e. t ≥ 0 and for all z ∈ V . Identifying the coefficients in the above power
series expansions, we deduce that
d
dt
Q(t)(z2) = −Q(t)(z2)− e
−2t
2
D2h(0, t)(z2), a.e. t ≥ 0, ∀ z ∈ V,
and thus
d
dt
(
etQ(t)(w2)
)
= −e
−t
2
D2h(0, t)(w2), a.e. t ≥ 0, ∀w ∈ X, ‖w‖ = 1.
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Integrating both sides of the above equality from 0 to t > 0, and using the fact
that v(z, 0) = z, and thus Q(0)(w2) = 0, for all w ∈ X , we deduce that
etQ(t)(w2) = −
∫ t
0
e−τ
1
2
D2h(0, τ)(w2)dτ, w ∈ X.
Next, fix w ∈ X with ‖w‖ = 1, and let lw ∈ T (w). Taking into account the
relation (3.9), we obtain that
∣∣etlw(Q(t)(w2))∣∣ ≤ ∫ t
0
e−τ
∣∣∣∣12 lw(D2h(0, τ)(w2))
∣∣∣∣ dτ
≤ |g′(0)|(1− e−t).
Since limt→∞ etv(·, t) = f locally uniformly on BX , we obtain in view of the
above relation that (see also [12, Theorem 2.14]; cf. [32, Theorem 3], in the case
BX = U
n) ∣∣∣∣12 lw(D2f(0)(w2))
∣∣∣∣ ≤ |g′(0)|. (4.8)
Since w ∈ X , ‖w‖ = 1, and lw ∈ T (w) are arbitrary, the relations (4.5) and
(4.6) easily follow in view of Lemma 2.16 and the above inequality (see the proof
of Proposition 3.10).
Next, we prove the sharpness of (4.5). We may assume that i = 1. To this
end, let h : BX → X be given by h(z) = g(z1)z. Then h ∈ Mg(BX). Since
ℜg(ζ) > 0, ζ ∈ U, it follows that Mg(BX) ⊆ M(BX) and S0g(BX) ⊆ S0(BX).
On the other hand, there exists f ∈ S∗g (BX) such [Df(z)]−1f(z) = h(z), z ∈ BX
(see [13]). It is not difficult to deduce that 12D
2f(0)(u2) = − 12D2h(0)(u2),
u = (u1, u2, 0
′′) ∈ X , and thus
1
2
∂2f1
∂z21
(0) = −g′(0),
which yields that (4.5) is sharp, as desired. Finally, we prove the sharpness of
(4.6). We may assume that i = 1 and j = 2. To this end, let h : BX → X be
given by h(z) = g(z2)z. Then h ∈ Mg(BX) and there exists f ∈ S∗g(BX) such
[Df(z)]−1f(z) = h(z), z ∈ BX . By using arguments similar to the above, we
have
∂2f1
∂z1∂z2
(0) = −g′(0),
which yields that (4.6) is sharp, as desired. This completes the proof.
Remark 4.10. In view of the above proofs, (3.9) and (4.8) hold for the unit ball
in Cn with respect to an arbitrary norm on Cn and univalent functions g with
g(0) = 1 and ℜg(ζ) > 0, for all ζ ∈ U.
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4.2 An unbounded support point for S0g (B)
In the case g : U → C is a univalent holomorphic function such that g(0) = 1,
g(ζ) = g(ζ), ℜg(ζ) > 0, ζ ∈ U, and g(ρ) = O(1− ρ) as ρ→ 1− 0, we obtain an
unbounded support point for S0g(B), where B is the unit ball of C
n with respect
to an arbitrary norm on Cn (cf. [38, Corollary 4.4], in the case of S0(Un)).
Theorem 4.11. Let B be the unit ball of Cn with respect to an arbitrary norm
on Cn. Let g : U → C be a univalent holomorphic function such that g(0) = 1,
g(ζ) = g(ζ), and ℜg(ζ) > 0, ζ ∈ U. Assume that g(ρ) = O(1− ρ) as ρ→ 1− 0.
Then there exists an unbounded support point for S0g(B).
Proof. First, note that g(ζ) is real valued for real ζ ∈ U and g′(0) < 0 from the
assumption.
Let b ∈ S∗g (U) be defined by b(0) = b′(0)− 1 = 0 and
ζb′(ζ)
b(ζ)
=
1
g(ζ)
, ζ ∈ U.
Let fe1 : B → X be given by
fe1(z) =
b(le1(z))
le1(z)
z, z ∈ B, (4.9)
where e1 is a unit vector in C
n. Let f1(ζ) = le1(f(ζe1)) for f ∈ H(B). Then
fe1 ∈ S∗g (B) and 12
∂2f
e1
1
∂ζ2 (0) = −g′(0) = |g′(0)| by [21, Lemma 3.1]. Let
Λ(f) =
1
2
∂2f1
∂ζ2
(0), f ∈ H(B).
Since ℜΛ(f) ≤ ℜΛ(fe1) for S0g(B) by Remark 4.10 (see also [12, Theorem 2.14]),
and since ℜΛ(idB) = 0 < ℜΛ(fe1), it follows that fe1 is a support point for
S0g(B).
Since there exists a constant C > 0 such that
b′(ρ)
b(ρ)
=
1
ρg(ρ)
≥ C
1− ρ ,
1
2
< ρ < 1,
we have
log
b(ρ)
b(12 )
≥ −C log 2(1− ρ) = log{2(1− ρ)}−C , 1
2
< ρ < 1.
Therefore, we have
b(ρ) ≥ b
(
1
2
){
2(1− ρ)}−C , 1
2
< ρ < 1.
This implies that ‖fe1(ρe1)‖ = ‖b(ρ)e1‖ = b(ρ) → ∞ as ρ → 1 − 0. Thus, fe1
is an unbounded support point for S0g(B). This completes the proof.
23
Remark 4.12. Let BX be as in Definition 3.1.
(i) In view of Corollary 4.6 and Theorem 4.11, we deduce that the family
S0α(BX) contains bounded and also unbounded support points, for α ∈ [0, 1). In
particular, the family S0(BX) contains bounded and also unbounded support
points.
(ii) Let g : U→ C satisfy the conditions of Assumption 1.1, and let d1(g) =
dist(1, ∂g(U)). We remark that the support points of S0g(BX) given by (4.3)
are restriction to BX of automorphisms of X = C
n. However, if g(ζ) = 1−Aζ1+Bζ ,
ζ ∈ U, with −1 ≤ A < 1, A+B > 0, −1 ≤ B ≤ 1, then the mapping fe1 in the
proof of Theorem 4.11, given by (4.9), is a bounded support point of S0g(BX),
which cannot be extended to an automorphism of Cn.
Finally, in view of Theorem 4.11, we point out the following questions of
interest:
Question 4.13. Let B be the unit ball of Cn with respect to an arbitrary norm
on Cn. Let g : U → C be a univalent holomorphic function such that g(0) = 1,
g(ζ) = g(ζ), and ℜg(ζ) > 0, ζ ∈ U. Assume that g(ρ) = O(1− ρ) as ρ→ 1− 0.
Does there exist an unbounded extreme point of S0g(B)?
Question 4.14. Let B be the unit ball of Cn with respect to an arbitrary norm
on Cn. Let g : U → C be as in Question 4.13. Also, let b ∈ exS∗g (U), and let
fe1 : B → Cn be given by (4.9). Then is it true that fe1 ∈ exS∗g (B)?
5 Coefficient bounds and support points on the
Euclidean unit ball
In the case of the Euclidean unit ball Bn of Cn with n ≥ 2, we point out
the following results, which are generalizations of recent results from [18, Sec-
tion 4] (compare with [2] and [5], in the case g(ζ) = 1−ζ1+ζ , ζ ∈ U). Bn is a
bounded symmetric domain of rank r = 1. We take e1 = (1, 0, . . . , 0), e2 =
(0, 1, . . . , 0), en = (0, 0, . . . , 1) ∈ Cn as the basis explained in the introduction.
Then, z = (z1, . . . , zn) ∈ Cn is the usual expression of z ∈ Cn. We omit the
proofs, because it suffices to use arguments similar to those in the previous
sections.
Proposition 5.1. Let g : U→ C satisfy the conditions of Assumption 1.1 and
let d1(g) = dist(1, ∂g(U)). Let n ≥ 2.
(i) If h = (h1, h2, . . . , hn) ∈Mg(Bn), then∣∣∣∣∣12 ∂2hi∂z2j (0)
∣∣∣∣∣ ≤ 3
√
3
2
d1(g), for 1 ≤ i 6= j ≤ n.
In addition, h
[c]
i,j ∈ Mg(Bn) for 1 ≤ i 6= j ≤ n.
(ii) Let h˜i,j [g] : B
n → Cn be given by
h˜i,j [g](z) = z ± 3
√
3
2
d1(g)z
2
j ei, z ∈ Bn, 1 ≤ i 6= j ≤ n.
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Then h˜i,j [g] ∈ Mg(Bn) are bounded support points ofMg(Bn) for 1 ≤ i 6= j ≤ n.
In particular, from Proposition 5.1, we obtain the following consequences:
Corollary 5.2. Let n ≥ 2, α ∈ [0, 1), and let h ∈ Mg(Bn), where g(ζ) =
1−ζ
1+(1−2α)ζ , ζ ∈ U. Then h
[c]
i,j ∈ Mg(Bn) for 1 ≤ i 6= j ≤ n, and the following
sharp estimates hold:∣∣∣∣∣12 ∂2hi∂z2j (0)
∣∣∣∣∣ ≤ 3
√
3
2
d1(α), for 1 ≤ i 6= j ≤ n,
where d1(α) is given by (3.3).
Corollary 5.3. Let n ≥ 2, α ∈ (0, 1], and let h ∈ Mg(Bn), where g(ζ) =(
1−ζ
1+ζ
)α
, ζ ∈ U, and the branch of the power function is chosen such that g(0) =
1. Then h
[c]
i,j ∈ Mg(Bn) for 1 ≤ i 6= j ≤ n, and the following sharp estimates
hold: ∣∣∣∣∣12 ∂2hi∂z2j (0)
∣∣∣∣∣ ≤ 3
√
3
2
sin
(αpi
2
)
, for 1 ≤ i 6= j ≤ n.
Theorem 5.4. , Let g : U → C satisfy the conditions of Assumption 1.1 and
let d1(g) = dist(1, ∂g(U)). Let n ≥ 2.
(i) Let f = (f1, . . . , fn) ∈ S0g(Bn). Then∣∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣∣ ≤ 3
√
3
2
d1(g), for 1 ≤ i 6= j ≤ n.
These estimates are sharp, for all i 6= j.
(ii) If f˜i,j [g] = f˜i,j [g](z, t) : B
n × [0,∞)→ Cn are given by
f˜i,j [g](z, t) = e
t
(
z ∓ 3
√
3
2
d1(g)z
2
j ei
)
, z ∈ Bn, t ≥ 0,
then f˜i,j [g](z, t) are g-Loewner chains for 1 ≤ i 6= j ≤ n. In particular, F˜i,j [g] ∈
S0g(B
n) and F˜i,j [g] are g-starlike on B
n, where
F˜i,j [g](z) = z ∓ 3
√
3
2
d1(g)z
2
j ei, z ∈ Bn, (5.1)
for 1 ≤ i 6= j ≤ n.
(iii) F˜i,j [g] ∈ S∗g (Bn) are bounded support points for S0g(Bn), for 1 ≤ i 6=
j ≤ n. In particular, F˜i,j [g] are also bounded support points for S∗g (Bn), for
1 ≤ i 6= j ≤ n.
In particular, from Theorem 5.4, we obtain the following results:
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Corollary 5.5. Let n ≥ 2, α ∈ [0, 1).
(i) Let f ∈ S0α(Bn). Then∣∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣∣ ≤ 3
√
3
2
d1(α), for 1 ≤ i 6= j ≤ n.
These estimates are sharp, for all i 6= j.
(ii) Let Φ˜αi,j : B
n → Cn be given by
Φ˜αi,j(z) = z ±
3
√
3
2
d1(α)z
2
j ei, z = (z1, z2, . . . , zn) ∈ Bn, (5.2)
for 1 ≤ i 6= j ≤ r, where d1(α) is given by (3.3). Then Φ˜αi,j ∈ S∗α(Bn), and thus
Φ˜αi,j ∈ S0α(Bn), for 1 ≤ i 6= j ≤ r.
(iii) Φ˜αi,j ∈ S∗α(Bn) are bounded support points for the family S0α(Bn) and
also bounded support points for the family S∗α(B
n), for 1 ≤ i 6= j ≤ n.
Corollary 5.6. Let n ≥ 2, α ∈ (0, 1].
(i) Let f ∈ SS0α(Bn). Then∣∣∣∣∣12 ∂2fi∂z2j (0)
∣∣∣∣∣ ≤ 3
√
3
2
sin
(αpi
2
)
, for 1 ≤ i 6= j ≤ n.
These estimates are sharp, for all i 6= j.
(ii) Let Θ˜αi,j : B
n → Cn be given by
Θ˜αi,j(z) = z ±
3
√
3
2
sin
(αpi
2
)
z2j ei, z = (z1, z2, . . . , zn) ∈ Bn, (5.3)
for 1 ≤ i 6= j ≤ n. Then Θ˜αi,j ∈ SS∗α(Bn), thus Θ˜αi,j ∈ SS0α(Bn), 1 ≤ i 6= j ≤ n.
(iii) Θ˜αi,j ∈ SS∗α(Bn) are bounded support points for the family SS0α(Bn) and
also bounded support points for the family SS∗α(B
n) for 1 ≤ i 6= j ≤ n.
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