Using results from conformal field theory, we compute several universal amplitude ratios for the two-dimensional Ising model at criticality on a symmetric torus. These include the correlation-length ratio x ⋆ = lim L→∞ ξ(L)/L and the first four magnetization moment ratios V 2n = M 2n / M 2 n . As a corollary we get the first four renormalized 2n-point coupling constants for the massless theory on a symmetric torus, G * 2n . We confirm these predictions by a high-precision Monte Carlo simulation.
Introduction
A central concept in the theory of critical phenomena is the idea of universality, which states that phase-transition systems can be divided into a relatively small number of "universality classes" (determined primarily by the system's spatial dimensionality and the symmetries of its order parameter) within which certain features of critical behavior are universal. In the 1950s and 1960s it came to be understood that critical exponents are universal in this sense [1] . Later, in the 1970s, it was learned that certain dimensionless ratios of critical amplitudes are also universal [2] .
The past quarter-century has seen enormous progress in the determination of critical exponents for a wide variety of universality classes, including exact analytical results for two-dimensional (2D) models [3, 4, 5, 6 ] and increasingly precise numerical determinations for three-dimensional models by a variety of techniques (field-theoretic renormalization group [7, 8] , series extrapolation [9, 10, 11, 12, 13, 14, 15, 16] , Monte Carlo [17, 18, 19, 20, 21, 22, 23, 24, 25, 26] ). As a result, attention has turned quite naturally to universal amplitude ratios: these include amplitude ratios in infinite volume and those in finite-size scaling (FSS). Though much numerical work has been done, few exact results are known.
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The critical behavior of many 2D models can be studied analytically using conformal field theory (CFT) [4, 5, 6] . Many critical exponents have been determined exactly, along with a few universal amplitude ratios [52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 38] . The main goal of the present paper is to compute, using CFT, a few more universal amplitude ratios for the 2D Ising model and to test these predictions by a high-precision Monte Carlo study. The amplitude ratios considered here arise in finite-size scaling; they can be computed starting from the correlation functions of the critical 2D Ising model on a torus.
The first class of quantities we study concern the shape of the magnetization distribution ρ(M) at criticality on a symmetric torus (L x = L y ). 2 We study the rescaled shape of this distribution (i.e. normalizing by its width M 2 1/2 ) as well as the dimensionless ratios of its moments,
We can also define the dimensionless cumulants
1 Among the models studied are the 2D Ising model [27, 28, 29, 30, 31] , 2D nonlinear σ-models [32, 33, 34, 28, 29, 35, 36] , 2D Potts models [37, 38] , the Baxter 8-vertex model [39] , 2D and 3D self-avoiding walks [19] , the 3D Ising model [40, 41, 20, 42, 43, 27, 44, 45, 28, 29, 46, 24, 25, 31, 26] , 3D O(N ) spin models [18, 47, 48, 28, 29, 16, 49, 50] , 3D site percolation [25] , and the 5D Ising model [51] . This list of references is far from exhaustive. 2 One of the insights of conformal field theory is that universal finite-size-scaling properties (such as the universal amplitude ratios considered here) ought to be studied as analytic functions of the modular parameter τ of the torus. Nevertheless, we think that the case of a symmetric torus (τ = i) is of sufficient practical importance in Monte Carlo simulations to warrant special attention. For β < β c the ratios V 2n tend in the infinite-volume limit to those characteristic of a Gaussian distribution, V 2n (Gaussian) = (2n − 1)!! (1.5a) U 2n (Gaussian) = 0 (1.5b)
while for β > β c they tend to those characteristic of a sum of two delta functions, V 2n (two deltas) = 1 (1.6a)
where B 2n = (−1) n−1 (2n)! ζ(2n)/2 2n−1 π 2n is a Bernoulli number. At β = β c , however, these ratios acquire non-trivial values in-between (1.5a) and (1.6a). 4 These values, which are universal, can in principle be computed by integrating the spin correlators for the critical 2D Ising model on a torus, which were determined by Di Francesco et al. [53, 54] using CFT. In practice, however, the formula for V 2n rapidly gets more complicated as n grows. Di Francesco et al. [53, 54] computed V 4 to roughly three decimal places by Monte Carlo integration. Here we shall improve this result by three orders of magnitude, and shall also compute V 6 to five decimal places, V 8 to almost four decimal places, and V 10 to three decimal places:
(1.9) V 10 = 2.53956 ± 0.00034 (1.10)
3 These relations can be computed from the generating functions
with V 0 = V 2 = 1 and V 2n+1 = 0. 4 The Schwarz inequality implies that V 2n ≥ 1 for any model, and the Gaussian inequality [65, 66] implies that V 2n ≤ (2n − 1)!! for ferromagnetic Ising models. In particular, we have −2 ≤ U 4 ≤ 0. Moreover, Newman [67] and Shlosman [68] have proven, for ferromagnetic Ising models, that (−1) n−1 U 2n ≥ 0 for all n; and Newman [67] has proven some additional inequalities on the U 2n .
whereū 4 is the connected four-point function at zero momentum. In the FSS limit L → ∞, β → β c with ξ/L fixed, g 4 is a nontrivial function of the FSS variable ξ/L:
Therefore, the function g 4 (β, L) fails to be jointly continuous at (β, L) = (β c , ∞); many limiting values are possible depending on the mode of approach, and the massive and massless scaling limits
The quantity x ⋆ also plays an important role in a recently developed method for extrapolating finite-volume Monte Carlo data to infinite volume [69, 70, 71, 34, 72] . 6 An analogous situation holds in a cylindrical (L × ∞) geometry for the exponential correlation length in the longitudinal direction, ξ exp (L) [which can be defined in terms of the logarithm of the ratio of the two largest eigenvalues of the transfer matrix]. Privman and Fisher [73] showed that lim L→∞ ξ exp (L)/L at criticality is universal, and Cardy [74] showed that for 2D conformal-invariant systems it is equal to 1/(πη).
correspond to the two extreme cases g *
. As a corollary of our computation of V 4 and x ⋆ , we obtain the value of g 4 at criticality on a symmetric torus:
More generally, consider the dimensionless renormalized 2n-point coupling constant 19) whereΓ 2n is the amputated one-particle-irreducible 2n-point function at zero momentum. 7 We can predict the next three renormalized coupling constants at criticality on a symmetric torus:
x ⋆4 = 29.25457 ± 0.00015 (1.20a)
x ⋆6 = 942.6095 ± 0.0072 (1.20b)
In addition, we shall provide Monte Carlo estimates of G *
This paper is organized as follows: In Section 2 we review the relevant exact results available for the 2D Ising model at criticality on a torus, and we compute (by numerical integration) the CFT prediction for the quantities x ⋆ , V 4 , V 6 , V 8 and V 10 . In Section 3 we explain the Monte Carlo algorithm we have used to simulate this model. In Section 4 we analyze our numerical results for the static observables and compare them against the available exact results. Finally, in Section 5 we present our final conclusions and discuss prospects for future work. In Appendix A we explain how we carried out the numerical integrations involved in computing x ⋆ , and in Appendix B we summarize the definitions and principal properties of the Jacobi theta functions.
Theoretical Results
The universal amplitudes we consider in this paper (x ⋆ and V 2n ) can be written in terms of integrals of the 2n-point spin correlation functions of the the critical 2D Ising 7 TheΓ 2n are defined by the generating-function relation
continuum field theory on a torus. These correlators were obtained by Di Francesco et al. [53, 54] using an approach based on conformal field theory. The result is
We also need the 6-point correlator to compute V 6 . Its exact expression can be deduced easily from the general equation (2.3):
where the function Ψ is defined as
and we have used the shorthand notation z ij ≡ z i − z j . From these equations we can obtain the values of x ⋆ = lim L→∞ ξ/L and V 2n by numerical integration. In particular, the correlation length on a periodic lattice of size L is defined to be
where χ is the susceptibility (i.e., the Fourier-transformed two-point correlation function at zero momentum) and F is the corresponding quantity at the smallest nonzero momentum (2π/L, 0) [see (3.7)/(3.9) and (3.14)/(3.17) below for details]. This is a finite-lattice generalization of the second-moment correlation length. Then, the universal amplitude x ⋆ is given by
and
The details of this computation are given in Appendix A. We obtain
As a result, we obtain x ⋆ with 10 digits of precision:
We repeated the computation requiring 11 digits of precision in the integrals, and the result was the same. The universal moment ratio V 4 is given by 18) where the error bar is of course somewhat subjective.
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More generally, the universal moment ratio V 2n is given by
(2.19)
We have been able to compute the (exact except for the numerical integration) values of the ratios V 6 , V 8 and V 10 . We performed the integrals in the numerator by Monte Carlo, using 10 9 measurements for V 6 , 4 × 10 6 measurements for V 8 and 2.5 × 10 6 measurements for V 10 . We obtain
In general, the formula for the 2n-point function contains (2n)!/[2(n!) 2 ] terms [this takes into account the {ǫ j } ↔ {−ǫ j } symmetry], and this grows asymptotically like 4
n . Thus, in computing V 4 (resp. V 6 , V 8 , V 10 ) we had to include 3 (resp. 10, 35, 126) terms, and the computation of V 12 would require handling 462 terms. Moreover, the numerator has to be integrated over a (4n − 2)-dimensional torus. These facts make the high-precision numerical integration of V 2n extremely time-consuming as soon as n becomes moderately large.
Let us consider, finally, the dimensionless renormalized four-point coupling constant g 4 defined by
whereū 4 is the connected four-point function at zero momentum, and more generally the dimensionless renormalized 2n-point coupling constant g 2n defined by
whereΓ 2n is the amputated one-particle-irreducible 2n-point function at zero momentum. In the FSS limit L → ∞, β → β c with ξ/L fixed, g 2n becomes a nontrivial function of the FSS variable ξ/L,
(There is some evidence that F g 4 is a decreasing function of ξ/L. 10 ) In particular, the massive and massless scaling limits
. The best currently available estimates for the 2D Ising model are
14.694 ± 0.002 by high-temperature expansion [84, 28] 14.66 ± 0.42 by ǫ-expansion [28] 15.50 ± 0.84 by g-expansion [85] 14.66 ± 0.06 by expansion around d = 0 [86, 87] 14.7 ± 0.2 by Monte Carlo [31] (2.28)
794.1 ± 0.6 by high-temperature expansion [27, 28, 29] 797 ± 9 by ǫ-expansion [28, 29] 792 ± 40 by g-expansion with constrained g * 
by high-temperature expansion [28, 29] (83.8 ± 3.2) × 10
by Monte Carlo [31] (2.32)
by high-temperature expansion [28, 29] 
The error bars in (2.35) are obtained by carefully propagating the statistical errors from the V 2n [in which the errors are independent except for an extremely small effect arising from the value of the denominator (2.12)] to the U 2n (in which the errors are correlated) and thence to the G * 2n .
Numerical Simulations
We consider the two-dimensional nearest-neighbor Ising model on a L × L square lattice with periodic boundary conditions, given by the Hamiltonian
Note that we use throughout this paper a non-standard normalization of β, which is motivated by considering the Ising model as a special case of the q-state Potts model; it differs by a factor of 2 from the usual Ising normalization. In our normalization, the critical point is at
Observables to be measured
We have performed simulations of this system using the Swendsen-Wang algorithm [88, 89, 90] . In particular, we have measured the following basic observables:
• the energy density (i.e., the number of unsatisfied bonds)
• the bond occupation N ≡ xy n xy (3.4)
• the nearest-neighbor connectivity (which is an energy-like observable [75] )
where γ xy equals 1 if both ends of the bond xy belong to the same cluster, and 0 otherwise. More generally, the connectivity γ ij can be defined for an arbitrary pair i, j of sites:
• the squared magnetization
where σ x ≡ e (σx) ∈ R q−1 is the Potts spin in the hypertetrahedral representation 11 and V = L 2 is the number of lattice sites
• powers of the squared magnetization
• the square of the Fourier transform of the spin variable at the smallest allowed non-zero momentum
where (x 1 , x 2 ) are the Cartesian coordinates of point x. Note that F is normalized to be comparable to its zero-momentum analogue M 2 .
• the mean-square and mean-fourth-power size of the clusters
where the sum is over all the clusters C of activated bonds and #(C) is the number of sites in the cluster C.
From these observables we compute the following expectation values:
• the energy density E per spin
• the specific heat
• the magnetic susceptibility
• the higher magnetization cumulants
, and let σ x ≡ e (σx) . For q = 2 this means σ x = cos(πσ x ) = ±1.
• the magnetization moment ratios
• the correlation function at momentum (2π/L, 0)
• the second-moment correlation length
• the variant second-moment correlation length 19) which differs from ξ only by correction-to-scaling terms of order L −2
Remarks. 1. Using the Fortuin-Kasteleyn identities [91, 92, 93, 90] , it is not difficult to show that
where p = 1 − e −β and B = 2V is the number of bonds in the lattice. As a check on the correctness of our simulations, we have tested these identities to high precision, in the following way: Instead of comparing directly the left and right sides of each equation, which are strongly positively correlated in the Monte Carlo simulation, a more sensitive test is to define new observables corresponding to the differences (i.e., N − p(B − E) and so forth). Each such observable should have mean zero, and the error bars on the sample mean can be estimated using the standard error analysis outlined below. [81] using transfer-matrix methods. We get χ 2 = 5.14 (5 DF, level = 40%), indicating good agreement.
For each observable O discussed above we have measured its autocorrelation functions in the Swendsen-Wang dynamics,
where the expectations are taken in equilibrium. From these functions we have estimated the corresponding integrated autocorrelation time
by the methods of Ref.
[94, Appendix C], using a self-consistent truncation window of width 6τ int,O . This autocorrelation time is needed to compute the correct error bar on the sample mean O.
Remarks. 1. The error bar of the second-moment correlation length is computed by considering the random variable
which automatically has zero mean. Then,
where ξ denotes our Monte Carlo estimate of ξ. In practice, the values of µ M 2 and µ F are replaced by their corresponding sample means (which should be computed first).
2. The error bar on the ratio V 2n is computed in a similar fashion: 
and has mean zero. Again, the mean values µ M 2n and µ M 2 are replaced in practice by their sample means. 3. As a further check on the correctness of our simulations, we have computed both sides of the identity
proven in [95, equation 7] (see also [75] ). 12 This is a highly nontrivial test, as it relates static quantities (energy and specific heat) to a dynamic quantity (autocorrelation function of the bond occupation at time lag 1). We have also checked with great accuracy the identities [75] 
Summary of the simulations
We have run our Monte Carlo program on lattices with L ranging from 4 to 512 (see Table 1 ). In all cases the initial configuration was random, and for L ≤ 64 (resp. L ≥ 96) we discarded the first 5 × 10 4 (resp. 10 5 ) iterations to allow the system to reach equilibrium; this discard interval is in all cases greater than 10 4 τ int,E . 13 The total number of iterations ranges from 2.15 × 10 6 (L = 4) to 8.2 × 10 6 (L = 512), and is selected to be approximately 10 6 τ int,E . These statistics allow us to obtain a high accuracy in our estimates of the static and dynamic quantities (error ∼ < 0.17% and ∼ < 0.51%, respectively). The static data are displayed in Table 1 (χ, F, ξ) and Table 2 (the ratios V 2n ). The dynamic data will be reported elsewhere.
The CPU time required by our program is approximately 6.3 L 2 µs per iteration on a Linux Pentium machine running at 166 MHz. The total CPU time used in the project was approximately 7.5 months on this machine.
We have improved the precision of our analysis of the correlation length ξ by supplementing our own Monte Carlo data with comparable data from Ballesteros et al. [96] . They performed single-cluster [97] simulations of the 2D site-diluted Ising model at various concentrations p. Their data for p = 1 (i.e., the usual Ising model) correspond to anywhere from 4×10 5 to 7×10 5 statistically independent measurements at each lattice size from L = 12 to L = 512 (see Table 3 ). The statistical independence of two consecutive measurements was achieved by allowing 100 single-cluster moves between them. Their error bars are slightly larger than ours. As a matter of fact, their error bars σ ′ (ξ) and our error bars σ(ξ) satisfy approximately the relation 40) where N (resp. N ′ ) is the number of measurements of our (resp. their) work, and O ′ is the observable (3.31) we used to compute the correct correlation-length error bar. This supports the belief that their measurements are indeed essentially independent and that their error bars are correctly computed. Comparison of their raw data to ours at the eleven overlapping L values yields χ 2 = 10.28 (11 DF, level = 51%). The two data sets are therefore compatible. The corresponding merged data are shown in Table 4 .
Data Analysis
For each quantity O, we carry out a variety of fits using the standard weighted least-squares method. As a precaution against corrections to scaling, we impose a lower cutoff L ≥ L min on the data points admitted in the fit, and we study systematically the effects of varying L min on the estimated parameters and on the χ 2 value. In general, our preferred fit corresponds to the smallest L min for which the goodness of fit is reasonable (e.g., the confidence level 14 is ∼ > 10-20%) and for which subsequent increases in L min do not cause the χ 2 to drop vastly more than one unit per degree of freedom (DF).
Corrections to scaling
In the data analysis we should take into account the effect of corrections to scaling in order to get reliable estimates of the physical quantities. In particular, the value at criticality of any observable O(L) is typically given for large L by
14 "Confidence level" is the probability that χ 2 would exceed the observed value, assuming that the underlying statistical model is correct. An unusually low confidence level (e.g., less than 5%) thus suggests that the underlying statistical model is incorrect -the most likely cause of which would be corrections to scaling.
where p O is the critical exponent associated to the observable O, ∆ is the leading correction-to-scaling exponent, and the dots indicate higher-order corrections.
In finite-size-scaling (FSS) theory [98] for systems with periodic boundary conditions, three simplifying assumptions have frequently been made: (a) The regular part of the free energy, f reg , is independent of L [98] (except possibly for terms that are exponentially small in L).
(b) The relations connecting the nonlinear scaling fields g t and g h to the conventional thermodynamic parameters t ≡ β c − β and h are independent of L [99] .
(c) The scaling field g L associated to the lattice size equals L −1 exactly, with no corrections L −2 , L −3 , . . . [98] .
Moreover, in the nearest-neighbor spin-1/2 2D Ising model, it has further been assumed that (d) There are no irrelevant operators [100, 101] .
This latter assumption has been confirmed numerically (in the infinite-volume theory) through order t 3 , at least as regards the bulk behavior of the susceptibility [101] . However, both numerical [102, 103] and theoretical [104] evidence has recently emerged suggesting that irrelevant operators do contribute to the susceptibility at order t 4 . The absence of irrelevant operators implies that the corrections to scaling in this model are due to the smooth but in general nonlinear connection between the conventional thermodynamic parameters t and h and the renormalization-group nonlinear scaling fields [105, 106, 100, 101] . Starting from the FSS Ansatz for the Ising-model free energy and using the above assumptions, it is possible to obtain a FSS expression for the usual observables at criticality as functions of the lattice size L [107] . In particular, the leading correction term in the expansion of the susceptibility is the L-independent term coming from the regular part of the free energy. This implies that for this observable ∆ = 7 4
The same result is plausible for the observable F defined in (3.17); thus, we expect ∆ = 7/4 for the second-moment correlation lengths ξ and ξ ′ and the corresponding amplitude x ⋆ . The expansion for the magnetization cumulantū 2n gives an exponent ∆ = 1 + γ/ν = 11/4 (perhaps with a multiplicative logarithmic correction). Thus, we expect that the ratios V 2n also have a correction-to-scaling exponent given by (4.2) [due to the power of the susceptibility appearing in its definition (1.1)]. For a more detailed theoretical and numerical analysis of the corrections to scaling in this model, see [107] .
Second-moment correlation length
The second-moment correlation length ξ and its variant ξ ′ [cf. (3.18)/(3.19)] are expected to behave as
with p = 1. We can estimate p by ignoring correction-to-scaling terms and performing a simple power-law fit. We get The agreement with the theoretical prediction is excellent. The value of the constant x ⋆ can be estimated most simply by fitting the ratio ξ/L or ξ ′ /L to a constant, ignoring corrections to scaling. We get The estimate based on ξ lies 2.6 standard deviations away from the value x ⋆ ≈ 0.90505 predicted by CFT [cf. (2.14)]. The estimate based on ξ ′ is slightly better: it lies two standard deviations away from the theoretical prediction, and works also for smaller L min . Indeed, the corrections to scaling in ξ ′ /L are negligible (compared to our statistical error) already for L ≥ 16 (see the last column of Table 4) . 15 This fact makes it almost hopeless to study corrections to FSS in ξ ′ . If we fit ξ to (4.3), keeping the first correction-to-scaling term and trying to estimate simultaneously the three parameters x ⋆ , A and ∆, a good fit is obtained for L min = 8:
with χ 2 = 2.97 (9 DF, level = 97%). The value of x ⋆ is again two standard deviations away from the theoretical prediction (2.14). The estimate of ∆ is very close to 7/4, and is only 1.4 standard deviations away from 2; but perhaps this estimate ought not be taken too seriously, as the correction-to-scaling amplitude is only 2.5 standard deviations away from zero (a deviation that is, moreover, comparable to the discrepancy in x ⋆ ). The analogous fit for ξ ′ is even more hopeless (the amplitude A is compatible with zero within 0.7 standard deviations), so we omit the details. This correction-to-scaling exponent ∆ ≈ 2 can be understood as arising simply from the ratio We can improve the precision of our numerical estimates by using the merged data of Table 4 (our data plus that of Ballesteros et al. [96] ). The simple power-law fit yields The three-parameter fit ξ/L = x ⋆ + AL −∆ is good for L min = 8:
with χ 2 = 7.57 (9 DF, level = 58%). The analogous fit with ξ ′ yields a correction-toscaling amplitude compatible with zero within errors.
In conclusion, one can extract accurate estimates of the critical exponent p and the amplitude x ⋆ using our Monte Carlo data; the results agree with the theoretical prediction (2.14) within two standard deviations. However, it is very difficult to estimate from our numerical data the correction-to-scaling exponent (or the corresponding amplitude). Indeed, for ξ ′ the corrections to scaling are negligible (compared to our statistical error) for L ≥ 16.
Magnetization moment ratios
If we study the magnetization distribution ρ(M) as L → ∞ at fixed β, we expect three distinct behaviors depending on the value of β: (a) At β < β c , we are in the high-temperature regime, where correlations decay exponentially. A variant of the central limit theorem [108] guarantees that the finite-L distributions will converge, after rescaling by the factor √ V χ, to a Gaussian distribution of mean zero and unit variance.
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(b) At β > β c we are in the low-temperature regime, and the finite-L distributions should converge, after rescaling by the factor V M 0 (where M 0 is the spontaneous magnetization), to the sum of two delta functions. There are Gaussian fluctuations around these two delta functions, but their width is much smaller, namely √ V χ 0 , where χ 0 is the susceptibility in a pure phase.
(c) At β = β c [or more generally, at fixed value of the FSS variable L 1/ν (β − β c )], the finite-L distributions will converge, after rescaling by the factor √ V χ, to some non-Gaussian distribution characteristic of the critical Ising model in a finite box. This distribution is not, to our knowledge, known exactly.
We have computed the magnetization histograms at β = β c for L = 4, . . . , 512. The sequence of histograms is expected to converge to a limiting distribution when we normalize the magnetization by √ V χ and normalize the height of the bins so that the area enclosed by the histogram is 1. For L ∼ > 64 the histograms converge well to a limiting histogram (Figure 1 ). For L ∼ < 48 small corrections to scaling are observed: the peaks of the histogram are slightly taller than in the limiting histogram The limiting distribution is symmetric and very strongly two-peaked (with maxima at M/ √ V χ ≈ ±1.11); clearly the 2D Ising model at criticality in a finite symmetric torus is very far from Gaussian (e.g., we will find V 4 much closer to 1 than to 3). In order to characterize quantitatively this limiting distribution, we have measured its moments M 2n for n = 1, . . . , 10 and have computed the corresponding ratios
We expect a behavior
For each n, we have fitted our numerical data (Table 2) in two ways: a one-parameter fit to a constant V 2n = V ∞ 2n (fits marked with a C on the second column of Table 5 ) and a three-parameter fit to
−∆ (fits marked P in Table 5 ). As expected, the estimates of V ∞ 2n lie in-between the values associated to a Gaussian distribution (1.5) and those associated to a two-delta-function distribution (1.6). However, they are much closer to the latter values, reflecting the strongly two-peaked shape of the magnetization distribution.
The fits to a constant are excellent for L min ∼ > 32-64; for 2n = 4, 6, 8, 10 the estimates of V The values of the first nine dimensionless renormalized 2n-point coupling constants at criticality on a symmetric torus can be obtained from the results contained in Table 5 : The central values in (4.20) , which are intended as our "best estimates", are computed using the theoretical value (2.14) for x ⋆ . 17 The error bars quoted in (4.20) with great accuracy; and in the cases where the exact values are known, our numerical estimates agree with the theoretical predictions within less than two standard deviations. Our numerical estimates for ∆ are compatible (within less than two standard deviations) with ∆ = 7/4.
Conclusions
We have computed, using results from conformal field theory (CFT), the exact (except for numerical integration) values of five universal amplitude ratios characterizing the 2D Ising model at criticality on a symmetric torus: the correlation-length ratio x ⋆ and the magnetization moment ratios V 4 , V 6 , V 8 and V 10 . All except for V 4 are new, and we have improved previous CFT determinations of V 4 by three orders of magnitude (reaching precision similar to that obtained by transfer-matrix approaches). As a corollary, we have computed the exact values G * 4 , G * 6 , G * 8 and G * 10 of the first four dimensionless renormalized 2n-point coupling constants at criticality on a symmetric torus. We have checked all these theoretical predictions by means of a high-precision Monte Carlo simulation. Using finite-size-scaling (FSS) techniques, we have tried to determine the leading term as well as the correction-to-scaling terms. We confirm to high precision the theoretically predicted universal amplitude ratios x ⋆ , V 4 , V 6 , V 8 and V 10 (error bars ∼ < 0.06%).
The determination of the leading correction-to-scaling exponent ∆ has proved to be difficult. For the modified correlation length ξ ′ , the corrections to FSS are so weak that they are essentially invisible for L ≥ 16; and no reliable conclusions can be obtained from our data for L = 4, 6, 8, 12. For the standard correlation length ξ, the leading correction to scaling might be ∆ = 7/4, or it might be ∆ = 2 arising from
For the magnetization moment ratios V 2n we obtain stable results compatible with ∆ = 7/4 within two standard deviations, in agreement with the theoretical prediction (4.2).
It would be interesting to extend the analytic computation of x ⋆ to other twodimensional models, in particular those that can be mapped onto Gaussian models via height representations (see e.g. [111, 112, 78] ). This work is currently in progress [113] .
fractional error bar. Note that the dominant contribution to the error bar on G * 2n would then come from the uncertainty on x ⋆ : for example, we would have G
A Computation of spin-correlator integrals
The computation of x ⋆ = lim L→∞ ξ/L involves computing numerically the integrals
where z = x 1 + ix 2 and d 2 z = 1 0 1 0 dx 1 dx 2 . Let us consider here I 1 , as I 2 can be done in a similar fashion. Using the symmetry properties of the θ-functions and their absolute values (see Appendix B), we reduce the integral to
The integrand contains two pieces: One (coming from ν = 1) is finite at z = 0 and its integral can be performed safely by standard deterministic numerical-integration techniques (e.g. Mathematica's NIntegrate), yielding Though we were unable to perform exactly the final angular integral, the integrand cos −7/4 ψ is regular on the interval [0, π/4] and so the integral can be performed by standard numerical-integration techniques.
Finally, we have to integrate the function
This function does not diverge at z = 0 (or at any other point in the integration domain), so its integral can again be performed using standard techniques. This last integral is 0.007973883019 ± 0.000000000001, so the final result is
The second integral I 2 can be performed in the same way [and using the same auxiliary function H(z)]. The final result is
B Theta Functions
We use the following definitions for the Jacobi θ-functions [114, 115] : We sometimes omit the argument τ when its value is clear from the context; in particular, in the present paper we have usually τ = i. A prime on θ ν indicates the derivative with respect to z.
The θ-functions satisfy certain symmetry properties θ 1 (z ± 1) = −θ 1 (z) (B.6a) θ 2 (z ± 1) = −θ 2 (z) (B.6b) θ 3 (z ± 1) = θ 3 (z) (B.6c) θ 4 (z ± 1) = θ 4 (z) (B.6d) Table 5 : Values of the infinite-volume-limit ratios V 2n = M 2n / M 2 n for the 2D Ising model at criticality. For each n we show the results of two different types of fits: to a constant V 2n = V ∞ 2n (C), and to a constant plus a power-law correction-toscaling term V 2n = V ∞ 2n + B 2n L −∆ (P). We also show, for comparison, the theoretical prediction itself (T) for 2n = 4, 6, 8, 10 . The values of L min , χ 2 , the number of degrees of freedom (DF) and the confidence level are also shown. 
