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A method is given for constructing the solution to Fredholm integral equations of 
the second kind for )I/ < /A,/. Both the cases when 1 is a regular value and when I 
is an eigenvalue of the integral operator are considered. 
1. INTRODUCTION 
It is known (e.g., see [3, p. 142; 6, p. 263; 8, pp. 33-351) that the solution 
to the Fredholm integral equation 
a> = f(x) + 1 j ax, Y> U(Y) dY, 0 (1.1) 
where D is either a bounded measurable set in E, or a smooth bounded m- 
dimensional surface in E,+ , and where x and y are points in 52, may be 
obtained by Picard iteration for all values of the parameter A satisfying 
(11 < (A, 1, where A, denotes an eigenvalue of K with smallest absolute value, 
where K denotes the integral operator appearing on the right-hand side of 
(1.1). If /A / > /A, ) this method fails and a different approach must be 
employed to obtain the solution. It was this latter case that motivated the 
present note. 
For the case when K(x, y) is a symmetric L, kernel such that 
converges uniformly and absolutely on 0, and in addition, if the inner 
product V; #,) = 0, j = l,..., k - 1 is satisfied, then it is known (see [2]) that 
the Neumann series for the solution converges for ]A ] < )A,]. For nonsym- 
metric L, kernels the situation is more complicated. 
In this paper the solution to (1.1) is constructed for (11 < (A,(, where the 
kernel is not necessarily symmetric, in two cases: first, when A # Ai, 
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i = l,..., k - 1; and second, when A = Ai, i = l,..., k - 1, provided (1.1) does 
have a solution. The method here is a generalization of a technique which 
has been successfully used for constructing the solution to certain exterior 
potential problems [S, p. 1371 and scattering problems [ 11. 
2. ASSUMPTIONS ON THE INTEGRAL OPERATOR 
Let the kernel K(x, y) be either weakly singular or square integrable. If 
K(x, ~7) is weakly singular then it can be shown (e.g., see [7, pp. 156, 1621) 
that K is a compact operator on both the Banach spaces L,(Q) (i.e., the 
space of functions which are square integrable on a) and C(Q) (i.e., the 
space of functions which are continuous on 0). If K(x, JJ) is square 
integrable then K is a compact operator on L,(G) and if in addition K(x, y) 
is continuous, then K is a compact operator on C(0). In both cases, since K 
is compact, the standard theorems of Fredholm apply (see [7, Chap. 81). 
Let Ai and di(x) denote an eigenvalue and a corresponding eigenfunction of 
K, i.e., 
#i(X) = Ai [ K(x, Y) 4i(Y) &’ 
-’ n 
and let wi(x) denote the eigenfunction to the associated equation 
Wi(X)=xi K*(x, Y)w~(Y)~Y 
! (2.2) n 
where K*(x, y) = K(y, x), where the bar denotes complex conjugate. For 
u, t’E L,(R) define 
w=j” u(y)6(y)~v. (2.3) 
R 
Denumerate the eigenvalues of K in the order that corresponds to their 
increasing absolute values taking into account any multiplicities of the eigen- 
values. We now impose the following additional conditions on the eigen- 
values of K: 
where it is to be noted that ( Ai ( < [ Ak 1, i = l,..., k - 1. 
The eigenvalues Ai, i = l,..., k - 1 are simple poles of the resolvent. (2.5) 
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Remark. To avoid confusion it is best to think of A, as a particular 
eigenvalue of K where the above properties are satisfied. K might, for 
example, have several such eigenvalues that satisfy these properties and 
many that do not; but we require that K has at least one such eigenvalue. 
3. CONSTRUCTING THE SOLUTION TO THE INTEGRAL EQUATION 
WHEN /A( < (Ak(, A# 1, 
In this section we obtain a representation to the solution of the integral 
equation (1.1) as a convergent Neumann series for the case when the 
parameter 1 is not an eigenvalue and 111 < j&l. 
Multiplying (1.1) by p,(x) and then integrating we have 
Interchange the order of integration in the second integral on the right-hand 
side of (3.1) and then apply (2.2); we obtain 
(“7 Vi) = (.L Vi> + $ CUT Vi) 
f 
or equivalently 
A+&, i=l,..,, k-l. 
Multiplying this equation by #,(x) and combining with (1.1) we get 
u(x)=f(x)+ A,-J aWr)i(x) + A I, ]K(x, y) - 4f(xy(y)I u(y) dy. 






We now establish the following important result. 
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THEOREM 3.1. Let w(x) salisfY 
w(x) =;1 r J I k;’ #Lx) pi(Y) K(x, y) - 7 ,c* 1 w( “1 dY 0 Ai - (3.6) 
where R is any number satisfJ+zg ],-I/ < IA,/. Then w(x) z 0 on R. 
ProoJ: Multiply (3.6) by tJj(x) and integrate 
After an interchange in the order of integration in the first integral on the 
right-hand side and then using (2.2) we obtain 
(3.7) 
Suppose there corresponds to the eigenvafue ;ci, r eigenfunctions. 
Furthermore, taking multiplicities into account, suppose that 
ijq+, = . . . = Aj+ ,- , , j -t r - 1 < k, with corresponding eigenfunctions 
bj(x) ,.,., $j + r _ ,(x). Let +Yj(X) ,..., wj 4 r-, (x) denote the corresponding eigen- 
functions to the associated equation. Since we have required that all the 
eigenvalues Ai, i = l,..., k - 1, are simple poles of the resolvent for the kernel 
K(x, v), the functions (( ,,..., $j+r-I), (Wj,**., yj+,- I} form a biorthogonal 
system (4, p. 831. (The existence of such a pair of bases is guaranteed; we 
assume here that {@,}{ZJ-’ and {wl)izJ-’ have already been constructed to 
satisfy the biorthogonal property.) It follows from (3.7) 
tw3 Yj) = f twP Vj) - $ twY YjfC#iT Yj). 
J J 
Assume that the eigenfunctions are normalized so that 
(#i, Wt) = I? i = I,..., k - 1. 
From (3.8) and (3.9) we have 
tw9 Wi) = O, i = l,..., k - 1. 




w(x)= 2 ( K(x, Y) W(Y) f-b 
-0 
If ;C *A], j= l,..., k - 1, it follows immediately that w(x) f 0. Suppose 1= Aj 
for some j = l,..., k - 1. Suppose the null space of I - ,lj K, where I denotes 
the identity operator, has dimension r. Then W(X) = c;‘zJ- * CQ#~(X). It 
follows that 
(w, y,) = a,, m =j ,..., j + r - 1. (3.11) 
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Equations (3.10) and (3.11) imply that a, = 0. Hence w(x) = 0 for )A) < [A,1 
(or w  is equivalent to 0 in the L, sense). 1 
Remark. We point out that (3.9) (or simply (#i, vi) # 0) is crucial to the 
above argument. It was to ensure precisely this condition that the 
requirement that the eigenvalues Aj, IA,1 < (A,(, were required to be simple 
poles of the resolvent. It can be shown (e.g., see [4, pp. 83-88 J) that in order 
for a pole 1, of the resolvent be simple it is necessary and sufficient that to 
each eigenfunction #,, j < I < j + r - 1, corresponding to this pole, there 
corresponds an eigenfunction w, to the associated equation which is not 
orthogonal to 9,. 
FromTheorem3.1thesolutionto(1.1)for~~~<(1,~,~#~i,i=l,...,k-1 
may be obtained by the following theorem. 
THEOREM 3.2. Let 
J-(x) = S(x) + 1 ;z; E h(x) 
(Ru)(x) = J 
R 
[K(x, y) - y @i(xy(y) 1 U(Y) dy. 
i= I I 
For (II <I&(, A#&, i= I,..., k - 1, the solution to the integral equation 
(1.1) satisfies the integral equation (3.5). This fatter equation may be solved 
by iteration and consequently the solution u(x) may be represented by the 
following convergent Neumann series 
(3.12) 
Remark. If the underlying space is L,(Q), then the series (3.12) 
converges in the mean in R. If the underlying space in C(Q), then the series 
converges absolutely pointwise. If additional restrictions are placed on either 
K(x, y) or the inequality that A is to satisfy, then a stronger convergence may 
occur (e.g., see [8, pp. 33-35; 7, pp. 168-1691). 
4. CONSTRUCTING THE SOLUTIONTOTHE INTEGRAL EQUATION 
WHEN 121 <I&l, A=& 
In this section we obtain a representation to the general solution of the 
integral equation (1.1) as a convergent Neumann series for the case when the 
parameter A is an eigenvalue of the operator K with magnitude smaller than 
l&I* 
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Consider 
dx) =ftx) + 4 i K(~, y) u(y) dy7 Pjl < IAkl (4.1) 
JR 
where the eigenvalue Aj is as in Theorem 3.1, i.e., to it there corresponds the 
I eigenfunctions {@,(x)}/zJ-‘, j + r - 1 < k. We assume that the free term 
f(x) satisfies the orthogonality conditions 
df, v,) = 09 1 = j,..., j + r - 1. (4.2) 
It follows from Fredholm’s fourth theorem [7, p. 167 ] that the integral 
equation (4.1) has a solution. 
From (4.1) it is seen that 
U(X) = f(X) + J-j C k-’ qL,i(x) 
i=l L 
+Ljf K(x7Y)- C (4.3) 
-0 1 





U(X) = U(X) - ~j ~ k-' &p qj)(X). 
i-l I 
(4.4) 
From (4.3) and (4.4) we obtain the following integral equation for u(x) 
Consider the last integral on the right-hand side of the above equation and 
denote this integral by Z(x). We have 
Assuming that the eigenfunctions (#,}k,z: and {w,,}“,:: have been normalized 
so that (#,, w,) = 1, it follows from the orthogonality of the eigenfunctions 
and from (2.1) that Z(x) 3 0. Thus u satisfies 
v(X)=f(x)+Ajj U(Y) dY* (4.6) 
R 
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From Theorem 3.1 this integral equation has a unique solution which may be 
represented by the following infinite series 
u(x)= 2 qyf(x, 
n=O 
where I? is defined in Theorem 3.2. 
Having obtained a representation for v(x), we next determine U(X) as best 
we can. From (4.4) we have 
U(X) = U(X) + Aj C 
k- ' &$ (jr(x)* 
i=l , 
(4.8) 
For n E { l,..., k - I} but n # j ,..., j + r - 1, multiply (4.8) by a,(x) and then 
integrate. Solving for the coeffkients (u, w,) we obtain 
We point out that for the case n E {j,..., j + r - l), it can be shown, since we 
have assumed df, w,) = 0, that (u, w,) = 0. Observing that each of the 
functions w,wK;-’ satisfies the homogeneous integral equation 
corresponding to (4.1), we obtain the following theorem. 
THEOREM 4.1. The general solution to the integral equation (4.1) with 
jAj ( < I&(, where the free term f(x) satisfies the orthogonality conditions in 
(4.2), is given by 
I-’ k-l 
u(x) = u(x) + A, c + ,=T+,, & (v9 Vlr) i,(x) + ‘+$;I crh(x) 
I=1 I 
where v(x) is given in (4.7) and where the cI)s are arbitrary constants. 
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