Negative cross-di usion has been identi ed as a factor increasing the possibility of spatio-temporal instabilities in Lotka-Volterra equations. But such terms have been considered as quite rare in ecological modeling, since imply deceitful prey-predator relationships. We show that negative cross-di usion appears naturally in reaction di usion equations obtained using a simple mean eld decoupling technic on lattice Lotka-Volterra models. However, a linear stability analysis tells that spatial instabilities do not arise in any of the three models here studied. Two conditions leading to negative cross-di usion and a possible reason for the absence of instabilities are also mentioned.
I. INTRODUCTION
Reaction-di usion equations play an important role in the description of many biological processes and ecological modelling (Okubo, 1980) . Jorn e showed (Jorn e, 1975) , in the context of chemical reactions, that the inclusion of negative cross-di usion (NCD) in reactiondi usion equations increases the possibility of instabilities leading to oscillations and pattern formation. Later, he studied the Lotka-Volterra (LV) equations with diffusion in a homogeneous system including NCD coecientes (Jorn e, 1977) . For certain values of the coecients he found, via a linear stability analysis, the emergence of oscillations and spatial structures. Since then, NCD has been recognized as a factor favoring instabilies in di usive LV equations (Murray, 1989; Okubo, 1980) . Nevertheless, as Jorn e pointed out, from an ecological point of view, negative cross-di usion has been considered as quite rare, since it represents a suicidal tendency in the case of prey, and exploiters di using away from their victims in the case of predators (Jorn e, 1977) . Cellular Automata and lattice gas models (e.g. Wilsonet al., 1993; Boccara et al., 1994; Tainaka, 1988; Matsuda et al., 1992; Satulovsky and Tom e, 1994; Harada et al., 1995; Sat o and Konno, 1995; Durrett and Levin, 1994) are useful tools for studying pattern formation and temporal oscillations. They take into account space as a limiting resource for populations and the fact that each individual interacts with its local environment instead of the global density of each species.
In this paper we report that, involving one approximation, LV models on the lattice can provide di erence equations with NCD terms. Studying three speci c models, we identify two local rules leading to the emergence of such terms and the reason for instabilities not to appear.
In Sec. II, the local rules for each of the three lattice gas models are enumerated. Starting with their master equation, already decoupled using a simple mean eld approach (Matsuda et al., 1992; Satulovsky and Tom e, 1994) , a pair of reaction di usion equations are obtained for each model in Sec. III. In Sec. IV, by means of a linear stability analysis, it is found that none of the models contain spatial instabilities. Results from numerical simulations are also presented. A discussion is made in Sec. V .
II. THE MODELS
Let us state the local rules of the three models we will use, many models with similar rules have been already studied (Matsuda et al., 1992; Wilson et al., 1993; Satulovsky and Tom e, 1994; Sat o and Konno, 1995) . In the three cases, the system is described by a variable i on a regular lattice of N sites, which can be either empty( i = 0), occupied by a prey( i = 1) or occupied by a predator( i = 2). At each time step a site is randomly chosen. For that site, we denote by n a (n b ) the number of nearest neighbors occupied by prey(predators), and by the total number of nearest neighbors. The evolution of each model is governed by three irreversible stochastic local rules, de ned according to what resides at the chosen site:
Model 1, competitive predators.
(1.1) The site is empty and it becomes either occupied with a prey with a probability an a = or else it remains empty with probability 1 ? an a = . This rule represents prey giving birth to new prey at neighbouring sites at rate a.
(1.
2) The site is occupied by a prey, which is either replaced by a predator with a probability bn b = or else remains as a prey with probability 1 ? bn b = .
This rule represents the simultaneous death of prey and birth of new predators at rate b.
3) The site is occupied by a predator, which is either vacated with a probability c + dn b = or else remains as a predator with probability 1?c?dn b = . Both c and d are positive parameters such that 0 c + d 1. This rule represents the death of predators with competitive interactions among them. In other words, a predator will have more chances to die if it is surrounded by other predators. This kind of rule (including predator mutualism) has already been explored in systems with one species (Harada et al., 1995) . Model 2, selective reproduction rate for prey. (2.1) The site is empty and it becomes either occupied with a prey with a probability (an a = )(1 ? dn b = ) or else it remains empty with probability 1 ? (an a = )(1 ? dn b = ). This rule represents prey giving birth to new prey, but a mechanism to prevent prey from giving birth to new prey near a predator has been included. Prey tend to reproduce at smaller rates near predator clusters than far from them. (2.
This rule represents the simultaneous death of prey and birth of new predators, as in model 1.
( 2.3) The site is occupied by a predator, which is either vacated with a probability c or else remains as a predator with probability 1 ? c. This rule represents the spontaneous death of predators. Model 3, unbalanced competitive interaction. (3.1) The site is empty and it becomes either occupied with a prey with a probability an a = or else it remains empty with probability 1 ? an a = . This rule represents prey giving birth to new prey, as in model 1.
2) The site is occupied by a prey. This time we will assume that a neighboring predator can do two things. { The predator can eat that prey giving birth to another predator with probability b= (same as rule 2.2).
{ The predator, with probability d= , can eat that prey, moving itself to the original prey's site but without having an o spring. If the predator does not succeed in doing any of the two subprocesses above, the site remains with the prey. So, the probability of a prey becoming a predator is (b+d)n b = , where 0 (b+d) 1, or else it remains as prey with probability 1 ? (b + 
Instead of assuming that a new predator is born each time a predator eats a prey, one may imagine predators not necessarily reproducing themselves, but doing it with a certain rate, smaller than the rate with which prey are being eaten. This is quite reasonable, since the amount of energy it takes for a predator to have an o spring need not be equal to the energy it gains when eating one prey, but will be generally bigger. (3. 3) The site is occupied by a predator, which is either vacated with a probability c or else remains as a predator with probability 1 ? c. When guring the probability of that site becoming empty (for instance when performing computer simulations), one should take care to include an additional death' rate due to predators which after eating a prey may not reproduce themselves, but migrate to neighbouring locations (rule b)). Then, the site becomes empty with probability c + dn a = , or else remains as predator with probability 1?(c+dn a = ).
III. REACTION-DIFFUSION EQUATIONS
Let us show, speci cally for model 1, how to obtain a reaction-di usion equation starting from its master equation. Repeating these directions for models 2 and 3 is straightforward. Since procedures needed to build master equations for ecological population models and mean eld decoupling technics are available in many references, here we will skip most of the details. The interested reader can see (Matsuda et al., 1992; Satulovsky and Tom e, 1994; Harada et al., 1995) and references therein.
The local rules enumerated above are associated to the transition probability per unit time of each subprocess: 1.1, 1.2, and 1.3. Since the model is Markovian, we can write its master equation: an equation describing the time evolution of the probability of any con guration at a given time t, P( ; t), where = ( 1 ; 2 ; :::; N ) and i can assume three values: prey, predator or empty. The master equation is a gain-loss equation for the probability of a given state, for a mathematical derivation the reader can see Van Kampen (Van Kampen, 1981) . Using the master equation, we can obtain a hierarchical system of equations for the correlation functions. For the case of model 1, it takes the form d dt P i (1) = a X P i;i+ (01) ? b X P i;i+ (12) (22); (5) and so on. Here, the summation is over the nearest neighbor sites and is an arbitrary constant (which will be set to one in the following).
P ij ( ) =< ( i ; ) ( j ; ) > is what we call a two site correlation function. It represents the probability of a given con guration in which site i is in state and site j is in state . Here stands for the Kronecker's delta, and <> denotes the mean value taken over all possible con gurations. The evolution of the densities, P i ( ) =< ( i ; ) >, depends on the two site correlation functions. The evolution equations for the two site correlations depends on the three site correlation functions (P ijk ( )) and so on.
In order to obtain approximate solutions, the simplest truncation scheme consists in obtaining a closed set of equations for the one-site correlations (which represent the density of each species). To achieve this, we approximate P ij ( ) P i ( )P j ( ):
In this way, for model 1, we get equations 
? d 2 W i (W i+1 + W i?1 ); i = ?1; :::; ?1; 0; 1; :::; 1; where U i = P i (1) and W i = P i (2) are the prey and predator densities at site i. In this expression the dimension has been chosen to be 1 for simplicity ( = 2), but is straightforward to write these equations in higher dimensions. Now, using the derivative operator and its adjoint, namely where is precisely the di erence Laplacian operator.
Equations (6) and (7) It is important to note that these reaction-di usion equations have been obtained from the local rules of the model and thus are not phenomenological. They include nonlinear self-di usion terms and a NCD term in the equation for the prey density. The second type of term, described as quite rare in ecological modeling (Okubo, 1980) , appears naturally in the mean eld analysis of the lattice gas formulation. From the above deduction, we see that one reason for negative cross di usivities to arise is the probability of a prey to die being proportional to the number of neighboring predators. This condition is satis ed in many lattice LV systems. We must remark that none of the three models considered here include explicit di usion mechanisms for particles among their local rules. This can be accomplished in a strightforward way including three additional parameters: each one considering the probability of a prey exchanging positions with a predator, as well as the probability of each species exchanging positions with empty sites. However, the introduction of these additional parameters not only turns mathematical expressions more cumbersome to handle, but enhances self-di usion against NCD, and self-di usion alone is known not to cause instabilities (Jorn e, 1977 
The net e ect of prey evasion in Eq. (12) (compared to (10)) has been to decrease self-di usion coe cients and increase negative cross-di usion coe cients. There is an additional term involving two laplacians, but for the purpose of our linear stability analysis it will make no di erence. Comparing (13) and (11) we can see how competitive interactions among predators causes a reduction in their self-di usion coe cient (nevertheless it remains always positive).
For the case of model 3, reaction di usion equations are U t = a(1 ? U ? W)U ? (b + 
The new rule implies that, given a predator at a certain site, the presence of neighbouring prey would help it`disappear' from that site (actually it will move away from it). This is related to a new NCD term in (15). There are no contradictions, since predators do not die because of neighbouring prey, but simply reproduce at a lower rate. We have identi ed another condition, perhaps a bit more subtle than the previous one, leading to negative cross-di usion in the equation for the evolution of both predators and prey (in (14) there is also a contribution proportional to d).
IV. LINEAR STABILITY ANALYSIS
Let us now see whether spatio-temporal instabilities are present in model 1. Stationary solutions of (10, (20) where we have used the fact that a(1 ? U 0 ? W 0 ) = bW 0 , and bU 0 ? dW 0 = c.
In order to study if pattern formation is possible, we use the formal expression (Nicolis and Prigogine, 1977) Linearizing the evolution equations for the perturbations and using 21, we obtain 
and the evolution for small perturbations is given by
where we have used relations a(1?U 0 ?W 0 ) = (b+d)W 0 , and U 0 = c=b.
Once more, after a numerical analysis of the eigenvalues of this equations against k, no instabilities were found. Figure 3 shows graphs of f( ) for di erent values of k similar to gures 1 and 2. As we have seen from the three models here analyzed, the kind of NCD terms we have found in lattice gas models do not seem to increase the probability of spatial instabilities to arise. A cause may be the rigid link that the simple mean eld approximation imposes beween the form of reactive terms and nonlinearities multiplying diffusion terms. Let us remember that spatial dependence in our equations comes from terms of the form (see (6,7)) U i+1 + U i?1 = U i + 2U i ; (33) so every di usion term of a certain variable will have a reactive counterpart consisting of that variable multiplied by the nonlinear coe cient of the di usion term (up to a constant proportional to the reciprocal of the dimension of the lattice). Equations (10-15) clearly show this.
In order to see if the three models previously de ned display spatial instabilities, we performed computer simulations on a square lattice of size 200x200 using peridic boundary conditions. We applied, for each of the three models, the corresponding local rules enumerated in section II. The update of each site was performed sequentially, each site beeing chosen at random among all the sites of the lattice. Figures 4 to 6 show snapshots of model 1, model 2, and model 3 during the stationary regime for speci c sets of parameters. The values of the parameters are the same as in gures 1 to 3. The existence of spatial instabilities is evident from the gures. For other sets of parameters no pattern formation is seen in any of the three models, as gures 7 to 9 show. 
V. SUMMARY.
The approximation involved in our analysis consists in using a simple mean eld decoupling technic for the master equation of our lattice gas models. Within this context, lattice gas LV models can provide partial difference reaction di usion equations with NCD terms. It should be mentioned that these terms are considered as quite rare in ecological modelling (Murray, 1989; Okubo, 1980) . Despite the mean eld approximation, the approach has the advantage of deriving equations from the microscopic rules of the models, not being phenomenological. The interest in NCD terms arose from the fact that they have been seen to increase the probability of spatial instabilities to emerge (Jorn e, 1977) . In the present formulation, NCD does not induce instabilities, due to the strong coupling of di usion and reactive terms. Computer simulations, however, show that pattern formation exists in the three models here analyzed, at least for some values of their parameters. To answer if simple mean eld analysis always predicts the absence of instabilities in lattice LV models, more complex cases need to be explored. For instance, one could include more than three states, the new ones representing either new species or sites where more than one predator(prey) is allowed. More re ned mean eld studies (beyond the simple mean eld) are supportive of instabilities as a general property of lattice LV models (Satulovsky and Tom e, 1995) . However, the formalism there used prevents any interpretation in terms of di usion terms in the equations.
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