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ABSTRACT
A number of experimental studies have reported that phosphorsilicate glass (PSG)
exhibits switchable electrical polarization like ferroelectric materials. However, the mechanism
of electrical dipole switching is not understood. The present work constructs an atomistic model
of the switchable polarization in PSG by mainly using a bond-switching algorithm. In addition,
the density functional theory, the BFGS algorithm, and molecular dynamics were implemented
to optimize the structures. The initial system of amorphous silicon dioxide used to construct
models of PSG was generated by the bond-switching algorithm and the Metropolis Monte Carlo
method. The most likely structures of PSG were obtained to investigate the polarization
switching. A plausible mechanism, unveiled to explain the dipole switching, is based on the
migration of an oxygen atom causing the transition between a nonpolarized state and a polarized
state. Finally, we propose a feasible approach of decreasing the energy barrier of switching for
practical applications.
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1

INTRODUCTION

In recent decades, there has been much effort dedicated to the study and research of new
technologies that could enhance the performance of memory and storage devices. New
fundamental electronic elements, such as memcapacitors, memristors, and meminductors, were
discovered to have potential applications. The characteristics of these elements rely on the
history of their previous states because they display nonlinear responses while external
conditions change. Among these new electronic elements, ferroelectric materials are regarded as
a powerful candidate in the fabrication of memcapicitors [1]. However, due to the
incompatibility currently present in the fabrication techniques, these devices have yet to be
implemented for commercial applications [2][3][4]. Posphorsilicate glass (PSG) was found to
have switchable electrical polarization much like ferroelectric materials [5][6][7]. It is also
compatible in CMOS which is a technology currently used for constructing integrated circuits,
that may solve the problem came up in ferroelectric materials [5]. Some hypotheses have been
proposed to explain the mechanism of switchable polarization in PGS [6][7], but it still has not
tested by realistic atomic-scale modeling.
The goal of this study is to find the most likely structures in PSG, computationally test
the hypothesis proposed in Ref [7] and establish the atomic-scale mechanism of the polarization
switching.
We started by generating a structure of amorphous SiO2 from a crystalline supercell base
of SiO2 using the bond-switching algorithm and the Metropolis Monte Carlo method, so that we
can dope phosphorous atom into it later [8]. The two main approaches, the damped molecular
dynamics and the BFGS method, were used to pre-optimize the structure by minimizing the total
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energy. We then applied the density functional theory (DFT) method to more accurately relax the
structure.
After the structure of amorphous Si is obtained, we constructed different structures of
PSG by doping two phosphorus atoms and one extra oxygen atom into the amorphous SiO2 in
+
order to test the hypothesis that non-bridging O jumps from one PO−
5 to a neighbor PO4 [7]. We

found two different states with one polarized and the other one nonpolarized can be used as the
explanation of the transition for switchable polarization. The results disprove the earlier
hypothesis proposed shown in Figure 1 (Ref [7]) in which the non-bridging O migration is
responsible for switching and reveal the mechanism through which the migration of a bridging
atom causes the transition between a nonpolarized state and a polarized state.
Finally, we applied the nudged elastic band method [9] to calculate the energy barriers
between the polar and nonpolar states to give a quantitative description of electrical dipole
switching in PSG. With this knowledge, we proposed an approach to improve the performance of
switching speed through the hole-injection method, which is important to electrical memory
writing.
In this thesis, the literature of storage-class memory, ferroelectric materials, and
phosphorsilicate glass are reviewed at length in Chapter 2. In Chapter 3, we cover the methods
used in the simulation. For the function optimization, the damped molecular dynamics is
introduced in Section 3.1 and the BFGS method is introduced in Section 3.2. In Section 3.3, we
introduce the DFT method, which is a more accurate method for the structural optimization of
material. Section 3.4 covers the fundamentals of the Metropolis Monte Carlo algorithm and its
implementation. The nudged elastic band method is covered in Section 3.5 and the bondswitching algorithm for generating both amorphous SiO2 and PSG structures is presented in
2

Section 3.6. Then, in Section 3.7, we quickly summarize the numerical and analytical methods
for obtaining the forces. Section 3.8 covers other computer algorithms and tools. In Chapter 4,
we present the results and analysis of amorphous SiO2 , PSG, and the mechanism for dipole
switching. We conclude our studies in Chapter 5 and give an outlook toward future work in
Chapter 6. All figures and tables are in APPENDIX A.
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2

LITERATURE REVIEW

With the development of electronic technology, information exhibits explosive growth.
Meanwhile, this kind of “data flood” accelerates the development of technology by requiring a
revolution of information storage techniques [1]. PSG was shown to exhibit switchable
polarization like ferroelectric materials. As a result, it has a high potential for being used as a
new generation of storage techniques [5]. Thus, it is important to understand the underlying
mechanism for the switching polarization under PSG, where Ref [7] proposed a hypothesis
stating that the non-bridging O migration responses for switching, but it is still not tested by
realistic atomic-scale modeling.
2.1

Storage-Class Memory (SCM)

Solid-state drives (SSDs) revolutionized storage devices by the rotating disks with a
significant improvement in storage performance in the last two decades [1]. Unfortunately, the
growth in access speed has been much slower than the growth in the amount of data, since SSD
is a storage instead of a memory in nature. Storage is non-volatile and cheap, but accessed
slowly. Examples include optical disks, hard disk drive (HDD) and SSD [10][11]. In contrast,
memory is fast but expensive and volatile. Currently, DRAM and SRAM are popular memory
solutions [11].
There is a significant access-time gap between storage and memory in the modern
computer systems, which is a problem for hindering both the development of memory and
storage, but also an opportunity for research [12]. Some approaches were implemented for SSD
to reduce access time, such as the use of Non-Volatile Memory Express interface (NVMe).
However, the kernel of I/O stack is still the same. In other words, the mechanism of storage does
not change, which impedes a better performance of NVMe SSD as storage devices [13]. For this
4

reason, a new terminology called Storage-Class Memory (SCM), that enables a memory function
as storage, was proposed to fill the access-time gap. Candidate technologies that have been
introduced and researched include phase-change RAM (PRAM) and magnetic RAM (MRAM)
[1][14].
2.2

Ferroelectric Materials

Ferroelectric RAM (FeRAM) devices are a candidate for SCM [11]. Ferroelectric
materials are known to have the ability to switch robustly between different polarized states.
They can be fabricated onto silicon integrated circuits for data storage [15], which are already
sold in the market [16]. FeRAM devices are also the world first integrated non-volatile static
RAM devices [16]. They have some definite advantages such as high speed, high density, and
complete nonvolatility [17]. Although initial studies of ferroelectric memory can be traced back
to the 1960s [18][19], it was not widely applied until the 1990s [19]. At the same time, the origin
of ferroelectric behavior was investigated. Classic ferroelectric materials, such as BaTiO3 , was
discovered it was the essential hybridization between states of titanium and oxygen elements
[20][21] or a tiny change in the structure of the bond between titanium and oxygen atoms that
results for the origin of ferroelectricity [22]. At this point, the industry in computer memory and
storage has shown an interest in ferroelectric materials. However, ferroelectric materials usually
require the use of substrates like SrTiO3, which are incompatible with complementary-metaloxide-semiconductor (CMOS) technology [2][3][4].
2.3

Phosphorsilicate Glass (PSG)

Phosphorsilicate glass (PSG) was first discovered to have a similar switchable
polarization behavior to that of classic ferroelectric materials during investigations of metaloxide-semiconductor (MOS) structures in 1965 [5], as shown in Figure 2, where the polarization
5

varies with applied external electric field. PSG is extensively used as insulating and passivating
layers on devices, as well as fiber optics [23][24]. It can be fabricated from standard thermal
silicon dioxide where the process is compatible with CMOS technology [6] so that it is suitable
for functioning as the memory illustrated in Figure 3. Many efforts have been contributed to
investigating manufacturing technologies. However, little research has been carried to explore
the underlying physics principles and the effect of switchable polarization.
The first in-depth study of the electrical dipole switching in PSG was reported by using
the MOS capacitance-voltage method where the films were made by pre-depositing P2 O5 on
thermally oxidized silicon method, in 1966 [5][6]. A shift along the voltage axis was observed
with respect to various charging times as shown in Figure 4 [6]. Figure 5 shows the hysteresis
loops are observed when the bias voltage is reversed. Similarly, in 1969, another investigation
was made on PSG films using the metal-glass-oxide-semiconductor (MGOS) fabrication
technique found similar results [7]. In addition, a microscopic model was proposed in Ref [7] to
explain the mechanism of electrical dipole switching, in which the non-bridging oxygen atom
might shift from one phosphorus center to the other phosphorous centers [7]. The schematic
illustration of this hypothesis is shown in Figure 1. Since these two studies depended on N2 or
O2 as the carrier gas that both affect SiO2 layers and may cause the differences in measuring
results, another experiment without using any carrier gas was employed and confirmed the
polarization in the glass layer [25]. Meanwhile, the structure of PSG was investigated so that the
characters could be understood thoroughly. From infrared absorption, the structures of PSG were
found to consist of the structures linked by phosphorus and oxygen with a double bond,
O = PO3 , that has an absorbance band at around 1325 cm−1 [26]. Another study through Raman
spectroscopy and the quantum-chemical method confirms this model by finding the same peak
6

around 1320 cm−1 [27]. In addition, it demonstrated the Raman band at this frequency contained
more than one components where it presented the single phosphorus-center component and the
double phosphorus-center component that were modeled by starting from the cluster
(H3 Si − O)3 ≡ Si − O − Si ≡ (O − SiH3 )3 , and then replacing the silicon atoms into phosphorus
atoms [27]. The structures of these two components are shown in Figure 6.
In view of all those has been mentioned above, heretofore, the polarization effect is
confirmed in PSG, two structures of PSG are modeled, and a hypothesis is proposed to explain
the mechanism of switchable polarization. But there are still two problems need to be figured
out. One is whether other components or structures exist in PSG instead of just two presented in
Figure 6. The other one is to use the accurate calculation in modeling the switchable polarization
so that understand the mechanism of electrical dipole switching in PSG.
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3

METHODOLOGY

In the beginning sections of this chapter, three methods, the damped molecular dynamics,
the BFGS algorithm, and the DFT method, for optimizing the structures by minimizing the
energy function are elaborated in sequence. In Section 3.4, we covered the Metropolis Monte
Carlo method used to generate amorphous SiO2 , and in Section 3.5, we introduce the nudged
elastic band method involved in finding the energy barrier of the process of electrical dipole
switching in PSG. Then, the bond-switching algorithm is referred in Section 3.6, which is the
core of the formation of structures. We give both energy functions of SiO2 and PSG in Section
3.7, as well as the detailed steps for dealing with them by using a numerical method and an
analytical method, respectively. In the last section, we summaries the computer algorithm and
tools used during the whole study.
3.1

Damped Molecular Dynamics

Molecular dynamics (MD) method is widely used for simulating the movements of atoms
in material science. The concept of the MD method is simply calculating the positions based on
time evolution by solving Newton’s equation of motion [28].
According to Newton’s Second Law of motion,
𝑑𝑣

𝑑2 𝑟

𝐹 = 𝑚𝑎 = 𝑚 𝑑𝑡 = 𝑚 𝑑𝑡 2 ,

(3.1)

where 𝑟 is the position, 𝑚 is the mass of elements, 𝑎 is the acceleration, and 𝑡 is the time, and
according to the given potential energy function in terms of the atomic positions of all atoms, the
force F on each atom is determined by numerical differentiation or analytical methods that will
be discussed in chapter 3.7. Then, the new position can be updated by the following equation,
𝑟(𝑡 + ∆𝑡) =

1
2

𝑎(𝑡) ∙ (∆𝑡)2 + 𝜑 ∙ 𝑣(𝑡) ∙ ∆𝑡 + 𝑟(𝑡),
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(3.2)

where 𝑣(𝑡) and 𝑟(𝑡) are initial velocity and initial position, respectively. Term ∆𝑡 is the time step
used in each iteration, around 10−14 ~10−15s in the simulation of materials. The term 𝜑 is the
damping coefficient between 0 and 1, wherein the simulation is set as 0.9, to converge the total
energy. Hence, it is named as the damped molecular dynamics method.
3.1.1

Verlet Integration

The Verlet integration is a numerical method frequently applied to the integration of
Newton’s equations of motion [29]. There are various Verlet integration methods can be
implemented in MD method, in which the Velocity Verlet algorithm was chosen in this model to
improve the precision, although it has the same order of error as the basic Verlet algorithm
shown in equation (3.2). The only difference between these two methods is the approach to
obtain the velocity, where the equation in the Velocity Verlet method is expressed by,
𝑣(𝑡 + ∆𝑡) = 𝑣(𝑡) +

𝑎(𝑡) + 𝑎(𝑡+∆𝑡)
2

∙ ∆𝑡 [30].

(3.3)

The new velocity is calculated by using both the present acceleration and the new acceleration
after a ∆𝑡 time.
3.2

Broyden–Fletcher–Goldfarb–Shanno Algorithm (BFGS)

The damped molecular dynamics method is straightforward and easily implemented to
relax the structure, but the speed of optimization is not fast enough when modeling a more
extensive system. It is a steepest-descent method that uses the first gradient to optimize the
function at a linear speed. By contrast, Newton Method was developed to speed up the
simulation by employing first gradient and second gradient, which is a quadratic optimization.
However, the time of updating the Hessian matrix takes up a considerable ratio among the whole
process that affects the speed of optimization. Due to this reason, some algorithm was proposed
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to improve the speed. They are called Quasi-Newton Method that only uses the first gradient to
approximate and update the Hessian matrix.
Quasi-Newton Methods is verified to be more efficient in the relaxation of crystal
structures [31]. BFGS algorithm, thereinto, named in Broyden, Fletcher, Goldfarb, Shann of four
discoverers, is the most popular quasi-Newton methods [32]. It has a more robust
implementation of solving nonlinear optimization problems than the other quasi-Newton
methods [33].
The algorithm begins at initializing an estimate for the vector 𝑥0 , which in this case is the
initial atomic positions in direct coordinates. After that, we determine the minimizer 𝑝𝑘 , which is
written explicitly as
𝑝𝑘 = −𝐵𝑘−1𝛻𝑓𝑘 ,

(3.4)

is also known as the search direction. Here 𝐵𝑘 is denoted as an approximation to Hessian matrix
that will be updated at every iteration, and 𝛻𝑓𝑘 is the gradient of the energy function 𝑓(𝑥𝑘 ).
Instead of updating 𝐵𝑘 in each iteration, computing the inverse of 𝐵𝑘 , which is denoted by 𝐻𝑘 ,
updating 𝑝𝑘 is more efficient. This is accomplished by
𝐻𝑘+1 = (𝐼 −

𝑠𝑘 𝑦𝑘𝑇
𝑦𝑘𝑇 𝑠𝑘

) 𝐻𝑘 (𝐼 −

𝑦𝑘 𝑠𝑘𝑇
𝑦𝑘𝑇 𝑠𝑘

)+

𝑠𝑘 𝑠𝑘𝑇
𝑦𝑘𝑇 𝑠𝑘

,

(3.5)

where 𝐼 is the identity matrix, 𝑠𝑘 = 𝑥𝑘+1 − 𝑥𝑘 , and 𝑦𝑘 = 𝛻𝑓𝑘+1 − 𝛻𝑓𝑘 . It can be expanded into
𝐻𝑘+1 = 𝐻𝑘 + (1 +

𝑦𝑘𝑇 𝐻𝑘 𝑦𝑘
𝑠𝑘𝑇 𝑦𝑘

𝑠 𝑠𝑇

𝑠𝑘 𝑦𝑘𝑇 𝐻𝑘 + 𝐻𝑘 𝑦𝑘 𝑠𝑘𝑇

𝑘 𝑘

𝑠𝑘𝑇 𝑦𝑘

) 𝑠𝑇𝑘𝑦𝑘 −

. [34]

It is a prerequisite of estimating 𝐻0 to enter the loop, like 𝑥0 , which also plays a key role to
improve the performance of BFGS. It is quite useful to compute and scale 𝐻0 before the first
iteration by first setting
10

(3.6)

𝐻0 = 𝐷,

(3.7)

where 𝐷 is the diagonal matrix with its diagonal value in (1 × 10−15 )2 . Secondly, follow the
steps to compute 𝑠𝑘 and 𝑦𝑘 so that can be fit into
𝑦𝑘𝑇 𝑠𝑘

𝐻0 =

𝑦𝑘𝑇 𝑦𝑘

𝐷,

(3.8)

to obtain a new approximation Hessian matrix, where 𝐻0 has a similar size to that of
[𝛻 2 𝑓(𝑥0 )]−1 [32]. The new iterative position is
𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘 𝑝𝑘 ,

(3.9)

where 𝛼𝑘 is used as the step length that satisfied the Wolfe conditions with the initial value, one,
in the present model. Wolfe conditions is one of the line search conditions to ensure that the
algorithm is given a reasonable, substantial reduction [35]. It is also known as the collection of
sufficient decrease, which is sometimes called Armijo condition written by the following
inequality,
𝑓(𝑥𝑘 + 𝛼𝑘 𝑝𝑘 ) ≤ 𝑓(𝑥𝑘 ) + 𝑐1 𝛼𝑘 𝛻𝑓𝑘𝑇 𝑝𝑘 ,

(3.10)

where there is a constant 𝑐1 ∈ (0, 1) [32], as well as curvature conditions are written by another
following inequality,
𝛻𝑓(𝑥𝑘 + 𝛼𝑘 𝑝𝑘 )𝑇 𝑝𝑘 ≥ 𝑐2 𝛻𝑓𝑘𝑇 𝑝𝑘 ,
for its constant 𝑐2 ∈ (𝑐1 , 1) [32], where 𝑐1 is the constant from the inequality of Armijo
condition. In the present model, 𝑐1 = 10−4 , and 𝑐2 = 0.9.
The pseudo codes of the BFGS algorithm are shown below:
Step1: Set convergence tolerance 𝜖 > 0, start atomic position 𝑥0 , and inverse Hessian
approximation 𝐻0 , 𝑘 = 0. Set initial values for 𝛼, 𝑐1 , and 𝑐2 .
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(3.11)

Step2: While not satisfies 𝜖
{
Compute search direction 𝑝𝑘 using equation (3.4);
Compute step length α so that satisfy equation (3.10) and (3.11);
Compute 𝐻𝑘+1 by equation (3.6);
Update new 𝑘 = 𝑘 + 1;
}
end while.
Step3: Output final position x.
3.3

Density Functional Theory (DFT)

Density functional theory (DFT) has been widely applied to calculate the structure of
materials due to its high accuracy and successful predictions. It is a “first principles” method
[36], which only needs the atomic number, an initial guess of the position of atoms, and the total
number of electrons as input. The main idea of DFT attempts to use electron density rather than
wave function to calculate many-body systems [37].
3.3.1

Foundations

The DFT method has two basic theorems and one basic equation, the Hohenberg-Kohn
theorems [38] and the Kohn-Sham equation [39]. The first Hohenberg-Kohn theorem states that
for each external potential 𝑉𝑒𝑥𝑡 (𝑟) generated by the nuclei, there only exists one ground-state
electron density 𝜌(𝑟) in many-electron systems corresponding to it [40]. Then, the second
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Hohenberg-Kohn theorem use the variational ansatz to obtain 𝜌(𝑟) by searching for the global
minimum of 𝐸(𝜌) as the functional of 𝜌(𝑟) [41], namely the ground-state energy 𝐸 of the manyelectron system. However, in practice, dealing with the energy of interacting many-electron
systems is not easy. Kohn and Sham, for this reason, came up with an alternative approach to
replace the interacting many-electron systems by a fictitious non-interacting system, so that its
density 𝜌(𝑟) represents the exact density of the real system [39]. Therefore, in this approach, the
total energy of a system is written as,
𝐸𝐾𝑆 (𝜌) = [𝐸𝑖𝑖 (𝜌)] + 𝐸𝑖𝑒 (𝜌) + 𝐸𝑒𝑒 (𝜌) + 𝐸𝑥𝑐 (𝜌) + 𝑇(𝜌) [42],

(3.12)

where 𝐸𝑖𝑖 (𝜌) is the potential energy of ions that can be neglected, as long as the electron degrees
of freedom are treated as a constant, 𝐸𝑖𝑒 (𝜌) is the Coulomb energy between ions and electrons
that can be obtained by pseudopotential that the detail is demonstrated in 3.3.2, 𝐸𝑒𝑒 (𝜌) is another
Coulomb interaction energy of electrons, namely Hartree potential that expressed by an equation,
∫

𝜌(𝑟)𝜌(𝑟 ′ )
𝑑𝑟𝑑𝑟 ′
|𝑟−𝑟 ′ |

[43].

(3.13)

The term 𝐸𝑥𝑐 (𝜌) is called the exchange-correlation energy. Its exact form is not known exactly,
as will be discussed in more detail later in Section 3.3.3. The last term 𝑇(𝜌) is the kinetic energy
of the system that can be accomplished by using the non-interacting homogeneous electron
density.
3.3.2 Pseudopotentials
Pseudopotentials were proposed by Hans G. A. Hellmann in 1934 [44], to solve the term
𝐸𝑖𝑒 (𝜌), in which the valence electrons only be taken into account because they have a more
significant effect on physical properties than core electrons. The key feature of the
pseudopotentials is to replace the real potential function with an effective potential but has the
13

same pseudo eigenvalues as all electron valence eigenvalues. The typical types of
pseudopotentials are norm-conserved pseudopotential and ultra-soft pseudopotential [45].
3.3.3

Exchange-Correlation Energy

“If two electrons of the same spin interchange positions, wave function must change sign;
this is known as the “exchange” property and is a manifestation of the Pauli exclusion principle.
Moreover, each electron is affected by the motion of every other electron in the system; this is
known as the “correlation” property [46].” In practice the term 𝐸𝑥𝑐 (𝜌) needs to be constructed by
some approximations. There is one approximation, called local density approximation (LDA), is
to calculate the exchange-correlation energy in a homogeneous density electron gas,. The total
exchange-correlation energy is written as,
𝐿𝐷𝐴
𝐿𝐷𝐴
𝐸𝑥𝑐
[𝜌(𝑟)] = ∫ 𝜌(𝑟)𝜀𝑥𝑐
[𝜌(𝑟)]𝑑𝑟 [47],

(3.14)

𝐿𝐷𝐴
where 𝜀𝑥𝑐
[𝜌(𝑟)] is the density of exchange-correlation energy. The exchange contributor, 𝜀𝑥𝐿𝐷𝐴 ,

has the same form as the exchange energy density calculated in the homogeneous electron gas
[47]. Due to the lack of specific forms, the correlation contributor, 𝜀𝑐𝐿𝐷𝐴 , unlike 𝜀𝑥𝐿𝐷𝐴 , is often
generated from quantum Monte Carlo calculations [47]. LDA does a good job for materials with
a slowly varying density. But for some materials that cannot be accurately described by LDA,
there is an alternative, improved approximation named generalized gradient approximation
𝐿𝐷𝐴
(GGA), in which 𝜀𝑥𝑐
[𝜌(𝑟)] is not only estimated by the electrons density, but also based upon

the gradient of the electron density [48].
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3.4

Metropolis Monte Carlo Method

The Monte Carlo method is used to do the multidimensional integrals based on the
random sampling points instead of the ordered lists of points with a weight function applied on
afterward so that can be worked on the statistical physics.
Assume there is a cubic with N particles under a temperature T. In addition, the energy
function 𝐸𝑖 of a specific configuration 𝑖 is given. Then, the total energy is expressed by the
equation,
𝑈 = 〈𝐸〉 =

∫ 𝐸𝑖 𝑒𝑥𝑝(−𝐸𝑖 ⁄𝑘𝑇 )𝑑3𝑁 𝑝𝑑3𝑁 𝑞
∫ 𝑒𝑥𝑝(−𝐸𝑖 ⁄𝑘𝑇 )𝑑3𝑁 𝑝𝑑3𝑁 𝑞

[49],

(3.15)

where k is the Boltzmann constant, 𝑑3𝑁 𝑝𝑑 3𝑁 𝑞 is the unit volume in the 6N dimensional phase
space. Since the partition function and Eq. (3.165) cannot be determined through enumeration of
all configurations, Metropolis et al. developed a stochastic Monte Carlo method in which a
configuration with energy 𝐸𝑖 is generated using the weight function 𝑒𝑥𝑝(−𝐸𝑖 ⁄𝑘𝑇) [49].
This is done by the following steps with the schematic illustrated in Figure 7:
Start from a configuration 𝑅0 , move the particles until reaching a stable state with a new
configuration 𝑅1 where then the energy difference ∆𝐸 can be calculated. If ∆𝐸 is less than zero,
which means the new energy is smaller than the initial energy, then the new configuration is
accepted. Otherwise, calculate the ratio of probabilities 𝑃 = 𝑒𝑥𝑝(−∆𝐸 ⁄𝑘𝑇), and compare with a
random number 𝑟 that uniform generated between 0 and 1. If 𝑃 > 𝑟, we accepted the new
configuration 𝑅1 . Otherwise, it is rejected and return to the old configuration 𝑅0 .
By employing this method, we can sample the probable configurations of a random
network topology, in our case is amorphous SiO2 [50].
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3.5

Nudged Elastic Band (NEB)

To model the process of electrical dipole switching, the nudged elastic band was
employed to find the minimum energy path as well as the saddle point, namely the energy
barrier, which is related to the switching speed of storage-class memory. The NEB method is
implemented by using two equilibrium state as the start image and the end image to find the
minimum energy transition path between them, that was developed from the chain-of-states
methods applied with the DFT calculation [9][51][52]. To implement it, several images are
generated between the initial state and the final state where different images are connected by a
chain, or a kind of “spring” and then optimized simultaneously. The images are relaxed by using
the force projection method in which only the normal component of potential forces and the
parallel component of spring forces are included [53][54]. The calculation ends when the forces
reach a convergence tolerance. In our case, we constructed six images of the path to model the
process of switchable polarization.
3.6

Bond-Switching Algorithm

3.6.1 Bond Switching of 𝐒𝐢𝐎𝟐
A realistic model of amorphous Si was successfully generated using bond switching with
Monte Carlo approach used by Wooten, Winer and Weaire [8]. Here, we modified their method
to construct amorphous SiO2 . Firstly, from an initial configuration 𝜑𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , an oxygen atom, so
called center oxygen atom, is chosen randomly between two nearest-neighbor silicon atoms.
Secondly, we randomly choose two bonds that are connected to the two silicon atoms. Then,
switching these two bonds leads to a new configuration 𝜑𝑛𝑒𝑤 . In this way, the topology of this
system has been changed without giving rise to any dangling bond or altering the number of
bonds. The schematic illustration is shown in Figure 8.
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3.6.2

Bond Switching of PSG

Similarly, the methods are modified to switch atoms and bonds to format different PSG
structures. Three typical approaches are demonstrated in Figure 9, Figure 10 and Figure 11 with
the initial relaxed structure achieved by doping two phosphorus and one oxygen atoms into
amorphous SiO2 shown in Figure 12 right.
In Figure 9, one phosphorus center with a double bond is chosen to switch with one of the
two or three nearest-neighbor silicon centers, where the number of silicon centers. To realize the
goal, we select an oxygen atom connected to the first random silicon center as the double bond of
a new phosphorus center after the switching. Thus, except for the bond of selected oxygen atom
linked to the silicon center, the other bond of the oxygen atom connect to another silicon atom is
cut (the red dashed line), and this silicon atom forms a new bond with the initial phosphorus
center which contains the double bond, where the original double bond changes to the single
bond (the red dashed line), without losing any bond. Then, we exchange the position of the
phosphorus atom and the silicon atom in the two centers to complete the switching process. The
other two figures show an exchange of a regular five single-bond phosphorus center with a
silicon center and exchange of a double-bond phosphorus center with a five single-bond
phosphorus center. They are achieved by similar steps like the above one.
3.7

Numerical and Analytical Methods to Calculate the Gradient

To simulate the atomic structures by molecular dynamics and the BFGS method,
modified energy functions from Keating-like valence force model [55] were used to obtain the
total energy and their gradients corresponding a specific configuration 𝜑. The generic total
energy function is the sum of three energy components, which are angular energy, radial energy,
and repulsive energy,
17

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑒𝑛𝑒𝑟𝑔𝑦 + 𝐸𝑟𝑎𝑑𝑖𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 + 𝐸𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑣𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 .

(3.16)

The energy function for simulating amorphous SiO2 is written as
1

2
𝐸𝑡𝑜𝑡𝑎𝑙 (𝜑) = ∑𝑖,𝑗,𝑘 ∈ 𝜑 2 𝑘𝑂−𝑆𝑖−𝑂 𝑏𝑆𝑖−𝑂
(𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃𝑂−𝑆𝑖−𝑂 )2 +
1

1

2
∑𝑖,𝑗,𝑘 ∈ 𝜑 𝑘𝑆𝑖−𝑂−𝑆𝑖 𝑏𝑆𝑖−𝑂
(𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃𝑆𝑖−𝑂−𝑆𝑖 )2 + ∑𝑖,𝑗 ∈ 𝜑 2 𝑘𝑆𝑖−𝑂 (𝑏𝑖𝑗 − 𝑏𝑆𝑖−𝑂 )2 +
2
3

3
𝛼 ∑𝑖,𝑚 ∈ 𝜑(𝑑𝑆𝑖−𝑆𝑖 − |𝑟⃑⃑⃑⃑⃑
⃑⃑⃑⃑
𝑖𝑚 |) + 𝛽 ∑𝑗,𝑛 ∈ 𝜑(𝑑𝑂−𝑂 − |𝑟
𝑗𝑛 |) ,

(3.17)

where the first and second items are the angular energies of the bonds centered at Si and O
atoms, respectively. The third item is the Si-O bond energy. The last two items are energies
between Si-Si atoms, O-O atoms, respectively, which guarantee the “right geometry” of topology
in preventing the clustering. Subscripts i, j, k represents the ith, the jth and the kth atoms, 𝜃𝑖𝑗𝑘 is
the angle between two bonds with the common ith atom shown in Figure 13 formed by bonds 𝑏𝑖𝑗
and 𝑏𝑖𝑘 , 𝑏𝑖𝑗 is the bond length between ith atom and jth atom, 𝑘𝑂−𝑆𝑖−𝑂 and 𝑘𝑆𝑖−𝑂−𝑆𝑖 are threebody force constants, 𝑘𝑆𝑖−𝑂 is two-body force constant, 𝑐𝑜𝑠𝜃𝑂−𝑆𝑖−𝑂 and 𝑐𝑜𝑠𝜃𝑆𝑖−𝑂−𝑆𝑖 are the
optimal bond angles, 𝑏𝑆𝑖−𝑂 is the optimal bond length, 𝛼 and 𝛽 represent the intensity of
repulsive forces, 𝑑𝑆𝑖−𝑆𝑖 and 𝑑𝑂−𝑂 are the optimal distances between the first neighbor silicon
atoms and the first neighbor oxygen atoms, respectively, as well as |𝑟⃑⃑⃑⃑⃑
⃑⃑⃑⃑
𝑖𝑚 | and |𝑟
𝑗𝑛 | are the
distances between the first ith atom and the mth same type atom, and the first jth atom and the
nth same type atom, respectively.
For the energy of function of PSG, a similar energy function is written like the equation
above as, which we add additional energy terms due to the phosphorus atoms (in bold),
1

2
𝐸𝑡𝑜𝑡𝑎𝑙 (𝜑) = ∑𝑖,𝑗,𝑘 ∈ 𝜑 2 𝑘𝑂−𝑆𝑖−𝑂 𝑏𝑆𝑖−𝑂
(𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃𝑂−𝑆𝑖−𝑂 )2 +
1

1

2
∑𝑖,𝑗,𝑘 ∈ 𝜑 𝑘𝑆𝑖−𝑂−𝑆𝑖 𝑏𝑆𝑖−𝑂
(𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃𝑆𝑖−𝑂−𝑆𝑖 )2 + ∑𝑖,𝑗 ∈ 𝜑 2 𝑘𝑆𝑖−𝑂 (𝑏𝑖𝑗 − 𝑏𝑆𝑖−𝑂 )
2
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2

3
+ 𝛼 ∑𝑖,𝑚 ∈ 𝜑(𝑑𝑆𝑖−𝑆𝑖 − |𝑟⃑⃑⃑⃑⃑
⃑⃑⃑⃑
𝑖𝑚 |) + 𝛽 ∑𝑗,𝑛 ∈ 𝜑(𝑑𝑂−𝑂 − |𝑟
𝑗𝑛 |)

3

𝟏

+ ∑𝒊,𝒋,𝒌 ∈ 𝝋 𝟐 𝒌𝑶−𝑷−𝑶 𝒃𝟐𝑷−𝑶 (𝒄𝒐𝒔𝜽𝒊𝒋𝒌 − 𝒄𝒐𝒔𝜽𝑶−𝑷−𝑶 )𝟐
𝟏

+ ∑𝒊,𝒋,𝒌 ∈ 𝝋 𝟐 𝒌𝑶=𝑷−𝑶 𝒃𝑷−𝑶 𝒃𝑷=𝑶 (𝒄𝒐𝒔𝜽𝒊𝒋𝒌 − 𝒄𝒐𝒔𝜽𝑶=𝑷−𝑶 )𝟐
𝟏

+ ∑𝒊,𝒋,𝒌 ∈ 𝝋 𝟐 𝒌𝑷−𝑶−𝑷 𝒃𝟐𝑷−𝑶 (𝒄𝒐𝒔𝜽𝒊𝒋𝒌 − 𝒄𝒐𝒔𝜽𝑷−𝑶−𝑷 )𝟐
𝟏

+ ∑𝒊,𝒋,𝒌 ∈ 𝝋 𝟐 𝒌𝑺𝒊−𝑶−𝑷 𝒃𝑺𝒊−𝑶 𝒃𝑷−𝑶 (𝒄𝒐𝒔𝜽𝒊𝒋𝒌 − 𝒄𝒐𝒔𝜽𝑺𝒊−𝑶−𝑷 )𝟐
𝟐

𝟏

𝟏

+ ∑𝒊,𝒋 ∈ 𝝋 𝟐 𝒌𝑷−𝑶 (𝒃𝒊𝒋 − 𝒃𝑷−𝑶 ) + ∑𝒊,𝒋 ∈ 𝝋 𝟐 𝒌𝑷=𝑶 (𝒃𝒊𝒋 − 𝒃𝑷=𝑶 )

𝟐

𝟑

𝟑
⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑
+ 𝜸 ∑𝒊,𝒎 ∈ 𝝋(𝒅𝑷−𝑷 − |𝒓
𝒊𝒎 |) + 𝜹 ∑𝒋,𝒏 ∈ 𝝋(𝒅𝑷−𝑺𝒊 − |𝒓
𝒋𝒏 |) ，

(3.18)

where the first five terms are the equation of amorphous SiO2 . The sixth item is the angular
energy of phosphorus atom with two single bonds connected to oxygen atoms. The seventh item
is another angular energy of phosphorus atom with one single bond and one double bond
connected to oxygen atoms. The eighth and ninth items are the angular energy of oxygen atoms
bonded with silicon or phosphorus atoms. The next two items are the radial energy of the single
bond and double bond formed by phosphorus atoms and oxygen atoms, respectively. The last
two items are the repulsive energy caused by phosphorous atoms themselves, as well as
phosphorus atoms and silicon atoms. Subscripts i, j, k has the same meaning as them in equation
(3.17), 𝑘𝑂−𝑃−𝑂 , 𝑘𝑂=𝑃−𝑂 , 𝑘𝑃−𝑂−𝑃 and 𝑘𝑆𝑖−𝑂−𝑃 are three-body force constants, 𝑘𝑃−𝑂 and 𝑘𝑃=𝑂 are
two-body force constants, 𝑐𝑜𝑠𝜃𝑂−𝑃−𝑂 , 𝑐𝑜𝑠𝜃𝑂=𝑃−𝑂 , 𝑐𝑜𝑠𝜃𝑃−𝑂−𝑃 and 𝑐𝑜𝑠𝜃𝑃−𝑂−𝑆𝑖 are the
preferred bond angles, 𝑏𝑃−𝑂 and 𝑏𝑃=𝑂 are the preferred bond length, 𝛾 and 𝛿 represent the
intensity of repulsive forces, 𝑑𝑃−𝑃 and 𝑑𝑃−𝑆𝑖 are the preferred distances between two phosphorus
atoms, and the two atoms of one phosphorus atom and one silicon atom, respectively.
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To calculate the energy, the energy functions are shown in equation (3.17) and (3.18) are
used directly. To calculate forces, we need to derive new functions by taking the gradient of the
energy functions. The generic force equation in Cartesian coordinates with three orthogonal
components corresponds to the total energy is shown below,
𝐹 (𝑥, 𝑦, 𝑧) = −𝛻𝐸𝑡𝑜𝑡𝑎𝑙 (𝑟) = −(

𝜕𝐸𝑡𝑜𝑡𝑎𝑙 𝜕𝐸𝑡𝑜𝑡𝑎𝑙 𝜕𝐸𝑡𝑜𝑡𝑎𝑙
𝜕𝑥

,

,

𝜕𝑦

𝜕𝑧

),

(3.19)

where 𝑟 represents all the positions of atoms in a specific configuration.
There are two approaches to deduce the function of forces, analytical method and
numerical method. We used the numerical method at the beginning but abandoned it later due to
the slow speed of simulation. The analytical method will be discussed in detail later.
3.7.1

Numerical Method

Assume the all atomic position 𝑟(𝑥, 𝑦, 𝑧) = {𝑟1𝑥 , 𝑟1𝑦 , 𝑟1𝑧 , 𝑟2𝑥 , 𝑟2𝑦 , 𝑟2𝑧 , ⋯ , 𝑟𝑖𝑥 , 𝑟𝑖𝑦 , 𝑟𝑖𝑧 , ⋯ },
then the gradient of energy function of the ith atom, namely force, is calculated by the following
equations,
𝑟𝑥𝑖− (𝑥− , 𝑦, 𝑧) = {𝑟1𝑥 , 𝑟1𝑦 , 𝑟1𝑧 , 𝑟2𝑥 , 𝑟2𝑦 , 𝑟2𝑧 , ⋯ , (𝑟𝑖𝑥 − ∆𝑥), 𝑟𝑖𝑦 , 𝑟𝑖𝑧 , ⋯ },

(3.20)

𝑟𝑥𝑖+ (𝑥+ , 𝑦, 𝑧) = {𝑟1𝑥 , 𝑟1𝑦 , 𝑟1𝑧 , 𝑟2𝑥 , 𝑟2𝑦 , 𝑟2𝑧 , ⋯ , (𝑟𝑖𝑥 + ∆𝑥), 𝑟𝑖𝑦 , 𝑟𝑖𝑧 , ⋯ },

(3.21)

𝑟𝑦𝑖− (𝑥, 𝑦− , 𝑧), 𝑟𝑦𝑖+ (𝑥, 𝑦+ , 𝑧), 𝑟𝑧𝑖− (𝑥, 𝑦, 𝑧− ) and 𝑟𝑧𝑖+ (𝑥, 𝑦, 𝑧+ ) has the same formats like
𝑟𝑥𝑖− (𝑥− , 𝑦, 𝑧) and 𝑟𝑥𝑖+ (𝑥+ , 𝑦, 𝑧),
𝐹𝑖 (𝑥, 𝑦, 𝑧) ≈ (

𝐸𝑡𝑜𝑡𝑎𝑙 (𝑟𝑥𝑖− )+ 𝐸𝑡𝑜𝑡𝑎𝑙 (𝑖𝑥𝑖+ ) 𝐸𝑡𝑜𝑡𝑎𝑙 (𝑟𝑦𝑖− )+ 𝐸𝑡𝑜𝑡𝑎𝑙 (𝑟𝑦𝑖+ ) 𝐸𝑡𝑜𝑡𝑎𝑙 (𝑟𝑧𝑖− )+ 𝐸𝑡𝑜𝑡𝑎𝑙 (𝑟𝑧𝑖+ )
2∆𝑥

,

2∆𝑦

,

2∆𝑧

where ∆𝑥, ∆𝑦 and ∆𝑧 are the very small displacement shift based on the original atomic
positions.

20

), (3.22)

3.7.2

Analytical Method

The analytical method provides a significant improvement of speed in simulation
comparing to the numerical method. The three sub energy parts from equation (3.16) are treated
separately.
3.7.2.1 Radial Force
The generic radial energy of one bond is written as,
𝐸𝑟𝑎𝑑𝑖𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 (𝑟𝑖 , 𝑟𝑗 ) =

1
2

𝑘𝑏 (𝑏𝑖𝑗 − 𝑏0 )2 ,

(3.23)

where 𝑟𝑖 and 𝑟𝑗 are the functions of x, y, z, k b is a two-body constant,
𝑏𝑖𝑗 is the bond length between point i and point j, 𝑏0 is the preferred bond length.
Then, the ith x partial derivative of radial energy is,
𝜕𝐸𝑟𝑎𝑑𝑖𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦
𝜕𝑥𝑖

=

1
2

𝑘𝑏 × [2(𝑏𝑖𝑗 − 𝑏0 )

1

= 𝑘𝑏 (𝑏𝑖𝑗 − 𝑏0 ) × [2

1
2

2

√(𝑥𝑖 −𝑥𝑗 ) +(𝑦𝑖 −𝑦𝑗 ) + (𝑧𝑖 −𝑧𝑗 )

= 𝑘𝑏 (𝑏𝑖𝑗 − 𝑏0 )

(𝑥𝑖 −𝑥𝑗 )
𝑏𝑖𝑗

2

𝜕𝑏𝑖𝑗
𝜕𝑥𝑖

]

× 2(𝑥𝑖 − 𝑥𝑗 )]

，

(3.24)

as well as the same deduction for y, z. Therefore, the radial force of the ith atom is yield as,
𝐹𝑗 𝑡𝑜 𝑖 (𝑥, 𝑦, 𝑧) = (−𝑘𝑏 (𝑏𝑖𝑗 − 𝑏0 )

(𝑥𝑖 −𝑥𝑗 )
𝑏𝑖𝑗

, 𝑘𝑏 (𝑏𝑖𝑗 − 𝑏0 )

(𝑦𝑖 −𝑦𝑗 )
𝑏𝑖𝑗

, 𝑘𝑏 (𝑏𝑖𝑗 − 𝑏0 )

(𝑧𝑖 −𝑧𝑗 )

Then, the magnitude of 𝐹𝑖 𝑡𝑜𝑗 is equal to 𝐹𝑗 𝑡𝑜 𝑖 , and the sign is opposite to the 𝐹𝑗 𝑡𝑜 𝑖 .
3.7.2.2 Angular Force
The basic function of angular energy is written as,
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𝑏𝑖𝑗

). (3.25)

1

𝐸𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑒𝑛𝑒𝑟𝑔𝑦 (𝑟𝑖 , 𝑟𝑗 , 𝑟𝑘 ) =

2

𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃0 )2 ,

(3.26)

where 𝑘𝜃 is a three-body constant, 𝜃𝑖𝑗𝑘 is an angle between ij bond and ik bond, 𝜃0 is the
preferred angle. In addition, 𝑐𝑜𝑠𝜃𝑖𝑗𝑘 =

⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑⃑
𝑟𝑖𝑗 ∙𝑟
𝑖𝑘
|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 | |𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

, where the dot product is written as,

𝑟𝑖𝑗 ∙ ⃑⃑⃑⃑
⃑⃑⃑
𝑟𝑖𝑘 = (𝑥𝑗 − 𝑥𝑖 )(𝑥𝑘 − 𝑥𝑖 ) + (𝑦𝑗 − 𝑦𝑖 )(𝑦𝑘 − 𝑦𝑖 ) + (𝑧𝑗 − 𝑧𝑖 )(𝑧𝑘 − 𝑧𝑖 ).

(3.27)

Then, the partial derivative of 𝐸𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑒𝑛𝑒𝑟𝑔𝑦 to 𝑗𝑥 is expressed by,
𝜕𝐸𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑒𝑛𝑒𝑟𝑔𝑦
𝜕𝑥𝑗

=

1

𝑘 𝑏2
2 𝜃 0

× [2(𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃0 )

= 𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃0 ) ×

=

𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘

=

|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 | |𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |×

− 𝑐𝑜𝑠𝜃0 ) ×

𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘

− 𝑐𝑜𝑠𝜃0 ) ×

⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑⃑⃑
𝑟
𝑖𝑗 ∙𝑟
𝑖𝑘
)
⃑⃑⃑⃑⃑⃑
|𝑟
|
|𝑟
𝑖𝑗 ⃑⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

𝜕𝑥𝑗

⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑⃑⃑
𝜕(𝑟
𝜕(|𝑟
𝑖𝑗∙𝑟
𝑖𝑗 | |𝑟
𝑖𝑘 )
𝑖𝑘|)
−𝑐𝑜𝑠𝜃𝑖𝑗𝑘 ×
𝜕𝑥𝑗
𝜕𝑥𝑗

|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 | |𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

𝜕𝑥𝑗

⃑⃑⃑⃑⃑⃑
−𝑐𝑜𝑠𝜃𝑖𝑗𝑘 ×|𝑟
𝑖𝑘 |

⃑⃑⃑⃑⃑⃑
𝜕(|𝑟
𝑖𝑗 | )
𝜕𝑥𝑗

|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 | |𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

= 𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃0 ) ×
𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 −𝑐𝑜𝑠𝜃0 )
|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 ||𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

]

𝜕(

𝜕(𝑥𝑗 −𝑥𝑖 )

=

𝜕𝑥𝑗

⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑⃑⃑
𝜕(𝑟
𝜕(|𝑟
𝑖𝑗 ∙𝑟
𝑖𝑗 | |𝑟
𝑖𝑘 )
𝑖𝑘 |)
⃑⃑⃑⃑⃑𝑖𝑗 ∙𝑟
⃑⃑⃑⃑⃑⃑
−𝑟
𝑖𝑘 ×
𝜕𝑥𝑗
𝜕𝑥𝑗
2
(|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 | |𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |)

(𝑥𝑘 −𝑥𝑖 )

= 𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃0 ) ×

𝜕𝑐𝑜𝑠𝜃𝑖𝑗𝑘

(𝑥𝑘 −𝑥𝑖 )−𝑐𝑜𝑠𝜃𝑖𝑗𝑘
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⃑⃑⃑⃑⃑⃑⃑
|𝑟
𝑖𝑘 |

|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 | |𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

[(𝑥𝑘 − 𝑥𝑖 ) −

Therefore, the angular force of the 𝜃𝑖𝑗𝑘 to j is written as,

(𝑥𝑗 −𝑥𝑖 )

𝑐𝑜𝑠𝜃𝑖𝑗𝑘 (𝑥𝑗 −𝑥𝑖 )
|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 |

].

(3.28)

𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 −𝑐𝑜𝑠𝜃0 )
|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 ||𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |
𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 −𝑐𝑜𝑠𝜃0 )

𝐹𝜃𝑖𝑗𝑘 𝑡𝑜 𝑗 =

|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 ||𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

[(𝑥𝑘 − 𝑥𝑖 ) −
[(𝑦𝑘 − 𝑦𝑖 ) −

𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 −𝑐𝑜𝑠𝜃0 )

(

|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 ||𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

𝑐𝑜𝑠𝜃𝑖𝑗𝑘 (𝑥𝑗 −𝑥𝑖 )
|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 |

],

𝑐𝑜𝑠𝜃𝑖𝑗𝑘 (𝑦𝑗 −𝑦𝑖 )

[(𝑧𝑘 − 𝑧𝑖 ) −

|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 |

], .

𝑐𝑜𝑠𝜃𝑖𝑗𝑘 (𝑧𝑗 −𝑧𝑖 )
|𝑟
⃑⃑⃑⃑⃑𝑖𝑗 |

]

(3.29)

)

The similar format of angular force of the 𝜃𝑖𝑗𝑘 to k is expressed by,
𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 −𝑐𝑜𝑠𝜃0 )
|𝑟
⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑𝑖𝑗 |
𝑖𝑘 ||𝑟

𝐹𝜃𝑖𝑗𝑘 𝑡𝑜 𝑘 =

𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 −𝑐𝑜𝑠𝜃0 )
|𝑟
⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑𝑖𝑗 |
𝑖𝑘 ||𝑟

[(𝑥𝑗 − 𝑥𝑖 ) −

[(𝑦𝑗 − 𝑦𝑖 ) −

𝑘𝜃 𝑏02 (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 −𝑐𝑜𝑠𝜃0 )

(

|𝑟
⃑⃑⃑⃑⃑⃑
⃑⃑⃑⃑⃑𝑖𝑗 |
𝑖𝑘 ||𝑟

[(𝑧𝑗 − 𝑧𝑖 ) −

𝑐𝑜𝑠𝜃𝑖𝑗𝑘 (𝑥𝑘 −𝑥𝑖 )
|𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

],

𝑐𝑜𝑠𝜃𝑖𝑗𝑘 (𝑦𝑘 −𝑦𝑖 )

], .

|𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

(3.30)

𝑐𝑜𝑠𝜃𝑖𝑗𝑘 (𝑧𝑘 −𝑧𝑖 )
|𝑟
⃑⃑⃑⃑⃑⃑
𝑖𝑘 |

]

)

Then, the final equation of angular force of the 𝜃𝑖𝑗𝑘 to i is calculated by,
𝐹𝜃𝑖𝑗𝑘 𝑡𝑜 𝑖 = −(𝐹𝜃𝑖𝑗𝑘 𝑡𝑜 𝑗 + 𝐹𝜃𝑖𝑗𝑘 𝑡𝑜 𝑘 ).

(3.31)

3.7.2.3 Repulsive Force
The repulsive energy is expressed as,
3
𝐸𝑟𝑒𝑝𝑙𝑢𝑠𝑖𝑣𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 (𝑟𝑖 , 𝑟𝑚 ) = 𝛼(𝑑0 − |𝑟⃑⃑⃑⃑⃑
𝑖𝑚 |) ,

(3.32)

where 𝛼 represents the intensity of repulsive forces, 𝑑0 is the preferred length between two
atoms with the same type.
The gradient of 𝐸𝑟𝑒𝑝𝑙𝑢𝑠𝑖𝑣𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 to x of ith atom is,
𝜕𝐸𝑟𝑒𝑝𝑙𝑢𝑠𝑖𝑣𝑒 𝑒𝑛𝑒𝑟𝑔𝑦
𝜕𝑥𝑖

2
= 𝛼 × 3(𝑑0 − |𝑟⃑⃑⃑⃑⃑
𝑖𝑚 |)

⃑⃑⃑⃑⃑⃑⃑
𝜕(𝑑0 −|𝑟
𝑖𝑚 |)
𝜕𝑥𝑖

Therefore, the repulsive force is written as,
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2
= 3𝛼(𝑑0 − |𝑟⃑⃑⃑⃑⃑
𝑖𝑚 |)

𝜕(𝑥𝑚 −𝑥𝑖 )
𝜕𝑥𝑖

,

(3.33)

2
3𝛼(𝑑0 − |𝑟⃑⃑⃑⃑⃑
𝑖𝑚 |)

𝐹𝑖𝑚 𝑡𝑜 𝑖 =

3𝛼(𝑑0 − |𝑟⃑⃑⃑⃑⃑
𝑖𝑚 |)

𝜕(𝑥𝑚 −𝑥𝑖 )

𝜕𝑥𝑖
2 𝜕(𝑦𝑚 −𝑦𝑖 )

𝑖𝑚 |)
( 3𝛼(𝑑0 − |𝑟⃑⃑⃑⃑⃑

𝜕𝑦𝑖
𝜕(𝑧
𝑚 −𝑧𝑖 )
2
𝜕𝑧𝑖

,
, ,

(3.34)

)

as well as the repulsive force to j,
𝐹𝑖𝑚 𝑡𝑜 𝑚 = −𝐹𝑖𝑚 𝑡𝑜 𝑖 ,

(3.35)

Using all equations above, the forces can be calculated quickly where the simulation efficiency is
improved to a great degree.
3.8

Computer Algorithm and Tools

The simulation was implemented by combining the custom codes written in C++, python
and available software, including the DFT code Vasp and visualization software including Vesta,
and Virtual NanoLab. The workflow of simulating amorphous silicon dioxide is presented in
Figure 14 with the input parameters shown in Table 1. The workflow of generating the structure
of PSG is presented in Figure 15 with its input parameters shown in Table 2.
The Metropolis Monte Carlo simulations have a low acceptance rate even at a high
temperature at around 6000K. Therefore, we use message passing interface (MPI) to accelerate
simulation from the step of bond switching to the step of determination of new states for the
amorphous system. MPI is a standard library of parallel computation where the message can be
passing among different nodes and cores [56]. Each time, on the master thread, we start from a
configuration whose atomic coordinates are stored in an array. Then, we share this array with
other processors on the slave threads, that is, each processor locates a new array at their memory
to store the coordinates copied from the master thread using MPI. In each thread, we switch the
bond, relax the structures and determine the new configuration by the Metropolis Monte Carlo
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method without affecting other slave threads. Then, we collect the accepted new atomic
coordinates with the lowest energy as the initial position on the master thread of a new iteration.
If there is no new position is accepted, we use the old configuration as the input. The whole
process is schematically illustrated in Figure 16.
Beyond that, I used the Math Kernel Library from Intel to do the matrix multiplication
when updating the inverse Hessian matrix which gives a significant improvement of the
operation. The DFT is implemented by using the codes in Vasp.
Most of the custom C++ codes and all the DFT calculations were run on the High
Performance Computing (HPC) cluster in the University of Memphis and the Stampede2 in the
University of Texas.
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4

RESULTS AND DISCUSSION

In this part, I discuss the results for generating of amorphous SiO2 as the basic structure.
Then, I will discuss the generation of the most likely structures in PSG. Lastly, the results of
developing a new model of understanding the mechanism of electrical dipole switching and a
proposal to improve the performance of writing speed.
4.1

Results and Discussion of Amorphous 𝐒𝐢𝐎𝟐

To create a model of amorphous SiO2 without any defects, a crystalline SiO2 of 192
atoms was selected, consisting of 64 silicon atoms and 128 oxygen atoms. Following the steps in
Figure 14, we used both pre-optimization methods, the damped molecular dynamics method, and
the BFGS method to relax the structures.
The initial structure of the crystalline SiO2 and the resulting amorphous SiO2 that is fully
amorphized, are shown in Figure 17. To guarantee the model is credible, we measured the
coordinates number, accepted energy, and radial distribution as parameters for evaluating the
amorphous system. In Figure 18, the coordinates numbers consist of only 4 and 2. This indicates
that each Si atom formed 4 covalent bonds with O atoms and each O atom formed 2 covalent
bonds with Si atoms, without any defects. We also calculated the radial distribution function
from the distances between two oxygen atoms as a quantitative assessment for the amorphous
system shown in Figure 19. Unlike the crystalline SiO2 with only a few points in the graph, the
characteristic of the amorphous system exhibits a multitude of points distributed in a wide range.
Figure 20 is the energy-accepted times graph which shows the convergence of the energy using
both the damped molecular dynamics and the BFGS method, where the temperature dropped
from 6000 K to 2000 K in Metropolis Monte Carlo simulations. From the graph, the energy
observed after around 3100 acceptances trends towards a constant number without any high
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energy accepted which illustrates the system is at equilibrium state. We successfully obtained the
structure of amorphous SiO2 by using both two pre-optimization methods.
Lastly, we compared the accuracy and speed of convergence of the two methods of
energy optimization shown in Figure 21 and Figure 22, respectively. Both were measured under
the same conditions. From the results shown in Figure 21, it is clear that the BFGS method is
able to converge to a lower energy level than the energy level achieved by damped molecular
dynamics. In other words, the relaxation of the structure of the system is more accurate. In
Figure 22, the speed of convergence using the BFGS method is around 100 times faster than the
molecular dynamics during energy optimization. Based on the results, we then applied the BFGS
method to do the pre-optimization due to its significant advantages.
4.2

Results and Discussion of Structures of PSG

According to the model proposed in Figure 1, the switching of electrical polarization is
+
+
due to a non-bridging O jumping from one PO−
5 to a neighbor PO4 [7]. To construct PO4

structure, we doped one phosphorus atom to replace one of the silicon atoms in the system and
relaxed it with the DFT method, where the expected structure is obtained. Then, we doped
another phosphorus atom and one more oxygen atom next to it into the system around the first
phosphorus atom and relax it with the DFT method in order to obtain the structure of PO−
5 as
shown in Figure 1 (a). Contrary to expectations, we obtained a new structure in which a diamond
shape emerges as shown in the right of Figure 12. In this structure, two phosphorus and two
oxygen atoms are linked together like a diamond shape. Therefore, the proposed model in Ref
[7] is found to be wrong based on our results. We then developed our own model for electrical
polarization.
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To understand the mechanism of electrical dipole switching, we modeled the most likely
structures of PSG by employing the bond-switching method. We proceed under the assumption
that in the system all the phosphorous atoms only bind with oxygen atoms by single bonds or
double bonds. Then, we follow the steps shown in Figure 15 to construct various nonpolarized
PSG structures at first with respect to the phosphorous centers. In the step involving bond
switching, there are multiple approaches to develop nonpolarized structures of PSG where we
demonstrated three of them in section 3.6.2 and the others in Table 4.
The results of most likely nonpolarized structures are presented in Table 5 with some
essential geometric parameters, where we can classify them into two categories, single
phosphorus center and double phosphorus center. We can further reclassify the two categories
into subcategories: a single oxygen linkage between one or two phosphorous and silicon, or two
oxygen linkage between one or two phosphorous and silicon, as illustrated in Table 3. As for
nonpolarized structures, each phosphorous atom can either bind with four or five oxygen atoms
with a total of five bonds, the first case having one double bond. The nonpolarized structures of
number 3 and 12, shown in Table 5, are already obtained in Ref [27] by using quantum-chemical
calculations. The relative energy of all the nonpolarized structures are shown in Figure 23. The
results imply that it is difficult to format a single phosphorous center in single oxygen linkage
class with five oxygen atoms for PSG. Through this process, we obtained all stable nonpolarized
structures in PSG that may represent one state in the memory.
We then generate the polarized structures to represent another state in memory. We do it
by switching one of the oxygen atoms connected to phosphorus atoms to another position. One
different oxygen and several different positions were selected to test each stable unpolarized
structure that has relatively low energy of PSG. The results show that most of the constructed
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trial structures moved back to the original unpolarized structures presented in Table 6. Only a
few polarized structures were shown to be stable, observed in Table 7. In these structures, one
silicon atom forms bond with five oxygen atoms, takes a negative charge, and one phosphorus
atoms forms bonds with four oxygen atoms, takes a positive charge. Such structures were used in
finding the transition of switchable states in the next section.
4.3

Results and Discussion in Exploring the Electrical Dipole Switching in PSG

Based on previous obtained data, we succeeded in finding various pairs of polarized and
unpolarized states in PSG that are candidates to account for the mechanism of electrical dipole
switching. To identity which ones are actually responsible for the switching, we filtered out the
candidates by evaluating the difference of their energy. We use the criteria that the pair should
differ in energy by no more than 1.0 eV. According to the data shown in Table 5 and Table 7,
we discarded the second and third polarized structures shown in Table 7. In addition, for the
polarized structures obtained from the unstable unpolarized structures, it is hard to find any
matching unpolarized structures pairing with them. In another word, they are the permanent
electrical dipole center in the PSG. In the end, we left with one polarized structure paired with its
corresponding nonpolarized structures. We then implemented the nudged elastic band method to
calculate the energy barrier by using the polarized structure as the start state and the
corresponding nonpolarized structure as the final state for evaluating the possibility of dipole
switching.
We found one process can be used to explain the electrical dipole switching shown in
Figure 24. The unpolarized diamond structure of a double phosphorus center with five oxygen
atoms bonded, switched to the polarized diamond structure that contains one silicon and one
phosphorous atom. The switching involves shifting one of the oxygen atoms bonded to two
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phosphorus atoms to one of the silicon atoms next to the phosphorus center. The energy barrier
graph presented in Figure 25 shows that there is an energy difference of 0.1 eV between the
nonpolarized state and the polarized state, as well as the energy barrier around 0.6 eV. The value
of the energy barrier is consistent with the experimental observations of switching. By far, a
plausible mechanism is unveiled to explain the electrical dipole switching in which the migration
of an oxygen atom causes the transition between a nonpolarized state and a polarized state.
Finally, to increase the writing speed, we explore possible strategies to decrease the
energy barrier. We tested two methods, hole injection and electron injection, and found that by
adding a hole (or by removing an electron) from the system at the beginning of the switching
process and removing the hole (or by adding an electron) during the final stage, the energy
barrier can be decreased to 0.4 eV from the original 0.6 eV, as shown in Figure 26. As a result,
that hole injection method can potentially increase the writing speed of the PSG as a memory
device.
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5

CONCLUSION

In this work, the mechanism of electrical dipole switching in phosphorsilicate glass was
mainly investigated by modeling the transitions between two structures of the phosphorus center
based on the amorphous SiO2 that generated by the crystalline SiO2 .
1) The reasonable structure of amorphous SiO2 was obtained by mainly using the
Metropolis Monte Carlo method and the bond-switching method, as well as the
damped molecular dynamics and the BFGS method. In addition, we compared some
characteristics of these two optimized methods where the results demonstrated the
BFGS method is much faster and more accurate than the molecular dynamics
method.
2) The proposed model in Ref [7], in which one of the non-bridging O jumps from one
+
PO−
5 to a neighbor PO4 responses for electrical dipole switching, was found to be

wrong by our DFT calculation.
3) The most likely unpolarized states and polarized states were discovered by applying
the bond-switching method where all the unpolarized states were classified into two
categories of one single phosphorus center and double phosphorus center with two
subclasses, single oxygen linkage and two oxygen linkage. We found that
phosphorus has a positive charge in all polarized structures in which the phosphorus
atom has four single bonds. We also found that silicon has a negative charge in all
polarized structures in which the silicon atom has five single bonds. This therefore
induces a dipole from the negative silicon center to the positive phosphorus center.
4) A new model was developed to explain the mechanism of electrical dipole
switching in PSG by the NEB method. In this model, the unpolarized “diamond”
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structure of two phosphorus atoms, each coordinated with five oxygen atoms
switches to the polarized “diamond” structure composed of one silicon atom and
one phosphorus atom, each coordinated with five oxygen atoms. This process is
mediated by the migration of one of the oxygen atoms, bonded to both phosphorus
atoms, to one of the silicon atoms next to the phosphorous center. The energy
barrier of this process is found to be around 0.6 eV.
5) A feasible approach was proposed to decrease the writing time of the PSG as the
memcapacitor by adding a hole at the beginning of the switching process and
removing it at the final stage where the energy barrier decreased to around 0.4 eV.
This is the first study in which the mechanism of switchable polarization in PSG has been
investigated by atomic scale calculations, through the development of a computational
framework combining a wide range of algorithms for amorphous materials. The results will serve
as a basis for understanding electrical polarization switching and may promote the development
of new storage-class memory in the future.
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6

FUTURE WORK

A number of other models and ideas have been left owing to lack of time. Firstly, this
thesis mainly focused on the system of PSG without any defect and assumed the structures of
PSG only contained the phosphorus atoms with four or five bonds formed where the number of
bonds of phosphorous atoms could be from 3 to 6. Secondly, in this work, the polarized
structures of PSG were obtained by trials and error as the migrating oxygen atoms are placed in a
different position at random. Therefore, some ideas are proposed to be implemented in the
future:
1) Try to construct and find other nonpolarized structures of PSG with various
numbers of covalent bonds. Explore a better algorithm to generate the polarized
structures in PSG. Then, investigate other plausible transitions to account for the
mechanism of electrical dipole switching.
2) In addition, modify the C++ codes to make it generic for various elements rather
than only for PSG, so that we may investigate other materials.
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APPENDIX A.
FIGURES

−
Figure 1. (a) Proposed P centers responsible for the polarization in PSG, left: PO+
4 , right: PO5 .

(b) The hypothesized mechanism for the switching of polarization. The non-bridging O jumps
+
from one PO−
5 to a neighbor PO4 , as shown in the dashed array [7].
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Figure 2. The graph of the hysteresis loop. The material has the spontaneous nonzero
polarization even there is no external electric field. As the external electric field alters, the
polarization also changes.

Figure 3. The states of low capacitance and high capacitance. When there is no external electric
field, the dielectric is small causing a low capacitance. When applying an external electric field,
all the dipoles switch towards along the electric field causing a high capacitance.
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Figure 4. Capacitance-voltage curves obtained on a double-layer capacitor after application of —
50v to the field plate at 60 ℃ for various lengths of time. The shift of the C-V characteristic is
due to the build-up of polarization in the PSG [6].

Figure 5. Capacitance-voltage curves obtained on a double-layer capacitor after biasing until
saturation at various applied voltages [6].
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Figure 6. Calculated configuration of the single phosphorus center (left), calculated configuration
of the double phosphorus center (right) [27].

Figure 7. Workflow of using the Metropolis Monte Carlo method.
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Figure 8. The bond-switching method of SiO2 .

Figure 9. The bond-switching algorithm for a transition between one phosphorus center with a
double bond and a silicon center. (The dashed line in red color means the bond is cut, the arrow
in red color means connect two atoms with a bond)
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Figure 10. The bond-switching algorithm for a transition between one phosphorus center with all
five single bonds and a silicon center. (The dashed line in red color means the bond is cut, the
arrow in red color means connect two atoms with a bond)

Figure 11. The bond-switching algorithm for a transition between one phosphorus center with a
double bond and another phosphorus center with all five single bonds. (The dashed line in red
color means the bond is cut, the arrow in red color means connect two atoms with a bond)
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Figure 12. The process of doping. The first step, choose two silicon atoms at random and replace
them in phosphorus atoms. Then, add another oxygen atom into the system. The last step, relax
the structure using the DFT method.

j

k
i

m

Figure 13. The schematic illustration for the analytical method where i, j, k, m are the atoms, b is
the length between two atoms, 𝜃 is the angle, |𝑟⃑⃑⃑⃑⃑
𝑖𝑚 | is the reference distance dealing with the
repulsive force.
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Figure 14. Workflow of generating amorphous SiO2 . The code first reads the position of all
atoms from the file and groups it. Then the energy function is optimized after switching the
bonds according to the group atoms. The Metropolis Monte Carlo method is applied to determine
the new configuration, and then the iteration stops till the energy converges. At last, output the
position to a file called POSCAR and regard it as the initial input of the Vasp codes for
relaxation using the DFT method.
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Figure 15. Workflow of generating the various structure of PSG. Read positions of all atoms
from a known file of PSG structure. Group bonding atoms and apply the bond-switching
algorithm to construct new PSG structure. Then, relax it using the BFGS method or the damped
molecular dynamics. At last, output the position to a file called POSCAR and regard it as the
initial input of the Vasp codes for relaxation using the DFT method.
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Figure 16. The workflow of using MPI to speed up the simulation.

Figure 17. The initial structure of the crystalline SiO2 (left), modeled structure of amorphous
SiO2 generated from the structure on the left (right).
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Figure 18. The graph of coordination number in the amorphous SiO2 system.

Figure 19. The graph of radial distribution between each two oxygen atoms in amorphous SiO2 .
The orange line obtained from molecular dynamics was shifted in order to compare with the
BFGS method.
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Figure 20. The graph of energy versus accepted times. The graph only shows the points that the
new configuration is accepted after employed the Metropolis Monte Carlo method. Energy
converged on both energy optimization methods where the temperature decreased from 6000K to
2000K.
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Figure 21. The graph of energy versus times of bond switching. The energy was gotten by
switched the same bonds each time and relaxed by using both the BFGS method and Molecular
Dynamics in which of each iteration molecular dynamics converged to higher energy than the
BFGS’s.
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Figure 22. The graph of energy versus the number of iterations which is obtained by starting the
same initial configurations and then relax it using molecular dynamics and the BFGS method.

Figure 23. The graph of relative energy versus various nonpolarized structures.
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Figure 24. The transition between the nonpolarized structure to the polarized structure due to the
migration of an oxygen atom in the diamond structure.
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Figure 25. The graph of energy versus the path of transition between the nonpolarized structure
of PSG to the polarized structure where the energy barrier is around 0.6 eV.
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Figure 26. The graph of energy versus the path of transition between the nonpolarized structure
of PSG to the polarized structure after using the hole injection method where the energy barrier
is around 0.4 eV.
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TABLES
Table 1. The Input Parameters for SiO2 (Some values may change according to the situation)
Parameter

Value

𝒌𝑶−𝑺𝒊−𝑶

1.685 𝑒𝑉⁄Å2

𝒌𝑺𝒊−𝑶−𝑺𝒊

0.580 𝑒𝑉⁄Å2

𝒌𝑺𝒊−𝑶

26.96 𝑒𝑉⁄Å2

𝒃𝑺𝒊−𝑶

1.551 Å

𝜽𝑶−𝑺𝒊−𝑶

109.470 °

𝜽𝑺𝒊−𝑶−𝑺𝒊

180.000 °

𝜶

8.000 𝑒𝑉⁄Å3

𝜷

2.000 𝑒𝑉⁄Å3

𝒅𝑺𝒊−𝑺𝒊

3.100 Å

𝒅𝑶−𝑶

2.533 Å

Table 2. The Input Parameters for PSG (Some values may change according to the situation)
Parameter

Value

𝒌𝑶−𝑷−𝑶

1.800 𝑒𝑉⁄Å2

𝒌𝑶=𝑷−𝑶

2.000 𝑒𝑉⁄Å2

𝒌𝑷−𝑶−𝑷 , 𝒌𝑺𝒊−𝑶−𝑷

0.580 𝑒𝑉⁄Å2

𝒌𝑷−𝑶

28.000 𝑒𝑉⁄Å2

𝒌𝑷=𝑶

35.000 𝑒𝑉⁄Å2

𝒃𝑷−𝑶

1.578 Å

𝒃𝑷=𝑶

1.458 Å

𝜽𝑶−𝑷−𝑶

103.000 °

𝜽𝑶=𝑷−𝑶

114.700 °

𝜸, 𝜹

8.000 𝑒𝑉⁄Å3

𝒅𝑷−𝑷 , 𝒅𝑷−𝑺𝒊

3.100 Å
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Table 3. The Category of Nonpolarized Structures in PSG
One Single Phosphorus Center

Double Phosphorus Center

or
Single Oxygen
Linkage

Two Oxygen
Linkage

Single Oxygen
Linkage

Two Oxygen
Linkage

The Number of Corresponding Structures from Table 5
4, 8, 12
2, 6, 10, 11
3, 7
1, 5, 9
Note: dashed line means it can have many bonds connected instead of just one.
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Table 4. Bond-Switching Method for Phorphous Center (single bond to double bond, double
bond to single bond)
Before

After

Note: dashed line means that the bond is cut.
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Table 5. Unpolarized Structures (Phosphorous Center) in PSG
Real Structure of Simulation

Chemical Structure

P-O bond length (without diamond)

1.583 Å

P-O bond length (diamond)

1.759 Å

O-P-O angle (without diamond)

103.9 °

O-P-O angle (diamond)

78.3 °

O-P-O angle (other)

112.6 °

P-O bond length (without diamond, left)

1.594 Å

P-O bond length (diamond, left)

1.746 Å

O-P-O angle (without diamond, left)

105.1 °

O-P-O angle (diamond, left)

79.9 °

O-P-O angle (other, left)

112.2 °

P-O bond length (right)

1.648 Å

O-P-O angle (right)

106.8 °

1

2
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Table 5 (Continued)
3

P-O bond length (without P-O-P linkage)

1.594 Å

P-O bond length (in P-O-P linkage)

1.608 Å

P=O bond length

1.461 Å

O-P-O angle (without P-O-P linkage)

110.1 °

O-P-O angle (with P-O-P linkage)

101.9 °

O=P-O angle (without P-O-P linkage)

113.8 °

O=P-O angle (with P-O-P linkage)

114.2 °

P-O bond length

1.581 Å

P=O bond length

1.514 Å

O-P-O angle

108.4 °

O=P-O angle

108.9 °

4
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Table 5 (Continued)
5

P-O bond length (without diamond)

1.562 Å

P-O bond length (with diamond)

1.642 Å

P=O bond length

1.455 Å

O-P-O angle (with diamond)

88.2 °

O-P-O angle (other)

102.4 °

O=P-O angle (without diamond)

120.5 °

O=P-O angle (with diamond)

118.8 °

P-O bond length (without diamond, left)

1.568 Å

P-O bond length (with diamond, left)

1.614 Å

P=O bond length (left)

1.475 Å

O-P-O angle (with diamond, left)

90.6 °

O-P-O angle (other)

107.9 °

O=P-O angle (without diamond, left)

114.3 °

O=P-O angle (with diamond, left)

114.4 °

6

P-O bond length (right)

1.562 Å

P=O bond length (right)
O-P-O angle (right)

1.642 Å
108.8 °

O=P-O angle (right)

109.1 °
60

Table 5 (Continued)
7

P-O bond length (without P-O-P linkage, left)

1.621 Å

P-O bond length (in P-O-P linkage, left)

1.678 Å

P-O bond length (without P-O-P linkage, right)

1.569 Å

P-O bond length (in P-O-P linkage, right)

1.572 Å

P=O bond length (right)
O-P-O angle (without P-O-P linkage, left)
O-P-O angle (with P-O-P linkage, left)
O-P-O angle (without P-O-P linkage, right)
O-P-O angle (with P-O-P linkage, right)
O=P-O angle (without P-O-P linkage, right)
O=P-O angle (with P-O-P linkage, right)

1.482 Å
110.5 °
102.8 °
113.4 °
102.3 °
113.1 °
111.7 °

8

P-O bond length (left)

1.648 Å

P-O bond length (right)

1.604 Å

P=O bond length (right)

1.458 Å

O-P-O angle (left)

107.4 °

O-P-O angle (right)

104.4 °

O=P-O angle (right)

114.1 °
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Table 5 (Continued)
9

P-O bond length (without diamond, left)

1.556 Å

P-O bond length (with diamond, left)

1.610 Å

P=O bond length (left)

1.461 Å

P-O bond length (without diamond, right)

1.595 Å

P-O bond length (with diamond, right)

1.713 Å

O-P-O angle (with diamond, left)
O-P-O angle (other, left)
O=P-O angle (without diamond, left)
O=P-O angle (with diamond, left)
O-P-O angle (without diamond, right)
O-P-O angle (with diamond, right)
O-P-O angle (other, right)

88.2 °
104.7 °
115.9 °
119.3 °
103.2 °
81.6 °
113.4 °

10

P-O bond length (without diamond, left)

1.583 Å

P-O bond length (with diamond, left)

1.693 Å

P=O bond length (left)

1.461 Å

P-O bond length (right)

1.654 Å

O-P-O angle (with diamond, left)

78.7 °

O-P-O angle (other, left)

103.5 °

O=P-O angle (without diamond, left)

121.6 °

O=P-O angle (with diamond, left)
O-P-O angle (right)

120.4 °
107.1 °
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Table 5 (Continued)
11

P-O bond length (without diamond, left)

1.614 Å

P-O bond length (with diamond, left)

1.736 Å

P-O bond length (right)

1.570 Å

P=O bond length (right)

1.473 Å

O-P-O angle (without diamond, left)

100.4 °

O-P-O angle (with diamond, left)

82.0 °

O-P-O angle (other, left)

114.1 °

O-P-O angle (right)

104.4 °

O=P-O angle (right)

114.2 °

12

P-O bond length (left)

1.646 Å

P-O bond length (right)

1.582 Å

P=O bond length (right)

1.472 Å

O-P-O angle (left)

107.6 °

O-P-O angle (right)

103.5 °

O=P-O angle (right)

115.0 °
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Table 6. Failed Constructed Trail Structures (Phosphorous Center) in PSG
Initial (Final) Unpolarized Structure

Trail Structure

1

2

3

4

5

6
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Table 6 (Continued)
7

8

Table 7. Polarized Structures (Phosphorous Center) in PSG (First three obtained from trail
polarized structures and the others obtained from trail unpolarized structures)
Real Structure of Simulation
1

2
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Chemical Structure

Table 7 (Continued)
3

4

5

6
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