INTRODUCTION
Sandwich materials, consisting of two thin, stiff facings separated by a low density core, can be used to produce structures that are both light and flexurally rigid. However, the optimisation of sandwich materials is often not straightforward. This is because there are typically multiple design variables and multiple design objectives.
Particle swarm optimisation is a stochastic method of optimisation that is capable of finding optimal solutions within complex design spaces [1] . It aims to mimic a flock of birds under the premise that an information-sharing group working towards common objectives is more likely to find good solutions than a sole agent acting independently. The application of particle swarm optimisation to multi-objective designs is described here.
DESCRIPTION OF THE PROBLEMS
For the purposes of this study, a number of simply-supported sandwich problems were considered (Fig. 1) . The design variables included the facing and core thicknesses, the facing and core materials, and the span. The objective of the optimisations was to identify sandwich material constructions that provide the best combination of high flexural rigidity, low mass and low cost. Additional complexities, such as core / facing failure and the requirement to meet a minimum thermal insulation requirement, were gradually introduced to test the performance of the algorithm.
Core Material
Facing material Facing material A set-up of a typical particle swarm optimisation problem is illustrated in Fig. 2 . It relates to a 50 mm thick sandwich beam with aluminium facings and a PVC foam core. The starting points for each of the 50 particles in the swarm are shown. These were randomly generated and represent possible, though not necessarily optimal, solutions to the problem. The objective functions (flexural rigidity per unit mass and flexural rigidity per unit cost) have both been multiplied by -1 to transform the design space into a minimisation problem, as is the convention. 
RESULTS
When the algorithm associated with Fig. 2 is run, the particles converge towards the "best" solutions (i.e. high flexural rigidity per unit mass and high flexural rigidity per unit cost). Fig.  3 compares the best solutions found by the algorithm to the true (analytically-derived) Pareto front. The Pareto front is the curve formed by joining up the set of solutions which are not dominated with respect to all objectives when compared to any other solution of a problem [2] . It can be seen that there is good agreement between the two. As a range of increasingly complex sandwich problems were analysed, the performance of the particle swarm optimisation algorithm was assessed. Benchmarked aspects included the accuracy of the identified solutions, the speed of convergence, the diversity of solutions found, the repeatability of good solutions, and the stability of solutions. Furthermore, a sensitivity study of the parameters controlling the particle swarm optimisation was performed. 
