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Resumo
As escalas temporais sa˜o um modelo de tempo, onde os casos cla´ssicos
de tempo cont´ınuo e discreto sa˜o considerados e fundidos num mesmo
quadro geral. Neste artigo apresentam-se as definic¸o˜es ba´sicas em escalas
temporais e introduz-se, paralelamente, um package em Mathematica.
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Abstract
Time scales are a model of time, where the continuous and the dis-
crete time cases are considered and merged into the same framework. In
this paper some basic definitions of the time scale calculus are presented.
Simultaneously, a package in Mathematica is introduced.
Keywords: time scales, computer algebra system Mathematica.
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1 Introduc¸a˜o
De acordo com E. T. Bell (1883-1960) “uma das tarefas principais da Matema´tica
e´ harmonizar o cont´ınuo e o discreto incluindo-os numa matema´tica abrangente
e eliminando a obscuridade de ambos” [7]. Em 1988 Stefan Hilger introduziu
∗Aceite para publicac¸a˜o no Boletim da SPM (Sociedade Portuguesa de Matema´tica).
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o ca´lculo em escalas temporais — Time Scales [16] — e iniciou-se uma relac¸a˜o
prof´ıcua entre o ca´lculo diferencial e o ca´lculo a`s diferenc¸as [17]. O Ca´lculo em
Escalas Temporais introduzido por Hilger permite cumprir com sucesso a tarefa
proposta por Bell. E´ um assunto que tem recebido nos u´ltimos anos particular
atenc¸a˜o e onde se tem vindo a assistir a interessantes avanc¸os.
O formalismo das escalas temporais tem um enorme potencial para aplicac¸o˜es
em diversas a´reas tais como a biologia, a teoria do controlo, a economia e a
medicina, onde os sistemas dinaˆmicos envolvidos conteˆm frequentemente uma
parte discreta e uma parte cont´ınua [2, 8, 13]. Por exemplo, um consumidor
recebe o sala´rio num dado momento do meˆs (tempo discreto), mas vai pon-
derando ao longo de todo o tempo quanto deve gastar e quanto deve poupar
(tempo cont´ınuo) [2, 8]. A biologia e´ fecunda em exemplos, pois e´ normal o
crescimento de plantas e insectos depender fortemente de uma e´poca do ano,
devido a factores como a temperatura, humidade e pluviosidade [12]. Por ex-
emplo, e´ natural que se considere um modelo dinaˆmico em escalas temporais
para estudar insectosMagicicada, que exibem uma combinac¸a˜o de ciclos de vida
longos e curtos. Na verdade, as cigarras passam va´rios anos de crescimento sub-
terraˆneo como jovens (de 4 a 17 anos, dependendo da espe´cie), saindo depois
acima do solo apenas por um curto esta´gio adulto de va´rias semanas. Desta
forma faz todo o sentido considerar-se uma escala de tempo diferente para os
per´ıodos “abaixo” e “acima do solo”. Outro exemplo e´ dado pelo insectoMagici-
cada septendecim que vive como uma larva por 17 anos e como adulto por cerca
de uma semana. Na medicina, Jones et al. [19] apresentam uma modelac¸a˜o em
escalas temporais para usar o desbridamento de uma ferida como um controlo na
cicatrizac¸a˜o natural. Em Matema´tica encontram-se tambe´m va´rias aplicac¸o˜es,
nomeadamente na a´rea das desigualdades matema´ticas [14, 15, 27, 28], na teo-
ria do controlo [3, 4, 5, 26, 29], ca´lculo das variac¸o˜es [1, 2, 6, 13, 24, 25] e
optimizac¸a˜o multi-objectivo [23].
Na Secc¸a˜o 2 introduzem-se os conceitos ba´sicos relativos a`s escalas temporais
e mostra-se como esta teoria e´ uma generalizac¸a˜o do caso real (tempo cont´ınuo)
e do caso dos nu´meros inteiros (tempo discreto). Na Secc¸a˜o 3 apresentam-se
duas noc¸o˜es de diferenciabilidade em escalas temporais: as derivadas delta e as
derivadas nabla. O texto e´ acompanhado com exemplos de utilizac¸a˜o do sistema
de computac¸a˜o alge´brica Mathematica. Termina-se com a Secc¸a˜o 4 de conclusa˜o
e notas finais sobre algumas linhas de investigac¸a˜o nesta a´rea.
2 Noc¸o˜es elementares
Uma escala temporal, T, e´ um subconjunto na˜o vazio fechado de R. Os conjuntos
T=R,
T=Z,
T=hZ = {hk : k ∈ Z} com h > 0,
T=qZ =
{
qk : k ∈ Z} ∪ {0} com q > 1,
T=Pa,b =
+∞∪
k=0
[k (a+ b) , k (a+ b) + a] onde a, b > 0,
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sa˜o exemplos de escalas temporais.
Neste trabalho usa-se o package em Mathematica TimeScales que foi criado
para o efeito em colaborac¸a˜o com o Prof. Pedro A. F. Cruz (pedrocruz@ua.pt)
da Universidade de Aveiro. O leitor e´ convidado a efectuar o download do pack-
age em http://www.esce.ipvc.pt/docentes/srodrigues/TimeScales.m e a
fazer as suas pro´prias experieˆncias. Para isso, e´ necessa´rio colocar o ficheiro na
directoria Extrapackages do Mathematica e, na janela de trabalhos doMathemat-
ica, executar o comando Needs["TimeScales‘"]. Para introduzir uma escala
temporal em Mathematica basta depois considera´-la como uma lista, onde se
pode introduzir valores discretos e cont´ınuos. Note-se que os valores devem ser
escritos por ordem crescente e, caso haja a unia˜o de va´rios subconjuntos, estes
devem ser disjuntos dois a dois.
ts := {Dados}
onde os valores em “Dados” podem
ser discretos, em forma de intervalo,
ou a unia˜o dos dois casos anteriores.
Neste artigo considerar-se-a´ a seguinte escala temporal como exemplo ilustra-
tivo: ts:={0, Interval[{1,3}],4,5,Interval[{8,9}],11}, o que na notac¸a˜o
usual da Matema´tica nada mais e´ que o conjunto ts = {0, 4, 5, 11}∪ [1, 3]∪ [8, 9].
Para uma visualizac¸a˜o emMathematica dos elementos que pertencem a` escala
temporal usa-se o seguinte comando:
TSP lot[escalatemporal]
Dada uma escala temporal T e t ∈ T, definem-se os seguintes operadores:
• o operador de avanc¸o σ : T→ T por σ (t) = inf {s ∈ T : s > t}, onde
σ (supT) = supT caso supT < +∞;
• o operador de recuo ρ : T→ T por ρ (t) = sup {s ∈ T : s < t}, onde
ρ (inf T) = inf T caso inf T > −∞;
• a func¸a˜o de rarefacc¸a˜o de avanc¸o µ : T→ [0,+∞[ por µ (t) = σ (t)− t;
• a func¸a˜o de rarefacc¸a˜o de recuo ν : T→ [0,+∞[ por ν (t) = t− ρ (t).
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Exemplo 1. A Figura 1 ilustra o comportamento dos operadores de avanc¸o e
recuo numa escala de tempo T.
T
ρ(t0) = t0 = σ(t0)
ρ(t1) t1
σ(t1)
ρ(t2) = t2
σ(t2)
ρ(t3) t3=σ(t3)
Figura 1: Ilustrac¸a˜o dos operadores de avanc¸o e recuo.
Em Mathematica:
TSsigma[escalatemporal, ponto]
caso se pretenda calcular o operador de
avanc¸o em apenas um ponto;
{#, TSsigma[escalatemporal,#]}&/@
Range[Min[escalatemporal],
Max[escalatemporal], passo]
caso se pretenda calcular o operador de
avanc¸o numa se´rie de pontos (note-se
que caso os pontos na˜o pertenc¸am a` es-
cala temporal, o Mathematica emite um
aviso);
TSsigmaP lot[escalatemporal]
representac¸a˜o gra´fica do operador de
avanc¸o.
Os comandos Mathematica relativos ao operador de recuo e a`s func¸o˜es de
rarefacc¸a˜o sa˜o, respectivamente,
TSrho[escalatemporal, ponto]
TSmu[escalatemporal, ponto]
TSnu[escalatemporal, ponto]
Os operadores de avanc¸o e recuo permitem classificar os pontos de uma escala
temporal. Um ponto t ∈ T diz-se:
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• discreto a` direita se σ (t) > t;
• denso a` direita se σ (t) = t;
• denso a` esquerda se ρ (t) = t;
• discreto a` esquerda se ρ (t) < t.
Um ponto denso a` direita e denso a` esquerda diz-se simplesmente denso; um
ponto diz-se isolado caso seja discreto a` esquerda e a` direita simultaneamente.
Exemplo 2. Na Figura 1 tem-se que t0 e´ denso; t1 e´ isolado; t2 e´ denso a`
esquerda e discreto a` direita; e t3 e´ discreto a` esquerda e denso a` direita.
Exemplo 3. Se T = R, enta˜o todo o ponto t ∈ T e´ denso pois σ (t) = t = ρ (t).
Ale´m disso, µ (t) ≡ 0 e ν (t) ≡ 0.
Exemplo 4. Se T = Z, enta˜o todo o ponto t ∈ T e´ isolado pois σ (t) = t+ 1 e
ρ (t) = t− 1. Ale´m disso, µ (t) ≡ 1 e ν (t) ≡ 1.
Exemplo 5. Se T =hZ, h > 0, enta˜o todo o ponto t ∈ T e´ isolado pois
σ (t) = inf {s ∈ T : s > t} = t+ h
ρ (t) = sup {s ∈ T : s < t} = t− h.
Neste caso µ (t) = h e ν (t) = h.
Exemplo 6. Se T =qZ, q > 1, enta˜o para t = qn0 ∈ T tem-se
σ (t) = inf {s ∈ T : s > t} = qn0+1 = qt
ρ (t) = sup {s ∈ T : s < t} = qn0−1 = q−1t
e, para t = 0,
σ (0) = 0 = ρ (0) .
Logo todo o ponto t 6= 0 e´ isolado e o ponto t = 0 e´ denso. A func¸a˜o de
rarefacc¸a˜o de avanc¸o e´ dada por
µ (t) =
{
(q − 1) t se t ∈ T\ {0}
0 se t = 0 ;
a func¸a˜o de rarefacc¸a˜o de recuo e´ dada por
ν (t) =
{ (
1− q−1) t se t ∈ T\ {0}
0 se t = 0 .
Nos exemplos anteriores σ e ρ sa˜o func¸o˜es inversas: σ = ρ−1 e ρ = σ−1. Em
geral, conforme se ilustra no Exemplo 7, σ 6= ρ−1 e ρ 6= σ−1.
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Exemplo 7. Sejam a, b > 0 e T = Pa,b =
+∞∪
k=0
[k (a+ b) , k (a+ b) + a]. Enta˜o,
σ (t) =


t se t ∈ +∞∪
k=0
[k (a+ b) , k (a+ b) + a[
t+ b se t ∈ +∞∪
k=0
{k (a+ b) + a}
✻
✲
0 a t
a
a+ b
2a+ b
 
 
 
 
 
 
 
❜
r r
❜
r r
❜
r r
σ(t)
ρ (t) =


t se t ∈ +∞∪
k=0
]k (a+ b) , k (a+ b) + a] ∪ {0}
t− b se t ∈ +∞∪
k=1
{k (a+ b)}
✻
✲
0 a t
a
a+ b
2a+ b
 
 
 
 
 
 
 
r r
❜
r r
❜
r r
❜
ρ(t)
µ (t) =


0 se t ∈ +∞∪
k=0
[k (a+ b) , k (a+ b) + a[
b se t ∈ +∞∪
k=0
{k (a+ b) + a}
✻
✲
0 a t
b
❜
r
❜r
r
r ❜
r
r
µ(t)
ν (t) =


0 se t ∈ +∞∪
k=0
]k (a+ b) , k (a+ b) + a] ∪ {0}
b se t ∈ +∞∪
k=1
{k (a+ b)}
Para k > 0, visto que
ρ (k (a+ b) + a) = k (a+ b) + a e σ (k (a+ b) + a) = (k + 1) (a+ b) ,
enta˜o σ ◦ρ 6= id, onde id designa a aplicac¸a˜o identidade. Para k > 1 tem-se que
σ (k (a+ b)) = k (a+ b) e ρ (k (a+ b)) = k (a+ b)− b,
logo ρ ◦ σ 6= id.
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Proposic¸a˜o 8. Um ponto t ∈ T e´ discreto a` direita e denso a` esquerda se e so´
se σ ◦ ρ (t) 6= t.
Demonstrac¸a˜o. Repare-se que se t e´ um ponto discreto a` esquerda, enta˜o ρ (t) =
t1 6= t e σ (t1) = t e, portanto, σ ◦ ρ (t) = t. Assim a desigualdade σ ◦ ρ (t) 6= t
garante que t e´ denso a` esquerda e, como tal,
σ ◦ ρ (t) = σ (t) 6= t ,
ou seja, t e´ um ponto denso a` esquerda e discreto a` direita. A implicac¸a˜o
contra´ria e´ imediata.
Observac¸a˜o 9. 1. Um ponto t ∈ T e´ denso a` direita e discreto a` esquerda
se e so´ se ρ ◦ σ (t) 6= t.
2. O operador de avanc¸o e´ sobrejectivo se e so´ se na˜o existem pontos em T
que sejam simultaneamente discretos a` direita e densos a` esquerda.
3. O operador de avanc¸o e´ injectivo se e so´ se na˜o existem pontos em T que
sejam simultaneamente densos a` direita e discretos a` esquerda.
Para se proceder a` classificac¸a˜o de um ponto numa escala temporal emMath-
ematica basta introduzir o comando
TSPoint[escalatemporal, ponto]
3 Diferenciabilidade
Seja T uma escala temporal e considere-se em T a topologia induzida pela topolo-
gia usual dos nu´meros reais. De modo semelhante ao tempo discreto T = Z,
onde e´ usual considerar-se dois operadores de diferenc¸as finitas,
∆f(ti) = f(ti+1)− f(ti) ,
∇f(ti) = f(ti)− f(ti−1) ,
tambe´m na teoria das escalas temporais sa˜o comuns duas noc¸o˜es de diferenciac¸a˜o
(e integrac¸a˜o [22]).
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3.1 Derivada delta
De modo a introduzir-se a definic¸a˜o de derivada delta e´ necessa´rio considerar
um novo conjunto, Tκ, definido do seguinte modo:
T
κ =
{
T\ {supT} se ρ (supT) < supT < +∞,
T caso contra´rio.
Definic¸a˜o 10. Seja f : T→R uma func¸a˜o e seja t ∈ Tκ. A derivada delta de
f em t, que se representa por f∆ (t), e´ o nu´mero real (caso exista) tal que para
qualquer ε > 0 existe uma vizinhanc¸a U δt de t em T com∣∣[f (σ (t))− f (s)]− f∆ (t) [σ (t)− s]∣∣ 6 ε |σ (t)− s| (1)
para todo o s ∈ U δt . Diz-se que f e´ delta-diferencia´vel em T se existe derivada
delta de f em t para todo o t ∈ Tκ. A func¸a˜o f∆ : Tκ→R diz-se a derivada
delta de f em Tκ.
Teorema 11. Seja f : T→ R e t ∈ Tκ. Enta˜o f tem no ma´ximo uma derivada
delta em t.
Demonstrac¸a˜o. Suponha-se que f tem duas derivadas x, y ∈ R em t. Por
definic¸a˜o de Tκ, toda a vizinhanc¸a de t conte´m algum s ∈ Tκ com s 6= σ(t).
Tem-se enta˜o, para todo o ε > 0, um s 6= σ(t) com
|f (σ (t))− f (s)− x · (σ (t)− s)| 6 ε
2
|σ (t)− s|
|f (σ (t))− f (s)− y · (σ (t)− s)| 6 ε
2
|σ (t)− s| .
Isto implica que
|x− y| · |σ(t) − s| = |(x − y) · (σ(t)− s)|
≤ |x · (σ(t)− s)− [f(σ(t)) − f(s)]|+ |f(σ(t)) − f(s)− y · (σ(t) − s)|
≤ ε · |σ(t)− s| .
Como |σ(t)− s| 6= 0, quando ε tende para zero conclui-se que x = y.
Observac¸a˜o 12. Se t ∈ T \ Tκ, enta˜o f∆(t) na˜o esta´ definida de modo u´nico.
Com efeito, para tal t pequenas vizinhanc¸as U δt de t consistem apenas de t e,
ale´m disso, tem-se σ(t) = t. Por conseguinte a desigualdade (1) e´ verificada
para qualquer nu´mero f∆(t) arbitra´rio. E´ esta a raza˜o porque na Definic¸a˜o 10
se exclui um ponto maximal que seja discreto a` esquerda.
Exemplo 13. Seja f : T→R, α uma constante e f (t) = α para todo o t ∈ T.
Enta˜o f∆ (t) = 0 para todo o t ∈ Tκ.
Exemplo 14. Se f : T→R e´ a func¸a˜o identidade f (t) = t, enta˜o f∆ (t) = 1.
Exemplo 15. Seja f : T→R definida por f (t) = t2. Enta˜o f∆ (t) = t+σ (t) =
2t+µ(t). Para T = R tem-se f∆ = 2t = f ′(t); para T = Z, f∆ = 2t+1 = ∆f(t).
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Observac¸a˜o 16. Uma func¸a˜o f : T→R diz-se cont´ınua em t0 se para qualquer
ε > 0 existir uma vizinhanc¸a U δt0 = ]t0 − δ, t0 + δ[ ∩ T de t0, δ > 0, tal que
|f (t)− f (t0)| < ε qualquer que seja o t ∈ U δt0 . A func¸a˜o f diz-se cont´ınua se
for cont´ınua para todo o t ∈ T. Todas as func¸o˜es f : T→ R sa˜o cont´ınuas para
T = Z; para T = R tem-se a definic¸a˜o usual de continuidade em R; na escala
temporal T = P1,1 as restric¸o˜es das func¸o˜es reais de varia´vel real cont´ınuas em
[2k, 2k + 1], k ∈ N0, sa˜o cont´ınuas, no entanto o operador de avanc¸o σ na˜o e´
cont´ınuo, pois na˜o e´ cont´ınuo nos pontos 2k + 1, k ∈ N0 (cf. Exemplo 7).
Teorema 17 ([9]). Seja f : T→R uma func¸a˜o e seja t ∈ Tκ.
1. Se f e´ delta-diferencia´vel em t, enta˜o f e´ cont´ınua em t.
2. Se f e´ cont´ınua em t, com t um ponto discreto a` direita, enta˜o f e´ delta-
diferencia´vel em t e
f∆ (t) =
f (σ (t))− f (t)
µ (t)
.
3. Se t e´ denso a` direita, enta˜o f e´ delta-diferencia´vel em t se e so´ se o limite
lim
s→t
f (s)− f (t)
s− t
existe (e e´ finito). Nesse caso
f∆ (t) = lim
s→t
f (s)− f (t)
s− t .
4. Se f e´ delta-diferencia´vel em t, enta˜o
f (σ (t)) = f (t) + µ (t) f∆ (t) .
Exemplo 18. Se T = R, enta˜o f : R → R e´ diferencia´vel no sentido delta em
t ∈ R se e so´ se o limite
lim
s→t
f (s)− f (t)
s− t
existe (e e´ finito), ou seja, se f e´ diferencia´vel no sentido usual:
f∆ (t) = lim
s→t
f (s)− f (t)
s− t = f
′ (t) .
Exemplo 19. Se T = Z, enta˜o f : Z → R e´ delta-diferencia´vel para todo o
t ∈ Z e
f∆ (t) =
f (σ (t))− f (t)
µ (t)
= f (t+ 1)− f (t) = ∆f (t) ,
onde ∆ e´ o operador usual de diferenc¸as finitas.
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Exemplo 20. Seja T = hZ, h > 0. Uma vez que cada ponto t ∈ T e´ isolado,
f∆ (t) =
f (σ (t))− f (t)
µ (t)
=
f (t+ h)− f (t)
h
= ∆hf(t) .
Exemplo 21. A derivada usual do ca´lculo-q (quaˆntico) [20], tambe´m conhecida
como derivada de Jackson [18], e´ facilmente obtida escolhendo-se, para q > 1,
T = qN0 := {qk : k ∈ N0}:
f∆(t) =
f(qt)− f(t)
(q − 1)t = Dqf(t) .
Exemplo 22. Seja T= Pa,b onde a, b > 0. Considere-se uma sucessa˜o de pontos(
tkn
)
n∈N ⊆ [k (a+ b) , k (a+ b) + a[ tal que
lim
n→+∞
tkn = k (a+ b) + a .
Note-se que
lim
n→+∞
σ
(
tkn
)
= lim
n→+∞
tkn = k (a+ b) + a 6= σ (k (a+ b) + a) .
Como o operador de avanc¸o na˜o e´ cont´ınuo no ponto t = k (a+ b) + a, tem-se
que σ na˜o e´ delta-diferencia´vel nesse ponto.
Este u´ltimo exemplo e´ um caso particular do resultado que se segue.
Proposic¸a˜o 23 ([29]). Se t ∈ Tκ, t 6= minT e ρ (t) = t < σ (t), enta˜o o
operador de avanc¸o σ na˜o e´ delta-diferencia´vel em t.
Demonstrac¸a˜o. Com vista a um absurdo, considere-se que σ e´ delta-diferencia´vel
em t e que σ∆ (t) = a. Enta˜o para todo o s ∈ Ut, vizinhanc¸a de t,
|[σ (σ (t))− σ (s)]− a [σ (t)− s]| 6 ε |σ (t)− s| .
Em particular, para s = t
|[σ (σ (t))− σ (t)]− a [σ (t)− t]| 6 ε |σ (t)− t| .
Ao tomar-se o limite quando ε→ 0, obte´m-se:
[σ (σ (t))− σ (t)]− a [σ (t)− t] = 0⇒ a = σ (σ (t))− σ (t)
σ (t)− t .
Por outro lado, visto que t e´ discreto a` direita e denso a` esquerda, o ponto
s ∈ Ut pode ser escolhido a` esquerda de t. Logo, quando s → t, obte´m-se que
σ (s) = s→ t. Enta˜o,
|[σ (σ (t))− t]− a [σ (t)− t]| 6 ε |σ (t)− t|
⇒ [σ (σ (t))− t]− a [σ (t)− t] = 0
⇒ a = σ (σ (t))− t
σ (t)− t .
Ao comparar os resultados obtidos para a, conclui-se que σ (t) = t, o que con-
tradiz a hipo´tese.
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Em Mathematica usa-se o comando TSDelta:
TSDelta[escalatemporal, func¸a˜o, ponto]
Note-se que a func¸a˜o pode ser definida
dentro ou fora do comando TSDelta.
O teorema seguinte apresenta as propriedades fundamentais da derivada
delta.
Teorema 24 ([9]). Sejam f, g : T→R duas func¸o˜es delta-diferencia´veis em
t ∈ Tκ, α ∈ R. Enta˜o,
1. (f + g)∆ (t) = f∆ (t) + g∆ (t);
2. (αf)∆ (t) = αf∆ (t);
3. (fg)
∆
(t) = f∆ (t) g (t) + f (σ (t)) g∆ (t) = f (t) g∆ (t) + f∆ (t) g (σ (t));
4.
(
f
g
)∆
(t) =
f∆ (t) g (t)− f (t) g∆ (t)
g (t) g (σ (t))
se g (t) g (σ (t)) 6= 0.
Observac¸a˜o 25. Use-se a notac¸a˜o fσ = f ◦ σ.
1. Sejam fi : T→ R, i = 1, . . . , n, func¸o˜es delta-diferencia´veis. Enta˜o,
(f1f2 · · · fn−1fn)∆
= f∆1 f2 · · · fn−1fn + fσ1 f∆2 f3 · · · fn−1fn + · · ·+ fσ1 fσ2 · · · fσn−1f∆n .
2. Seja f : T→ R uma func¸a˜o delta-diferencia´vel. Enta˜o,
(fn)∆ = f∆
[
n∑
k=1
fn−k (fσ)k−1
]
.
3. Seja f : T→ R uma func¸a˜o delta-diferencia´vel em t tal que f (t) f (σ (t)) 6=
0. Enta˜o, (
f−n
)∆
= − (f
n)
∆
fn (fσ)
n .
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As operac¸o˜es do Teorema 24 tambe´m esta˜o definidas no package TimeScales
do Mathematica:
TSDeltaSum[escalatemporal, func¸a˜o1 ,
func¸a˜o2 , ponto]
TSDeltaProdConst[escalatemporal,
func¸a˜o, constante, ponto]
TSDeltaProduct[escalatemporal,
func¸a˜o1 , func¸a˜o2 , ponto]
TSDeltaQuocient[escalatemporal,
func¸a˜o1 , func¸a˜o2 , ponto]
3.2 Derivada nabla
Na secc¸a˜o anterior definiu-se a derivada delta com recurso ao operador de
avanc¸o. Analogamente, introduz-se agora a noc¸a˜o de derivada nabla recorrendo
ao operador de recuo. Considere-se o seguinte conjunto:
Tκ =
{
T\ {inf T} se −∞ < inf T < σ (inf T) ,
T caso contra´rio.
Definic¸a˜o 26. Seja f : T→ R uma func¸a˜o e seja t ∈ Tκ. A derivada nabla de
f em t, que se representa por f∇ (t), e´ o nu´mero real (caso exista) tal que para
qualquer ε > 0 existe uma vizinhanc¸a U δt de t em T com∣∣[f (ρ (t))− f (s)]− f∇ (t) [ρ (t)− s]∣∣ 6 ε |ρ (t)− s|
para todo o s ∈ U δt . Diz-se que f e´ nabla-diferencia´vel em T se existe derivada
nabla de f em t para todo o t ∈ Tκ. A func¸a˜o f∇ : Tκ → R diz-se a derivada
nabla de f em Tκ.
De modo semelhante ao caso delta (cf. Teorema 11) pode-se mostrar que se
f : T→ R e t ∈ Tκ, enta˜o f tem no ma´ximo uma derivada nabla em t.
Exemplo 27. Para T = R a derivada nabla coincide com a noc¸a˜o usual de
derivada: f∇ = f∆ = f ′.
Exemplo 28. Para T = Z tem-se f∇ (t) = ∇f (t) = f (t)− f (t− 1).
Os resultados seguintes sa˜o similares aos da derivada delta:
Teorema 29 ([10]). Seja f : T→ R uma func¸a˜o e seja t ∈ Tκ.
1. Se f e´ nabla-diferencia´vel em t, enta˜o f e´ cont´ınua em t.
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2. Se f cont´ınua em t, com t um ponto discreto a` esquerda, enta˜o f e´ nabla-
diferencia´vel em t e
f∇ (t) =
f (t)− f (ρ (t))
ν (t)
.
3. Se t e´ denso a` esquerda, enta˜o f e´ diferencia´vel no sentido nabla em t se
e so´ se o limite
lim
s→t
f (s)− f (t)
s− t
existe (e e´ finito). Nesse caso,
f∇ (t) = lim
s→t
f (s)− f (t)
s− t .
4. Se f e´ nabla-diferencia´vel em t, enta˜o f (ρ (t)) = f (t)− ν (t) f∇ (t).
Teorema 30 ([10]). Sejam f, g : T → R duas func¸o˜es nabla-diferencia´veis em
t ∈ Tκ, α ∈ R. Enta˜o,
1. (f + g)
∇
(t) = f∇ (t) + g∇ (t);
2. (αf)
∇
(t) = αf∇ (t);
3. (fg)
∇
(t) = f∇ (t) g (t) + f (ρ (t)) g∇ (t) = f (t) g∇ (t) + f∇ (t) g (ρ (t));
4.
(
f
g
)∇
(t) =
f∇ (t) g (t)− f (t) g∇ (t)
g (t) g (ρ (t))
se g (t) g (ρ (t)) 6= 0.
Em Mathematica os comandos sa˜o ana´logos aos da derivada delta mas teˆm
sempre o prefixo TSNabla.
TSNabla[escalatemporal, func¸a˜o, ponto]
TSNablaSum[escalatemporal, func¸a˜o1 ,
func¸a˜o2 , ponto]
TSNablaProdConst[escalatemporal,
func¸a˜o, constante, ponto]
TSNablaProduct[escalatemporal,
func¸a˜o1 , func¸a˜o2 , ponto]
TSNablaQuocient[escalatemporal,
func¸a˜o1 , func¸a˜o2 , ponto]
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3.3 Regras da cadeia
A fo´rmula usual da derivada da func¸a˜o composta na˜o e´ va´lida em todas as
escalas temporais.
Exemplo 31. Ao considerar-se a escala temporal T = Z e dadas as func¸o˜es
f, g : Z→ Z definidas por
f (t) = t3 e g (t) = 2t
repara-se que
(f ◦ g)∆ = (8t3)∆ = 8 (3t2 + 3t+ 1) = 24t2 + 24t+ 8
e que
f∆ (g (t)) · g∆ (t) = (12t2 + 6t+ 1) 2 = 24t2 + 12t+ 2 .
Logo,
(f ◦ g)∆ 6= f∆ (g (t)) g∆ (t) .
Uma das poss´ıveis maneiras de determinar a derivada da func¸a˜o composta
numa escala temporal e´ dada pelo pro´ximo resultado.
Teorema 32 ([9]). Seja g : R → R uma func¸a˜o cont´ınua tal que g : T → R e´
delta-diferencia´vel em Tκ e seja f : R→ R uma func¸a˜o com derivada cont´ınua.
Enta˜o, existe um nu´mero real c ∈ [t, σ (t)] tal que
(f ◦ g)∆ (t) = f ′ (g (c)) g∆ (t) . (2)
Exemplo 33. Considere-se as func¸o˜es f : R→ R e g : T→ R definidas por
f (t) = t3 e g (t) = 2t .
Observe-se que
(f ◦ g)∆ (0) = f ′ (g (c)) g∆ (0)⇔ c = 1√
3
∨ c = − 1√
3
e, portanto, a fo´rmula (2) e´ va´lida em t = 0 para c = 1√
3
∈ [0, σ (0)] = [0, 1].
Outra formulac¸a˜o poss´ıvel para a derivada da func¸a˜o composta e´ apresentada
no teorema seguinte.
Teorema 34 ([9]). Seja f : R→ R uma func¸a˜o diferencia´vel com continuidade
e g : T→ R uma func¸a˜o com derivada delta. Enta˜o,
(f ◦ g)∆ (t) = g∆ (t)
∫ 1
0
f ′
(
g (t) + ξµ (t) g∆ (t)
)
dξ .
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Exemplo 35. Considerando as func¸o˜es f e g do Exemplo 33, verifica-se que
(f ◦ g)∆ (t) = 2
∫ 1
0
3 (2t+ 2ξ)2 dξ
=
[
(2t+ 2ξ)
3
]1
0
= (2t+ 2)
3 − 8t3
= 24t2 + 24t+ 8 .
Teorema 36 ([9]). Seja g : T → R uma func¸a˜o estritamente crescente tal que
T˜ = g (T) e´ uma escala temporal e seja f : T˜ → R uma func¸a˜o. Se g∆ (t) e
f ∆˜ (g (t)) existem para t ∈ Tκ, enta˜o
(f ◦ g)∆ =
(
f ∆˜ ◦ g
)
g∆
onde f ∆˜ representa a delta derivada de f em T˜.
Exemplo 37. Considerem-se as func¸o˜es f e g do Exemplo 31. Assim T˜ =
g (Z) = 2Z. Como
f ∆˜ (t) =
f (t+ 2)− f (t)
2
=
(t+ 2)
3 − t3
2
= 3t2 + 6t+ 4
e
f ∆˜ ◦ g (t) = 12t2 + 12t+ 4
logo (
f ∆˜ ◦ g
)
g∆ (t) =
(
12t2 + 12t+ 4
)
2 = 24t2 + 24t+ 8 .
Como consequeˆncia do Teorema 36 obte´m-se o seguinte resultado para a
derivada da func¸a˜o inversa.
Teorema 38 ([9]). Seja g : T → R uma func¸a˜o estritamente crescente tal que
T˜ = g (T) e´ uma escala temporal. Enta˜o
1
g∆
=
(
g−1
)∆˜ ◦ g
nos pontos t ∈ Tκ onde g∆ (t) 6= 0.
15
4 Conclusa˜o e notas finais
O formalismo das escalas temporais permite desenvolver uma teoria de ca´lculo
diferencial generalizado, que tem como casos particulares o ca´lculo diferencial
em R, o ca´lculo das diferenc¸as finitas e o ca´lculo-q (quaˆntico). Mesmo uma escala
temporal como o conjunto de Cantor esta´ inclu´ıda. Os objectivos primordiais
da ana´lise em escalas temporais sa˜o unificac¸a˜o e generalizac¸a˜o. Como resultado
pode-se evitar a apresentac¸a˜o em paralelo de resultados discretos e cont´ınuos
(por vezes mac¸ador, a`s vezes dif´ıcil) e a realizac¸a˜o de “demonstrac¸o˜es” por analo-
gia ou apenas por omissa˜o, que ta˜o frequentemente ocorrem nas apresentac¸o˜es
de verso˜es discretas de temas da ana´lise [17].
Uma a´rea de investigac¸a˜o muito activa consiste em estudar sistemas de con-
trolo em escalas temporais (vide, e.g., [3, 4, 5, 11, 26, 29]). Este e´ o assunto da
unidade curricular Teoria do Controlo em Time Scales da a´rea de especializac¸a˜o
em Optimizac¸a˜o, Sistemas e Controlo do Programa Doutoral em Matema´tica e
Aplicac¸o˜es (PDMA) entre os Departamentos de Matema´tica da Universidade de
Aveiro (DMAT-UA) e da Universidade do Minho (DMAT-UM). De modo muito
sucinto, a ideia central da teoria dos sistemas e controlo em time scales consiste
em usar o conceito de derivada delta (ou nabla) para unificar os sistemas de
controlo tanto em tempo cont´ınuo como em tempo discreto:
Tempo cont´ınuo
t ∈ R
x˙(t) = f1(x(t), u(t))
Se T = R, enta˜o
x˙(t) = x∆(t).
Logo,
x∆(t) = f1(x(t), u(t))
Tempo discreto
t ∈ Z
x(t + 1) = f2(x(t), u(t))
Se T = Z, enta˜o
x∆(t) = x(t+ 1)− x(t).
Logo,
x∆(t) = f2(x(t), u(t)) − x(t)
Estudam-se enta˜o sistemas de controlo numa escala temporal T, i.e.,
x∆(t) = f(x(t), u(t)), t ∈ Tκ .
Ao considerar-se o ca´lculo em escalas temporais, os sistemas de controlo em
tempo cont´ınuo e em tempo discreto sa˜o fundidos numa u´nica teoria mais geral.
Neste pequeno artigo apresentam-se as noc¸o˜es elementares da teoria das
escalas temporais, que servem de ponto de partida para um estudo mais apro-
fundado, e.g., o estudo do ca´lculo integral em escalas temporais, o estudo das
equac¸o˜es delta ou nabla-diferencia´veis e a “Teoria do Controlo em Time Scales”.
O package TimeScales, desenvolvido para oMathematica, na˜o so´ executa ca´lculos
ba´sicos como evidencia as diferenc¸as de resultados para escalas temporais distin-
tas. Esta´ dispon´ıvel em http://www.esce.ipvc.pt/docentes/srodrigues/TimeScales.m.
Em anos recentes o ca´lculo em escalas temporais tem recebido considera´vel
atenc¸a˜o internacional (cf., e.g., http://web.mst.edu/~bohner/tslist.html).
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Va´rios semina´rios e sesso˜es especiais sobre a tema´tica das escalas temporais sa˜o
organizados. Em Maio pro´ximo decorre em Dresden, na Alemanha, uma sessa˜o
convidada organizada por Martin Bohner, Stefan Hilger e Agacik Zafer, no
aˆmbito da 8th AIMS Conference on Dynamical Systems, Differential Equations
and Applications, Dresden, Germany, May 25-28, 2010 (http://web.mst.edu/~bohner/dd2010.html).
Ao leitor interessado nestas tema´ticas, e como ponto de partida, recomenda-se
os livros [9, 10, 21].
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