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Introduction
A.1 Introduction ge´ne´rale
Le mode`le de Savage (1954) constitue la re´fe´rence de la the´orie de la de´cision dans
l’incertain. Il traite d’une axiomatisation du crite`re de l’espe´rance d’utilite´ subjective,
c’est-a`-dire qu’un de´cideur qui satisfait les axiomes de Savage se comporte comme s’il
choisissait entre diffe´rents actes apre`s les avoir e´value´s selon leur utilite´ espe´re´e. Un axi-
ome central est celui de la “chose suˆre”. Il stipule que deux actes qui ont une partie
commune, peuvent eˆtre modifie´s de la meˆme manie`re sur cette partie commune sans que
cela ne change la direction de la pre´fe´rence.
En suivant cette me´thode axiomatique, une repre´sentation additive peut eˆtre obtenue
dans diffe´rents cadres (Anscombe-Aumann (1963), Wakker (1990)).
En de´pit du caracte`re normatif et attractif des mode`les d’espe´rance d’utilite´ subjective, des
re´futations empiriques apparaissent tout de meˆme tre`s rapidement, et parmi elles, le pa-
radoxe d’Ellsberg (1961). Celui-ci remet directement en question l’existence d’une proba-
bilite´ subjective. Par conse´quent, ce paradoxe exclut d’emble´e les mode`les additifs. Entre
les re´ponses apporte´es au paradoxe d’Ellsberg figurent les mode`les d’espe´rance d’utilite´
a` la Choquet qui constituent une classe importante des mode`les non-additifs. De´sormais
un de´cideur ne posse`de pas une probabilite´ subjective mais une capacite´ subjective, dont
l’usage remonte aux travaux de Schmeidler (1982,1989). Ces fonctions d’ensembles ne
sont plus ne´cessairement additives, mais conservent tout de meˆme une proprie´te´ de mo-
notonie qui se traduit naturellement dans une situation d’incertitude, comme la relation
“plus probable que”. Une the´orie de l’inte´gration par rapport aux capacite´s, introduite
par Choquet (1953), et retrouve´e puis de´veloppe´e par Schmeidler (1986) permet ainsi
de ge´ne´raliser le crite`re d’espe´rance d’utilite´ ; Gilboa (1987), Schmeidler (1982,1989) pro-
posent respectivement une extension non-additive du mode`le de Savage et de celui de
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Anscombe-Aumann. Cette ge´ne´ralisation restreint l’axiome de la “chose suˆre” aux actes
comonotones : ceux qui ont leurs variations dans le meˆme sens. Dans ce cas, deux actes
ayant une partie commune peuvent eˆtre modifie´s de`s que l’ordre des re´sultats n’est pas
modifie´.
L’axiomatique des mode`les d’espe´rance d’utilite´ a` la Choquet de´veloppe´e dans un cadre
d’incertitude peut e´galement s’adapter a` un cadre temporel, ou` un planificateur doit
allouer des richesses a` diffe´rentes ge´ne´rations, ou encore si un agent doit re´partir ses res-
sources au cours du temps. Ainsi l’e´valuation d’un flux de revenus peut se re´aliser de
manie`re non-additive. Elle peut incorporer les variations entre diffe´rentes pe´riodes suc-
cessives (Gilboa (1989), De Waegenaere et Wakker (2001)), qui peuvent e´ventuellement
entraˆıner des violations de la monotonie, d’ou` notre premier chapitre.
Le premier chapitre traite de la repre´sentation inte´grale des fonctionnelles comonotones
additives et se´quentiellement continues par en bas et/ou par en haut. Cette repre´sentation
s’appuie sur l’inte´grale de Choquet (1953). Elle se base sur la continuite´ se´quentielle, une
condition usuelle en the´orie de la mesure, et non pas sur la proprie´te´ de monotonie traite´e
par Schmeidler (1986). En conse´quence les jeux ici conside´re´s ne sont pas force´ment mono-
tones mais continus par en haut et/ou par en bas, proprie´te´s e´quivalentes a` la σ-additivite´
dans le cas des jeux additifs. Finalement, nous proposons des the´ore`mes de repre´sentation
des pre´fe´rences qui ne sont pas ne´cessairement monotones mais se´quentiellement continues
par en haut ou par en bas.
Le deuxie`me chapitre propose d’axiomatiser certaines pre´fe´rences dans un cadre tem-
porel, me´thode initie´e par Gilboa (1989) et poursuivie par Shalev (1997) dans un cadre a` la
Anscombe-Aumann (1963). L’approche adopte´e ici est similaire a` celle de De Waegaenere
et Wakker (2001) en conside´rant des pre´fe´rences line´aires par rapport a` la richesse. Notre
approche a pour but de prendre en compte les comple´mentarite´s entre diffe´rentes pe´riodes
successives. Elle s’e´carte du mode`le standard additif ou` chaque pe´riode est inde´pendante
des autres. Pour cela nous introduisons un axiome d’aversion aux variations, qui conserve
l’additivite´ sur des flux de revenus ayant la proprie´te´ de se´quentielle comonotonie. L’ex-
tension au cas infini de´nombrable est re´alise´e a` partir d’un axiome comportemental :
la myopie. Finalement nous pre´sentons une ge´ne´ralisation au cas non-additif du mode`le
d’espe´rance escompte´e, axiomatise´ par Koopmans (1972).
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Dans le troisie`me chapitre, on e´tablit un the´ore`me de de´composition a` la Yosida-
Hewitt(1952) pour les jeux totalement monotones sur IN, ou` tout jeu s’e´crit comme
somme d’un jeu σ-continu et d’un jeu pur. Si un jeu est une mesure, nous retrouvons
la de´composition classique en partie σ-additive et pure.
Pour obtenir cette de´composition, nous appliquons a` l’ensemble des fonctions de croyance
un the´ore`me de Choquet relatif a` la repre´sentation inte´grale d’ensembles convexes com-
pacts. Nous en de´duisons que tout jeu totalement monotone σ-continu est mis en corres-
pondance de manie`re biunivoque avec une inverse de Mo¨bius sur IN ; et que toute inte´grale
de Choquet d’une fonction borne´e sur IN par rapport a` un jeu totalement monotone σ-
continu s’obtient comme somme d’une se´rie absolument convergente.
Le dernier chapitre traite de la mode´lisation de la patience dans le cadre de rela-
tions de pre´fe´rence sur des flux de´nombrables de revenus.
Dans un premier temps, nous conside´rons des pre´fe´rences patientes dans un cadre addi-
tif. Ces pre´fe´rences admettent une repre´sentation inte´grale a` l’aide de probabilite´s pures,
ce qui co¨ıncide en outre avec les limites de Banach (Banach 1987). Ces limites sont les
extensions de la fonctionnelle limite aux suites borne´es. Ensuite, nous renforc¸ons la pa-
tience en invariance temporelle. Nous obtenons ainsi une repre´sentation qui s’appuie sur
les probabilite´s invariantes, celles-ci s’identifient aux limites de Banach-Mazur.
Enfin nous conside´rons la patience na¨ıve, ce qui aboutit a` un the´ore`me d’impossibilite´.
En conse´quence, nous de´veloppons une extension des re´sultats obtenus pre´ce´demment
dans un cadre non-additif. Ainsi nous introduisons un axiome d’additivite´ non-lisse qui
nous permet de repre´senter les pre´fe´rences avec une inte´grale de Choquet a` capacite´
convexe. Dans ce cas, la patience se traduit par des capacite´s convexes pures qui partagent
les meˆmes proprie´te´s que les limites de Banach. Elles forment les extensions non-additives
de la fonctionnelle limite aux suites borne´es.
De meˆme, l’invariance temporelle s’exprime naturellement en terme de capacite´s convexes
invariantes. En fin de compte, la patience na¨ıve admet comme unique repre´sentation la
fonctionnelle limite infe´rieure.
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A.2 Re´sume´ de´taille´ des re´sultats
A.2.1 Inte´grales de Choquet non-monotones se´quentiellement
continues
A.2.1.1 Notation et De´finitions
Soit S un ensemble non-vide et S une famille de sous-ensembles de S. Une fonction
X de´finie sur S est dite S-mesurable si pour tout t dans IR, {X ≥ t} appartient a` S, ou`
{X ≥ t} est l’image re´ciproque de [t,+∞[ par X, cette de´finition de la mesurabilite´ est
aussi utilise´e dans Zhou (1998). X est borne´e, si ‖X‖ est fini, ou` ‖.‖ est la norme sup.
B∞(S,S) de´signe l’ensemble des fonctions borne´es S-mesurables.
Une fonction d’ensembles v sur S a` valeurs re´elles tel que v(∅) = 0 est un jeu. Un jeu est
dit borne´ si Sup{|v(A)|, A ∈ S} est fini, note´ ‖v‖.
Un jeu est continu par en haut si pour toutes suites de´croissantes (An)n≥1 de S tel que
A =
⋂
n≥1An ∈ S, note´ An ↓ A, (v(An))n≥1 converge vers v(A). Un jeu est continu par en
bas si pour toutes suites croissantes (An)n≥1 de S tel que A =
⋃
n≥1An ∈ S, (v(An))n≥1
converge vers v(A). Pour les mesures finies, la σ-additivite´, la continuite´ par en haut et
la continuite´ par en bas sont e´quivalentes.
Soit v est un jeu de´fini sur S, et X une fonction S-mesurable, l’inte´grale de Choquet
de X par rapport a` v, est note´e
∫
Xdv, de´finie par
∫
Xdv =
∫
IR+
v({X ≥ t})dλ(t) +∫
IR−(v({X ≥ t}) − v(S))dλ(t) ou` λ est la mesure de Lebesgue IR, si cette quantite´ exi-
ste. Cette formule peut eˆtre interpre´te´e comme une espe´rance par rapport a` une mesure
ge´ne´ralise´e. Cette inte´grale de Lebesgue est bien de´finie de`s que v est continu par en haut
et borne´, ce que l’on montre dans la prochaine section. Pour A ∈ S, A∗ de´signe la fonction
caracte´ristique de A. Deux fonctions X, Y de´finies sur S sont dites comonotones si pour
tout (s, t) ∈ S2, (X(s)−X(t))(Y (s)− Y (t)) ≥ 0.
Soit I une fonctionnelle de´finie sur une classe F de fonctions sur S, on dira que I est
borne´e si ‖I‖F=Sup{|I(X)|;X ∈ F , ∅∗ ≤ X ≤ S∗} est fini, quand F = B∞(S,S) on e´crira
‖I‖. I est positivement homoge`ne de degre´ un si pour tout X ∈ F , λ ∈ IR+, λ.X ∈ F
alors I(λ.X) = λI(X). I est comonotone additive si pour tout X, Y comonotones dans F
tel que X + Y ∈ F alors I(X + Y ) = I(X) + I(Y ). Finalement, I est se´quentiellement
continue par en haut (resp. se´quentiellement continue par en bas ) si pour toute suite
de´croissante (resp. croissante) (Xn)n≥1 de F qui converge simplement vers X, Xn ↓CS X
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(resp. Xn ↑CS X), ou` X appartient a` F , alors (I(Xn))n≥1 converge vers I(X).
A.2.1.2 Re´sultats pre´liminaires
On ve´rifie que l’inte´grale de Choquet est bien de´finie pour tout X dans B∞(S,S)
lorsque v est borne´ et continu par en haut. On a,
Lemme A.2.1 Soit f :]a, b] → IR, ou` −∞ < a < b < +∞. Si f est continue a` gauche,
alors f est bore´lienne.
Lemme A.2.2 Soit X une fonction sur S et (Xn)n≥1 une suite de fonctions sur S, tel
que Xn ↓CS X. Alors pour tout t ∈ IR, {Xn ≥ t} ↓ {X ≥ t}.
Lemme A.2.3 Soit v un jeu continu par en haut de´fini sur S, et X ∈ B∞(S,S). Posons
vX(t) = v({X ≥ t}), pour tout t ∈ IR. Alors vX est continue a` gauche.
Proposition A.2.1 Soit v un jeu borne´ continu par en haut de´fini sur S, alors pour tout
X ∈ B∞(S,S),
∫
Xdv est bien de´finie.
Proposition A.2.2 Soit I une fonctionnelle sur B∞(S,S). Supposons que I soit (a)
comonotone additive et (b) se´quentiellement continue par en haut, alors I est positivement
homoge`ne de degre´ un.
Une preuve semblable a` la proposition suivante peut eˆtre trouve´e dans Denneberg
(1994). Comme l’a observe´ Wakker (1993), la somme de deux fonctions mesurables n’est
pas ne´cessairement mesurable si S n’est pas une σ-alge`bre.
Proposition A.2.3
(i) Pour tout X ∈ B∞(S,S) et pour tout λ ∈ IR+, λ.X ∈ B∞(S,S).
(ii) Pour tout X, Y ∈ B∞(S,S) comonotones, X + Y ∈ B∞(S,S).
Proposition A.2.4 Soit I une fonctionnelle comonotone additive et se´quentiellement
continue par en haut sur B∞(S,S). Posons S∗ = {A∗; A ∈ S}. Si ‖I‖S∗ < +∞ alors
‖I‖ < +∞. De plus ‖I‖S∗ = ‖I‖.
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A.2.1.3 Re´sultats principaux
The´ore`me A.2.1 Soit I une fonctionnelle borne´e sur B∞(S,S). Supposons que I soit
(a) comonotone additive et (b) se´quentiellement continue par en haut, alors il existe un
unique jeu continu par en haut (de meˆme norme) de´fini sur S tel que pour tout X dans
B∞(S,S) on a,
I(X) =
∫
Xdv (A.1)
Re´ciproquement, si v est un jeu borne´, continu par en haut de´fini sur S, alors l’inte´grale
de Choquet est une fonctionnelle comonotone additive, se´quentiellement continue par en
haut (de meˆme norme) sur B∞(S,S).
Un re´sultat dual existe pour les fonctionnelles comonotones additives et se´quentielle-
ment continues par en bas. Pour cela nous modififions la de´finition de la S-mesurabilite´.
Une fonction sera dite S-mesurable si pour tout t dans IR, {X > t} appartient a` S, ou`
{X > t} est l’image re´ciproque de ]t,+∞[ par X. En accord avec cette de´finition les
ine´galite´s larges de l’inte´grande de l’inte´grale de Choquet seront de´sormais strictes. Avec
les changements ade´quats, les re´sultats pre´liminaires restent valides.
The´ore`me A.2.2 Soit I une fonctionnelle borne´e sur B∞(S,S). Supposons que I soit
(a) comonotone additive et (b) se´quentiellement continue par en bas, alors il existe un
unique jeu continu par en bas (de meˆme norme) de´fini sur S tel que pour tout X dans
B∞(S,S) on a,
I(X) =
∫
Xdv =
∫
IR+
v({X > t})dλ(t) +
∫
IR−
(v({X > t})− v(S))dλ(t) (A.2)
Re´ciproquement, si v est un jeu borne´, continu par en bas de´fini sur S, alors l’inte´grale
de Choquet est une fonctionnelle comonotone additive, se´quentiellement continue par en
bas (de meˆme norme) sur B∞(S,S).
Maintenant si nous conside`rons que X est S-mesurable si pour tout t dans IR, {X >
t} et {X ≥ t} appartiennent a` S on obtient comme corollaire une caracte´risation des
fonctionnelles comonotones additives et se´quentiellement continues par en haut et par
en bas. L’inte´grande de l’inte´grale de Choquet dans ce cas contient indiffe´remment des
ine´galite´s larges ou strictes. De plus comme l’inte´grande admet des limites a` droite et a`
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gauche en tout point, l’inte´grale de Lebesgue peut eˆtre remplace´e par une inte´grale de
Riemann.
Corollaire A.2.1 Soit I une fonctionnelle borne´e sur B∞(S,S). Supposons que I soit
(a) additive comonotone, (b) se´quentiellement continue par en bas et (b′) se´quentiellement
continue par en haut, alors il existe un unique jeu continu par en bas et par en haut (de
meˆme norme) de´fini sur S tel que pour tout X dans B∞(S,S) on a,
I(X) =
∫
Xdv =
∫ +∞
0
v({X ≥ t})dt+
∫ 0
−∞
(v({X ≥ t})− v(S))dt (A.3)
Re´ciproquement, si v est un jeu borne´, continu par en bas et par en haut de´fini sur S,
alors l’inte´grale de Choquet est une fonctionnelle comonotone additive, se´quentiellement
continue par en bas et par en haut (de meˆme norme) sur B∞(S,S).
A.2.1.4 The´ore`me de repre´sentation des pre´fe´rences
On se place dans un cadre ou` l’utilite´ de la richesse est suppose´e eˆtre line´aire et on se
propose d’e´tablir un the´ore`me de repre´sentation des pre´fe´rences.
Une relation binaire  sur B∞(S,S) est dite, totale si pour tout (X, Y ) ∈ B∞(S,S)2
on a X  Y ou Y  X ; transitive si pour tout (X, Y, Z) ∈ B∞(S,S)3 tel que X  Y
et Y  Z alors X  Z. Un pre´ordre total  sur B∞(S,S) est une relation binaire sur
B∞(S,S) qui est totale et transitive. On notera X  Y pour X  Y et non(Y  X) ;
X ∼ Y pour X  Y et Y  X. Pour tout X dans B∞(S,S), I(X) ∈ IR est l’e´quivalent
certain de X si I(X) est l’unique re´el tel que I(X).S∗ ∼ X. Nous e´nonc¸ons des axiomes
qu’une relation binaire est susceptible de ve´rifier.
A.1  est un pre´ordre total.
A.2 Continuite´ par rapport a` la convergence simple par en haut :
A.2.1 (∀Xn, X, Y ∈ B∞(S,S), Xn  Y,Xn ↓CS X)⇒ (X  Y ),
A.2.2 (∀Xn, X, Y ∈ B∞(S,S), Xn  Y,Xn ↓CS X)⇒ (X  Y ).
A.3 S∗  ∅∗.
A.4 Comonotone additivite´ :
∀X,Y, Z ∈ B∞(S,S) deux a` deux comonotones, (X  Y )⇒ (X + Z  Y + Z).
A.5 Borne´tude : ∃ m,M ∈ IR/ ∀A ∈ S,m.S∗  A∗ M.S∗.
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En particulier, dans A.4 si Z = δ.S∗ pour δ ∈ IR alors on obtient une e´quivalence a`
la place d’une implication. L’axiome suivant affirme que  est compatible avec l’ordre
naturel sur IR.
A.3∗ Monotonie pour les constantes : ∀α > β, α.S∗  β.S∗ .
A.3 s’obtient a` partir de A.3∗. On a une re´ciproque dans le lemme suivant.
Lemme A.2.4 Si  ve´rifie A.1, A.2.1, A.3, A.4, alors  ve´rifie A.3∗.
Proposition A.2.5 Si  ve´rifie A.1-A.4, alors tout X dans B∞(S,S) admet un e´quivalent
certain.
En particulier, pour tout γ ∈ IR, I(γ.S∗) = γ.
The´ore`me A.2.3 Une relation binaire  sur B∞(S,S) ve´rifie A.1-A.5 si et seulement
si il existe un unique jeu v borne´, continu par en haut avec v(S) = 1 tel que tout X ∈
B∞(S,S) a pour e´quivalent certain,
∫
Xdv.
De la meˆme manie`re on peut conside´rer la version duale de A.2,
A’.2 Continuite´ par rapport a` la convergence simple par en bas :
A’.2.1 (∀Xn, X, Y ∈ B∞(S,S), Xn  Y,Xn ↑CS X)⇒ (X  Y ),
A’.2.2 (∀Xn, X, Y ∈ B∞(S,S), Xn  Y,Xn ↑CS X)⇒ (X  Y ).
Nous obtenons une version duale du The´ore`me A.2.3, ou` l’inte´grale de Choquet que nous
conside´rons est celle du The´ore`me A.2.2
The´ore`me A.2.4 Une relation binaire  sur B∞(S,S) ve´rifie A.1,A’.2,A.3-A.5 si et
seulement si il existe un jeu v borne´, continu par en bas avec v(S) = 1 tel que tout
X ∈ B∞(S,S) a pour e´quivalent certain,
∫
Xdv.
A.2.1.5 Conclusion
L’objectif de ce chapitre est d’exposer une approche alternative aux repre´sentations
inte´grales base´es sur une condition de monotonie. Il apparait que la continuite´ se´quentielle,
une condition naturelle en the´orie de la mesure, peut eˆtre une telle alternative. En outre
les jeux que nous conside´rons peuvent eˆtre a` valeurs ne´gatives, et sont compatibles avec
des violations de la monotonie.
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A.2.2 Caracte´risation de certains mode`les multi-pe´riodiques non-
additifs
A.2.2.1 Le mode`le
Soit S = IN ou [[0, n]] pour n ∈ IN, ou` [[a, b]] = [a, b] ∩ IN. S repre´sente un en-
semble de dates, et 0 le pre´sent, l’horizon est soit fini si S = [[0, n]], ou infini si S = IN.
B∞(S) de´signe l’ensemble des suites borne´es de´finies sur S, et repre´sente les suites de
conse´quences qu’un de´cideur doit classer. On supposera que les pre´fe´rences du de´cideur
sur B∞(S) sont donne´es par une relation binaire  sur B∞(S).  est dite, totale si pour
tout x, y ∈ B∞(S) on a x  y ou y  x ; transitive si pour tout x, y, z ∈ B∞(S) tel que
x  y et y  z alors x  z. Une relation binaire,  , est appele´e pre´ordre total si elle est
totale et transitive. On notera x  y pour x  y et non(y  x) ; x ∼ y pour x  y et
y  x. Pour tout x ∈ B∞(S), le nombre re´el I(x) sera appele´ e´quivalent constant de x,
si I(x) est l’unique re´el tel que I(x).S∗ ∼ x , ou` S∗ est la fonction caracte´ristique de S.
Introduisons certains axiomes afin d’obtenir l’existence d’un e´quivalent constant I(x)
pour tout x ∈ B∞(S) qui repre´sente  i.e. ∀ x, y ∈ B∞(S), x  y ⇐⇒ I(x) ≥ I(y).
A.1.  est un pre´ordre total .
A.2.(Monotonie) : S∗  ∅∗, ∀ x, y ∈ B∞(S), (x ≥ y)⇒ (x  y).
A.3.(Constante additivite´) : ∀ x, y ∈ B∞(S),∀α ∈ IR,
(x  y)⇒ (x+ α.S∗  y + α.S∗)
A.4.(Se´parabilite´) : ∀ x ∈ B∞(S), x (≺) ∅∗, ∃ α(><)0 / x (≺) α.S∗ (≺) ∅∗.
A.1 est un axiome standard, A.2 e´carte le cas de la relation triviale. A.3 entraˆıne la
line´arite´ par rapport aux revenus. A.4 est un axiome plus faible que la continuite´ uniforme.
En effet, A.4 peut eˆtre reformule´ de fac¸on e´quivalente,
A.4’. ∀ x ∈ B∞(S), x (≺) ∅∗,∀ (αn)n≥0 (↓↑) 0, ∃N / αN .S∗ (≺) x ,
ou encore,
A.4” ∀ x ∈ B∞(S), x () ∅∗,∀ (αn)n≥0 (↓↑) 0, [(∀n ∈ IN, x()αn.S∗)⇒ x ∼ ∅∗]
(ou` ↓ marque la de´croissance).
Remarquons que si  ve´rifie A.1-A.3 alors  est compatible avec l’ordre naturel sur IR.
Lemme A.2.5 Soit  qui ve´rifie A.1-A.3 alors, ∀α, β ∈ IR, (α > β) ⇐⇒ (α.S∗  β.S∗).
Nous obtenons une repre´sentation des pre´fe´rences ,
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Proposition A.2.6 Une relation de pre´fe´rence  ve´rifie A.1-A.4 si et seulement si il
existe une unique I : B∞(S)→ IR ou` I(S∗) = 1 tel que,
(i) ∀x ∈ B∞(S), x ∼ I(x).S∗ ;
(ii) ∀x, y ∈ B∞(S), x  y ⇐⇒ I(x) ≥ I(y) ;
(iii) ∀x, y ∈ B∞(S), x ≥ y ⇒ I(x) ≥ I(y) ;
(iv) ∀x, y ∈ B∞(S),∀α ∈ IR, I(x+ α.S∗) = I(x) + α.
De plus I est uniforme´ment continue.
A.2.2.2 Mode`le multi-pe´riodique
Les mode`les usuels de repre´sentation de pre´fe´rences se basent sur l’additivite´, la` ou` aucune
comple´mentarite´ ne peut eˆtre prise en conside´ration. En terme de pre´fe´rence cela ce traduit
par l’axiome suivant,
A.5∗. (Additivite´) ∀x, y, z ∈ B∞(S), (x ∼ y)⇒ (x+ z ∼ y + z).
A.5∗ stipule que si un de´cideur est indiffe´rent entre x et y alors ajouter z a` x et a`
y ne modifiera pas l’indiffe´rence. A.1-A.4, A.5∗ donnent comme e´quivalent constant une
espe´rance par rapport a` une probabilite´ (non ne´cessairement σ-additive). Toutefois cet
axiome ne prend pas en conside´ration les comple´mentarite´s entre deux pe´riodes succes-
sives.
A la suite de Shalev (1997) et De Waegenaere et Wakker (2001) on dira que x, y
sont se´quentiellement comonotones si ∀ n, n + 1 ∈ S, (xn+1 − xn)(yn+1 − yn) ≥ 0. Nous
introduisons dans notre cadre une version simple d’un axiome apparente´ dans Gilboa
(1989),
A.5. (Aversion aux variations) ∀x, y, z ∈ B∞(S), {y, z} se´quentiellement comonotone,
(x ∼ y)⇒ (x+ z  y + z).
On remarque que l’additivite´ est conserve´e pour les profils qui ne modifient pas les
comple´mentarite´s, puisque si {x, z} et {y, z} sont se´quentiellement comonotones alors
(x ∼ y) =⇒ (x+z ∼ y+z). En revanche, lisser deux revenus successifs peut eˆtre conside´re´
comme une ame´lioration par le de´cideur, autrement dit si {y, z} est se´quentiellement
comonotone mais pas {x, z} alors x+ z  y + z peut eˆtre obtenu.
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A.2.2.3 Mode`le multi-pe´riodique en horizon fini
On conside`re le cas fini ou` S = [[0, n]], ainsi B∞(S) peut eˆtre identifie´ a` IRn+1. Sous
les axiomes A1.-A.5 on obtient une unique fonction qui e´value chaque profil selon les
pre´fe´rences du de´cideur.
The´ore`me A.2.5 Soit  une relation de pre´fe´rence sur IRn+1,  ve´rifie A.1-A.5 si et
seulement si il existe m0, . . . ,mn,m0,1, . . . ,mn−1,n ≥ 0 de´termine´s de manie`re unique avec∑n
i=0mi +
∑n−1
i=0 mi,i+1 = 1 tel que,
∀x ∈ IRn+1, x ∼ I(x).[[0, n]]∗ ;
∀x, y ∈ IRn+1, x  y ⇐⇒ I(x) ≥ I(y) ;
ou`,
∀x ∈ IRn+1, I(x) =
n∑
i=0
mi.xi +
n−1∑
i=0
mi,i+1.Min{xi, xi+1}. (A.4)
D’apre`s l’e´galite´ (A.4) le de´cideur exhibe un comportement markhovien, l’impact de
chaque composante dans l’e´valuation de´pend de la composante pre´ce´dente. L’e´valuation
de chaque flux de revenus est compose´e d’une partie additive, i.e.
∑n
i=0mi.xi, et d’une
partie markhovienne, i.e.
∑n−1
i=0 mi,i+1.Min{xi, xi+1} ou` chaque composante xi+1 est en
comple´mentarite´ avec la composante xi.
(A.4) peut eˆtre re´e´crite
∑n−1
i=0 (mi.xi + mi,i+1.Min{xi, xi+1}) + mnxn. En posant pi =
mi +mi,i+1,∀i ∈ {0, n− 1} et pn = mn, on obtient,
I(x) =
n−1∑
i=0
pi(αi.xi + (1− αi).Min{xi, xi+1}) + pnxn,
ou` αi =
mi
pi
, si pi > 0 et αi un re´el dans [0, 1] sinon. Graˆce a` cette formule, l’e´valuation
d’un profil par un de´cideur peut eˆtre interpre´te´e comme celle d’un de´cideur additif qui
n’appre´cie pas que son revenu futur soit infe´rieur a` son revenu pre´sent, et remplacerait
alors son revenu pre´sent par une combinaison convexe des deux revenus successifs.
Remarquons que la formule (A.4) est une autre expression de formules ante´rieures
obtenues par De Waegenaere et Wakker (2001) dans notre cadre, et de Gilboa (1989) et
Shalev (1997) dans un mode`le a` la “Anscombe-Aumann”.
Formulation de De Waegenaere et Wakker :
I(x) =
∑n
i=0 λixi −
∑n
i=1 τi(xi−1 − xi)+
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Formulation de Gilboa :
I(x) =
∑n
i=0 pixi +
∑n
i=1 δi|xi − xi−1|
Formulation de Shalev :
I(x) = a0x0 +
∑n
i=1 ai(xi − xi−1)+ +
∑n
i=1 bi(xi − xi−1)−
ou` z ∈ IR, z+ = Max(0, z), z− = Min(0, z). Ces formules peuvent eˆtre retrouve´es a` partir
de (A.4) en posant :
pour i = 0, . . . , n et pour j = 1, . . . , n
λi = mi +mi,i+1 τj = mj−1,j
pi = mi +
mi−1,i
2
+
mi,i+1
2
δj = −mj−1,j2
ai =
∑n
k=i(mk +mk,k+1) bj =
∑n
k=j(mk +mk−1,k)
ou` m−1,0 = mn,n+1 = 0.
Maintenant nous examinons l’impact de l’impatience (Mas-Colell-Whinston-Green,
Chapter 20) i.e. l’avancement des revenus est toujours be´ne´fique ; ∀x ∈ IRn+1+ , (x0, . . . , xn) 
(0, x0, . . . , xn−1). On obtient,
Proposition A.2.7 Sous A.1-A.5, une relation de pre´fe´rence  exhibe de l’impatience si
et seulement si ∀i ∈ [[0, n−1]], {i}∗  {i+1}∗ et ∀i ∈ [[0, n−2]], {i, i+1}∗  {i+1, i+2}∗.
Corollaire A.2.2 Sous A.1-A.5, une relation de pre´fe´rence  exhibe de l’impatience si
mi ≥ mi+1,∀i ∈ [[0, n− 1]] et mi,i+1 ≥ mi+1,i+2,∀i ∈ [[0, n− 2]].
A.2.2.4 Mode`le multi-pe´riodique en horizon infini
De´sormais on conside`re le cas ou` S = IN. Afin d’obtenir une repre´sentation nette
de l’expression (A.4) on impose un axiome de continuite´. Cet axiome peut en fait eˆtre
exprime´ en terme de myopie, comme dans Brown-Lewis (1981) et Prescott-Lucas(1972).
A.6. (Myopie) ∀x ∈ B+∞(IN),∀ > 0, ∃N ∈ IN / ∀n ≥ N, x,n  x ou` x,ni = xi+ , si
i ∈ [[0, n]] et 0 si i > n .
Un de´cideur qui manifeste de la myopie est preˆt a` abandonner ses revenus futurs pour
une ame´lioration constante a` court terme pourvu que le futur “commence” suffisamment
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tard. Notre axiome de myopie joue le roˆle implicite de l’axiome de continuite´ (temporelle)
A.7 (resp. TC) qu’on peut trouver dans Gilboa (1989) (resp. Shalev (1997)). Sous A.1-A.4
le champ d’application de A.6 peut eˆtre e´tendu.
Proposition A.2.8 Sous A.1-A.4, si A.6 est ve´rifie´ alors ∀x ∈ B∞(IN),∀ > 0, ∃ N ∈
IN / ∀n ≥ N, x,n  x
En d’autres termes, soit x ∈ B∞(IN) et  > 0. Sous A.1-A.4, on a x + .IN∗  x. A.6
affirme que la troncature de x+ .IN∗ d’ordre n, x,n est encore pre´fe´re´e a` x si n est assez
grand, c’est pre´cise´ment ce que Prescott-Lucas(1972) impose sur les pre´fe´rences.
Nous pouvons e´tendre l’e´galite´ (A.4) au cas infini ou` les sommes sont des se´ries absolu-
ment convergentes.
The´ore`me A.2.6 Soit  une relation de pre´fe´rence sur B∞(IN) ,  ve´rifie A.1-A.6 si et
seulement si il existe (mn)n≥0, (mn,n+1)n≥0 de´termine´es de fac¸on unique avec mn,mn,n+1 ≥
0 et
∑∞
n=0mn +
∑∞
n=0mn,n+1 = 1 tel que,
∀x ∈ B∞(IN), x ∼ I(x).IN∗ ;
∀x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y) ;
ou`,
∀x ∈ B∞(IN), I(x) =
∞∑
n=0
mn.xn +
∞∑
n=0
mn,n+1.Min{xn, xn+1}. (A.5)
(A.5) peut eˆtre re´e´crite et admet une interpre´tation similaire au cas de l’horizon infini.
Posons pn = mn +mn,n+1,∀n ∈ IN, et αn = mnpn , si pn > 0 et αn un re´el dans [0, 1] sinon,
on a :
I(x) =
∞∑
n=0
pn[αnxn + (1− αn)Min{xn, xn+1}].
Remarquons a` nouveau que d’apre`s l’e´galite´ (A.5), les versions infinies de Gilboa et
Shalev peuvent eˆtre re´cupe´re´es tout comme pour l’e´galite´ (A.4).
Un tel de´cideur est impatient si, ∀x ∈ B+∞(IN), (x0, . . . , xn, . . .)  (0, x0, . . . , xn, . . .).
Proposition A.2.9 Sous A.1-A.6, une relation de pre´fe´rence  exhibe de l’impatience
si et seulement si ∀n ∈ IN, {n}∗  {n+ 1}∗ et {n, n+ 1}∗  {n+ 1, n+ 2}∗.
Corollaire A.2.3 Sous A.1-A.6, une relation de pre´fe´rence  exhibe de l’impatience si
(mn)n et (mn,n+1)n sont de´croissantes.
xx CHAPITRE A. INTRODUCTION
A.2.2.5 Horizon tronque´
D’apre`s Olson-Bailey (1981), certains individus ne se pre´occupent pas du futur. Par
exemple il peut leur paraˆıtre difficile d’envisager leur vie au dela` d’une certaine date.
Cette attitude peut eˆtre exprime´e dans une version renforc¸e´e de A-6,
A.6∗. (Myopie forte) ∃ N ∈ IN / ∀ x ∈ B+∞(IN),∀  > 0, x,N  x
Un de´cideur avec un tel comportement posse`derait un horizon subjectivement fini,
The´ore`me A.2.7 Soit  une relation de pre´fe´rence sur B∞(IN) ,  ve´rifie A.1-A.6∗ si
et seulement si il existe m0, . . . ,mN ,m0,1, . . . ,mN−1,N ≥ 0 de´termine´s de fac¸on unique
avec
∑N
n=0mn +
∑N−1
n=0 mn,n+1 = 1 tel que,
∀x ∈ B∞(IN), x ∼ I(x).IN∗ ;
∀x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y) ;
ou`,
∀x ∈ B∞(IN), I(x) =
N∑
n=0
mn.xn +
N−1∑
n=0
mn,n+1.Min{xn, xn+1}. (A.6)
De plus, ∀x ∈ B∞(IN), x ∼ (x0, . . . , xN , 0, . . .).
Sous A.1-A.6∗, une relation de pre´fe´rence  exhibe de l’impatience si et seulement si
∀n ∈ [[0, N − 1]], {n}∗  {n + 1}∗ et ∀n ∈ [[0, N − 2]], {n, n + 1}∗  {n + 1, n + 2}∗, ou`
N est de´termine´ par A.6∗.
Corollaire A.2.4 Sous A.1-A.6∗, une relation de pre´fe´rence  exhibe de l’impatience si
mn ≥ mn+1, ∀n ∈ [[0, N − 1]] et mn,n+1 ≥ mn+1,n+2,∀i ∈ [[0, N − 2]].
A.2.2.6 Espe´rance escompte´e ge´ne´ralise´e
Dans un cadre multi-pe´riodique une fonctionnelle additive usuelle est l’espe´rance es-
compte´e i.e. il existe un facteur d’escompte δ ∈ (0, 1) tel que tout x ∈ B∞(IN) a pour
e´quivalent constant (1 − δ)x0 + (1 − δ)
∑∞
n=1 δ
nxn. Cette fonctionnelle particulie`re a e´te´
axiomatise´e par Koopmans(1972) et s’obtient via un axiome de stationnarite´ et un axiome
de sensibilite´,
(Stationnarite´) ∀x, y ∈ B∞(IN), ∀α ∈ IR, (x  y) ⇐⇒ ((α, x)  (α, y))
ou` (α, x) est la version de´cale´e de x commenc¸ant par α et,
(Sensibilite´) ∃ x ∈ B∞(IN),∃ y0 ∈ IR, / x 6∼ (y0, x1, x2, . . .)
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Cet axiome requiert que le pre´sent doit eˆtre pris en compte. Sous A.3 il peut aussi
eˆtre e´nonce´ de fac¸on e´quivalente, ∃ x ∈ B∞(IN) / x 6∼ (0, x1, . . . , xn, . . .). De plus si A.4
est ve´rifie´, x  (0, x1, . . . , xn, . . .), si x0 > 0 ou x ≺ (0, x1, . . . , xn, . . .), si x0 < 0. Ce qui
sugge`re l’axiome de sensibilite´ suivant ;
A.7. (Sensibilite´) IN∗0 ≺ IN∗ .
Ou` IN0 = {1, 2, . . .}.
Nous introduisons maintenant une version affaiblie de la stationnarite´ afin d’obtenir
une espe´rance escompte´e ge´ne´ralise´e non-additive avec un facteur d’escompte δ e´ventuelle-
ment nul.
A.8. (Stationnarite´ conditionnelle) ∀x, y ∈ B+∞(IN), (x ∼ y)⇒ ((0, x) ∼ (0, y)) .
Proposition A.2.10 Supposons que  soit repre´sente´e par l’e´quation (A.5), alors (i),
(ii), (iii) sont e´quivalents, (i) : ∃ x ∈ B∞(IN) / x 6∼ (0, x1, . . . , xn, . . .), (ii) : IN∗0 ≺ IN∗,
(iii) : m0 +m0,1 > 0.
The´ore`me A.2.8 Soit  une relation de pre´fe´rence sur B∞(IN) ,  ve´rifie A.1-A.8 si
et seulement si il existe α ∈ [0, 1], δ ∈ [0, 1[ de´termine´s de fac¸on unique tel que,
∀x ∈ B∞(IN), x ∼ I(x).IN∗ ;
∀x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y) ;
ou`, ∀x ∈ B∞(IN),
I(x) = (1− δ)[α(x0 +
∞∑
n=1
δnxn) + (1− α)(Min{x0, x1}+
∞∑
n=1
δnMin{xn, xn+1})]. (A.7)
De plus ∀x ∈ B+∞(IN), (0, x) ∼ δ.x.
En re´e´crivant (A.7) on a,
I(x) = (1− δ)[αx0 + (1− α)Min{x0, x1}+
∞∑
n=1
δn(αxn + (1− α)Min{xn, xn+1})].
Corollaire A.2.5 Dans le The´ore`me A.2.8, δ = 0 ⇐⇒ IN∗0 ∼ ∅∗.
Corollaire A.2.6 Dans le The´ore`me A.2.8, α = 1 ⇐⇒  satisfies A.5∗.
Corollaire A.2.7 Si  ve´rifie A.1-A.8 alors  ve´rifie l’impatience.
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Il existe une intime relation entre l’espe´rance escompte´e ge´ne´ralise´e (E.E.G.) et l’espe´rance
escompte´e (E.E.) lorsqu’elle partage le meˆme facteur d’escompte. On de´signe par ∆ la pro-
babilite´ ayant pour facteur d’escompte δ (i.e. ∆({0}) = 1−δ,∆({n}) = (1−δ)δn,∀n ≥ 1),
et E∆ l’espe´rance par rapport a` ∆. On de´finit Iα,δ selon l’e´quation (A.7), et une espe´rance
E comme une fonctionnelle line´aire positive normalise´e(i.e.E(IN∗) = 1).
Proposition A.2.11 Soit δ ∈ [0, 1) et α ∈ [0, 1] on a,
(i) Soit γ ∈ [0, 1), Iα,δ ≤ EΓ ⇐⇒ γ = δ
(ii) Si α < 1 et δ > 0, alors ∀ x ∈ B∞(IN),
Iα,δ(x) = E∆(x) ⇐⇒ (xn)n est croissante.
(iii) Soit E une espe´rance, alors (E(x) = Iα,δ(x),∀(xn)n croissante) ⇐⇒ E = E∆.
(i), (ii) affirment que l’E.E. E∆ domine toujours la E.E.G. Iα,δ, et qu’elles co¨ıncident
seulement sur les suites croissantes lorsque α < 1 et δ > 0. Ainsi si un profil n’est pas
croissant la E.E.G. donnera une e´valuation infe´rieure a` celle de la E.E. ce qui est du
a` la proprie´te´ d’aversion aux variations de la E.E.G.. (i) affirme aussi qu’il existe une
seule et unique E.E. qui domine une G.D.E. ; c’est pre´cise´ment la E.E. ayant le meˆme
facteur d’escompte. (iii) garantit que la seule espe´rance qui prolonge la E.E.G. des suites
croissantes a` B∞(IN) est pre´cise´ment la E.E., cette proprie´te´ est utile si on conside`re un
profil croissant comme optimal.
A.2.2.7 Conclusion
Dans ce chapitre nous nous sommes attache´s a` montrer que des axiomes simples
peuvent mode´liser des violations de l’additivite´ lorsqu’on e´value des flux de revenus. A
partir des travaux de Gilboa (1989), Shalev (1997), De Waegenaere et Wakker (2001),
nous avons introduit dans notre cadre une version simple de l’aversion aux variations,
ce qui nous a permis avec un axiome de myopie, d’obtenir dans un cadre infini, une
formulation alternative aise´ment interpre´table du mode`le ante´rieur introduit par Gilboa
(1989) dans un cadre a` la Anscombe-Aumann, et revisite´ par Shalev (1997). Nous avons
par ailleurs montre´ que le mode`le usuel d’espe´rance escompte´e initialise´ par Koopmans
(1972), peut eˆtre ge´ne´ralise´ au cas non-additif. Dans un prochain travail nous envisa-
geons de mode´liser des comportements d’aversion aux variations plus ge´ne´raux a` l’aide
de fonctions de croyances plus ge´ne´rales que celles conside´re´es ici.
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A.2.3 De´composition a` la Yosida-Hewitt des jeux totalement
monotones
A.2.3.1 De´finitions, notations et re´sultats pre´liminaires
Soit P(IN) l’ensemble des parties de IN. Une fonction d’ensembles a` valeurs re´elles v
sur P(IN) est appele´e jeu si v(∅) = 0. Un jeu est dit monotone si ∀A,B ∈ P(IN), A ⊃ B ⇒
v(A) ≥ v(B) ; ainsi v est positif i.e. v ≥ 0.
Un jeu positif v est une mesure (finiment additive) si ∀A,B ⊂ IN, A∩B = ∅, v(A∪B) =
v(A) + v(B). Si de plus v(IN) = 1, v est une probabilite´. Une mesure est dite σ-additive si
∀ {An}n ⊂ P(IN), avec An ∩ Am = ∅, pour m 6= n, v(∪nAn) =
∑
n v(An).
Soit K ≥ 2 un entier, un jeu v est dit monotone d’ordre K si ∀A1, . . . , AK ∈ P(IN),
v(∪Kk=1Ak) ≥
∑
{I:∅6=I⊂{1,...,K}}(−1)|I|+1v(∩k∈IAk), ou` |I| de´signe le cardinal de I.
Si un jeu v est monotone et monotone d’ordre K pour tout K ≥ 2, v est dit totalement
monotone. Si de plus v(IN) = 1, v est une fonction de croyance. En particulier une mesure
est un jeu totalement monotone.
Un jeu v est dit σ-continu si pour toute suite croissante (An)n de sous-ensembles de IN,
lim∞ v(An) = v(∪nAn) et si pour toute suite de´croissante (Bn)n de sous-ensembles de
IN, lim∞ v(Bn) = v(∩nBn). Si v est une mesure, alors la σ-continuite´ est e´quivalente a` la
σ-additivite´.
D’apre`s Rosenmu¨ller (1972), on sait que si v est monotone d’ordre 2, alors v est σ-continu
de`s que v est continu en IN i.e. si pour toute suite croissante (An)n de sous-ensembles de
IN tel que ∪nAn = IN, lim∞ v(An) = v(IN).
Une mesure p est dite pure si ∀µ mesure σ-additive, 0 ≤ µ ≤ p⇒ µ = 0.
Rappelons le the´ore`me de de´composition des mesures de Yosida-Hewitt (1952).
The´ore`me :(Yosida-Hewitt) Soit v une mesure. Alors il existe un unique couple de
mesures (v1, v2) ou` v1 est σ-additive et v2 est pure tel que v = v1 + v2.
Posons Pf (IN) l’ensemble des parties finies de IN, les mesures pures sur P(IN) peuvent eˆtre
caracte´rise´es (e.g. Aliprantis-Border (1999)).
The´ore`me : Soit p une mesure alors. Alors, p est pure si et seulement si p|Pf (IN) = 0.
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Etant donne´ que nous souhaitons e´tendre la de´composition de Yosida-Hewitt aux jeux
totalement monotones, une de´finition d’un jeu pur totalement monotone est ne´cessaire.
Un jeu totalement monotone est dit pur si pour tout jeu ν, σ-continu totalement mono-
tone, 0 ≤ ν ≤ v ⇒ ν = 0. Comme pour les mesures nous obtenons,
Lemme A.2.6 Soit v un jeu totalement monotone sur P(IN) alors v est pur si et seule-
ment si v|Pf (IN) = 0.
Afin d’obtenir une de´monstration de notre the´ore`me de de´composition pour les jeux to-
talement monotones nous allons utiliser la version suivante du the´ore`me de repre´sentation
inte´grale de Choquet (voir Lusky-Fuchssteiner(1981) p.268). Rappelons la situation.
Soit K une partie non-vide convexe compacte d’un espace vectoriel localement convexe
se´pare´. De´signons par A(K) l’espace des fonctions affines continues sur K. Une fonction
ϕ est dite affine si ∀x, y ∈ K, ∀λ ∈ [0, 1],
ϕ(λx+ (1− λ)y) = λϕ(x) + (1− λ)ϕ(y).
Un point x ∈ K est dit extreˆme dans K si ∀ y, z ∈ K, ∀λ ∈]0, 1[, x = λy + (1 − λ)z ⇒
x = y = z. Notons ex(K) l’ensemble des points extreˆmaux de K.
The´ore`me : (Choquet) Pour tout x ∈ K, il existe une probabilite´ σ-additive mx sur
ex(K) (muni de la plus petite σ-alge`bre rendant les e´le´ments de A(K)|ex(K) mesurables)
tel que pour tout h ∈ A(K) :
h(x) =
∫
ex(K)
h|ex(K)dmx
Soit S un ensemble non-vide. Une famille F de sous-ensembles de S est un filtre (e.g.
Aliprantis-Border (1999) p. 31) si,
(i) ∅ /∈ F , S ∈ F ,
(ii) ∀A,B ∈ P(S), [A,B ∈ F ⇒ A ∩B ∈ F ],
(iii) ∀A,B ∈ P(S), [B ⊃ A,A ∈ F ⇒ B ∈ F ].
Soit F un filtre sur IN, de´finissons le jeu de filtre uF ,
uF(B) =
{
1, si B ∈ F
0, sinon.
En particulier pour A 6= ∅, on conside`re le filtre {B : A ⊂ B ⊂ S}, et on lui associe le jeu
de filtre uA dit jeu d’unanimite´.
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D’apre`s Choquet (1953) (pages 260-261), si K est l’ensemble des fonctions de croyances
sur P(S), alors l’ensemble des points extreˆmaux de K est constitue´ des jeux de filtres,
c’est-a`-dire les fonctions de croyance ne prenant que les valeurs ze´ro et un.
Nous montrons que :
Lemme A.2.7 Soit uF un jeu de filtre sur IN, alors les assertions suivantes sont e´quivalentes,
(i) uF est σ-continu,
(ii) uF est un jeu d’unanimite´ uA pour une partie non-vide finie A de IN.
Lemme A.2.8 Soit uF un jeu de filtre sur IN, et A une partie non-vide finie de IN , alors
les assertions suivantes sont e´quivalentes,
(i) uF(A) = 1,
(ii) uF = uB, ou` B est une partie non-vide de A.
A.2.3.2 De´composition des fonctions de croyance
The´ore`me A.2.9 Soit v un jeu totalement monotone sur P(IN). Alors il existe un unique
couple de jeux totalement monotones (v1, v2) ou` v1 est σ-continu et v2 est pur tel que
v = v1 + v2.
On re´cupe`re le the´ore`me de de´composition de Yosida-Hewitt (1952) pour les mesures sur
IN,
Corollaire A.2.8 Soit v une mesure sur P(IN) alors il existe un unique couple de mesures
(v1, v2) ou` v1 est σ-additive et v2 est pure tel que v = v1 + v2.
A.2.3.3 Re´sultats supple´mentaires
Soit v un jeu monotone sur P(IN). De´finissons pour tout x ∈ B∞(IN) l’inte´grale de
Choquet de x par rapport a` v,∫
IN
xdv =
∫ ∞
0
v({x ≥ t}) dt+
∫ 0
−∞
(v({x ≥ t})− v(IN)) dt
ou` {x ≥ t} = {n ∈ IN/ xn ≥ t}.
The´ore`me A.2.10 Soit v une fonction de croyance sur P(IN), alors il existe une σ-
alge`bre ΣK sur ex(K) et une probabilite´ σ-additive mv sur ex(K) tel que, ∀x ∈ B∞(IN),∫
IN
xdv =
∫
ex(K)
(
∫
IN
xduF) dmv(uF)
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Dans le cas fini, pour tout jeu v sur P([[0, n]]), il existe un unique jeu m appele´ inverse
de Mo¨bius de v, de´fini de la manie`re suivante, ∀A ⊂ [[0, n]],
m(A) =
∑
B⊂A(−1)|A\B|v(B) et v(A) =
∑
B⊂Am(B)
The´ore`me : (Shafer(1981), Chateauneuf et Jaffray (1989)) Soit v un jeu et m
son inverse de Mo¨bius, alors v est un jeu totalement monotone si et seulement si m est
positif. De plus, pour tout jeu v,
∀ x ∈ IR[[0,n]],
∫
[[0,n]]
xdv =
∑
A⊂[[0,n]]
m(A).Min x(A)
Avant d’e´tablir dans le the´ore`me suivant un analogue pour les fonctions de croyance
sur P(IN), on dira qu’une famille de´nombrable {m(A), A ∈ G} de re´els est sommable et
de somme
∑
A∈Gm(A) = a si pour toute se´rie
∑∞
n=0 xn tel que (xn)n∈IN = (m(A))A∈G,∑∞
n=0 xn converge vers a.
The´ore`me A.2.11 Soit v une fonction de croyance σ-continue sur P(IN), alors il existe
un unique jeu m : P(IN) −→ [0, 1] avec,∑
{A:A∈Pf (IN)}m(A) = 1 et m|Pf (IN)c = 0 ; tel que
∀ A ∈ P(IN), v(A) =∑{B:B∈Pf (IN),B⊂A}m(B) (∗)
et de plus,
∀ A ∈ Pf (IN), m(A) =
∑
{B:B⊂A}(−1)|A\B|v(B)
Re´ciproquement, soitm un jeu positif, nul au vide et sur les parties infinies, avec
∑
{A:A∈Pf (IN)}m(A) =
1. De´finissons un jeu v par (∗). Alors v est une fonction de croyance σ-continue sur P(IN).
De plus,
∀x ∈ B∞(IN),
∫
IN
x dv =
∑
{A:A∈Pf (IN)}
m(A). Min x(A)
A.2.3.4 Conclusion
Dans ce chapitre nous avons e´tabli un the´ore`me a` la Yosida-Hewitt pour les jeux tota-
lement monotones de´finis sur P(IN). Dans de prochaines recherches on cherchera a` savoir
si notre me´thode, base´e sur un the´ore`me de repre´sentation inte´grale de Choquet, permet
de de´passer le cadre de´nombrable. On s’interessera aussi a` la robustesse des re´sultats
lorsque l’on substitue la monotonie d’ordre 2 a` la monotonie d’ordre infini.
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A.2.4 La patience dans certains mode`les non-additifs
A.2.4.1 Le mode`le
On se place en horizon infini, ou` IN est l’ensemble des dates et la date 0 le pre´sent.
Soit B∞(IN) l’ensemble des suites de revenus borne´es qu’un de´cideur doit classer.
Nous adoptons le cadre suivant, une relation binaire  sur B∞(IN) est dite, totale si pour
tout x, y ∈ B∞(IN) on a x  y ou y  x ; transitive si pour tout x, y, z ∈ B∞(IN) tel
que x  y et y  z alors x  z. Une relation binaire,  , est appele´e pre´ordre total
si elle est totale et transitive. On notera x  y pour x  y et non(y  x) ; x ∼ y
pour x  y et y  x. Par la suite une relation binaire sera aussi appele´e relation de
pre´fe´rence ou plus simplement une pre´fe´rence. Pour tout x ∈ B∞(IN), le nombre re´el I(x)
sera appele´ e´quivalent constant de x, si I(x) est l’unique re´el tel que I(x).IN∗ ∼ x ,
ou` IN∗ est la fonction caracte´ristique de IN. Introduisons certains axiomes afin d’obtenir
l’existence d’un e´quivalent constant I(x) pour tout x ∈ B∞(IN) qui repre´sente  i.e.
∀ x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y).
A.1.  est un pre´ordre total .
A.2.(Monotonie) : IN∗  ∅∗, ∀ x, y ∈ B∞(IN), (x ≥ y)⇒ (x  y).
A.3.(Constante additivite´) : ∀ x, y ∈ B∞(IN),∀α ∈ IR,
(x  y)⇒ (x+ α.IN∗  y + α.IN∗)
A.4.(Se´parabilite´) : ∀ x ∈ B∞(IN), x (≺) ∅∗, ∃ α(><)0 / x (≺) α.IN∗ (≺) ∅∗.
A.1 est un axiome standard, A.2 e´carte le cas de la relation triviale. A.3 entraˆıne la
line´arite´ par rapport aux revenus. A.4 est un axiome plus faible que la continuite´ uniforme.
En effet, A.4 peut eˆtre reformule´ de fac¸on e´quivalente,
A.4’. ∀ x ∈ B∞(IN), x (≺) ∅∗,∀ (αn)n≥0 (↓↑) 0, ∃N / αN .IN∗ (≺) x ,
ou,
A.4” ∀ x ∈ B∞(IN), x () ∅∗,∀ (αn)n≥0 (↓↑) 0, [(∀n ∈ IN, x()αn.IN∗)⇒ x ∼ ∅∗] (ou` ↓
marque la de´croissance).
Remarquons que si  ve´rifie A.1-A.3 alors  est compatible avec l’ordre naturel sur IR
Lemme A.2.9 Soit  qui ve´rifie A.1-A.3 alors, ∀α, β ∈ IR, (α > β) ⇐⇒ (α.IN∗ 
β.IN∗).
Nous obtenons une repre´sentation des pre´fe´rences ,
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Proposition A.2.12 Une relation de pre´fe´rence  ve´rifie A.1-A.4 si et seulement si il
existe une unique I : B∞(IN)→ IR ou` I(IN∗) = 1 tel que,
(i) ∀x ∈ B∞(IN), x ∼ I(x).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y) ;
(iii) ∀x, y ∈ B∞(IN), x ≥ y ⇒ I(x) ≥ I(y) ;
(iv) ∀x, y ∈ B∞(IN),∀α ∈ IR, I(x+ α.IN∗) = I(x) + α.
De plus I est uniforme´ment continue.
De´sormais les relations de pre´fe´rence que nous conside`rerons ve´rifieront A.1-A.4.
A.2.4.2 Les pre´fe´rences additives
Tout d’abord nous conside´rons des pre´fe´rences sur les suites de revenus qui ve´rifient
un axiome d’additivite´. Ainsi nous obtenons une repre´sentation a` l’aide de fonctionnelles
line´aires. Plus pre´cisement a` chaque fonctionnelle line´aire sera associe´e une unique proba-
bilite´ sur IN tel que chaque suite de revenus ait pour e´quivalent constant son inte´grale par
rapport a` cette probabilite´. L’axiome est le suivant,
A.5.(Additivite´) : ∀x, y, z ∈ B∞(IN), (x ∼ y)⇒ (x+ z ∼ y + z).
On dira qu’une fonctionnelle L : B∞(IN) −→ IR, ou` L(IN∗) = 1 est une fonctionnelle
line´aire positive si ∀x, y ∈ B∞(IN), L(x+ y) = L(x) + L(y) et L(x) ≥ 0 si x ≥ 0.
On dira que p : P(IN) → [0, 1] est une probabilite´ si p(∅) = 0, p(IN) = 1 and ∀A,B ⊂
IN, p(A ∪B) + p(A ∩B) = p(A) + p(B).
Pour x ∈ B∞(IN) on de´finit l’inte´grale de x par rapport a` p,∫
xdp =
∫ ∞
0
p({x ≥ t})dt+
∫ 0
−∞
(p({x ≥ t})− 1)dt,
ou` {x ≥ t} = {n ∈ IN/xn ≥ t}.
Si de plus p est σ-additive i.e. ∀{An}n ou` An ∩ Am = ∅ quand n 6= m on a p(∪nAn) =∑∞
n=0 p(An), alors
∫
xdp est l’inte´grale de Lebesgue au sens usuel et
∫
xdp =
∑∞
n=0 p({n})xn.
The´ore`me A.2.12 Une relation de pre´fe´rence  ve´rifie A.1-A.5 si et seulement si il
existe une unique probabilite´ p sur IN tel que,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdp).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdp ≥ ∫ ydp.
De´sormais les proprie´te´s de la relation de pre´fe´rence seront traduites par les proprie´te´s de
la probabilite´ associe´e.
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A.2.4.3 Patience
On dira qu’une permutation pi est finie si {n / pi(n) 6= n} est fini. Soit Πf (IN) l’ensemble
des permutations finies. Pour x ∈ B∞(IN) et pi ∈ Πf (IN) posons xpi = (xpi(n))n∈IN. En
suivant Marinacci (1998) nous introduisons,
A.6.(Patience) : ∀x ∈ B∞(IN),∀pi ∈ Πf (IN), xpi ∼ x.
Sous cet axiome n’importe quel sous-ensemble fini de revenus peut eˆtre permute´, ainsi
quelque soit leur e´loignement dans le temps le de´cideur ne modifiera pas son e´valuation.
En particulier pour toute transposition on a, ∀x ∈ B∞(IN),∀i, j ∈ IN, τij(x) ∼ x, ou`
τij(x)n = xn si n /∈ {i, j}, τij(x)i = xj et τij(x)j = xi.
La patience peut aussi eˆtre traduite en terme de traitement e´gal des ge´ne´rations introduit
par Diamond (1965),
(Traitement e´gal des ge´ne´rations) : ∀x ∈ B∞(IN),∀j ∈ IN, τ0j(x) ∼ x.
ou encore,
∀x ∈ B∞(IN),∀ ∈ IR,∀n ∈ IN, x+ .{n}∗ ∼ x+ .{0}∗.
En effet, toute permutation finie peut eˆtre decompose´e en un nombre fini de transpositions,
qui a` leur tour peuvent eˆtre de´compose´es en transpositions e´le´mentaires, car pour tout
i, j ∈ IN, τij = τ0i ◦ τ0j ◦ τ0i.
En particulier, ∀n ∈ IN, {0}∗ ∼ {n}∗. Cette proprie´te´ exclut toute repre´sentation par
une probabilite´ σ-additive. Car, si p est une probabilite´ σ-additive tel que pour tout
n ∈ IN, p({n}) = p({0}) alors, ou p({0}) > 0 et donc ∑∞n=0 p({n}) = +∞ > 1, ou
p({0}) = 0 et dans quel cas ∑∞n=0 p({n}) = 0 < 1.
Une probabilite´ p est dite pure si ∀µ mesure σ-additive, (0 ≤ µ ≤ p)⇒ (µ = 0).
Dans le cas de´nombrable une caracte´risation des probabilite´s pures existe. Notons Pf (IN) =
{A ⊂ IN : A est fini} et co(IN) = {A ⊂ IN : Ac est fini}, ainsi (e.g. Aliprantis-Border(1999)),
The´ore`me : Soit p une probabilite´ alors, p est pure si et seulement si p|Pf (IN) = 0.
De fac¸on e´quivalente, p est pure ssi p|co(IN) = 1 ssi ∀A ⊂ IN,∀B ∈ Pf (IN), B ⊂ A, p(A) =
p(A \B). Il s’ave`re que ces probabilite´s sont celles qui traduisent la patience.
The´ore`me A.2.13 Une relation de pre´fe´rence  ve´rifie A.1-A.5 et la patience A.6 si et
seulement si il existe une unique probabilite´ pure p sur IN tel que,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdp).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdp ≥ ∫ ydp.
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En particulier, soit n ∈ IN, et x ∈ B∞(IN), si ∀k ≥ n, xk = 0 alors
∫
xdp = 0.
Cette proprie´te´ est aussi partage´e par les limites de Banach (voir Banach(1987)). Une
fonctionnelle L est une (B-)limite de Banach si L est normalise´e (i.e. L(IN∗) = 1), line´aire
et positive sur B∞(IN) telle que L(x) = 0 si, ∃ n ∈ IN,∀k ≥ n, xk = 0. Nous obtenons une
caracte´risation des B-limites,
Proposition A.2.13 Soit L une B-limite alors il existe une unique probabilite´ pure p sur
IN tel que, L =
∫
(.)dp.
Re´ciproquement, si p est une probabilite´ pure sur IN alors
∫
(.)dp est une B-limite.
Les pre´fe´rences qui sont repre´sente´es par une probabilite´ pure ve´rifient,
(Insensibilite´ a` la premie`re coordonne´e) : ∀x ∈ B∞(IN),∀y0 ∈ IR, x ∼ (y0, x1, . . .).
Ce comportement de´coule de la propie´te´ caracte´ristique des B-limites (Banach (1987)),
une fonctionnelle line´aire positive L est une B-limite si et seulement si L(x) = lim∞ x
lorsque x converge (i.e. x ∈ c). Autrement dit les B-limites sont les extensions de la
fonctionnelle limite. De plus, ∀x ∈ c, ∀y ∈ B∞(IN), L(x + y) = lim∞ x + L(y). Ainsi si L
est une B-limit alors, ∀x ∈ B∞(IN),∀y0 ∈ IR, L((y0, x1, . . .)) = L(x)+L((y0−x0, 0, . . .)) =
L(x). Il est maintenant clair, que le de´cideur ne prend en compte que ce qui se passe a` la
fin.
A.2.4.4 Invariance temporelle
L’insensibilite´ peut eˆtre renforc¸e´e en introduisant la neutralite´ au de´lais (Mas-Colell-
Whinston-Green, Chapitre 20)
A.7. (Neutralite´ au de´lais) : ∀x ∈ B∞(IN), (0, x) ∼ x.
D’apre`s A.7, ∀x ∈ B∞(IN), (0, x) ∼ x. Ainsi un de´cideur peut e´valuer (0, x) seulement
a` partir de x, en ne´gligeant totalement le pre´sent. Ce comportement est manifeste dans
l’axiome suivant nomme´ dans Marinacci (1998),
A.8. (Invariance temporelle) : ∀x ∈ B∞(IN), xt ∼ x .
Ou` xt = (x1, x2, . . .) est la version tronque´e de x. Ainsi le court terme est toujours ne´glige´.
Les pre´fe´rences temporellement invariantes exhibent de la patience, soit x ∈ B∞(IN) et
j ∈ IN alors τ0j(x) ∼ (xj+1, . . .) ∼ x.
Sous A.3, les axiomes A.7 and A.8 sont e´quivalents. Soit x ∈ B∞(IN), (x0, x1, . . .) =
(0, x1 − x0, . . .) + x0.IN∗ ∼ (x1 − x0, . . .) + x0.IN∗ = (x1, x2, . . .).
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Si une relation de pre´fe´rence  ve´rifie A.1-A.5 et A.8 alors pour une fonctionnelle I qui
repre´sente  on aura ∀x ∈ B∞(IN), I(xt) = I(x). Les fonctionnelles line´aires normalise´es
qui ve´rifient cette proprie´te´ sont connues sous le nom de limites de Banach-Mazur (voir
Banach(1987)). Nous avons une caracte´risation,
Proposition A.2.14 Soit L une B-M-limite alors il existe une unique probabilite´ inva-
riante p sur IN i.e. ∀A ⊂ IN, p(A + 1) = p(A) ou` A + 1 = {a + 1 : a ∈ A}, tel que,
L =
∫
(.)dp.
Re´ciproquement, si p est une probabilite´ invariante sur IN alors
∫
(.)dp est une B-M-limite.
On peut e´noncer un the´ore`me de repre´sentation des pre´fe´rences par des B-M-limites,
The´ore`me A.2.14 Une relation de pre´fe´rence  ve´rifie A.1-A.5 et l’invariance tempo-
relle A.8 si et seulement si il existe une unique probabilite´ invariante p sur IN tel que,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdp).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdp ≥ ∫ ydp.
De plus la probabilite´ obtenue pour les pre´fe´rences temporellement invariantes est aussi
pure. Nous pouvons pre´ciser la structure des pre´fe´rences temporellement invariantes, le
respect de l’invariance temporelle implique,
(Stationnarite´) : ∀x, y ∈ B∞(IN),∀α ∈ IR, x ∼ y ⇐⇒ (α, x) ∼ (α, y).
Les pre´fe´rences temporellement invariantes peuvent eˆtre caracte´rise´es,
Proposition A.2.15 Soit  ve´rifiant A.1-A.5, alors  ve´rifie l’invariance temporelle A.8
si et seulement si  ve´rifie l’insensibilite´ a` la premie`re coordonne´e et la stationnarite´.
En fait la stationnarite´ est fondamentale dans l’axiomatisation de Koopmans (1972)
des pre´fe´rences repre´sentables par une espe´rance escompte´e. C’est-a`-dire les pre´fe´rences
pour lesquelles il existe un δ ∈]0, 1[, tel que ∀x ∈ B∞(IN), x ∼ (E∆(x)).IN∗, ou` E∆(x) =
(1− δ)∑∞n=0 δnxn. On obtient une caracte´risation des pre´fe´rences stationnaires,
Corollaire A.2.9 Soit  ve´rifiant A.1-A.5, alors  ve´rifie la stationnarite´ si et seule-
ment si  est repre´sente´e par une espe´rance escompte´e ou par une limite de Banach-
Mazur.
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Si on renforce l’axiome de monotonie,
(Monotonie forte) : ∀x, y ∈ B∞(IN), (x ≥ y, x 6= y)⇒ x  y.
Cet axiome est aussi connu dans la litte´rature comme la condition forte de Pareto (Lauwers
(1998)). Dans ce cas la pre´fe´rence est clairement non insensible a` la premie`re coordonne´e,
et on obtient,
Corollaire A.2.10 Soit  ve´rifiant A.1-A.5 et la stationnarite´ alors  ve´rifie la mono-
tonie forte si et seulement si  est repre´sente´e par une espe´rance escompte´e.
A.2.4.5 Patience na¨ıve
D’apre`s la section A.2.4.3 on sait que les B-limites sont pre´cise´ment les fonctionnelles
line´aires qui co¨ıncident avec la fonctionnelle limite sur l’espace des suites convergentes.
La fonctionnelle limite posse`de une proprie´te´ encore plus forte que la patience.
Soient x ∈ B∞(IN) et pi ∈ Π(IN), posons xpi = (xpi(n))n∈IN, ou` Π(IN) est l’ensemble
des permutations sur IN. Soit x une suite convergente et pi une permutation sur IN, alors
lim∞ xpi = lim∞ x. Ceci motive le prochain axiome, nomme´ dans Marinacci (1998) patience
na¨ıve,
A.6s.(Patience na¨ıve) : ∀x ∈ B∞(IN),∀pi ∈ Π(IN), xpi ∼ x.
Il s’ave`re qu’il n’existe aucune repre´sentation additive qui ve´rifie la patience na¨ıve.
The´ore`me A.2.15 A.1-A.5 et A.6s sont incompatibles.
A.2.4.6 Pre´fe´rences non-additives
D’apre`s le The´ore`me A.2.15, il n’existe pas de pre´fe´rences additives qui satisfassent
A.6s, pour cela nous allons relaˆcher l’hypothe`se d’additivite´. Les fonctionnelles que nous
obtiendrons ne seront plus line´aires. De´sormais, nous utiliserons la repre´sentation inte´grale
des fonctionnelles non-additives de Schmeidler (1986) pour repre´senter de telles pre´fe´rences.
Dans ce cas l’additivite´ est maintenue seulement dans des cas particuliers.
On dira que x, y sont comonotones si ∀n,m ∈ IN, (xm − xn)(ym − yn) ≥ 0.
Si x, y sont comonotones l’e´valuation par le de´cideur de x + y ne be´ne´ficiera d’aucun
effet de lissage, ceci motive une version affaiblie de l’additivite´ que l’on peut trouver
dans Chateauneuf (1994) (voir aussi Wakker (1990), Chateauneuf (1991)) pour mode´liser
l’aversion a` l’incertitude,
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A.5w. (Additivite´ Non lisse) ∀x, y, z ∈ B∞(IN), {y, z}comonotone , (x ∼ y)⇒ (x+z 
y + z).
Sous A.5w, si {x, z} et {y, z} sont comonotones alors (x ∼ y) entraˆıne (x + z ∼ y + z).
L’additivite´ est maintenue si z ne lisse ni x ni y. Par contre le lissage peut eˆtre conside´re´
comme une ame´lioration par le de´cideur. Si {y, z} comonotone mais pas {x, z}, alors
x+ z  y + z peut eˆtre obtenu.
On dira que v : P(IN)→ [0, 1] est une capacite´ convexe si v(∅) = 0, v(IN) = 1 et ∀A,B ⊂
IN, v(A ∪B) + v(A ∩B) ≥ v(A) + v(B). Si l’e´galite´ est toujours ve´rifie´e on re´cupe`re une
probabilite´. En particulier les capacite´s convexes sont aussi croissantes par inclusion, soit
B ⊂ A alors v(A) ≥ v(B) + v(A \B) ≥ v(B).
Pour x ∈ B∞(IN) on de´finit l’inte´grale de Choquet (1953) de x par rapport a` v,∫
xdv =
∫ ∞
0
v({x ≥ t})dt+
∫ 0
−∞
(v({x ≥ t})− 1)dt
ou` {x ≥ t} = {n ∈ IN/xn ≥ t}.
The´ore`me A.2.16 Soit  une relation de pre´fe´rence sur B∞(IN), alors  satisfait A.1-
A.4,A.5w si et seulement si il existe une unique capacite´ convexe v sur IN tel que,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdv).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdv ≥ ∫ ydv.
A.2.4.7 Patience sans additivite´
Rappelons l’axiome d’insensibilite´,
(Insensibilite´ a` la premie`re coordonne´e) : ∀x ∈ B∞(IN),∀y0 ∈ IR, x ∼ (y0, x1, . . .).
Si  est insensible a` la premie`re coordonne´e alors IN∗0 ∼ IN∗, ou` IN0 = {1, . . .}.
The´ore`me A.2.17 Soit  une relation de pre´fe´rence qui ve´rifie A.1-A.4,A.5w, alors 
ve´rifie l’insensibilite´ a` la premie`re coordonne´e et la patience si et seulement si il existe une
unique capacite´ convexe v sur IN ve´rifiant v(pi(A)) = v(A)pour tout A ⊂ IN, pi ∈ Πf (IN)
et v(IN0) = 1 tel que,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdv).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdv ≥ ∫ ydv.
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Les capacite´s convexes qui ve´rifient les conditions du Theorem A.2.17 admettent la carac-
te´risation suivante,
Proposition A.2.16 Soit v : P(IN) → [0, 1] une capacite´ convexe alors les assertions
(i)-(iv) sont e´quivalentes,
(i) v(pi(A)) = v(A) pour tout A ⊂ IN, pi ∈ Πf (IN) et v(IN0) = 1,
(ii) ∀n ∈ IN, v({n}c) = 1,
(iii) v|co(IN) = 1,
(iv) ∀A,B ⊂ IN, B ⊂ A, B ∈ Pf (IN), v(A \B) = v(A).
De telles capacite´s peuvent eˆtre qualifie´es de pures car elles partagent des proprie´te´s
semblables aux probabilite´s pures. Comme nous conside´rons des capacite´s convexes nous
nous interesserons a` une notion e´quivalente a` la σ-additivite´ qui est la σ-continuite´. On
dira qu’une fonction d’ensembles w est σ-continue si pour toute suite croissante de sous-
ensembles (An)n (i.e.An ⊂ An+1) qui converge vers A (i.e.∪nAn = A) on a lim∞w(An) =
w(A).
Proposition A.2.17 Soit v : P(IN) → [0, 1] une capacite´ convexe. Si v est pure alors
pour toute fonction d’ensembles σ-continue convexe w sur P(IN), si (0 ≤ w ≤ v) alors
w = 0.
Remarquons que pour obtenir une terminologie simple, nous utilisons dans ce chapitre le
terme pure, bien que selon la Proposition A.2.17 la terminologie fortement pure aurait e´te´
plus approprie´e dans la mesure ou` dans un autre papier (Chateauneuf-Re´bille´ (2002)),
nous nommons pures les capacite´s qui ve´rifient simplement la condition ne´cessaire de la
Proposition A.2.17.
De plus les proprie´te´s qui caracte´risent les B-limites caracte´risent aussi les fonctionnelles
non-additives par rapport a` des capacite´s convexes pures.
Proposition A.2.18 Soit v : P(IN) → [0, 1] une capacite´ convexe alors les assertions
(i)-(iii) sont e´quivalentes,
(i) v est pure,
(ii) ∀x ∈ c, ∫ xdv = lim∞ x,
(iii) ∀x ∈ c, ∀y ∈ B∞(IN),
∫
(x+ y)dv = lim∞ x+
∫
ydv
Il en de´coule que si v est pure alors
∫
(.)dv est line´aire sur c. A partir de la` le non-
respect de l’additivite´ peut seulement se produire pour des flux de revenus qui ne sont
pas convergents.
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A.2.4.8 Invariance temporelle sans additivite´
De la meˆme manie`re nous pouvons renforcer les axiomes de patience et d’insensibilite´
par l’invariance temporelle, ceci se traduit entie`rement dans la capacite´ et fournit une
ge´ne´ralisation naturelle des probabilite´s invariantes,
The´ore`me A.2.18 Une relation de pre´fe´rence  ve´rifie A.1-A.4,A.5w et l’invariance
temporelle A.8 si et seulement si il existe une unique capacite´ convexe invariante v sur IN
i.e. ∀A ⊂ IN, v(A+ 1) = v(A), tel que,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdv).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdv ≥ ∫ ydv.
En particulier si v est invariante et convexe alors par la Proposition A.2.16 v doit eˆtre pure,
car pour n ∈ IN alors v({n}c) ≥ v({n+1, . . .}) = 1. Ainsi, les pre´fe´rences temporellement
invariantes sont aussi patientes.
A.2.4.9 Patience na¨ıve et insensibilite´ a` la premie`re coordonne´e sans additi-
vite´
Contrairement au cas additif, la patience na¨ıve et l’insensibilite´ a` la premie`re coor-
donne´e ne sont pas incompatibles avec les pre´fe´rences non-additives. Plus pre´cise´ment, la
seule fonctionnelle qui repre´sente de telles pre´fe´rences est la lim.
The´ore`me A.2.19 Une relation de pre´fe´rence  ve´rifie A.1-A.4,A.5w, la na¨ıve patience
A.6s et l’insensibilite´ a` la premie`re coordonne´e si et seulement si
(i) ∀x ∈ B∞(IN), x ∼ (lim x).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒ lim x ≥ lim y.
On remarquera que l’invariance temporelle n’est pas ne´cessaire pour axiomatiser la lim,
ce qui affine le The´ore`me 7 de Marinacci (1998).
A.2.4.10 Conclusion.
Dans un cadre simple ou` les pre´fe´rences sont additives, nous avons caracte´rise´ la pa-
tience a` l’aide de probabilite´s pures. Les fonctionnelles que nous obtenons sont les seules
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extensions a` l’espace des suites borne´es de la fonctionnelle limite. L’introduction de l’in-
variance temporelle correspond aux limites de Banach-Mazur. En conside´rant une version
plus forte de la patience, -la patience na¨ıve- il est impossible de conserver l’additivite´.
Les pre´fe´rences non-additives repre´sente´es par des inte´grales par rapport a` des capacite´s
convexes donnent des versions de la patience et de l’invariance temporelle semblables au
cas additif. De´sormais la patience na¨ıve admet une repre´sentation avec la limite infe´rieure.
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1Chapitre 1
Sequentially continuous
non-monotonic Choquet integrals 1
Abstract
Schmeidler(1986) established an integral representation theorem for functionals satis-
fying monotonicity and a weaker condition than additivity, namely comonotonic additi-
vity. We give an alternative approach which is based on sequential continuity, a condition
equivalent to σ-additivity in measure theory, that allows for non-monotonicity.
Keywords : capacity, game, sequentially upper-continuous functional, Choquet integral,
comonotonicity.
JEL Classification : D80, D81.
1.1 Introduction
Choquet (1953) introduced the notion of capacity and a corresponding integral ope-
ration known nowadays as Choquet integral. Capacities where supposed to be monotonic
set functions and satisfy some continuity conditions. His motivations came from potential
theory. Later Schmeidler (1986) provided a characterization of functionals that could be
represented as an integral with respect to a capacity which is not necessarily an addi-
tive set function but monotonic. More precisely these functionals were supposed to be
1Ce chapitre a fait l’objet de pre´sentations a` FUR 2001 (10th International Conference on the Foun-
dations and Applications of Utility, Risk and Decision Theory, june 2001) et a` SMAI 2001 (Congre`s
National de Mathe´matiques Applique´es et Industrielles, mai 2001).
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monotonic and comonotonically additive. The importance of comonotonic additivity was
revealed by Dellacherie (1970). Denneberg (1994) provides an exhaustive survey of the
topic. New tools were therefore available and new modelings of individual’s behavior un-
der uncertainty have been elaborated (see for instance Schmeidler (1989) , Gilboa (1987),
Wakker (1989), Chateauneuf (1994)) extending the subjective expected utility models
of Savage (1954) and Anscombe and Aumann (1963). Similarly Gilboa (1989) used the
Choquet integral to model decision making in a temporal setting. However violations of
monotonicity in multi-period model occur frequently, non-monotonic set functions seem
to be better suited (De Waegenaere and Wakker (2001), Shalev (1997)). We establish a
representation theorem in the spirit of Schmeidler (1986) relaxing the monotonicity as-
sumption and focusing on continuity assumptions such as upper-continuity, a regularity
condition which is central in measure theory. The following section introduces definitions,
the third section provides some preliminary results, then we state some representation
theorem and provide a preference representation theorem.
1.2 Notation and Definitions
Let S be a nonempty set and S a family of subsets of S that contains the empty set ∅
and S. In this paper we shall assume that all the functions defined on S are real-valued. A
function X defined on S is said to be S-measurable if for every t in IR, {X ≥ t} belongs to
S, where {X ≥ t} stands for the inverse image of [t,+∞[ under X. X is bounded, if ‖X‖
is finite, where ‖.‖ is the usual supremum norm. A simple function is a function that takes
only a finite number of values. B0(S,S), B+0 (S,S), B∞(S,S), B+∞(S,S), denote respecti-
vely the set of simple S-measurable functions, of positive simple S-measurable functions,
of bounded S-measurable functions, of positive bounded S-measurable functions.
A real-valued set function v on S such that v(∅) = 0 is termed as game. A bounded
game is a game such that Sup{|v(A)|, A ∈ S} is finite, this last quantity will be written
‖v‖. The game v is said to be upper-continuous if for every decreasing sequence (An)n≥1
of S, such that A = ⋂n≥1An ∈ S, denoted An ↓ A, then (v(An))n≥1 converges to v(A).
The game v is said to be lower-continuous if for every increasing sequence (An)n≥1 of S,
such that A =
⋃
n≥1An ∈ S, denoted An ↑ A, then (v(An))n≥1 converges to v(A). For
finite measure σ-additivity, upper-continuity, lower-continuity are equivalent.
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If v is a game defined on S, and X a S-measurable function, the Choquet integral
of X with respect to v, denoted
∫
Xdv, is defined by
∫
Xdv =
∫
IR+
v({X ≥ t})dλ(t) +∫
IR−(v({X ≥ t}) − v(S))dλ(t) where λ is the usual Lebesgue measure on IR. This for-
mula can be interpreted as an expectation operator with respect to a generalized mea-
sure. This Lebesgue integral is well defined as soon as v is upper-continuous and boun-
ded, this will be proved in next section. For A ∈ S, A∗ denotes the characteristic
function of A. Two functions X,Y defined on S are said to be comonotonic if for all
(s, t) ∈ S2, (X(s) − X(t))(Y (s) − Y (t)) ≥ 0. Let MX = {{X ≥ t}, t ∈ IR} equals the
weak upper-level sets of X, from Denneberg (1994) we know that X, Y are comonotonic
if and only if MX ∪MY is a chain for the inclusion relation.
For I a functional defined on a class F of functions on S, we will say that I is bounded
if ‖I‖F=Sup{|I(X)|;X ∈ F , ∅∗ ≤ X ≤ S∗} is finite, when F = B∞(S,S) we will simply
write ‖I‖. I is positively homogeneous of degree one if for every X ∈ F , λ ∈ IR+, λ.X ∈
F then I(λ.X) = λI(X). I is comonotonically additive if for all comonotonic X, Y in F
such that X + Y ∈ F then I(X + Y ) = I(X) + I(Y ). Finally, I is sequentially upper-
continuous (resp. sequentially lower-continuous) if for every decreasing (resp. increasing)
sequence (Xn)n≥1 of F that converges pointwise to X, Xn ↓P X (resp. Xn ↑P X), where
X belongs to F , then (I(Xn))n≥1 converges to I(X).
1.3 Preliminary results
As announced we will check that the Choquet integral is well defined for any X in
B∞(S,S) when v is bounded and upper-continuous. Some lemmas are therefore establi-
shed.
Lemma 1 Let f : (a, b] → IR, where −∞ < a < b < +∞. Suppose f is left-continuous,
then f is a Borel function.
Proof : With out loss of generality we may take a = 0 and b = 1. We exhibit a sequence
(fn)n≥1 of Borel functions which converges pointwise to f . For all n ≥ 1 and for all k in
{0, . . . , 2n} set x(n)k = k2n . Define fn =
∑2n
k=1 f(x
(n)
k−1)(x
(n)
k−1, x
(n)
k ]
∗.
If x∗ = 1, fn(x∗) = f(2
n−1
2n
) tends to f(1), by leftcontinuity at 1.
If x∗ ∈ (0, 1). Let  > 0.
By leftcontinuity, ∃ η > 0 / x∗ − η < x ≤ x∗ ⇒ |f(x)− f(x∗)| < .
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For n large enough, there is a kn such that x
∗ − η < x(n)kn−1 < x∗ ≤ x
(n)
kn
, so |f(x(n)kn−1) −
f(x∗)| < , that is |fn(x∗)− f(x∗)| < . uunionsq
Lemma 2 Let X a function on S and (Xn)n≥1 a sequence of functions on S, such that
Xn ↓P X. Then for all t in IR, {Xn ≥ t} ↓ {X ≥ t}.
Proof : Take t ∈ IR. (Xn)n≥1 being a decreasing sequence, ({Xn ≥ t})n≥1 is a decreasing
sequence also. For every n, Xn ≥ X so
⋂
n≥1{Xn ≥ t} ⊃ {X ≥ t}. (Xn)n≥1 converging
pointwise to X, implies
⋂
n≥1{Xn ≥ t} ⊂ {X ≥ t}. uunionsq
Lemma 3 Let v be an upper-continuous game defined on S, and X in B∞(S,S). Define
vX(t) = v({X ≥ t}), for all t in IR. Then vX is left-continuous.
Proof : Take t in IR. {X ≥ t} ∈ S by S-measurability of X. Let (tn)n≥1 be an increasing
sequence that converges to t. Set for all n ≥ 1, Xn = X + (t − tn).S∗, then Xn ↓P X.
By Lemma 2, {X ≥ tn} = {Xn ≥ t} ↓ {X ≥ t}, thus by upper-continuity of v, (v({X ≥
tn}))n≥1 converges to v({X ≥ t}), so vX is left-continuous. uunionsq
Proposition 1 Let v be an upper-continuous bounded game defined on S, then for any
X in B∞(S,S),
∫
Xdv is well defined.
Proof : Let X in B∞(S,S), define v∗X as follow :
v∗X(t) =
{ v({X ≥ t}) , if t > 0
v({X ≥ t})− v(S) , if t ≤ 0. (1.1)
Lemma 3 insures that v∗X is left-continuous. By Lemma 1 v
∗
X is a Borel function on
[−‖X‖, ‖X‖]. X being bounded guarantees that v∗X is null outside [−‖X‖, ‖X‖], so v∗X is
a Borel function on IR. v being bounded v∗X is bounded. That v
∗
X is Lebesgue integrable
follows. uunionsq
Proposition 2 Let I be a functional on B∞(S,S). Suppose I is (a) comonotonically
additive and (b) sequentially upper-continuous, then I is positively homogeneous of degree
one.
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Proof : Suppose it is true on B+∞(S,S), let X be non-positive and λ ∈ IR+, fix X =
Inf X(S)(≤ 0), we have :
I(λ.X) = I(λ.(X −XS∗) + λX.S∗)
= I(λ.(X −XS∗) + I(λX.S∗) , by (a)
= λI(X −X.S∗) + I(λX.S∗) , by assumption
= λ(I(X) + I(−XS∗)) + I(λX.S∗) , by (a)
= λI(X) + I(λ(−X.S∗)) + I(λXS∗) , by (a) and X ≤ 0
= λI(X). (1.2)
Now let X in B+∞(S,S) and λ ∈ IR+.
By (a), for any p ∈ IN, I(p.X) = pI(X) and for any q ∈ IN∗, I(X) = I(q(1
q
X)) = qI(1
q
X).
Let α ∈ Q+, α = p
q
for some (p, q) ∈ IN× IN∗, then I(α.X) = I(p
q
X) = pI(1
q
X) = p
q
I(X) =
αI(X). Let α ∈ IR+/Q+, then there is a decreasing sequence (αn)n≥1 of positive rational
numbers converging to α, X being positive, αn.X ↓P α.X. Thus by (b),
I(α.X) = lim
n→∞
I(αn.X) = lim
n→∞
αnI(X) = αI(X). (1.3)
uunionsq
A similar proof of the next proposition can be found in Denneberg (1994). As observed
in Wakker (1993) the sum of two measurable functions need not be measurable if S is not
a σ-algebra, still it holds that,
Proposition 3
(i) For every X ∈ B∞(S,S) and every λ ∈ IR+, λ.X ∈ B∞(S,S).
(ii) For every X, Y ∈ B∞(S,S) that are comonotonic, X + Y ∈ B∞(S,S).
Proof : The proof of (i) is immediate.
For (ii) we will show that MX+Y ⊂ MX ∪MY , and X + Y ∈ B∞(S,S) will follow.
For every t ∈ IR, set tX , tY , tX+Y in the following manner,
tX = Inf{X(s); s ∈ {X+Y ≥ t}}
tY = Inf{Y(s); s ∈ {X+Y ≥ t}}
tX+Y = Inf{X(s) + Y(s); s ∈ {X+Y ≥ t}}.
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We assert that as soon as X and Y are comonotonic, tX+Y = tX + tY holds. That
tX+Y ≥ tX + tY holds is immediate. Suppose the reverse inequality does not hold. Fix
 = tX+Y − tX − tY (> 0), then
∃ sX ∈ {X + Y ≥ t} / X(sX) ∈ [tX , tX + 
2
),
and ∃ sY ∈ {X + Y ≥ t} / Y (sY ) ∈ [tY , tY + 
2
).
We obtain the following inequalities,
Y (sX) ≥ tX+Y −X(sX) > tX+Y − (tX + 
2
) = tY +

2
> Y (sY ),
and X(sY ) ≥ tX+Y − Y (sY ) > tX+Y − (tY + 
2
) = tX +

2
> X(sX),
so X, Y are not comonotonic.
By construction, {X + Y ≥ t} ⊂ {X ≥ tX}, {Y ≥ tY } ; as X, Y are comonotonic either
{X ≥ tX} ⊂ {Y ≥ tY } stands, or either {X ≥ tX} ⊃ {Y ≥ tY } does. Consider the case
where {X ≥ tX} ⊂ {Y ≥ tY }, we claim that {X + Y ≥ t} = {X ≥ tX}. Suppose not,
then there is a s0 such that X(s0) + Y (s0) < t and X(s0) ≥ tX , so Y (s0) ≥ tY , we get :
t > X(s0) + Y (s0) ≥ tX + tY = tX+Y ≥ t,
which is impossible. The other case is similar. uunionsq
Proposition 4 Let I be a comonotonically additive and sequentially upper-continuous
functional on B∞(S,S). Denote S∗ = {A∗; A ∈ S}. If ‖I‖S∗ < +∞ then ‖I‖ < +∞.
Moreover ‖I‖S∗ = ‖I‖.
Proof : By definition, ‖I‖S∗ ≤ ‖I‖.
Let X belong to B+0 (S,S) satisfying ∅∗ ≤ X ≤ S∗.
There are some α0 ≥ 0, α1, . . . , αn > 0 and some A0, . . . , An in S where S = A0 ⊃6=A1 ⊃6= · · ·
⊃
6=An 6= ∅, such that X =
∑n
i=0 αi.A
∗
i and α0 + · · ·+ αn ≤ 1.
For all i ∈ {0, . . . , n}, we have, −‖I‖S∗ ≤ I(A∗i ) ≤ ‖I‖S∗
hence, −(∑ni=0 αi)‖I‖S∗ ≤∑ni=0 αiI(A∗i ) ≤ (∑ni=0 αi)‖I‖S∗
so by Proposition 2, −(∑ni=0 αi)‖I‖S∗ ≤∑ni=0 I(αi.A∗i ) ≤ (∑ni=0 αi)‖I‖S∗
and by comonotonic additivity, −(∑ni=0 αi)‖I‖S∗ ≤ I(X) ≤ (∑ni=0 αi)‖I‖S∗
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hence |I(X)| ≤ ‖I‖S∗ .
Let X belong to B+∞(S,S) satisfying ∅∗ ≤ X ≤ S∗.
Consider the following approximation of X in B+0 (S,S) ;
for all n ∈ IN∗, let Xn =
∑2n
k=0
λ
2n
.{X ≥ k λ
2n
}∗, and ‖Xn‖ ≤ λ2n+12n , where λ = ‖X‖.
We claim that Xn is S-measurable for all n.
By construction the {{X ≥ k λ
2n
}}k=0,...,2n are nested and belong to S by S-measurability of
X. Thus each {X ≥ k λ
2n
}∗ is S-measurable and for any k ≥ k′, {X ≥ k λ
2n
}∗, {X ≥ k′ λ
2n
}∗
are comonotonic. Let Zk,n =
∑k
k′=0{X ≥ k′ λ2n}∗. Z0,n is S-measurable. Assume Zk,n being
S-measurable with 0 ≤ k < 2n. {X ≥ (k + 1) λ
2n
}∗ and Zk,n are comonotonic. So by (ii)
of Proposition 3, Zk+1,n = {X ≥ (k + 1) λ2n}∗ + Zk,n is S-measurable. By induction Z2n,n
is S-measurable and Xn is S-measurable by (i) of Proposition 3. Now fix X ′n = Xn‖X1‖ ,
as ∅∗ ≤ X ′n ≤ S∗, we have −‖X ′n‖‖I‖S∗ ≤ I(X ′n) ≤ ‖X ′n‖‖I‖S∗ , and by Proposition
2, −2n+1
2n
‖X‖‖I‖S∗ ≤ −‖Xn‖‖I‖S∗ ≤ I(Xn) ≤ ‖Xn‖‖I‖S∗ ≤ 2n+12n ‖X‖‖I‖S∗ , so by se-
quential upper-continuity, −‖X‖‖I‖S∗ ≤ I(X) ≤ ‖X‖‖I‖S∗ , hence |I(X)| ≤ ‖I‖S∗ , so
‖I‖ ≤ ‖I‖S∗ . uunionsq
1.4 Main results
Theorem 1 Let I be a bounded functional on B∞(S,S). Assume that I satisfies (a)
comonotonic additivity and (b) sequential upper-continuity, then there is a unique upper-
continuous game (with same bound) defined on S such that for all X in B∞(S,S) we
have,
I(X) =
∫
Xdv (1.4)
Conversely, if v is a bounded, upper-continuous game defined on S, then the Choquet
integral is a comonotonically additive, sequentially upper-continuous functional (with same
bound) on B∞(S,S).
Proof : First notice that for any X in B∞(S,S), any α in IR, and any game on S we have
that
∫
(X +α.S∗)dv =
∫
Xdv+αv(S). This follows from the change of variable u = t−α
in the integral corresponding to
∫
(X + α.S∗)dv. Therefore it suffices to establish that
equation (1.4) holds for all X in B+∞(S,S).
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We state that ∀X ∈ B∞(S,S),∀α ∈ IR, I(X + α.S∗) = I(X) + αI(S∗).
By (a) we have I(X+α.S∗) = I(X)+ I(α.S∗) and from Proposition 2 we have I(α.S∗) =
αI(S∗) for all α ≥ 0. So the statement is true for positive α. Assume α ≤ 0, we have :
I(X) = I(X + α.S∗ − α.S∗)
= I(X + α.S∗) + I(−α.S∗) , by (a)
= I(X + α.S∗) + (−α)I(S∗). (1.5)
Hence, I(X + α.S∗) = I(X) + αI(S∗) , and the statement is true for all real α.
For all A in S, define v(A) = I(A∗). By Proposition 4 we have ‖v‖ = ‖I‖. (b) implies
that v is upper-continuous. Take (An)n≥1 a decreasing sequence in S that converges to A
which is in S, then An ↓ A is equivalent to A∗n ↓P A∗.
Let us first prove (1.4) for positive finite step functions. Take X in B+0 (S,S). X
can be expressed as follows, X =
∑n
i=0 αi.A
∗
i , where α0 ≥ 0, α1, . . . , αn > 0 and S =
A0
⊃
6=A1
⊃
6= · · · ⊃6=An 6= ∅ and Ai ∈ S for all i.
By (a),
I(X) = I(
n∑
i=0
αi.A
∗
i ) =
n∑
i=0
I(αi.A
∗
i ). (1.6)
By positive homogeneity of degree one,
I(X) =
n∑
i=0
αiI(A
∗
i )
=
n∑
i=0
αiv(Ai)
=
n∑
i=1
((α0 + · · ·+ αi)− (α0 + · · ·+ αi−1))v(Ai) + α0v(S). (1.7)
As
v({X ≥ t}) =

v(S) , if t ∈ [0, α0]
v(Ai) , if t ∈ (α0 + · · ·+ αi−1, α0 + · · ·+ αi]
0 , if t > α0 + · · ·+ αn
we have :
I(X) =
∫
[0,‖X‖]
v({X ≥ t})dλ(t) =
∫
IR+
v({X ≥ t})dλ(t). (1.8)
Now take X in B+∞(S,S).
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Consider (Xn)n≥1 the same sequence of approximations as in Proposition 4,
we have ∀n ∈ IN∗, I(Xn) =
∫
Xndv. (Xn)n is a sequence in B
+
0 (S,S) such that Xn ↓P X,
thus (b) implies I(X) = limn→∞ I(Xn). As Xn ↓P X, Lemma 2 implies that for all t ∈ IR+
we have {Xn ≥ t} ↓ {X ≥ t}, then by upper-continuity of v, v({Xn ≥ .}) converges
pointwise to v({X ≥ .}) on [0, ‖X1‖]. Since (Xn)n is a decreasing sequence of positive
functions, we have that each v({Xn ≥ .}) is null outside of [0, ‖X1‖] and the same holds
for v({X ≥ .}). Since v is bounded, all v({Xn ≥ .}) and v({X ≥ .}) are dominated by
‖v‖[0, ‖X1‖]∗ which is Lebesgue integrable. By the dominated convergence theorem, we
get :
lim
n→∞
∫
IR+
v({Xn ≥ t})dλ(t) =
∫
IR+
v({X ≥ t})dλ(t), (1.9)
thus I(X) =
∫
Xdv, and (1.4) holds for all X in B∞(S,S).
For the converse, we have to prove that
∫
(.)dv is a functional that satisfies (a) and
(b). That ‖ ∫ (.)dv‖ = ‖v‖ holds, is obvious. As noticed previously ∫ (X + α.S∗)dv =∫
Xdv + αv(S), for all α ∈ IR. The proof is restricted to B+∞(S,S).
First we show that (b) is satisfied. Take X in B+∞(S,S), and (Xn)n≥1 a sequence in
B+∞(S,S) such that Xn ↓P X (e.g. the approximation used above). By Lemma 2, for every
t ∈ IR+, {Xn ≥ t} ↓ {X ≥ t} ; by upper-continuity of v, v({Xn ≥ .}) converges pointwise
to v({X ≥ .}) on IR+. Boundedness of v and X1 implies |v({Xn ≥ .})| ≤ ‖v‖.[0, ‖X1‖]∗.
Proposition 1 asserts that v({X ≥ .}) and each v({Xn ≥ .}) is Lebesgue integrable. Thus
by the dominated convergence theorem, we get :
lim
n→∞
∫
Xndv =
∫
Xdv, (1.10)
and (b) is proved.
To prove (a), let X,Y ∈ B+0 (S,S) be comonotonic, MX ∪MY is a chain in S. This
chain contains a finite number of elements and may be written as a decreasing sequence in
S, (Ci)i=0,...,n, such that S = C0 ⊃6=C1 ⊃6= · · · ⊃6=Cn 6= ∅. There are some α0, ..., αn, β0, ..., βn ≥
0 such that X =
∑n
i=0 αi.C
∗
i and Y =
∑n
i=0 βi.C
∗
i , where for i ∈ {1, ..., n},
αi > 0⇔ Ci ∈MX and βi > 0⇔ Ci ∈MY. (1.11)
Thus X + Y =
∑n
i=0 γi.C
∗
i , where γi = αi + βi. By computation we have :∫
X + Y dv =
∫
IR+
v({X + Y ≥ t})dλ(t)
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=
n∑
i=1
((γ0 + · · ·+ γi)− (γ0 + · · ·+ γi−1))v(Ci) + γ0v(S)
=
n∑
i=0
γiv(Ci)
=
n∑
i=0
αiv(Ci) +
n∑
i=0
βiv(Ci)
=
∑
{i/Ci∈MX}
αiv(Ci) +
∑
{i/Ci∈MY }
βiv(Ci)
=
∫
Xdv +
∫
Y dv. (1.12)
Let X, Y ∈ B+∞(S,S) with X, Y comonotonic. From Proposition 3 we have X + Y ∈
B+∞(S,S). Fix λ = ‖X‖ and µ = ‖Y ‖. For all n ∈ IN∗, let Xn =
∑2n
k=0
λ
2n
.{X ≥ k λ
2n
}∗,
and let Yn =
∑2n
k=0
µ
2n
.{X ≥ k µ
2n
}∗. By construction, for all n, Xn is simple and MX-
measurable, and Yn is simple andMY -measurable.MX∪MY being a chainMXn∪MYn is
still a chain, thus Xn, Yn are still comonotonic and by Proposition 3, Xn+Yn ∈ B+0 (S,S).
Thus
∫
(Xn + Yn)dv =
∫
Xndv +
∫
Yndv, for all n in IN
∗. As Xn ↓P X and Yn ↓P Y ,
(Xn + Yn) ↓P (X + Y ) also. Finally, (b) implies
∫
(X + Y )dv =
∫
Xdv +
∫
Y dv. uunionsq
A dual result exists for sequentially lower-continuous and comonotonically additive
functionals. An appropriate change in the definition of S-measurability is required. A
function will be said to be S-measurable if all upper-level sets belong to S, that is, if
for every t in IR, {X > t} belongs to S, where {X > t} stands for the inverse image of
]t,+∞[ under X. Accordingly, weak inequalities in the integrand of the Choquet integral
will be replaced by inequalities. All preliminary results of the previous section hold with
appropriate changes.
Theorem 2 Let I be a bounded functional on B∞(S,S). Assume that I satisfies (a)
comonotonic additivity and (b′) sequential lower-continuity, then there is a unique lower-
continuous game (with same bound) defined on S such that for all X in B∞(S,S) we
have,
I(X) =
∫
Xdv =
∫
IR+
v({X > t})dλ(t) +
∫
IR−
(v({X > t})− v(S))dλ(t) (1.13)
Conversely, if v is a bounded, lower-continuous game defined on S, then the Choquet
integral is a comonotonically additive, sequentially lower-continuous functional (with same
bound) on B∞(S,S).
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Now if we consider X to be S-measurable if for every t in IR, {X > t} and {X ≥ t}
belong to S we obtain as a corollary a characterization of comonotonically additive func-
tionals which are sequentially upper and lower-continuous. The integrand of the Choquet
integral in this case can contain indifferently inequalities or weak inequalities. Moreover
as the integrand admits left and right limits at every point, the Lebesgue integral can be
replaced by a Riemann integral.
Corollary 1 Let I be a bounded functional on B∞(S,S). Assume that I satisfies (a) co-
monotonic additivity, (b) sequential upper-continuity and (b′) sequential lower-continuity,
then there is a unique upper and lower-continuous game (with same bound) defined on S
such that for all X in B∞(S,S) we have,
I(X) =
∫
Xdv =
∫ +∞
0
v({X ≥ t})dt+
∫ 0
−∞
(v({X ≥ t})− v(S))dt (1.14)
Conversely, if v is a bounded, upper and lower-continuous game defined on S, then the
Choquet integral is a comonotonically additive, sequentially upper and lower-continuous
functional (with same bound) on B∞(S,S).
1.5 Some Preference Representation Theorems
We shall adopt Chateauneuf’s (1994) setting, where utility of outcomes is supposed
to be linear, and provide a representation theorem for preferences.
A binary relation  on B∞(S,S) is said to be, complete if for all (X, Y ) ∈ B∞(S,S)2
we have X  Y or Y  X ; transitive if for all (X, Y, Z) ∈ B∞(S,S)3 such that X  Y
and Y  Z then X  Z. A weak order  on B∞(S,S) is a binary relation on B∞(S,S)
which is complete and transitive. We shall write X  Y for X  Y and not(Y  X) ;
X ∼ Y for X  Y and Y  X.
For all X in B∞(S,S), I(X) ∈ IR is said to be the certainty-equivalent of X if I(X) is
the only real number such that I(X).S∗ ∼ X. Now we state some axioms that the binary
relation may fulfill.
A.1  is a weak order.
A.2 Continuity with respect to pointwise decreasing convergence :
A.2.1 (∀Xn, X, Y ∈ B∞(S,S), Xn  Y,Xn ↓P X)⇒ (X  Y ),
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A.2.2 (∀Xn, X, Y ∈ B∞(S,S), Xn  Y,Xn ↓P X)⇒ (X  Y ).
A.3 S∗  ∅∗.
A.4 Comonotonic additivity :
∀X,Y, Z ∈ B∞(S,S) pairwise comonotonic, (X  Y )⇒ (X + Z  Y + Z).
A.5 Boundedness : ∃ m,M ∈ IR/ ∀A ∈ S,m.S∗  A∗ M.S∗.
As a particular case, A.4 states that if Z = δ.S∗ with δ ∈ IR then an equivalence can be
substituted for the implication. The following axiom states that  is compatible with the
natural order on IR,
A.3∗ Constant monotonicity : ∀α > β, α.S∗  β.S∗ .
A.3 is particular case for A.3∗. We have a converse through the following lemma.
Lemma 4 If  satisfies A.1, A.2.1, A.3, A.4, then  satisfies A.3∗.
Proof : It suffice to prove that for all δ > 0, we have δ.S∗  ∅∗.
For α > β, put δ = α − β. We have δ.S∗  ∅∗ and by A.4, α.S∗  β.S∗. Suppose
α.S∗ ∼ β.S∗, then by A.4 adding −β.S∗ gives (α − β).S∗ ∼ ∅∗, a contradiction. So
α.S∗  β.S∗.
Let us prove it for δ in IN∗. A.3 says it holds for δ = 1. Assume it holds for some δ ≥ 1,
then by A.4 (δ + 1).S∗  δ.S∗ and (δ + 1).S∗  ∅∗ follows.
For δ ∈ Q+∗ , δ = pq for some (p, q) ∈ IN∗ × IN∗. Suppose ∅∗  δ.S∗ then by A.4 ∅∗  p.S∗,
which is impossible, so δ.S∗  ∅∗ holds for δ ∈ Q+∗ . Indeed if ∅∗  δ.S∗ then by applying
A.4 q times gives, ∅∗  δ.S∗  2δ.S∗  . . .  qδ.S∗ = p.S∗. For δ ∈ IR+∗ \ Q+∗ , consider
a decreasing sequence (δn)n≥1 in Q+∗ that converges to δ. For N large enough, δ ≥ 12N .
Hence for n ≥ N, δn > δ ≥ 12N . As δn− 12N ∈ Q+∗ we have (δn− 12N ).S∗  ∅∗. So by A.2.1,
(δ − 1
2N
).S∗  ∅∗, and δ.S∗  1
2N
.S∗  ∅∗ follows by A.4. uunionsq
Proposition 5 If  satisfies A.1-A.4, then every X in B∞(S,S) admits a certainty-
equivalent.
Proof : At first, will prove that every X in B+∞(S,S) admits a certainty-equivalent, then
by A.4 this will hold for every X in B∞(S,S).
We shall denote I(X) the certainty-equivalent of X.
Let X be in B+∞(S,S), set P (X) = {γ ∈ IR/γ.S∗  X}.
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We state that InfP (X) is the certainty-equivalent we are looking for.
• P (X) is nonempty.
Otherwise, ∀n ∈ IN∗, X  n.S∗ and by A.4, ∀n ∈ IN∗, 1
n
.X  S∗ ; so by A.2.1, ∅∗  S∗
which contradicts A.3. Indeed assume 1
n
.X  S∗ then, 2
n
.X  S∗ + 1
n
.X  2.S∗, first by
adding 1
n
.X then S∗ to 1
n
.X  S∗.
Now take p−1 < n, suppose p−1
n
.X  (p−1).S∗. Adding 1
n
.X gives p
n
.X  (p−1).S∗+ 1
n
.X,
and adding (p− 1).S∗ to 1
n
.X  S∗ gives (p− 1).S∗ + 1
n
.X  p.S∗.
• P (X) has a lower bound.
Let us show that ∃M ∈ IR such that X  −M.S∗ that is to say by A.4 X +M.S∗  ∅∗.
Suppose that ∀M ∈ IR, X+M.S∗ ≺ ∅∗. So for all n ∈ IN∗, we have X
n
+S∗ ≺ ∅∗. Otherwise
X
n
+ S∗  ∅∗ entails after applying A.4 n times X + n.S∗  (n− 1).(X
n
+ S∗)  . . .  ∅∗.
Hence by A.2.2, S∗  ∅∗, a contradiction.
P (X) being nonempty and lower-bounded I(X) is well defined.
It remains to show that I(X) is the certainty-equivalent we are looking for.
For n ∈ IN∗, I(X) + 1
n
∈ P (X).
Otherwise (I(X) + 1
n
).S∗ ≺ X, but for all γ ∈ P (X) we have γ.S∗  X, hence γ.S∗ 
(I(X)+ 1
n
).S∗, so by Lemma 4 γ > I(X)+ 1
n
, that is I(X)+ 1
n
is a lower bound for P (X)
greater than I(X) what is impossible. Now by A.2.1, I(X).S∗  X follows.
Suppose I(X).S∗  X. Take Xn = X + 1n .S∗ for n ∈ IN∗.
As Xn ↓P X, by A.2.1, there is an N large enough such that XN ≺ I(X).S∗. So by A.4,
X ≺ (I(X)− 1
N
).S∗ (otherwise X ∼ (I(X)− 1
N
).S∗ entails XN = X + 1N .S
∗ ∼ I(X).S∗),
a contradiction.
We have proved that every X in B+∞(S,S) admits a certainty equivalent and that this
certainty equivalent is precisely InfP (X).
Let X be in B∞(S,S) \B+∞(S,S), fix X = Inf X(S).
X − X.S∗ belongs to B+∞(S,S), so X − X.S∗ admits a certainty equivalent. We have,
X − X.S∗ ∼ I(X − X.S∗).S∗ and by A.4, X ∼ I(X − X.S∗).S∗ + X.S∗ that is, X ∼
(I(X −X.S∗) +X).S∗. uunionsq
In particular, it follows from Lemma 4 that for all γ in IR, I(γ.S∗) = γ.
Theorem 3 A binary relation  on B∞(S,S) satisfies A.1-A.5 if and only if there exists
an upper-continuous bounded game v with v(S) = 1 such that every X in B∞(S,S) has∫
Xdv for certainty-equivalent.
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Proof : The (if) part is immediate.
According to Proposition 5, every X in B∞(S,S) admits a certainty equivalent. Therefore
if we prove that this certainty equivalent behaves as a comonotonically additive and se-
quentially upper-continuous bounded functional we may apply Theorem 1 and conclude.
Let X, Y in B∞(S,S) be comonotonic.
As X ∼ I(X).S∗, A.4 entails, X + Y ∼ I(X).S∗ + Y ;
and as Y ∼ I(Y ).S∗, by A.4, Y + I(X).S∗ ∼ I(Y ).S∗ + I(X).S∗ ;
hence X + Y ∼ I(X).S∗ + I(Y ).S∗ ; so I(X + Y ) = I(X) + I(Y ) holds and I is comono-
tonically additive.
Let (Xn)n≥1 be a sequence in B∞(S,S) such that Xn ↓P X where X is in B∞(S,S).
Take  > 0.
As previously shown, I(X + .S∗) = I(X) + I(.S∗) = I(X) + .
So X + .S∗  X. By A.2.1, ∃N1/∀n ≥ N1, Xn ≺ X + .S∗; so I(Xn) < I(X) + .
Likewise, I(X − .S∗) = I(X)− I(.S∗) = I(X)− .
So X − .S∗ ≺ X. By A.2.2, ∃N2/∀n ≥ N2, Xn  X − .S∗; so I(Xn) > I(X)− .
Hence for n ≥ Max{N1, N2}, |I(X) − I(Xn)| <  holds and I is sequentially upper-
continuous.
It remains to prove that I is bounded. Accordingly to Proposition 4 it is enough to
prove that I is bounded on S∗.
By A.5, ∃m,M ∈ IR/∀A ∈ S,m.S∗  A∗  M.S∗. So ∀A ∈ S, m ≤ I(A∗) ≤ M . In
particular for A = ∅ we have, m ≤ 0 ≤M , so ‖I‖S∗ ≤Max{−m,M}. uunionsq
In a similar fashion consider the dual version of A.2,
A’.2 Continuity with respect to pointwise increasing convergence :
A’.2.1 (∀Xn, X, Y ∈ B∞(S,S), Xn  Y,Xn ↑P X)⇒ (X  Y ),
A’.2.2 (∀Xn, X, Y ∈ B∞(S,S), Xn  Y,Xn ↑P X)⇒ (X  Y ).
We obtain a dual form of Theorem 3, where the Choquet integral we are dealing with is
the one involved in Theorem 2.
Theorem 4 A binary relation  on B∞(S,S) satisfies A.1,A’.2,A.3-A.5 if and only if
there exists a lower-continuous bounded game v with v(S) = 1 such that every X in
B∞(S,S) has
∫
Xdv for certainty-equivalent.
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1.6 Conclusion
Our goal in this paper is to give an alternative approach to integral representation
based on a monotonicity assumption. It appears that sequential continuity, a very natural
condition in measure theory, can be such an alternative. Moreover games we are dealing
with can take negative values, and accommodate violations of monotonicity.
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Chapitre 2
Some characterizations of
non-additive multi-periodic models 1
Abstract
Building upon the works of Gilboa (1989), Shalev (1997) and De Waegenaere and
Wakker (2001), we show that a simple version of variation aversion, jointly with a myopia
axiom allows to derive in an infinite setting a meaningful expression for evaluating income
streams. Furthermore, we prove that the usual additive discounted expectation introduced
by Koopmans (1972) can be accommodated in a non-additive way.
Keywords : Variation aversion, myopia, discounted expectation, Schmeidler’s model,
Mo¨bius inverse.
JEL Classification : D80, D90.
2.1 Introduction
Most of the models that aim at representing preferences over income streams are based
on an independence axiom, for instance the discounted utility expectation (DEU) axio-
matized in Koopmans (1972) is the reference to evaluate income streams. In the simpler
case where utility is linear in outcomes such an axiom becomes an additivity axiom. This
1Ce chapitre est constitue´ d’un article e´crit avec Alain Chateauneuf. Il a e´te´ pre´sente´ au Bocconi’s
Centenial : Income Distribution and Welfare a` Milan (mai 2002). Il fait l’objet d’une contribution au
programme communautaire LivinTax (Living standards, Inequality and Taxation) et a e´te´ pre´sente´ dans
ce cadre au quatrie`me meeting a` Lu¨beck (septembre 2002).
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axiom has since been challenged in the field of decision theory under uncertainty, and new
tools have been developed to restrict the range of additivity (Schmeidler (1986)).
If our concern is preferences over sequences of outcomes it seems that the particular struc-
ture of time should be taken into account. Indeed the independence between two distinct
time periods is questionable, in particular for two successive periods. Therefore some com-
plementarity across successive periods should be integrated in the evaluation function.
We first describe the setting, then building upon Gilboa (1989), Shalev (1997) and De
Waegenaere and Wakker (2001) we introduce the way how can complementarities be ta-
ken into account. In section 4 we provide an axiomatization in finite horizon. Then via a
myopia axiom we derive in section 5 a tractable formula in the infinite case. Strengthening
the myopia axiom we obtain in section 6 a truncated horizon, where the finiteness of the
horizon is determined solely in a subjective way. Section 7 provides a generalization of the
discounted expectation and examine the close relationship of the generalized discounted
expectation and the classical discounted expectation. All the proofs are gathered in the
Appendix.
2.2 The setting
Let S = IN or [[0, n]] for n ∈ IN, where [[a, b]] = [a, b] ∩ IN. S is interpreted as a set of
dates, and 0 as the present, the horizon is either finite if S = [[0, n]], or infinite if S = IN.
B∞(S) denotes the set of bounded real-valued functions defined on S, and represents
sequence of consequences that a D.M. will have to rank, one can also give a welfarist
approach, where a social planner has to evaluate streams of incomes (e.g. gross income
per capita) .
We assume that preferences of the D.M. overB∞(S) are given through a binary relation
 on B∞(S).  is said to be, complete if for all x, y ∈ B∞(S) we have x  y or y  x ;
transitive if for all x, y, z ∈ B∞(S) such that x  y and y  z then x  z. A weak order
 on B∞(S) is a binary relation on B∞(S) which is complete and transitive. We shall
write x  y for x  y and not(y  x) ; x ∼ y for x  y and y  x.
For all x ∈ B∞(S), I(x) ∈ IR is said to be the constant equivalent of x if I(x) is the only
real number such that I(x).S∗ ∼ x, where S∗ is the characteristic function of S.
Some axioms are now introduced in order to obtain the existence of a constant equivalent
I(x) for all x ∈ B∞(S) which represents  i.e. ∀ x, y ∈ B∞(S), x  y ⇐⇒ I(x) ≥ I(y).
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A.1.  is a weak order.
A.2. (Monotonicity.) S∗  ∅∗, ∀ x, y ∈ B∞(S), (x ≥ y)⇒ (x  y).
A.3. (Constant additivity.) ∀ x, y ∈ B∞(S),∀α ∈ IR,
(x  y)⇒ (x+ α.S∗  y + α.S∗)
A.4.  is Archimedian. ∀ x ∈ B∞(S), x (≺) ∅∗, ∃ α(><)0 / x (≺) α.S∗ (≺) ∅∗.
A.1 is a standard axiom, A.2 discards the case where  ranks all profiles as indifferent.
A.3 is the axiom that implies linearity in outcomes, in fact a two way implication holds,
A.4 guarantees that there is enough room in IR to rank all the profiles, and is a weaker
condition than the uniform continuity. Indeed A.4 can be restated in equivalent forms as
follows,
A.4’. ∀ x ∈ B∞(S), x (≺) ∅∗,∀ (αn)n≥0 (↓↑) 0, ∃N / αN .S∗ (≺) x ,
or,
A.4” ∀ x ∈ B∞(S), x () ∅∗,∀ (αn)n≥0 (↓↑) 0, [(∀n ∈ IN, x()αn.S∗)⇒ x ∼ ∅∗] (where
↓ stands for non-increasing).
Clearly A.4” is a restricted version of uniform continuity.
We can notice that if satisfies A.1-A.3 then is compatible with the natural ordering
in IR,
Lemma 1 If  satisfies A.1-A.3 then, ∀ α, β ∈ IR, (α > β) ⇐⇒ (α.S∗  β.S∗).
We can obtain a representation of the preferences ,
Proposition 1 A preference relation  satisfies A.1-A.4 if and only if there exists a
unique I : B∞(S)→ IR with I(S∗) = 1 such that,
(i) ∀x ∈ B∞(S), x ∼ I(x).S∗ ;
(ii) ∀x, y ∈ B∞(S), x  y ⇐⇒ I(x) ≥ I(y) ;
(iii) ∀x, y ∈ B∞(S), x ≥ y ⇒ I(x) ≥ I(y) ;
(iv) ∀x, y ∈ B∞(S),∀α ∈ IR, I(x+ α.S∗) = I(x) + α.
Moreover I is uniformly continuous.
2.3 Multi-periodic model
Usual models of representation of  are based on additivity, where no complementarity
across time can be considered. In term of preferences it is embodied in the following axiom,
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A.5∗. (Additivity) ∀x, y, z ∈ B∞(S), (x ∼ y)⇒ (x+ z ∼ y + z).
A.5∗ stipulates that if a DM is indifferent between x and y then adding z to both of
them will not affect the indifference. A.1-A.4, A.5∗ gives for constant equivalent an expec-
tation with respect to an additive (not necessarily σ-additive) probability. However this
axiom does not take into account complementarities across time between the successive
periods, for example a DM could be indifferent between x = (1, 2 + ) and y = (2, 1) for
some  > 0, that is p0 = p1(1 + ), now adding z = (0, 1) could produce (1, 3 + ) ≺ (2, 2)
where y + z guarantees at least 2 across all periods, that is p1(1 + ) < p0 what is impos-
sible.
A typical function that takes into account the complementarity between time periods 0
and 1 is φ0 : (x0, x1) 7→ m0x0 + m1x1 + (1 − m0 − m1)Min{x0, x1}, where m0,m1 are
non-negative and m0 + m1 < 1. This function is superadditive i.e. ∀x, y ∈, φ0(x + y) ≥
φ0(x)+φ0(y). In order to obtain an equality x, y have to be chosen carefully. It turns out
that φ0(x+ y) = φ0(x) + φ0(y) if and only if (x1 − x0)(y1 − y0) ≥ 0. Preferences that can
be represented by φ0 are compatible with the previous example.
Following Shalev (1997) and De Waegenaere and Wakker (2001) let us say that x, y
are sequentially comonotonic (s.c.) if ∀ n, n+1 ∈ S, (xn+1− xn)(yn+1− yn) ≥ 0. Now we
introduce in our framework a simple version of a related axiom in Gilboa (1989),
A.5. (Variation aversion) ∀x, y, z ∈ B∞(S), {y, z}s.c.,
(x ∼ y)⇒ (x+ z  y + z).
Notice that additivity is kept only for profiles which do not alter the complementarities,
since if {x, z} and {y, z} are s.c. then (x ∼ y) =⇒ (x + z ∼ y + z). On the other hand
smoothing two successive incomes can be considered as an improvement by the D.M., in
other words if {y, z} are s.c. but not {x, z} then x+ z  y + z may be obtained.
2.4 Multi-periodic model with finite horizon
We consider the finite case where S = [[0, n]], therefore B∞(S) can be identified with
IRn+1. Under the axioms A1.-A.5 we get a specific function that evaluates every profile
according to the DM preferences.
Theorem 1 Let  be a preference relation on IRn+1,  satisfies A.1-A.5 if and only
if there exists m0, . . . ,mn,m0,1, . . . ,mn−1,n ≥ 0 uniquely determined with
∑n
i=0mi +
2.4. MULTI-PERIODIC MODEL WITH FINITE HORIZON 21
∑n−1
i=0 mi,i+1 = 1 such that,
∀x ∈ IRn+1, x ∼ I(x).[[0, n]]∗ ;
∀x, y ∈ IRn+1, x  y ⇐⇒ I(x) ≥ I(y) ;
where,
∀x ∈ IRn+1, I(x) =
n∑
i=0
mi.xi +
n−1∑
i=0
mi,i+1.Min{xi, xi+1}. (2.1)
From equation (1) the DM exhibits a markhovian behavior, the impact of each time-
component in the evaluation depends on the previous time-component. The evaluation of
each income stream is composed of an additive part, i.e.
∑n
i=0mi.xi, and a markhovian
part, i.e.
∑n−1
i=0 mi,i+1.Min{xi, xi+1} where each time component xi+1 is in complementarity
with the time component xi.
(1) can be rewritten as
∑n−1
i=0 (mi.xi + mi,i+1.Min{xi, xi+1}) + mnxn. Letting pi = mi +
mi,i+1,∀i ∈ {0, n− 1} and pn = mn, , we obtain
I(x) =
n−1∑
i=0
pi(αi.xi + (1− αi).Min{xi, xi+1}) + pnxn,
where αi =
mi
pi
, if pi > 0 and αi any number in [0, 1] otherwise. Thanks to this formula,
the D.M. valuation of an income stream can be meaningfully interpreted as the one of
an additive D.M. who dislikes decreasingness of his next income when compared to his
present one, and who would replace in such a case his present income by a time-depending
convex combination of these two successive incomes.
Note that formula (1) is another expression of previous formulas obtained by De Wae-
genaere and Wakker (2001) in our framework and Gilboa (1989), Shalev (1997) in an
“Anscombe-Aumann” setting.
De Waegenaere and Wakker’s formula :
I(x) =
∑n
i=0 λixi −
∑n
i=1 τi(xi−1 − xi)+
Gilboa’s formula :
I(x) =
∑n
i=0 pixi +
∑n
i=1 δi|xi − xi−1|
Shalev’s formula :
I(x) = a0x0 +
∑n
i=1 ai(xi − xi−1)+ +
∑n
i=1 bi(xi − xi−1)−
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For z ∈ IR, z+ = Max(0, z), z− = Min(0, z). These formulas can be retrieved from formula
(1) by setting :
for i = 0, . . . , n and for j = 1, . . . , n
λi = mi +mi,i+1 τj = mj−1,j
pi = mi +
mi−1,i
2
+
mi,i+1
2
δj = −mj−1,j2
ai =
∑n
k=i(mk +mk,k+1) bj =
∑n
k=j(mk +mk−1,k)
where m−1,0 = mn,n+1 = 0.
Now we examine the impact of time impatience (Mas-Colell-Whinston-Green, Chap-
ter 20) i.e.advancing of income streams is always beneficial ; ∀x ∈ IRn+1+ , (x0, . . . , xn) 
(0, x0, . . . , xn−1). We get,
Proposition 2 Under A.1-A.5, a preference  is impatient if and only if ∀i ∈ [[0, n −
1]], {i}∗  {i+ 1}∗ and ∀i ∈ [[0, n− 2]], {i, i+ 1}∗  {i+ 1, i+ 2}∗.
Corollary 1 Under A.1-A.5, a preference  is impatient if mi ≥ mi+1,∀i ∈ [[0, n − 1]]
and mi,i+1 ≥ mi+1,i+2,∀i ∈ [[0, n− 2]].
2.5 Multi-periodic model with infinite horizon
We shall now consider S = IN. In order to get a neat expression of equation (1) we
need to impose a continuity axiom. Such axiom can in fact be stated in term of myopia,
in the spirit of Brown-Lewis (1981) and Prescott-Lucas(1972).
A.6. (Myopia) ∀x ∈ B+∞(IN),∀ > 0, ∃N ∈ IN / ∀n ≥ N, x,n  x where x,ni = xi+ ,
if i ∈ [[0, n]] and 0 if i > n .
A DM that exhibits myopia is willing to give up his future outcomes for some steady
improvement in the short run as soon as the future “starts” late enough. Note that our
axiom of myopia plays the role of the explicit (time) continuity axioms A7 (resp. TC)
that can be found in Gilboa (1989) (resp. Shalev (1997)). Under A.1-A.4 the scope of
application of A.6 can be widened,
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Proposition 3 Under A.1-A.4, if A.6 holds then ∀x ∈ B∞(IN),∀ > 0, ∃ N ∈ IN / ∀n ≥
N, x,n  x
In other words, consider x ∈ B∞(IN) and  > 0. Under A.1-A.4, x + .IN∗  x holds,
what A.6 states is that the truncation of x+ .IN∗ of order n, namely x,n is still preferred
to x if n is large enough, this is precisely what Prescott-Lucas(1972) imposes on the
preferences.
We can extend equation (1) to the infinite case where the sums are absolutely convergent
series.
Theorem 2 Let  be a preference relation on B∞(IN) ,  satisfies A.1-A.6 if and only if
there exists (mn)n≥0, (mn,n+1)n≥0 uniquely determined withmn,mn,n+1 ≥ 0 and
∑∞
n=0mn+∑∞
n=0mn,n+1 = 1 such that,
∀x ∈ B∞(IN), x ∼ I(x).IN∗ ;
∀x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y) ;
where,
∀x ∈ B∞(IN), I(x) =
∞∑
n=0
mn.xn +
∞∑
n=0
mn,n+1.Min{xn, xn+1}. (2.2)
(2) can be rewritten and admits a similar interpretation as for the finite horizon. Set
pn = mn+mn,n+1,∀n ∈ IN, and αn = mnpn , if pn > 0 and αn any number in [0, 1] otherwise,
we have ;
I(x) =
∞∑
n=0
pn[αnxn + (1− αn)Min{xn, xn+1}].
Note that again from formula (2), the infinite versions of Gilboa’s and Shalev’s formulas
can be retrieved in a similar way as for formula (1).
Such a DM is impatient if, ∀x ∈ B+∞(IN), (x0, . . . , xn, . . .)  (0, x0, . . . , xn, . . .). We have,
Proposition 4 Under A.1-A.6, a preference  is impatient if and only if ∀n ∈ IN, {n}∗ 
{n+ 1}∗ and {n, n+ 1}∗  {n+ 1, n+ 2}∗.
Corollary 2 Under A.1-A.6, a preference  is impatient if (mn)n and (mn,n+1)n are
non-increasing.
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2.6 Truncated time horizon
Following Olson-Bailey (1981), some individuals make no concern of the future, for
instance it may be difficult for them to consider their lives beyond a certain date. This
attitude can be translated in a strengthened version of A-6,
A.6∗. (Rough Myopia) ∃ N ∈ IN / ∀ x ∈ B+∞(IN),∀  > 0, x,N  x
With such a behavior the DM has a subjective finite horizon in mind,
Theorem 3 Let  be a preference relation on B∞(IN) ,  satisfies A.1-A.6∗ if and only
if there exists m0, . . . ,mN ,m0,1, . . . ,mN−1,N ≥ 0 uniquely determined with
∑N
n=0mn +∑N−1
n=0 mn,n+1 = 1 such that,
∀x ∈ B∞(IN), x ∼ I(x).IN∗ ;
∀x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y) ;
where,
∀x ∈ B∞(IN), I(x) =
N∑
n=0
mn.xn +
N−1∑
n=0
mn,n+1.Min{xn, xn+1}. (2.3)
Moreover, ∀x ∈ B∞(IN), x ∼ (x0, . . . , xN , 0, . . .).
Under A.1-A.6∗, a preference  is impatient if and only if ∀n ∈ [[0, N − 1]], {n}∗ 
{n + 1}∗ and ∀n ∈ [[0, N − 2]], {n, n + 1}∗  {n + 1, n + 2}∗. where N is determined by
A.6∗.
Corollary 3 Under A.1-A.6∗, a preference  is impatient if mn ≥ mn+1,∀n ∈ [[0, N−1]]
and mn,n+1 ≥ mn+1,n+2,∀i ∈ [[0, N − 2]].
2.7 Generalized discounted expectation
In the context of a multi-periodic model the usual additive functional is the discounted
expectation i.e. there is a discount factor δ ∈ (0, 1) such that every x ∈ B∞(IN) has for
constant-equivalent (1− δ)x0+(1− δ)
∑∞
n=1 δ
nxn. This particular functional axiomatized
by Koopmans(1972) is obtained via a stationarity and a sensitivity axiom,
(Stationarity) ∀x, y ∈ B∞(IN), ∀α ∈ IR, (x  y) ⇐⇒ ((α, x)  (α, y))
where (α, x) is the shifted profile x starting with α and,
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(Sensitivity) ∃ x ∈ B∞(IN),∃ y0 ∈ IR, / x 6∼ (y0, x1, x2, . . .)
This further specification of the model requires that the present should be taken into
account. Under A.3 it can be stated equivalently, ∃ x ∈ B∞(IN) / x 6∼ (0, x1, . . . , xn, . . .).
Furthermore if A.4 is satisfied, x  (0, x1, . . . , xn, . . .), if x0 > 0 or x ≺ (0, x1, . . . , xn, . . .),
if x0 < 0. This suggests the following sensitivity axiom ;
A.7. (Sensitivity) IN∗0 ≺ IN∗ .
Where IN0 = {1, 2, . . .}.
We introduce here a weakened version of stationarity in order to obtain a generalized
non-additive discounted expectation with a discount factor δ allowed to equal 0.
A.8. (Conditional Stationarity) ∀x, y ∈ B+∞(IN), (x ∼ y)⇒ ((0, x) ∼ (0, y)) .
Proposition 5 Assume  is represented by equation (2), then (i), (ii), (iii) are equiva-
lent, (i) : ∃ x ∈ B∞(IN) / x 6∼ (0, x1, . . . , xn, . . .), (ii) : IN∗0 ≺ IN∗, (iii) : m0 +m0,1 > 0.
Theorem 4 Let  be a preference relation on B∞(IN) ,  satisfies A.1-A.8 if and only
if there exists α ∈ [0, 1], δ ∈ [0, 1) uniquely determined such that,
∀x ∈ B∞(IN), x ∼ I(x).IN∗ ;
∀x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y) ;
where, ∀x ∈ B∞(IN),
I(x) = (1− δ)[α(x0 +
∞∑
n=1
δnxn) + (1− α)(Min{x0, x1}+
∞∑
n=1
δnMin{xn, xn+1})]. (2.4)
Moreover ∀x ∈ B+∞(IN), (0, x) ∼ δ.x.
Re-writing (4) gives,
I(x) = (1− δ)[αx0 + (1− α)Min{x0, x1}+
∞∑
n=1
δn(αxn + (1− α)Min{xn, xn+1})].
Corollary 4 In Theorem 4, δ = 0 ⇐⇒ IN∗0 ∼ ∅∗.
Corollary 5 In Theorem 4, α = 1 ⇐⇒  satisfies A.5∗.
Corollary 6 If  satisfies A.1-A.8 then  satisfies impatience.
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There is an intimate connection between the generalized discounted expectation (G.D.E.)
and the discounted expectation (D.E.) when they share the same discount factor. Let
us denote ∆ the probability with discount factor δ (i.e. ∆({0}) = 1 − δ,∆({n}) =
(1 − δ)δn,∀n ≥ 1), and E∆ the expectation with respect to ∆. Define Iα,δ according
to equation (4), and an expectation E as a positive normalized(i.e.E(IN∗) = 1) linear
functional.
Proposition 6 Let δ ∈ [0, 1) and α ∈ [0, 1] we have,
(i) Let γ ∈ [0, 1), Iα,δ ≤ EΓ ⇐⇒ γ = δ
(ii) If α < 1 and δ > 0, then ∀ x ∈ B∞(IN),
Iα,δ(x) = E∆(x) ⇐⇒ (xn)n is non-decreasing.
(iii) Let E be an expectation, then (E(x) = Iα,δ(x),∀(xn)n non-decreasing) ⇐⇒ E =
E∆.
(i), (ii) states that the D.E. E∆ always majorizes the G.D.E. Iα,δ, and they equate
only on non-decreasing profile when α < 1 and δ > 0. Now if a profile is not non-
decreasing the G.D.E. will give a lower evaluation than the D.E. this is due to the variation
averse property of the G.D.E.. (i) also states that there is one and only one discounted
expectation that majorizes a G.D.E., this is precisely the D.E. with the same discount
factor. (iii) insures that the only expectation that extends the G.D.E. from the non-
decreasing sequences to B∞(IN) is precisely the D.E., such property is useful if one treats
non-decreasing profiles as optimal.
2.8 Concluding comments
In this paper we aimed at showing that simple axioms can model pertinent devia-
tions from additivity when evaluating income streams. Building upon the works of Gilboa
(1989), Shalev (1997), De Waegenaere and Wakker (2001), we introduced in our frame-
work a simple version of variation aversion, which jointly with a myopia axiom allowed us
to derive in an infinite setting what we hope to be a meaningful expression of an earlier
model introduced in an Anscombe-Aumann setting by Gilboa (1989) and revisited by
Shalev (1997). Finally we proved that the usual additive discounted expectation initia-
lized by Koopmans (1972) can therefore be accommodated in a non-additive way. In a
future paper we intend to adapt our axioms to the Anscombe-Aumann setting. Another
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goal would be to model more general variation aversion behaviors, through the use of
more general belief functions than those considered here.
2.9 Appendix
Proof of Lemma 1 :
For n ∈ IN0 = {1, . . .}, 1n .S∗  ∅∗. Otherwise ∃ n0 ∈ IN0 s.t. 1n0 .S∗  ∅∗ and by A.3
2
n0
.S∗  1
n0
.S∗  ∅∗ and by induction S∗ = n0
n0
.S∗  . . .  ∅∗, a contradiction. Now for
p, q ∈ IN0, pq .S∗  1q .S∗  ∅∗. For  ∈ IR+∗ , ∃ 0 ∈ Q+∗ /  > 0 > 0, hence by A.2,
.S∗  0.S∗  ∅∗. Now for α > β, put  = α−β, so .S∗  ∅∗ and A.3 gives α.S∗  β.S∗.
uunionsq
Proof of Proposition 1 :
(only if)
Let x ∈ B∞(S), set P (x) = {γ ∈ IR / γ.S∗  x}. We shall prove that I(x) = InfP (x) is
the constant equivalent we are looking for.
First consider x ≥ 0. By A.2, ‖x‖∞.S∗  x so P (x) 6= ∅. As x ≥ 0, x  ∅∗ thus
∀γ ∈ P (x), γ.S∗  ∅∗ hence γ ≥ 0 by Lemma 1, and P (x) is bounded from below. The-
refore InfP (x) does exist.
Let αn ↓ α, αn ∈ P (x). Suppose α /∈ P (x) then α.S∗ ≺ x, that is by A.3, ∅∗ ≺ x− α.S∗.
As αn − α ↓ 0 by A.4 ∃ n0 / ∅∗ ≺ (αn0 − α).S∗ ≺ x − α.S∗ thus αn0 .S∗ ≺ x a contra-
diction. So InfP (x) ∈ P (x) i.e. I(x).S∗  x. Assume now that I(x).S∗  x then by
A.3 ∅∗  x − I(x).S∗ hence by A.4, ∃ α < 0 / ∅∗  α.S∗  x − I(x).S∗, then by A.3
(α + I(x)).S∗  x hence α + I(x) ∈ P (x) but α < 0 and this contradicts the minimality
of I(x).
Now take x ∈ B∞(S) with x = Infx < 0. We have x − x.S∗ ≥ 0, so x − x.S∗ ∼
I(x − x.S∗).S∗, thus by A.3, x ∼ (I(x − x.S∗) + x).S∗. But P (x − x.S∗) = P (x) − x,
hence P (x) admits a minimum and I(x) = MinP (x) = I(x − x.S∗) + x, so x ∼ I(x).S∗.
In particular from Lemma 1, I(S∗) = 1.
Let x, y ∈ B∞(S), x ≥ y then P (x) ⊂ P (y) so I(x) ≥ I(y), and I is monotonic. Let x ∈
B∞(S), α ∈ IR. x ∼ I(x).S∗ thus x+α.S∗ ∼ (I(x)+α).S∗, but x+α.S∗ ∼ I(x+α.S∗).S∗,
hence by Lemma 1, I(x+ α.S∗) = I(x) + α.
For x  y, P (x) ⊂ P (y) so I(x) ≥ I(y). If I(x) ≥ I(y) then by A.2 I(x).S∗ ≥ I(y).S∗
but z ∼ I(z).S∗, for z = x, y, so x  y. Suppose ∃ J : B∞(S) → IR such that
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∀x ∈ B∞(S), x ∼ J(x).S∗, as x ∼ I(x).S∗, we have J(x).S∗ ∼ I(x).S∗ and by Lemma 1,
J(x) = I(x).
Let (xn)n converge uniformly to x, let  > 0, then ∃N s.t. ∀n ≥ N, ∀s ∈ S, |xn(s)−x(s)| ≤
, hence by A.2, I(x − .S∗) ≤ I(xn) ≤ I(x + .S∗) that is I(x) −  ≤ I(xn) ≤ I(x) + .
Therefore I is uniformly continuous.
(if)
A.1 follows from (ii).
Putting x = ∅∗ and α = 1, (iv) gives I(∅∗) = 0, so S∗  ∅∗ by (ii), and from (iii) we get
A.2. A.3 follows from (iv), and we obtain A.4 by taking α = I(x)
2
. uunionsq
In order to prove Theorem 1, we shall first provide a functional version of it and then
use this functional theorem to establish the proof. Some definitions are therefore needed.
Consider I : B∞(S)→ IR a functional, let us say that I is,
monotonic if ∀x, y ∈ B∞(S), (x ≥ y)⇒ (I(x) ≥ I(y)) ;
superadditive if ∀x, y ∈ B∞(S), I(x+ y) ≥ I(x) + I(y) ;
sequentially comonotonic additive if ∀x, y ∈ B∞(S), {x, y} s.c. then I(x+y) = I(x)+I(y).
Let us introduced some material that will be useful to our functional theorem, x, y are
said to be comonotonic if ∀i, j ∈ [[0, n]] (xi − xj)(yi − yj) ≥ 0. Let I be a functional
on IRn+1, I is said to be comonotonic additive if ∀x, y ∈ IRn+1, x, y comonotonic then
I(x+ y) = I(x) + I(y).
From Schmeidler (1986), we have the following characterization,
Theorem :(Schmeidler (1986)) Let I : IRn+1 → IR be a functional with I([[0, n]]∗) = 1,
if I is monotonic and comonotonic additive, define a capacity v : P([[0, n]]) → [0, 1] by
v(A) = I(A∗) then ∀x ∈ IRn+1,
I(x) = x(0) + (x(1) − x(0))v({(1), . . . , (n)}) + . . .+ (x(n) − x(n−1))v({(n)})(∗)
where x(0) ≤ . . . ≤ x(n) is the non-decreasing arrangement of x.
Conversely, let v be a capacity i.e.v(∅) = 0, v([[0, n]]) = 1 and ∀A ⊂ B ⊂ [[0, n]], v(A) ≤
v(B), then the functional defined by (∗) is monotonic, comonotonic additive and satisfies
I([[0, n]]∗) = 1.
The quantity (∗) is called the Choquet integral of x w.r.t.v and written ∫ xdv. In par-
ticular if v is a probability (∗) gives the standard expectation. Furthermore if v is a
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capacity on [[0, n]], we can define a unique set-function m on P([[0, n]]) such that ∀A ∈
P([[0, n]]), v(A) = ∑B⊂Am(B), m is known as the Mo¨bius inverse of v. From Chateau-
neuf and Jaffray (1989), we have a tractable way to compute the Choquet integral.
Theorem :(Chateauneuf-Jaffray (1989)) Let v : P([[0, n]]) → [0, 1] be a capacity
and m its Mo¨bius inverse, then ∀x ∈ IRn+1 we have ;∫
xdv =
∑
∅6=A⊂[[0,n]]
m(A).Min x(A).
We can state the functional theorem,
Theorem A : Let I : IRn+1 → IR be a functional such that I([[0, n]]∗) = 1.
I is (i) monotonic, (ii) superadditive, (iii) sequentially comonotonic additive, if and only
if there exists m0, . . . ,mn,m0,1, . . . ,mn−1,n ≥ 0 uniquely determined with
∑n
i=0mi +∑n−1
i=0 mi,i+1 = 1 such that,
∀x ∈ IRn+1, I(x) =
n∑
i=0
mi.xi +
n−1∑
i=0
mi,i+1.Min{xi, xi+1}. (2.5)
Proof : (if) Let i ∈ [[0, n− 1]], consider, φi : (xi, xi+1) 7→ Min{xi, xi+1}, φi is monotonic
and superadditive. Let x, y s.c., if yi = yi+1 then Min{xi+yi, xi+1+yi+1} = Min{xi, xi+1}+
yi, if yi > (<)yi+1 by s.c. xi ≥ (≤)xi+1, hence Min{xi + yi, xi+1 + yi+1} = xi+1 + yi+1 (=
xi + yi) = Min{xi, xi+1}+Min{yi, yi+1}. For mi,mi,i+1 ≥ 0, I satisfies (i)− (iii).
(only if)
I is s.c. additive thus it is also comonotonic additive, let v be the capacity associated to
I and m its Mo¨bius inverse, then
∀x ∈ IRn+1, I(x) =
∫
xdv =
∑
∅6=A⊂[[0,n]]
m(A).Min x(A).
It is enough to show that the Mo¨bius inverse will do the job.
We shall first show that m(A) = 0, if |A| ≥ 3 or if A = {i, j} with |i− j| ≥ 2 where |A| is
the cardinal of A. In order to gain some clarity we shall make a slight abuse of notation
writing m(i1, . . . , il) for m({i1, . . . , il}), and v(i1, . . . , il) for v({i1, . . . , il}).
1stcase : A = {i, j} with |i− j| ≥ 2.
{i}∗, {j}∗ are s.c., hencem(i, j) = v(i, j)−m(i)−m(j) = I({i, j}∗)−I({i}∗)−I({j}∗) = 0.
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2ndcase : |A| = 3.
a) A = {i, j, k} = {i, i+ 1, i+ 2}.
We have,
∫ {i}∗+2.{i+1}∗+{i+2}∗dv = v(i, i+1)+v(i+1, i+2) as {i, i+1}∗, {i+1, i+2}∗
are s.c.. Similarly,
∫ {i}∗ + 2.{i + 1}∗ + {i + 2}∗dv = v(i, i + 1, i + 2) + v(i + 1) as
{i+1}∗, [[i, i+2]]∗ are s.c.. Now equalizing the right members we obtainm(i, i+1, i+2) = 0.
b) A = {i, j, k} = {i, i+ 1, k}, avec i+ 2 < k.
v(i, i+ 1, k) =
∫ {i, i+ 1, k}∗dv = ∫ {i, i+ 1}∗dv + ∫ {k}∗dv, as {i, i+ 1}∗, {k}∗ are s.c..
And, v(i, i+1, k) = m(i)+m(i+1)+m(k)+m(i, i+1) +m(i, k)+m(i+1, k)+m(i, i+1, k) =
m(i) +m(i+ 1) +m(k) +m(i, i+ 1) +m(i, i+ 1, k), according to the 1st case.
c) A = {i, j, k} = {i, j, j + 1}, with i+ 1 < j : idem, since {i}∗, {j, j + 1}∗ are s.c..
d) A = {i, j, k}, with i < i+ 1 < j < j + 1 < k.
v(i, j, k) = m(i) + m(j) + m(k) + m(i, j, k), because |j − i|, |k − i|, |k − j| ≥ 2. And
v(i, j, k) =
∫ {i, j, k}∗dv = v(i) + v(j) + v(k), because {{i}∗, {j, k}∗} and {{j}∗, {k}∗} are
s.c.. Thus m(i, j, k) = 0.
3rdcase : 3 < |A| ≤ n.
We assume that it holds for all A with 3 ≤ |A| ≤ k − 1 < n. Let us prove that it holds
for A with cardinality k.
a) A is an interval.
A = {i, . . . , i+ (k − 1)}.
We have,
∫ {i}∗ + 2.{i+ 1}∗ + {i+ 2}∗ + . . .+ {i+ (k − 1)}∗dv = ∫ {i, i+ 1}∗dv + ∫ [[i+
1, i+ (k − 1)]]∗dv, because {i, i+ 1}∗, [[i+ 1, i+ (k − 1)]]∗ are s.c..
Similarly,
∫ {i}∗+2.{i+1}∗+{i+2}∗+. . .+{i+(k−1)}∗dv = v([[i, i+(k−1)]])+v(i+1),
because [[i, i+ (k − 1)]]∗, {i+ 1}∗ are s.c..
Now equalizing, we obtain
[m(i) +m(i+ 1) +m(i, i+ 1)] + [m(i+ 1) + . . .+m(i+ (k − 1)) +m(i+ 1, i+ 2) + . . .+
m(i+ k− 2, i+ k− 1)] = [m(i) + . . .+m(i+ (k− 1)) +m(i, i+1)+ . . .+m(i+ k− 2, i+
k − 1) +m([[i, i+ k − 1]])] +m(i+ 1), hence m([[i, i+ k − 1]]) = 0.
b) A is not an interval.
A can be decomposed into maximal intervals , that is to say
A = [[i1, j1]] ∪ . . . ∪ [[il, jl]], with 2 ≤ l ≤ k and , i2 − j1, . . . , il − jl−1 ≥ 2.
As [[im, jm]]
∗,
∑l
l′=m+1[[il′ , jl′ ]]
∗ are s.c. for any m ∈ [[1, l − 1]], we get :
v(A) = v([[i1, j1]])+. . .+v([[il, jl]]), and by induction hypothesis, v(A) =
∑
i∈[[i1,j1]]m(i)+∑
i∈[[i1,j1−1]]m(i, i+ 1) + . . .+
∑
i∈[[il,jl]]m(i) +
∑
i∈[[il,jl−1]]m(i, i+ 1).
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We also have, v(A) =
∑
i∈Am(i) +
∑
i,i+1∈Am(i, i+ 1) +m(A), by induction hypothesis.
Now if i ∈ [[il′ , jl′ ]] for some l′ = 1, . . . , l and if i + 1 ∈ A then i + 1 ∈ [[il′ , jl′ ]](because
jl′ + 1 /∈ A).
So,
∑
i,i+1∈Am(i, i + 1) =
∑
i∈[[i1,j1−1]]m(i, i + 1) + . . . +
∑
i∈[[il,jl−1]]m(i, i + 1), hence
m(A) = 0.
We now take mi = m(i),∀i ∈ [[0, n]] and mi,i+1 = m(i, i+ 1),∀i ∈ [[0, n− 1]].
From (i), mi = I({i}∗) ≥ I(∅∗) = 0, and from (ii), I({i, i+ 1}∗) ≥ I({i}∗) + I({i+ 1}∗),
hence mi,i+1 ≥ 0. uunionsq
Proof of Theorem 1 :
(only if)
 satisfies A.1-A.4 then according to Proposition 1, ∃!I : IRn+1 → IR monotonic functional
such that I([[0, n]]∗) = 1 which represents . Let x, y ∈ IRn+1, then x ∼ I(x).[[0, n]]∗ holds
, as I(x).[[0, n]]∗, y are s.c., A.5 gives x + y  I(x).[[0, n]]∗ + y, and y ∼ I(y).[[0, n]]∗ so
by A.3 y + I(x).[[0, n]]∗ ∼ (I(x) + I(y)).[[0, n]]∗, hence I(x + y) ≥ I(x) + I(y) i.e. I is
superadditive. Let x, y ∈ IRn+1 be s.c., x ∼ I(x).[[0, n]]∗, and A.3 gives x+ I(y).[[0, n]]∗ ∼
(I(x) + I(y)).[[0, n]]∗, as y ∼ I(y).[[0, n]]∗, x, y s.c. and x, I(y).[[0, n]]∗ s.c. A.5 entails
I(x + y).[[0, n]]∗ ∼ x + y ∼ x + I(y).[[0, n]]∗ so by Lemma 1, I(x + y) = I(x) + I(y). I
satisfies (i)− (iii) of Theorem A and so we conclude.
(if)
From Proposition 1, only A.5 remains to be checked. Let x, y, z ∈ IRn+1, {y, z} s.c.
and x ∼ y. x ∼ y entails that I(x) = I(y), hence I(x) + I(z) = I(y) + I(z). From
(iii) of Theorem A comes I(y) + I(z) = I(y + z), and from (ii) of Theorem A comes
I(x+ z) ≥ I(x) + I(z), hence I(x+ z) ≥ I(y + z) and therefore x+ z  y + z. uunionsq
Proof of Proposition 2 :
(only if ) is immediate.
(if) Under A.1-A.5,  can be represented accordingly to Theorem 1.
Let x ∈ IRn+1+ , ∃γk ≥ 0, Ck ⊂ [[0, n]] with C1 ⊂ . . . ⊂ CK s.t. x =
∑K
k=1 γi.C
∗
k , and
(0, x0, . . . , xn−1) =
∑K
k=1 γk.(Ck + 1)
∗ where Ck + 1 = {k + 1 : k ∈ Ck, k ∈ [[0, n − 1]]}.
It suffices to prove that ∀k, v(Ck) ≥ v(Ck + 1), where v is the capacity associated to the
functional I which represents . By s.c. additivity it is sufficient to show it for intervals,
i.e. ∀i ≤ j, v([[i, j]]) ≥ v([[i, j]] + 1). That is ∀i ≤ j,mi+mi,i+1 ≥ mj,j+1+mj+1, which is
equivalent ∀i ∈ [[0, n− 1]],mi ≥ mi+1 and ∀i ∈ [[0, n− 2]],mi +mi,i+1 ≥ mi+1,i+2 +mi+2,
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thus ∀i ∈ [[0, n− 1]], {i}∗  {i + 1}∗ and ∀i ∈ [[0, n− 2]], {i, i + 1}∗  {i + 1, i + 2}∗ is
sufficient. uunionsq
Proof of Corollary 1 :
Immediate from the necessary and sufficient condition mi ≥ mi+1,∀i ∈ [[0, n − 1]] and
mi +mi,i+1 ≥ mi+1,i+2 +mi+2,∀i ∈ [[0, n− 2]]. uunionsq
Proof of Proposition 3 :
Let x ∈ B∞(IN). If x ≥ 0, we are done. Suppose x = Infx < 0. We have x − x.IN∗ ≥ 0,
let  > 0, so by A.6, ∃ n / ∀ n ≥ N, (x− x.IN∗),n  x− x.IN∗ that is (x0− x+ , . . . , xn−
x+ , 0, . . .)  x− x.IN∗, by A.3 we have
(x0 + , . . . , xn + , x, . . .)  x. But x < 0, so by A.2, (x0 + , . . . , xn + , 0, . . .) 
(x0 + , . . . , xn + , x, . . .), hence x
,n  x, for n ≥ N . uunionsq
In order to prove Theorem 2, we shall first extend the functional version of Theo-
rem A to the case S = IN and then use this functional theorem to establish the proof.
Some continuity condition is therefore needed. Consider I : B∞(IN) → IR a functional,
let us say that I is truncation-continuous if ∀x ∈ B+∞(IN), lim∞ I(xn) = I(x), where
xn = (x0, . . . , xn, 0, . . .).
Theorem B : Let I : B∞(IN)→ IR be a functional such that I(IN∗) = 1.
I is (i) monotonic, (ii) superadditive, (iii) sequentially comonotonic additive,
(iv) truncation-continuous if and only if there exists (mn)n≥0, (mn,n+1)n≥0 uniquely deter-
mined with mn , mn,n+1 ≥ 0 and
∑∞
n=0mn +
∑∞
n=0mn,n+1 = 1 such that,
∀x ∈ B∞(IN), I(x) =
∞∑
n=0
mn.xn +
∞∑
n=0
mn,n+1.Min{xn, xn+1}. (2.6)
Proof : (only if)
Let N ∈ IN, set BN = {x ∈ IRIN / xm = 0,m ≥ N + 1} and B+N = {x ∈ BN / x ≥ 0}.
Define IN = I|B+N , by construction IN is monotonic, superadditive, s.c.additive on B
+
N .
Now define ∀x ∈ IRN+1+ , JN(x0, . . . , xN) = IN(x0, . . . , xN , 0, . . .). JN is also monotonic,
superadditive, s.c.additive on IRN+1+ (x, y ∈ B+N are s.c. iff (x0, . . . , xN), (y0, . . . , yN) are
s.c.). According to Theorem A, there exists mN0 , . . . ,m
N
n ,m
N
0,1, . . . ,m
N
n−1,n ≥ 0 uniquely
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determined with
∑n
i=0m
N
i +
∑n−1
i=0 m
N
i,i+1 = I([[0, N ]]
∗) such that,
∀x ∈ B+N , IN(x) =
N∑
i=0
mNi .xi +
N−1∑
i=0
mNi,i+1.Min{xi, xi+1}.
As ∀N,∀M > N, IN = IM |B+N , hence m
N
i = m
M
i for i = 0, . . . , N and m
N
i,i+1 = m
M
i,i+1 for
i = 0, . . . , N − 1. Fix mn = mnn and mn,n+1 = mn+1n,n+1, ∀n ∈ IN, hence mn, mn,n+1 ≥ 0.
I satisfies (iv), so 1 = I(IN∗) = lim+∞ I([[0, N ]]∗) = lim+∞
∑N
i=0mi +
∑N−1
i=0 mi,i+1 =∑∞
n=0mn +
∑∞
n=0mn,n+1.
So (mn)n≥0, (mn,n+1)n≥0 are absolutely convergent series.
Let x ∈ B+∞(IN), then (Min{xn, xn+1})n≥0 ∈ B+∞(IN), we have
I(x) = lim+∞ I(xN) = lim+∞
∑N
i=0mi.xi +
∑N−1
i=0 mi,i+1.Min{xi, xi+1}
=
∑∞
n=0mn.xn +
∑∞
n=0mn,n+1.Min{xn, xn+1}.
Let x ∈ B∞(IN) with x = Inf x < 0. I(x) = I(x − x.IN∗) + I(x.IN∗), as I(x.IN∗) = x,
and Min{xn − x, xn+1 − x} = Min{xn, xn+1} − x,∀ n ; we get I(x) =
∑∞
n=0mn.xn +∑∞
n=0mn,n+1.Min{xn, xn+1}.
(if)
One can check easily (i)− (iv). uunionsq
Proof of Theorem 2 :
(if) follows from Theorem B.
(only if)
If  satisfies A.1-A.6, according to Proposition 1 there exists a unique I : B∞(IN) → IR
with I(S∗) = 1 such that, (i) ∀x ∈ B∞(IN), x ∼ I(x).IN∗ ; (ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
I(x) ≥ I(y) and (iii) ∀x, y ∈ B∞(IN), x ≥ y ⇒ I(x) ≥ I(y) hold. Hence I is monotonic.
Let x, y ∈ B∞(IN) be s.c.. As x ∼ I(x).IN∗, by A.5 x+y ∼ I(x).IN∗+y, as y ∼ I(y).IN∗, we
get by A.3, I(x).IN∗ + y ∼ (I(x) + I(y)).IN∗, hence I(x+ y) = I(x) + I(y). Now consider
x, y ∈ B∞(IN), x ∼ I(x).IN∗ so by A.5 x + y  I(x).IN∗ + y, and y ∼ I(y).IN∗ so by A.3
I(x).IN∗ + y ∼ (I(x) + I(y)).IN∗, hence I(x + y) ≥ I(x) + I(y) i.e. I is superadditive. It
remains to prove that I is truncation-continuous.
Let x be in B+∞(IN) and  > 0, by A.6, ∃ N / ∀ n ≥ N, x,n  x, hence I((x0+ , . . . , xn+
, 0, . . .)) > I(x), so from Proposition 1, (x0 + , . . . , xn + , 0, . . .) ≤ xn + .IN∗ implies
I((x0 + , . . . , xn + , 0, . . .)) ≤ I(xn) +  and therefore  > I(x) − I(xn) ≥ 0. i.e. I is
truncation-continuous. We can now apply Theorem B. uunionsq
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Proof of Proposition 4 :
(only if) is immediate.
(if) Under A.1-A.6,  can be represented accordingly to Theorem 2.
Let x ∈ B+∞(IN), according to Proposition 2, ∀n ∈ IN, xn  (0, x)n, thus I(xn) ≥ I((0, x)n)
and by truncation-continuity I(x) ≥ I((0, x)) follows. uunionsq
Proof of Corollary 2 :
Immediate. uunionsq
Proof of Theorem 3 :
(if) immediate.
(only if)
From Theorem 2 there exists (mn)n≥0, (mn,n+1)n≥0 with mn,mn,n+1 ≥ 0 and
∑∞
n=0mn +∑∞
n=0mn,n+1 = 1 such that, ∀x ∈ B∞(IN), x ∼ I(x).IN∗ ; where, I(x) =
∑∞
n=0mn.xn +∑∞
n=0mn,n+1.Min{xn, xn+1}.
Let  > 0. For n > N , ({n}∗),N  {n}∗, hence  ≥ I(.[[0, N ]]∗) > I({n}∗) = mn, so
mn = 0. Similarly, for n > N , ({n, n + 1}∗),N  {n, n + 1}∗, hence  ≥ I(.[[0, N ]]∗) >
I({n, n+1}∗) = mn+mn,n+1+mn+1 = mn,n+1, so mn,n+1 = 0. Finally, ({N,N+1}∗),N 
{N,N+1}∗, gives +mN ≥ I(({N,N+1}∗),N) > mN+mN,N+1+mN+1, somN,N+1 = 0. uunionsq
Proof of Corollary 3 :
Immediate. uunionsq
Proof of Proposition 5 :
(iii)⇒ (ii)⇒ (i) is immediate.
It remains to prove (i) ⇒ (iii). Assume x0 > 0, then x  (0, x1, x2, . . .) hence m0x0 +
m0,1Min{x0, x1} > m0,1Min{0, x1}. If x1 ≥ x0 it turns out (m0 + m0,1)x0 > 0, hence
m0 +m0,1 > 0. If x0 > x1 > 0, then m0x0 +m0,1x1 > 0 so m0 > 0 or m0,1 > 0. If x1 ≤ 0,
then m0x0 > 0, hence m0 > 0.
Assume x0 < 0, then x ≺ (0, x1, x2, . . .) hence m0x0 +m0,1Min{x0, x1} < m0,1Min{0, x1}.
If x1 ≤ x0, then m0x0 < 0 thus m0 > 0. If x0 < x1 < 0, then m0x0 +m0,1x0 < m0,1x1 ≤ 0
thus m0 +m0,1 > 0. If 0 ≤ x1, then m0x0 +m0,1x0 < 0 thus m0 +m0,1 > 0. uunionsq
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Proof of Theorem 4 :
(only if)
If  satisfies A.1-A.6, according to Theorem 2 there exists (mn)n≥0, (mn,n+1)n≥0 with
mn,mn,n+1 ≥ 0 and
∑∞
n=0mn +
∑∞
n=0mn,n+1 = 1 such that,
∀x ∈ B∞(IN), x ∼ I(x).IN∗and ∀x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y) where,
I(x) =
∑∞
n=0mn.xn +
∑∞
n=0mn,n+1.Min{xn, xn+1}.
Let x ∈ B+∞(IN). We have I(x) ≥ 0, and x ∼ I(x).IN∗ so by A.8 we get (0, x) ∼
(0, I(x), I(x), . . .), hence I((0, x)) = (1 − m0 − m0,1)I(x). Now set δ = 1 − m0 − m0,1,
we have I((0, x)) = δI(x). From A.7, δ < 1 obtains, hence δ ∈ [0, 1). We have proved
that for all x ∈ B+∞(IN) it holds that (0, x) ∼ δ.x, since the Choquet integral is positively
homogeneous.
Now {0}∗ ≥ 0 entails {1}∗ ∼ δ.{0}∗ hence m1 = m0δ, and by induction mn = m0δn,∀n ∈
IN0. Similarly, {0, 1}∗ ≥ 0 entails {1, 2}∗ ∼ δ.{0, 1}∗ and m1,2 = δ.m0,1, and by induction
mn,n+1 = m0,1δ
n,∀n ∈ IN0. Now putting α = m0/(m0 +m0,1) does the work.
(if) immediate. uunionsq
Proof of Corollary 4 :
Immediate from δ = 0 ⇐⇒ 1−m0 −m0,1 = 0. uunionsq
Proof of Corollary 5 :
Immediate, since A.5∗ implies additivity. uunionsq
Proof of Corollary 6 :
Immediate from δ ∈ [0, 1). uunionsq
Proof of Proposition 6 :
Let C(v) = {P : P probability / P ≥ v} be the Core of v, where v(A) = Iα,δ(A∗),∀A ⊂ IN.
(i) We first prove (⇐).
Immediate from αxn + (1− α)Min{xn, xn+1} ≤ xn, ∀n ∈ IN.
(⇒) Let γ ∈ [0, 1). Denote Γ the probability with discount factor γ. Assume Γ ∈ C(v).
Γ([[1,∞[[) = γ ≥ v([[1,∞[[) = δ, hence γ ≥ δ.
Let us show that γ > δ is impossible.
∀n ∈ IN, Γ([[0, n]]) = 1−γn+1 ≥ v([[0, n]]) = 1− δn+αδn(1− δ), hence δn(1−α(1− δ)) ≥
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γn+1. Since γ > δ implies γ > 0, it comes ( δ
γ
)n(1− α(1− δ)) ≥ γ, and ( δ
γ
)n tends toward
0, leads to a contradiction.
(ii) Let x ∈ B∞(IN). E∆(x)−
∫
xdv = (1− δ)(1− α)[(x0 +
∑∞
n=1 δ
nxn)−Min{x0, x1} +∑∞
n=1 δ
nMin{xn, xn+1}]. Thus, E∆(x)−
∫
xdv = 0 is equivalent to ∀n ∈ IN, xn −Min{xn,
xn+1} = 0 i.e. (xn)n≥0 is non-decreasing.
(iii) Let E be an expectation, (⇐) follows from (ii). Let us prove (⇒).
E =
∫
(.)dp for some probability p on IN. For m ∈ IN, [[m,∞[[∗ is a non-decreasing
function, hence p([[m,∞[[) = E([[m,∞[[∗) = Iα,δ([[m,∞[[∗) = v([[m,∞[[). So p({m}) =
p([[m,∞[[)−p([[m+1,∞[[) = v([[m,∞[[)−v([[m+1,∞[[) = (1−δ)δm, we obtain, p = ∆. uunionsq
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Chapitre 3
A Yosida-Hewitt decomposition for
totally monotone games 1
Abstract
We first prove for totally monotone games defined on the set P(IN) of the subsets of IN,
a similar decomposition theorem to the famous Yosida-Hewitt’s one for finitely additive
measures. As a byproduct we both derive for σ-continuous belief functions on P(IN) a
natural and simple generalization of the Mo¨bius inverse and of a related tractable formula
for the Choquet integral.
Keywords : Choquet’s integral representation theorem, Yosida-Hewitt decomposition,
totally monotone games, Mo¨bius inverse.
JEL Classification : D80.
3.1 Introduction
Among other merits the classical Yosida Hewitt (1952) decomposition theorem al-
lows to separate the σ-additive component of a finitely additive measure from its “pa-
thological” pure part. In some applications as additive (resp. non-additive) valuation of
denumerable income streams, σ-additivity of a measure (resp. σ-continuity of a belief
function) interprets easily in terms of myopia or impatience (see Brown and Lewis (1981)
(resp. Chateauneuf and Re´bille´ (2002))). This raises the question of knowing if at least
on P(IN), some Yosida Hewitt’s decomposition theorem could be obtained for totally mo-
1Ce chapitre est constitue´ d’un article e´crit avec Alain Chateauneuf.
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notone games. The structure of the paper is as follows. Section 2 introduces the needed
preliminary material, including the Choquet’s integral representation theorem. In section
3 we state and prove for totally monotone games on P(IN) a natural generalization of
the Yosida Hewitt decomposition theorem for finitely additive measures from which we
retrieve the classical one. In section 4 we then derive for σ-continuous belief functions on
P(IN) a natural and simple generalization of the Mo¨bius inverse and equally of a related
tractable formula for the Choquet integral.
3.2 Definitions, notations and preliminary results
Let P(IN) denote the set of all subsets of IN.
A real valued set function v on P(IN) is said to be a game if v(∅) = 0. A game is said to
be monotone if ∀A,B ∈ P(IN), A ⊃ B ⇒ v(A) ≥ v(B) ; hence v is non-negative i.e. v ≥ 0.
A non-negative game v is said to be a (finitely additive) measure if ∀A,B ⊂ IN, A ∩ B =
∅, v(A∪B) = v(A)+v(B). If furthermore v(IN) = 1, v is a probability. A measure is said to
be σ-additive if ∀ {An}n ⊂ P(IN), with An∩Am = ∅, when m 6= n, v(∪nAn) =
∑
n v(An).
Given an integer K ≥ 2 a game v is said to be monotone of order K if ∀A1, . . . , AK ∈
P(IN), v(∪Kk=1Ak) ≥
∑
{I:∅6=I⊂{1,...,K}}(−1)|I|+1v(∩k∈IAk), where |I| denotes the cardinal of
I.
If a game v is monotone and monotone of order K for all K ≥ 2, v is said to be totally
monotone. If furthermore v(IN) = 1, v is a belief function. In particular a measure is a
totally monotone game.
A game v is said to be σ-continuous if for all non-decreasing sequences An of subsets
of IN, lim∞ v(An) = v(∪nAn) and for all non-increasing sequences Bn of subsets of IN,
lim∞ v(Bn) = v(∩nBn). If v is a measure, then σ-continuity is equivalent to σ-additivity.
From Rosenmu¨ller (1972), we know that if v is monotone of order 2, then v is σ-continuous
as soon as v is continuous at IN i.e. for all non-decreasing sequences An of subsets of IN
such that ∪nAn = IN, lim∞ v(An) = v(IN).
A measure p is said to be pure if ∀µ σ-additive measure, 0 ≤ µ ≤ p⇒ µ = 0.
We recall Yosida-Hewitt (1952) decomposition theorem for measures.
Theorem :(Yosida-Hewitt) Let v be a measure then there exists a unique pair of
measures (v1, v2) with v1 σ-additive and v2 pure such that v = v1 + v2.
Let Pf (IN) denote the finite subsets of IN, then pure measures on P(IN) can be characterized
3.2. DEFINITIONS, NOTATIONS AND PRELIMINARY RESULTS 41
(see Aliprantis-Border (1999)),
Theorem : Let p be a measure then, p is pure if and only if p|Pf (IN) = 0.
Since we wish to extend Yosida-Hewitt decomposition to totally monotone games we need
to define what we mean by a pure totally monotone game.
A totally monotone game v is said to be pure if ∀ ν σ-continuous totally monotone game,
0 ≤ ν ≤ v ⇒ ν = 0.
For A ⊂ IN, A 6= ∅ let uA be the unanimity game on P(IN) defined by uA(B) = 1 if
and only if A ⊂ B, uA(B) = 0 otherwise, then similarly to pure measures we obtain,
Lemma 1 Let v be a totally monotone game on P(IN) then v is pure if and only if
v|Pf (IN) = 0.
Proof : (only if) Let ν be a σ-continuous totally monotone game, ν ≤ v. For all n ∈
IN, ν([[0, n]]) ≤ v([[0, n]]) = 0, thus ν(IN) = 0.
(if) Assume there exists A ∈ Pf (IN) such that v(A) > 0. Consider ν = v(A).uA then
ν ≤ v, ν is a σ-continuous totally monotone game and ν 6= 0, so v is not pure. uunionsq
In order to obtain a proof of our decomposition theorem for totally monotone games
we shall use the following version of Choquet’s integral representation theorem (see Lusky-
Fuchsteiner(1981) p.268). For this we recall the setting.
Let K be a nonempty compact convex subset of a locally convex Hausdorff vector
space E. Denote by A(K) the space of affine continuous functions on K. A function ϕ is
said to be affine if ∀x, y ∈ K, ∀λ ∈ [0, 1],
ϕ(λx+ (1− λ)y) = λϕ(x) + (1− λ)ϕ(y).
A point x ∈ K is said to be an extreme point of K if ∀ y, z ∈ K, ∀λ ∈]0, 1[, x = λy + (1−
λ)z ⇒ x = y = z. Denote ex(K) the set of extreme points of K.
Theorem : (Choquet) For every x ∈ K, there is a σ-additive probability mx on ex(K)
(with respect to the smallest σ-algebra making all elements of A(K)|ex(K) measurable) such
that for all h ∈ A(K) :
h(x) =
∫
ex(K)
h|ex(K)dmx
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Let S be a nonempty set. A family F of subsets of S is said to be a filter (see e.g.
Aliprantis-Border (1999) p. 31) if,
(i) ∅ /∈ F , S ∈ F ,
(ii) ∀A,B ∈ P(S), [A,B ∈ F ⇒ A ∩B ∈ F ],
(iii) ∀A,B ∈ P(S), [B ⊃ A,A ∈ F ⇒ B ∈ F ].
Let F be a filter on IN, define the filter game uF ,
uF(B) =
{
1, if B ∈ F
0, otherwise.
It turns out (see Choquet (1953) pages 260-261), that for K the set of belief functions on
P(S), one obtains that the set ex(K) of extreme points of K consists of the filter games,
in other words of the two-valued belief functions, those that take only the values zero and
one.
Finally we prove :
Lemma 2 Let uF be a filter game on IN, then the following assertions are equivalent,
(i) uF is σ-continuous,
(ii) uF is a unanimity game uA for some nonempty finite subset A in IN.
Proof : (ii) ⇒ (i). According to Rosenmu¨ller (1972) it is sufficient to check the conti-
nuity at IN. Let An ↑ IN, since A is finite, then there exists N large enough such that
A ⊂ AN . Hence uA(An) = 1 ∀n ≥ N , and therefore uA is continuous at IN.
(i) ⇒ (ii). We have lim∞ uF([[0, n]]) = 1, hence there exists N large enough such that,
|uF([[0, N ]])− 1| < 12 . But uF is {0, 1}-valued, hence uF([[0, N ]]) = 1.
Therefore, there exists B finite ⊂ IN such that B ∈ F .
Let n0 = Min{|B|, B finite ∈ F}, and choose A ∈ F such that |A| = n0. It remains to
prove that B ⊃ A, for any B ∈ F . Let B ∈ F , since B ∩ A ∈ F , and B ∩ A ⊂ A,
|B ∩ A| ≥ n0 = |A| gives the result : B ⊃ A. uunionsq
Lemma 3 Let uF be a filter game on IN, and A be a nonempty finite subset of IN , then
the following assertions are equivalent :
(i) uF(A) = 1,
(ii) uF = uB, where B is a nonempty subset of A.
Proof : (ii)⇒ (i). Immediate.
(i)⇒ (ii). Let n0 = Min{|B|, B finite ∈ F} and choose B ∈ F such that |B| = n0. Hence
as for (i)⇒ (ii) of Lemma 2, we obtain uF = uB. uunionsq
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3.3 Decomposition of belief functions
Theorem 1 Let v be a totally monotone game on P(IN) then there exists a unique pair
of totally monotone games (v1, v2) with v1 σ-continuous and v2 pure such that v = v1+v2.
Proof : If v(IN) = 0 it is immediate. Without loss of generality we will assume that v is
a belief function i.e. v(IN) = 1.
Denote by E the linear space of games on P(IN) where ∀v, w ∈ E, ∀λ ∈ IR,∀A ∈ P(IN), (v+
w)(A) = v(A) + w(A) and (λ.v)(A) = λv(A). Let us endow E with the topology of
point-wise convergence, for which a local base at v0 ∈ E consists of sets of the form
B(v0;A1, . . . , An; ) = {v ∈ E, |v(Ai)− v0(Ai)| <  for 1 ≤ i ≤ n}, where Ai ⊂ IN for 1 ≤
i ≤ n and  > 0. If we call this topology the E-topology on E, it is standard that under this
topology the vector space E becomes a locally convex and Hausdorff topological vector
space (see Marinacci (1996)).
Denote K the set of belief functions on P(IN). Let us now prove that K is a compact
convex subset of (E, E). Only compacity remains to be proved.
Denote V1 the set of all monotone set functions on P(IN) such that v(IN) ≤ 1. It is known
(see e.g. Marinacci (1996), proof of Proposition 1 p.1003) that V1 is compact for the E-
topology.
Clearly K ⊂ V1, in order to prove that K is compact it suffices to prove that K is closed.
So let (vα)α∈D be a net in K such that limα vα = v0 ∈ E. That v0(∅) = 0 and v0(IN) = 1
is immediate. That v0 is totally monotone i.e. v0 is non-negative and for every K ≥ 2
and A1, . . . , AK ∈ P(IN) we have : v0(∪Kk=1Ak) ≥
∑
I(−1)|I|+1 v0(∩k∈IAk) remains to be
proved. First assume there exists an A ∈ P(IN) such that v0(A) < 0 and take 0 <  <
−v0(A), then ∃α0 ∈ D s.t. vα0 ∈ B(v0;A; ) and vα0(A) < v0(A) +  < 0, a contradiction.
As for the second part of the proof, let us confine to the case where K = 2 (the proof
straightforwardly generalizes to any K ≥ 2).
Assume that there exists A1, A2 ∈ P(IN) such that v0(A1 ∪A2) + v0(A1 ∩A2) < v0(A1) +
v0(A2), and let  > 0 be such that v0(A1 ∪ A2) + v0(A1 ∩ A2)− v0(A1)− v0(A2) +  < 0.
Choose as a neighborhood of v0 : B(v0;A1, A2, A1 ∪ A2, A1 ∩ A2; 4).
From limα vα = v0 it comes that there exists α0 ∈ D such that vα0 ∈ B(v0;A1, A2, A1∪
A2, A1 ∩ A2; 4), thus vα0(A1 ∪ A2) + vα0(A1 ∩ A2) − vα0(A1) − vα0(A2) < v0(A1 ∪ A2) +
v0(A1 ∩ A2)− v0(A1)− v0(A2) + 4 4 < 0, a contradiction.
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Recall that the set ex(K) of extreme points of K consists of the filter games. From
Lemma 2, we obtain that the set of σ-continuous extremal elements of K consists of the
unanimity game with respect to the nonempty finite subsets of IN. Let us denote exσ(K)
the set of σ-continuous extremal elements of K.
Denote ΣK the smallest σ-algebra of subsets of ex(K) making all elements ofA(K)|ex(K)
measurable. We first intend to prove that exσ(K) ∈ ΣK .
Consider the application hA : E −→ IR : v 7→ v(A), where A ∈ P(IN). hA is affine and
E-continuous by construction, hence hA|ex(K) is ΣK-measurable. So {hA|ex(K) ≥ 1} = {uF :
uF(A) = 1} ∈ ΣK .
Now let A ∈ Pf (IN), A 6= ∅, from Lemma 3 it therefore comes that {uB, B 6= ∅, B ⊂
A} ∈ ΣK . ΣK being an algebra, it comes by induction on the number of elements in
A ∈ F that {uA} ∈ ΣK for any nonempty A ∈ Pf (IN). Now ΣK being a σ-algebra, Pf (IN)
being countable and Lemma 2 give that exσ(K) belongs to ΣK .
Now according to Choquet’s integral representation theorem, there exists a σ-additive
measure mv on ex(K) such that ∀A ⊂ IN,
v(A) =
∫
ex(K)
hA|ex(K) dmv = mv({uF : A ∈ F})
Moreover, as it has been proved : exσ(K), exσ(K)c ∈ ΣK , we get,
v(A) = mv({uF : A ∈ F} ∩ exσ(K)) +mv({uF : A ∈ F} ∩ exσ(K)c)
Let us define, vi(A) = mv({uF : A ∈ F} ∩ Xi) for i = 1, 2 where X1 = exσ(K) and
X2 = exσ(K)
c. We shall prove that (v1, v2) is the decomposition we are looking for.
We shall prove first that vi is totally monotone.
Let K ≥ 2 and A1, . . . , AK ∈ P(IN) and I ⊂ {1, . . . , K}, 6= ∅, we have :∑
I(−1)|I|+1vi(∩k∈IAk) =
∑
I(−1)|I|+1mv({uF : ∩k∈IAk ∈ F} ∩Xi)
=
∑
I(−1)|I|+1mv(∩k∈I{uF : Ak ∈ F} ∩Xi)
= mv(∪Kk=1{uF : Ak ∈ F} ∩Xi) , since mv is additive
≤ mv({uF : ∪Kk=1Ak ∈ F} ∩Xi)
= vi(∪Kk=1Ak).
That vi is non-negative hence monotone comes from the non-negativity of mv.
Let us prove that v1 is σ-continuous and v2 is pure. From v1 totally monotone it comes
that v1 is σ-continuous as soon as v1 is continuous at IN (Rosenmu¨ller(1972)). In fact it
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is sufficient to prove that lim∞ v1([[0, n]]) = v1(IN).
Let n ∈ IN, v1([[0, n]]) = mv({uB : B 6= ∅, B ⊂ [[0, n]]}). Now taking the limit gives,
lim∞ v1({0, . . . , n}) = lim∞mv({uB : B 6= ∅, B ⊂ [[0, n]]})
= mv({uB : B 6= ∅, B ∈ Pf (IN)}), by σ-continuity of mv
= mv(exσ(K))
= v1(IN).
In order to prove that v2 is pure, we will show according to Lemma 1 that v2|Pf (IN) = 0.
Let A ∈ Pf (IN), 6= ∅. Let F be a filter which contains A. Then according to lemmas 3 and
2, uF ∈ exσ(K). Hence {uF : A ∈ F} ∩ exσ(K)c = ∅, and v2(A) = 0 follows.
It remains to prove uniqueness of the decomposition. Let w1, w2 be another decompo-
sition, where w1 is σ-continuous and w2 is pure.
For A ∈ Pf (IN), v(A) = v1(A) = w1(A). Now by σ-continuity for any A ⊂ IN we have,
v1(A) = lim
n7→∞
v1(A ∩ [[0, n]]) = lim
n7→∞
w1(A ∩ [[0, n]]) = w1(A)
Hence v1 = w1, and v2 = w2 follows. uunionsq
We retrieve Yosida-Hewitt (1952) decomposition theorem for measures on IN,
Corollary 1 Let v be a measure on P(IN) then there exists a unique pair of measures
(v1, v2) with v1 σ-additive and v2 pure such that v = v1 + v2.
Proof : Since v is a measure it is also totally monotone and according to Theorem 1
there exists a decomposition (v1, v2) where v1 is σ-continuous and v2 is pure. Let A,B ⊂
IN, A ∩ B = ∅. We have v(A ∪ B) = v(A) + v(B) = (v1(A) + v2(A)) + (v1(B) + v2(B)) =
(v1(A) + v1(B)) + (v2(A) + v2(B)) ≤ v1(A ∪ B) + v2(A ∪ B) = v(A ∪ B), hence v1, v2
are measures. Since v1 is σ-continuous, v1 becomes σ-additive, and since v2 vanishes on
Pf (IN), v2 is pure. uunionsq
3.4 Further results
Let v be a monotone game on P(IN), define for any x ∈ B∞(IN) the Choquet integral
of x with respect to v as,∫
IN
xdv =
∫ ∞
0
v({x ≥ t}) dt+
∫ 0
−∞
(v({x ≥ t})− v(IN)) dt
where {x ≥ t} = {n ∈ IN/ xn ≥ t}.
46 CHAPITRE 3. A YOSIDA-HEWITT DECOMPOSITION
Theorem 2 Let v be a belief function on P(IN), then there exists a σ-algebra ΣK on
ex(K) and a σ-additive probability mv on ex(K) such that, ∀x ∈ B∞(IN),∫
IN
xdv =
∫
ex(K)
(
∫
IN
xduF) dmv(uF)
Proof : According to Choquet’s theorem it suffices to prove that for all x ∈ B∞(IN)
the function
∫
IN
xd(.) is affine and continuous on the set K of belief functions on P(IN).
Affinity is immediate. Let us prove the continuity at v0 ∈ K.
For any x ∈ B∞(IN), set ‖x‖∞ = Supn∈IN|xn|. If x is the null sequence, continuity is
trivial since therefore
∫
xdv = 0 ∀v ∈ K.
Assume now ‖x‖∞ > 0, and let  > 0 be arbitrary chosen.
Let α = 
3
, there exists an xα ∈ B∞(IN), finitely valued such that ‖x− xα‖∞ ≤ α.
xα can be written in the following way, xα =
∑n
i=1(αi−αi−1).C∗i+α0.IN∗ where IN⊃6=C1 ⊃6= . . .⊃6=Cn 6=
∅, and α0 ≤ . . . ≤ αn , with C∗i denoting the characteristic function of Ci.
Let v ∈ B(v0; IN, C1, . . . , Cn; 6‖x‖∞ ). Proving that |
∫
IN
xdv − ∫
IN
xdv0| ≤  will complete
the proof. We have,∫
IN
xdv − ∫
IN
xdv0 =
∫
IN
xdv − ∫
IN
xαdv +
∫
IN
xαdv − ∫
IN
xαdv0 +
∫
IN
xαdv0 −
∫
IN
xdv0
From x − α.IN∗ ≤ xα ≤ x + α.IN∗ comes | ∫
IN
xdv − ∫
IN
xαdv| ≤ α = 
3
and | ∫
IN
xαdv0 −∫
IN
xdv0| ≤ α = 3 .
Since
∫
IN
xαdv = α0 +
∑n
i=1(αi − αi−1)v(Ci) and
∫
IN
xαdv0 = α0 +
∑n
i=1(αi − αi−1)v0(Ci),
it follows from v ∈ B(v0; IN, C1, . . . , Cn; 6‖x‖∞ ) that,
|
∫
IN
xαdv −
∫
IN
xαdv0| ≤ 
6‖x‖∞
n∑
i=1
(αi − αi−1) = (αn − α0)
6‖x‖∞ ≤

3
and therefore | ∫
IN
xdv − ∫
IN
xdv0| ≤ . uunionsq
In the finite case, for any game v on P([[0, n]]), one can compute an unique game m
termed the Mo¨bius inverse of v, defined in the following manner, ∀A ⊂ [[0, n]],
m(A) =
∑
B⊂A(−1)|A\B|v(B) and v(A) =
∑
B⊂Am(B)
Theorem : (Shafer(1981), Chateauneuf and Jaffray (1989)) Let v be a game
and m its Mo¨bius inverse, then v is a totally monotone game if and only if m is non-
negative. Moreover, for any game v,
∀ x ∈ IR[[0,n]],
∫
[[0,n]]
xdv =
∑
A⊂[[0,n]]
m(A).Min x(A)
3.4. FURTHER RESULTS 47
Before providing in Theorem 3 an analog for belief functions on P(IN) we need to
recall : a countable family {m(A), A ∈ G} of real numbers is said to be summable to
a ∈ IR with sum ∑A∈Gm(A) = a if any series ∑∞n=0 xn such that (xn)n∈IN = (m(A))A∈G,
converges to a.
Theorem 3 Let v be a σ-continuous belief function on P(IN), then there exists a unique
game m : P(IN) −→ [0, 1] with,∑
{A:A∈Pf (IN)}m(A) = 1 and m|Pf (IN)c = 0 ; such that (1)
∀ A ∈ P(IN), v(A) =∑{B:B∈Pf (IN),B⊂A}m(B) (∗)
furthermore,
∀ A ∈ Pf (IN), m(A) =
∑
{B:B⊂A}(−1)|A\B|v(B) (2)
Conversely, let m be a non-negative game, null on the empty set and the infinite sets, with∑
{A:A∈Pf (IN)}m(A) = 1. Define a game v by (∗). Then v is a σ-continuous belief function
on P(IN).
Moreover, ∀x ∈ B∞(IN),
∫
IN
x dv =
∑
{A:A∈Pf (IN)}m(A). Min x(A)
Proof : Let v be a σ-continuous belief function on P(IN). Since v is σ-continuous, Theo-
rem 1 entails :
∀A ∈ P(IN), v(A) = mv({uB, B 6= ∅, B ∈ Pf (IN), B ⊂ A})
Let us set m(A) = mv({uA}) for every A ∈ Pf (IN), A 6= ∅ and m(A) = 0 otherwise.
From Pf (IN) being countable, mv being σ-additive, and v(IN) = 1, we therefore obtain (1)
and (∗). Taking A finite, gives (2), hence the uniqueness of m.
For the converse, let m be a non-negative game, null on the empty set and the infinite
sets, with
∑
{A:A∈Pf (IN)}m(A) = 1, and let v be defined by (∗). Clearly v is monotone.
Now denote for all A ⊂ IN, [A] = {B : B ∈ Pf (IN), B ⊂ A}. Let A1, . . . , AK ⊂ IN,
v(∪Kk=1Ak) +
∑
I(−1)|I|v(∩k∈IAk)
=
∑
[∪Kk=1Ak]m(B) +
∑
I(−1)|I|
∑
[∩k∈IAk]m(B)
=
∑
{B:B∈Pf (IN)}(uB(∪Kk=1Ak) +
∑
I(−1)|I|uB(∩k∈IAk))m(B)
and this quantity is non-negative since for B 6= ∅, uB is a belief function. Hence v is totally
monotone. Since ∀B ∈ Pf (IN), 6= ∅, uB is σ-continuous,m(B) ≥ 0 and
∑
{B:B∈Pf (IN)}m(B) =
1, we have that v =
∑
{B:B∈Pf (IN)}m(B)uB is σ-continuous.
It remains to prove that ∀x ∈ B∞(IN),
∫
IN
x dv =
∑
{A:A∈Pf (IN)}m(A). Min x(A).
48 CHAPITRE 3. A YOSIDA-HEWITT DECOMPOSITION
From v σ-continuous, comes mv({uB, B 6= ∅, B ∈ Pf (IN)}) = v(IN) = 1. Hence Theo-
rem 2 implies that : ∫
IN
xdv =
∫
{uA,A 6=∅,A∈Pf (IN)}
(
∫
IN
xduA)dmv(uA)
but
∫
IN
xduA = Min x(A) ∀A 6= ∅, A ∈ Pf (IN).
Therefore Pf (IN) being countable and mv σ-additive entails :∫
IN
xdv =
∑
{A∈Pf (IN)}
m(A).Min x(A)
uunionsq
3.5 Concluding comments
In this paper we confine to prove a Yosida-Hewitt theorem for totally monotone games
defined on P(IN). In a future research we intend to explore the ability of our method- based
on the Choquet integral representation theorem - to relax the denumerability condition.
Let us mention that another open question would be to know if our results are robust to
the substitution of 2-monotonicity to ∞-monotonicity, or if some strong form of “additi-
vity” as contained in belief functions is needed.
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Chapitre 4
Patience in some non-additive
models
Abstract
Our aim is to give an axiomatization of preferences over infinite consumption streams.
At first we adopt the additive case, and give a characterization of preferences which satisfy
patience (Marinacci (1998)) or equivalently what Diamond (1965) named equal treatment
of all generations. We then focus on stationary additive preferences. It appears that this
class of functionals contains the discounting functionals axiomatized in Koopmans (1972)
and what is known as Banach-Mazur limit functionals. Extending the patience condition
to naive patience gives an impossibility theorem and this motivates an extension to non-
additives preferences.
Keywords : Patience, time neutrality, Schmeidler’s model, pure probabilities.
JEL Classification : D80, D81.
4.1 Introduction
In this paper we consider an agent who has to rank infinite sequences of incomes.
Such intertemporal problems are encountered for instance by a social planner who has
to choose between policies that will affect the situation of the next generations. In this
spirit, Koopmans (1972) axiomatization gives the classical discounted expectation crite-
rion. Our first concern deals with patience (Marinacci (1998)) or what Diamond (1965)
named equal treatment of all generations, or anonymity (Lauwers (1998)). Next section
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sets up the framework and provides the basic axioms that a preference shall fulfill. The
third section considers additive preferences and their representation through functionals
which admit an integral representation. Section 4 introduces patience and a characteri-
zation through pure probabilities. Then, dealing with stationary preferences we make the
distinction between the discounted case and the undiscounted one. In section 6 is esta-
blished an impossibility theorem where naive patience is considered, which motivates the
introduction of non-additive preferences. Similarly, we give a representation of patience
and time invariance in this relaxed setting. We finally give a simple axiomatization of the
unique non-additive functional which exhibits naive patience, the inferior limit. All the
proofs are gathered in the Appendix.
4.2 The setting
IN is interpreted as a set of dates, and 0 as the present, the horizon is infinite. B∞(IN)
denotes the set of bounded real-valued functions, and represents sequences of incomes
that a D.M. will have to rank.
We shall adopt the following setting, a binary relation  on B∞(IN) is said to be,
complete if for all x, y ∈ B∞(IN) we have x  y or y  x ; transitive if for all x, y, z ∈
B∞(IN) such that x  y and y  z then x  z. A weak order  on B∞(IN) is a binary
relation on B∞(IN) which is complete and transitive. We shall write x  y for x  y and
not(y  x) ; x ∼ y for x  y and y  x.
For all x ∈ B∞(IN), I(x) ∈ IR is said to be the constant equivalent of x if I(x) is the only
real number such that I(x).IN∗ ∼ x , where IN∗ stands for the characteristic function of
IN.
Some axioms are now introduced in order to obtain the existence of a constant equiva-
lent I(x) for all x ∈ B∞(IN) which represents  i.e. ∀ x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥
I(y).
A.1.  is a weak order.
A.2.(Monotonicity) : IN∗  ∅∗, ∀ x, y ∈ B∞(IN), (x ≥ y)⇒ (x  y).
A.3.(Constant additivity) : ∀ x, y ∈ B∞(IN),∀α ∈ IR,
(x  y)⇒ (x+ α.IN∗  y + α.IN∗)
A.4.  is Archimedian. ∀ x ∈ B∞(IN), x (≺) ∅∗, ∃ α(><)0 / x (≺) α.IN∗ (≺) ∅∗.
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A.1 is a standard axiom, A.2 discards the case where  ranks all profiles as indifferent.
A.3 is the axiom that implies linearity in outcomes, in fact a two way implication holds,
A.4 guarantees that there is enough room in IR to rank all the profiles, and is a weaker
condition than the uniform continuity. Indeed A.4 can be restated in equivalent forms as
follows,
A.4’. ∀ x ∈ B∞(IN), x (≺) ∅∗,∀ (αn)n≥0 (↓↑) 0, ∃N / αN .IN∗ (≺) x ,
or,
A.4” ∀ x ∈ B∞(IN), x () ∅∗,∀ (αn)n≥0 (↓↑) 0, [(∀n ∈ IN, x()αn.IN∗)⇒ x ∼ ∅∗] (where
↓ stands for non-increasing).
Clearly A.4” is a restricted version of uniform continuity.
We can notice that if satisfies A.1-A.3 then is compatible with the natural ordering
in IR,
Lemma 1 If  satisfies A.1-A.3 then, ∀α, β ∈ IR, (α > β) ⇐⇒ (α.IN∗  β.IN∗).
We can obtain a representation of the preferences ,
Proposition 1 A preference relation  satisfies A.1-A.4 if and only if there exists a
unique I : B∞(IN)→ IR with I(IN∗) = 1 such that,
(i) ∀x ∈ B∞(IN), x ∼ I(x).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒ I(x) ≥ I(y) ;
(iii) ∀x, y ∈ B∞(IN), x ≥ y ⇒ I(x) ≥ I(y) ;
(iv) ∀x, y ∈ B∞(IN),∀α ∈ IR, I(x+ α.IN∗) = I(x) + α.
Moreover I is uniformly continuous.
From now on A.1-A.4 will constitute the basic axioms that a preference relation will
fulfill.
4.3 Additive preferences
As a first specification of preferences over income streams we introduce an additivity
axiom, this way we will obtain a representation through a linear functional. More specifi-
cally at each linear functional is associated a unique probability on IN in such a way that
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every income stream has for constant equivalent its integral w.r.t. this probability. The
axiom is the following,
A.5.(Additivity) : ∀x, y, z ∈ B∞(IN), (x ∼ y)⇒ (x+ z ∼ y + z).
Let us say that a functional L : B∞(IN) −→ IR, with L(IN∗) = 1 is a positive linear
functional if ∀x, y ∈ B∞(IN), L(x+ y) = L(x) + L(y) and L(x) ≥ 0 if x ≥ 0.
p : P(IN) → [0, 1] is said to be a probability if p(∅) = 0, p(IN) = 1 and ∀A,B ⊂ IN, p(A ∪
B) + p(A ∩B) = p(A) + p(B).
For x ∈ B∞(IN) define the integral of x with respect to p,∫
xdp =
∫ ∞
0
p({x ≥ t})dt+
∫ 0
−∞
(p({x ≥ t})− 1)dt,
where {x ≥ t} = {n ∈ IN/xn ≥ t}.
If furthermore p is σ-additive i.e. ∀{An}n with An ∩ Am = ∅ when n 6= m we
have p(∪nAn) =
∑∞
n=0 p(An), then
∫
xdp is a usual Lebesgue integral and
∫
xdp =∑∞
n=0 p({n})xn.
Theorem 1 A preference relation  satisfies A.1-A.5 if and only if there exists a unique
probability p on IN such that,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdp).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdp ≥ ∫ ydp.
Henceforth specification of the preference will be embodied into properties of the
probability.
4.4 Patience
Let us say that a permutation pi is finite if {n / pi(n) 6= n} is finite. Denote Πf (IN) the set
of finite permutations. For x ∈ B∞(IN) and pi ∈ Πf (IN) let xpi = (xpi(n))n∈IN. In the spirit
of Marinacci (1998) we shall introduce,
A.6.(Patience) : ∀x ∈ B∞(IN),∀pi ∈ Πf (IN), xpi ∼ x.
Under this axiom any finite subset of incomes can be permuted, no matter how spread
over time are the incomes, that will not modify the D.M.’s evaluation.
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In particular for any transposition we have, ∀x ∈ B∞(IN),∀i, j ∈ IN, τij(x) ∼ x, where
τij(x)n = xn if n /∈ {i, j}, τij(x)i = xj and τij(x)j = xi.
Alternatively patience can be stated in term of equal treatment of all generations
introduced by Diamond (1965),
(Equal treatment of all generations) : ∀x ∈ B∞(IN),∀j ∈ IN, τ0j(x) ∼ x.
Otherwise stated,
∀x ∈ B∞(IN),∀ ∈ IR,∀n ∈ IN, x+ .{n}∗ ∼ x+ .{0}∗.
Indeed, any finite permutation can be written as a composition of a finite number
of transpositions, where each transposition can in turn be decomposed in elementary
transpositions, ∀i, j ∈ IN, τij = τ0i ◦ τ0j ◦ τ0i.
In particular, ∀n ∈ IN, {0}∗ ∼ {n}∗. Such a property excludes immediately any repre-
sentation through a σ-additive probability. Indeed, let p be a σ-additive probability such
that for all n ∈ IN, p({n}) = p({0}) then either p({0}) > 0 and ∑∞n=0 p({n}) = +∞ > 1
or p({0}) = 0 in which case ∑∞n=0 p({n}) = 0 < 1.
A probability p is termed purely additive if ∀µ σ-additive measure, (0 ≤ µ ≤ p)⇒ (µ = 0).
In the countable case we have a characterization of pure probabilities, set Pf (IN) =
{A ⊂ IN : A is finite} and co(IN) = {A ⊂ IN : Ac is finite} we have (e.g. Aliprantis-
Border(1999)),
Theorem : Let p be a probability then, p is pure if and only if p|Pf (IN) = 0.
Equivalently, p is pure iff p|co(IN) = 1 iff ∀A ⊂ IN,∀B ∈ Pf (IN), B ⊂ A, p(A) = p(A \ B).
Indeed, p(A ∪ Bc) + p(A \ B) = p(A) + p(Bc), hence p(A \ B) = p(A). It turns out that
these are the probabilities which express patience.
Theorem 2 A preference relation  satisfies A.1-A.5 and patience A.6 if and only if
there exists a unique pure probability p on IN such that,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdp).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdp ≥ ∫ ydp.
In particular, let n ∈ IN, and x ∈ B∞(IN), if ∀k ≥ n, xk = 0 then
∫
xdp = 0.
Such a property is shared also by Banach limits (see Banach(1987)). A functional L is said
to be a Banach limit (B-)if L is a normalized (i.e. L(IN∗) = 1) positive linear functional on
B∞(IN) such that L(x) = 0 if, ∃n ∈ IN/∀k ≥ n, xk = 0. We get in fact a characterization
of B-limits,
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Proposition 2 Let L be a B-limit then there exists a unique pure probability p on IN such
that, L =
∫
(.)dp.
Conversely, if p is a pure probability on IN then
∫
(.)dp is a B-limit.
Preferences that can be represented by a pure probability satisfy,
(Insensitivity w.r.t.the first coordinate) : ∀x ∈ B∞(IN),∀y0 ∈ IR, x ∼ (y0, x1, . . .).
Such behavior is a by-product of the characteristic property of B-limits (Banach
(1987)), a positive linear functional L is a B-limit if and only if L(x) = lim∞ x whe-
never x converges (i.e. x ∈ c). That is B-limits are the extensions of the limit functional.
Moreover, ∀x ∈ c, ∀y ∈ B∞(IN), L(x + y) = lim∞ x + L(y). Hence if L is a B-limit then,
∀x ∈ B∞(IN),∀y0 ∈ IR, L((y0, x1, . . .)) = L(x)+L((y0−x0, 0, . . .)) = L(x). It is now clear
that what is taken into account by a D.M. is what happens at the end.
4.5 Time invariance
Strengthening the insensitivity property the appreciation of the present can be dropped
totally, we introduce a restricted version of delaying (Mas-Colell-Whinston-Green, Chapter
20) where we require the indifference to hold,
A.7. (Delaying neutrality) : ∀x ∈ B∞(IN), (0, x) ∼ x.
According to A.7, ∀x ∈ B∞(IN), (0, x) ∼ x this way the D.M. can evaluate (0, x) solely
with x, dropping the present totally. This kind of behavior is stressed in the next axiom
named in Marinacci (1998),
A.8. (Time Invariance) : ∀x ∈ B∞(IN), xt ∼ x .
Where xt = (x1, x2, . . .) is the shifted version of x. This way the short run is always
neglected. Time invariant preferences exhibit also patience, let x ∈ B∞(IN) and j ∈ IN
then τ0j(x) ∼ (xj+1, . . .) ∼ x.
Under A.3, axioms A.7 and A.8 are equivalent. Indeed, for all x ∈ B∞(IN), (x0, x1, . . .) =
(0, x1 − x0, . . .) + x0.IN∗ ∼ (x1 − x0, . . .) + x0.IN∗ = (x1, x2, . . .).
If a preference relation  satisfies A.1-A.5 and A.8 then for a functional I which
represents  we will have ∀x ∈ B∞(IN), I(xt) = I(x). Normalized linear functionals that
satisfy this property are known as Banach-Mazur Limit (see Banach(1987)). We have a
characterization,
Proposition 3 Let L be a B-M-limit then there exists a unique invariant probability p
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on IN i.e. ∀A ⊂ IN, p(A+1) = p(A) where A+1 = {a+1 : a ∈ A}, such that, L = ∫ (.)dp.
Conversely, if p is an invariant probability on IN then
∫
(.)dp is a B-M-limit.
We can now state a preference representation theorem through B-M-limit,
Theorem 3 A preference relation  satisfies A.1-A.5 and time invariance A.8 if and
only if there exists a unique invariant probability p on IN such that,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdp).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdp ≥ ∫ ydp.
Moreover the probability obtained through time invariant preferences is also pure. We
can give a deeper insight in the structure of time-invariant preferences, time invariance
also implies,
(Stationarity) : ∀x, y ∈ B∞(IN),∀α ∈ IR, x ∼ y ⇐⇒ (α, x) ∼ (α, y).
Time invariant preferences can be characterized,
Proposition 4 Let  satisfy A.1-A.5, then  satisfies time invariance A.8 iff  satisfies
insensitivity w.r.t. the first coordinate and stationarity.
In fact stationarity is fundamental in Koopmans (1972) axiomatization of preferences
representable by a discounted expectation . That is to say, preferences for which there
exists a δ ∈]0, 1[, such that ∀x ∈ B∞(IN), x ∼ (E∆(x)).IN∗, where E∆(x) = (1 −
δ)
∑∞
n=0 δ
nxn. We can obtain a characterization of stationary preferences,
Corollary 1 Let  satisfy A.1-A.5, then  satisfies stationarity if and only if  is re-
presented either by a discounted expectation or by a Banach-Mazur limit.
If we strengthen the monotonicity axiom,
(Strong monotonicity) : ∀x, y ∈ B∞(IN), (x ≥ y, x 6= y)⇒ x  y.
Such an axiom is known in the literature as the strong Pareto condition (Lauwers
(1998)). In which case the preference is clearly not insensitive to the first period, we
obtain,
Corollary 2 Let  satisfy A.1-A.5 and stationarity then  satisfies strong monotonicity
iff  is represented by a discounted expectation.
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4.6 Naive patience
From section 4 we know that B-limits are precisely the linear functionals that coin-
cide with the limit functional on the space of convergent sequences. The limit functional
exhibits an even stronger property than patience.
For x ∈ B∞(IN) and pi ∈ Π(IN), set xpi = (xpi(n))n∈IN, where Π(IN) denotes the set of
permutations on IN. Let x be a convergent sequence and pi a permutation on IN, then
lim∞ xpi = lim∞ x. This can motivate the next axiom, named in Marinacci (1998) naive
patience,
A.6s.(Naive Patience) : ∀x ∈ B∞(IN),∀pi ∈ Π(IN), xpi ∼ x.
It turns out that no additive representation can embody naive patience.
Theorem 4 A.1-A.5 and A.6s are incompatible.
4.7 Non-additive preferences
According to Theorem 4 there is no additive preferences that satisfy A.6s, for this
we shall relax the hypothesis of additivity. The functional that we shall obtain will not
be linear anymore, we shall use Schmeidler (1986) integral representation of non-additive
functionals to represent such preferences. In this case additivity is kept only in particular
cases.
Let us say x, y are comonotonic if ∀n,m ∈ IN, (xm − xn)(ym − yn) ≥ 0.
If x, y are comonotonic the D.M.’s evaluation of x+y will not benefit of any smoothing
effect, this motivates a relaxed version of additivity which can be found in Chateauneuf
(1994) (see also Wakker (1990), Chateauneuf (1991)) for modeling uncertainty aversion,
A.5w. (Non smooth-additivity) ∀x, y, z ∈ B∞(IN), {y, z}comonotonic , (x ∼ y) ⇒
(x+ z  y + z).
Under A.5w, if {x, z} and {y, z} are comonotonic then (x ∼ y) entails (x+ z ∼ y+ z),
additivity is kept if z does not smooth x nor y. On the other hand smoothing can be
considered as an improvement by the D.M., in other words, if {y, z} comonotonic but not
{x, z} then x+ z  y + z may be obtained.
v : P(IN) → [0, 1] is said to be a convex capacity if v(∅) = 0, v(IN) = 1 and ∀A,B ⊂
IN, v(A∪B)+v(A∩B) ≥ v(A)+v(B). When the equality holds we retrieve a probability.
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In particular convex capacities are also increasing w.r.t. the set inclusion, let B ⊂ A then
v(A) ≥ v(B) + v(A \B) ≥ v(B).
For x ∈ B∞(IN) define the Choquet (1953) integral of x with respect to v,∫
xdv =
∫ ∞
0
v({x ≥ t})dt+
∫ 0
−∞
(v({x ≥ t})− 1)dt
where {x ≥ t} = {n ∈ IN/xn ≥ t}.
Theorem 5 Let  be a preference relation on B∞(IN), then  satisfies A.1-A.4,A.5w if
and only if there exists a unique convex capacity v on IN such that,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdv).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdv ≥ ∫ ydv.
4.8 Patience without additivity
Let us recall the insensitivity axiom,
(Insensitivity w.r.t. the first coordinate) : ∀x ∈ B∞(IN),∀y0 ∈ IR, x ∼ (y0, x1, . . .).
If  is insensitive w.r.t. the first coordinate then IN∗0 ∼ IN∗, where IN0 = {1, . . .}.
Theorem 6 Let  be a preference relation which satisfies A.1-A.4,A.5w, then  satisfies
insensitivity w.r.t. the first coordinate and patience if and only if there exists a unique
convex capacity v on IN verifying v(pi(A)) = v(A) for all A ⊂ IN, pi ∈ Πf (IN) and v(IN0) = 1
such that,
(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdv).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdv ≥ ∫ ydv.
Convex capacities which satisfy conditions of Theorem 6 admit the following charac-
terization,
Proposition 5 Let v : P(IN) → [0, 1] be a convex capacity then assertions (i)-(iv) are
equivalent,
(i) v(pi(A)) = v(A) for all A ⊂ IN, pi ∈ Πf (IN) and v(IN0) = 1,
(ii) ∀n ∈ IN, v({n}c) = 1,
(iii) v|co(IN) = 1,
(iv) ∀A,B ⊂ IN, B ⊂ A, B ∈ Pf (IN), v(A \B) = v(A).
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Such capacities can be termed pure for they share similar properties as pure probabi-
lities do. As we now consider convex capacities we shall consider an equivalent notion of
σ-additivity which is σ-continuity. Let us say that a set function w is σ-continuous if for
any increasing sequence of subsets An (i.e.An ⊂ An+1) wich converges to A (i.e.∪nAn = A)
we have lim∞w(An) = w(A).
Proposition 6 Let v : P(IN)→ [0, 1] be a convex capacity. If v is pure then ∀σ-continuous
convex set function w on P(IN), if (0 ≤ w ≤ v) then w = 0.
Note that in order to get a simple terminology, we use in this paper the term pure,
although from Proposition 6 the terminology strongly pure would be more appropriate
since in another paper (Chateauneuf-Re´bille´ (2002)), we name pure the convex capacities
merely satisfying the necessary condition in Proposition 6.
Moreover the properties which characterize B-limits do also characterize the non-
additive functional w.r.t. pure convex capacities.
Proposition 7 Let v : P(IN) → [0, 1] be a convex capacity then assertions (i)-(iii) are
equivalent,
(i) v is pure,
(ii) ∀x ∈ c, ∫ xdv = lim∞ x,
(iii) ∀x ∈ c, ∀y ∈ B∞(IN),
∫
(x+ y)dv = lim∞ x+
∫
ydv
It follows that if v is pure then
∫
(.)dv is linear on c. Therefore the departure from additivity
can only occur for income streams which are not convergent.
4.9 Time invariance without additivity
Similarly we can strenghten the patience and insensitivity axioms through time inva-
riance, this specification is embodied entirely into the capacity and is the natural genera-
lization of invariant probabilities,
Theorem 7 A preference relation  satisfies A.1-A.4,A.5w and time invariance A.8 if
and only if there exists a unique convex capacity v on IN satisfying invariance i.e. ∀A ⊂
IN, v(A+ 1) = v(A), such that,
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(i) ∀x ∈ B∞(IN), x ∼ (
∫
xdv).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒
∫
xdv ≥ ∫ ydv.
In particular if v is invariant and convex then by Proposition 5 v has to be pure, for
if n ∈ IN then v({n}c) ≥ v({n + 1, . . .}) = 1. Hence, time invariant preferences are also
patient.
4.10 Naive patience and insensitivity w.r.t.first coor-
dinate without additivity
On the contrary of the additive case, naive patience and insensibility to the first
coordinate are not incompatible with non-additive preferences. More specifically the only
functional which can represent such preference is the lim functional.
Theorem 8 A preference relation  satisfies A.1-A.4,A.5w, naive patience A.6s and in-
sensitivity w.r.t. first coordinate if and only if
(i) ∀x ∈ B∞(IN), x ∼ (lim x).IN∗ ;
(ii) ∀x, y ∈ B∞(IN), x  y ⇐⇒ lim x ≥ lim y.
We can notice that time invariance is not necessary to axiomatize the lim, this provides
a sharpening of Marinacci’s(1998) Theorem 7 .
4.11 Conclusion
In a simple framework where preferences are additive, we have characterized patience
through the use of pure probabilities. These functionals we obtain are in fact the only
possible extensions of the limit functional to the space of all bounded sequences. The intro-
duction of time invariance gives what is known as Banach-Mazur limit. The consideration
of a stronger version of patience, naive patience, is unfortunately impossible to obtain if
additivity is kept. Non-additive preferences represented by integral with respect to convex
capacities give natural versions of patience and time invariance, and the question of naive
patience admits a positive answer, the inferior limit functional.
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4.12 Appendix
Proof of Lemma 1 :
For n ∈ IN0 = {1, . . .}, 1n .S∗  ∅∗. Otherwise ∃ n0 ∈ IN0 s.t. 1n0 .S∗  ∅∗ and by A.3
2
n0
.S∗  1
n0
.S∗  ∅∗ and by induction S∗ = n0
n0
.S∗  . . .  ∅∗, a contradiction. Now
for p, q ∈ IN0, pq .S∗  1q .S∗  ∅∗. For  ∈ IR+∗ , ∃ 0 ∈ Q+∗ /  > 0 > 0, hence by A.2,
.S∗  0.S∗  ∅∗. Now for α > β, put  = α−β, so .S∗  ∅∗ and A.3 gives α.S∗  β.S∗.uunionsq
Proof of Proposition 1 :
(only if)
Let x ∈ B∞(IN), set P (x) = {γ ∈ IR / γ.IN∗  x}. We shall prove that I(x) = InfP (x) is
the constant equivalent we are looking for.
First consider x ≥ 0. By A.2, ‖x‖∞.IN∗  x so P (x) 6= ∅. As x ≥ 0, x  ∅∗ thus
∀γ ∈ P (x), γ.IN∗  ∅∗ hence γ ≥ 0 by Lemma 1, and P (x) is bounded from below. The-
refore InfP (x) does exist.
Let αn ↓ α, αn ∈ P (x). Suppose α /∈ P (x) then α.IN∗ ≺ x, that is by A.3, ∅∗ ≺ x−α.IN∗.
As αn − α ↓ 0 by A.4 ∃ n0 / ∅∗ ≺ (αn0 − α).IN∗ ≺ x − α.IN∗ thus αn0 .IN∗ ≺ x a contra-
diction. So InfP (x) ∈ P (x) i.e. I(x).IN∗  x. Assume now that I(x).IN∗  x then by
A.3 ∅∗  x − I(x).IN∗ hence by A.4, ∃ α < 0 / ∅∗  α.IN∗  x − I(x).IN∗, then by A.3
(α + I(x)).IN∗  x hence α + I(x) ∈ P (x) but α < 0 and this contradicts the minimality
of I(x).
Now take x ∈ B∞(IN) with x = Infx < 0. We have x − x.IN∗ ≥ 0, so x − x.IN∗ ∼
I(x − x.IN∗).IN∗, thus by A.3, x ∼ (I(x − x.IN∗) + x).IN∗. But P (x − x.IN∗) = P (x) − x,
hence P (x) admits a minimum and I(x) = MinP (x) = I(x− x.IN∗) + x, so x ∼ I(x).IN∗.
In particular from Lemma 1, I(IN∗) = 1.
Let x, y ∈ B∞(IN), x ≥ y then P (x) ⊂ P (y) so I(x) ≥ I(y), and I is monoto-
nic. Let x ∈ B∞(IN), α ∈ IR. x ∼ I(x).IN∗ thus x + α.IN∗ ∼ (I(x) + α).IN∗, but
x+ α.IN∗ ∼ I(x+ α.IN∗).IN∗, hence by Lemma 1, I(x+ α.IN∗) = I(x) + α.
For x  y, P (x) ⊂ P (y) so I(x) ≥ I(y). If I(x) ≥ I(y) then by A.2 I(x).IN∗ ≥ I(y).IN∗
but z ∼ I(z).IN∗, for z = x, y, so x  y. Suppose ∃ J : B∞(IN) → IR such that
∀x ∈ B∞(IN), x ∼ J(x).IN∗, as x ∼ I(x).IN∗, we have J(x).IN∗ ∼ I(x).IN∗ and by Lemma
1, J(x) = I(x).
Let (xn)n converge uniformly to x, let  > 0, then ∃N s.t. ∀n ≥ N, ‖xn− x‖∞ ≤ , hence
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by A.2, I(x− .IN∗) ≤ I(xn) ≤ I(x+ .IN∗) that is I(x)−  ≤ I(xn) ≤ I(x) + . Therefore
I is uniformly continuous.
(if)
A.1 follows from (ii).
Putting x = ∅∗ and α = 1, (iv) gives I(∅∗) = 0, so IN∗  ∅∗ by (ii), and from (iii) we get
A.2. A.3 follows from (iv), and we obtain A.4 by taking α = I(x)
2
. uunionsq
In order to prove Theorem 1, we shall first provide a functional version of it and then
use this functional theorem to establish the proof. Some definitions are therefore needed.
Consider I : B∞(IN)→ IR a functional, let us say that I is,
monotonic if ∀x, y ∈ B∞(IN), (x ≥ y)⇒ (I(x) ≥ I(y)) ;
additive if ∀x, y ∈ B∞(IN), I(x+ y) = I(x) + I(y) ;
From Schmeidler’s (1986), we have the following characterization,
Theorem A :(Schmeidler (1986)) Let I : B∞(IN)→ IR be a functional such that I(IN∗) =
1, if I is monotonic, additive, define a probability p : P(IN)→ [0, 1] by p(A) = I(A∗) then
∀ x ∈ B∞(IN),
I(x) =
∫
xdp =
∫∞
0
p({x ≥ t})dt+ ∫ 0−∞(p({x ≥ t})− 1)dt (∗),
where {x ≥ t} = {n ∈ IN/xn ≥ t}.
Conversely, let p be a probability, then the functional defined by (∗) is monotonic and
additive.
Quantity (∗) is called the Choquet integral of x w.r.t.p and written ∫ xdp.
Proof of Theorem 1 :
(only if)
 satisfies A.1-A.4 then according to Proposition 1, ∃!I : B∞(IN)→ IR monotonic functio-
nal such that I(IN∗) = 1 which represents . Let x, y ∈ B∞(IN), then x ∼ I(x).IN∗ holds ,
A.5 gives x+ y ∼ I(x).IN∗ + y, y ∼ I(y).IN∗ thus by A.5 y + I(x).IN∗ ∼ (I(x) + I(y)).IN∗,
hence I(x + y) = I(x) + I(y) i.e. I is additive. I satisfies the hypothesis of Theorem A
and so we conclude.
(if)
immediate. uunionsq
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Proof of Theorem 2 :
(only if) According to Theorem 1, there exists a unique probability p such that for all
x ∈ B∞(IN), x ∼ (
∫
xdp).IN∗. By A.6 ∀n ∈ IN, {0}∗ ∼ {n}∗ hence ∀n ∈ IN, p({0}) = p({n}),
and p|Pf (IN) = 0 so p is pure.
(if) Let pi ∈ Πf (IN), put N = Max{n/pi(n) 6= n} then
xpi = (xpi(0), . . . , xpi(N), xN+1, . . .), hence
∫
xpidp =
∫
(xpi(0), . . . , xpi(N), 0, . . .)dp+
∫
(0, . . . , 0,
xN+1, . . .)dp =
∫
(0, . . . , 0, xN+1, . . .)dp =
∫
xdp. uunionsq
Proof of Proposition 2 :
Let L be B-limit then ∃!p ∈ ba+1 (IN) such that l =
∫
(.)dp, for n ∈ IN, L({n}∗) = 0 hence
p({n}) = 0 and p is pure.
Let p ∈ pa+1 , for x0, . . . , xn ∈ IR,
∫
(x0, . . . , xn, 0, . . .)dp = x0p({0}) + . . . + xnp({n}) = 0,
hence
∫
(.)dp is a B-limit. uunionsq
Proof of Proposition 3 :
Let L be a B-M-limit then according to Theorem A there exists a unique probability p
such that L =
∫
(.)dp. Let A ⊂ IN, we have p(A) = ∫ A∗dp = ∫ (A+ 1)∗dp = p(A+ 1).
For the converse, it suffices to prove that for all x ∈ B∞(IN),
∫
(0, x)dp =
∫
xdp holds. In
this case, for all x ∈ B∞(IN),∫
xtdp =
∫
(0, x1, . . .)dp =
∫
(x0, 0, . . .)dp +
∫
(0, x1, . . .)dp =
∫
xdp , because B-M-limits
are B-limits.
Let x ∈ B∞(IN), if t > 0 then p({(0, x) ≥ t}) = p({x ≥ t}+1) = p({x ≥ t}) by invariance.
If t ≤ 0 then p({(0, x) ≥ t}) = p(({x ≥ t} + 1) ∪ {0}) = p({x ≥ t} + 1) = p({x ≥ t}),
because invariant probabilities are also pure. Now integration gives us the desired result. uunionsq
Proof of Theorem 3 :
(only if) According to Theorem 1, there exists a unique probability p such that for all x ∈
B∞(IN), x ∼ (
∫
xdp).IN∗. Let A ⊂ IN, A.7 gives, p(A).IN∗ ∼ A∗ ∼ (A+ 1)∗ ∼ p(A+ 1).IN∗.
(if) Assume that is representable by a probability p satisfying ∀A ⊂ IN, p(A+1) = p(A).
According to Proposition 3,
∫
(.)dp is a B-M-limit so A.8 follows immediately. uunionsq
Proof of Proposition 4 :
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It remains to prove the (if) part. From Theorem 1, there exists a probability p such that
∀x ∈ B∞(IN), x ∼ (
∫
xdp).IN∗. For A ⊂ IN, A∗ ∼ p(A).IN∗, by stationarity (A + 1)∗ ∼
(0, p(A), p(A), . . .) ∼ p(A).IN∗0. But IN∗ ∼ IN∗0 by insensitivity w.r.t. the first coordinate,
hence p(A+ 1).IN∗ ∼ (A+ 1)∗ ∼ p(A).IN∗. uunionsq
Proof of Corollary 1 :
(if) is immediate.
(only if) According to Theorem 1 there exists a probability p such that x ∼ ∫ xdp for all
x ∈ B∞(IN). Let A ⊂ IN, A∗ ∼ p(A).IN∗ and by stationarity, (A+1)∗ ∼ (0, p(A), p(A), . . .)
∼ p(A).(0, 1, 1, . . .), thus p(A + 1) = p(A)δ, where δ = p(IN0). By A.2 IN∗  ∅∗ thus by
stationarity IN∗0  ∅∗ follows, hence δ > 0. If p({0}) > 0, then δ < 1, and by induction we
obtain p({n}) = p({0})δn for n ≥ 1, hence ∫ xdp = E∆(x) for all x ∈ B∞(IN).
If p({0}) = 0, then δ = 1 so p(A+1) = p(A) for all A ⊂ IN and from Proposition 3, ∫ (.)dp
is a B-M-limit. uunionsq
Proof of Corollary 2 :
(if) is immediate.
(only if) Corollary 2 states that  is represented by a B-M-limit or by a discounted ex-
pectation. Since {0}∗ ≥ ∅∗, {0}∗ 6= ∅∗ strong monotonicity entails {0}∗  ∅∗ = ({0}∗)t,
thus  can not satisfy A.8. uunionsq
Proof of Theorem 4 :
According to Theorem 2, there exists a unique pure probability p such that for all x ∈
B∞(IN), x ∼ (
∫
xdp).IN∗. In particular by A.6 s all sets that are infinite but not cofinite
should have same probability.
Let A ∈ P∞(IN) \ co(IN), then there exists B,C ∈ P∞(IN) \ co(IN) such that A =
B ∪ C,B ∩ C = ∅. Indeed let A = {a0, a1, . . .} ∈ P∞(IN) \ co(IN). Put B = {a0, a2, . . .}
and C = {a1, a3, . . .}. So p(A) = p(B) = p(C) and p(A) = p(B) + p(C), thus p(A) = 0.
As A ∈ P∞(IN) \ co(IN), we also have Ac ∈ P∞(IN) \ co(IN) so p(Ac) = 0, a contradiction.
uunionsq
A proof of Theorem 5 can be found in Chateauneuf (1994) and relies on its functional
version established in Schmeidler (1986).
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Let I be a functional on B∞(IN), I is said to be comonotonic additive if ∀x, y ∈
B∞(IN), x, y comonotonic then I(x+y) = I(x)+I(y), superadditive if ∀x, y ∈ B∞(IN), I(x+
y) ≥ I(x) + I(y).
Theorem B : Let I : B∞(IN)→ IR be a functional such that I(IN∗) = 1, if I is monotonic,
superadditive and comonotonic additive, define a capacity v : P(IN) → [0, 1] by v(A) =
I(A∗) then ∀ x ∈ B∞(IN),
I(x) =
∫
xdv =
∫∞
0
v({x ≥ t})dt+ ∫ 0−∞(v({x ≥ t})− 1)dt (∗∗),
where {x ≥ t} = {n ∈ IN/xn ≥ t}.
Conversely, let v be a convex capacity, then the functional defined by (∗∗) is monotonic,
superadditive and comonotonic additive.
The quantity (∗∗) is called the Choquet integral of x w.r.t.v and written ∫ xdv.
Proof of Theorem 6 :
(only if) According to Theorem 5,  can be represented by a Choquet integral w.r.t. a
convex capacity, and v(IN0) = 1 follows from insensitivity and v(pi(A)) = v(A) for all
A ⊂ IN, pi ∈ Πf (IN) follows from A.6s.
(if) Let x ∈ B∞(IN) and y0 ∈ IR, with out loss of generality we may suppose that y0 > x0.
If t ≤ x0 or t > y0 then {(y0, x1, . . .) ≥ t} = {x ≥ t}. If t ∈]x0, y0] then {(y0, x1, . . .) ≥
t} = {x ≥ t} ∪ {0} and 0 /∈ {x ≥ t}. Set At = {x ≥ t} ∪ {0}, v is convex thus
v(At ∪ IN0) + v(At ∩ IN0) ≥ v(At) + v(IN0), but v(IN0) = 1 hence v(At ∩ IN0) = v(At) that
is v({x ≥ t}) = v({(y0, x1, . . .) ≥ t}). Now integrating gives
∫
(y0, x1, . . .)dv =
∫
xdv, and
 is insensitive w.r.t. the first coordinate.
Let x ∈ B∞(IN) and pi ∈ Πf (IN). For t ∈ IR, pi({xpi ≥ t}) = {x ≥ t} now v(pi(A)) =
v(A) for all A ⊂ IN gives v({xpi ≥ t}) = v({x ≥ t}) and by integration
∫
xpidv =
∫
xdv
follows. uunionsq
Proof of Proposition 5 :
We shall prove (i)⇒ (ii)⇒ (iii)⇒ (iv)⇒ (i).
(i)⇒ (ii)
Consider the permutation which transpose 0 and n, hence v({n}c) = v(IN0) = 1.
(ii)⇒ (iii)
We will proceed by induction.
Let A ∈ co(IN). Denote |Ac| the cardinal of Ac. If |Ac| = 1 then v(A) = 1 by hypothesis.
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Assume that v(A) = 1 for all A such that |Ac| ≤ k. Let A ⊂ IN such that |Ac| = k + 1.
Let b ∈ Ac. We have by convexity v(IN)+v(A) ≥ v(A∪{b})+v({b}c) = 2, thus v(A) = 1.
(iii)⇒ (iv)
Let A,B ⊂ IN such that B ⊂ A and B ∈ Pf (IN).
Convexity gives, v(A∪Bc)+ v(A\B) ≥ v(Bc)+ v(A), and Bc ∈ co(IN), hence v(A\B) ≥
v(A).
(iv)⇒ (i)
v(IN0) = 1 is immediate. Let A ⊂ IN and pi ∈ Πf (IN). We have A\pi(A) ⊂ {n/n 6= pi(n)} ∈
Pf (IN), hence v(A) = v(A ∩ pi(A)). Similarly, pi(A) \ A ⊂ {pi(n)/n 6= pi(n)} = pi({n/n 6=
pi(n)}) ∈ Pf (IN), hence v(pi(A)) = v(A ∩ pi(A)). uunionsq
Proof of Proposition 6 :
Let w be a σ-continuous convex set function such that 0 ≤ w ≤ v where v is pure. Accor-
ding to Proposition 5, for all A ∈ Pf (IN) we have v(IN) ≥ v(A)+v(IN\A) with v(IN\A) = 1,
hence v(A) = 0. In particular ∀n ∈ IN, v({0, . . . , n}) = 0, hence w({0, . . . , n}) = 0, and
σ-continuity gives w(IN) = 0, hence w = 0. uunionsq
Proof of Proposition 7 :
(iii)⇒ (ii)⇒ (i) is immediate.
(i)⇒ (iii).
Let x ∈ c, y ∈ B∞(IN). Without loss of generality we may assume that x, y ≥ 0. Suppose
that x∞ = 0. Let  > 0, there exists N ∈ IN, such that ∀n ≥ N, 0 ≤ xn < . Let
t ≥ 0, then {y ≥ t} ∩ [[N,∞[[⊂ {y + x ≥ t} ∩ [[N,∞[[⊂ {y +  ≥ t} ∩ [[N,∞[[. As v
is pure we obtain, v({y ≥ t}) ≤ v({y + x ≥ t}) ≤ v({y +  ≥ t}), now integrating gives,∫
ydv ≤ ∫ (x+ y)dv ≤ ∫ ydv + .
Suppose that x∞ > 0. Let x∞ >  > 0.
There exists N ∈ IN, such that ∀n ≥ N, x∞ −  < xn < x∞ + , hence yn + x∞ −  <
xn + yn < yn + x∞ + .
Let t ≥ 0, then {y+x∞−  ≥ t}∩ [[N,∞[[⊂ {y+x ≥ t}∩ [[N,∞[[⊂ {y+x∞+  ≥ t}∩
[[N,∞[[. As v is pure we obtain, v({y+x∞− ≥ t}) ≤ v({y+x ≥ t}) ≤ v({y+x∞+ ≥ t}),
now integrating gives, (x∞ − ) +
∫
ydv ≤ ∫ (x+ y)dv ≤ (x∞ + ) + ∫ ydv. uunionsq
Proof of Theorem 7 :
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(only if) The same proof as Theorem 3 applies.
(if) v is a convex invariant capacity hence it is also pure. ∀n ∈ IN, v({n}c) ≥ v({n +
1, . . .}) = 1 and by Proposition 5 v is pure.
We will prove that ∀x ∈ B∞(IN),
∫
(0, x)dv =
∫
xdv.
Let x ∈ B∞(IN), if t > 0 then v({(0, x) ≥ t}) = v({x ≥ t}+1) = v({x ≥ t}) by invariance.
If t ≤ 0 then v({(0, x) ≥ t}) = v(({x ≥ t}+ 1) ∪ {0}) = v({x ≥ t}+ 1) = v({x ≥ t}), by
(purity and) invariance of v. Now integration gives us the desired result. uunionsq
The proof of Theorem 8 is based on a result in Marinacci (1998), ∀x ∈ B∞(IN), lim x =∫
xduco(IN), where uco(IN)(A) = 1 if A ∈ co(IN), 0 otherwise.
Proof of Theorem 8 :
(only if) According to Theorem 6 and Proposition 5 there exists a convex capacity satis-
fying v|co(IN) = 1 such that ∀x ∈ B∞(IN), x ∼ (
∫
xdv).IN∗ ; ∀x, y ∈ B∞(IN), x  y ⇐⇒∫
xdv ≥ ∫ ydv. It remains to prove that v(A) = 0 if A /∈ co(IN). If A ∈ Pf (IN), then
v(A) ≤ v(IN)− v(Ac) = 0. If A is neither finite nor cofinite then there exists two disjoint
sets B,C which are neither finite nor cofinite such that A = B ∪ C. By convexity and
A.6s we get v(A) ≥ v(B) + v(C) = 2v(A), hence v(A) = 0.
(if) A.1-A.4,A.5w are immediate. Let us prove that A.6s is fulfilled. Let A ⊂ IN, pi ∈ Π(IN).
pi(A) and A are of same type that is to say, A and pi(A) are simultaneously finite, co-
finite or infinite not cofinite. Now let x ∈ B∞(IN), w.l.o.g. x ≥ 0, we have lim xpi =∫ +∞
0
uco(IN)({xpi ≥ t})dt =
∫ +∞
0
uco(IN)(pi
−1{x ≥ t})dt = ∫ +∞
0
uco(IN)({x ≥ t})dt = lim x,
where pi−1 is the inverse of pi. uunionsq
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70 CHAPITRE 4. PATIENCE IN SOME NON-ADDITIVE MODELS
Savage’s (1954) model constitutes a main achievement in decision theory under uncertainty. It provides an axioma-
tization of subjective expected utility. A decision maker who fulfills the Savage’s axioms chooses between acts according
to their expected utility. Following this axiomatic method, additive representation can be obtained in different settings
(Anscombe-Aumann (1963), Wakker (1990)). Despite the normative character of subjective expected utility models, em-
pirical refutations arise quickly, for instance Ellsberg’s paradox (1961). Choquet expected utility models can provide a
response. Henceforth a decision maker does not have a subjective probability anymore but a subjective capacity (Choquet
(1953)), a monotonic set function which is not necessarily additive. An integral theory with respect to capacities introduced
by Choquet (1953), rediscovered and developed by Schmeidler (1986,1989) allows a generalization of the expected utility
criterion. The axiomatic of Choquet expected utility models elaborated in an uncertainty framework can also be adapted
in a temporal one. Hence the evaluation of a stream of incomes can be made in a non-additive way and embody variations
between different successives periods (Gilboa (1989), De Waegenaere and Wakker (2001)).
The first chapter deals with the integral representation of comonotonic additive and sequentially continuous from below
or from above functionals. This representation through Choquet’s (1953) integrals is based on sequential continuity, a natu-
ral condition in measure theory, and not on monotonicity as in Schmeidler (1986). Consequently games we consider are not
necessarily monotonic but continuous from below or from above, properties which are equivalent to σ-additivity for additive
games. Finally, we provide some representation theorems for non-monotonic preferences but sequentially continuous from
above or from below.
The second chapter provides an axiomatization of some preferences in a temporal setting, which originates in Gilboa
(1989) and carried on in Shalev (1997) in an Anscombe-Aumann’s (1963) setting. We adopt here De Waegaenere and Wak-
ker’s (2001) method. Our aim is to take into account complementarities between different successive periods. For this we
introduce a variation aversion axiom, that keeps additivity on income streams having the property of sequential comonotony.
The extension to the infinite case is achieved through a behavioral axiom, myopia. Finally we present a generalization to
the non-additive case of the discounted expected utility, axiomatized in Koopmans (1972).
In the third chapter, we establish a Yosida-Hewitt(1952) decomposition theorem for totally monotone games on IN,
where any game is the sum of a σ-continuous game and a pure game. This decomposition is obtained from an integral
representation theorem on the set of belief functions, hence the Choquet (1953) integral of any bounded function, with
respect to a totally monotone game admits an integral representation. Finally to every totally monotone σ-continuous game
is associated a unique Mo¨bius inverse on IN ; hence any Choquet integral of a bounded function on IN with respect to a
totally monotone σ-continuous game obtains as the sum of an absolutely convergent series.
The last chapter, deals with modelization of patience for countable streams of incomes. At first, we consider prefe-
rences that exhibits patience in the additive case. These preferences admit an integral representation with respect to pure
probabilities, which coincide with Banach limits (Banach 1987). Then, we strenghten patience into time invariance. Lastly
we consider naive patience, which leads to an impossibility theorem. Consequently, we give an extension of the preceeding
results in a non-additive framework. We introduce a non-smooth additivity axiom which allows to represent preferences
through a Choquet integral with convex capacity. In this case, patience translates into pure convex capacities. Likewise, time
invariance expresses naturally in term of invariant convex capacities. Finally, naive patience admits for unique representation
the inferior limit functional.
Le mode`le de Savage (1954) est une re´fe´rence dans le domaine de la the´orie de la de´cision dans l’incertain. Il pre´sente
une axiomatisation de l’espe´rance d’utilite´ subjective. Un de´cideur qui satisfait aux axiomes de Savage choisit entre diffe´rents
actes d’apre`s leur e´valuation selon leur utilite´ espe´re´e. En suivant cette me´thode axiomatique, une repre´sentation additive
peut eˆtre obtenue dans diffe´rents cadres (Anscombe-Aumann (1963), Wakker (1990)). En de´pit du caracte`re normatif des
mode`les d’espe´rance d’utilite´ subjective, des re´futations empiriques apparaissent rapidement, parmi elles le paradoxe d’Ells-
berg (1961). Parmi les re´ponses apporte´es au paradoxe d’Ellsberg figurent les mode`les d’espe´rance d’utilite´ a` la Choquet.
De´sormais un de´cideur posse`de non pas une probabilite´ subjective mais une capacite´ (Choquet (1953)) subjective, fonc-
tion d’ensembles monotone qui n’est plus ne´cessairement additive. Une the´orie de l’inte´gration par rapport aux capacite´s
introduite par Choquet(1953), retrouve´e et de´veloppe´e par Schmeidler (1986,1989) permet ainsi de ge´ne´raliser le crite`re
d’espe´rance d’utilite´. L’axiomatique des mode`les d’espe´rance d’utilite´ a` la Choquet de´veloppe´e dans un cadre d’incertitude
peut s’adapter e´galement a` un cadre temporel. Ainsi l’e´valuation d’un flux de revenus peut se faire de manie`re non-additive
et incorporer les variations entre diffe´rentes pe´riodes successives (Gilboa (1989), De Waegenaere et Wakker (2001)).
Le premier chapitre traite de la repre´sentation inte´grale des fonctionnelles comonotones additives et se´quentiellement
continues par en bas et/ou par en haut. Cette repre´sentation a` l’aide de l’inte´grale de Choquet (1953) se base sur la
continuite´ se´quentielle, une condition usuelle en the´orie de la mesure, et non pas sur la proprie´te´ de monotonie traite´e par
Schmeidler (1986). En conse´quence les jeux conside´re´s ici ne sont pas force´ment monotones mais continus par en haut et/ou
par en bas, proprie´te´s e´quivalentes a` la σ-additivite´ dans le cas des jeux additifs. Finalement, nous proposons des the´ore`mes
de repre´sentation des pre´fe´rences non-monotones mais se´quentiellement continues par en haut ou par en bas.
Le deuxie`me chapitre se propose d’axiomatiser certaines pre´fe´rences dans un cadre temporel, me´thode initie´e par Gilboa
(1989) et poursuivie par Shalev (1997) dans un cadre a` la Anscombe-Aumann (1963). L’approche adopte´e ici est similaire
a` celle de De Waegaenere et Wakker (2001). Notre approche a pour but de prendre en compte les comple´mentarite´s entre
diffe´rentes pe´riodes successives. Pour cela nous introduisons un axiome d’aversion aux variations, qui conserve l’additi-
vite´ sur des flux de revenus ayant la proprie´te´ de se´quentielle comonotonie. L’extension au cas infini est re´alise´e a` partir
d’un axiome comportemental : la myopie. Finalement nous pre´sentons une ge´ne´ralisation au cas non-additif du mode`le
d’espe´rance escompte´e, axiomatise´ par Koopmans (1972).
Dans le troisie`me chapitre, on e´tablit un the´ore`me de de´composition a` la Yosida-Hewitt(1952) pour les jeux totalement
monotones sur IN, ou` tout jeu s’e´crit comme somme d’un jeu σ-continu et d’un jeu pur. Cette de´composition s’obtient a`
partir d’un the´ore`me de repre´sentation inte´grale sur l’ensemble des fonctions de croyance, ainsi l’inte´grale de Choquet (1953)
de toute fonction borne´e, par rapport a` un jeu totalement monotone admet une repre´sentation inte´grale. Finalement tout
jeu totalement monotone σ-continu est mis en correspondance biunivoque avec une inverse de Mo¨bius sur IN ; ainsi toute
inte´grale de Choquet d’une fonction borne´e sur IN, par rapport a` un jeu totalement monotone σ-continu s’obtient comme
somme d’une se´rie absolument convergente.
Le dernier chapitre, traite de la mode´lisation de la patience face a` des flux de´nombrables de revenus. Dans un premier
temps, nous exposons les pre´fe´rences patientes dans un cadre additif. Ces pre´fe´rences admettent une repre´sentation inte´grale
a` l’aide de probabilite´s pures, ce qui co¨ıncide en outre avec les limites de Banach (Banach 1987). Ensuite, nous renforc¸ons
la patience en invariance temporelle. Enfin nous conside´rons la patience na¨ıve, ce qui aboutit a` un the´ore`me d’impossibilite´.
Nous de´veloppons de ce fait une extension des re´sultats obtenus pre´ce´demment dans un cadre non-additif. Nous intro-
duisons un axiome d’additivite´ non-lisse qui nous permet de repre´senter les pre´fe´rences avec une inte´grale de Choquet a`
capacite´ convexe. Dans ce cas, la patience se traduit par des capacite´s convexes pures. De meˆme, l’invariance temporelle
s’exprime naturellement en terme de capacite´s convexes invariantes. En fin de compte, la patience na¨ıve admet comme
unique repre´sentation la fonctionnelle limite infe´rieure.
