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RESUMO
ANTIQUEIRA, Perci Ayres. Implementac¸a˜o de Modelos de Redes de Petri em Hardware
de Lo´gica Reconfigura´vel. 125 f. Dissertac¸a˜o – Programa de Po´s-graduac¸ao em Engenharia
Ele´trica e Informa´tica Industrial, Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2011.
Neste trabalho de pesquisa, foi realizado um estudo dos principais tipos de ferramentas para
modelagem de hardware buscando-se verificar as vantagens da utilizac¸a˜o de Redes de Petri
para a modelagem de sistemas dinaˆmicos e concorrentes e de sua implementac¸a˜o em hard-
ware. Observou-se que, apesar de existirem ferramentas para esta finalidade, existem pontos
que podem ser trabalhados para facilitar o acesso a esta tecnologia. Assim, foi desenvolvido
um me´todo para facilitar a implementac¸a˜o de sistemas modelados em Redes de Petri, em hard-
ware de lo´gica reconfigura´vel. Para isto, utilizou-se um software de captura no qual, a partir
do gra´fico do modelo em Rede de Petri, e´ gerado um arquivo de descric¸a˜o no formato PNML
(Petri Net Markup Language). A partir desta descric¸a˜o, e´ gerado um arquivo de descric¸a˜o de
hardware no formato VHDL (VHSIC Hardware Description Language), que pode ser gravado
em um circuito de lo´gica reconfigura´vel. Para possibilitar esta etapa, foi realizado o desenvol-
vimento de uma ferramenta que gera um arquivo em linguagem VHDL a partir da descric¸a˜o no
formato PNML. A ferramenta desenvolvida e´ descrita em detalhes, mostrando todas as etapas e
crite´rios utilizados na conversa˜o. Para validar o me´todo, e´ mostrado um exemplo de aplicac¸a˜o
com a implementac¸a˜o em FPGA (Field Programmable Gate Arrow), de uma Rede de Petri mo-
delando uma planta industrial hipote´tica. Finalmente e´ feita uma comparac¸a˜o de desempenho
entre o modelo executado em hardware e o modelo executado em software.
Palavras-chave: Redes de Petri, VHDL, Lo´gica Reconfigura´vel, FPGA.

ABSTRACT
ANTIQUEIRA, Perci Ayres. Implementation of Petri Nets Models in Reconfigurable Logic
Hardware. 125 f. Dissertac¸a˜o – Programa de Po´s-graduac¸ao em Engenharia Ele´trica e In-
forma´tica Industrial, Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2011.
In this research work, a study of main types of hardware modeling tools was performed sear-
ching to verify the advantages of utilizing for modeling dynamic and concurrent systems and for
its hardware implementation. It was observed that even though there are tools for this purpose,
exists some points that may be worked out to facilitate access to this technology. So, was deve-
loped a method for facilitate implementation of systems modeled in Petri nets, in reconfigurable
logic hardware. For that, was utilized a capture software where, from the graphic of the Petri
net model, is generated a description in PNML (Petri Net Markup Language) format. From this
description, is generated a hardware description file in VHDL (VHSIC Hardware Description
Language) format, that may be loaded in a reconfigurable logic circuit. To make possible this
stage, was performed the development of tool that generate a file in VHDL language from the
description in PNML format. The developed tool is described in details, showing all stages and
criteria utilized in the conversion. To validate the method, is showed an application example
for this toll with the implementation in FPGA (Field Programmable Gate Arrow), of a Petri net
modeling a hypothetic industrial plant. Finally, a performance comparison is made between the
model executed in hardware and the model executed in software.
Keywords: Petri Nets, VHDL, Reconfigurable Logic, FPGA.
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1 INTRODUC¸A˜O
Este capı´tulo apresenta as motivac¸o˜es, objetivos, estruturac¸a˜o e me´todo do trabalho de pes-
quisa.
1.1 MOTIVAC¸O˜ES
Nesta sec¸a˜o sa˜o descritas as motivac¸o˜es para este trabalho e as vantagens da implementac¸a˜o
de modelos de sistemas em hardware de lo´gica reconfigura´vel.
A utilizac¸a˜o de sistemas de controle utilizando processos reativos e concorrentes e´ cada vez
mais intensa na a´rea industrial. Isto exige um me´todo eficaz para a modelagem de tais processos,
auxiliando no projeto, simulac¸a˜o, execuc¸a˜o e otimizac¸a˜o dos mesmos. Uma importante ferra-
menta para modelagem deste tipo de sistemas e´ a Rede de Petri, que permite a representac¸a˜o
gra´fica de sistemas reativos com processos paralelos e a simulac¸a˜o dinaˆmica dos processos mo-
delados. Os modelos gerados podem ser simulados por meio de um software apropriado ou
implementados em hardware (SILVA et al., 2007).
A implementac¸a˜o dos modelos em Redes de Petri em software apresenta contudo, uma
certa limitac¸a˜o, quando se necessita representar va´rios processos ocorrendo com paralelismo
real, sendo necessa´ria a utilizac¸a˜o de treads para simular este paralelismo. Esta limitac¸a˜o na˜o
ocorre quando o modelo e´ executado em hardware, onde cada processo e´ simulado de forma
independente em uma parte do circuito e com paralelismo real. Neste contexto, a utilizac¸a˜o
de hardware de lo´gica reconfigura´vel como FPGAs, proporciona vantagens em relac¸a˜o a sua
implementac¸a˜o em software, tais como:
• Uma vez que os processos podem operar de forma paralela, os modelos apresentam um
comportamento mais pro´ximo daquele dos sistemas reais.
• Menor tempo de lateˆncia, uma vez que os ca´lculos e deciso˜es lo´gicas sa˜o executados
diretamente pelo hardware utilizando lo´gica combinacional.
• Obtenc¸a˜o de alto desempenho com frequeˆncias de clock relativamente baixas.
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• Circuitos compactos e de baixo consumo, adequados para sistemas embarcados.
Para realizar a implementac¸a˜o em hardware, existem atualmente algumas ferramentas para
conversa˜o do modelo gra´fico da Rede de Petri para a linguagem de descric¸a˜o de hardware ou
HDL (Hardware Description Language). Neste ponto, pore´m, observa-se que existe ainda um
trabalho a ser feito no sentido de facilitar o acesso a estas ferramentas, proporcionando um
melhor entendimento dos me´todos de conversa˜o e dos co´digos fontes, possibilitando futuras
modificac¸o˜es e adaptac¸o˜es.
Assim, visando facilitar o processo de implementac¸a˜o fı´sica de modelos em Redes de Petri,
bem como realizar um estudo do processo de conversa˜o, possibilitando sua modificac¸a˜o ou
adaptac¸a˜o, foi desenvolvida uma versa˜o de ferramenta capaz de converter sistemas modelados
em Rede de Petri para VHDL, permitindo assim a sua implementac¸a˜o em hardware de lo´gica
reconfigura´vel como FPGAs.
1.2 OBJETIVOS
Esta sec¸a˜o descreve os objetivos gerais e especı´ficos deste trabalho.
1.2.1 OBJETIVO GERAL
O objetivo deste trabalho de pesquisa e´ desenvolver um me´todo para implementar modelos
de sistemas em Redes de Petri, em hardware de lo´gica reconfigura´vel, comprovar sua cor-
reta operac¸a˜o tanto em simulac¸a˜o quanto na implementac¸a˜o fı´sica e avaliar as vantagens desta
implementac¸a˜o quando comparada a` implementac¸a˜o em software.
1.2.2 OBJETIVOS ESPECI´FICOS
Os objetivos especı´ficos deste trabalho sa˜o descritos a seguir:
• Desenvolver um me´todo para implementar modelos em Rede de Petri em hardware de
lo´gica reconfigura´vel.
• Desenvolver uma ferramenta que permita a conversa˜o do modelo gra´fico para VHDL.
• Realizar um teste da ferramenta gerada, aplicada a um modelo de planta industrial hi-
pote´tica.
• Realizar a simulac¸a˜o do hardware antes de sua implementac¸a˜o.
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• Implementar o modelo em um hardware de lo´gica reconfigura´vel (FPGA), verificando
sua correta operac¸a˜o.
• Realizar um comparac¸a˜o de desenpenho entre o modelo em hardware um modelo equi-
valente em software.
1.3 ESTRUTURA DA DISSERTAC¸A˜O
Esta dissertac¸a˜o esta´ organizada em seis capı´tulos. O capı´tulo 1 apresenta uma introduc¸a˜o
sobre motivac¸o˜es, objetivos, estruturac¸a˜o e me´todo do trabalho de pesquisa. O capı´tulo 2 trata
das FPGAs e das ferramentas de especificac¸a˜o de hardware, destacando-se as Redes de Petri
e sua implementac¸a˜o em hardware de Lo´gica Reconfigura´vel, permitindo concluir sobre as di-
ficuldades e possı´veis contribuic¸o˜es para facilitar a utilizac¸a˜o desta tecnologia. O capı´tulo 3
descreve em detalhes o desenvolvimento do me´todo proposto. O capı´tulo 4 relata os experi-
mentos relativos a` utilizac¸a˜o da ferramenta desenvolvida para obtenc¸a˜o do co´digo VHDL e os
resultados obtidos. O capı´tulo 5 relata os experimentos relativos a` implementac¸a˜o em hard-
ware do co´digo gerado comparando tambe´m seu desempenho com um modelo em software .
E, finalmente, o capı´tulo 6 apresenta a discussa˜o dos resultados, as concluso˜es do trabalho e as
propostas de trabalhos futuros.
1.4 ME´TODO DE TRABALHO
A me´todo seguido durante desenvolvimento desta dissertac¸a˜o, constitui-se das seguintes
etapas:
• Etapa 1: Realizar a revisa˜o bibliogra´fica sobre ferramentas de especificac¸a˜o de hardware.
• Etapa 2: Identificar as vantagens da utilizac¸a˜o de Redes de Petri para a modelagem de
sistemas reativos e concorrentes.
• Etapa 3: Realizar a revisa˜o bibliogra´fica sobre Redes de Petri e de meios utilizados para
a implementac¸a˜o de modelos em hardware.
• Etapa 4: Identificar as dificuldades de acesso a` tecnologia de implementac¸a˜o de modelos
em Redes de Petri em hardware.
• Etapa 5: Desenvolver um me´todo e uma ferramenta para facilitar a implementac¸a˜o de
modelos de sistemas em hardware de lo´gica reconfigura´vel.
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• Etapa 6: Realizar ensaios de validac¸a˜o do me´todo e da ferramenta desenvolvida.
• Etapa 7: Comparar o desempenho do modelo em hardware com um modelo em software.
• Etapa 8: Elaborar a dissertac¸a˜o de mestrado.
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2 FUNDAMENTAC¸A˜O TEO´RICA
Este capı´tulo trata das FPGAs e das ferramentas de especificac¸a˜o de hardware, destacando-
se as Redes de Petri e sua implementac¸a˜o em hardware de Lo´gica Reconfigura´vel, permitindo
concluir sobre as dificuldades e possı´veis contribuic¸o˜es para facilitar a utilizac¸a˜o desta tecnolo-
gia.
2.1 DISPOSITIVOS LO´GICOS PROGRAMA´VEIS
Os dispositivos lo´gicos programa´veis evoluı´ram a partir de circuitos utilizando memo´rias
ROM (Read Only Memory) ate´ o estado da arte representado atualmente pelas FPGAs.
Os primeiros dispositivos lo´gicos programa´veis utilizavam as memo´rias PROM (Program-
mable Read Only Memory) e foram uma alternativa ao uso de memo´rias ROM que exigiam
a criac¸a˜o de ma´scaras de gravac¸a˜o durante a fabricac¸a˜o. Para implementar lo´gica utilizando
PROMs, os terminais de enderec¸amento sa˜o usados com entradas e os terminais de dados como
saı´das, compondo assim va´rias tabelas verdade. Os principais problemas de se utilizar PROMs
sa˜o a limitac¸a˜o do nu´mero de entradas e sua lentida˜o, com tempos de acesso em torno de 40ns.
A PLA (Programmable Logic Array) foi uma soluc¸a˜o para as limitac¸o˜es de velocidade e de
nu´mero de entradas da PROM. A PLA consiste de um grande nu´mero de entradas conectadas a
um plano que permite diferentes conexo˜es de lo´gica AND. As saı´das do plano de lo´gica AND
sa˜o ligadas a um plano de lo´gica OR, possibilitando realizar a descric¸a˜o lo´gica pela soma de
produtos. Tanto nas entradas como nas saı´das sa˜o disponibilizados inversores para obtenc¸a˜o do
NOT lo´gico, possibilitando o mapeamento de todas as lo´gicas possı´veis como na PROM, mas
com muito mais entradas e respostas muito mais ra´pidas (ZEIDMAN, 2002).
A PAL (Programmable Array Logic) e´ uma variac¸a˜o da PLA, na qual o plano de lo´gica
OR tem um tamanho reduzido baseando-se na lei de DeMorgan que estabelece que A OR B
= NOT(NOT A AND NOT B). Isto significa que se pode criar toda lo´gica necessa´ria quando
se dispo˜e de inversores na entrada e na saı´da, com um amplo plano AND ou um amplo plano
OR, mas na˜o necessariamente com ambos. A reduc¸a˜o do plano OR possibilitou a inclusa˜o de
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outros elementos ba´sicos como multiplexadores, OU-exclusivos e latches, que facilitaram sua
utilizac¸a˜o em ma´quinas de estado. Isto, aliado a uma alta velocidade, possibilitou que estes
dispositivos substituı´ssem a maioria dos circuitos lo´gicos em muitos projetos e a criac¸a˜o de
controladores de alta velocidade em lo´gica programa´vel. O aumento da complexidade incen-
tivou o nascimento de linguagens de descric¸a˜o de hardware como ABEL, CUPL e PALASM,
precursoras do Verilog e do VHDL (ZEIDMAN, 2002).
O ASIC (Application-Specific Integrated Circuits) e a MPGA (Mask-Programmable Gate
Array) na˜o e´ um dispositivo programa´vel mas e´ precursor no desenvolvimento que levou a`s
FPGAs. Estes dispositivos sa˜o formados por uma estrutura de milho˜es de transistores que sa˜o
conectados pela aplicac¸a˜o de ma´scaras durante o processo de fabricac¸a˜o, de acordo com o
circuito que se deseja obter. Devido a` proximidade dos componentes que sa˜o agrupados em
ce´lulas, obteˆm-se dispositivos de alta densidade e alta velocidade trabalhando com frequeˆncias
de centenas de megahertz. Estes dispositivos pore´m apresentam um maior custo e tempo de
projeto, sendo mais adequados para produc¸a˜o em larga escala (ZEIDMAN, 2002).
O CPLD (Complex Programmable Logic Devices) e a FPGA foram criados para suprir o
gap existente entre os dispositivos PAL e os dispositivos ASIC, permitindo o desenvolvimento
de circuitos mais densos e mais ra´pidos, sem a necessidade de programac¸a˜o por ma´scaras du-
rante a fabricac¸a˜o. Os CPLDs teˆm velocidade semelhante a`s PALs, mas com circuitos mais
complexos. A FPGA apresenta a complexidade das MPGAs, pore´m sa˜o programa´veis (ZEID-
MAN, 2002).
2.2 FIELD PROGRAMMABLE GATE ARROW - FPGA
As FPGAs, introduzidas em 1985, a princı´pio para atuar como soluc¸a˜o mais densa (maior
nu´mero de portas lo´gicas por a´rea) para lo´gica associada em sistemas, tornou-se uma alterna-
tiva para implementac¸a˜o de sistemas digitais, sendo hoje utilizada como dispositivo principal,
e muitas vezes u´nico, de alguns sistemas. As FPGAs apresentam vantagens em relac¸a˜o aos
microprocessadores e DSPs, principalmente no que diz respeito a` velocidade de execuc¸a˜o de
operac¸o˜es lo´gicas e aritme´ticas. Isto ocorre em func¸a˜o da possibilidade de configurac¸a˜o do
hardware especificamente para uma determinada func¸a˜o, utilizando a quantidade exata de bits
necessa´rios e processos paralelos os quais se conectam muitas vezes de forma combinacional.
Por outro lado, as FPGAs apresentam, como desvantagem, menor flexibilidade quando compa-
radas ao microprocessador e ao DSP (Digital Signal Processor).
As FPGAs tambe´m apresentam vantagens em relac¸a˜o aos circuitos do tipo ASIC e MPGA,
como menor tempo para mercado, sem custo de engenharia recorrente para a fabricac¸a˜o e pro-
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Figura 1: Comparac¸a˜o Desempenho X Flexibilidade da FPGA.
Fonte: Adaptado de Andrade (2006, p. 20).
gramabilidade, permitindo atualizac¸a˜o ou modificac¸o˜es atrave´s de programac¸a˜o no sistema ja´
implantado. Atrave´s da reconfigurac¸a˜o do dispositivo pode-se corrigir erros de projeto e no-
vas func¸o˜es podem ser adicionadas ou o circuito pode ser redirecionado para outra aplicac¸a˜o.
Como desvantagens, quando comparadas com ASICs e MPGAs, as FPGAs custam mais por
chip para realizar certa func¸a˜o, assim na˜o sa˜o adequadas para volume de produc¸a˜o extrema-
mente alto, e apesar de apresentarem alto desempenho, sua velocidade e´ ligeiramente inferior.
Assim, pode-se dizer que a FPGA se enquadra como soluc¸a˜o em situac¸o˜es onde se necessita de
alto desempenho e paralelismo, juntamente com a possibilidade de reconfigurac¸a˜o, estando em
uma posic¸a˜o intermedia´ria entre os microprocessadores e os ASICs, como pode ser observado
na figura 1 (ANDRADE, 2006).
AS FPGAs sa˜o compostas por treˆs tipos de elementos: Blocos lo´gicos, Roteamento e Blo-
cos de I/O. Assim, uma FPGA consiste em uma matriz de milhares de Blocos Lo´gicos recon-
figura´veis que podem ser ligados com outros Blocos Lo´gicos ou com Blocos de I/O por meio
das entidades de roteamento. Devido a` arquitetura de granularidade fina, as operac¸o˜es lo´gicas
podem ser realizadas utilizando-se apenas a quantidade de bits necessa´ria para uma determi-
nada aplicac¸a˜o. Assim, uma aplicac¸a˜o que exija um somador de 6 bits na˜o tera´ que utilizar, por
exemplo, um somador de 32 bits. A figura 2 mostra um diagrama simplificado da arquitetura
de uma FPGA (GOKHALE; GRAHAM, 2005).
2.2.1 BLOCOS LO´GICOS
Conforme descrito em Gokhale e Graham (2005), os blocos lo´gicos sa˜o geralmente for-
mados por uma lo´gica combinacional programa´vel, por um flip-flop e por uma lo´gica de carry
como mostrado na figura 3. Como pode-se observar, existe tambe´m a possibilidade de selec¸a˜o
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Figura 2: Arquitetura de uma FPGA gene´rica.
Fonte: Adaptado de Gokhale e Graham (2005, p. 13).
configura´vel entre a saı´da diretamente da parte combinacional ou atrave´s do flip-flop.
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Figura 3: Um bloco lo´gico reconfigura´vel.
Fonte: Adaptado de Gokhale e Graham (2005, p. 14).
Os blocos lo´gicos configura´veis das FPGAs comerciais apresentam uma grande flexibili-
dade. Os flip-flop’s, por exemplo, podem ser configurados com set e reset sı´ncrono ou assı´ncrono
e podem ser sensı´veis a` borda de subida ou de descida. A lo´gica de carry pode ser aumentada
para facilitar multiplicac¸a˜o ou ser composta por somadores completos. A parte de lo´gica com-
binacional e´ normalmente formada por uma LUT (Look Up Table). A func¸a˜o lo´gica obtida
depende dos valores da tabela verdade que sa˜o carregados na memo´ria. Por exemplo, na fi-
gura 4 vemos uma LUT configurada para a func¸a˜o AND das treˆs entradas A, B e C ou seja a
saı´da so´ tera´ o valor 1 quando todas as entradas tiverem o valor 1 (GOKHALE; GRAHAM,
2005).
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Figura 4: Uma LUT configurada para a func¸a˜o E.
Fonte: Adaptado de Gokhale e Graham (2005, p. 15).
Para obter um melhor aproveitamento de a´rea, as FPGAs utilizam LUTs com 4 entradas
permitindo que muitas func¸o˜es lo´gicas sejam executadas em uma u´nica LUT, diminuindo os
atrasos devido a roteamento. Por sua vez, sa˜o utilizados clusters de blocos lo´gicos, possibili-
tando a implementac¸a˜o de func¸o˜es mais complexas com ligac¸o˜es curtas. Na figura 5 e´ mostrado
um cluster com 2 blocos lo´gicos. A tabela 1 mostra algumas configurac¸o˜es disponı´veis comer-
cialmente.
2.2.2 ROTEAMENTO
Roteamento e´ o processo de interligac¸a˜o dos va´rios elementos de uma FPGA, que e´ feito
atrave´s de treˆs subtipos do elemento ba´sico: o multiplexador, o transistor e o buffer tri-state.
Internamente aos clusters de blocos lo´gicos, ja´ existe um roteamento que tem a func¸a˜o de in-
terligar as LUTs com as entradas e saı´das ou com outras LUTs, passando ou na˜o atrave´s de
flip-flop’s, de acordo com a func¸a˜o lo´gica desejada. Pore´m, e´ a ligac¸a˜o entre os diversos clus-
ters que caracteriza o tipo de roteamento global da FPGA, o qual e´ usualmente dos tipos ilha,
linha longa ou celular.
No roteamento tipo ilha os clusters sa˜o conectados a blocos de conexa˜o atrave´s de li-
nhas horizontais e verticais, compondo, assim, uma matriz de conexa˜o. Neste caso os clusters
lo´gicos sa˜o interligados por segmentos de conexa˜o como pode ser visto na figura 6 (GOKHALE;
GRAHAM, 2005).
No roteamento tipo linha longa a interligac¸a˜o dos clusters lo´gicos e´ feita por canais hori-
zontais e verticais com comprimento igual ao comprimento do chip. Alguns canais adicionais
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Tabela 1: Algumas FPGAs comerciais
Empresa Familia Ano Tecnologia Blocos Lo´gicos
Altera Cyclone 2002 130 nm 2.910 a 20.060
Stratix 2002 130 nm 10.570 a 79.040
Stratix GX 2003 130 nm 10.570 a 41.250
Cyclone II 2004 90 nm 4.608 a 68.416
Stratix II 2004 90 nm 15.600 a 179.400
Stratix II GX 2005 90 nm 33.88 a 132.540
Stratix III 2006 65 nm 47.500 a 337.500
Arria GX 2007 90 nm 21.580 a 90.220
Cyclone III 2007 65 nm 5.136 a 198.464
Stratix IV 2008 40 nm 72.600 a 531.200
Arria II GX 2009 40 nm 42.959 a 244.188
Cyclone IV 2009 60 nm 6.272 a 149.760
Arria II GZ 2010 40 nm 224.000 a 348.500
Stratix V 2010 28 nm 236.000 a 695.000
Arria V 2011 28 nm 75.000 a 503.500
Cyclone V 2011 28 nm 25.000 a 300.000
Xilinks Virtex-4 2004 90 nm 13.824 a 200.448
Virtex-5 2006 65 nm 30.720 a 331.776
Spartan-6 2009 45 nm 3.840 a 147.443
Virtex-6 2009 40 nm 74.496 a 566.784
Artix-7 2010 28 nm 8.000 a 360.000
Kintex-7 2010 28 nm 65.600 a 477.760
Virtex-7 2010 28 nm 284.000 a 1.954.560
Fonte: Autoria pro´pria
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Figura 5: Cluster com 2 blocos lo´gicos.
Fonte: Adaptado de Gokhale e Graham (2005, p. 18).
sa˜o fornecidos para interligar clusters pro´ximos de forma direta. A figura 7 mostra este tipo de
roteamento.
No roteamento tipo celular a maioria das ligac¸o˜es entre os clusters lo´gicos e´ realizada de
forma local. Para isto, os blocos lo´gicos trabalham em uma granularidade fina e utilizam parte
de sua estrutura para a func¸a˜o de roteamento. A figura 8 mostra este tipo de ligac¸a˜o.
2.2.3 BLOCOS DE I/O
Os blocos de I/O fazem a ligac¸a˜o do circuito interno com o pino da FPGA, possibilitando
configura´-lo como entrada, saı´da ou em aberto. Para isto, utilizam buffers tri-state para a saı´da e
buffer simples para a entrada. Possui ainda flip-flops que permitem a ac¸a˜o de registro dos sinais.
A figura 9 mostra a arquitetura ba´sica deste tipo de bloco (GOKHALE; GRAHAM, 2005).
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Fonte: Adaptado de Gokhale e Graham (2005, p. 18).
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Figura 7: Roteamento tipo linha longa.
Fonte: Adaptado de Gokhale e Graham (2005, p. 19).
Dois artigos descrevendo as vantagens de FPGAs com arquitetura 3D e com arquitetura
amo´rfica podem ser vistos em (LIN et al., 2006) e (LIN, 2008).
2.3 FERRAMENTAS DE ESPECIFICAC¸A˜O DE HARDWARE
O desenvolvimento de sistemas de software e hardware contempla as etapas de Levan-
tamento de Requisitos, Ana´lise/Modelagem, Desenvolvimento/Programac¸a˜o e Testes. Nesta
sec¸a˜o sa˜o descritas ferramentas textuais utilizadas nas etapas de Desenvolvimento e de Teste e
ferramentas gra´ficas utilizadas nas etapas de Ana´lise e Modelagem dos projetos de hardware.
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Figura 9: Arquitetura de um bloco de I/O.
Fonte: Adaptado de Gokhale e Graham (2005, p. 22).
2.3.1 LINGUAGENS TEXTUAIS DE ESPECIFICAC¸A˜O DE HARDWARE
As linguagens textuais de especificac¸a˜o de hardware podem ser agrupadas em duas cate-
gorias: Aquelas que descrevem diretamente os dispositivos e processos de hardware, chamadas
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de HDLs (Hardware Description Languages) tais como Verilog e VHDL e aquelas baseadas
nas linguagens de programac¸a˜o, tais como V++, SpecC, JavaTime, SystemC++ que descrevem
comportamentos em um nı´vel maior de abstrac¸a˜o, podendo, em um passo posterior, produzir um
texto em HDL correspondente ao co´digo digitado. Nesta sec¸a˜o mostra-se uma visa˜o geral das
principais linguagens utilizadas para especificac¸a˜o de hardware (BUNKER; GOPALAKRISH-
NAN; MCKEE, 2004).
2.3.1.1 Verilog
A linguagem Verilog (IEEE, 2006) surgiu em 1984 e em 1995 tornou-se um padra˜o IEEE-
1364-1995, sendo posteriormente atualizada em 2001 pelo padra˜o IEEE1364-2001 e em 2005
pelo padra˜o IEEE1364-2005. Verilog permite o projeto de hardware digital, analo´gico ou
hı´brido, em va´rios nı´veis de abstrac¸a˜o, como comportamental, RTL (Register Transfer Le-
vel) ou lo´gico. Sua sintaxe e´ similar a linguagens como C e PASCAL, utilizando mecanismos
de controle de fluxo como if e while e com os mesmos operadores, com excec¸a˜o daqueles para
incremento e decremento (++ e - -), que na˜o esta˜o disponı´veis em Verilog. O tipo de dados wire
conecta dois pontos do circuito e o tipo reg e´ utilizado para armazenar um valor (SOARES,
2005).
Neste aˆmbito, a descric¸a˜o do hardware e´ feita em blocos chamados Modules que possuem
um nome, uma lista de portas de entrada e saı´da e um processo delimitado pelas palavras be-
gin/end ao inve´s de chaves. Os blocos podem ser do tipo initial bloc que executam apenas uma
vez ou um always block que esta˜o sempre em execuc¸a˜o e possuem uma lista de sensibilidade,
na qual aparecem sinais ou varia´veis que ao serem alterados, determinam que o processo seja
executado. Dentro de um bloco, o processo ocorre de forma sequencial, sendo que va´rios blocos
podem ser criados trabalhando de forma paralela, aumentando a velocidade do processamento.
Para reutilizac¸a˜o de co´digo, sa˜o utilizadas tasks e functions, sendo que as primeiras permitem
atraso e as u´ltimas na˜o, conforme descrito em Soares (2005).
A figura 10 mostra um exemplo do diagrama esquema´tico de um flip-flop D com os pinos
de entrada D e CLK e os pinos de saı´da Q e Q’. Na mesma figura aprece o co´digo em Verilog
correspondente. O sinal de clock (CLK) e´ colocado na lista de sensibilidade e quando ocorre
uma borda de subida, o processo e´ executado fazendo com que a saı´da (Q) receba o valor da
entrada (D) e com que a saı´da (Q’) receba o complemento deste valor.
Um exemplo de aplicac¸a˜o da linguagem Verilog utilizada para descric¸a˜o de hardware sin-
tetiza´vel pode ser encontrado em (GILLENWATER et al., 2008).
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module d_ff (d, clk, q, q_bar);
    input d, clk;
    output q, q_bar;
    always@(posedge clk);
    begin
            q <= d;
            q_bar <= !d;
    end;
end module;
Figura 10: Diagrama do Flip-Flop D e co´digo em Verilog.
Fonte: Autoria pro´pria
2.3.1.2 VHDL
VHDL (VHSIC Hardware Description Language) (IEEE, 2009b), onde VHSIC e´ a sigla
para Very High Speed Integrated Circuits, foi criada no Departamento de Defesa dos Estados
Unidos em meados de 1980. Foi padronizada pelo IEEE1076-1987 teve uma versa˜o mais mo-
derna lanc¸ada em 1993, sendo atualizada em 2000 e 2002 e em 2008 de acordo com o padra˜o
IEEE1076-2008 (SOARES, 2005).
A linguagem VHDL e´ baseada em Fluxo de Dados e permite a descric¸a˜o de sistemas con-
tendo processos paralelos, sendo fortemente baseada na linguagem ADA de programac¸a˜o, tanto
no conceito como na sintaxe, sendo como ADA, fortemente tipado e na˜o case sensitive e tendo
estruturas para manusear o paralelismo inerente aos projetos de hardware. Contudo, estas es-
truturas (process) diferem das estruturas concorrentes de ADA (tasks). Ha´ tambe´m aspectos
em VHDL que na˜o sa˜o encontrados em ADA, tal como o conjunto estendido de operadores
Booleanos, incluindo nand e nor para representar diretamente operac¸o˜es comuns em hardware
e tambe´m possibilidade de indexar matrizes (de forma ascendente ou descendente), pois ambas
as convenc¸o˜es sa˜o utilizadas em hardware.
Um projeto em VHDL e´ constituı´do de uma Entity que descreve as portas de entrada e
saı´da de um componente e uma Architecture que descreve seu comportamento. As portas ou
ligac¸o˜es entre componentes sa˜o disponı´veis como Sinais, que podem ser utilizados como ope-
rando de atribuic¸a˜o na codificac¸a˜o da Architecture. Os comandos dentro de uma Architecture
sa˜o executados concorrentemente. Quando se deseja que alguns comandos sejam executados
sequencialmente, deve-se codifica´-los dentro de estruturas Process, as quais ficam dentro de
uma Architecture e possuem uma lista de sensibilidade para sua execuc¸a˜o. A figura 11 mostra
o texto em VHDL correspondente a um Flip-Flop tipo D.
Uma vantagem de se utilizar a linguagem VHDL e´ que ela permite que o comportamento
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library ieee;
use ieee.std_logic_1164.all;
-------------------------------------------------
entity dff is
port(D, clock: in std_logic;
        Q, Q_bar: out std_logic);
end dff;
-------------------------------------------------
architecture behv of dff is
begin
    process(data_in,clock)
    begin
        if(clock'event and clock='1')then
            Q <= D;
            Q_bar <= not D;
        end if;
    end process;
end behv;
Figura 11: Diagrama do Flip-Flop D e co´digo em VHDL.
Fonte: Autoria pro´pria
do sistema desenvolvido seja descrito (modelado) e verificado (simulado) antes das ferramentas
de sı´ntese traduzirem o projeto para hardware real. (SOARES, 2005).
2.3.1.3 Objective VHDL
Objective VHDL (OVHDL) eleva o nı´vel de abstrac¸a˜o no qual as atividades de desenvolvi-
mento ocorrem. Esta versa˜o orientada a objetos do VHDL permite a criac¸a˜o de classes, objetos,
me´todos, heranc¸a, encapsulamento, abstrac¸a˜o, polimorfismo e implementa mecanismos para
lidar com estados, transic¸a˜o de estados, tempo de vida e comunicac¸a˜o entre objetos e arbitra-
gem de requisic¸a˜o. O Objective VHDL suporta concorreˆncia, utilizando expresso˜es de guarda
e polı´ticas de escalonamento, que podem ser por prioridade esta´tica, round robin e round robin
melhorado.Ainda, pode-se criar uma polı´tica de escalonamento pro´pria (RADETZKI, 2000).
2.3.1.4 SystemVerilog
A Linguagem SystemVerilog (IEEE, 2009a) e´ uma extensa˜o da linguagem Verilog, que
surgiu em 2002 e tornou-se um padra˜o IEEE1800-2005, sendo posteriormente atualizada em
2009 pelo padra˜o IEEE1800-2009. Esta linguagem fornece uma convergeˆncia entre as tarefas
de projeto e verificac¸a˜o e foi adotada pela empresa ACCELLERA e difere de Verilog pela
definic¸a˜o e verificac¸a˜o de blocos em alto nı´vel de abstrac¸a˜o com escrita de assertivas e criac¸a˜o de
bancos de testes. Ale´m disto, proporciona caracterı´sticas de linguagens de programac¸a˜o como
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classes orientadas a objetos, passagem de varia´veis por refereˆncia, tipos de dados abstratos e
definidos pelo usua´rio, sema´foros, caixas de correio e eventos para comunicac¸a˜o entre processos
(SUTHERLAND, 2002).
2.3.1.5 V++
V++ e´ uma linguagem de descric¸a˜o de hardware sı´ncrona, baseada em classes, me´todos e
elementos de dados como C++, tendo suas declarac¸o˜es uma sintaxe semelhante ao Verilog. Os
objetos criados se comunicam atrave´s de canais de mensagens. Apesar de ser uma linguagem
supostamente orientada a objetos, na˜o proveˆ Heranc¸a nem Polimorfismo. A semaˆntica de hard-
ware e´ um mapeamento computacional formal, onde cada objeto corresponde a uma de ma´quina
de estado finita ou FSM (Finite State Machine), funcionando em paralelo e se comunicando
de forma concorrente atrave´s de mensagens em um modelo orientado a objeto (RADETZKI,
2000).
2.3.1.6 SpecC
A linguagem SpecC foi criada para o desevolvimento de sistemas, incluindo hardware e
software. SpecC e´ baseada no ANSI-C e apresenta um conjunto de ferramentas adicionais
para modelagem de hardware tais como hierarquia estrutural, concorreˆncia, sincronizac¸a˜o, tra-
tamento de excec¸o˜es e temporizac¸a˜o. Um programa em SpecC consiste de um conjunto de
behaviors (comportamentos), channels (canais) e interfaces (interfaces) com ports (portas). Os
behaviors sa˜o blocos contendo computac¸a˜o ativa, enquanto channels e interfaces sa˜o blocos
passivos encapsulando comunicac¸a˜o. A especificac¸a˜o segue o estilo de diagramas de blocos,
formando uma rede hiera´rquica de canais interligados e conectados a portas (PADERBORN;
MUELLER, 2002).
2.3.1.7 JavaTime
JavaTime e´ um conjunto de ferramentas que transformam JAVA em um modelo computaci-
onal chamado Abstractabel Synchronous Reactive (ASR) model, adequado para especificac¸a˜o
e sı´ntese de sistemas reativos embarcados. Uma polı´tica de uso que proı´be, por exemplo, a
instanciac¸a˜o dinaˆmica de objetos deve ser utilizada, ja´ que a capacidade de JAVA vai ale´m do
que pode ser expresso como ASR. Assim, os objetos devem ser instanciados durante uma fase
inicial. Como a natureza de hardware e´ esta´tica e JAVA e´ baseado em mecanismos dinaˆmicos,
sugere-se que o comportamento de um objeto seja sintetizado em um me´todo separado. Assim,
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o objeto propriamente dito na˜o e´ sintetizado, mas fornece uma plataforma para especificac¸a˜o,
definindo uma polı´tica de uso ao inve´s de uma biblioteca de programac¸a˜o (RADETZKI, 2000).
2.3.1.8 SystemC++
SystemC++ e´ uma extensa˜o do C++ para objetos concorrentes e sua comunicac¸a˜o. A
criac¸a˜o de objetos dinaˆmicos e´ suportada em hardware pela ligac¸a˜o controlada por hardware de
objetos a um conjunto esta´tico de recursos. O co´digo do hardware gerado e´ similar a um co´digo
de software, onde um sistema em tempo de execuc¸a˜o e´ gerado em um modelo de orientac¸a˜o
a objeto de forma que muitos conceitos de software podem ser implementados em hardware.
Pore´m a arquitetura na˜o e´ baseada em memo´ria global, mas em pequenas unidades concorrentes,
onde os objetos sa˜o mapeados de forma semelhante a um processador de aplicac¸a˜o especı´fica
com mu´ltiplas unidades de execuc¸a˜o, rodando um programa em firmware. Isto pode gerar um
cabec¸alho exagerado para gerenciamento da alocac¸a˜o dinaˆmica de recursos, desencorajando seu
uso em hardware embarcado (RADETZKI, 2000).
Um novo paradigma de programac¸a˜o com orientac¸a˜o a aspectos utilizando System C++,
pode ser visto em (De´HARBE; MEDEIROS, 2006).
2.3.1.9 AutoPilot
AutoPilot e´ uma ferramenta de alto nı´vel, baseada em te´cnicas desenvolvidas na UCLA e
licenciadas para a empresa AutoESL. AutoPilot transforma uma descric¸a˜o de funcionalidade
em C, C++ ou SystemC com alto nı´vel de abstrac¸a˜o em uma descric¸a˜o de hardware em Verilog
ou VHDL em nı´vel RTL para um determinado dispositivo FPGA ou ASIC. Isto elimina o passo
demorado e sujeito a erros de criac¸a˜o da implementac¸a˜o RTL. Tambe´m cria um acurado mo-
delo de simulac¸a˜o em SystemC, para o resultado sintetizado. O uso de ferramentas de alto nı´vel
permite um aumento de produtividade para desenvolvedores que trabalham com FPGA e per-
mite que outros desenvolvedores familiarizados com DSP, possam utilizar FPGAs sem precisar
conhecer sobre especificac¸a˜o RTL.
Foram realizados estudo comparativos sobre as vantagens da utilizac¸a˜o de Autopilot (BDTI,
2009). No artigo de Cong et al. (2011) pode ser visto um exemplo de utilizac¸a˜o do AutoPilot
que demonstra a efetividade da conversa˜o C para FPGA em multiplos domı´nios de aplicac¸a˜o.
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2.3.2 LINGUAGENS VISUAIS DE ESPECIFICAC¸A˜O DE HARDWARE
As notac¸o˜es visuais compreendem um pequeno nu´mero de linguagens de especificac¸a˜o,
e sa˜o tipicamente fa´ceis de aprender. Pode-se dividir esta abordagem naquelas oriundas de
pra´ticas de Engenharia de Software, da descric¸a˜o de hardware tradicional e da Engenharia de
Sistemas (BUNKER; GOPALAKRISHNAN; MCKEE, 2004).
2.3.2.1 Statecharts
A Statechart estende o formalismo de ma´quinas de estado e o convencional diagrama de
transic¸a˜o de estados, essencialmente em treˆs elementos que lidam com noc¸o˜es de hierarquia,
concorreˆncia e comunicac¸a˜o. Estes elementos sa˜o importantes para a especificac¸a˜o e desen-
volvimento de sistemas reativos complexos, tais como, sistemas multicomputadores em tempo
real, protocolos de comunicac¸a˜o e unidades de controle digital. Statechart e´ uma linguagem
de descric¸a˜o altamente estruturada, onde os estados podem ser compostos sequencialmente ou
concorrentemente para formar estados abstratos. Uma ferramenta de suporte a` hierarquia faci-
lita a navegac¸a˜o mesmo em grandes modelos. Como os usua´rios usualmente utilizam ma´quinas
de estado em seus modelos mentais de desenvolvimento, as Statecharts sa˜o facilmente apren-
didas e integradas na pra´tica industrial. A Statechart pode ser utilizada sozinha ou como parte
de uma metodologia mais geral de projeto, que lide com outros aspectos do sistema, como
decomposic¸a˜o funcional e especificac¸a˜o de fluxo de dados (HAREL, 1987).
Como ferramenta de desenvolvimento utilizando Statecharts, foi desenvolvido o sistema
STATEMATE, que permite a especificac¸a˜o, ana´lise, desenvolvimento e documentac¸a˜o de com-
plexos sistemas reativos, com gerac¸a˜o automa´tica de co´digo em C ou VHDL (HAREL et al.,
1990). A Figura 12 mostra um exemplo de modelagem de processo de chamada telefoˆnica, utili-
zando Statechart. No artigo de Mura et al. (2007), e´ apresentada uma ferramenta para conversa˜o
de especificac¸o˜es escritas em Statechart para modelos comportamentais em SystemC, permi-
tindo a modelagem de sistemas em va´rios nı´veis de abstrac¸a˜o e precisa˜o, ale´m de proporcionar
rapidez de desenvolvimento, simplicidade e reusabilidade.
2.3.2.2 Message Sequence Charts - MSC
A MSC e´ um mecanismo de especificac¸a˜o de cena´rios que descreve padro˜es de interac¸a˜o
entre processos e objetos, sendo u´til nos esta´gios iniciais do desenvolvimento de sistemas. Esta
linguagem encontrou utilidade em muitas metodologias de projeto, como na UML, onde tem
uma variante chamada de diagrama de sequeˆncias. A International Telecommunication Union
42
Figura 12: Modelo de chamada telefoˆnica em Statechart.
Fonte: Autoria pro´pria
(ITU) mante´m uma definic¸a˜o formal e semaˆntica para MSC (ITU-T. . . , 1999).
Em desenvolvimento orientado a objeto, o usua´rio especifica os casos de uso do sistema
usando diagramas de sequeˆncias (MSCs). Em um passo de modelagem posterior o comporta-
mento de uma classe e´ descrito por um diagrama de estados (Statechart). Enta˜o os objetos sa˜o
implementados como co´digo, utilizando-se ferramentas como ObjectTime e Rhapsody.
Pore´m, o MSC possui uma ordem parcial semaˆntica fraca que torna impossı´vel capturar
certos comportamentos. Em func¸a˜o disto, foi criada uma extensa˜o do MSC, chamada de live
sequency charts (LSCs), que pode ser vista como uma versa˜o multimodal do MSC, com va´rias
formas de distinguir entre comportamentos possı´vel, necessa´rio ou proibido. O poder da LSCs
e´ compara´vel a` lo´gica temporal e Statecharts exceto pela profundidade de alternaˆncias de mo-
dalidades aninhadas. Utilizando-se LSCs pode ser possı´vel uma transic¸a˜o automa´tica entre os
requerimentos capturados pelos casos de uso e as especificac¸o˜es executa´veis. Ferramentas como
Play-Engine (HAREL; MARELLY, 2003), tornam possı´vel ver as LSCs como especificac¸o˜es
executa´veis (HAREL; THIAGARAJAN, 2003). Na Figura 13 e´ mostrado um exemplo de mo-
delagem de processo de chamada telefoˆnica, utilizando um diagrama de sequeˆncias.
2.3.2.3 Specification and Description Language - SDL
A Specification and Description Language (SDL) e´ um padra˜o ITU promovido pela SDL
Forum Society, amplamente utilizada na a´rea de telecomunicac¸o˜es para o desenvolvimento de
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Figura 13: Modelo de chamada telefoˆnica em Diagama de Sequeˆncias.
Fonte: Adaptado de Harel e Thiagarajan (2003, p. 13).
sistemas complexos. A SDL e´ projetada para o desenvolvimento de sistemas reativos, con-
correntes, de tempo-real, distribuı´dos e heterogeˆneos (BRÆK, 1996). Com SDL, um desen-
volvedor pode especificar um sistema completo em sua estrutura e comportamento, com seus
diversos componentes e a comunicac¸a˜o entre eles (ITU-T. . . , 1993). Os elementos ba´sicos de
uma descric¸a˜o SDL sa˜o:
• Estrutura: Decomposic¸a˜o hiera´rquica com sistema, blocos e processo, como os blocos
principais de construc¸a˜o e caminhos de sinais e canais para conecta´-los.
• Comportamento: Definic¸a˜o de um comportamento pelos processos, empregando ma´quinas
de estado finito estendidas que se comunicam.
• Dados: Tipos de dados abstratos como a linguagem de descric¸a˜o de dados usada para a
especificac¸a˜o de mensagem na a´rea de telecomunicac¸o˜es.
• Comunicac¸a˜o: Assı´ncrona com paraˆmetros opcionais e chamadas a procedimentos remo-
tos.
A figura 14 mostra um exemplo de um bloco de um sistema de abertura de porta especifi-
cado em SDL. Este bloco e´ composto de treˆs processos que se comunicam entre sı´ e trabalham
de forma concorrente. O processo Leitura do Carta˜o recebe os pulsos de um leitor de carta˜o
magne´tico e os transforma em um co´digo. O bloco Controle de Acesso recebe o co´digo e ve-
rifica se o mesmo esta´ cadastrado. Em caso afirmativo, um sinal de admissa˜o e enviado. O
processo Porta recebe o sinal Admite e envia um comando para a abertura da porta. Apo´s 5
segundos a porta e´ fechada. A figura 15 mostra a estrutura do processo Porta.
44
Figura 14: Bloco de um sistema SDL
Fonte: Adaptado de Bræk (1996, p. 1590).
Figura 15: Processo PORTA
Fonte: Adaptado de Bræk (1996, p. 1592).
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2.3.2.4 UML
A Unified Modeling Language (UML) vem se tornando um padra˜o industrial de especifica-
c¸a˜o, visualizac¸a˜o e documentac¸a˜o de sistemas com software orientado a objetos, permitindo o
acompanhamento de todos os esta´gios do projeto e com va´rios tipos de diagramas para a mo-
delagem do software em diferentes nı´veis de abstrac¸a˜o. A modelagem em UML e´ baseada em
casos de uso que da˜o origem a cena´rios de comportamentos. Estes cena´rios sa˜o representados
por uma variante do MSC Message Sequence Charts chamada de diagramas de sequeˆncias.
Quando existe um conjunto suficiente de cena´rios, sa˜o criadas stacharts para os objetos par-
ticipantes. A gerac¸a˜o das Statecharts a partir dos cena´rios, descritos em Message Sequence
Charts - MSC, pode ser feita de forma automa´tica atrave´s de va´rias ferramentas (Ma¨KINEN;
SYSTa¨, 2000). As Statecharts podem enta˜o ser convertidas em VHDL para a implementac¸a˜o
do hardware em FPGA ou ASIC.
2.3.2.5 Redes de Petri
Devido a` relevaˆncia das Redes de Petri para esta dissertac¸a˜o, as mesmas sa˜o tratadas de
forma mais aprofundada na sec¸a˜o 2.4.
2.3.3 FERRAMENTA UTILIZADA NESTE TRABALHO
Apo´s analisadas as diversas ferramentas para especificac¸a˜o de hardware, decidiu-se optar
pela modelagem utilizando Redes de Petri em raza˜o de sua forma de representac¸a˜o ser bastante
intuitiva e adequada a` representac¸a˜o de processos industriais, permitindo ainda um tratamento
matema´tico facilitado em func¸a˜o de sua representac¸a˜o por matrizes. Quanto a` linguagem de
descric¸a˜o de hardware optou-se por se utilizar o VHDL em func¸a˜o de sua grande utilizac¸a˜o
atual e tambe´m por ser de maior domı´nio por parte da equipe de pesquisa. A tabela 2 mostra
um comparativo entre as diversas ferramentas de especificac¸a˜o de software pesquisadas neste
trabalho.
2.4 REDES DE PETRI
A teoria das Redes de Petri foi apresentada na tese de doutoramento de C. A. Petri em 1962
(PETRI, 1962), tendo sido posteriormente desenvolvida por A. W. Holt e outros pesquisadores,
como descrito em (MURATA, 1989). Trata-se de uma ferramenta gra´fica de modelagem e
simulac¸a˜o adequada para sistemas paralelos, assı´ncronos e na˜o-determinı´sticos, orientados a
eventos. Assim, permite a representac¸a˜o dos diversos subprocessos, que podem ocorrer de
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Tabela 2: Comparativo entre ferramentas de especificac¸a˜o de hardware
Ferramenta Nı´vel de Representac¸a˜o Simulac¸a˜o Formalismo Domı´nio do
abstrac¸a˜o gra´fica gra´fica matema´tico desenvolvedor
Verilog Baixo - - - -
VHDL Baixo - - - Sim
Objective VHDL Alto - - - -
System Verilog Alto - - - -
V++ Alto - - - -
SpecC Alto - - - -
JavaTime Alto - - - -
SystemC++ Alto - - - -
AutoPilot Alto - - - -
Statecharts Alto Sim - - -
MSC Alto Sim - - -
SDL Alto Sim - - -
UML Alto Sim - - -
Redes de Petri Alto Sim Sim Sim Sim
Fonte: Autoria pro´pria
forma paralela e da interac¸a˜o entre eles. Ale´m disto, possui um formalismo matema´tico que
possibilita diversos tipos de ana´lise como, de alcanc¸abilidade e de existeˆncia de deadlocks. A
representac¸a˜o gra´fica das Redes de Petri permite a visualizac¸a˜o do processo e da comunicac¸a˜o
entre seus elementos.
Na Figura 16 e´ mostrado um exemplo de modelagem de um processo de produc¸a˜o de cane-
tas utilizando Redes de Petri. Os Lugares, representados por cı´rculos, correspondem a`s varia´veis
de estado e as Transic¸o˜es, representadas por trac¸os ou barras, correspondem a`s ac¸o˜es ou even-
tos do sistema. Estes dois elementos sa˜o interligados por Arcos Dirigidos que representam a
relac¸a˜o entre as ac¸o˜es e as varia´veis de estado. Os arcos dirigidos podem possuir um peso (in-
teiro positivo). Um arco com peso k equivale a um conjunto de k arcos em paralelo. Quando o
arco na˜o possui indicac¸a˜o subentende-se peso 1. As marcas (bolinhas pretas) representam esta-
dos dos lugares. Quando existem marcas suficientes nos lugares de entrada de uma transic¸a˜o,
esta e´ disparada, retirando marcas destes lugares de entrada e enviando marcas para os lugares
de saı´da, segundo o peso dos arcos relacionados. O nu´mero de marcas em cada lugar da Rede
de Petri em um determinado instante e´ chamado de Marcac¸a˜o.
No exemplo, a produc¸a˜o da carga e a produc¸a˜o do invo´lucro sa˜o atividades que ocorrem em
paralelo. Na figura, foram produzidas 3 canetas (marcas no lugar P5) e uma marca no lugar Pi
indica que a ma´quina esta´ disponı´vel e assim que houver mate´ria prima (marcas no lugar P0)
uma nova caneta sera´ produzida (MACIEL; LINS; CUNHA, 1996).
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Figura 16: Fa´brica de Canetas em Rede de Petri.
Fonte: Adaptado de Maciel, Lins e Cunha (1996, p. 40).
2.4.1 DEFINIC¸A˜O FORMAL DAS REDES DE PETRI
Uma definic¸a˜o formal das Redes de Petri e´ apresentada em Murata (1989), conforme des-
crito a seguir:
As Redes de Petri sa˜o uma 5-tupla, PN = (P,T,F,W,M0) onde: P = {p1, p2, ..., pm} e´ um con-
junto finito de lugares, T = {t1, t2, ..., tn} e´ um conjunto finito de transic¸o˜es, F ⊆ (PxT )∪(T xP)
e´ um conjunto de arcos (relac¸a˜o de fluxo), W : F→{1,2,3, ...} e´ uma func¸a˜o de peso, M0 : P→
{0,1,2,3, ...} e´ a marcac¸a˜o inicial, P∩T = /0 e P∪T 6= /0.
A rede de petri sem marcac¸a˜o inicial e´ representada por N = (P,T,F,W ). Uma Rede de
Petri marcada e´ denota (N,M0).
2.4.2 REGRAS DE DISPARO DAS TRANSIC¸O˜ES
A seguir, sa˜o comentadas as regras de disparo das transic¸o˜es, juntamente com alguns tipos
especiais de transic¸a˜o, conforme descrito em Murata (1989).
Uma transic¸a˜o t esta´ habilitada para disparo quando cada lugar de entrada p de t conte´m pelo
menos w(p,t) marcas, sendo w(p,t) o peso do arco ligando p a t, o que e´ descrito formalmente
como ∀p ∈ P : M(p) ≥W (p, t)→M[t ∈ T >. Uma transic¸a˜o habilitada para disparo pode ou
na˜o disparar, dependendo se o evento associado a ela realmente vier a ocorrer. O disparo de uma
transic¸a˜o t remove w(p,t) marcas dos lugares de entrada e adiciona w(t,p) marcas nos lugares
de saı´da, onde w(t,p) e´ o peso do arco ligando t a p. A figura 17 mostra um exemplo do disparo
de uma transic¸a˜o t.
Uma transic¸a˜o que na˜o apresenta nenhum lugar de entrada e´ chamada de transic¸a˜o source
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Figura 17: Disparo de uma transic¸a˜o. Em (a) antes e em (b) apo´s o disparo.
Fonte: Adaptado de Murata (1989, p. 543).
(fonte) , pois esta´ sempre habilitada e fornece marcas livremente para os lugares de saı´da. Uma
transic¸a˜o que na˜o esta´ ligada a nenhum lugar de saı´da, e´ chamada de transic¸a˜o sink (dreno) e
pode consumir marcas de forma ilimitada, bastando, para isto, estar habilitada. Quando o lugar
de entrada de uma transic¸a˜o t e´ tambe´m o seu lugar de saı´da, teˆm-se o que e´ chamado de self-
loop. Uma Rede de Petri e´ dita uma rede pura quando na˜o possui nenhum self-loop e e´ dita rede
ordina´ria quando o peso de todos os arcos e´ 1.
Uma Rede de Petri e´ dita de capacidade infinita quando na˜o ha´ um limite ma´ximo para o
nu´mero de marcas que cada lugar p desta rede pode receber. Caso contra´rio, ou seja, quando ha´
um limite ma´ximo k de marcas para determinados lugares p, diz-se que a rede e´ de capacidade
finita ou ainda que a rede e´ limitada.
As Redes de Petri limitadas sa˜o formalmente representadas por uma 6-tupla, PN =(P,T,F,K,W,M0)
onde: K : F →{1,2,3, ...} e´ uma func¸a˜o de capacidade dos lugares.
Para as Redes de Petri limitadas, a regra para habilitac¸a˜o do disparo da transic¸a˜o tem uma
condic¸a˜o adicional, que e´ a de que nenhum de seus lugares de saı´da tenha a capacidade K(p)
excedida apo´s o disparo sendo enta˜o chamada de regra de transic¸a˜o estrita e definida formal-
mente como ∀p ∈ P : W (p, t) ≤ M(p) ≤ K(p)−W (t, p)→ M[t ∈ T >. A regra de transic¸a˜o
para redes de capacidade infinita e´ tambe´m chamada de regra de transic¸a˜o fraca.
O disparo das transic¸o˜es habilitadas pode ocorrer de forma simultaˆnea gerando uma novo
estado de marcac¸a˜o para a Rede de Petri. Temos enta˜o, o que e´ chamado de passo, sendo
definido como um subconjunto de ac¸o˜es, distribuı´dos pela rede e que podem ocorrer simultane-
amente.
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2.4.3 MODELOS COM REDES DE PETRI
A seguir, sa˜o apresentados alguns modelos ba´sicos de Redes de Petri, os quais podem fazer
parte de redes maiores e mais complexas, conforme descrito em Murata (1989).
2.4.3.1 Ma´quina de Estados Finitos
Uma ma´quina de estados finitos e´ uma subclasse de Rede de Petri onde os lugares repre-
sentam os estados e todas as transic¸o˜es possuem apenas um arco de entrada e apenas um arco
de saı´da. A cada transic¸a˜o esta´ associada uma condic¸a˜o externa que determina seu disparo caso
a mesma esteja habilitada. Um lugar pode habilitar simultaneamente va´rias transic¸o˜es, o que
e´ chamado de conflito ou escolha. Na figura 18 teˆm-se um exemplo de ma´quina de estados
modelando uma ma´quina de venda de balas, onde o lugares com dois ou mais arcos de saı´da
representam escolha entre va´rios caminhos de acordo com o valor da moeda depositada. Uma
ma´quina de estados na˜o possibilita a modelagem de sincronizac¸a˜o de eventos paralelos que
necessita de uma transic¸a˜o com dois ou mais arcos de entrada (MURATA, 1989).
R$ 0,00
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Deposita 
R$ 0,10
Deposita 
R$ 0,10
Deposita 
R$ 0,10
Deposita 
R$ 0,05
Deposita 
R$ 0,05
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R$ 0,05
Deposita 
R$ 0,05
Recebe Bala de R$ 0,15
Recebe Bala de R$ 0,20
R$ 0,10
R$ 0,05
R$ 0,20
R$ 0,15
Figura 18: Ma´quina de estados com Rede de Petri.
Fonte: Adaptado de Murata (1989, p. 544).
2.4.3.2 Atividades Paralelas
As atividades paralelas ou concorreˆncia podem ser representadas pelas Redes de Petri. Para
isto, estas atividades devem ser causalmente independentes, ou seja, o disparo da transic¸a˜o que
inicia uma determinada atividade na˜o impede o disparo das transic¸o˜es que iniciam as outras
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atividades concorrentes e podem ocorrer inclusive de forma simultaˆnea. Um exemplo de con-
correˆncia e´ mostrado na figura 19, onde o disparo das transic¸o˜es t1 e t4 marcam o inı´cio e o
final das atividades paralelas. Observa-se que todos os lugares desta rede possuem um u´nico
arco de entrada e um u´nico arco de saı´da. Por isto, este tipo de rede e´ uma subclasse das Redes
de Petri, chamada de Grafo Marcado (MURATA, 1989).
P1
Início do 
paralelismo
P2
P3
P4
T2
T3
T4
P5
Fim do 
paralelismo
T1
Figura 19: Atividades paralelas em uma rede tipo Grafo Marcado.
Fonte: Adaptado de Murata (1989, p. 545).
2.4.3.3 Conflito
Dois ou mais eventos esta˜o em conflito quando apenas um dentre eles pode ocorrer. Isto
pode ser representado por um lugar com uma u´nica marca habilitando o disparo de va´rias
transic¸o˜es. Aquela que ocorrer primeiro, retira a marca do lugar e desabilita as demais. Uma
rede Grafo Marcado na˜o e´ capaz de representar conflito uma vez que cada lugar possui apenas
um arco de saı´da (MURATA, 1989).
2.4.3.4 Distribuic¸a˜o
O inı´cio de va´rias atividades paralelas pode ser representado por um a transic¸a˜o ligada
a va´rios lugares. Quando a transic¸a˜o e´ disparada ela envia marcas para os diversos lugares
habilitando diversas atividades de forma simultaˆnea. Este tipo de representac¸a˜o e´ chamado de
distribuic¸a˜o (MURATA, 1989).
2.4.3.5 Sincronismo
Quando va´rias atividades paralelas devem todas ser concluı´das para que uma outra atividade
possa ocorrer, temos o que e´ chamado de sincronismo. O sincronismo pode ser representado por
uma transic¸a˜o com va´rios arcos de entrada ligados aos lugares finais dos diversos processos pa-
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ralelos. Quando todos tiverem uma marca a transic¸a˜o e´ habilitada e o processo pode prosseguir
(MURATA, 1989).
2.4.3.6 Confusa˜o
Quando as situac¸o˜es de concorreˆncia e conflito ocorrem juntas em Rede de Petri, teˆm-se
o que e´ chamado de confusa˜o. Na figura 20 temos dois tipos de confusa˜o. Em (a) temos a
confusa˜o sime´trica onde t1 e t3 sa˜o concorrentes e t2 esta´ em conflito com ambas. Em (b)
temos a confusa˜o assime´trica onde t1 e t2 sa˜o a princı´pio concorrentes, mas, se t1 disparar
primeiro, ocorre um conflito entre t1 e t3 (MURATA, 1989).
T1 T2 T3
P1 P2
(a)
P1 P3
P2
P4
T1 T3
T2
(b)
Figura 20: Dois tipos de confusa˜o:(a) Sime´trica. (b) Assime´trica.
Fonte: Adaptado de Murata (1989, p. 545).
2.4.3.7 Computac¸a˜o de fluxo de dados
Uma Rede de Petri pode representar a computac¸a˜o de fluxo de dados. Neste caso, as fi-
chas ou marcas representam dados disponı´veis para serem processados ou o resultado de um
processo. As transic¸o˜es representam o processo ou operac¸a˜o realizada com os dados. Va´rios
processos podem ser realizados em paralelo. Na figura 21 mostra-se um exemplo deste tipo de
modelagem (MURATA, 1989).
Convem observar, que inclusa˜o de controles (como if) e atribuic¸a˜o (como a + b), provocam
um a reduc¸a˜o na capacidade de ana´lise da rede utilizando os me´todos matema´ticos convencio-
nais.
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a
 x=Copia a+b
b
Copia
Soma
Subtrai
a
b
a-b
If a-b <> 0
If a-b = 0  x é indefinido
a-b
a+b
a-b
Figura 21: Computac¸a˜o de fluxo de dados.
Fonte: Adaptado de Murata (1989, p. 545).
2.4.3.8 Protocolos de comunicac¸a˜o
As Redes de Petri sa˜o bastante apropriadas para a modelagem de sistemas de comunicac¸a˜o
onde propriedades tais como vitalidade e seguranc¸a sa˜o importantes para garantir o correto
intercaˆmbio de informac¸a˜o. A figura 22 mostra a modelagem de um sistema de comunicac¸a˜o
entre dois processos. O processo P1 gera uma informac¸a˜o que e´ enviada para o processo P2
e aguarda um sinal de reconhecimento. O processo P2 recebe a informac¸a˜o e envia o sinal de
reconhecimento e utiliza a informac¸a˜o recebida (MURATA, 1989).
Pronto para 
enviar
Envia 
mensagem
Buffer 
cheio
Aguarda 
confirmação
Recebe 
confirmação
Confirmação 
recebida
Mensagem 
recebida
Envia 
confirmação
Confirmação 
enviada
Pronto para 
receber
Processo 1 Processo 2
Buffer 
cheio
Figura 22: Um protocolo de comunicac¸a˜o.
Fonte: Adaptado de Murata (1989, p. 546).
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2.4.3.9 Controle de Sincronizac¸a˜o
As redes de petri possibilitam a modelagem de uma se´rie de mecanismos de controle de
sincronizac¸a˜o utilizados em sistemas multiprocessador ou processamento distribuı´do onde al-
guns recursos como, por exemplo, memo´ria, devam ser compartilhados. Alguns mecanismos
utilizados sa˜o: Exclusa˜o Mu´tua, Leitura e Escrita e Produtor Consumidor. A figura 23 mostra
uma exemplo de um controle de Leitura e Escrita onde ate´ k processos podem ler uma memo´ria
compartilhada. Pore´m quando um dos processos estiver escrevendo na memo´ria, os demais na˜o
podem acessa´-la. Isto ocorre devido ao peso k do arco entre p3 e t2, que retira a possibilidade de
novos disparos das transic¸o˜es t1 e t2 ate´ que ocorra a transic¸a˜o t4, indicando o final da operac¸a˜o
de escrita (MURATA, 1989).
Lendo
k
Escrevendo
k
k
k
P1
P2
P3
P4
T1T2
T3T4
Figura 23: Sincronizac¸a˜o de Leitura e Escrita em memo´ria.
Fonte: Adaptado de Murata (1989, p. 546).
2.4.3.10 Produtor Consumidor com Prioridade
As Redes de Petri representam com facilidade um sistema produtor consumidor. No exem-
plo da figura 24 teˆm-se dois processos produtores e dois processos consumidores. Os produtores
A e B esta˜o constantemente produzindo itens que sa˜o armazenados nos Buffers A e B. O con-
sumidor A tem prioridade e pode consumir um item sempre que haja uma marca no Buffer A.
O consumidor B so´ podera´ consumir um item se existir uma marca no Buffer b e se o Buffer
A estiver vazio. A verificac¸a˜o de um lugar vazio e´ possı´vel atrave´s da utilizac¸a˜o de um arco
inibidor entre p3 e t7. Este arco, tracejado e terminando em um cı´rculo, habilita a transic¸a˜o t7
apenas se p3 estiver vazio. O arco inibidor e´ uma extensa˜o das Redes de Petri e na˜o transfere
nenhuma marca por ocasia˜o do disparo da transic¸a˜o habilitada (MURATA, 1989).
Existem atualmente va´rias ferramentas para a modelagem de sistemas utilizando Rede de
Petri, que podem ser consultadas em:
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Consumidor AProdutor A
P1
P5
P3
T1
T2
T3
T4
P2
P4
Produtor B Consumidor B
Buffer A
Buffer B
P6
P10
P8
T5
T6
T7
T8
P7
P9
Figura 24: Sistema Produtor Consumidor.
Fonte: Adaptado de Murata (1989, p. 546).
Petri Net World Website (Hamburgo).
Site: http://www.informatik.uni-hamburg.de/TGI/PetriNets.
2.5 REDES DE PETRI EM FPGA
Uma Rede de Petri pode representar um espac¸o de estados bastante grande, mesmo para sis-
temas simples. Assim, os simuladores de Redes de Petri em software, apresentam geralmente
um tempo de execuc¸a˜o relativamente longo, especialmente para modelos de sistemas mais com-
plexos. Neste contexto, uma abordagem interessante e´ sua implementac¸a˜o em FPGA, que pode
ser configurada para executar va´rios subprocessos em paralelo, o que permite a execuc¸a˜o em
tempo real do processo modelado, mesmo para um grande nu´mero de varia´veis de estado. As-
sim, um dos objetivos deste trabalho de pesquisa e´ a obtenc¸a˜o de um me´todo para facilitar esta
implementac¸a˜o.
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2.6 TRABALHOS RELACIONADOS
Existem atualmente alguns me´todos de modelagem de Redes de Petri em circuitos com
FPGA, dos quais sao descritos alguns detalhes a seguir.
Em An FPGA Implementation of the Petri net Firing Algorithm (BUNDELL, 1997) foi
utilizada uma te´cnica de modelagem onde apenas o processo de transic¸a˜o e´ executado em uma
FPGA, atrave´s de mo´dulos ba´sicos que sa˜o interfaceados com um PC, o qual por sua vez, simula
a Rede de Petri. O software executado no PC permite que a entrada gra´fica dos componentes
da Rede de Petri simulada, bem como de seus paraˆmetros. Os mo´dulos sa˜o enta˜o carregados na
FPGA e inicia-se a simulac¸a˜o, que tambe´m e´ exibida de forma gra´fica.
Neste trabalho o modelo e´ simulado parcialmente na FPGA, sendo necessa´rio um con-
trole por parte de um PC, o que demanda um tempo maior de execuc¸a˜o, apesar de ocorrer
um paralelismo no disparo das transic¸o˜es. Tambe´m na˜o sa˜o exibidos maiores detalhes sobre a
implementac¸a˜o e sobre o software de interfaceamento, dificultando sua reproduc¸a˜o.
No trabalho Asynchronous microprocessors: From high level model to FPGA implementa-
tion (LLOYD et al., 1999) foi implementado um microprocessador assı´ncrono utilizando FPGA
e modelado em Rede de Petri. O microprocessador, chamado ADLX, tem uma estrutura de
micropipeline e foi baseado em um microprocessador sı´ncrono chamado DLX devido a` sua
simplicidade. A modelagem em Rede de Petri foi feita primeiramente em um alto nı´vel de
abstrac¸a˜o sendo posteriormente feito um refinamento para modelagem de cada esta´gio do pro-
cesso. Em seguida, o modelo foi convertido para VHDL utilizando-se a ferramenta Petrify. O
co´digo em VHDL foi enta˜o transferido para uma FPGA, permitindo uma ra´pida prototipagem
e teste do dispositivo desenvolvido. No artigo sa˜o analisadas questo˜es sobre projetos sı´ncronos
e assı´ncronos utilizando-se FPGAs e sa˜o realizados testes e ana´lise de desempenho do micro-
processador criado.
Neste trabalho foi utilizada a ferramenta Petrify para implementac¸a˜o de hardware em fpga.
Pore´m, o processo utiliza muitas etapas e tambe´m na˜o esclarece o funcionamento da ferramenta.
Em Implementing a Petri Net Specification In a FPGA Using VHDL (SOTO; PEREIRA,
2001) foi utilizado um processo de modelagem onde a Rede de Petri e´ constituı´da pela unia˜o de
diversos blocos padra˜o, contendo cada bloco um lugar conectado a uma transic¸a˜o com entradas e
saı´das alternativas de forma que, dependendo do tipo de ligac¸a˜o, pode-se utilizar apenas o lugar,
apenas a transic¸a˜o ou ambos. Este tipo de configurac¸a˜o tem como objetivo uma reduc¸a˜o no
nu´mero de ligac¸o˜es necessa´rias e um melhor aproveitamento dos blocos lo´gicos reconfigura´veis
integrando o ma´ximo nu´mero de elementos numa FPGA.
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Apesar desta implementac¸a˜o contemplar de forma fidedigna o paralelismo das Redes de
Petri, uma questa˜o que na˜o esta´ muito clara nesta te´cnica e´ o tratamento de conflitos. Ale´m
disto, a ligac¸a˜o entre blocos que compo˜em a Rede de Petri deve ser feita de forma manual, o
que pode ser difı´cil para modelos mais complexos.
Em Implementation of safety critical logic controller by means of FPGA (WEGRZYN,
2003) apresenta dois me´todos de sı´ntese em FPGA de controladores lo´gicos discretos para sis-
temas crı´ticos. Em um deles o sistema e´ modelado em Redes de Petri e, atrave´s de um processo
automa´tico, e´ gerado o co´digo em VHDL para ser carregado na FPGA utilizada. No outro, o
sistema e´ descrito em termos de uma tabela de estados possı´veis que sa˜o convertidos manual-
mente para VHDL utilizando-se comandos if...then. Neste artigo, comenta-se sobre a vantagem
da implementac¸a˜o de controladores lo´gicos em FPGA, onde o circuito e´ ajustado exatamente
aos requisitos, apresentando um desempenho quase o´timo, onde as saı´das respondem a`s en-
tradas com alta velocidade, de uma forma previsı´vel, repetitiva e sem glitches. Ale´m disto,
os projetos normalmente utilizam um u´nico chip, permitindo verificac¸a˜o formal e tambe´m que
atualizac¸o˜es sejam realizadas com facilidade.
Apesar de demonstrar a aplicabilidade das Redes de Petri para modelar controladores lo´gicos,
este trabalho na˜o descreve com clareza o software e o processo de conversa˜o entre Redes de Pe-
tri VHDL fazendo-se apenas refereˆncia a algumas regras utilizadas.
Em A Hardware Implementation of Petri Nets Models (SUDACEVSCHI; GUTULEAC;
ABABII, 2004) e´ mostrada uma metodologia de implementac¸a˜o de Redes de Petri em FPGAs,
atrave´s da utilizac¸a˜o de mo´dulos de lugares e transic¸o˜es descritos em Verilog. Estes mo´dulos
podem ser interligados em um grande nu´mero, possibilitando a modelagem de redes maio-
res. Ale´m destes mo´dulos existe tambe´m um mo´dulo de memo´ria onde sa˜o armazenadas as
marcac¸o˜es que representam os estados do sistema e um mo´dulo de sincronismo para controle
da sequeˆncia de disparos e de operac¸o˜es de escrita e leitura em memo´ria. Neste artigo tambe´m e´
comentada a vantagem de utilizac¸a˜o de FPGAs para a implementac¸a˜o em hardware, das Redes
de Petri, em func¸a˜o do paralelismo e da possibilidade de reconfigurac¸a˜o.
Trata-se de um trabalho interessante que demonstra uma maneira de interfacear o modelo
de Rede de Petri em hardware com um PC. Pore´m, exige que a Rede de Petri seja configurada
manualmente, utilizando-se uma combinac¸a˜o de blocos ba´sicos.
Em Modeling by Petri Nets (KUBa´TOVa´, 2005) e´ realizada uma ana´lise de treˆs tipos de
Rede de Petri na modelagem da comunicac¸a˜o entre duas impressoras que trabalham paralela-
mente e um sistema de controle de envio de dados a serem impressos. O sistema e´ modelado
primeiramente utilizando-se a Rede de Petri elementar. Uma segunda modelagem utiliza a Rede
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de Petri colorida com arcos constantes e uma terceira forma mostra a modelagem com rede de
petri colorida. Ale´m desta ana´lise, sa˜o mostrados dois exemplos de aplicac¸a˜o: O cla´ssico Jantar
dos Filo´sofos e um controle de tra´fego em uma estrada de ferro. Estes modelos foram imple-
mentados em hardware utilizando-se FPGA. Para isto, foram utilizadas ferramentas de mode-
lagem de Redes de Petri(Design/CPN ou JARP editor), que geram um arquivo correspondente
em PNML. Este arquivo foi convertido de forma automa´tica para um bitstream de gravac¸a˜o da
FPGA. Pore´m, a forma como e´ realizada esta conversa˜o na˜o fica clara.
Em A Hardware Implementation of Safe Petri Net Models (SUDACEVSCHI; ABABII;
NEGURA, 2006) e´ feita a modelagem de um sistema com Rede de Petri segura. Inicialmente,
utiliza-se uma ferramenta para modelagem da Rede de Petri (VPNP Tools) onde a mesma e´
desenhada e convertida em objetos. Em seguida, outra ferramenta de codificac¸a˜o (HDLCS
Tool) transforma os modelos em co´digo HDL. Numa terceira etapa o co´digo HDL e´ compilado
na ferramenta (MAX+plus II Tools) e carregado em uma FPGA atrave´s de uma interface JTAG.
Na sequeˆncia, e´ feita a simulac¸a˜o do sistema e os resultados sa˜o armazenados na memo´ria do
PC. Finalmente, os resultados sa˜o exibidos na tela do PC.
Este trabalho e´ limitado a Redes de Petri Seguras, ou seja, aquelas onde cada lugar comporta
no ma´ximo uma marca e tambe´m na˜o esclarece como sa˜o feitas as converso˜es dos arquivos.
Em Ferramentas para a Integrac¸a˜o de Redes de Petri e VHDL na Sı´ntese de Sistemas Digi-
tais (DIAS, 2007) sa˜o descritas duas metodologias para a modelagem de ma´quinas de estados
finitos FMS dos tipos Moore e Mealy em Redes de Petri e posterior obtenc¸a˜o do co´digo em
VHDL. Para isso, sa˜o utilizadas va´rias ferramentas, como o programa PIPE para a modelagem
em Rede de Petri que gera como saı´da um arquivo tipo PNML. Este arquivo e´ analisado por
outra ferramenta que gera uma tabela de transic¸a˜o de estados. Outra ferramenta utiliza algo-
ritmo gene´tico para alocar os estados em co´digo bina´rio de forma otimizada, gerando uma nova
tabela. Outro programa utiliza esta tabela para gerar as func¸o˜es booleanas do sistema de forma
minimizada. Finalmente outro programa realiza a conversa˜o destas func¸o˜es para VHDL em
descric¸a˜o do tipo RTL. Existe ainda a opc¸a˜o de utilizac¸a˜o de uma ferramenta para a conversa˜o
direta da descric¸a˜o em PNML para VHDL comportamental.
Este trabalho e´ focado na modelagem de ma´quinas de estado, apresentando ferramentas de
conversa˜o PNML para VHDL apenas neste contexto.
Em Gerac¸a˜o de co´digo VHDL a partir de especificac¸o˜es IOPT - PNML2VHDL Lima
(2009) e´ descrita uma ferramenta para a gerac¸a˜o automa´tica de co´digo VHDL partindo-se do
arquivo de descric¸a˜o de Redes de Petri no formato PNML. Este trabalho se apresenta bem
detalhado, com exemplo de aplicac¸a˜o e principalmente, expo˜e regras de conversa˜o, que fo-
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ram utilizadas parcialmente no desenvolvimento da ferramenta de conversa˜o da atual pesquisa.
Contudo, na˜o apresenta o co´digo da ferramenta de conversa˜o.
2.7 CONSIDERAC¸O˜ES
Existem atualmente va´rias ferramentas para a modelagem de sistemas utilizando Rede de
Petri sendo algumas para a sua implementac¸a˜o em hardware de lo´gica reconfigura´vel. Observa-
se, pore´m, que na˜o existe uma abertura total para acesso ao co´digo destas ferramentas, facili-
tando sua ana´lise e possı´veis alterac¸o˜es ou adaptac¸o˜es, sendo esta tambe´m uma das motivac¸o˜es
para este trabalho de pesquisa.
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3 METODOLOGIA
Nesta sec¸a˜o descreve-se o processo de desenvolvimento deste trabalho de pesquisa, bem
como os detalhes da ferramenta de conversa˜o obtida como produto final.
3.1 PESQUISA
Inicialmente foram realizadas pesquisas em livros e artigos sobre linguagens de especificac¸a˜o
de hardware, buscando-se verificar qual seria a mais adequada para a modelagem de circuitos
digitais reativos. Considerando-se os aspectos de representac¸a˜o gra´fica, fa´cil aprendizado, pos-
sibilidade de visualizac¸a˜o dos aspectos esta´ticos e dinaˆmicos do processo facilitando a mode-
lagem de sistemas reativos, concorrentes e distribuı´dos, aliado a um formalismo matema´tico
que possibilita uma ana´lise precisa do comportamento do sistema, optou-se pela utilizac¸a˜o das
Redes de Petri.
Verificou-se pore´m, que a simulac¸a˜o de modelos de Redes de Petri em software na˜o ocorre
de forma fidedigna, uma vez que na˜o contempla um paralelismo real. Assim, passou-se a pes-
quisar sobre a modelagem de sistemas em Redes de Petri implementadas em hardware de lo´gica
reconfigura´vel ou mais especificamente, em FPGAs, onde foram analisadas diversos me´todos e
ferramentas existentes.
A partir desta ana´lise, constatou-se que existe ainda um trabalho a ser feito no sentido de
facilitar o acesso a esta tecnologia. Com este objetivo, foi desenvolvido um me´todo para imple-
mentar modelos em Redes de Petri em hardware e uma versa˜o de ferramenta para a conversa˜o
de arquivos em formato PNML para o formato VHDL. Tanto o me´todo quanto a ferramenta sa˜o
descritos detalhadamente, de forma a permitir um perfeito entendimento e ate´ mesmo possı´veis
adaptac¸o˜es dos mesmos.
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3.2 ME´TODO DESENVOLVIDO
Visando facilitar a implementac¸a˜o em dispositivos de lo´gica reconfigura´vel, de sistemas
modelados em redes de Petri, foi utilizado um me´todo no qual a captura do modelo e´ feita por
um software ja´ existente, o qual gera um arquivo de descric¸a˜o no formato PNML (Petri Net
Markup Language), cujo padra˜o pode ser estudado em (WEBER et al., 2000), (BILLINGTON
et al., 2003) e (KINDLER, 2011). Este arquivo e´ enta˜o processado por uma ferramenta, de-
senvolvida neste trabalho, que gera um arquivo no formato VHDL. Este arquivo e´ utilizado
em seguida por uma ferramenta de sı´ntese que gera os arquivos Register Transfer Level (RTL)
para simulac¸a˜o e os co´digos bina´rios para gravac¸a˜o em um dispositivo de lo´gica reconfigura´vel,
obtendo-se assim, o circuito desejado.
Um fluxograma descrevendo a sequeˆncia de operac¸o˜es realizadas neste me´todo pode ser
visto na figura 25, onde sa˜o destacadas as etapas de gerac¸a˜o do arquivo em linguagem VHDL.
Captura do 
modelo em 
Rede de Petri
Gravação do 
arquivo PNML
Geração do 
arquivo VHDL
Simulação 
Gravação na 
FPGA
Execução em 
Hardware
Geração do 
código VHDL
Geração de 
tabelas e 
matrizes
Leitura do 
arquivo PNML
Abertura de 
arquivo para 
escrita
Geração do arquivo 
VHDL
Figura 25: Sequeˆncia de operac¸o˜es realizadas.
Fonte: Autoria pro´pria
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3.3 PLATAFORMAS DE DESENVOLVIMENTO
Foram utilizadas treˆs plataformas de desenvolvimento, sendo a primeira relativa a` captura
gra´fica do modelo em Rede de Petri, a segunda relativa a` criac¸a˜o da ferramenta que converte
o arquivo PNML com a descric¸a˜o da Rede de Petri para um arquivo de descric¸a˜o de hardware
na linguagem VHDL e a terceira relativa ao processo de compilac¸a˜o, simulac¸a˜o, gravac¸a˜o e
execuc¸a˜o em hardware.
Para a captura do modelo gra´fico da Rede de Petri, utilizou-se o software Pipe-3, que e´ um
software livre, fa´cil de operar e que gera um arquivo de descric¸a˜o da Rede de Petri no formato
PNML, quando o gra´fico e´ salvo (LIU; ZENG; HE, 2011).
A linguagem escolhida para desenvolvimento da ferramenta de conversa˜o de modelos de
sistemas em Rede de Petri no formato PNML para o formato VHDL foi o C, por se tratar de
uma linguagem poderosa, porta´vel e bastante difundida nos meios cientı´ficos. Como plataforma
de desenvolvimento desta ferramenta de conversa˜o, foi utilizado o ambiente integrado de de-
senvolvimento para C/C++, DEV-C++, que e´ um software livre sob licenc¸a pu´blica da GNU.
Esta plataforma facilita o desenvolvimento da aplicac¸a˜o, pois engloba em um u´nico ambiente o
editor de co´digo fonte, o compilador-ligador e o depurador. Ale´m disso, possui interface gra´fica
com janela de gerenciamento dos arquivos do projeto.
Apo´s a gerac¸a˜o do arquivo em formato VHDL, utilizou-se a plataforma de desenvolvi-
mento de hardware reconfigura´vel, Quartus II, da Altera, para compilac¸a˜o do arquivo VHDL,
simulac¸a˜o do arquivo RTL e gravac¸a˜o do co´digo bina´rio relativo ao hardware gerado, na placa
de desenvolvimento DE1, da Altera-Terasic, onde o modelo pode ser executado em hardware.
3.4 A FERRAMENTA DESENVOLVIDA
A ferramenta desenvolvida, chamada doravante de PN2VHDL, leˆ um arquivo de descric¸a˜o
da Rede de Petri no formato PNML e gera um arquivo com o co´digo correspondente no for-
mato VHDL. Este arquivo pode ser utilizado para simulac¸a˜o da execuc¸a˜o em hardware em um
software apropriado ou para implementac¸a˜o fı´sica da Rede de Petri em um circuito de lo´gica
reconfigura´vel.
3.4.1 CAPTURA DO DIAGRAMA DA REDE DE PETRI
Para a captura do diagrama da Rede de Petri, foi utilizado o software livre Pipe-3, que gera
um arquivo em formato PNML, contendo as informac¸o˜es relevantes para a gerac¸a˜o do arquivo
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em formato VHDL. Na figura 26 teˆm-se um exemplo de uma Rede de Petri simples e parte do
co´digo em formato PNML, gerado pelo software Pipe-3.
  <?xml version="1.0" encoding="iso-8859-1" ?>
- <pnml>
   - <net id="Net-One" type="P/T net">
        - <place id="P0">
           - <graphics>
             <position x="30.0" y="90.0" />
</graphics>
           - <name>
   <value>P0</value>
 - <graphics>
      <offset x="-5.0" y="35.0" />
   </graphics>
          </name>
           - <initialMarking>
   <value>Default,4</value>
 - <graphics>
      <offset x="0.0" y="0.0" />
  </graphics>
</initialMarking>
- <capacity>
   <value>0</value>
  </capacity>
      </place>
        - <place id="P1">
P1
k=1
Rede de 
Petri k=1
P2
P3
k=1
P4T0
pr=2
T1
T2
T3P0
Figura 26: Rede de Petri e Trecho do arquivo PNML.
Fonte: Autoria pro´pria
Como pode ser observado, os diversos elementos da Rede de Petri, bem como suas proprie-
dades, sa˜o descritos utilizando-se tags. Assim, o tag <place id = ”P0”> e´ o inı´cio da descric¸a˜o
do lugar P0, que termina com o tag </place>.
3.4.2 LEITURA DO ARQUIVO PNML
A primeira etapa a ser realizada pelo software consiste em ler o arquivo PNML que conte´m
a representac¸a˜o da Rede de Petri a ser codificada em VHDL. Assim, o programa solicita ao
usua´rio que digite o nome do arquivo a ser aberto, o qual deve possuir uma extensa˜o “xml”
e estar no mesmo direto´rio do programa executa´vel. O arquivo e´ enta˜o aberto para leitura,
permitindo que seja manipulado pelas func¸o˜es de busca de paraˆmetros, que varrem o mesmo
em busca dos tags contendo todas as informac¸o˜es correspondentes aos diversos elementos da
Rede de Petri. As informac¸o˜es obtidas sa˜o armazenadas em estruturas de dados, correspon-
dentes aos lugares, transic¸o˜es ou arcos da Rede de Petri. Cada estrutura e´ composta por uma
identificac¸a˜o do elemento e por suas propriedades, permitindo que sejam criados vetores de
elementos, facilitando o acesso aos dados de forma indexada. A figura 27 mostra as estruturas
de dados utilizadas no software desenvolvido. O co´digo C, referente a esta etapa encontra-se no
Apeˆndice, nas pa´ginas 110 e 111 .
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struct place
{
  char id[10];
  int marking;
  int capacity;
};
struct transition
{
  char id[10];
  float rate;
  int timed;
  int infiniteServer;
  int priority;
};
struct arc
{
  char id[20];
  char source[10];
  char target[10];
  int weight;
  int tagged;
  char type[10];
};
Figura 27: Co´digo da estrutura de dados.
Fonte: Autoria pro´pria
3.4.3 GERAC¸A˜O DE TABELAS DE ELEMENTOS DA REDE
Com os dados obtidos da leitura do arquivo PNML, sa˜o geradas treˆs tabelas contendo todos
os elementos da rede, juntamente com suas propriedades. A figura 28 mostra os elementos
da Rede de Petri representada na figura 26. O co´digo C, referente a esta etapa encontra-se no
Apeˆndice, nas pa´ginas 112 e 113.
Observa-se que os lugares P0 e P5 apresentam valor 0 na propriedade capacidade. Isto
indica que na˜o foi especificado um valor de capacidade limite para estes dois lugares e, portanto,
os mesmos teriam capacidade infinita. Na realidade, pore´m, durante a criac¸a˜o do co´digo em
VHDL, deve-se estabelecer um limite para que seja possı´vel a implementac¸a˜o destes lugares em
hardware. Este limite deve ser um valor relativamente elevado e pode ser ajustado de acordo
com a aplicac¸a˜o a` qual o modelo se destina. No presente estudo foi utilizado o valor limite de
255, ocupando assim, 8 bits de hardware para cada lugar.
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Figura 28: Elementos da Rede de Petri
Fonte: Autoria pro´pria
3.4.4 GERAC¸A˜O DE MATRIZES DA REDE DE PETRI
Atrave´s da ana´lise da interac¸a˜o entre os elementos da rede obtidos na etapa anterior, sa˜o
geradas as matizes de entrada, saı´da e de incideˆncia da Rede de Petri. Estas matrizes permitem
que sejam realizadas ana´lises matema´ticas das caracterı´sticas da rede. Ale´m disto, elas tambe´m
sa˜o utilizadas no processo de gerac¸a˜o do co´digo VHDL, uma vez que permitem uma ana´lise
global da interac¸a˜o entre os diversos elementos. O co´digo C, referente a esta etapa encontra-se
no Apeˆndice, na pa´gina 115.
As matrizes geradas para a Rede de Petri da figura 26 sa˜o mostradas na figura 29. A primeira
e´ a matriz de entrada, que indica a quantidade de marcas retiradas dos lugares de entrada com
o disparo de cada transic¸a˜o. A segunda e´ a matriz de saı´da que indica a quantidade de marcas
adicionadas aos lugares de saı´da com o disparo de cada transic¸a˜o. A terceira e u´ltima matriz
gerada e´ a matriz de incideˆncia, que computa as marcas adicionadas menos as marcas retiradas
de cada lugar da rede com o disparo de cada transic¸a˜o.
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Por exemplo, considerando-se o disparo da transic¸a˜o T0, pode-se verificar pela matriz de
incideˆncia, que uma marca e´ retirada do lugar P0 e uma marca e´ acrescentada aos lugares P1
e P2. Considerando-se o disparo da transic¸a˜o T1, pode-se verificar que uma marca e´ retirada
do lugar P1 e uma marca e´ acrescentada ao lugar P3. A mesma ana´lise pode ser feita para o
disparo das demais transic¸o˜es.
Figura 29: Matrizes da Rede de Petri.
Fonte: Autoria pro´pria
3.4.5 GERAC¸A˜O DO CO´DIGO EM VHDL
A u´ltima etapa do processo e´ a gerac¸a˜o do co´digo em VHDL que podera´ enta˜o ser simu-
lado e gravado em um dispositivo de lo´gica reconfigura´vel. Este arquivo consiste em um texto
descrevendo o hardware no formato VHDL e com extensa˜o vhd. Para isto, foram seguidas al-
gumas orientac¸o˜es obtidas em (LIMA, 2009), onde foram aplicadas modificac¸o˜es no sentido de
atender a` certos requisitos referentes a` soluc¸a˜o de conflitos e a simplificac¸a˜o do co´digo gerado
e que sera˜o descritos a seguir. A figura 30 mostra um diagrama com as etapas de gerac¸a˜o do
co´digo VHDL.
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Figura 30: Etapas da gerac¸a˜o do co´digo em VHDL
Fonte: Autoria pro´pria
3.4.5.1 Descric¸a˜o comportamental do simulador de Redes de Petri
O co´digo VHDL gerado, deve produzir um simulador em hardware, que tem a seguinte
descric¸a˜o comportamental:
1. Quando o sinal RESET estiver em nı´vel alto, todos os registros que representam os lu-
gares da Rede de Petri recebem a marcac¸a˜o inicial. Esta inicializac¸a˜o e´ feita de forma
assı´ncrona e paralela, ou seja, todos os lugares sa˜o atualizados simultaneamente.
2. Quando o sinal de RESET esta´ em nı´vel baixo, a marcac¸a˜o evolui normalmente, respon-
dendo a cada borda de subida do sinal de CLOCK.
3. Considerando o sinal de RESET em nı´vel baixo e estando a Rede de Petri em uma de-
terminada marcac¸a˜o, sa˜o obtidos os sinais de habilitac¸a˜o e disparo das transic¸o˜es. Estes
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sinais podem assumir os valores 1 ou 0 e tambe´m sa˜o gerados de forma assı´ncrona, combi-
nacional e paralela, a partir dos valores de marcac¸a˜o, dos pesos dos arcos das capacidades
dos lugares de saı´da e das prioridades de disparo em caso de conflitos.
4. A pro´xima marcac¸a˜o e´ calculada considerando-se a marcac¸a˜o atual, as transic¸o˜es ajusta-
das para disparo, e o peso dos arcos de saı´da e de entrada das mesmas. Este ca´lculo e´
feito de forma assı´ncrona, combinacional e paralela, estando seu resultado disponı´vel e
esta´vel nos sinais tempora´rios (extensa˜o temp), cerca de 10ns apo´s a atualizac¸a˜o de uma
marcac¸a˜o.
5. Com a chegada de uma nova borda de subida do sinal de CLOCK, os valores de marcac¸a˜o
contidos nos sinais tempora´rios sa˜o lidos pelos registradores que representam os lugares
da Rede de Petri. Esta atualizac¸a˜o da marcac¸a˜o ocorre de forma sı´ncrona e paralela.
3.4.5.2 Abertura do arquivo e criac¸a˜o do cabec¸alho
A primeira etapa no processo de composic¸a˜o do arquivo em VHDL e´ a abertura de um
arquivo texto para escrita, o qual recebe o nome do projeto e tem uma extensa˜o vhd. Em
seguida, utilizando-se a func¸a˜o fprintf da linguagem C, escreve-se o cabec¸alho do co´digo, que
conte´m as bibliotecas utilizadas. A figura 31 mostra um trecho do software responsa´vel pela
escrita do cabec¸alho.
printf("\t\tCodigo em VHDL\n\n");
printf("library ieee;\n");
printf("use ieee.std_logic_1164.all;\n");
printf("use ieee.std_logic_arith.all;\n");
printf("use ieee.std_logic_unsigned.all;\n\n");
Figura 31: Co´digo da declarac¸a˜o de bibliotecas.
Fonte: Autoria pro´pria
O co´digo C, referente a esta etapa encontra-se no Apeˆndice, na pa´gina 118.
3.4.5.3 Criac¸a˜o da descric¸a˜o da entidade
Na etapa de descric¸a˜o da entidade sa˜o especificados os terminais de entrada e saı´da do
hardware a ser gerado pelo co´digo em VHDL. No presente trabalho de pesquisa, que tem como
objetivo a criac¸a˜o de um hardware que simule uma Rede de Petri, utilizou-se o tipo de terminal
buffer para cada um dos lugares da rede. Isto permite que mesmo atuando como saı´da, seus
valores possam ser lidos internamente. Ale´m disto, criou-se uma func¸a˜o que determina a quan-
tidade de bits a ser utilizada de acordo com a capacidade de cada lugar, sendo utilizado o tipo
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de dado std logic vector (IEEE, 2009b). Na figura 32, teˆm-se o fluxograma para o trecho do
programa que escreve a descric¸a˜o da entidade. Como pode ser observado, ale´m dos terminais
para os sinais de CLOCK e RESET foi criado um loop for para gerar os terminais para todos os
lugares da Rede de Petri.
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lugar
Fim
sim
não
Determina 
quantidade de 
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CLOCK E 
RESET
Figura 32: Codificac¸a˜o da descric¸a˜o da entidade.
Fonte: Autoria pro´pria
O co´digo C, referente a esta etapa encontra-se no Apeˆndice, na pa´gina 118. O co´digo
VHDL para o cabec¸alho e entidade da Rede de Petri da figura 26 e´ mostrado na figura 33.
3.4.5.4 Criac¸a˜o da descric¸a˜o da arquitetura
Na etapa de descric¸a˜o da arquitetura sa˜o especificados os processos que compo˜em os diver-
sos elementos da Rede de Petri.
3.4.5.5 Descric¸a˜o dos sinais e constantes
Na etapa inicial de descric¸a˜o da arquitetura sa˜o especificados os sinais e constantes utiliza-
dos pelo hardware. No presente trabalho foram criados sinais tempora´rios para cada lugar da
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library ieee;
use ieee.std_logic_1164.all;
use ieee.std_logic_arith.all;
use ieee.std_logic_unsigned.all;
entity exemplo IS
PORT
(
CLK : in std_logic;
RESET : in std_logic;
P0 : buffer std_logic_vector(7 downto 0);
P1 : buffer std_logic_vector(0 downto 0);
P2 : buffer std_logic_vector(0 downto 0);
P3 : buffer std_logic_vector(0 downto 0);
P4 : buffer std_logic_vector(7 downto 0)
);
end exemplo;
Figura 33: Co´digo VHDL da descric¸a˜o da entidade.
Fonte: Autoria pro´pria
Rede de Petri, sinais de 1 bit, representando o disparo e a habilitac¸a˜o de cada transic¸a˜o. Os si-
nais tempora´rios sa˜o necessa´rios para evitar o problema da metaestabilidade, que ocorre quando
uma determinada entrada digital tem seu valor alterado durante uma mudanc¸a de estado do sis-
tema. Foram criadas tambe´m as constantes de tipo inteiro, que representam os pesos de cada
arco, as capacidades de cada lugar e as prioridades de disparo de cada transic¸a˜o. O fluxograma
para o trecho de programa que escreve esta parte do co´digo VHDL e´ mostrado na figura 34.
O co´digo C, referente a esta etapa encontra-se no Apeˆndice, na pa´gina 119. O co´digo
VHDL gerado para descric¸a˜o dos sinais e constantes referentes a` Rede de Petri da figura 26 e´
mostrado na figura 35.
Como pode ser observado, foram criados os sinais tempora´rios para armazenamento do
ca´lculo das marcac¸o˜es para cada lugar da Rede de Petri, com um tamanho de palavra adequado
a` capacidade do mesmo. Tambe´m foram criados sinais de 1 bit para habilitac¸a˜o e disparo das
transic¸o˜es. Em seguida foram criadas as constantes de peso dos arcos, constantes de prioridade
das transic¸o˜es e constantes de capacidade de cada lugar. Observa-se que todos os arcos possuem
peso 1 e que a transic¸a˜o T1 tem prioridade maior que as demais. Isto foi feito para solucionar o
conflito entre as transic¸o˜es T1 e T2. Os lugares P1, P2 e P3, possuem capacidade limitada em
1 unidade. Ja´ os lugares P0 e P4 na˜o foram limitados e recebem um limite automa´tico de 255
unidades.
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Figura 34: Codificac¸a˜o dos sinais e constantes.
Fonte: Autoria pro´pria
3.4.5.6 Ca´lculo da marcac¸a˜o
Nesta etapa e´ produzida a codificac¸a˜o do hardware responsa´vel pelo ca´lculo do nu´mero de
marcas em cada lugar da Rede de Petri de acordo com o disparo das transic¸o˜es. Para isto, e´
computada a quantidade atual de marcas em cada lugar mais o peso dos arcos de entrada menos
o peso dos arcos de saı´da de cada lugar multiplicados pelo sinal de disparo das transic¸o˜es
associadas a estes arcos. Os sinais de disparo das transic¸o˜es utilizam um u´nico bit, podendo
assim, assumir os valores 0 ou 1, que fazendo parte de um produto, determinam quais valores
de peso de arco sera˜o somados ou subtraı´dos em cada lugar.
Para determinar quais sa˜o os arcos de entrada e saı´da de cada lugar, o software utiliza as
matrizes de entrada e saı´da, que expressam os valores de pesos de arcos associados a cada par
lugar, transic¸a˜o.
Esta codificac¸a˜o e´ produzida logo apo´s a palavra begin no inı´cio da architecture na˜o estando
dentro de nenhum processo e produzindo assim, um circuito combinacional que mante´m os
valores tempora´rios constantemente atualizados. O fluxograma relativo ao trecho do software
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architecture behavioral OF exemplo IS
signal P0Temp : std_logic_vector(7 downto 0);
signal P1Temp : std_logic_vector(0 downto 0);
signal P2Temp : std_logic_vector(0 downto 0);
signal P3Temp : std_logic_vector(0 downto 0);
signal P4Temp : std_logic_vector(7 downto 0);
signal T0, T0_ENABLE : std_logic;
signal T1, T1_ENABLE : std_logic;
signal T2, T2_ENABLE : std_logic;
signal T3, T3_ENABLE : std_logic;
constant WP0T0  : integer := 1;
constant WP1T1  : integer := 1;
constant WP1T2  : integer := 1;
constant WP2T3  : integer := 1;
constant WP3T3  : integer := 1;
constant WT0P1  : integer := 1;
constant WT1P2  : integer := 1;
constant WT2P3  : integer := 1;
constant WT3P4  : integer := 1;
constant PRIOR_T0  : integer := 1;
constant PRIOR_T1  : integer := 2;
constant PRIOR_T2  : integer := 1;
constant PRIOR_T3  : integer := 1;
constant K_P0  : integer := 255;
constant K_P1  : integer := 1;
constant K_P2  : integer := 1;
constant K_P3  : integer := 1;
constant K_P4  : integer := 255;
Figura 35: Co´digo VHDL da descric¸a˜o dos sinais e constantes.
Fonte: Autoria pro´pria
que produz esta codificac¸a˜o e´ mostrado na figura 36.
O co´digo C, referente a esta etapa encontra-se no Apeˆndice, na pa´gina 119. O co´digo VHDL
gerado para o ca´lculo da marcac¸a˜o da Rede de Petri da figura 26 e´ mostrado na figura 37.
3.4.5.7 Atualizac¸a˜o do nu´mero de marcas
Nesta etapa e´ produzida a codificac¸a˜o do hardware responsa´vel pela atualizac¸a˜o da marcac¸a˜o
da Rede de Petri, que responde a dois sinais. O sinal de RESET provoca o carregamento do
nu´mero de marcas inicial em cada lugar da rede. A borda de subida do sinal de CLOCK faz
com que o nu´mero de marcas calculado, presente nos sinais tempora´rios, seja carregado em
cada lugar da rede.
Para que esta atualizac¸a˜o ocorra de forma paralela, e´ realizada a codificac¸a˜o de um processo
para cada lugar da rede, contendo cada um, uma lista de sensibilidade com os sinais clock e
reset. O trecho do software que produz esta codificac¸a˜o e´ mostrado na figura 38.
O co´digo C, referente a esta etapa, encontra-se no Apeˆndice, na pa´gina 120. O co´digo
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Figura 36: Codificac¸a˜o do ca´lculo da marcac¸a˜o.
Fonte: Autoria pro´pria
begin
P0Temp <= conv_std_logic_vector((conv_integer(P0)
- WP0T0*conv_integer(T0)),8);
P1Temp <= conv_std_logic_vector((conv_integer(P1)
+ WT0P1*conv_integer(T0)
- WP1T1*conv_integer(T1)
- WP1T2*conv_integer(T2)),1);
P2Temp <= conv_std_logic_vector((conv_integer(P2)
+ WT1P2*conv_integer(T1)
- WP2T3*conv_integer(T3)),1);
P3Temp <= conv_std_logic_vector((conv_integer(P3)
+ WT2P3*conv_integer(T2)
- WP3T3*conv_integer(T3)),1);
P4Temp <= conv_std_logic_vector((conv_integer(P4)
+ WT3P4*conv_integer(T3)),8);
Figura 37: Co´digo VHDL do ca´culo da marcac¸a˜o.
Fonte: Autoria pro´pria
VHDL gerado para a atualizac¸a˜o da marcac¸a˜o da Rede de Petri da figura 26 e´ mostrado na
figura 39.
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Figura 38: Codificac¸a˜o da atualizac¸a˜o da marcac¸a˜o.
Fonte: Autoria pro´pria
3.4.5.8 Habilitac¸a˜o das transic¸o˜es
Nesta etapa e´ produzida a codificac¸a˜o do hardware responsa´vel pela habilitac¸a˜o para dis-
paro das transic¸o˜es da Rede de Petri. Para isto, o hardware deve analisar duas condic¸o˜es ne-
cessa´rias para que uma determinada transic¸a˜o esteja habilitada.
A primeira condic¸a˜o e´ que a quantidade de marcas nos lugares de entrada de cada transic¸a˜o
seja maior ou igual aos pesos dos respectivos arcos de entrada.
A segunda condic¸a˜o a ser verificada e´ que a capacidade dos lugares de saı´da de cada
transic¸a˜o na˜o seja excedida com o disparo da mesma. Ou seja, a capacidade dos lugares de
saı´da menos o nu´mero de marcas ja´ existentes nestes lugares deve ser maior ou igual ao peso
dos arcos que interligam a transic¸a˜o aos mesmos.
Quando uma transic¸a˜o e´ habilitada seu sinal de habilitac¸a˜o recebe o valor 1, em caso
contra´rio, o sinal de habilitac¸a˜o recebe o valor 0.
Como pode ser observado no fluxograma da figura 40, para cada transic¸a˜o, sa˜o verificados
os lugares de entrada e saı´da em conjunto com os respectivos arcos, para a composic¸a˜o do
co´digo VHDL com as condic¸o˜es de habilitac¸a˜o. Para esta verificac¸a˜o sa˜o utilizadas as matrizes
de entrada e saı´da, que ja´ possuem os dados necessa´rios para esta codificac¸a˜o.
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process (CLK, RESET) begin
if (RESET = '1') then P0 <= conv_std_logic_vector(4,8);
elsif (CLK'event and CLK='1') then
P0 <= P0Temp;
end if;
end process;
process (CLK, RESET) begin
if (RESET = '1') then P1 <= conv_std_logic_vector(0,1);
elsif (CLK'event and CLK='1') then
P1 <= P1Temp;
end if;
end process;
process (CLK, RESET) begin
if (RESET = '1') then P2 <= conv_std_logic_vector(0,1);
elsif (CLK'event and CLK='1') then
P2 <= P2Temp;
end if;
end process;
process (CLK, RESET) begin
if (RESET = '1') then P3 <= conv_std_logic_vector(0,1);
elsif (CLK'event and CLK='1') then
P3 <= P3Temp;
end if;
end process;
process (CLK, RESET) begin
if (RESET = '1') then P4 <= conv_std_logic_vector(0,8);
elsif (CLK'event and CLK='1') then
P4 <= P4Temp;
end if;
end process;
Figura 39: Co´digo VHDL da atualizac¸a˜o da marcac¸a˜o.
Fonte: Autoria pro´pria
O co´digo C, referente a esta etapa, encontra-se no Apeˆndice, na pa´gina 120. O co´digo
VHDL gerado para a habilitac¸a˜o das transic¸o˜es da Rede de Petri da figura 26 e´ mostrado na
figura 41.
3.4.5.9 Disparo das transic¸o˜es
Nesta etapa e´ produzida a codificac¸a˜o do hardware responsa´vel pelo disparo das transic¸o˜es
habilitadas. Para isto, o hardware gerado deve considerar tambe´m as possı´veis condic¸o˜es de
conflito entre va´rias transic¸o˜es que estejam habilitadas, os quais podem ser basicamente de dois
tipos:
O primeiro tipo ocorre quando um determinado lugar possui marcas que esta˜o contribuindo
para a habilitac¸a˜o de duas ou mais transic¸o˜es. Caso a quantidade de marcas seja inferior a`quela
necessa´ria para suprir o disparo de todas elas, tem-se uma situac¸a˜o de conflito de entrada.
O segundo tipo de conflito ocorre quando duas ou mais transic¸o˜es, ao serem disparadas
fornecem simultaneamente marcas para um mesmo lugar da Rede de Petri. Caso a capacidade
disponı´vel deste lugar seja inferior a`quela necessa´ria para receber as marcas advindas destas
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Figura 40: Codificac¸a˜o da habilitac¸a˜o das transic¸o˜es.
Fonte: Autoria pro´pria
    T0_ENABLE <= '1' when
(P0 >= WP0T0 and
K_P1-P1 >= WT0P1)
else '0';
    T1_ENABLE <= '1' when
(P1 >= WP1T1 and
K_P2-P2 >= WT1P2)
else '0';
    T2_ENABLE <= '1' when
(P1 >= WP1T2 and
K_P3-P3 >= WT2P3)
else '0';
    T3_ENABLE <= '1' when
(P2 >= WP2T3 and P3 >= WP3T3 and
K_P4-P4 >= WT3P4)
else '0';
Figura 41: Co´digo VHDL para habilitac¸a˜o das transic¸o˜es.
Fonte: Autoria pro´pria
transic¸o˜es, tem-se uma situac¸a˜o de conflito de saı´da, tambe´m conhecido como contato.
Neste caso algumas das transic¸o˜es sera˜o disparadas, enquanto outras na˜o, segundo algum
crite´rio de escolha. No presente estudo foi utilizado o crite´rio de prioridades diferentes para a
soluc¸a˜o dos conflitos, onde sera˜o disparadas preferencialmente as transic¸o˜es de maior priori-
dade.
Em entras abordagens, pode-se utilizar outros crite´rios de soluc¸a˜o de conflitos, como dis-
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paro aleato´rio, disparo probabilı´stico, ou disparo por tempo determinı´stico.
Quando uma transic¸a˜o e´ disparada seu sinal de disparo recebe o valor 1, em caso contra´rio,
o sinal de disparo recebe o valor 0. O fluxograma do processo de codificac¸a˜o em VHDL da
etapa do hardware que controla o disparo das transic¸o˜es pode ser visto na figura 42 e utiliza
novamente as matrizes de entrada e saı´da, que permitem inclusive uma ana´lise dos possı´veis
conflitos entre as transic¸o˜es. As constantes de prioridade sa˜o utilizadas na lo´gica de soluc¸a˜o
dos conflitos.
O co´digo C, referente a esta etapa encontra-se no Apeˆndice, na pa´gina 121. O co´digo VHDL
gerado para o disparo das transic¸o˜es da Rede de Petri da figura 26 e´ mostrado na figura 43, onde
pode ser observada a soluc¸a˜o do conflito entre as transic¸o˜es T1 e T2.
Toma a 
primeira 
transição
Codifica a solução 
de conflitos de 
entrada
Codifica a solução 
de conflitos de saída
Última 
transição
Toma próxima 
transição
Fim
sim
não
Codifica a verificação 
da habilitação
Codifica a atribuição 
do valor 1 se 
disparada
Figura 42: Codificac¸a˜o do disparo e ana´lise de conflitos.
Fonte: Autoria pro´pria
3.4.5.10 Divisor de Clock
Conforme descrito anteriormente as transic¸o˜es da Rede de Petri sa˜o disparadas em sincro-
nismo com a borda de subida de um sinal de clock, que possui normalmente uma frequeˆncia
relativamente elevada. Isto faz com que a sequeˆncia de disparos da Rede de Petri se processe
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  T0 <= '1' when (T0_ENABLE = '1')
else '0';
  T1 <= '1' when (T1_ENABLE = '1' and
((conv_integer(P1) >= WP1T1 + conv_integer(T2_ENABLE)*WP1T2) or
(PRIOR_T1 > conv_integer(T2_ENABLE)*PRIOR_T2)))
else '0';
  T2 <= '1' when (T2_ENABLE = '1' and
((conv_integer(P1) >= WP1T2 + conv_integer(T1_ENABLE)*WP1T1) or
(PRIOR_T2 > conv_integer(T1_ENABLE)*PRIOR_T1)))
else '0';
  T3 <= '1' when (T3_ENABLE = '1')
else '0';
end behavioral;
Figura 43: Co´digo VHDL para disparo das transic¸o˜es.
Fonte: Autoria pro´pria
de forma muito ra´pida, com um tempo de poucos nanosegundos entre uma transic¸a˜o e outra,
representando para muitas aplicac¸o˜es pra´ticas um disparo quase imediato, o que e´ deseja´vel.
Contudo, na fase de testes do modelo implementado em hardware de lo´gica reconfigura´vel,
deseja-se algumas vezes acompanhar a sequencia de transic¸o˜es ocorrendo em uma velocidade
menor, que permita monitorar o correto funcionamento do circuito. Para isto, a ferramenta
desenvolvida neste estudo gera tambe´m o co´digo VHDL para um circuito divisor de clock,
permitindo assim a escolha de um perı´odo tempo maior entre o acionamento das transic¸o˜es. O
valor deste perı´odo de tempo, expresso em milissegundos, e´ solicitado por ocasia˜o da gerac¸a˜o
do arquivo VHDL, juntamente com o valor da frequeˆncia de clock original utilizada.
O circuito divisor de clock e´ gerado atrave´s de dois contadores, sendo que o primeiro gera
uma borda de subida a cada 1ms e o segundo conta estes milissegundos ate´ atingir o valor
de tempo desejado, gerando enta˜o um sinal de clock com um perı´odo adequado, conforme
mostrado no diagrama da figura 44.
O co´digo C, referente a esta etapa encontra-se no Apeˆndice, na pa´gina 122. O co´digo
VHDL gerado para o divisor de clock e´ mostrado na figura 45, sendo gerado quando o perı´odo
selecionado for diferente de zero.
3.5 CONSIDERAC¸O˜ES
Para a soluc¸a˜o de conflitos foi utilizada a atribuic¸a˜o de prioridades diferentes para as
transic¸o˜es envolvidas. Foi considerada a situac¸a˜o onde uma transic¸a˜o de prioridade menor
em um conflito possa ser disparada caso a transic¸a˜o nos caso de haver marcas excedentes ou
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Figura 44: Diagrama de blocos do divisor de clock.
process (CLK1)
VARIABLE CONTADOR : INTEGER RANGE 0 TO 27000;
VARIABLE CONTA_MS : INTEGER RANGE 0 TO PERIODO;
begin
if (PERIODO = 0) then
CLK <= CLK1;
elsif (CLK1'event and CLK1='1') then CONTADOR := 
CONTADOR + 1;
if (CONTADOR = 27000/2) then CONTA_MS := CONTA_MS + 1;
CONTADOR :=0;
if (CONTA_MS = PERIODO) then
CONTA_MS :=0;
CLK <= NOT CLK;
end if;
end if;
end if;
end process;
Figura 45: Co´digo VHDL do divisor de clock.
Fonte: Autoria pro´pria
quando uma transic¸a˜o de maior prioridade estiver desabilitada.
Cabe tambe´m lembrar que outros processos de soluc¸a˜o de conflito, menos determinı´sticos,
tambe´m podem ser elaborados atrave´s de modificac¸o˜es na codificac¸a˜o da lo´gica de disparo.
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4 VALIDAC¸A˜O DA FERRAMENTA
Para avaliac¸a˜o dos resultados utilizou-se um exemplo de aplicac¸a˜o da ferramenta desen-
volvida, a qual deve ler um arquivo no formato PNML representando o modelo de uma planta
industrial hipote´tica e gerar um co´digo VHDL correspondente, conforme descrito nas sec¸o˜es
seguintes.
4.1 EXEMPLO DE APLICAC¸A˜O
Como exemplo da utilizac¸a˜o da ferramenta desenvolvida foi implementado um modelo em
Rede de Petri representando uma planta industrial hipote´tica, destinada a` produc¸a˜o de la´pis e
canetas.
Nesta fa´brica, as canetas e os la´pis sa˜o produzidos de forma independente em setores dife-
rentes da planta industrial e enviados para o setor de embalagem. Neste setor sa˜o produzidos
conjuntos contendo treˆs la´pis e duas canetas. Os conjuntos sa˜o enta˜o embalados em caixas de
10 unidades, as quais sa˜o enviadas ao depo´sito final. O depo´sito final tem um limite de capaci-
dade, que ao ser atingido, determina a paralisac¸a˜o da produc¸a˜o. Este modelo de planta industrial
hipote´tica foi inspirado no exemplo da fa´brica de canetas de (MACIEL; LINS; CUNHA, 1996).
4.1.1 DIAGRAMA DA REDE DE PETRI
O diagrama da Rede de Petri modelando a planta industrial hipote´tica e´ mostrado na fi-
gura 46 e foi capturado utilizando-se o software livre Pipe 3.0, que gera um arquivo do tipo
PNML, contendo a descric¸a˜o do modelo.
Como pode ser observado, a planta industrial possui um setor de produc¸a˜o de canetas, onde
os lugares P0 e P1 representam os depo´sitos de mate´ria prima, que poderiam ser por exemplo,
pla´stico e tinta. Estes depo´sitos sa˜o alimentados atrave´s das transic¸o˜es T3 e T2, que sa˜o do
tipo fonte. O fornecimento de mate´ria prima da transic¸a˜o T3 ocorre de uma em uma unidade
e o da transic¸a˜o T2 ocorre em lotes de 6 unidades, como pode ser observado pelo peso dos
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respectivos arcos. A transic¸a˜o T0 representa o inı´cio da produc¸a˜o de uma caneta, a qual ocorrera´
no lugar P2 e consome a marca do lugar P3 que representa a disponibilidade da ma´quina. Desta
forma, o inı´cio da produc¸a˜o de uma nova caneta so´ ocorrera´ apo´s o disparo da transic¸a˜o T1,
que representa o termino da produc¸a˜o da caneta atual, enviando a mesma para um depo´sito
representado por P4 e devolvendo uma marca ao lugar P3.
Um processo semelhante ocorre no setor de produc¸a˜o de la´pis, onde as transic¸o˜es T6 e T7
fornecem mate´ria prima em lotes de 4 unidades para os depo´sitos representados por P6 e P5
respectivamente. Esta mate´ria prima poderia ser, por exemplo, madeira e grafite. As transic¸o˜es
T4 e T5 indicam o inı´cio e o fim da produc¸a˜o de um la´pis. O lugar P7 representa um la´pis sendo
produzido, o qual e´ posteriormente enviado para o depo´sito representado por P9 ao mesmo
tempo em que uma marca e´ enviada ao lugar P8 que representa ma´quina disponı´vel.
No setor de montagem de conjuntos, 3 canetas e 2 la´pis sa˜o retirados dos depo´sitos P4 e
P9 pelo disparo da transic¸a˜o T8 que indica o inı´cio da produc¸a˜o de um conjunto e consome a
marca do lugar P12 que representa a disponibilidade da ma´quina. O te´rmino da produc¸a˜o do
conjunto e´ indicado pelo disparo da transic¸a˜o T9, que devolve a marca para o lugar P12 e envia
uma marca para o lugar P11, o qual representa o depo´sito de conjuntos. Quando a quantidade
de conjuntos neste depo´sito for de 10 unidades, ocorre o disparo da transic¸a˜o T10, que indica
um encaixotamento e envio para o depo´sito final, representado pelo lugar P13.
4.2 CO´DIGO EM PNML
Ao se executar o comando salvar arquivo na plataforma Pipe-3, e´ gerado um arquivo no
formato PNML, que neste caso recebeu o nome de fabrica.xml e e´ mostrado parcialmente na
figura 47.
4.3 CO´DIGO EM VHDL
Em seguida o arquivo no formato PNML foi convertido para co´digo VHDL utilizando-se a
ferramenta desenvolvida neste estudo. O co´digo VHDL gerado e´ mostrado e descrito a seguir,
em suas diversas partes.
4.3.1 CABEC¸ALHO E ENTIDADE
Na parte inicial do co´digo, mostrado na figura 48, pode-se observar a cabec¸alho contendo as
bibliotecas utilizadas e logo em seguida a descric¸a˜o da entidade, onde sa˜o descritos os terminais
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Figura 46: Planta industrial hipote´tica modelada em Rede de Petri
Fonte: Autoria pro´pria
de entrada e saı´da do hardware a ser gerado. Inicialmente aparecem os terminais de CLOCK
e RESET, que sa˜o entradas. Em seguida, sa˜o declarados os terminais referentes a cada lugar
da rede, sendo do tipo buffer, o que permite que os mesmos sejam utilizados como entrada ou
saı´da.
Como pode ser observado, os terminais possuem o tamanho de palavra digital necessa´rio
para comportar um valor correspondente a` capacidade de marcas de cada lugar. Por exemplo,
os lugares P0, P1, P5, P6, P9 e P13 possuem capacidade inferior a 8, utilizando desta forma,
apenas 3 bits (2 DOWNTO 0). Como foi exposto anteriormente na descric¸a˜o da ferramenta,
os lugares que na˜o tiveram sua capacidade limitada de forma explı´cita, receberam um limite
ma´ximo de 255, utilizando, assim, 8 bits (7 DOWNTO 0).
4.3.2 ARQUITETURA - SINAIS
Apo´s a descric¸a˜o da entidade, e´ gerada a parte do co´digo referente a` arquitetura, que pode
ser vista parcialmente na figura 49 e que recebe o nome “behavioral”. Nesta arquitetura, logo
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<?xml version="1.0" encoding="iso-8859-1" ?>  
- <pnml> 
- <net id="Net-One" type="P/T net"> 
<tokenclass id="Default" enabled="true" red="0" green="0" blue="0" />
- <labels x="547" y="57" width="107" height="55" border="true">
<text>Depósito de Caixas com 10 Unidades</text> 
 </labels> 
- <labels x="25" y="287" width="105" height="37" border="true">
<text>Entrada de matéria prima</text>
 </labels> 
- <labels x="498" y="348" width="107" height="39" border="true"> 
<text>Montagem de Conjunto</text>  
 </labels> 
- <labels x="196" y="200" width="107" height="39" border="true"> 
<text>Produção de Canetas</text>
 </labels> 
- <labels x="195" y="513" width="107" height="39" border="true"> 
<text>Produção de Lápis</text>
 </labels> 
- <place id="P0">
- <graphics>
 <position x="55.0" y="70.0" />  
</graphics>
- <name>
 <value>P0</value>  
- <graphics> 
<offset x="10.0" y="40.0" />
 </graphics>
</name> 
- <initialMarking> 
 <value>Default,0</value>
- <graphics> 
<offset x="0.0" y="0.0" />
 </graphics>
</initialMarking> 
- <capacity>
 <value>6</value>  
</capacity> 
 </place>
- <place id="P1">
- <graphics>
 <position x="55.0" y="175.0" /> 
</graphics>
- <name>
 <value>P1</value>  
- <graphics> 
<offset x="10.0" y="42.0" />
 </graphics>
</name> 
- <initialMarking> 
 <value>Default,0</value>
- <graphics> 
Figura 47: Co´digo PNML da Planta industrial hipote´tica
Fonte: Autoria pro´pria
no inı´cio, sa˜o mostrados os sinais utilizados para registrar os valores tempora´rios da quantidade
de marcas nos lugares e em seguida os sinais utilizados para registrar a habilitac¸a˜o e o disparo
das transic¸o˜es. Da mesma forma que os terminais da entidade, os sinais sa˜o do tipo std logic e
utilizam a quantidade necessa´ria de bits para comportar os respectivos valores. Assim, enquanto
o sinal P11Temp utiliza um vetor de 4 bits (3 DOWNTO 0), o sinal T0 e todos os sinais relativos
a`s transic¸o˜es, utilizam apenas 1 bit.
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 1  library ieee;
 2  use ieee.std_logic_1164.all;
 3  use ieee.std_logic_arith.all;
 4  use ieee.std_logic_unsigned.all;
 5  ---------------------------------------------
 6  entity fabrica IS
 7  PORT
 8  (
 9  CLK : buffer std_logic;
10  CLK1 : in std_logic;
11  RESET : in std_logic;
12  P0 : buffer std_logic_vector(2 downto 0);
13  P1 : buffer std_logic_vector(2 downto 0);
14  P10 : buffer std_logic_vector(7 downto 0);
15  P11 : buffer std_logic_vector(3 downto 0);
16  P12 : buffer std_logic_vector(7 downto 0);
17  P13 : buffer std_logic_vector(2 downto 0);
18  P2 : buffer std_logic_vector(7 downto 0);
19  P3 : buffer std_logic_vector(7 downto 0);
20  P4 : buffer std_logic_vector(7 downto 0);
21  P5 : buffer std_logic_vector(2 downto 0);
22  P6 : buffer std_logic_vector(2 downto 0);
23  P7 : buffer std_logic_vector(7 downto 0);
24  P8 : buffer std_logic_vector(7 downto 0);
25  P9 : buffer std_logic_vector(2 downto 0)
26  );
27  end fabrica;
Figura 48: Co´digo em VHDL do Cabec¸alho e da Entidade.
Fonte: Autoria pro´pria
4.3.3 ARQUITETURA - CONSTANTES
Apo´s a descric¸a˜o dos sinais, aparece a parte do co´digo que descreve a`s constantes utilizadas
pelo hardware. Primeiramente, teˆm-se as constantes referentes ao peso dos arcos da Rede de
Petri, que podem ser vistas na figura 50. Estas constantes sa˜o do tipo inteiro e teˆm o nome de
acordo com arco a que pertencem, indicando a origem e o destino do mesmo. Por exemplo,
a constante WP5T4 possui o valor 1 e tem o nome formado pela letra W indicando o peso
(weight), do arco com origem no lugar P5 e destino na transic¸a˜o T4.
Em seguida, como podem ser vistas na figura 51, aparecem as constantes referentes a`s prio-
ridades de disparo das transic¸o˜es da Rede de Petri utilizadas para solucionar possı´veis conflitos.
Estas constantes tambe´m sa˜o do tipo inteiro e apresentam o nome de acordo com a transic¸a˜o a
que pertencem. Como se pode observar neste caso, a prioridade de disparo de todas as transic¸a˜o
recebe o valor 1, indicando que na˜o existe uma prioridade efetiva entre elas. Isto ocorre, devido
ao fato de na˜o haver situac¸o˜es de conflito nesta rede. Caso ocorram conflitos em um deter-
minado modelo, deve-se atribuir prioridades diferentes para as transic¸o˜es envolvidas para que
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28  ---------------------------------------------------
29  architecture behavioral OF fabrica IS
30
31 signal P0Temp : std_logic_vector(2 downto 0);
32 signal P1Temp : std_logic_vector(2 downto 0);
33 signal P10Temp : std_logic_vector(7 downto 0);
34 signal P11Temp : std_logic_vector(3 downto 0);
35 signal P12Temp : std_logic_vector(7 downto 0);
36 signal P13Temp : std_logic_vector(2 downto 0);
37 signal P2Temp : std_logic_vector(7 downto 0);
38 signal P3Temp : std_logic_vector(7 downto 0);
39 signal P4Temp : std_logic_vector(7 downto 0);
40 signal P5Temp : std_logic_vector(2 downto 0);
41 signal P6Temp : std_logic_vector(2 downto 0);
42 signal P7Temp : std_logic_vector(7 downto 0);
43 signal P8Temp : std_logic_vector(7 downto 0);
44 signal P9Temp : std_logic_vector(2 downto 0);
45
46 signal T0, T0_ENABLE : std_logic;
47 signal T1, T1_ENABLE : std_logic;
48 signal T10, T10_ENABLE : std_logic;
49 signal T2, T2_ENABLE : std_logic;
50 signal T3, T3_ENABLE : std_logic;
51 signal T4, T4_ENABLE : std_logic;
52 signal T5, T5_ENABLE : std_logic;
53 signal T6, T6_ENABLE : std_logic;
54 signal T7, T7_ENABLE : std_logic;
55 signal T8, T8_ENABLE : std_logic;
56 signal T9, T9_ENABLE : std_logic;
57
Figura 49: Co´digo em VHDL da Arquitetura descrevendo os Sinais.
Fonte: Autoria pro´pria
ocorra a soluc¸a˜o do conflito e o disparo das transic¸o˜es priorita´rias. Caso isto na˜o seja feito, o
software fara´ uma atribuic¸a˜o automa´tica de prioridades diferentes para que seja possı´vel ocorrer
o disparo. Assim, e´ conveniente examinar as constantes de prioridades das transic¸o˜es no co´digo
VHDL gerado, para verificar se as mesmas esta˜o de acordo com o que se espera do modelo do
sistema. Caso contra´rio, as prioridades das transic¸o˜es devem ser alteradas manualmente.
Finalmente, como mostrado na figura 52, aparecem as constantes referentes a`s capacida-
des dos lugares da Rede de Petri, que determinam o limite ma´ximo de marcas que os mesmos
podem conter. Estas constantes tambe´m sa˜o do tipo inteiro e apresentam o nome de acordo
com o lugar a que pertencem. Como pode ser observado, existem valores de capacidade que
foram estipulados e outros onde a pro´pria ferramenta atribuiu um limite ma´ximo de 255 mar-
cas, representando os lugares na˜o limitados. Este valor foi utilizado neste trabalho, por ser
uma quantidade suficiente para os testes executados, podendo ser facilmente alterado, caso seja
necessa´rio.
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58 constant WP5T4 : integer := 1;
59 constant WP0T0 : integer := 1;
60 constant WP6T4 : integer := 1;
61 constant WP10T9 : integer := 1;
62 constant WP11T10 : integer := 10;
63 constant WP12T8 : integer := 1;
64 constant WP1T0 : integer := 1;
65 constant WP7T5 : integer := 1;
66 constant WP2T1 : integer := 1;
67 constant WP8T4 : integer := 1;
68 constant WP3T0 : integer := 1;
69 constant WP4T8 : integer := 3;
70 constant WP9T8 : integer := 2;
71 constant WT4P7 : integer := 1;
72 constant WT0P2 : integer := 1;
73 constant WT5P8 : integer := 1;
74 constant WT5P9 : integer := 1;
75 constant WT10P13 : integer := 1;
76 constant WT1P3 : integer := 1;
77 constant WT1P4 : integer := 1;
78 constant WT6P6 : integer := 4;
79 constant WT2P1 : integer := 6;
80 constant WT7P5 : integer := 4;
81 constant WT3P0 : integer := 1;
82 constant WT8P10 : integer := 1;
83 constant WT9P11 : integer := 1;
84 constant WT9P12 : integer := 1;
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Figura 50: Co´digo em VHDL das Contantes de pesos dos arcos.
Fonte: Autoria pro´pria
4.3.4 ARQUITETURA - CA´LCULO DAS MARCAC¸O˜ES
Criados os sinais e constantes e´ iniciada, apo´s a palavra begin, a parte lo´gica do circuito
a ser gerado. Na figura 53 e´ mostrado o co´digo responsa´vel pelo ca´lculo das marcac¸o˜es da
rede. Para isto sa˜o considerados os pesos dos arcos de entrada e saı´da de cada lugar e os sinais
de disparo das transic¸o˜es associadas a este. O ca´lculo e´ realizado por lo´gica combinacional e
ocorre de forma paralela e assı´ncrona, ou seja, na˜o depende de nenhum sinal de CLOCK.
O ca´lculo e´ realizado tomando-se o nu´mero de marcas atual de cada lugar, somando-se a ele
o peso de seus arcos de entrada e subtraindo-se o peso de seus arcos de saı´da, caso a transic¸a˜o
associada a`queles arcos esteja disparada, ou seja, com valor 1. Para isto e´ realizado um produto
dos pesos dos arcos pelo sinal de disparo da transic¸a˜o associada. Caso a transic¸a˜o na˜o esteja
disparada o termo sera´ zerado, fazendo com que aqueles pesos na˜o participem do ca´lculo. O
resultado do ca´lculo e´ registrado nos sinais tempora´rios referentes a` quantidade de marcas dos
lugares da Rede de Petri e na pro´xima borda de subida do sinal de CLOCK e´ atribuı´do ao sinal
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86 constant PRIOR_T0 : integer := 1;
87 constant PRIOR_T1 : integer := 1;
88 constant PRIOR_T10 : integer := 1;
89 constant PRIOR_T2 : integer := 1;
90 constant PRIOR_T3 : integer := 1;
91 constant PRIOR_T4 : integer := 1;
92 constant PRIOR_T5 : integer := 1;
93 constant PRIOR_T6 : integer := 1;
94 constant PRIOR_T7 : integer := 1;
95 constant PRIOR_T8 : integer := 1;
96 constant PRIOR_T9 : integer := 1;
Figura 51: Co´digo em VHDL das Constantes de prioridade das transic¸o˜es.
Fonte: Autoria pro´pria
 97
 98  constant K_P0 : integer := 6;
 99  constant K_P1 : integer := 6;
100  constant K_P10 : integer := 255;
101  constant K_P11 : integer := 10;
102  constant K_P12 : integer := 255;
103  constant K_P13 : integer := 5;
104  constant K_P2 : integer := 255;
105  constant K_P3 : integer := 255;
106  constant K_P4 : integer := 255;
107  constant K_P5 : integer := 4;
108  constant K_P6 : integer := 4;
109  constant K_P7 : integer := 255;
110  constant K_P8 : integer := 255;
111  constant K_P9 : integer := 5;
Figura 52: Co´digo em VHDL das Constantes de capacidade dos lugares.
Fonte: Autoria pro´pria
referente ao nu´mero de marcas atual de cada lugar.
4.3.5 ARQUITETURA - ATRIBUIC¸A˜O DAS MARCAC¸O˜ES
A pro´xima parte do co´digo gerado e´ responsa´vel pela atribuic¸a˜o efetiva das marcac¸o˜es aos
lugares. Esta atribuic¸a˜o ocorre de forma sı´ncrona dentro de um processo, respondendo aos sinais
de CLOCK e RESET, conforme mostrado na figura 54. Assim, pode ser observado que quando
o sinal de RESET e´ levado a nı´vel alto, o valor inicial de marcac¸a˜o e´ atribuı´do a cada lugar. Em
caso contra´rio, a cada borda de subida do sinal de CLOCK, o valor de marcac¸a˜o e´ atualizado de
acordo com o valor calculado anteriormente, presente nos sinais tempora´rios. Conve´m ressaltar
que todos os processos sa˜o atualizados de forma concorrente, independentemente da ordem em
que aparecem codificados. Aqui fica clara a vantagem da representac¸a˜o paralela, inerente aos
projetos em lo´gica reconfigura´vel.
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116  begin
117
118    P0Temp <= conv_std_logic_vector((conv_integer(P0)
119   + WT3P0*conv_integer(T3)
120   - WP0T0*conv_integer(T0)),3);
121
122   P1Temp <= conv_std_logic_vector((conv_integer(P1)
123   + WT2P1*conv_integer(T2)
124   - WP1T0*conv_integer(T0)),3);
125
126   P10Temp <= conv_std_logic_vector((conv_integer(P10)
127   + WT8P10*conv_integer(T8)
128   - WP10T9*conv_integer(T9)),8);
129
130   P11Temp <= conv_std_logic_vector((conv_integer(P11)
131   + WT9P11*conv_integer(T9)
132   - WP11T10*conv_integer(T10)),4);
133
134   P12Temp <= conv_std_logic_vector((conv_integer(P12)
135   + WT9P12*conv_integer(T9)
136   - WP12T8*conv_integer(T8)),8);
137
138   P13Temp <= conv_std_logic_vector((conv_integer(P13)
139   + WT10P13*conv_integer(T10)),3);
140
141   P2Temp <= conv_std_logic_vector((conv_integer(P2)
142   + WT0P2*conv_integer(T0)
143   - WP2T1*conv_integer(T1)),8);
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Figura 53: Co´digo em VHDL do ca´lculo das marcac¸o˜es da rede.
Fonte: Autoria pro´pria
4.3.6 ARQUITETURA - HABILITAC¸A˜O DAS TRANSIC¸O˜ES
A pro´xima parte do co´digo gerado e´ responsa´vel pela habilitac¸a˜o das transic¸o˜es. Esta
habilitac¸a˜o ocorre de forma assı´ncrona e concorrente, dependendo dos valores atuais de marcac¸a˜o
dos lugares de entrada e da capacidade disponı´vel dos lugares de saı´da, conforme mostrado na
figura 55. Assim, uma transic¸a˜o estara´ habilitada se seus lugares de entrada possuem a quanti-
dade de marcas maior ou igual ao peso dos respectivos arcos de entrada e seus lugares de saı´da
possam comportar a quantidade de marcas referentes ao peso dos arcos de saı´da. Nesta etapa,
na˜o sa˜o considerados possı´veis conflitos entre transic¸o˜es, o que e´ feito na etapa do co´digo que
trata do disparo das mesmas.
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193  process (CLK, RESET) begin
194    if (RESET = '1') then P0 <= conv_std_logic_vector(0,3);
195    elsif (CLK'event and CLK='1') then
196   P0 <= P0Temp;
197   end if;
198  end process;
199
200  process (CLK, RESET) begin
201     if (RESET = '1') then P1 <= conv_std_logic_vector(0,3);
202     elsif (CLK'event and CLK='1') then
203 P1 <= P1Temp;
204   end if;
205  end process;
206
207  process (CLK, RESET) begin
208     if (RESET = '1') then P10 <= conv_std_logic_vector(0,8);
209     elsif (CLK'event and CLK='1') then
210 P10 <= P10Temp;
211     end if;
212  end process;
213
214  process (CLK, RESET) begin
215     if (RESET = '1') then P11 <= conv_std_logic_vector(0,4);
216     elsif (CLK'event and CLK='1') then
217 P11 <= P11Temp;
218     end if;
219  end process;
Figura 54: Co´digo em VHDL da atribuic¸a˜o das marcac¸o˜es da rede.
Fonte: Autoria pro´pria
4.3.7 ARQUITETURA - DISPARO DAS TRANSIC¸O˜ES
A u´ltima parte do co´digo gerado, mostrada na figura 56, e´ responsa´vel pelo disparo das
transic¸o˜es, que tambe´m ocorre de forma assı´ncrona e concorrente. O disparo de uma transic¸a˜o
depende basicamente de sua habilitac¸a˜o e da soluc¸a˜o de possı´veis conflitos com outras transic¸o˜es.
Assim, se uma transic¸a˜o esta´ habilitada e na˜o esta´ em conflito com outras transic¸o˜es, ela e´ au-
tomaticamente disparada. Em caso contra´rio, o conflito e´ analisado e a transic¸a˜o que possuir
maior prioridade sera´ disparada.
Nesta etapa ainda poderiam ser analisadas outras condic¸o˜es de disparo, caso fosse ne-
cessa´rio. Estas condic¸o˜es dependeriam do tipo de rede que se deseja modelar. Por exemplo, para
redes temporizadas podem ser utilizados controles de tempo, que podem ser determinı´sticos ou
estatı´sticos para condicionar o disparo. Outra situac¸a˜o pode ser o uso de paraˆmetros externos
para condicionar o disparo. No presente estudo, foi utilizada apenas a atribuic¸a˜o de prioridades
para a soluc¸a˜o dos possı´veis conflitos.
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292     T0_ENABLE <= '1' when
293 (P0 >= WP0T0 and P1 >= WP1T0 and P3 >= WP3T0 and
294 K_P2-P2 >= WT0P2)
295 else '0';
296
297     T1_ENABLE <= '1' when
298 (P2 >= WP2T1 and
299 K_P3-P3 >= WT1P3 and K_P4-P4 >= WT1P4)
300 else '0';
301
302     T10_ENABLE <= '1' when
303 (P11 >= WP11T10 and
304 K_P13-P13 >= WT10P13)
305 else '0';
306
307     T2_ENABLE <= '1' when
308 (K_P1-P1 >= WT2P1)
309 else '0';
310
311     T3_ENABLE <= '1' when
312 (K_P0-P0 >= WT3P0)
313 else '0';
314
315     T4_ENABLE <= '1' when
316 (P5 >= WP5T4 and P6 >= WP6T4 and P8 >= WP8T4 and
317 K_P7-P7 >= WT4P7)
318 else '0';
Figura 55: Co´digo em VHDL da habilitac¸a˜o das transic¸o˜es da rede.
Fonte: Autoria pro´pria
4.3.8 ARQUITETURA - DIVISOR DE CLOCK
A pro´xima etapa de gerac¸a˜o do co´digo VHDL, e´ codificac¸a˜o do circuito divisor de sinal
de clock que, conforme descrito anteriormente, possibilita que o tempo entre o disparo de uma
transic¸a˜o e outra seja especificado em milissegundos. Isto possibilita acompanhamento visual
da evoluc¸a˜o da marcac¸a˜o da Rede de Petri, sendo muito u´til na fase de testes do projeto. Para
isto, sa˜o utilizados dois contadores, sendo que o primeiro divide o clock original gerando em
sua saı´da um clock com perı´odo de 1 ms. O segundo contador recebe o clock do primeiro e gera
em sua saı´da um clock final com o perı´odo especificado pelo usua´rio, que e´ representado pela
constante chamada PERIODO. Caso o valor do perı´odo especificado seja zero, o clock original
acionara´ as transic¸o˜es, na˜o havendo nenhuma divisa˜o. O co´digo VHDL, do divisor de clock e´
mostrado na figura 57.
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345    T0 <= '1' when (T0_ENABLE = '1')
346 else '0';
347
348    T1 <= '1' when (T1_ENABLE = '1')
349 else '0';
350
351    T10 <= '1' when (T10_ENABLE = '1')
352 else '0';
353
354    T2 <= '1' when (T2_ENABLE = '1')
355 else '0';
356
357    T3 <= '1' when (T3_ENABLE = '1')
358 else '0';
359
360    T4 <= '1' when (T4_ENABLE = '1')
361 else '0';
362
363    T5 <= '1' when (T5_ENABLE = '1')
364 else '0';
365
366    T6 <= '1' when (T6_ENABLE = '1')
367 else '0';
368
369    T7 <= '1' when (T7_ENABLE = '1')
370 else '0';
Figura 56: Co´digo em VHDL do disparo das transic¸o˜es da rede.
Fonte: Autoria pro´pria
4.4 CONSIDERAC¸O˜ES
O arquivo contendo co´digo VHDL completo e´ gerado no mesmo direto´rio onde esta´ a fer-
ramenta e apresenta extensa˜o vhd. Este arquivo pode ser utilizado diretamente para simulac¸a˜o
ou implementac¸a˜o em hardware de lo´gica reconfigura´vel.
Conve´m observar que a parte do co´digo referente ao divisor de clock so´ sera´ gerada no caso
do usua´rio escolher um perı´odo diferente de zero, por ocasia˜o da solicitac¸a˜o de paraˆmetros de
gerac¸a˜o, pela ferramenta.
91
175  process (CLK1)
176     VARIABLE CONTADOR : INTEGER RANGE 0 TO 27000;
177     VARIABLE CONTA_MS : INTEGER RANGE 0 TO PERIODO;
178
179  begin
180     if (PERIODO = 0) then
181         CLK <= CLK1;
182     elsif (CLK1'event and CLK1='1') then CONTADOR := CONTADOR + 1;
183         if (CONTADOR = 27000/2) then CONTA_MS := CONTA_MS + 1;
184             CONTADOR :=0;
185             if (CONTA_MS = PERIODO) then
186                 CONTA_MS :=0;
187                 CLK <= NOT CLK;
188             end if;
189         end if;
190     end if;
191 end process;
Figura 57: Co´digo em VHDL do Divisor de Clock
Fonte: Autoria pro´pria
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5 ENSAIOS COM O MODELO DE VALIDAC¸A˜O PROPOSTO
Para validac¸a˜o do me´todo utilizado, o modelo em Rede de Petri da planta industrial hi-
pote´tica foi implementado em hardware de lo´gica reconfigura´vel. Para isto, o co´digo VHDL
gerado pela ferramenta desenvolvida foi compilado e simulado no software Quartus II da Al-
tera e posteriormente gravado em uma FPGA utilizando-se o kit de desenvolvimento Cyclone II
tambe´m da Altera. Tambe´m foi realizada uma comparac¸a˜o de desempenho entre a implementac¸a˜o
do modelo em hardware com a implemntac¸a˜o em software, conforme descrito nas sec¸o˜es a se-
guir.
5.1 COMPILAC¸A˜O E SIMULAC¸A˜O
O co´digo em VHDL gerado pela ferramenta desenvolvida neste estudo foi utilizado na
criac¸a˜o de um novo projeto dentro do software Quartus II. Em seguida o mesmo foi compilado
para a gerac¸a˜o dos arquivos necessa´rios para a simulac¸a˜o e posterior gravac¸a˜o em um dispositivo
de lo´gica reconfigura´vel. O processo de compilac¸a˜o ocorreu normalmente, sem a observaˆncia
de erros.
Em seguida foi realizada a simulac¸a˜o do hardware gerado, utilizando-se a ferramenta de
simulac¸a˜o disponı´vel no software Quartus II e cujos resultados podem ser vistos na figura 58.
Observa-se que com a ativac¸a˜o do sinal de RESET, os lugares da Rede de Petri recebem sua
marcac¸a˜o inicial, quando os lugares P3, P8 e P12 possuem uma marca e os demais possuem zero
marca. A partir daı´, pode-se observar a evoluc¸a˜o da marcac¸a˜o da Rede de Petri respondendo a`s
bordas de subida do sinal de CLOCK.
5.2 IMPLEMENTAC¸A˜O EM HARDWARE
A implementac¸a˜o da Rede de Petri em hardware foi feita em um dispositivo de lo´gica
reconfigura´vel. Para isto, o co´digo bina´rio gerado pelo software Quartus II a partir do co´digo
em VHDL foi carregado em uma FPGA utilizando-se o kit de desenvolvimento Cyclone II
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CLK
RESET
P0
P1
P2
P3
P4
P5
P6
P7
P8
P9
P10
P11
P12
P13
0 1 2 3 4 5 6 5 6 5 0 1
0 6 5 4 3 2 1 0 6 5 0 6
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 1 2 3 0 1 2 3 0
0 4 3 2 1 0 4 3 2 1 0 4
0 4 3 2 1 0 4 3 2 1 0 4
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 1 2 3 1 2 3 4 2 0
0 1 0 1 0
0 1 0
1 0 1 0 1
0
10.0 ns
0 ps 80.0 ns 160.0 ns 200.0 ns
Figura 58: Simulac¸a˜o da Rede de Petri.
Fonte: Autoria pro´pria
da Altera. Ale´m disto, alguns dos terminais referentes aos sinais de quantidades de marcas e
de habilitac¸a˜o e disparo de transic¸o˜es foram ligados a` led’s disponı´veis no kit, permitindo sua
monitorac¸a˜o, sendo que as entradas de CLOCK e RESET foram ligadas a boto˜es, permitindo
assim um acompanhamento passo a passo da evoluc¸a˜o da marcac¸a˜o da Rede de Petri.
Tendo o circuito mostrado o comportamento esperado, conforme a simulac¸a˜o, realizou-se
testes com sinais de CLOCK com frequeˆncia de 27Mhz e de 50Mhz. Em ambos os casos,
obteve-se os valores corretos de evoluc¸a˜o da marcac¸a˜o, os quais foram monitorados utilizando-
se o analisador lo´gico integrado SignalTap II, disponı´vel na placa de desenvolvimento DE1. A
figura 59 mostra o modelo da Rede de Petri em estudo sendo executado em hardware .
5.3 ANA´LISE LO´GICA
Nesta sec¸a˜o sa˜o mostrados os procedimentos realizados para a ana´lise dos sinais lo´gicos
do modelo da planta industrial hipote´tica, utilizando o analisador lo´gico integrado SignalTap II,
incluindo as tabelas e os gra´ficos de evoluc¸a˜o da marcac¸a˜o obtidos.
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Figura 59: Moodelo sendo executado na placa DE1 do kit Ciclone II.
Fonte: Autoria pro´pria
5.3.1 ANA´LISE LO´GICA DOS SINAIS
Uma etapa importante de avaliac¸a˜o de resultados foi a ana´lise lo´gica dos sinais do modelo
da Rede de Petri em hardware. Para isto, foi utilizado o mo´dulo analisador lo´gico embarcado,
SignalTap II, incluı´do no software Quartus II em conjunto com o kit de desenvolvimento Cy-
clone II. Este mo´dulo permite a ana´lise e captura em tempo real dos sinais lo´gicos em uma
grande quantidade de pontos do circuito gerado. Assim, selecionando-se os sinais referentes
aos lugares, foi possı´vel verificar a evoluc¸a˜o da marcac¸a˜o da Rede de Petri, mesmo com o
modelo sendo executado em uma frequeˆncia de clock de 27Mhz.
A figura 60 mostra a tela do analisador com os valores capturados a partir de um sinal de
disparo estabelecido como a borda de descida do sinal de RESET. A frequeˆncia de amostragem
escolhida foi a pro´pria frequeˆncia de CLOCK. Assim, uma amostra e´ obtida a cada ciclo de
CLOCK, sendo que o nu´mero de amostras em cada instante e´ mostrado na parte superior da
figura.
Os demais sinais mostrados sa˜o referentes a` quantidade de marcas nos lugares da rede.
Assim, observa-se que enquanto o sinal de reset esta ativado, ou seja com nı´vel alto, os lugares
esta˜o carregados com o nu´mero de marcas inicial. Quando o sinal de reset e´ desativado inicia-se
a a evoluc¸a˜o da marcac¸a˜o. Por exemplo, o lugar P0 recebe uma marca a cada ciclo de clock e
e´ subtraı´do de uma marca a cada dois ciclos de clock, tendo como resultado o acre´scimo de
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uma marca a cada dois ciclos de clock. Isto ocorre ate´ que o lugar P0 atinja sua capacidade
ma´xima de 6 unidades, quando enta˜o o nu´mero de marcas passa a oscilar entre 6 e 5 unidades.
O lugar P1 recebe 6 marcas que va˜o sendo subtraı´das a cada dois ciclos de clock. Isto prossegue
ate´ que o numero de marcas em P1 seja zero, quando enta˜o uma nova carga de 6 unidades e´
recebida. Da mesma forma os demais lugares va˜o tendo suas marcac¸o˜es alteradas de acordo
com a dinaˆmica da Rede de Petri.
Figura 60: Sinais Lo´gicos a partir do RESET
Fonte: Autoria pro´pria
Como pode ser observado, a evoluc¸a˜o da marcac¸a˜o da Rede de Petri ocorre como espe-
rado, atingindo uma estabilizac¸a˜o a partir da amostra de nu´mero 879, como pode ser visto na
figura 61.
5.3.2 TABELA DE MARCAC¸O˜ES
O analisador lo´gico embarcado SignalTap II permite a exportac¸a˜o dos valores amostrados
para um arquivo de valores separados por vı´rgula, permitindo que fosse criada uma tabela de
marcac¸a˜o, da qual a tabela 3 e´ uma visa˜o parcial com 70 amostras.
A partir da tabela de marcac¸o˜es, foram gerados gra´ficos que facilitam a visualizac¸a˜o do
comportamento dinaˆmico da Rede de Petri, permitindo avaliar com seguranc¸a o espac¸o de mar-
cas ao longo de 400 transic¸o˜es, incluindo a transic¸a˜o de nu´mero 364, onde a planta industrial
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Tabela 3: Marcac¸o˜es da Rede de Petri
Ciclos P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13
1 0 0 0 1 0 0 0 0 1 0 0 0 1 0
2 1 6 0 1 0 4 4 0 1 0 0 0 1 0
3 1 5 1 0 0 3 3 1 0 0 0 0 1 0
4 2 5 0 1 1 3 3 0 1 1 0 0 1 0
5 2 4 1 0 1 2 2 1 0 1 0 0 1 0
6 3 4 0 1 2 2 2 0 1 2 0 0 1 0
7 3 3 1 0 2 1 1 1 0 2 0 0 1 0
8 4 3 0 1 3 1 1 0 1 3 0 0 1 0
9 4 2 1 0 0 0 0 1 0 1 1 0 0 0
10 5 2 0 1 1 4 4 0 1 2 0 1 1 0
11 5 1 1 0 1 3 3 1 0 2 0 1 1 0
12 6 1 0 1 2 3 3 0 1 3 0 1 1 0
13 5 0 1 0 2 2 2 1 0 3 0 1 1 0
14 6 6 0 1 3 2 2 0 1 4 0 1 1 0
15 5 5 1 0 0 1 1 1 0 2 1 1 0 0
16 6 5 0 1 1 1 1 0 1 3 0 2 1 0
17 5 4 1 0 1 0 0 1 0 3 0 2 1 0
18 6 4 0 1 2 4 4 0 1 4 0 2 1 0
19 5 3 1 0 2 3 3 1 0 4 0 2 1 0
20 6 3 0 1 3 3 3 0 1 5 0 2 1 0
21 5 2 1 0 0 2 2 1 0 3 1 2 0 0
22 6 2 0 1 1 2 2 0 1 4 0 3 1 0
23 5 1 1 0 1 1 1 1 0 4 0 3 1 0
24 6 1 0 1 2 1 1 0 1 5 0 3 1 0
25 5 0 1 0 2 0 0 1 0 5 0 3 1 0
26 6 6 0 1 3 4 4 1 0 5 0 3 1 0
27 5 5 1 0 0 4 4 1 0 3 1 3 0 0
28 6 5 0 1 1 4 4 0 1 4 0 4 1 0
29 5 4 1 0 1 3 3 1 0 4 0 4 1 0
30 6 4 0 1 2 3 3 0 1 5 0 4 1 0
31 5 3 1 0 2 2 2 1 0 5 0 4 1 0
32 6 3 0 1 3 2 2 1 0 5 0 4 1 0
33 5 2 1 0 0 2 2 1 0 3 1 4 0 0
34 6 2 0 1 1 2 2 0 1 4 0 5 1 0
35 5 1 1 0 1 1 1 1 0 4 0 5 1 0
36 6 1 0 1 2 1 1 0 1 5 0 5 1 0
37 5 0 1 0 2 0 0 1 0 5 0 5 1 0
38 6 6 0 1 3 4 4 1 0 5 0 5 1 0
39 5 5 1 0 0 4 4 1 0 3 1 5 0 0
40 6 5 0 1 1 4 4 0 1 4 0 6 1 0
41 5 4 1 0 1 3 3 1 0 4 0 6 1 0
42 6 4 0 1 2 3 3 0 1 5 0 6 1 0
43 5 3 1 0 2 2 2 1 0 5 0 6 1 0
44 6 3 0 1 3 2 2 1 0 5 0 6 1 0
45 5 2 1 0 0 2 2 1 0 3 1 6 0 0
46 6 2 0 1 1 2 2 0 1 4 0 7 1 0
47 5 1 1 0 1 1 1 1 0 4 0 7 1 0
48 6 1 0 1 2 1 1 0 1 5 0 7 1 0
49 5 0 1 0 2 0 0 1 0 5 0 7 1 0
50 6 6 0 1 3 4 4 1 0 5 0 7 1 0
51 5 5 1 0 0 4 4 1 0 3 1 7 0 0
52 6 5 0 1 1 4 4 0 1 4 0 8 1 0
53 5 4 1 0 1 3 3 1 0 4 0 8 1 0
54 6 4 0 1 2 3 3 0 1 5 0 8 1 0
55 5 3 1 0 2 2 2 1 0 5 0 8 1 0
56 6 3 0 1 3 2 2 1 0 5 0 8 1 0
57 5 2 1 0 0 2 2 1 0 3 1 8 0 0
58 6 2 0 1 1 2 2 0 1 4 0 9 1 0
59 5 1 1 0 1 1 1 1 0 4 0 9 1 0
60 6 1 0 1 2 1 1 0 1 5 0 9 1 0
61 5 0 1 0 2 0 0 1 0 5 0 9 1 0
62 6 6 0 1 3 4 4 1 0 5 0 9 1 0
63 5 5 1 0 0 4 4 1 0 3 1 9 0 0
64 6 5 0 1 1 4 4 0 1 4 0 10 1 0
65 5 4 1 0 1 3 3 1 0 4 0 0 1 1
66 6 4 0 1 2 3 3 0 1 5 0 0 1 1
67 5 3 1 0 2 2 2 1 0 5 0 0 1 1
68 6 3 0 1 3 2 2 1 0 5 0 0 1 1
69 5 2 1 0 0 2 2 1 0 3 1 0 0 1
70 6 2 0 1 1 2 2 0 1 4 0 1 1 1
Fonte: Autoria pro´pria
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Figura 61: Sinais lo´gicos mostrando a estabilizac¸a˜o da marcac¸a˜o
Fonte: Autoria pro´pria
hipote´tica atinge sua ma´xima produc¸a˜o.
O gra´fico da figura 62 mostra a evoluc¸a˜o da quantidade de marcas nos lugares P0, P1,
P2, P3 e P4, relacionados ao setor de produc¸a˜o de canetas, ao longo de 70 ciclos do sinal de
CLOCK. Neste gra´fico pode ser observado que a mate´ria prima para a produc¸a˜o das canetas
e´ alimentada de duas formas diferentes. No depo´sito representado por P0, o material entra
na taxa de uma unidade por vez ate´ atingir o valor limite de 6 unidades. Durante a entrada
deste material ocorre tambe´m consumo do mesmo para produc¸a˜o de canetas, o que faz com que
sejam necessa´rios dois passos ou o tempo de duas transic¸o˜es para a elevac¸a˜o em uma unidade
no depo´sito. Quando o valor ma´ximo e´ alcanc¸ado a transic¸a˜o fonte na˜o ira´ mais disparar ate´
que uma marca seja consumida, liberando capacidade para mais marcas. Na pro´xima transic¸a˜o
o nu´mero de marcas volta para o valor ma´ximo. Isto faz com que o nu´mero de marcas em P0
fique oscilando entre 5 e 6 marcas.
No depo´sito representado pelo lugar P1 a entrada de material ocorre em lotes de 6 unidades.
A` medida que as canetas va˜o sendo produzidas, este material vai sendo consumido ate´ que a
quantidade de marcas seja zerada. Na pro´xima transic¸a˜o uma nova batelada com 6 unidades e´
depositada pela transic¸a˜o fonte T2. O lugar P2 indica que uma caneta esta´ sendo produzida e
o lugar P3 indica que a ma´quina esta´ disponı´vel para produc¸a˜o. Assim, a marcac¸a˜o em P2 e´
sempre complementar a` marcac¸a˜o em P3, ou seja, quando um destes lugares possui uma marca
a outro esta´ zerado e vice-versa. A Marcac¸a˜o em P4 indica a quantidade de canetas produzidas e
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ainda na˜o consumidas pelo setor de embalagens. Quando sa˜o produzidas pelo menos 3 canetas
e caso existam pelo menos 2 la´pis no depo´sito representado pelo lugar P9, a transic¸a˜o T8 sera´
disparada representando o consumo de 2 la´pis e 3 canetas pelo setor de embalagens, fazendo
com que as marcas nos lugares P9 e P4 sejam subtraı´das nesta quantidade.
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Figura 62: Marcac¸o˜es da Produc¸a˜o de Canetas
Fonte: Autoria pro´pria
O gra´fico da figura 63 mostra a evoluc¸a˜o da quantidade de marcas nos lugares P5, P6, P7,
P8 e P9, relacionados ao setor de produc¸a˜o de la´pis, ao longo de 70 ciclos do sinal de CLOCK.
Neste gra´fico pode ser observado que a mate´ria prima para a produc¸a˜o dos la´pis, ocorre em
batelada de 4 unidades para os dois depo´sitos representados pelos lugares P5 e P6. A` medida
que os la´pis va˜o sendo produzidos, este material vai sendo consumido ate´ que a quantidade
de marcas seja zerada. Na pro´xima transic¸a˜o uma nova batelada com 4 unidades e´ depositada
pelas transic¸o˜es fonte T6 e T7. Como a evoluc¸a˜o da marcac¸a˜o para estes dois lugares e´ a
mesma os seus gra´ficos se sobrepo˜em. Assim, para permitir uma melhor visualizac¸a˜o, o gra´fico
da marcac¸a˜o de P6 foi representado em pontilhado. O lugar P7 indica que um la´pis esta´ sendo
produzido e o lugar P8 indica que a ma´quina esta´ disponı´vel para produc¸a˜o. Assim, a marcac¸a˜o
em P7 e´ sempre complementar a` marcac¸a˜o em P8, ou seja, quando um destes lugares possui
uma marca a outro esta´ zerado e vice-versa.
A Marcac¸a˜o em P9 indica a quantidade de la´pis produzidos e ainda na˜o consumidos pelo
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setor de embalagens. Quando sa˜o produzidos pelo menos 2 la´pis e caso existam pelo menos
3 canetas no depo´sito representado pelo lugar P4, a transic¸a˜o T8 sera´ disparada representando
o consumo de 2 la´pis e 3 canetas pelo setor de embalagens, fazendo com que as marcas nos
lugares P9 e P4 sejam subtraı´das nesta quantidade. E´ interessante observar que o tempo gasto
para a produc¸a˜o de la´pis e´ o mesmo que para a produc¸a˜o de canetas, mas o consumo pelo setor
de embalagens e´ diferente. Assim, enquanto sa˜o produzidas 3 canetas, tambe´m sa˜o produzidos
3 la´pis, mas enquanto as 3 canetas sa˜o consumidas, apenas 2 la´pis sera˜o consumidos. Isto faz
com que a quantidade de marcas no depo´sito representado pelo lugar P9 aumente ate´ atingir sua
capacidade ma´xima de 5 la´pis, como pode ser visto no gra´fico.
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Figura 63: Marcac¸o˜es da Produc¸a˜o de La´pis
Fonte: Autoria pro´pria
O gra´fico da figura 64 mostra a evoluc¸a˜o da quantidade de marcas nos lugares P10, P11,
P12, e P13, relacionados ao setor de produc¸a˜o dos conjuntos contendo 2 la´pis e 3 canetas,
ao longo de 70 ciclos do sinal de CLOCK. Neste gra´fico o lugar P10 indica que um conjunto
contendo 3 canetas e 2 la´pis esta´ sendo embalado e aparece de forma completar ao lugar P12
que sinaliza a disponibilidade da ma´quina. A marcac¸a˜o no lugar P11 indica a quantidade de
conjuntos produzidos e ainda na˜o consumidos pela etapa de embalagem em caixas. Como pode
ser visto, quando o nu´mero de conjuntos neste depo´sito atinge 10 unidades, a transic¸a˜o T10 e´
disparada, indicando o consumo dos mesmos e fazendo com que a quantidade de marcas seja
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zerada. Os conjuntos sa˜o enta˜o embalados em caixas contendo 10 unidades, cuja quantidade e´
indicada pelo nu´mero de marcas no lugar P13.
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Figura 64: Marcac¸o˜es da Produc¸a˜o de Conjuntos
Fonte: Autoria pro´pria
O gra´fico da figura 65 mostra a evoluc¸a˜o da quantidade de marcas nos lugares P10, P11,
P12, e P13, ao longo de 400 ciclos do sinal de CLOCK, permitindo a visualizac¸a˜o da evoluc¸a˜o da
quantidade de caixas contendo 10 conjuntos de 2 la´pis e 3 canetas. Como pode ser observado,
o nu´mero de caixas atinge um valor ma´ximo de 5 unidades, que e´ a capacidade do depo´sito
representado pelo lugar P13.
5.4 COMPARAC¸A˜O DE DESEMPENHO ENTRE HARDWARE E SOFTWARE
Com o objetivo de avaliar as vantagens de implementac¸a˜o do modelo de Redes de Petri em
hardware, foi desenvolvida uma ferramenta que gera um software simulador deste modelo, em
linguagem C, a partir do arquivo PNML, possibilitando assim, uma comparac¸a˜o de desempenho
com a versa˜o em hardware. Desta forma, foi gerado um software simulador correspondente a`
planta industrial hipote´tica, destinada a` produc¸a˜o de la´pis e canetas, cuja estrutura e´ similar
a`quela do co´digo em linguagem VHDL, possuindo pore´m, duas diferenc¸as fundamentais.
A primeira diferenc¸a refere-se ao sinal de sincronismo ou clock utilizado para comandar
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Figura 65: Marcac¸o˜es da Embalagem em Caixas
Fonte: Autoria pro´pria
as mudanc¸as de estado e disparo das transic¸o˜es. Enquanto no modelo em hardware, o sinal de
clock e´ proveniente de um circuto na placa de desenvolvimento DE1, no modelo em software,
este sinal e´ produzido artificialmente, sendo alterado a cada ciclo de varredura de atualizac¸a˜o
dos sinais envolvidos no processo. A segunda diferenc¸a refere-se ao processo de atualizac¸a˜o
dos sinais envolvidos no processo, representados por varia´veis inteiras. Enquanto no modelo
em hardware, a atualizac¸a˜o ocorre de forma paralela, no modelo em software, esta atualizac¸a˜o
ocorre de forma concorrente, simulando um paralelismo, utilizando threads.
Este software foi executado em uma plataforma RISC ARM7 com frequeˆncia de clock de
32Mhz e em um computador pessoal com clock de 3Ghz. O tempo necessa´rio para que a planta
atingisse sua produc¸a˜o ma´xima, aproximado para 400 transic¸o˜es, foi de 5259µs para a plata-
forma ARM7 e de 18,4µ para o PC. Para a execuc¸a˜o em hardware, com um clock de 27Mhz o
tempo para que a planta atingisse sua ma´xima produc¸a˜o foi de 14,81µs. Foi realizada tambe´m a
execuc¸a˜o em hardware utilizando-se o sinal de clock ma´ximo da placa de desenvolvimento, cuja
frequeˆncia e´ de 50Mhz. Neste caso, o tempo para que o simulador atinja a produc¸a˜o ma´xima e´
de 8µs. Para tornar mais clara a comparac¸a˜o, foi obtido um valor normalizado de velocidade,
dividindo-se o tempo gasto na implementac¸a˜o mais lenta, pelas demais implementac¸o˜es. A ta-
bela 4 mostra a comparac¸a˜o de desempenho normalizado, que visa apresentar quantas vezes o
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modelo executado em hardware e´ mais ra´pido que e o modelo executado em software.
Tabela 4: Tabela comparativa de desempenho
Tecnologia Software Hardware
Plataforma ARM7 PC DE1 DE1
Frequeˆncia de clock (Mhz) 32 3000 27 50
Tempo gasto (µs) 5259,00 18,40 14,81 8,00
Desempenho normalizado(x) 1,00 285,82 355,10 657,38
Fonte: Autoria pro´pria
104
105
6 CONCLUSA˜O
Neste capı´tulo sa˜o expostas as concluso˜es gerais sobre este trabalho de pesquisa e sa˜o co-
mentadas algumas possibilidades de complementac¸a˜o em trabalhos futuros.
6.1 CONCLUSO˜ES GERAIS
Analisando-se os gra´ficos exibidos na sec¸a˜o 4.5, que descrevem a evoluc¸a˜o da marcac¸a˜o
no modelo em Rede de Petri da planta industrial hipote´tica, pode-se constatar que na˜o ocorrem
desvios em relac¸a˜o ao comportamento esperado. Este resultado tambe´m pode ser verificado
por uma ana´lise cuidadosa dos valores de marcac¸a˜o que aparecem na tela de sinais exposta nas
figuras 48 e 49, que foram obtidos atrave´s do circuito analisador lo´gico embarcado SignalTap II,
disponı´vel na placa DE1 e que deram origem a` tabela 2 e aos gra´ficos de evoluc¸a˜o da marcac¸a˜o.
Outra caracterı´stica, que poˆde ser visualizada na tela de sinais do analisador SignalTap II,
foi o perfeito sincronismo e o paralelismo das mudanc¸as de marcac¸a˜o. Ale´m disso, observou-
se que, mesmo com execuc¸a˜o do modelo em hardware com valores de frequeˆncia de clock
de 50Mhz, na˜o houve qualquer tipo de desvio quanto a` sequeˆncia de marcac¸a˜o a ser seguida.
Assim, em todos os casos, a marcac¸a˜o do modelo da planta industrial hipote´tica evoluiu, repre-
sentando adequadamente a produc¸a˜o da quantidade final de caixas contendo conjuntos de la´pis
e canetas. Esta quantidade e´ limitada pela capacidade do lugar que representa o depo´sito final,
estipulada em 5 unidades.
Para os lugares que na˜o tiveram o valor de capacidade deliberadamente especificado, a
evoluc¸a˜o da marcac¸a˜o tambe´m ocorreu de forma adequada, de modo que a quantidade ma´xima
de marcas na˜o ultrapassou 255 unidades, que e´ o valor de capacidade atribuı´do automaticamente
pela ferramenta utilizada. Conve´m lembrar que este valor pode ser alterado para se adequar a`s
diferentes aplicac¸o˜es de modelagem sem que isto tenha influeˆncia no desempenho do processo,
pois a comparac¸a˜o para verificac¸a˜o de atingimento do limite e´ realizada por lo´gica combinaci-
onal cujo tempo de resposta na˜o e´ alterado pelo tamanho em bits, da palavra utilizada.
Na sec¸a˜o 4.6 foi realizada uma comparac¸a˜o de desempenho entre o modelo executando em
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hardware com frequeˆncia de clock de 27Mhz e um modelo executando em software em uma
plataforma ARM7 com frequeˆncia de clock de 33Mhz e em um PC com frequeˆncia de clock
de 3Ghz. O resultado da comparac¸a˜o mostrou que para realizar a evoluc¸a˜o de marcac¸a˜o ate´
o atingimento da produc¸a˜o ma´xima do modelo hipote´tico da planta industrial, o tempo gasto
pelo hardware foi de 14,81µs enquanto que o tempo gasto pelo software foi de 5259,00µs na
plataforma ARM7 e de 18,40µs. Assim, em relac¸a˜o a` plataforma ARM7, o desempenho do
modelo em hardware foi de 355,10 vezes superior com um clock de 27Mhz e de 657,38 vezes
superior para um clock de 50Mhz.
Em relac¸a˜o ao modelo executado no PC, observou-se que mesmo com uma frequeˆncia de
clock muito inferior a`quela utilizada pelo software, o desempenho do hardware foi cerca de
1,24 vezes superior para clock de 27Mhz e de 2,30 vezes superior para clock de 50Mhz. Assim,
pode-se concluir que devido a fatores como paralelismo real, ca´lculos e comparac¸o˜es realizados
de forma combinacional, e a auseˆncia de ciclos de leitura e execuc¸a˜o de instruc¸o˜es, conduzem
a` esta superioridade no desempenho do modelo em hardware. Ale´m disto, pode-se considerar
tambe´m a reduc¸a˜o em custo, tamanho e consumo de energia da implementac¸a˜o do modelo em
hardware, como fatores para sua escolha.
Conforme descrito na sec¸a˜o 3.8, a parte de gerac¸a˜o do co´digo VHDL da ferramenta desen-
volvida, apresenta modificac¸o˜es em relac¸a˜o ao trabalho desenvolvido por Lima (2009), o qual
foi utilizado como base para o desenvolvimento desta etapa.
A primeira modificac¸a˜o refere-se a` descric¸a˜o de todos os lugares da Rede de Petri, como
terminais do tipo (BUFFER) no hardware a ser gerado. Isto permite que os dados sejam escritos
ou lidos nos mesmos, simplificando o processo de gerac¸a˜o do co´digo VHDL e a visualizac¸a˜o
da marcac¸a˜o. No entanto, e´ importante ressaltar que esta simplificac¸a˜o tambe´m gera uma
limitac¸a˜o, pois, como os terminais gerados tambe´m sa˜o lugares, que precisam ter seus valo-
res atualizados apo´s o disparo de certas transic¸o˜es, eles na˜o podem ser declarados como do
tipo entrada ou (IN), os quais na˜o aceitam operac¸o˜es de escrita. Assim, caso seja necessa´ria
a interac¸a˜o do processo modelado, com um sinal de controle externo, deve-se criar manual-
mente um terminal de entrada, que esteja associado diretamente a` lo´gica de habilitac¸a˜o de uma
transic¸a˜o. Por outro lado, para comandar o acionamento de algum dispositivo ou circuito ex-
terno, os lugares com tipo (BUFFER) na˜o necessitam ser transformados para tipo (OUT), pois
ja´ teˆm esta func¸a˜o.
Outra modificac¸a˜o se refere a` forma como sa˜o solucionados possı´veis conflitos entre transic¸o˜es,
onde na˜o apenas a prioridade e´ analisada, mas tambe´m a possibilidade de disparo em func¸a˜o da
capacidade dos lugares que recebera˜o as marcas. Para isto, sa˜o consideradas todas as transic¸o˜es
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habilitadas, mesmo que algumas na˜o participem diretamente do conflito. Isto possibilita o dis-
paro adequado de um nu´mero ma´ximo de transic¸o˜es habilitadas em um determinado momento.
Por exemplo, caso treˆs transic¸o˜es estejam habilitadas e em conflito, sera´ disparada a de maior
prioridade e se possı´vel a de prioridade intermedia´ria. Supondo-se pore´m, que o disparo desta
u´ltima transic¸a˜o intermedia´ria acarrete um nu´mero de marcas acima da capacidade de algum de
seus lugares de saı´da, ela na˜o sera´ disparada e sera´ considerada a possibilidade do disparo da
transic¸a˜o de menor prioridade. Toda esta ana´lise e´ realizada por lo´gica combinacional, a qual
sera´ tanto mais complexa quanto maior for a possibilidade de conflitos no modelo representado.
Isto acarreta por vezes o encadeamento de portas lo´gicas, gerando um atraso no sinal de decisa˜o,
o que pode limitar a frequeˆncia de operac¸a˜o do modelo. Ou seja, para que na˜o ocorram falhas
na evoluc¸a˜o da marcac¸a˜o, o tempo do sinal de decisa˜o deve ser inferior ao perı´odo do sinal de
clock.
Finalmente, com este trabalho de pesquisa, foi possı´vel perceber a importaˆncia da utilizac¸a˜o
de ferramentas adequadas para o desenvolvimento de hardware de lo´gica reconfigura´vel. Tambe´m
foi possı´vel verificar algumas vantagens da utilizac¸a˜o de modelagem em Redes de Petri para sis-
temas assı´ncronos e concorrentes. Ale´m disto, a implementac¸a˜o de modelos de Rede de Petri
em dispositivos de lo´gica reconfigura´vel permite uma representac¸a˜o fidedigna de seu compor-
tamento, devido a dois fatores. O primeiro fator e´ o paralelismo real, onde todas as transic¸o˜es e
atualizac¸o˜es de marcac¸a˜o ocorrem de forma simultaˆnea. O segundo fator e´ a independeˆncia de
ciclos de busca e execuc¸a˜o de instruc¸o˜es, possibilitando tingir ı´ndices de desempenho bastante
superiores a`queles obtidos quando o sistema e´ executado em software. Isto abre um grande le-
que de possı´veis aplicac¸o˜es para esta tecnologia em sistemas reativos de controle de processos,
em casos onde desempenho, economia e tamanho reduzido sejam fatores relevantes.
Acredita-se que o uso da ferramenta desenvolvida neste trabalho possa contribuir para fa-
cilitar a implementac¸a˜o de sistemas modelados em Redes de Petri, em dispositivos de lo´gica
reconfigura´vel. Para isto, procurou-se expor de forma detalhada todo o me´todo e a ferramenta
desenvolvida, incluindo o seu co´digo. Fato este, que na˜o ocorre em alguns dos trabalhos seme-
lhantes pesquisados. Considera-se ainda, que esta ferramenta pode ser aprimorada em muitos
aspectos, servindo inclusive como base para trabalhos futuros.
6.2 TRABALHOS FUTUROS
Existem diversas possibilidades de trabalhos futuros partindo da ferramenta desenvolvida
neste estudo, sendo que na relac¸a˜o abaixo, sa˜o apresentadas algumas possibilidades.
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• Integrac¸a˜o do software de captura da Rede de Petri com a ferramenta para gerac¸a˜o de
co´digo VHDL.
• Tornar a ferramenta mais universal, fazendo com que ela seja capaz de traduzir diferentes
formatos de arquivo PNML referentes redes temporizadas e redes de alto nı´vel.
• Adicionar a` ferramenta uma etapa de pre´-processamento para ana´lise formal das Redes
de Petri modeladas.
• Adaptac¸a˜o desta ferramenta para ambiente gra´fico, facilitando assim, sua operac¸a˜o.
• Integrar a ferramenta em um software de gerac¸a˜o de hardware de controle em sistemas
digitais.
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APEˆNDICE A -- CO´DIGO FONTE DA FERRAMENTA DESENVOLVIDA
//------------------------------------------------------------------------------
// PN2VHDL.c
// Lê arquivo PNML nome.xml e gera um arquivo VHDL nome.vhd correspondente
//------------------------------------------------------------------------------
//--------------------------Cabeçalho das Funções-------------------------------
#include <stdio.h>
#include <stdlib.h>
void le_file(char *str);  // Lê o arquivo PNML
int get_places(char *str);  // Busca os lugares da Rede de Petri
int get_transitions(char *str);// Busca as transições da Rede de Petri
int get_arcs(char *str);  // Busca os arcos da Rede de Petri
void ler(char *atual,char *p); // Lê um texto
int ler_val(char *atual);  // Lê um valor inteiro
float ler_float(char *atual);  // Lê um valor decimal
void make_matriz(int matrix[][20], int num_places, int num_transitions,
 int num_arcs, int tipo);  // Cria matrizes da Rede de Petri
void mostra_matriz(int matrix[][20], int num_places, int num_transitions,
 int tipo); // Mostra matrizes da Rede de Petri
int index_p(char *id, int max); // Indexa os lugares da Rede de Petri
int index_t(char *id, int max); // Indexa os Transições da Rede de Petri
void ajusta_prioridade(int num_places, int num_transitions); /* Ajusta as
prioridades das transições para solução de conflitos */
void le_file_name(); // Lê o nome do arquivo PNML
int le_periodo();  // Lê o valor do período entre transições
void escreve_file(); // Escreve o arquivo VHDL
int num_bits(int a); // Calcula número de bits para conter um inteiro
//------------------------------------------------------------------------------
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//--------------------------Descrição das Estruturas----------------------------
struct place // Estrutura para Lugares
{
 char id[10];
 int marking;
 int capacity;
};
struct transition // Estrutura para Transições
{
 char id[10];
 float rate;
 int timed;
 int infiniteServer;
 int priority;
};
struct arc // Estrutura para Arcos
{
 char id[20];
 char source[10];
 char target[10];
 int weight;
 int tagged;
 char type[10];
};
//------------------------------------------------------------------------------
//--------------------------Variáveis Globais-----------------------------------
// Obs, as strings e matrizes foram arbitrariamente dimensionads para leitura
// de arquivos PNML de até 64000 caracteres, com no máximo 20 lugares,
// 20 transições e 50 arcos.
// Caso seja necessário, estes valores podem ser alterados.
//------------------------------------------------------------------------------
char nome[25];
char file_name[25];
char name[25];
char str[64000]; // String para arquivo PNML de até 64000 caracteres
struct place lugar[20]; // Vetor para até 20 lugares
struct transition trans[20];// Vetor para até 20 transições
struct arc arco[50]; // Vetor para até 50 arcos
int matriz_i[20][20]; // Matriz de entrada 20 x 20
int matriz_o[20][20]; // Matriz de saída 20 x 20
int matriz[20][20]; // Matriz de incidência 20 x 20
int num_places;
int num_transitions;
int num_arcs;
int fclock;
int periodo;
//------------------------------------------------------------------------------
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//--------------------------Programa Principal----------------------------------
main()
{
 le_file(str); // Lê arquivo PNML.
 num_places=get_places(str);          // Busca os lugares da Rede de Petri.
 num_transitions=get_transitions(str);// Busca as transições da Rede de Petri.
 num_arcs=get_arcs(str);              // Busca os arcos da Rede de Petri.
 make_matriz(matriz_i,num_places,num_transitions,num_arcs,1);// Cria matrizes
 make_matriz(matriz_o,num_places,num_transitions,num_arcs,2);// da Rede de
 make_matriz(matriz,num_places,num_transitions,num_arcs,3);  // Petri.
 mostra_matriz(matriz_i,num_places,num_transitions,1);// Mostra matrizes
 mostra_matriz(matriz_o,num_places,num_transitions,2);// da Rede de
 mostra_matriz(matriz,num_places,num_transitions,3);  // Petri.
 ajusta_prioridade(num_places, num_transitions); // Ajusta prioridades.
 le_periodo(); // Lê o valor do período entre transições.
 escreve_file(num_places,num_transitions,num_arcs); // Escreve o arquivo VHDL.
}
//------------------------------------------------------------------------------
//-------------------------------Funções----------------------------------------
//-----------Solicita nome e abre arquivo PNML para leitura---------------------
void le_file(char *str)
{
 printf("Digite o nome do arquivo a ser lido: ");// Solicita o nome do arquivo
 scanf("%s",nome);     // PNML a ser lido.
 FILE *fp;
 if((fp=fopen(nome,"r"))==NULL){        // Abre o arquivo para leitura.
  printf("Read error ocurred");
  getchar();
  getchar();
  exit(1);
 }
 printf("O arquivo foi aberto com sucesso\n\n");
 int i=0;
 while((str[i]=fgetc(fp))!=EOF)i++;     // Lê o arquivo para uma string.
 str[i]='\0'; // Encerra string.
 fclose(fp);    // Fecha o arquivo.
 printf("-----------------------------------------------------\n");
}
//------------------------------------------------------------------------------
112
//-----------------Obtêm os Lugares no arquivo PNML-----------------------------
int get_places(char *str)
{
 printf("\t\tLugares da Rdp\n\n"); // Mostra título da tabela.
 char *onde,*atual;
 atual=str; // Aponta para início da string com o arquivo lido.
 int i=0;
 while((onde=strstr(atual,"<place id="))!=NULL){ // Localiza tag,
  atual=onde+11; // aponta dado,
  ler(atual,lugar[i].id); // lê e
  printf("Lugar = %s\n",lugar[i].id); // mostra id do Lugar.
  onde=strstr(atual,"<initialMarking>\n<value>Default,");// Localiza tag,
  atual=onde+32; // aponta dado,
  lugar[i].marking=ler_val(atual); // lê e
  printf("Marcas = %d\n",lugar[i].marking); // mostra a Marcação Inicial.
  onde=strstr(atual,"<capacity>\n<value>"); // Localiza tag,
  atual=onde+18; // aponta dado,
  lugar[i].capacity=ler_val(atual); // lê e
  printf("Capacidade = %d\n\n",lugar[i].capacity); // mostra a Capacidade.
  i++; //Conta o número de Lugares.
 }
 printf("\nA Rdp contem %d lugares.\n",i); //Mostra o número de Lugares.
 printf("-----------------------------------------------------\n");
 return i;
}
//------------------------------------------------------------------------------
//-----------------Obtêm as Transições no arquivo PNML--------------------------
int get_transitions(char *str)
{
 printf("\t\tTransicoes da Rdp\n\n"); // Mostra título da tabela.
 char *onde,*atual;
 atual=str; // Aponta para início da string com o arquivo lido.
 int i=0;
 while((onde=strstr(atual,"<transition id="))!=NULL){// Localiza tag,
  atual=onde+16;   // aponta dado,
  ler(atual,trans[i].id);   // lê e
  printf("Transicao = %s\n",trans[i].id);   // mostra id da Transição.
  onde=strstr(atual,"<rate>\n<value>");   // Localiza tag,
  atual=onde+14;   // aponta dado,
  trans[i].rate=ler_float(atual);   // lê e
  printf("Taxa = %f\n",trans[i].rate);   // mostra Taxa.
  onde=strstr(atual,"<timed>\n<value>");   // Localiza tag,
  atual=onde+15;   // aponta dado,
  trans[i].timed=ler_val(atual);   // lê e
  printf("Temporizada = %d\n",trans[i].timed);   // mostra Tempo.
  onde=strstr(atual,"<infiniteServer>\n<value>");   // Localiza tag,
  atual=onde+24;   // aponta dado,
  trans[i].infiniteServer=ler_val(atual);   // lê e
  printf("infiniteServer = %d\n",trans[i].infiniteServer);// mostra Tipo.
  onde=strstr(atual,"<priority>\n<value>");   // Localiza tag,
  atual=onde+18;   // aponta dado,
  trans[i].priority=ler_val(atual);   // lê e
  printf("Prioridade = %d\n\n",trans[i].priority);  // mostra Prioridade.
  i++;     //Conta o número de Transições.
 }
 printf("\nA Rdp contem %d transicoes.\n",i);   //Mostra o número de Transições.
 printf("-----------------------------------------------------\n");
 return i;
}
//------------------------------------------------------------------------------
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//-----------------Obtêm os Arcos no arquivo PNML-------------------------------
int get_arcs(char *str)
{
 printf("\t\tArcos da Rdp\n\n"); // Mostra título da tabela.
 char *onde,*atual;
 atual=str; // Aponta para início da string com o arquivo lido.
 int i=0;
 while((onde=strstr(atual,"<arc id="))!=NULL){ // Localiza tag,
  atual=onde+9; // aponta dado,
  ler(atual,arco[i].id); // lê e
  printf("Arco = %s\n",arco[i].id); // mostra id do Arco.
  //--
  onde=strstr(atual,"source="); // Localiza tag,
  atual=onde+8; // aponta dado,
  ler(atual,arco[i].source); // lê e
  printf("Source = %s\n",arco[i].source); // mostra origem.
  //--
  onde=strstr(atual,"target="); // Localiza tag,
  atual=onde+8; // aponta dado,
  ler(atual,arco[i].target); // lê e
  printf("Target = %s\n",arco[i].target); // mostra destino.
  //--
  onde=strstr(atual,"<inscription>\n<value>Default,"); // Localiza tag,
  atual=onde+29; // aponta dado,
  arco[i].weight=ler_val(atual); // lê e
  printf("Peso = %d\n",arco[i].weight); // mostra peso.
  //--
  onde=strstr(atual,"<tagged>\n<value>"); // Localiza tag,
  atual=onde+16; // aponta dado,
  arco[i].tagged=ler_val(atual); // lê e
  printf("Tag = %d\n",arco[i].tagged); // mostra rotulação.
  //--
  onde=strstr(atual,"<type value="); // Localiza tag,
  atual=onde+13; // aponta dado,
  ler(atual,arco[i].type); // lê e
  printf("Tipo = %s\n\n",arco[i].type); // mostra tipo.
  //--
  i++;  //Conta o número de Arcos.
 }
 printf("\nA Rdp contem %d arcos.\n",i); //Mostra o número de Arcos.
 printf("-----------------------------------------------------\n");
 return i;
}
//------------------------------------------------------------------------------
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//--------------------------Lê um nome------------------------------------------
void ler(char *atual,char *p)
{
 int j=0;
 while((p[j]=*atual)!='"'){ // Lê os caracteres de um nome
  j++; // antes das aspas para uma string.
  atual++;
 }
 p[j]='\0'; // Encerra string.
}
//------------------------------------------------------------------------------
//-------------------------Lê valor Inteiro-------------------------------------
int ler_val(char *atual)
{
 char p[10];
 int j=0;
 while((p[j]=*atual)!='<'){ // Lê os caracteres de um valor inteiro
  j++; // antes do tag < para uma string.
  atual++;
 }
 p[j]='\0'; // Encerra string.
 if(strstr(p,"true")!=NULL)return 1; //Se encontrar o texto "true" retorna 1.
 if(strstr(p,"false")!=NULL)return 0;//Se encontrar o texto "false" retorna 0.
 else return atoi(p); //Caso contrário, converte o texto para um valor inteiro.
}
//------------------------------------------------------------------------------
//-------------------------Lê valor Decimal-------------------------------------
float ler_float(char *atual)
{
 char p[10];
 int j=0;
 while((p[j]=*atual)!='<'){ // Lê os caracteres de um valor decimal
  j++; // antes do tag < para uma string.
  atual++;
 }
 p[j]='\0'; // Encerra string.
 return atof(p); // Converte os caracteres para um valor decimal.
}
//------------------------------------------------------------------------------
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//--------------------Constrói Matrizes da Rede de Petri------------------------
void make_matriz(int matrix[][20], int num_places, int num_transitions,
int num_arcs, int tipo)
{
 int i,j,k;
 for(i=0;i<num_places;i++)// Monta uma matriz com todos os valores zerados
 for(j=0;j<num_transitions;j++)matrix[i][j]=0;
 if(tipo==1 || tipo==3) // Se a matirz for de entrada (tipo 1) ou
 { // se a matriz for de incidência (tipo 3)
  k=0; // verifica quando um arco tem origem em um Lugar i
  do{ // e destino em uma Transição j.
     if((i=index_p(arco[k].source,num_places))==-1)continue;
     if((j=index_t(arco[k].target,num_transitions))==-1)continue;
     matrix[i][j]-=arco[k].weight; // Decrementa o peso do arco para esta
    } // posição da matriz.
  while(k++<num_arcs);
 }
 if(tipo==2 || tipo==3) // Se a matirz for de saída (tipo 2) ou
 { // se a matriz for de incidência (tipo 3)
  k=0; // verifica quando um arco tem destino em um Lugar i
  do{ // e origem em uma Transição j.
     if((i=index_p(arco[k].target,num_places))==-1)continue;
     if((j=index_t(arco[k].source,num_transitions))==-1)continue;
     matrix[i][j]+=arco[k].weight; // Incrementa o peso do arco para esta
    } // posiçao da matriz.
  while(k++<num_arcs); // Repete o processo para todos os arcos.
 }
}
//------------------------------------------------------------------------------
//-----------------------Indexa Lugares-----------------------------------------
int index_p(char *id, int max)
{ // Retorna o índice i de um lugar cujo nome
 int i=0; // é recebido como parâmetro.
 while (i<max && strcmp (id,lugar[i].id) != 0)i++;
 if (i < max)return i;
 else return -1; //Caso não encontre, retorna -1.
}
//------------------------------------------------------------------------------
//-----------------------Indexa Transições--------------------------------------
int index_t(char *id, int max)
{ // Retorna o índice i de uma transição cujo nome
 int i=0; // é recebido como parâmetro.
 while (i<max && strcmp (id,trans[i].id) != 0)i++;
 if (i < max)return i;
 else return -1; //Caso não encontre, retorna -1.
}
//------------------------------------------------------------------------------
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//---------------------Mostra Matrizes da Rede de Petri-------------------------
void mostra_matriz(int matrix[][20], int num_places, int num_transitions,
int tipo)
{
 if(tipo == 1)printf("\t\tMatrizes da Rdp\n\n"); // Mostra título geral.
 printf("\nMatriz de ");
 if(tipo == 1)printf("entrada.\n"); // Mostra nome da Matriz
 if(tipo == 2)printf("saida.\n");   //de a cordo com o tipo.
 if(tipo == 3)printf("incidencia.\n");
 int i,j;
 printf("\n");
 printf("%4s",""); // Utiliza espaços fixos de 4 caracteres.
 for(j=0;j<num_transitions;j++)printf("%4s",trans[j].id); // Mostra Transições.
 for(i=0;i<num_places;i++)
 {
  printf("\n");
  printf("%4s",lugar[i].id);               // Mostra Lugares e posições
  for(j=0;j<num_transitions;j++)printf("%4d",matrix[i][j]);// da Matriz.
 }
 printf("\n");
 if(tipo != 3)return; // Se a Matriz não for a última, não imprime tracejado.
 printf("\n-----------------------------------------------------\n");
 getchar();
}
//------------------------------------------------------------------------------
//------------Ajusta prioridades para solução de conflitos----------------------
void ajusta_prioridade(int num_places, int num_transitions)
{
 int i,j,k,n;
 for(j=0;j<num_transitions;j++)
for(i=0;i<num_places;i++)
    if(matriz_i[i][j]!=0) // Localiza os conflitos de entrada.
        for(k=0,n=0;k<num_transitions;k++)
       if(matriz_i[i][k]!=0 && k!=j){
      n++;
 if(trans[k].priority == trans[j].priority)//Se prioridade
                     trans[k].priority = trans[j].priority + 1;//é igual,
  }    // altera.
 for(j=0;j<num_transitions;j++)
     for(i=0;i<num_places;i++)
         if(matriz_o[i][j]!=0) // Localiza os conflitos de saída.
             for(k=0,n=0;k<num_transitions;k++)
                 if(matriz_o[i][k]!=0 && k!=j){
                     n++;
                     if(trans[k].priority == trans[j].priority)//Se prioridade
                     trans[k].priority = trans[j].priority + 1;//é igual,
  }    // altera.
}
//------------------------------------------------------------------------------
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//------------Solicita valores de Período e Frequência de Clock-----------------
int le_periodo()
{
 printf("Digite o periodo entre trasicoes em milisegundos: ");
 scanf("%d",&periodo); // Obtém valor do período entre transi￧￧es.
 printf("Periodo = %d ms\n\n",periodo);
 getchar();
 if(periodo==0)return periodo;
 printf("Digite a frequencia de clock em Hertz: ");
 scanf("%d",&fclock); // Obtém valor do Frequência de clock.
 printf("Frequencia = %d Hertz\n\n",fclock);
 getchar();
}
//------------------------------------------------------------------------------
//----------Determina número de bits para conter um valor-----------------------
int num_bits(int a)
{
 int n;
 if(a==0)a=255; // Se a é 0 faz a igual a 255 (capacidade não estipulada).
 n=(int)ceil(log10(a+1)/log10(2)); //Calcula número de bits.
 return n;
}
//------------------------------------------------------------------------------
//----------Cria nome do arquivo a ser gerado-----------------------------------
void le_file_name()
{
 char extension[]=".vhd"; // Cria extensão ".vhd" .
 int i=0;
 while((name[i]=nome[i])!='.')i++;
 name[i]='\0';
 strcpy(file_name,name); //Copia nome do arquivo PNML.
 strcat(file_name,extension); // Anexa extensão ".vhd" .
}
//------------------------------------------------------------------------------
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//------------------Gera o arquivo VHDL-----------------------------------------
void escreve_file(int num_places, int num_transitions, int num_arcs)
{
//------------------Abre arquivo para escrita-----------------------------------
 le_file_name(); // Lê o nome do arquivo a ser gravado.
 FILE *fp;
 if((fp=fopen(file_name,"w"))==NULL){ // Abre arquivo para escrita.
  printf("Read error ocurred");
  getchar();
  exit(1);
}
//-----------------Codifica Cabeçalho e Entidade--------------------------------
 int i,j,k,m,n;
 fprintf(fp,"library ieee;\n"); // Cria cabeçalho com bibliotecas "ieee".
 fprintf(fp,"use ieee.std_logic_1164.all;\n");
 fprintf(fp,"use ieee.std_logic_arith.all;\n");
 fprintf(fp,"use ieee.std_logic_unsigned.all;\n\n");
 fprintf(fp,"entity %s IS\n",name); // Codifica a "entidade".
 fprintf(fp,"\tPORT\n");
 fprintf(fp,"\t(\n");
 if(periodo == 0)fprintf(fp,"\tCLK : in std_logic;\n");// Se período é 0
 else{ // utiliza o clock da placa de teste.
 fprintf(fp,"\tCLK : buffer std_logic;\n"); // Caso contrário cria um
 fprintf(fp,"\tCLK1 : in std_logic;\n");    // sinal de clock auxiliar.
}
 fprintf(fp,"\tRESET : in std_logic;\n");
 for(i = 0;i<num_places;i++){// Codifica terminais para os Lugares da Rede.
  n=num_bits(lugar[i].capacity);
  fprintf(fp,"\t%s : buffer std_logic_vector(%d downto 0)",
  lugar[i].id,n-1);
  if(i<num_places-1)fprintf(fp,";\n");
  else fprintf(fp,"\n");
  }
 fprintf(fp,"\t);\n");
 fprintf(fp,"end %s;\n\n",name);
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//-----------------Codifica Sinais e Constantes---------------------------------
 fprintf(fp,"architecture behavioral OF %s IS\n\n",name);
 for(i = 0;i<num_places;i++){ // Codifica sinais para armazenamento temporário
n=num_bits(lugar[i].capacity);// das marcas de acordo com a capacidade
fprintf(fp,"\tsignal %sTemp : std_logic_vector(%d downto 0);\n",// de
lugar[i].id,n-1); // cada Lugar da Rede de Petri.
}
 fprintf(fp,"\n"); // Codifica sinais de
 for(i = 0;i<num_transitions;i++) // disparo e habilitação das Transições.
   fprintf(fp,"\tsignal %s, %s_ENABLE : std_logic;\n",trans[i].id,trans[i].id);
 fprintf(fp,"\n");
 for(i = 0;i<num_arcs;i++) // Codifica constantes de peso dos Arcos.
   fprintf(fp,"\tconstant W%s%s\t : integer := %d;\n",arco[i].source,
   arco[i].target,arco[i].weight);
 fprintf(fp,"\n");
 for(i = 0;i<num_transitions;i++) // Codifica as constantes de prioridades.
   fprintf(fp,"\tconstant PRIOR_%s\t : integer := %d;\n",trans[i].id,
   trans[i].priority);
 fprintf(fp,"\n");
 for(i = 0;i<num_places;i++){ // Codifica as constantes de capacidades.
if(lugar[i].capacity==0)k=255;
else k=lugar[i].capacity;
fprintf(fp,"\tconstant K_%s\t : integer := %d;\n",lugar[i].id,k);
}
 fprintf(fp,"\n"); // Codifica a constante PERÍODO se diferente de zero:
 if(periodo != 0)fprintf(fp,"\tconstant PERIODO : INTEGER := %d;\n",periodo);
 fprintf(fp,"\n\n");
//-----------------Codifica Cálculo da Marcação---------------------------------
 fprintf(fp,"begin\n");
  for(i=0;i<num_places;i++){// Para todos os Lugares, calcula a nova marcação
fprintf(fp,"\n");    // considerando o número de marcas atuais
fprintf(fp,"\t%sTemp <= conv_std_logic_vector((conv_integer(%s)",
lugar[i].id,lugar[i].id); //somados às marcas adicionadas pelo
for(j=0;j<num_transitions;j++){ // disparo das transições habilitadas
if(matriz_o[i][j]!=0){ // na matriz de saída
   fprintf(fp,"\n\t\t+ W%s%s*conv_integer(%s)",trans[j].id,
   lugar[i].id,trans[j].id);
   }
}  // e subtraindo as marcas retiradas pelo
for(j=0;j<num_transitions;j++){// disparo das transições habilitadas
if(matriz_i[i][j]!=0){    // na matriz de entrada.
   fprintf(fp,"\n\t\t- W%s%s*conv_integer(%s)",lugar[i].id,
   trans[j].id,trans[j].id);
   }
}
fprintf(fp,"),%d);",num_bits(lugar[i].capacity)); // Ajusta a quantidade
fprintf(fp,"\n"); // de bits do valor calculado
} // de acordo com a capacidade do Lugar.
 fprintf(fp,"\n\n");
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//-------------------Codifica Atribuição da Marcação----------------------------
 for(i = 0;i<num_places;i++){// Codifica o processo de atribuição de marcas que
  fprintf(fp,"process (CLK, RESET) begin\n\t");// responde ao Clock e ao RESET.
  fprintf(fp,"if (RESET = '1') then %s <= conv_std_logic_vector(%d,%d);\n\t",
  lugar[i].id,lugar[i].marking,num_bits(lugar[i].capacity));// No RESET, cada
  fprintf(fp,"elsif (CLK'event and CLK='1') then\n\t\t"); // Lugar recebe a
  fprintf(fp,"%s <= %sTemp;\n\t",lugar[i].id,lugar[i].id);// marcação inicial.
  fprintf(fp,"end if;\n"); // Na borda de subida do sinal de clock cada Lugar
  fprintf(fp,"end process;\n\n"); // recebe a marcação atualizada contida nos
 } // sinais Temp.
 fprintf(fp,"\n");
//-------------------Codifica Habilitação das Transições------------------------
 for(j=0;j<num_transitions;j++){ // Para cada transição verifica e atribui
fprintf(fp,"\t%s_ENABLE <= '1' when\n",trans[j].id); // 1 ao sinal de
fprintf(fp,"\t\t("); // habilitção...
for(i=0,m=0;i<num_places;i++){
if(matriz_i[i][j]!=0){// se para cada Lugar de entrada desta
   m++;// Transição o numero de marcas é maior ou igual ao peso do
   if(m>1)fprintf(fp," and "); //respectivo Arco de ligação e
   fprintf(fp,"%s >= W%s%s",lugar[i].id,lugar[i].id,trans[j].id);
   }
}
for(i=0,n=0;i<num_places;i++){
if(matriz_o[i][j]!=0){ // se cada Lugar de saída desta Transição
   n++; // possui capacidade disponível maior ou igual
   if(n==1&&m>0)fprintf(fp," and\n\t\t");// ao peso do respectivo
   if(n>1)fprintf(fp," and "); // Arco de ligação.
   fprintf(fp,"K_%s-%s >= W%s%s",lugar[i].id,lugar[i].id,
   trans[j].id,lugar[i].id);
   }
}
fprintf(fp,")\n");
fprintf(fp,"\t\telse '0';\n"); // Caso contrário o sinal de habilitação
fprintf(fp,"\n"); // recebe o valor 0.
}
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//----------Codifica Disparo e Solução de Conflitos das Transições--------------
 fprintf(fp,"--------------------------------------\n\n");
 for(j=0;j<num_transitions;j++){// O sinal de disparo de cada Transição recebe
fprintf(fp,"\t%s <= '1' when (%s_ENABLE = '1'",trans[j].id,trans[j].id);
// o valor 1 se ela estiver habilitada e
for(i=0;i<num_places;i++){
if(matriz_i[i][j]!=0){ // em caso de conflito de entrada, o número
   for(k=0,n=0;k<num_transitions;k++){ // de marcas no lugar de
   if(matriz_i[i][k]!=0 && k!=j){    // entrada é suficiente para
   n++; // disparo de todas as Transições envolvidas
if(n==1)fprintf(fp," and\n\t\t((conv_integer(%s) >=
W%s%s + ",lugar[i].id,lugar[i].id,trans[j].id);
if(n>1)fprintf(fp," + ");
fprintf(fp,"conv_integer(%s_ENABLE)*W%s%s",
trans[k].id,lugar[i].id,trans[k].id);
}
   }
   if(n>0)fprintf(fp,")"); // ou a prioridade da Transição é maior
   for(k=0,n=0;k<num_transitions;k++){// que as outras transições
if(matriz_i[i][k]!=0 && k!=j){ // habilitadas em conflito.
   n++;
if(n==1)fprintf(fp," or\n\t\t(");
if(n>1)fprintf(fp," and ");
fprintf(fp,"PRIOR_%s > conv_integer(%s_ENABLE)*PRIOR_%s",
trans[j].id,trans[k].id,trans[k].id);
}
   }
   if(n>0)fprintf(fp,"))");
}
}
for(i=0;i<num_places;i++){
if(matriz_o[i][j]!=0){ // e em caso de conflito de saída,
   for(k=0,n=0;k<num_transitions;k++){// a capacidade disponível
if(matriz_o[i][k]!=0 && k!=j){   // nos lugares de saída é
   n++; // suficiênte para receber as marcas de todas as
   if(n==1)fprintf(fp," and\n\t\t((K_%s-%s >= W%s%s + ",
   lugar[i].id,lugar[i].id,trans[j].id,lugar[i].id);
   if(n>1)fprintf(fp," + ");    //trancições em conflito.
   fprintf(fp,"conv_integer(%s_ENABLE)*W%s%s",trans[k].id,
   trans[k].id,lugar[i].id);
   }
   }
   if(n>0)fprintf(fp,")"); // ou a prioridade da Transição é maior
   for(k=0,n=0;k<num_transitions;k++){// que as outras transições
if(matriz_o[i][k]!=0 && k!=j){   // habilitadas em conflito.
   n++;
   if(n==1)fprintf(fp," or\n\t\t(");
   if(n>1)fprintf(fp," and ");
   fprintf(fp,"PRIOR_%s > conv_integer(%s_ENABLE)*PRIOR_%s",
   trans[j].id,trans[k].id,trans[k].id);
   }
   }
   if(n>0)fprintf(fp,"))");
}
}
 fprintf(fp,")\n\t\telse '0';\n\n");
 }
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//-------------------Codifica Divisor de Clock----------------------------------
 if(periodo != 0){// Se PERÍODO é diferente de zero codifica o divisor de clock.
  fprintf(fp,"\nprocess (CLK1)\n"); // Codifica contador para temporizar 1ms:
  fprintf(fp,"\tVARIABLE CONTADOR : INTEGER RANGE 0 TO %d;\n",fclock/1000);
  fprintf(fp,"\tVARIABLE CONTA_MS : INTEGER RANGE 0 TO PERIODO;\n"); // Codifica
  fprintf(fp,"\nbegin\n"); //outro contador para contar o número de ms desejado.
  fprintf(fp,"\tif (PERIODO = 0) then\n"); // Se o PERÍODO é zero utiliza o
  fprintf(fp,"\t\tCLK <= CLK1;\n\t");      // sinal de clock da placa de teste.
  fprintf(fp,"elsif(CLK1'event and CLK1='1') then CONTADOR := CONTADOR + 1;\n");
  fprintf(fp,"\t\tif(CONTADOR = %d/2) then CONTA_MS := CONTA_MS + 1;\n",
  fclock/1000);   // Caso contrário o sinal de clock da placa é utilizado para
  fprintf(fp,"\t\t\tCONTADOR :=0;\n"); // acionar os contadores, produzindo um
  fprintf(fp,"\t\t\tif(CONTA_MS = PERIODO) then\n"); // um novo sinal de clock
  fprintf(fp,"\t\t\t\tCONTA_MS :=0;\n");   // com o período desejado.
  fprintf(fp,"\t\t\t\tCLK <= NOT CLK;\n"); // Chavea sinal de clock dividido.
  fprintf(fp,"\t\t\tend if;\n");
  fprintf(fp,"\t\tend if;\n");
  fprintf(fp,"\tend if;\n");
  fprintf(fp,"end process;\n\n");
 }
//-------------------Codifica Final da Arquitetura------------------------------
 fprintf(fp,"\n\n");
 fprintf(fp,"end behavioral;\n");
//-------------------Fecha arquivo----------------------------------------------
 fclose(fp);
 printf("O arquivo %s foi gerado com sucesso\n\n",file_name);
 getchar();
}
//---------------------------------Fim------------------------------------------
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