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Zusammenfassung
Unterschiede in der DNS Sequenz sind die treibende Kraft natu¨rlicher Variation. In den let-
zten Jahren fanden jedoch zahlreiche Studien heraus, dass auch epigenetische Vera¨nderungen
unterschiedliche Merkmale von Individuen hervorrufen ko¨nnen. Epigenetische Markierungen
regulieren die Aktivita¨t der Gene, ohne dass dabei die DNS Sequenz vera¨ndert wird. Einer der
ha¨ufigsten und am besten untersuchten Vertreter von epigenetischen Modifikationen ist die
DNS Methylierung, bestehend aus einer zusa¨tzlichen Methylgruppe an der DNS Base Cytosin.
Dieses chemische Merkmal la¨sst sich u¨ber Zellteilungen, aber auch u¨ber Generationen hinweg
stabil weitergeben, und somit lassen sich dauerhafte Unterschiede im Methylierungsmuster
von verschiedenen Individuen finden, sogenannte Epimutationen. Solche natu¨rlich vorkom-
menden Unterschiede haben drei hauptsa¨chliche Ursachen: die meisten sind an genetische
Mutationen geknu¨pft, sie ko¨nnen aber auch rein spontan auftreten oder als Antwort auf eine
Vera¨nderung in der Umgebung entstehen. Letzteres erlaubt eine kurzfristige Anpassung an
vera¨nderte externe Bedingungen, was u¨ber ungerichtete genetische Mutationen in so kurzer
Zeit nicht mo¨glich ist. Gegenwa¨rtig findet eine Debatte unter Wissenschaftlern daru¨ber statt,
ob die Umwelt gezielt Epimutationen hervorrufen kann, die dauerhaft vererbt werden, was
der klassischen Darwin’schen Evolutionslehre widersprechen wu¨rde.
Die meisten bisherigen Studien konnten aufgrund ihres experimentellen Aufbaus die
drei genannten Faktoren fu¨r Methylierungsunterschiede nicht eindeutig trennen oder un-
tersuchten potentiell mit Epimutationen verknu¨pfte DNS Mutationen nicht im gesamten
Genom. Zusa¨tzlich verfolgten sie Epimutationen meist nicht u¨ber zwei Generationen hin-
weg. So war bisher zum Einen unerforscht, wie ha¨ufig zufa¨llig auftretende oder von der
Umwelt hervorgerufene Epimutationen im gesamten Genom auftreten, zum Anderen blieb
bislang unklar, ob und wie dauerhaft diese erworbenen Vera¨nderungen vererbbar sind.
Diese Arbeit untersucht diese Fragen anhand von basengenauen und genomweiten
Hochdurchsatz-Analysen des Methylierungsmusters zweier Populationen der Modellpflanze
Arabidopsis thaliana, bei denen aufgrund des jeweiligen einzigartigen Versuchsaufbaus bes-
timmte Ursachen fu¨r Epimutationen vernachla¨ssigt werden ko¨nnen. In genetisch identi-
schen Individuen, die im Gewa¨chshaus unter einheitlichen Bedingungen fu¨r 30 Generationen
durch Selbstbefruchtung herangezogen, und bei denen somit genetische sowie umweltbedingte
Einflu¨sse minimal gehalten wurden, zeigte sich, dass spontan auftretende Epimutationen
ha¨ufig vorkommen, diese jedoch nur recht kurzlebig sind. Die Untersuchung von Pflanzen,
die in unterschiedlichen natu¨rlichen Umgebungen in Nordamerika gewachsen waren und die
sich erst in den letzten zwei Jahrhunderten unabha¨ngig voneinander entwickelt hatten, er-
gab ein gro¨ßtenteils stabiles genomweites Methylierungsmuster, das zudem erstaunlicherweise
stark dem der Pflanzen aus dem Gewa¨chshaus a¨hnelte. Daraus la¨sst sich schließen, dass durch
die Umwelt hervorgerufene Epimutationen wenig zu dauerhaften Methylierungsunterschieden
beitragen, was im Widerspruch zu einigen ju¨ngeren Vero¨ffentlichungen steht, die eine weite
Verbreitung und Vererbung von gezielten epigenetischen Vera¨nderungen vermuten.
Zusa¨tzlich zu diesen Erkenntnissen umfasst diese Arbeit verbesserte computergestu¨tzte
Analysemethoden von Next-Generation Sequenzierungsdaten. Um mo¨glichst umfassend den
genomweiten genetischen Einfluss auf Epimutationen abzuscha¨tzen, werden in dieser Arbeit
Analyseschritte vorgestellt, die viele unterschiedliche Methoden zur Identifizierung genetis-
cher Variation kombinieren und somit viele verschiedene Arten von DNA Sequenzunter-
schieden erkennen ko¨nnen. Zusa¨tzlich beschreibt diese Arbeit eine umfassende Pipeline
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zur Identifizierung von methylierten Cytosinen sowie Methylierungsunterschieden zwischen
Individuen. Die meisten bisherigen epigenetischen Studien fanden variable Methylierung
vornehmlich auf Cytosinen in einem bestimmten genomischen Kontext und benutzten grob
vereinfachende statistische Tests. Diese Arbeit stellt ein neues, sensitives Verfahren vor, das
im Vergleich zu den bisherigen Studien vermehrt Unterschiede in allen Regionen im Genom
findet und einen robusten statistischen Test anwendet.
Zusammengefasst pra¨sentiert diese Arbeit umfangreiche Analyseschritte zur Detektion
von genetischer sowie epigenetischer Variation und untersucht die Rate und das Spektrum
von natu¨rlich vorkommenden Methylierungsunterschieden in Pflanzen. Sie leistet somit einen
wichtigen Beitrag fu¨r unser Versta¨ndnis der Rolle von Epimutationen in der Evolution von
Spezies.
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Abstract
DNA sequence mutations are the principal source of natural variation. Over the last few
decades, however, an increasing number of studies have suggested that also epigenetic com-
ponents can be at the basis of differences in phenotypic traits. These epigenetic marks allow
a flexible modulation of gene activity without changes in the DNA sequence. One of the
most prominent epigenetic modifications is DNA methylation, which consists of cytosines
that carry an additional methyl group. Such chemical marks can be inherited across cell
divisions and generations, and there are many durable methylation differences between in-
dividuals, so-called epimutations. These can originate from mainly three different sources:
most epimutations are coupled to genetic mutations, yet they can also arise spontaneously,
or they can be induced by environmental stimuli. The latter case enables rapid adaptation to
changing environments, which in the short term is usually not possible via genetic mutations.
A current debate revolves around the question whether adaptive environmentally induced
epimutations can be heritable, which would contradict the random mutagenesis assumption
of Darwinian evolutionary theory.
However, the experimental setup of most studies that have examined epigenetic variation
did not allow the clear separation of different sources of variable methylation. These studies
typically did not inspect genome-wide genetic variation, or did not monitor environmentally
induced changes for more than one or two generations. Thus it has remained largely unre-
solved how frequently methylation differences arise spontaneously on the whole-genome level,
and how strongly and durably environmental conditions impact the methylation landscape.
This work addresses these questions in the model plant Arabidopsis thaliana. I present
whole-genome DNA methylation analyses at base-pair resolution of two different populations,
originating from unique experimental settings that largely eliminate specific sources of epimu-
tations. Investigation of genetically quasi identical lines propagated for thirty generations in
uniform greenhouse conditions – thus largely without genetic and environmental influences –
revealed that spontaneously occurring epimutations emerged frequently, but seemed to be
largely short-lived. Plants with minimal genetic divergence that had grown in diverse nat-
ural sites over a previously uncharted time period of over one hundred years exhibited a
methylation pattern that was largely stable on the whole-genome level and that was in many
aspects intriguingly similar to that of the greenhouse-grown lines. Thus, environmentally in-
duced epimutations seem to be only minor contributors to heritable methylation differences,
which challenges published claims of broad-scale inheritance of adaptive epigenetic variation.
This thesis also provides technical and methodological advances of next-generation se-
quencing (NGS) data analysis. To gauge the genome-wide genetic influence on epimutations,
this work provides an iterative workflow that maximizes the detection of a wide range of
DNA sequence variants using short NGS reads by integrating several different genetic varia-
tion detection approaches. Finally, while previous epigenetic studies in plants, due to rather
simplistic statistical testing, largely revealed a biased picture of differential methylation in the
genome, this work introduces a comprehensive DNA methylation pipeline for NGS data that
includes a novel approach to obtain more sensitive and more unbiased calls of differentially
methylated regions.
Together, this work presents advanced computational methods to profile genome-wide
genetic and methylation variation, and inspects the rate and spectrum of naturally occurring
methylation changes, thus contributing to elucidating the role of epimutations in evolution.
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Prologue
The story shall begin on the Roslagen archipelago, north of Stockholm, in 1742. The
student Magnus Zio¨berg, while roaming through his homeland, discovered an incon-
spicuous, peculiar little plant, which looked like toadflax, but had completely different
flowers. Zio¨berg was curious enough that soon after the plant found its way to the newly
appointed professor of Uppsala University, Carl Linnaeus, later also named Carl von
Linne´ after his ennoblement in 1761. Linnaeus, who was going to profoundly change
the naming scheme of species to the consistent taxonomy used until today, had al-
ready gained a high reputation in botany at that time. Believing to know the complete
Swedish flora, he first suspected someone had played a trick on him and had glued alien
flowers to common toadflax. It turned out to be truly toadflax, or Linaria vulgaris,
but with altered flower symmetry (Figure 0.1). Linnaeus was fascinated and confused
at the same time, because he based his classification of plants on flower anatomy. Con-
sequently, this plant, albeit being identical to common toadflax in all its parts but the
flowers, had to be placed in a taxonomic class other than Linaria. More mysteriously,
progeny of flower-aberrant plants could produce conventional toadflax flowers. This
profoundly shocked his and the common Christian belief of that time that all species
had been placed on earth during Creation and new species could not arise. The direct
offspring of a species had never before been reported to be of a different species than
the parents. Maybe having this view in mind, Linnaeus gave the plant the common
name Peloria, Ancient Greek for “monster”. Consequently, this aberrant flower sym-
metry, which was later observed in other species than Linaria as well, is named peloric
until today.
Although Linnaeus revised his view and eventually accepted that new species might
arise, his initial explanations that Peloria must be a hybrid between an unknown plant
and a common Linaria vulgaris plant did not hold up, since soon after, both flower
shapes were seen on single plants. Bitterly despaired, he had to leave the mystery to
numerous following generations to be fascinated by, including the poet Johann Wolf-
gang Goethe, who drew a sketch of the different plant shapes, and evolutionist Charles
Darwin, experimenting on peloric phenomena in a different species, snapdragon.1
Since Darwin we have known that species can slowly and gradually change their
traits, such as shape, size or the number of seeds. He proposed that random changes
occur infrequently and are selected for by the natural environment. If changes have
1The section of text up to here is based on chapter 2 of ref. [Kegel, 2009].
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wild type peloric
Figure 0.1: Wild type and peloric flowers of Linaria vulgaris. Modified from
[Cubas et al., 1999].
for example advantages over competitors or better protection against enemies, in the
long run such individuals will more likely pass down these traits rather than other
potentially detrimental ones to their offspring. Molecular analyses improved through-
out the twentieth century and led to the discovery of DNA as the carrier of heritable
traits. It became conventional wisdom that the replacement of bases in the DNA se-
quence by different bases – known as DNA or genetic mutation – is the driving force
of the variability and evolution of living organisms. Thus, small and maybe at first
irrelevant DNA mutations could gradually accumulate and lead to visible differences in
shape or function, or even to the emergence of new species. These theories are today
summarized as the Modern Synthesis.
Hence, the peloric flower shape of toadflax, which puzzled so many generations,
could in principle simply be explained by one or a few DNA mutations. Therefore, in
their attempt to finally track down the molecular cause of Peloria, Pilar Cubas and col-
leagues focused on analyzing the DNA sequences of a candidate gene (LCYC ) in both
regular and peloric plants in 1999, no less than 257 years after Zio¨berg‘s first sighting
of the aberrant flowers. As in the past, this peculiar plant raised again some surprise
as it turned out that the cause of the flower shape of the “first natural morphological
mutant to be characterized” does not trace to DNA mutations: the sequences of
the candidate gene in regular and peloric plants was identical [Cubas et al., 1999].
Instead, the researchers found many chemically modified cytosine bases that carried
an additional methyl group. Such altered cytosines belong to so-called epigenetic
modifications and are termed ‘DNA methylation’. These epigenetic marks were
located throughout and around the LCYC gene and caused the deactivation of the
gene. Typically, particular proteins called ‘transcription factors’ can bind to the
region preceding the gene sequence, the ‘promoter’, in order to activate the gene. In
case of methylation of specific sites, this binding can be blocked. Thus, the encoded
protein of the LCYC gene in the peloric variant of toadflax cannot be generated that
leads to the asymmetry in the development of the flower in the common, ‘wild type’
variant of Linaria. If this protein is not present at an early stage of development,
– 2 –
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the flower develops symmetrically (Figure 0.1). The methylated variant of the gene
constitutes an alternative ‘allele’, and since the DNA sequence is not affected, it is
termed ‘epiallele’.
This story shall illustrate two aspects. First, there is more than just the DNA
sequence involved in the generation of different shapes and functions, and even in the
generation of such crucial traits like the reproductive organs in the case of Peloria.
The existence of mutational processes beyond DNA changes was long suspected, and
substantiated in the second half of the 20th century, but only in the last few decades
a clearer mechanistic understanding of them has emerged. A natural question then is
how large the impact of epigenetic modifications, or ‘epimutations’, is in comparison
to DNA mutations on creating the substantial variation seen in nature across and
within species. While throughout the last century the focus of research was on genetic
mutations, it has remained less well studied how and at what frequency epigenetic
modifications can affect traits, or how frequent random epigenetic modifications occur
over time.
Second, the fact that the peloric flower shape is inherited from a plant to its offspring
– albeit not always – indicates the potential for faithful propagation of epigenetic
modifications across cell divisions and even generations. Numerous reports in the
past few decades described that plants possess an ‘epigenetic memory’ established by
altered epigenetic states upon exposure to a stress, which can enable facilitated or
accelerated future responses to repeated stress periods. Some of these studies claim
that this altered epigenetic state can be passed down to following generations as a long-
term adaptation to changed environment. This would imply that the environment can
influence the timing and genomic location of mutations, which profoundly contradicts
the Modern Synthesis. Natural DNA mutations are widely acknowledged to occur at
random time points and at random sites in the genome, and that natural selection will
then potentially act on these changes. The recently suggested alternative concept is
reminiscent of the theory of ‘inheritance of acquired traits’ by famous French botanist
Jean-Baptiste Lamarck, who is today seen as the epitome of the common view of
evolution historically before Darwin. However, the findings of the recent studies are
ambiguous and constitute a matter of current scientific debate.
While generations of researchers had to rely solely on phenotypic characterizations
or approximate observations of DNA methylation patterns, the rise of ‘next-generation
sequencing’ at the beginning of this century revolutionized molecular analyses, includ-
ing studies of the genome-wide DNA methylation pattern, termed the ‘methylome’
of an organism. Though still rather costly, this technology allows inspecting DNA
methylation down to the single nucleotide level, yielding an almost complete picture
of this epigenetic modification in an individual. This comes at the cost of a massive
amount of data to analyze, which imposes challenges to resource management,
statistical testing and handling of different sources of noise.
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This work exhibits three major contributions. First, I introduce complete pipelines
for next-generation sequencing data to identify a wide range of DNA mutations as well
as DNA methylation differences between individuals, affecting both single nucleotides
as well as larger regions of the genome.
Second, I applied these methods to identify methylation differences between lines
of the model plant Arabidopsis thaliana grown for 30 generations in a controlled green-
house environment. Because the individuals were genetically identical (‘isogenic’), we
could virtually rule out genetic effects on DNA methylation, which are commonly a
major source of the establishment of epialleles. In addition, as these plants were grown
under predominantly stable environmental conditions, differences in DNA methylation
should constitute spontaneously occurring pure epialleles. While estimates of DNA
mutation rates are widely known in many species, a spontaneous epimutation rate
largely independent of genetic and environmental impacts has not yet been reported.
We observed a surprising high rate of emerging epialleles with many of them showing
an opposite behavior to genetic mutations.
Third, again using the newly developed pipelines, we compared genomes and
methylomes of thirteen Arabidopsis strains that had grown in their natural settings
at dispersed locations in North America. These lines likely derived from a com-
mon ancestor only around 200 years ago. Therefore, the strains were genetically
nearly identical, but had been exposed to the natural fluctuating environment for
over hundred generations. While other population epigenomic studies compared
individuals separated by hundreds of thousands of years, or monitored differences in
controlled settings for only a few generations, this study allowed us to estimate the
impact of natural environments over a long time period, but largely independent of
genetic variation. We addressed the questions if epialleles accumulate faster under
environmental impact, and if they are more often adaptive, i.e. have an effect on the
gene activity pattern, than epigenetic changes arising under uniform conditions.
The thesis is organized as follows: Chapter 1 introduces the wide field of epigenetics
and its most important molecular players and presents the current knowledge about
the sources of DNA methylation variation found between individuals. The incentives
and contribution of this work to the field of plant epigenetics will be scientifically sum-
marized at the end of the chapter. Chapter 2 will give an overview of the experimental
techniques, the challenges and computational steps involved in analyzing whole-genome
genetic and epigenetic variation between individuals and outlines the need for enhanced
analytical workflows. Novel complete pipelines to accurately identify a wide range of
DNA sequence differences and diverse features of differential methylation will be pre-
sented in detail in the chapters 3 and 4, respectively. Chapter 5 summarizes the results
from the genome-wide characterization of the DNA sequence and methylation variation
in the two introduced A. thaliana populations, using the newly developed computa-
tional analysis tools. This work ends with discussing the main findings and by setting
this work in the context of current research in chapter 6.
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Chapter 1
Epigenetics
Epigenetics has become a familiar expression in scientific and also popular literature.
Studies investigating the important involvement of epigenetic processes mainly in can-
cer, but more and more in a plethora of other human diseases, have mushroomed in the
last decades. An emerging notion that environment has a strong and lasting impact
on our lives and on that of our descendants led to eye-catching and fairly exagger-
ated headlines like “You are what you eat” [Susiarjo and Bartolomei, 2014], “You are
what your dad ate” [Ferguson-Smith and Patti, 2011], or even to a cover story in one
of the biggest renowned German newspapers, headlining “The victory over the genes.
Smarter, healthier, happier. How we can outwit our genome”1. Such excitement might
reflect the constant struggle by proponents of epigenetics, first for the acceptance of
their field, later for the awareness of its importance in the era of genetic determinism.
Yet, neither today nor in the past has there been agreement on the exact definition
of epigenetics. A careful consensus about epigenetics as it is maybe most commonly
seen today could be summarized as the study of gene activity changes that cannot
be explained by primary DNA sequence changes. These differences can be heritable,
meaning that they are transmitted across cell divisions, thereby remaining fairly stable
during the lifetime of an organism, or that they are even passed from an individual to
its progeny. Compared to the original meaning proposed by British scientist Conrad
Hal Waddington in 1942 [Haig, 2004], the definition underwent several transitions, or
co-existed with alternative descriptions, as will be briefly outlined in the following.
1.1 The evolving definition(s) of epigenetics
Waddington understood epigenetics as encompassing all mechanisms that lead from
a single fertilized egg (the ‘zygote’) to a variety of cells of different shape and func-
tion, the process we call cell differentiation today. Two schools existed among the
early embryologists. “Preformationists” believed that all adult characters of an organ-
ism are present and fully functional in the egg and solely need to be enlarged during
1http://www.spiegel.de/spiegel/print/d-73109479.html, last accessed May 2015
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development. Proponents of the concept of “epigenesis” envisioned the development
as a process of chemical reactions, potentially taking place in the cytoplasm, follow-
ing a complex plan starting from an unknown primordial material [Felsenfeld, 2014].
Waddington already acknowledged that “the zygote contains certain preformed charac-
ters” [Waddington, 1956], but that “processes of epigenesis” must act on them during
development. Such effectors, he envisioned, can be interactions of genes with each
other or with the environment. Because the discipline of “preformed” characters at
that time had already been called “genetics”, the word epigenetics combined “epi” from
epigenesis with genetics. The suitable ambiguity of this word comes from the fact that
the Greek prefix ‘epi-’ translates to “on top of” or “in addition”, implying that there
is something in addition to genetics that enables cells to develop into various different
cell types.
Indeed, studies over many decades in the 20th century [Muller, 1930,
Briggs and King, 1952, Laskey and Gurdon, 1970] established the awareness that the
DNA sequence might remain unchanged during an organism’s development. That this
view spread so slowly might be due to the decryption of the DNA structure and its
replication mechanism by James Watson and Francis Crick in 1953, which steered the
public attention on the DNA sequence and the genes and ascribed them to contain
the complete plan of the body. Nonetheless, presumably geneticist David Nanney
[Burggren and Crews, 2014] coined an at first parallel and later predominant usage of
the term epigenetics in 1958 as more generally describing processes leading to differ-
ences in phenotype that are not encoded in the DNA sequence [Nanney, 1958].
In the following decades it became clear that the mechanisms taking place during an
organism’s development alter the activity of their genes, the ‘gene expression’. Riggs,
Holliday and Pugh were the first to assign a role of DNA methylation in modulating
gene activity [Riggs, 1975, Holliday and Pugh, 1975]. In the 1970’s, Adrian Bird could
show that such distinguishing gene activity patterns were faithfully copied across clonal
cell divisions (‘mitosis’), as is the case for the DNA sequence [Bird, 1978]. Soon after,
epigenetic marks were found to play a role in the long-known phenomenon of ‘paramu-
tation’, when a locus represses gene expression of a remote locus with similar, derived
sequence (‘homologous locus in trans ’). Such altered expression can be transmitted to
following generations and even lead to expression changes in other homologous loci.
Thus, it was shown that epigenetic states can be transmitted through meiosis as well.
These findings together led to the addition of a heritability aspect in the definition of
epigenetics, reflecting the current usage summarized sensu Riggs as “the study of mi-
totically and/or meiotically heritable changes in gene function that cannot be explained
by changes in DNA sequence” [Riggs and Porter, 1996].
However, the inclusion of the heritability aspect remains questionable, since most
contemporary views on epigenetics include all chromatin marks, transcriptional ef-
fects of RNA molecules, or higher order chromosomal organization, even if some of
these marks are only short-lived and not ultimately proven to be directly transmis-
sible through meiosis [Bird, 2007]. This current usage is maybe best illustrated by
many emerging studies reporting ‘epigenetic’ changes in the brain, while these changes
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clearly will not be passed down to daughter cells, since almost no neuron ever divides
[Bird, 2007]. Indicatively, even large amply-funded projects like the NIH Roadmap
Epigenomics Mapping Consortium explicitly include “stable, long-term alterations in
the transcriptional potential of a cell that are not necessarily heritable”2 in their focus
of research.
Since the definition of epigenetics is based primarily on excluding what it is not
certainly adds to the variety of existing definitions of it. Thus, one can find many
more proposals to refine or restrict epigenetics in literature, e.g. the requirement
that the initiation of a new epigenetic state should involve a transient mechanism
(such as through transcription factors) separate from the one required to maintain it
[Berger et al., 2009].
As the molecular mechanisms of epigenetic phenomena will be more and more elu-
cidated, the evolution of the definition of epigenetics might continue in the foreseeable
future. In this work, I follow the less stringent description of epigenetics by the NIH
Consortium. It shall be noted here that throughout this work, expressions with the
prefix ‘epi’ mostly refer to the epigenetic equivalent of genetic phenomena, e.g. epiallele
refers to an epigenetic state and epimutation to an epigenetic modification.
1.2 Roles of epigenetics
When the new millennium started with the momentous decryption of complete
genomes, especially the human DNA sequence, researchers and even former US
president Bill Clinton announced big promises, including a revolution of diagnosis and
therapy of human diseases3. Until today, a plethora of genome-wide association studies
(GWAS) have been performed, which try to find correlations between DNA mutations
and specific phenotypes or diseases [McCarthy et al., 2008, Visscher et al., 2012]. Yet,
only few associations to increased disease risk were found and most dependencies –
for almost all complex traits – remained obscurely hidden as “missing heritability”
[Manolio et al., 2009]. Together with the disillusionment of cloning individuals and the
widely observed phenotypic plasticity, researchers assigned more and more importance
to non-genetic components and thus, by definition, to epigenetic effects. Paradoxically,
soon after the peak of the era of genetic determinism at the beginning of the 21st
century, the field of epigenetics experienced a reawakening, and most revelations of
its molecular mechanisms have been gained in the last 20 years, many of them while
studying these systems in plants.
Epigenetic processes include chemical modifications of the DNA base cytosine (DNA
methylation) or the histone proteins around which the DNA is wound, as well as
small RNA classes and higher order chromatin remodeling mechanisms (see Figure
2http://www.roadmapepigenomics.org/overview, last accessed April 2015
3http://web.ornl.gov/sci/techresources/Human Genome/project/clinton1.shtml, last accessed
April 2015
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1.1 and section 1.4). Their concerted action modulates gene activity and creates the
multiple different tissue types with specific gene expression patterns that constitute
an organism. Once differentiated, these states can be maintained through myriads
of cell divisions. Besides this historically original role, epigenetic marks are crucial
for repressing transcription (‘silencing’) of large parts of the genome, mainly trans-
posons and frequently occurring sequences (repeat elements). Transposons are mobile
genetic elements that can propagate or relocate by integrating into random sites of
the genome, thereby potentially disrupting the function of genes or gene regulatory
sequences. Thus, epigenetic modifications serve to maintain genome integrity and
therefore their general genome-wide pattern is kept stable across numerous genera-
tions [Vaughn et al., 2007, Zhang et al., 2008]. While the suppression of transposon
or gene transcription by DNA binding proteins and micro- or small-interfering-RNAs
(termed post-transcriptional silencing) relies on the steady de novo synthesis of these
molecules, epigenetic marks can create and maintain a long-term repressed (transcrip-
tionally silenced) or active environment by chemically modifying the DNA or histone
proteins. Methylation of gene bodies, mostly in exons, is commonly associated with
moderate gene expression [Zilberman et al., 2007] and is conserved over evolutionary
time [Takuno and Gaut, 2013].
In contrast to this general inter-generational stability, epigenetic modifications can
be highly dynamic intra-generationally, i.e. during the lifetime of an organism. Epi-
genetics acts as a mediator between the genome and the environment. Epigenetic
modifications were found to be involved in adaptation mechanisms to adverse envi-
ronmental influences and biotic and abiotic stresses, for example pathogen attacks
[Gutzat and Mittelsten Scheid, 2012]. Such stress-induced epigenetic states were com-
monly thought to revert back to the initial state soon after the stress disappears.
However, in some cases the epigenetic system seems to be capable of memorizing ex-
perienced stress and facilitate or accelerate future responses to the same unfavorable
conditions [Pecinka and Mittelsten Scheid, 2012] (see section 1.7.3). Such an “epige-
netic memory” was particularly often found in plants as a means to quickly adapt to
changing environments that the plants cannot evade. Moreover, recent studies received
both broad attention and critical skepticism by claiming that such acquired, targeted
adaptations can also be stably transmitted to next generations, which would have a
profound impact on our current understanding of undirected adaptation to changing
environments and the evolution of species [Heard and Martienssen, 2014] (see section
1.7.3).
Multiple abnormalities are known to occur when enzymes of the DNA methy-
lation machineries are disrupted in plant or mammalian germ lines, underpinning
the essential role epigenetics plays in plants and animals. Numerous severe devel-
opmental phenotypes were reported in plants [Stroud et al., 2013b], alongside cog-
nitive, neurological and behavioral abnormalities – besides many lethal cases – in
humans [Brookes and Shi, 2014]. Furthermore, aberrations of epigenetic modifica-
tions in somatic cells were also found to be associated with human disease predis-
position or onset – may it be in company with genetic mutations, as in the case of
– 8 –
Introduction – Epigenetics
cancer, autism, schizophrenia or congenital heart disease, or supposedly environmen-
tally induced, as in age-related neurodegenerative diseases [Barrow and Michels, 2014,
Brookes and Shi, 2014].
Some hypotheses assign an intermediate status towards evolutionary fixation to
epigenetic modifications, since methylated cytosines mutate more frequently than un-
methylated bases [Molaro et al., 2011]. Thus, advantageous traits might be assimilated
by genetic mutations over time, and epigenetics solely serve as an experimental role
in exploring the expression landscape without rare irreversible DNA sequence changes
[Silveira et al., 2013, Molaro et al., 2011].
Together, epigenetic mechanisms are vital and involved in a plethora of cellular
processes, as underlined – last but not least – by the fact that DNA methylation and
even main components of the methylation machinery are conserved across almost all
eukaryotes [Feng et al., 2010].
1.3 Organization of DNA – the chromatin
When concatenating all chromosomes of a single human cell, the resulting thread of
DNA would be 1,80 meters in length (that of Arabidopsis thaliana still 6 centimeters),
but an average human cell diameter is only 10µm, thus smaller by a factor of 180,000.
Not surprisingly, instead of being randomly arranged, this fiber is highly structured
in all organisms whose cells contain a nucleus (‘eukaryotes’). The DNA is wrapped
around proteins, so-called histones (Figure 1.1). There are five major families of his-
tones divided into four ‘core histones’ (H2A, H2B, H3, H4), and two kinds of histones
summarized into one ‘linker histone’ family (H1, H5). Most commonly, two of each
of the core histones form an octamer and bind a stretch of DNA spanning around
147 bases. The start and end of this DNA region can be covered by a linker histone,
adding to the condensation of the double helix. This DNA-histone complex is the
basic structural unit of the chromatin and is termed nucleosome (Figure 1.1). The nu-
cleosomes localize in specific distance to each other, interconnected by approximately
50 bp long ‘linker DNA’ devoid of histones. These units are further compacted into
higher-level structures, ultimately reducing the length of the unwound DNA compared
to compacted DNA by four orders of magnitude.
The occupancy of the genome with nucleosomes and the degree of condensation (e.g.
presence of linker histones) determines the general structure of the genome, its ‘chro-
matin’. Genome regions of tightly packed nucleosomes are in general transcriptionally
inactive as a consequence of hampering the attachment of non-histone DNA-binding
proteins such as transcription factors. Such regions are defined as heterochromatin
(Figure 1.1). In contrast, less compact DNA usually devoid of linker histones is present
in a “beads on a string” shape, which is termed euchromatin and which is transcrip-
tionally more active. Consistently, most genes localize to the euchromatin, while trans-
posable elements, DNA repeats and highly repetitive, inactive ribosomal genes are pre-
dominantly contained in the heterochromatin [Arabidopsis Genome Initiative, 2000].
– 9 –
1.4. Epigenetic modifications
Figure 1.1: Organization of DNA in the nucleus and three main mechanisms of
epigenetic gene regulation (enumerated boxes). Modified from ref. [Yan et al., 2010].
In A. thaliana as well as in humans, the chromosome arms are mostly euchromatic,
and indeed nearly all protein-coding genes are found in these regions. The heterochro-
matin is situated in a consecutive stretch within the chromosome that contains the
centromere, the region where both sister chromatids bind together during the strictly
regulated cell division process before they are segregated into two daughter cells.
The spatial structure of the chromatin and thus the accessibility of the DNA to
nuclear proteins is influenced by diverse chemical modifications to the DNA as well as
to the histones, by the composition of histone variants, or by nucleosome positioning,
all of which are considered to be epigenetic, since the DNA sequence is unaffected.
Such modifications and their roles will be introduced in detail in the following sections.
1.4 Epigenetic modifications
1.4.1 DNA methylation
The best-studied epigenetic mark is DNA methylation, the addition of a methyl group
(CH3) to the fifth carbon in the aromatic ring of the DNA base cytosine (Figure
1.2). The correct chemical notation is 5-methylcytosine, but since it is the most
common form of methylation of DNA bases, the term DNA methylation generally
refers to this modification. This mark is found in all vertebrates and most eukaryotes
underpinning the important role it plays in cellular functioning [Suzuki and Bird, 2008,
Feng et al., 2010]. Other, rather rare forms of cytosine methylation have been identified
in humans (see section 1.6).
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cytosine 5-methylcytosine 
Figure 1.2: Chemical notations of cytosine and 5-methylcytosine. Their difference
is the methyl group (CH3), highlighted in red.
In plants, the complex DNA methylation machinery comprises at least four inter-
woven pathways: the maintenance system, de novo DNA methylation, DNA demethy-
lation and a process termed RNA-directed DNA methylation. The different pathways
act on different, yet partly overlapping patterns of sequence contexts and genomic an-
notations. Cytosines can occur within a CG dinucleotide on the DNA sequence, or in a
CHG or CHH context, where H represents all bases except G (i.e. A, C, or T). The se-
quences CG and CHG are symmetrical since they read identically on both DNA strands
(to be strict, except for the sequence CCG, which is not in CHG context on the opposite
strand). This symmetry ensures the faithful reinforcement of methylation on double-
stranded DNA, when only one of both strands carries methylation marks (‘hemimethy-
lation’), as is frequently found immediately after DNA replication. Enzymes termed
DNA methyltransferases detect hemimethylated sites and place a methyl group to
the opposite, unmethylated cytosine. This maintenance system comprises METHYL-
TRANSFERASE 1 (MET1) on CG and CHROMOMETHYLASE 3 (CMT3) on CHG
sites [Law and Jacobsen, 2010]. MET1 strongly depends on auxiliary enzymes, VARI-
ANT IN METHYLATION 1-3 (VIM1-3). Mutant plants with a disrupted MET1 gene
(met1 mutants) show severe developmental phenotypes [Kankel et al., 2003] and even
have perturbed other methylation pathways, as demonstrated by a two-fold reduction
of whole-genome CHH methylation levels [Lister et al., 2008]. CMT3 as well seems to
rely on cofactors, such as the ‘chromatin remodellers’ SUPPRESSOR OF VARIEGA-
TION 3-9 HOMOLOGUE 4 (SUVH4, also known as KRYPTONITE or KYP), SUVH5
and SUVH6 [Law and Jacobsen, 2010], but their interactions and dependencies are not
entirely understood.
Throughout eukaryotes, DNA methylation occurs within gene bodies almost exclu-
sively in the CG context. Studies based on different kinds of data and using different
methodologies determined between 20-30% of analyzed genes to contain methylated
cytosines [Zhang et al., 2006, Zilberman et al., 2007, Takuno and Gaut, 2012].
This marking is preferentially associated with moderate gene expression
[Zilberman et al., 2007]. About 5% of A. thaliana genes have methylated sites
in their promoter region [Zhang et al., 2006], which has a largely repressing effect on
gene transcription. In contrast, most transposable or repetitive DNA elements show
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high and dense levels of methylation in all three sequence contexts in seed plants
like Arabidopsis [Zilberman et al., 2007, Lee et al., 2010], conferring transcriptional
silencing.
Contrary to the CG and CHG contexts, the CHH sequence lacks a cytosine on the
opposite strand, and thus potential methylation marks are lost after each DNA repli-
cation on one of the two newly synthesized double strands. So-called de novo methyl-
transferases can place methylation without a template methylcytosine on the opposite
strand and they include CHROMOMETHYLASE 2 (CMT2), targeting almost exclu-
sively CHH sites, as well as DOMAINS REARRANGED METHYLTRANSFERASE
1 (DRM1) and DRM2, targeting sites of all contexts, but mainly CHH. This process
requires sequence specificity of the enzymes by still largely obscure mechanisms.
However, the specificity mainly of DRM2 has been shown to be dependent on small,
non-coding RNAs. In a process called RNA-directed DNA methylation (RdDM), the
plant-specific RNA polymerase Pol IV (a DNA-dependent RNA polymerase) copies
small parts of the target DNA strand into RNA, which is then complemented to double-
stranded RNA by RDR2 (RNA-DIRECTED RNASE 2; Figure 1.3).
Figure 1.3: Schematic mechanism of RNA-directed DNA methylation (RdDM).
See text for explanations. Filled and blank lollipops indicate methylated and unmethylated
cytosines, respectively. dsRNA: double-stranded RNA, TE: transposable element. Modified
from [Bond and Baulcombe, 2014].
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Dicer-like proteins (DCL) cleave these molecules into small interfering RNAs (siR-
NAs), mostly 24 nucleotides in length. They are transported from the nucleus
into the cytoplasm where they are loaded on Argonaute (AGO) proteins, thereby
forming the RNA-induced silencing complex (RISC). This complex moves back into
the nucleus and can bind to nascent RNA transcripts by complementary base pair-
ing to the exact sequence of the siRNA in the RISC (Figure 1.3). Such nascent
RNAs are produced by yet another plant-specific RNA polymerase, Pol V. Ulti-
mately, the de novo methyltransferase DRM2 is associated with or recruited by the
protein-RNA complex and mediates methylation of the underlying DNA sequence
[Bond and Baulcombe, 2014]. Plants with defective RdDM components show few ob-
vious phenotypes [Matzke and Mosher, 2014, Stroud et al., 2013b], hinting at compen-
satory mechanisms. The maintenance methyltransferase CMT3 seems to act redun-
dantly with DRM2, since both single mutants show no phenotypic effect, but the
cmt3drm2 double mutant has severe abnormalities [Mathieu et al., 2007].
In addition, a different version of the ‘canonical’ RdDM pathway has been sug-
gested, which involves enzymes and reactions of the post-transcriptional gene silenc-
ing mechanisms [Matzke and Mosher, 2014, Bond and Baulcombe, 2015]. It might
initially induce methylation that is then maintained by the canonical pathway
[Nuthikattu et al., 2013], implicating a coupling of DNA methylation and transcrip-
tion. Indeed, plants deficient in canonical RdDM components show reduced DNA
methylation in transposable elements and repetitive regions nearby genes in largely
actively transcribed chromatin [Zemach et al., 2013]. The plant-specific RNA poly-
merases IV and V evolved from the mRNA-producing Pol II, hinting at potentially
derived targeting [Matzke and Mosher, 2014]. Thus, initial transcription might play a
role in directing RNA-mediated DNA methylation.
The methylation-inducing siRNA molecules do not necessarily derive
from the same locus that is methylated (cis-effect); they can also originate
from remote locations in the genome (trans-effect) or even from other cells
[Slotkin et al., 2009, Matzke and Mosher, 2014], expanding the scope of DNA methy-
lation control.
Established methylation marks can also be removed, either passively or actively.
Passive demethylation occurs in combination with DNA replication and the absence of
methylation of newly synthesized strands. Active removal is independent of DNA repli-
cation. Especially the RdDM mechanism can be counteracted by active demethylation
via so-called DNA glycosylases. They are capable of removing methylated cytosines
through DNA repair mechanisms and replace them with unmethylated cytosines.
Members of this enzyme family include ROS1, ROS3, DML2 and DML3, targeting
preferentially RNA-directed methylated sites in vegetative tissue, and DEMETER
(DME), which is involved in sex-specific demethylation (‘imprinting’) during gametoge-
nesis [Gehring, 2013] (for review of DNA glycosylases, see [Law and Jacobsen, 2010]).
Although their target specificity is largely unknown, studies with knockout mutants
revealed that they seem to preferentially maintain a demethylated state on gene
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promoters and 3’ untranslated regions, on some transposons near genes and at
boundaries between eu- and heterochromatin, which altogether suggests a role in
protecting genes from silencing [Lister et al., 2008, Law and Jacobsen, 2010].
In addition to the processes discussed above, other marks might serve as a signal
for DNA methylation, for example histone modifications or nucleosome positioning, as
is described in the next section.
1.4.2 Chromatin modifications
The DNA is wound around histones in the nucleosomes. The cores of H2 and H3
histones as well as amino acid tails of the H3 and H4 histones protruding from the nu-
cleosome are accessible to chemical modifications (Figure 1.1). Those include, among
others, the covalent addition of chemical groups in methylation, acetylation and phos-
phorylation, the binding of small proteins in ubiquitination, the addition of moieties like
ADP-ribose, or the exchange of chemical groups in citrullination [Huang et al., 2014].
In some way, all of them may affect the charge of histones and thus the electrostatic
affinity of the DNA bound to these regions, ultimately shaping the degree of DNA
packing and the accessibility of the double helix to nuclear proteins.
Moreover, there are multiple copies of histone genes in eukaryotic genomes that
differ in their genomic sequence, each giving rise to a histone variant. The combi-
nation of histone variants and histone modifications constitute the “histone code”.
Different genomic regions can have different histone marks that might confer specific
functions on them. For example, a specific part of the centromeres of Arabidopsis
is specifically bound by the histone variant CENH3, which replaces the H3 variant,
and this region was shown to bind a protein complex called kinetochore that is re-
sponsible for chromosome segregation during cell division [Henikoff and Dalal, 2005].
Specific chromatin modifications are also crucial components or regulators of diverse
DNA repair processes [House et al., 2014]. Integrated analyses across different species
distinguish certain combinations of histone marks into broad functional genome an-
notations like promoter, enhancer, gene bodies or heterochromatin [Ho et al., 2014].
Based on twelve histone marks, another study in Arabidopsis grouped chromatin into
regions of active genes, repressed genes, repressed repetitive elements and intergenic
regions [Roudier et al., 2011], which was recently refined into six groups based on
the analysis of 16 chromatin marks [Wang et al., 2015]. Thus, like DNA methyla-
tion, histone modifications can be associated with transcriptional activity. As exam-
ples, it was suggested that histone acetylation denotes mainly active, ‘open’ chromatin
[Cedar and Bergman, 2009], and the tri-methylation of the fourth lysine (amino acid
abbreviation: K) of histone H3 (H3K4me3) was found at two thirds of endogenous genes
and promoters, but not at silent transposons [Zhang et al., 2009]. Furthermore, the hi-
stone variant H2A.Z is enriched at transcription start sites (TSS) but depleted from the
bodies of expressed genes [Coleman-Derr and Zilberman, 2012, Zilberman et al., 2008].
The pattern of H2A.Z displays the opposite of the DNA methylation distribution,
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and indeed such an inhibitory interplay between these two marks has been proposed
[Coleman-Derr and Zilberman, 2012].
The latter case is only one of many known interconnections between the histone
code and DNA methylation. Classified as a chromatin remodelling enzyme, DE-
CREASE IN DNA METHYLATION 1 (DDM1) is required for the DNA methylation
of a large portion of cytosines in all contexts [Zemach et al., 2013]. DDM1 is thought
to synergize with the RdDM pathway in methylating short transposons near genes
[Zemach et al., 2010, Ibarra et al., 2012], and with CMT2 independently of RdDM in
methylating most transposable elements in the strongly heterochromatic genome re-
gions at and around the centromeres [Zemach et al., 2013, Teixeira et al., 2009]. It
was suggested that DDM1 removes the linker histone H1 from nucleosomes, allowing
DNA methyltransferases better access to the double helix [Zemach et al., 2013]. Be-
sides met1, ddm1 plants show the most severe developmental abnormalities among
single mutants of the methylation machinery, underlining the importance of chromatin
remodelling for establishing the DNA methylation pattern [Kakutani et al., 1996].
In met1 mutants, CG methylation is drastically reduced, as is the
(mono-)methylation of H3K9, indicating a direct correlation between DNA methy-
lation and histone marks [Lister et al., 2008, Tariq et al., 2003]. A similar pattern is
observed for CMT3-mediated CHG methylation and H3K9me2, supported by known
binding affinities of CMT3 to this histone mark, and of the chromatin remodeler KYP to
CHG-methylated sites [Law and Jacobsen, 2010]. The latter two examples constitute
positive feedback loops between symmetrical DNA methylation and histone modifica-
tions to reinforce a silent state. Asymmetrical CHH methylation might be regulated
by a feedback loop as well, since it has been suggested that the sRNA-producing poly-
merases preferentially target methylated DNA [Matzke and Mosher, 2014].
A further epigenetic mark that could contribute to the site specificity of DNA
methylation is the positioning of nucleosomes across the genome. Chodavarapu et al.
reported correlations between DNA methylation and the location of nucleosomes, most
notably that nucleosome-bound DNA is higher methylated in all contexts compared
to flanking genomic regions, and that nucleosomes are enriched on exons, as are DNA
methylation and the RNA polymerase II [Chodavarapu et al., 2010].
Together, DNA methylation marks and histone modifications, histone variant se-
lection and histone and nucleosome placement tightly act together in a complex and
still not fully understood interplay in shaping the chromatin and in modulating gene
expression patterns. To date, in most cases it is not possible to pinpoint the origin
of a chromatin state change; for example whether a DNA methylation change caused
histone modifications, or vice versa, or whether transcription or chromatin changes are
primary or secondary effects.
1.4.3 What else is epigenetic?
Reports infrequently include also chromatin-independent marks to be epigenetic. Self-
sustaining feedback loops have been proposed between products of genes, i.e. mRNAs
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or proteins such as transcription factors, which can reinforce their own transcription
after cell divisions [Jablonka and Raz, 2009, Heard and Martienssen, 2014]. Further-
more, identical proteins can fold into different structures. It has been suggested that
prions, infectious proteins that can induce a misfolding of other proteins to match their
own structure, can be inherited across generations in fungi [Chien et al., 2004]. Other,
more behavioral effects that parents can pass on to their offspring independent of their
genotype are occasionally termed epigenetic and include ecological and cultural inher-
itance, such as niche construction (e.g. building webs or nests) or behavior learnt by
others [Danchin et al., 2011]. However, the transmission of all of these marks through
meiosis remains to be proven, at least in plants.
1.5 Stability of epigenetic marks through mitosis
and meiosis
Differentiated cells stably maintain their chromatin states throughout the organism’s
whole lifetime. I elucidated mechanisms in the previous sections, which reinforce chro-
matin modifications via hemimethylated template strands or positive feedback loops
during or after mitosis. Soluble molecules such as siRNAs might help initiating epige-
netic marking in daughter cells as well, since they get nearly equally distributed during
division.
In principle, these processes could act similarly during meiosis. However, plants
and most other organisms with DNA methylation have developed mechanisms to erase
epigenetic alterations to the chromatin in their germ cells or during embryo develop-
ment (that is, just before or after meiosis), counteracting any heritability of acquired
changes. This has obvious reasons, since germ cells must preserve and transmit the
ability to differentiate into all possible tissue types (pluripotency) to their progeny
cells, which can then again gradually undergo chromatin modifications towards their
differentiated fate. Since germ cells in plants are generated from differentiated adult
somatic cells late in development, epigenetic changes that might have been accumu-
lated over time in these cells due to their environmental exposure would be transmitted
to the next generation.
Indeed, in plants like Arabidopsis, pluripotent germ cells (the egg and the sperm
cells) show a different genome-wide methylation profile than somatic cells. Although
the detailed analysis of these single cells is technically challenging and thus not com-
pletely explored, an appealing view has emerged for the male gamete. The two sperm
cells and their associated cell, the vegetative nucleus (VN), lose mostly CHH methylated
sites from transposons, presumably due to the lack of DDM1 [Calarco et al., 2012]. In
the VN, a large structural reorganization takes place, including high expression of
the demethylation enzyme DME, loss of H3K9me2, and histone replacements (e.g.
the centromere mark CENH3 is lost), resulting in a highly decondensed chromatin
[Calarco et al., 2012]. This gives rise to ample transposon transcription and activa-
tion, which in turn produces siRNAs from these locations. Intriguingly, not the 24 nt
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siRNAs as in the canonical RdDM pathway are generated, but 21 nt “epigenetically
activated RNAs” (easiRNAs), which are coupled to transcription [Creasey et al., 2014].
Slotkin et al. detected these molecules in the sperm cell, where RdDM components
are strongly repressed [Slotkin et al., 2009]. This suggests that these intercellularly
mobile molecules could reinforce methylation and thus silencing of heterochromatic
regions in the sperm via the RdDM pathway at later developmental stages, e.g. in the
seed during or after fertilization [Calarco et al., 2012]. Alternatively or additionally,
re-methylation in the seed or embryo could be directed by 24 nt siRNAs transmitted
from maternal tissue like the seed coat or the endosperm [Mosher et al., 2009]. One
reason why higher plants can risk the activation of potentially harmful transposons
is that this happens only in the terminally differentiated vegetative nucleus, meaning
that the effects are not transmitted to the progeny.
Similar processes have been reported in the female gametogenesis despite even more
experimental limitations. The central cell, which is associated to the egg and even-
tually becomes the endosperm (i.e. the nutrition resource of the embryo), seems to
be globally demethylated [Hsieh et al., 2009, Gehring et al., 2009], similar to the veg-
etative nucleus. Ibarra and colleagues found indications that siRNAs produced in the
central cell can reinforce transposon silencing in the egg cell [Ibarra et al., 2012].
Even less is known about the transmission of histones through meiosis, but there
are indications that the histone landscape is also profoundly reshaped. In the gametes,
the H3 histone variants seem to be largely replaced [She and Baroux, 2014], and in the
zygote the somatic H3 composition gets de novo synthesized [Ingouff et al., 2010].
Taken together, the restructuring processes that reset epigenetic marks ensure a
seemingly robust propagation of the pluripotent epigenetic profile by a highly regulated
developmental plan.
1.6 DNA methylation in mammals
To gain insight into the conservation of the methylation machinery and to understand
the need for plant-specific methylome analyses, I briefly introduce the methylation
machinery of mammals, including humans, and outline the most crucial differences
compared to the plant system.
In contrast to seed plants, the vast majority of methylated sites are in a CG con-
text in mammals, and non-CG methylation has only been found in low levels at tran-
sient developmental stages (germ cell progenitors, embryonic stem cells) or in neural
cells [Lee et al., 2014]. Another major difference is that the vast majority (∼80%)
of CG sites across all functional annotation classes are methylated, and only few re-
gions in the genome remain largely unmethylated. These regions can be defined by a
high density of CGs (>55%) compared to the general lack of CGs whole-genome wide
(∼ 1%) and are referred to as CpG islands (CGIs) [Takai and Jones, 2002]. About half
of them are located around transcription start sites [Long et al., 2013]; methylation
around these sites presumably blocks transcription initiation [Jones, 2012]. The role
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of inter- and intragenic CGIs is less well understood. CGIs are rarely methylated (3%
[Maunakea et al., 2010]) and highly conserved across vertebrates [Long et al., 2013],
but the methylation status of some of them is thought to change according to devel-
opment or tissue [Jones, 2012].
The mammalian methylation maintenance system consists of a MET1 homolog,
DNMT1 (DNA methyltransferase 1), with a preference for hemimethylated sites
[Jones, 2012]. No CMT3 homolog has yet been found. The DRM2-homologous de novo
DNA methyltransferases DNMT3A and DNMT3B form a complex with their cofactor
DNMT3L to methylate CG sites [Law and Jacobsen, 2010]. Until now, there has been
no evidence for siRNAs or an RdDM pathway in humans, but a similar class of 25-30
nt small RNAs, so-called PIWI-interacting RNAs (piRNAs), has been found conserved
in mice, flies and worms [Castel and Martienssen, 2013]. Yet, piRNAs have only been
found in animal germ lines, mediating H3K9 histone methylation and presumably also
DNA methylation, but not in somatic cells [Castel and Martienssen, 2013].
In mammals, specific active demethylation mechanisms have been reported to oc-
cur either via deamination followed by DNA repair processes or via different inter-
mediate forms of cytosine methylation, including 5-hydroxymethylcytosine, which is
catalyzed via hydroxylation of the 5-methylcytosine by TET proteins (TEN-ELEVEN
TRANSLOCATION) [Law and Jacobsen, 2010].
The developmental resetting also shows profound differences between the plant and
mammalian systems. As mammalian germ lines are defined early even before meiosis
and are highly protected from environmental impacts in the gonad anlagen, chances of
experiencing epigenetic changes are low. Nevertheless, the developmental reprogram-
ming of the chromatin occurs twice in mammalian individuals as opposed to only once
in plants, namely during early germline development in primordial germ cells (PGCs),
and after fertilization in the zygote [Lee et al., 2014, Kawashima and Berger, 2014].
Seemingly to prevent the inheritance of acquired chromatin changes even further, the
extent of demethylation is more drastic than in plants, with whole-genome methylation
levels dropping to ∼10% in PGCs and 30% in the zygote [Lee et al., 2014]. On the
level of higher order chromatin restructuring, histones in sperm cells are almost entirely
replaced by non-histone proteins, so-called protamines [Kawashima and Berger, 2014].
1.7 Sources of inter-individual epigenetic variation
Throughout the remaining work I will focus on DNA methylation, since this mark
will be investigated in detail in the experimental part. Until now, I have introduced
the general pattern of epigenetic modifications and mentioned its variability in the
course of development, disease or as a response to environmental stress within a single
individual. As the heritable DNA sequence accumulates differences between individuals
over time, so does the heritable DNA methylation pattern. Changes of this epigenetic
mark can have multiple causes. DNA methylation differences between individuals can
be tightly linked to genetic variants, such that genetics directly controls methylation.
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These cases were categorized as “obligate epialleles” sensu Richards [Richards, 2006].
At other loci, genetic differences might facilitate epigenetic changes in a probabilistic
manner – those sites are referred to as “facilitated epialleles” [Richards, 2006]. Finally,
“pure epialleles” [Richards, 2006] are independent of DNA mutations and can occur
due to environmental signals or by putatively sheer coincidence. Lastly, individuals can
be in different developmentally defined chromatin states, which needs to be accounted
for in the experimental setup dealing with population studies.
In contrast to genetic mutations, which revert only extremely rarely, epialleles show
a diverse range of stability over generations. Obligate epialleles are bound to stable
genetic variants and are expected to be most faithfully maintained. Facilitated and
spontaneously occurring epialleles show a varying range of stability across generations,
and environmentally induced epivariation was commonly assumed to be transient and
not transmissible through meiosis, but this view is challenged by recent studies suggest-
ing that particular epigenetic changes can persist over subsequent generations, even in
the absence of the epiallele-inducing signal.
The current state of the art in epigenetics is far from unambiguously telling the
sources of epialleles apart, but for many cases there are fair indications that assign the
reported mutation into one of the mentioned classes. The next sections will give an
overview of the known epialleles from each source.
1.7.1 Genetically induced epialleles
The genomes of different Arabidopsis strains throughout Europe and Asia are rife
with genetic differences [Cao et al., 2011, Gan et al., 2011, Long et al., 2013]. Simi-
larly, comparative methylome studies in several plant species showed numerous single-
site and regional DNA methylation differences between strains that were diverged for
many thousands of years [Vaughn et al., 2007, Zhang et al., 2008, Eichten et al., 2011,
He et al., 2013, Schmitz et al., 2013a, Schmitz et al., 2013b]. The first evidence that
genetic events can cause DNA methylation changes that are also transmitted to fol-
lowing generations has been obtained by experimental studies in the late 20th cen-
tury that artificially introduced transgenes into mammalian genomes (for review see
[Daxinger and Whitelaw, 2012]). The animals were genetically identical to exclude
confounding natural genetic effects. The transgene – once integrated into the genome
– was methylated and silenced in following generations, although with varying trans-
generational stability. Interestingly, the copy number of the transgene positively cor-
related with the degree of methylation and silencing [Garrick et al., 1998], suggesting
an siRNA-dependent silencing, in which case more RNA template sequence leads to a
higher siRNA production and increased DNA methylation. Later, introduction of viral
DNA or transgenes in plant genomes equally invoked methylation changes, even at loci
homologous to the sequence of the transgene [Jones et al., 2001, Kinoshita et al., 2007].
Specific other genetic events, namely the deletion of particular genomic parts
[Bender and Fink, 1995] or the disruption of components of the methylation ma-
chinery in genetic knockdown mutants (met1 or ddm1 ) [Teixeira et al., 2009] also
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caused heritable local or global methylation differences, respectively. Even when the
mutant genetic alleles segregated away in progeny, many loci remained in the al-
tered epigenetic state, while others infrequently reverted back, many only gradually
over several generations [Teixeira et al., 2009]. Some of these inherited DNA methy-
lation changes invoked obvious phenotypes in re-established wild type background
[Teixeira et al., 2009, Cortijo et al., 2014].
Besides the artificially induced alleles, numerous other studies have provided evi-
dence that also naturally occurring genetic variants cause heritable epigenetic changes.
The phenomenon of “paramutation” has been known for many decades. (for review
see [Chandler and Stam, 2004]). It refers to the process that a ‘paramutagenic’ allele
causes a change in gene expression or epigenetic state of a second, mostly remote ge-
nomic locus, the paramutable allele. The altered epigenetic state can persist in future
generations and become paramutagenic even when the initial paramutagenic allele is
no longer present. Such heritable trans effects are most likely mediated by siRNAs
produced at the paramutagenic site and acting at the paramutable locus, although
the regulative impact of transposable elements in cis could also contribute to silencing
[Hollick, 2012]. Epigenetic mechanisms acting in trans are also assumed to underlie
non-additive DNA methylation at some sister alleles or remote homologous alleles in hy-
brids originating from two different accessions of the same species [Greaves et al., 2012,
Eichten et al., 2011, Chodavarapu et al., 2012, Shivaprasad et al., 2012], and can even
cause hybrid incompatibility [Durand et al., 2012]. Finally, causal relationships be-
tween naturally occurring phenotypic variants and altered DNA methylation have been
uncovered in tomato and melon, affecting nothing less crucial than the ripening and sex
determination, respectively [Manning et al., 2006, Martin et al., 2009]. Since transpos-
able elements have been found in the vicinity of the phenotype-causing genes, it is an
attractive speculation that the transposon in cis gained methylation, which spread into
nearby genes.
Seemingly unifying features of gained methylation linked to genetic changes are
repetitive elements in the genome, including homologous sequences or (parts of)
transposons. This supports the suggestion that a major role of DNA methyla-
tion is the protection of the genome from abundant transcription of the putative
noncoding elements and from potentially harmful spreading of mobile genetic el-
ements. An impressive study revealed that when a mobile element exceeded a
specific copy number, it triggered its own methylation, and that this methylation
was stably inherited to further generations even if the copy number dropped be-
low the threshold again [Mar´ı-Ordo´n˜ez et al., 2013]. Consistently, Cruz and House-
ley [Cruz and Houseley, 2014] showed higher selectivity of a synthetic RNAi system to
high-copy genomic loci in yeast, providing a link to the RdDM pathway.
Together, transposable elements and repetitive sequences seem to be prone for
methylation, implying that their translocation or variation is a major source of DNA
methylation changes in cis or trans.
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1.7.2 Spontaneously occurring epialleles
During the last decades, a few studies have emerged that report naturally oc-
curring epigenetic changes without any (known) link to genetic variants. The
peloric variant of common toadflax mentioned in the prologue may be one example
[Cubas et al., 1999], and different skin color patterns have been associated with vari-
able DNA methylation in apple [Telias et al., 2011], pear [Wang et al., 2013] and maize
[Cocciolone and Cone, 1993, Cocciolone et al., 2001]. Moreover, a recently evolved de
novo gene in Arabidopsis showed methylation in 29 out of 36 analyzed accessions,
seemingly independent of DNA polymorphisms nearby [Silveira et al., 2013]. In yel-
low mustard, a gene controlling erucic acid content exists in two different natural
expression states [Zeng and Cheng, 2014], dependent on the stochastic methylation of
a retrotransposon in the 5’ untranslated region, which qualifies this epiallele to be
called facilitated [Richards, 2006]. A similar metastable epiallele causes dwarfism in
rice due to highly fluctuating methylation of a tandem repeat sequence near the affected
DWARF1 (D1) locus [Miura et al., 2009].
Like obligate epialleles, the naturally occurring stochastic switches in methy-
lation status outlined in this section can affect important traits like flower or
plant shape and can be inherited across generations, albeit with frequent reversions
[Becker and Weigel, 2012]. This is supported by a study that experimentally induced
an aberrant whole-genome methylation pattern resulting in phenotypic changes, and
both methylation differences and their associated phenotypes were propagated across
generations [Cortijo et al., 2014].
The spontaneous occurrence of epialleles might be explained by incorrect DNA
replication [Alabert and Groth, 2012] or the error-proneness of the DNA methylation
machinery [Genereux et al., 2005, Fu et al., 2010], or by stochastic inter-individual
variance in small RNA compositions with a varying potential to direct methylation
[Schmitz et al., 2011, Teixeira et al., 2009]. Additionally, repetitive sequences have
been identified in proximity to the causal DNA methylation changes in some cases.
Despite the detected invariant DNA methylation pattern of these repeat regions, it
blurs the border between pure and facilitated, or even yet undetected obligate epial-
leles. Whole-genome profiling of genetic variation and advanced association methods
might be necessary to rule out connections between genetic and epigenetic variation.
1.7.3 Environmentally induced epialleles
Epigenetic regulation of stress responses
Plants, as sessile organisms, have to regularly cope with diverse unfavorable en-
vironmental conditions, which can disrupt their physiology and may often lead
to reduced growth or fertility. They have developed multiple strategies to with-
stand adverse environments [Hirayama and Shinozaki, 2010, Hauser et al., 2011]. The
classic random genetic mutagenesis followed by natural selection is responsible
for permanent adaptations to differing environmental conditions [Atwell et al., 2010,
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Fournier-Level et al., 2011], which can contribute to the long-term evolution of pro-
tective mechanisms to delay, alleviate, or tolerate the negative impacts of stress
(stress avoidance). In parallel, plants have also developed short-lived mechanisms
to quickly counteract fluctuating, unfavorable conditions during their lifetime (stress
tolerance). Genetic mutations seem to be too slow, undirected and irreversible for
the latter case, although rapid local bursts of genetic hypermutability in prokaryotes
and human [Boyko and Kovalchuk, 2011, Rando and Verstrepen, 2007] and a global
increase of somatic homologous recombination rate in plants [Molinier et al., 2006,
Boyko et al., 2007, Boyko and Kovalchuk, 2010, Kathiria et al., 2010] have been re-
ported. In most cases, however, the plastic and transient nature of epialleles
seems to be more suitable for more controlled, immediate and reversible acclima-
tions. In some studies, the elevated recombination frequency upon biotic and abiotic
stresses is accompanied by seemingly whole-genome DNA methylation level differences
[Boyko et al., 2007, Boyko and Kovalchuk, 2010], and other analyses report effects on
whole-genome methylation as well [Verhoeven et al., 2010, Kovalchuk et al., 2003].
There are also numerous cases of targeted stress-induced effects alter-
ing the regulation of only some responsive genes, may it be upon drought,
heat, cold, elevated salt levels, wounding, or exposure to hormonal signals
or heavy metals [Iwasaki and Paszkowski, 2014, Pecinka and Mittelsten Scheid, 2012,
Hauser et al., 2011, Gutzat and Mittelsten Scheid, 2012]. Since Barbara McClintock
we know that stress can activate the transcription and movement of transposons in
maize [McClintock, 1984], and more recent studies in Arabidopsis and other plants
suggest the possibility that stress-adaptive transposons or other repeat sequences
can affect the activity of nearby genes, mostly defense related genes in response to
pathogen attacks [Ito et al., 2011, Dowen et al., 2012, Yu et al., 2013, Le et al., 2014].
In most of these cases, there are fair indications that DNA methylation (or rather
demethylation) or histone modifications and replacements [Talbert and Henikoff, 2014,
Iwasaki and Paszkowski, 2014] might be involved, may it be directly or downstream of
the stress signaling pathway.
Besides these immediate, short-lived adaptations that do not persist much longer
than the stressful period, numerous cases have been reported where plants ap-
pear to be capable of memorizing exposures to environmental conditions, some-
times lasting their lifetime. The most prominent case in plants is “vernaliza-
tion”. Exposure to cold induces lifelong chromatin changes in annual plants,
and these are essential for the plants to flower [Baulcombe and Dean, 2014].
An “epigenetic memory” of a stress seems to consist of a primed chro-
matin configuration poised for rapid and more pronounced adaptive responses
on future exposures to the same stress conditions, including DNA methyla-
tion [Pecinka and Mittelsten Scheid, 2012, Iwasaki and Paszkowski, 2014]. Mild cold
“hardens” plants so that their freezing tolerance is increased upon future exposures to
cold [Iwasaki and Paszkowski, 2014, Baulcombe and Dean, 2014]. Similar mechanisms
are assumed to be involved in systemic acquired resistance (SAR) towards various
pathogen attacks [Iwasaki and Paszkowski, 2014, Baulcombe and Dean, 2014].
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Transgenerational epigenetic effects
The mentioned stress adaptations are thought to be transient and to be reset in
each new generation. However, several recent studies raise the possibility that
some stress-induced phenotypes can also persist in unstressed progeny. A higher
recombination rate was observed to be transmissible to subsequent generations
in Arabidopsis plants upon UV light or flagellin exposure [Molinier et al., 2006,
Boyko and Kovalchuk, 2010] as well as in tobacco plants upon infection with tobacco
mosaic virus [Kathiria et al., 2010, Boyko et al., 2007]. After priming of Arabidop-
sis plants against the pathogen Pseudomonas syringae, they developed an increased
resistance, which was also found in unexposed progeny [Luna et al., 2012]. Some stud-
ies found consistent DNA methylation alterations in stressed parental and unstressed
progeny plants in response to several biotic and abiotic factors [Boyko et al., 2007,
Boyko and Kovalchuk, 2010, Verhoeven et al., 2010]. There are also some studies
claiming such transgenerational effects in humans [Daxinger and Whitelaw, 2012]. For
example, undernutrition of pregnant mothers or overfeeding of grandfathers in their
slow growth period was found associated with an increased risk of impaired glucose
tolerance of daughters [Lumey et al., 2009], and with a higher risk of cardiovascular
disease and diabetes of grandsons, respectively [Kaati et al., 2002].
These observations imply that acquired traits might be heritably propagated
across generations; a scenario which is not explicable by Mendelian inheritance. If
such specific adaptations were stably inherited over many generations, this would
imply a coupling of mutagenesis and natural selection, contrary to the Modern
Synthesis dogma of undirected mutagenesis that is “blind to environmental cues”
[Heard and Martienssen, 2014]. Therefore, these supposedly revolutionary findings
raised much attention and made headlines in diverse literature.
Possible mechanisms of transgenerational epigenetic inheritance
Since epimutations can arise in a non-random directed manner and can be faithfully
propagated through mitosis, the underlying mechanisms of such inheritance of acquired
traits are thought to be epigenetic. To be transmissible through meiosis, epimutations
must persist the resetting mechanisms to a ‘default’ unstressed chromatin state in
the germ lines (section 1.5). However, possibilities for escape mechanisms might exist
especially in plants, since the reprogramming is largely limited to sites in CHH context
in sperm cells [Calarco et al., 2012]. Thus, most CG or CHG sites are not reset in
each generation. Another source of heritable DNA methylation changes could be novel
small RNAs produced by transposons or repetitive sequences in associated cells of the
gametes, which could direct DNA methylation in the gametes at or around homologous
genome sequences. If the siRNA-induced methylation pattern can be propagated by
the maintenance system, or if the siRNAs get de novo synthesized in each generation,
these marks could be stably transmitted across generations. Moreover, plant germ
cells derive late in development from somatic cells, and these somatic cells might have
accumulated epimutations during much of the plant’s lifetime, which could potentially
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increase the chances of transgenerationally transmitted epialleles. Even though the
resetting is more pronounced in mammals than in plants (section 1.6), indications of
a few hundred methylated loci persisting in the reprogramming process were found in
mice [Borgel et al., 2010, Hackett et al., 2013].
However, when inspecting the studies claiming transgenerational epigenetic inheri-
tance more closely, numerous questions remain unaddressed. The heritable effect was
often observed in only a subset of offspring, and frequent reversions occurred, some-
times after only a few generations. A direct causal relationship between epigenetic
modification and heritable trait has not been found in any study so far, and no analy-
sis inspected the whole-genome genetic variation to rule out DNA sequence changes
as the cause for heritability. Furthermore, the experimental study design might be
sensitive to fluctuating epigenetic variation, as illustrated by a report that disapproved
the transgenerational inheritance of an increased recombination rate for the same Ara-
bidopsis strains used in the study of Molinier et al. [Pecinka et al., 2009]. Furthermore,
parental effects on the progeny have to be considered. For example, egg as well as sperm
cells are rich in small RNA molecules, which could repress or degrade transcripts in
the zygote and might be responsible for altered gene expression states in at least the
next generation. They would not impose lasting changes to the epigenome, since the
siRNA levels get diminished with each new cell division, unless they direct heritable
DNA methylation changes. Consequently, bona fide transgenerational epigenetic in-
heritance that can affect adaptive fitness can only be approved if the trait is inherited
across two unstressed generations (or three generations in the case of stressed preg-
nant mammals) since the stress can directly change the germ cells (or additionally the
germ cells of the mammalian embryos). Up to now, several reviews do not see any
published data set entirely addressing these questions, and thus, there is no unam-
biguous case of transgenerational inheritance of a stress-induced phenotype based on
epigenetic causes [Pecinka and Mittelsten Scheid, 2012, Daxinger and Whitelaw, 2012,
Heard and Martienssen, 2014]. Maybe the closest causal link between a molecule and
transgenerational inheritance via gametes was found in mice: two micro RNAs (miR-
NAs) are the likely trigger of white tail tips and feet, which can be transmitted to
offspring [Rassoulzadegan et al., 2006, Daxinger and Whitelaw, 2012].
Taken together, while there seems to be transgenerational effects due to environ-
mental cues in plants, it remains to be elucidated if epigenetic mechanisms are causal
or can establish a different epiallele that is stable over many generations.
1.8 Contribution of this work to plant epigenetics
Epigenetic variants between individuals can arise due to diverse factors, like devel-
opmental signals, genetic events or environmental cues, or they can occur spon-
taneously (section 1.7). Independent of the sources, epigenetic changes can be
transmitted across generations and evoke obvious phenotypes. Thus, like ge-
netic variation, epigenetic variation contributes to the extensive phenotypic vari-
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ability found within and across species. Environmental signals are known to
induce directed changes to the epigenome (section 1.7.3), and there is a cur-
rent debate whether such changes can also be invoked in the germ line and
therefore stably inherited over generations [Danchin et al., 2011, Bonduriansky, 2012,
Boyko and Kovalchuk, 2011, Pecinka et al., 2010, Paszkowski and Grossniklaus, 2011,
Hirsch et al., 2012, Heard and Martienssen, 2014]. These epimutations are frequently
assumed to be more often adaptive than DNA mutations [Tricker et al., 2012,
Danchin et al., 2011, Bonduriansky, 2012, Boyko and Kovalchuk, 2011], and thus the
inheritance of such ‘acquired’ traits would contradict the random mutagenesis assump-
tion of the Modern Synthesis.
Until today, only a few naturally occurring epialleles have been reported (section
1.7.2), raising the yet unaddressed questions how frequent random epimutations are
genome-wide and how large their impact on phenotypic variation is in comparison
to DNA mutations. This knowledge can help in assessing the contributions of the
different sources of epigenetic variation. Most experimental setups of studies exploring
epigenetic diversity were not able to distinguish possible sources. Population studies
of natural accessions had to account for all genetic, environmental and stochastic
influences accumulated over thousands of years. Experiments conducted in the
greenhouse usually were restricted in their analyses to a specific stress and to one or
two generations only, which did not rule out parental effects being responsible for a
heritable transmission. Additionally, many epigenome studies inspected only a subset
of all genome-wide epimutations as well as DNA mutations due to technological or
resource constraints, which limits the identification of potential causal relationships.
To better gauge the stochastic, environmental and genetic contribution to epige-
netic variation, we inspected the DNA methylation landscape of two unique Arabidopsis
populations. The first set of individuals consisted of ten genetically identical lines, each
grown for 30 generations of inbreeding under rather stable conditions in the greenhouse.
This setting largely eliminated genetic and environmental influences and allowed us to
assess the spectrum and rate of spontaneous epimutations. The second population
consisted of thirteen natural, near-isogenic Arabidopsis strains grown at geographi-
cally dispersed locations in North America, which had diverged from a last common
ancestor at least a century ago. These analyses allowed us to estimate the effect of
a natural, fluctuating environment on the heritable fraction of epigenetic variation in
the absence of large-scale DNA mutations over a previously uncharted timescale of a
few hundred years. By comparing both populations, we were able to explore whether
epimutations accumulated at higher rate or showed a different spectrum under century-
long exposure to natural conditions compared to under uniform and benign conditions
in the greenhouse.
This study contributes to the current discussion on whether the environment has
a durable or even genome-wide effect on the DNA methylation pattern in Arabidopsis
thaliana.
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Chapter 2
Next-generation sequencing and
analysis of genetic and epigenetic
variation
The Modern Synthesis assigns genetic variation to be the main driving force of evo-
lution that creates the extensive phenotypic diversity within and between species.
Since the complete sequencing of eukaryotic genomes at the beginning of this cen-
tury ushered in the era of genomics, huge efforts are underway to profile global ge-
netic diversity, including ambitious collaborative projects that aim to sequence thou-
sand [1000 Genomes Project Consortium et al., 2010, Weigel and Mott, 2009] up to
hundred thousand genomes1. Their unifying goal is to ultimately detect associations
between common single-nucleotide polymorphisms (SNPs) and complex traits in the
population [Visscher et al., 2012, Atwell et al., 2010]. Mainly due to technical difficul-
ties in their identification, genomic regions of inserted, deleted or relocated sequence,
so-called structural variants (SVs), have been underrepresented in these analyses. How-
ever, they might have an equally important impact on phenotypes, as demonstrated
by many known associations with human disease [Weischenfeldt et al., 2013] and with
a plethora of traits in plants [Saxena et al., 2014]. In addition, epigenetic effects have
become acknowledged to play an influential role in shaping natural variation, as de-
scribed in the previous chapter 1. By now, similar-sized consortia than for DNA se-
quence variation attempt to chart the epigenomes of thousands of tissues or individuals2
[Roadmap Epigenomics Consortium et al., 2015].
Thus, the extensive and accurate identification of genetic and epigenetic variants
is crucial to find the sources of phenotypic variability and to understand and trace
evolutionary processes. With the revolutionizing progress in DNA sequencing tech-
nology in the past decade, we can now assess the genome-wide scope of genetic and
1http://www.genomicsengland.co.uk/, last accessed April 2015
2http://www.roadmapepigenomics.org, http://www.blueprint-epigenome.eu/,
http://cancergenome.nih.gov, last accessed April 2015
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epigenetic diversity.
In this chapter, I will outline the current state-of-the-art approaches in discovering
whole-genome DNA sequence and DNA methylation variation in terms of technology
and computational analysis. I start by introducing next-generation sequencing with a
special focus on Illumina technology and then systematically describe the analytical
workflow of a typical sequencing experiment based on Illumina short reads. I then
outline the main characteristics and advancements of a novel complete framework to
identify a diverse spectrum of genetic variants that combines the benefits of several
genetic variation detection approaches and tools, which is described in detail in chapter
3.
I further give an overview of different methodologies in detecting DNA methylation
and chronologically review the computational steps necessary to identify DNA methy-
lation on a whole genome scale in individuals and differences between individuals using
the state-of-the-art approach, bisulphite sequencing. Finally, I will explain the contri-
bution of a complete pipeline to detect epigenetic variation that implements a novel
approach to identify more unbiased regions of differential methylation compared to
previous methods. The detailed mode of operation is presented in chapter 4.
2.1 DNA sequencing
Two of the many methodological revolutions in molecular biology in the past 50 years
relate to DNA sequencing. Sanger’s chain termination method, published in 1977
[Sanger et al., 1977], allowed easy and accurate deciphering of DNA sequences of up
to more than 1000 bp in length and is nowadays considered the “first-generation se-
quencing” technology. Its steady improvements and increased automation spurred
the decryption of the complete human and Arabidopsis thaliana genomes at the be-
ginning of the 21st century [Arabidopsis Genome Initiative, 2000, Lander et al., 2001,
Venter et al., 2001], ushering in the era of genomics. Since these ventures were tremen-
dously laborious (more than 10 years, more than 200 researchers) and costly (more than
US$1 billion for the human genome), huge investments, including an over US$200-
million US government funding program, have been made to support developers of
new sequencing technologies [Hayden, 2014]. These efforts have been extremely fruit-
ful since many second-generation, also called next-generation sequencing (NGS) tech-
nologies, hit the market from 2005 on, soon after the human genome sequence was
released. I present a brief overview of different technologies, and give in-depth expla-
nations of the Illumina procedures as this work’s underlying data derives solely from
this company‘s sequencing instruments.
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2.1.1 Next-generation sequencing
The major improvements of NGS methods, which led to their promotion to a new gener-
ation, include that they are independent of bacterial cloning or gel electrophoresis (i.e.
their cell-free systems), and that they do not require prior knowledge about the genome
of interest (e.g. primer design), as well as their immense increase in parallelization and
throughput. While the sequence output of the early Illumina instrument amounted to
1 gigabase (Gb), thus already outperforming Sanger sequencing, they quickly raised
the output by two, soon reaching almost three orders of magnitude to presently 750 Gb
(HiSeq systems) in a single sequencing run, retrieved usually within days. Similarly,
the cost tremendously dropped within only a few years, from the billion range to a few
thousand US dollars or less for a whole human genome. Recently, Illumina announced
it has now broken a projected long-term barrier, the sequencing of a human genome
for US$1000, although this is only theoretically achieved by factory-scale whole-year
usage of ten sequencing machines (HiSeq X 10) [van Dijk et al., 2014], of which the
acquisition alone amounts to US$10 million.
The drastic decrease in sequencing costs enabled a myriad of “-Seq” studies and led
to the emergence of many entire research fields whose new one-word denotations end
on “-omics”. To name a few, genomics performs whole genome sequencing (WG-Seq)
of individuals or populations, metagenomics analyzes the DNA inventory of organisms
in entire ecosystems, epigenomics investigates epigenetic marks, and transcriptomics
uses RNA-Seq and explores the transcription landscape of organisms. This brings
the exploration of a plethora of biological questions into reach for current researchers,
the most widely used being gene expression (mRNA-Seq), expression of regulatory
small RNA (mi/sRNA-Seq), ribosome profiling and the localization of transcription
factor binding, histone modifications, nucleosomes (Chip-Seq) or whole-genome DNA
methylation marks (WGBS-Seq), and the three-dimensional organization of the genome
(HiC-Seq), and many more modifications of these protocols.
NGS has led to impressive insights, such as the discovery of 1000 times more
genes present in the human gut than in the human genome [Arumugam et al., 2011],
the decryption of the genome of ancient species such as the Neanderthal
[Pru¨fer et al., 2014], and the identification of devastating pathogens in history
[Bos et al., 2011, Yoshida et al., 2013]. However, likely the deepest influence to the
lives of most humans in the near future will be the progress made in clinical diag-
nostics, which eventually will become routine with further drops in sequencing costs.
This could pave the way for personalized medicine, i.e. to design treatment depend-
ing on genetic setup [Kingsmore and Saunders, 2011]. Many common and rare genetic
disorders causing various diseases have already been identified, and testing fetuses for
genetic aberrations has already been successfully performed non-invasively in prenatal
stages, even by sequencing only the parents [Kitzman et al., 2012].
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2.1.2 Next-generation sequencing platforms
Current NGS methodologies generally start with randomly breaking the input DNA
into smaller fragments. Commonly, these template molecules are attached or hybridized
onto a solid surface. The spatial distribution of the templates allows for thousands
to billions of separate sequencing reactions being observed in parallel. The current
technologies can be distinguished by whether they require a template amplification step
to intensify detection signals or whether they directly sequence single DNA molecules.
Table 2.1: Next-generation sequencing platforms and selected characteristics.
Modified and updated from [Buermans and den Dunnen, 2014].
Platform (Instrument) Sequence by Detection Run time Read len (bp) output per run
454 (GS FLX Titanium
XL+)
Synthesis Pyrophosphate
release
23 h 700 700 Mb
Illumina (GAII) Synthesis Fluorescence 14 days (2x) 150 85-95 Gb
Illumina (MiSeq) Synthesis Fluorescence 56 h (2x) 300 15 Gb
Illumina (HiSeq 3000) Synthesis Fluorescence 3.5 days (2x) 150 650-750 Gb
SOLiD (5500xl W, 2
FlowChips)
Ligation Fluorescence 10 days 75/(2x) 50 300 Gb
Ion Torrent (Proton,
IonP1 chip)
Synthesis Proton release 4 h 125 8-10 Gb
Pacific Biosciences (RSII,
16 SMRT cells)
Single
molecule
synthesis
Fluorescence 4 h 50% > 20 kb 8-16 Gb
There were four widely used template-amplifying strategies, of which three are still
on the market. The first commercialized sequencing platform, released in 2005 by 454
Life Sciences, was discontinued in 2013. This technology belongs to the sequence-by-
synthesis (SBS) approaches, i.e. relying on strand extension by a DNA polymerase.
The method captured DNA molecules on beads, amplified the DNA on them in a
process termed emulsion PCR, and deposited single beads with hundreds of clonal
copies of the same DNA fragment into separate wells [Metzker, 2010]. The sequencing
reaction in each well relied on pyrosequencing, which measures the proportionate release
of pyrophosphates during synthesis of the complementary template strand by DNA
polymerase upon separate additions of each deoxynucleoside triphosphate (dNTP). The
intensity of the bioluminescent signal translates to the number of sequential identical
bases in the template. This complicates the determination of the exact length of
homopolymer stretches. While this method yielded rather long sequences (∼ 700 bp),
the throughput was much more limited in comparison with other technologies (< 1Gb;
Table 2.1). Thus, the costs could not be decreased to competing ranges.
Soon after the 454 sequencer was released, Solexa/Illumina (Illumina acquired
Solexa in 2006) launched their SBS-based sequencer. Illumina constitutes the mar-
ket leader, having sold the most instruments and offering the lowest cost per base as a
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result of its unbeaten output (up to 750 Gb and read lengths up to 300 bp; Table 2.1).
Their technique will be explained in-depth in the next section.
The third technology on the market was Sequencing by Oligo Ligation Detection
(SOLiD) by Applied Biosystems (now Life Technologies), relying on a sequencing-by-
ligation principle, i.e. using DNA ligase instead of DNA polymerase. Fluorescently
labeled oligonucleotide probes are sequentially ligated to and cleaved from emulsion-
PCR-amplified DNA. Each binucleotide of the probe is attached to one of four different
dyes so that four out of all 16 binucleotide combinations share the same dye. Thus, each
nucleotide is translated into two consecutive colors, and the template DNA sequence
can be determined by aligning the “color-space” reads to a “color-space” reference.
While the number of reads per run is comparable to Illumina, the runtime is slightly
longer and the read lengths are only 100 bp, resulting in a lower output compared to
Illumina instruments (Table 2.1).
The most recently released SBS method is Ion Torrent, hitting the market in 2010
(now Life Technologies). Emulsion PCR-amplified DNA is loaded onto micro-arrayed
wells with pH sensors. Unlike the 454 or Illumina techniques measuring fluorescence,
the Ion Torrent technology measures the change of pH upon extension of each
nucleotide. It obtains the order of bases according to the presence or absence of pH
changes across the wells when adding each nucleotide and the number of identical
consecutive bases according to the strength of the signal (since there are no terminator
agents as in the Illumina method). Thus, similar to the 454 technique, Ion Torrent
is strongly prone to erroneously called homopolymer stretches, but due to the saving
of the imaging time it finishes sequencing runs within hours and not days. However,
the throughput lags behind Illumina throughput by more than an order of magnitude
[Buermans and den Dunnen, 2014] (Table 2.1).
Second-generation sequencing technologies rely on the amplification of DNA to in-
tensify the signal to detect fluorescence or pH changes. This process is aﬄicted with
biases against specific sequence compositions (e.g. AT- and GC-rich parts of genomes
are underrepresented) and may introduce errors in the synthesis of copies. Furthermore,
it can distort relative abundance measures in quantitative RNA or methylation level
analyses. The first ‘single molecule sequencer’ that does not rely on any DNA amplifi-
cation was distributed by Helicos Biosciences and performed similar sequencing steps
to Illumina, but could only compete for three years (2009-2012) and is no longer avail-
able [van Dijk et al., 2014]. However, because of the combination of single molecule
sequencing and detecting nucleotides in real time, the technology of Pacific Biosciences
(PacBio) is now generally considered the first method assigned to ‘third-generation
sequencing’. Instead of fixing DNA adapters for capturing sequencing templates on
a solid support, a single DNA polymerase is immobilized at the bottom of a well-like
container, termed zero-mode wave-guide (ZMW). There are presently 150,000 ZMWs
per sequencing run on a single molecule real-time (SMRT) cell. The synthesis of freely
floating dye-labeled nucleotides into a single template strand in each ZMW is recorded
by the fluorescence pulses in real time at 75 frames per second.
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The main advantage of this technology is a long read length, of up to several tens
of thousand base pairs, and currently achieving an average of 8-10 kb by improved
chemistry (e.g. by better shielding polymerases from photo-damage). This method
does not rely on separate steps to cleave dyes off the last added nucleotide; the fluores-
cence labels are removed during strand extension. Due to the lack of these reactions,
sequencing of long reads is performed within a few hours (Table 2.1). However, the
low throughput (lower than 1Gb) and accuracy with single-base error rates as high as
10-15% have room for improvement. Despite these shortcomings, the long read data
and the lack of GC bias will allow PacBio to fill a unique niche for specific applications,
foremost in facilitating the application and completion of de novo assemblies.
Other third-generation sequencing technologies are on the cutting edge of re-
cent research. They measure changes of electric current or optical signals dur-
ing the transit of a DNA molecule through protein or solid-state nanopores
[Wang et al., 2014]. First experiences have been recently reported using hand-held se-
quencers [Mikheyev and Tin, 2014], still showing major weaknesses, but it is nonethe-
less possible that they could spearhead the next leap forward.
2.1.3 Illumina’s sequence-by-synthesis technology
The procedure for Illumina sequencing can be summarized into three major steps:
library preparation, cluster generation and sequencing by synthesis. To generate the
library, the input genomic DNA has to be randomly fragmented into smaller double
stranded DNA (dsDNA) with single stranded overhangs. Usually, only fragments of
a few hundred base pairs in length are retained using gel electrophoresis. The length
distribution is known as the “insert size” distribution of the library. After universal
double stranded adapter sequences are ligated to the dsDNA, the library is spotted on
a glass slide, called a “flow cell”, with millions of both forward and reverse adapter
sequences immobilized to it (Figure 2.1A-E).
Cluster generation is initiated by the hybridization of denatured template DNA
with its adapter sequences to the fixated complementary adapter oligonucleotides. In
a process called bridge amplification, the single stranded protruding adapters of the
DNA molecules hybridize to their nearby immobilized complements, shaping a bridge-
like structure (Figure 2.1F). Starting from a universal primer sequence in the adapters,
the complementary strand of the DNA fragment is synthesized by DNA polymerases.
Through repeated denaturating, bridging to nearby adapters and polymerization to
dsDNA, one initial DNA molecule leads to a dense cluster of usually hundreds of
clonal copies surrounding it (Figure 2.1G). The latest instruments released in 2015 have
billions of nanowells on the glass slide, each containing monoclonal clusters originating
from a single template DNA fragment. This improves runtime and throughput by
facilitating the identification of clusters and preventing overlapping clusters.
After annealing a common primer to the protruding adapters, the sequencing of
each cluster of DNA fragments begins (Figure 2.1H). In each sequencing ‘cycle’, the
four dNTPs, each reversibly labeled by a base-specific fluorescent dye and bound to
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Figure 2.1: Workflow of the Illumina sequencing-by-synthesis ap-
proach. See more detailed explanations in text. Modified from Illumina
Genome Analyzer brochure (http://support.illumina.com/content/dam/illumina-
marketing/documents/products/brochures/brochure genome analyzer.pdf, last accessed
March 2015).
a terminator molecule, are added to the flow cell. DNA polymerases add the respec-
tive nucleotides to complementary bases of the input DNA at the 3’ end of the newly
synthesized strands, while the attached terminator molecule ensures that only a single
nucleotide is incorporated by preventing further strand elongation (Figure 2.1I, J).
Lasers excite the different newly added fluorophores, and CCD chips image the char-
acteristic signals that identify the incorporated base (Figure 2.1K). Due to the DNA
amplification into clusters, the intensified signal of the whole cluster facilitates the
correct dye identification. Before the addition of the next nucleotide, the terminating
labels are enzymatically removed. Thus, each cycle consists of the addition of exactly
one nucleotide to each DNA molecule.
Provided analysis software then performs cluster detection, noise reduction and
base calling. Each step represents a source for errors, shaping the characteristics of the
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output of the sequencing machine, the “reads”, and I will briefly outline these properties
in the next section, which determine the choice of downstream analysis methods.
2.1.4 Properties of Illumina read data
Typically, the sequencing reagents deteriorate with each cycle, limiting the length of
the reads to around 100-150 bp in high throughput machines (HiSeqs). The range of
read lengths has improved from 36 bp in the early Genome Analyzer machines to 300
bp in lower throughput MiSeq instruments.
Sequencing information from one DNA molecule can be increased by sequencing
both ends of the input DNA fragments, achieved by two different sequencing primers
matching to the different strands of the adapter sequence. This is referred to as paired-
end (PE) sequencing. The main advantage of paired-end reads is that they provide
linkage information over larger genomic distance, which can facilitate to span or anchor
repetitive sequences in the genome.
The detection of the fluorescent dye can be ambiguous, first because many chemical
steps are performed, making the method susceptible to incomplete reactions, improper
dNTP incorporation or dNTP carry over from previous cycles. Therefore, different
DNA molecules in a cluster might be out of phase, i.e. they do not contain the same
base at a specific time, weakening the overall signal of the cluster. Second, the optical
system is sensitive to inclusion of air or water droplets, or might not focus correctly at
the borders of the flow cell. Third, clusters can overlap in older instruments (shipped
before 2015), blurring the distinction of the respective DNA molecules. Thus, even
though there are on average hundreds of molecules in each cluster, DNA sequences
can contain ambiguous base calls, represented by the base ‘N’, when the base calling
procedure cannot identify a unique base call. Additionally, even false base calls, so-
called ‘sequencing errors’ can occur despite having marginal frequencies, below 0.5%
per base in recent instruments. Single base pair substitutions outnumber inserted or
deleted bases. To account for dubious calls, the Illumina base calling software calculates
a quality value for each base as a measure of its reliability. This ‘phred’ value relates
logarithmically to the base-calling error probability P :
Q = −10 log10 P
Thus, a phred score of 10 (Q10) implies an error probability of 10%, Q20 translates
to 1%, Q30 to 0.01% and so on. Due to deteriorating reagents over time, the base
qualities and thus the reliability of the nucleotides decrease towards the read ends, and
they are typically lower in second reads of paired-end sequencing runs compared to
first reads.
The dependency on DNA amplification imposes other biases relevant for down-
stream in silico analyses. AT- and GC-rich genomic regions are underrepresented in
the sequencing reads resulting in intrinsic genomic coverage fluctuations. This requires
cautious interpretation, especially for quantitative analyses interested in representa-
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tional abundance (e.g. RNA or methylation levels), since the bias can lead to a devi-
ation of the observed to the true frequency or proportion of molecules. Furthermore,
individual measurements might not be independent if the same input DNA fragment
was sequenced multiple times (called “PCR duplicates”).
Together, the short Illumina reads feature sequencing errors, low quality ends of
reads, and their sampling underlies biases, which subsequent analyses have to account
for.
2.2 Analysis of short NGS data
2.2.1 Pre-processing reads
The first step of any next-generation sequencing read analysis should be the filtering
of low quality reads or bases to reduce the impact of such unreliable base information
on any final analysis and to speed up further processes. Usually, filtering includes
discarding reads containing many low quality or ambiguous bases and reads exhibiting
low sequence complexity. Furthermore, potential barcode or adapter sequences and
low quality ends of reads are removed.
Diverse available software packages perform these tasks, among them
FASTX [Gordon, 2010], NGS QC toolkit [Patel and Jain, 2012], or SHORE
[Ossowski et al., 2008]. Quality control software like FastQC [Andrews, 2012] can be
used to spot and visualize possible problems or biases, and to help in finding suitable
parameters for quality filtering.
2.2.2 De novo genome assembly
Possibly, the most intuitive use of the millions of next-generation sequencing reads is to
place them one after another based on their matching overlapping parts. However, the
short read lengths from most current high-throughput platforms prevent a unique or-
dering when sequences can be extended by different reads, resulting in the termination
of the sequence, commonly referred to as an ‘assembly gap’. To span repetitive re-
gions, which constitute a high portion of most genomes of higher organisms and which
can be several tens of kilobases in length, long-range linkage information is required.
Paired-end reads (300-500 bp insert sizes), mate-pair reads (2-8 kbp), or fosmid ends
(35kbp) can provide this information to some extent, but their generation is still costly
and resource-consuming. Recently, long reads from different platforms, e.g. PacBio
[Koren et al., 2012], or information about the genomic distance of DNA by proximity
ligation based methods like Hi-C [Burton et al., 2013, Kaplan and Dekker, 2013], aid
in connecting unlinked sequence pieces (scaffolding) and closing assembly gaps.
Although reference-quality genome assemblies currently seem to be within reach,
finalizing assemblies relying mainly on short NGS reads remains a largely unsolved task
and demands high sequencing depth and, thus, high costs. Whole-genome assembly
[Gan et al., 2011] or local assembly of targeted genomic regions [Ossowski et al., 2008]
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is often used in combination with the whole-genome ‘resequencing’ method described
in the following.
2.2.3 Resequencing
To circumvent the costs and the computational challenge of de novo assemblies, a
different strategy has been widely applied since the advent of NGS technology. For
most model organisms, high-quality genome sequences have been made available and
can serve as a reference to which newly sequenced individuals can be compared. This
has the advantages of detecting genetic variants in a consistent coordinate system and
allows adopting the reference genome’s gene annotations.
In this process, termed ‘resequencing’, the first computational challenge is to find
the location of a short query sequence in a large target genome where it most likely
derived from (‘read mapping’). Since the NGS reads commonly feature differences
to the target genome due to genetic diversity, sequencing errors, or incorrect refer-
ence base calls, algorithms have to account for ‘mismatching’ bases between reads
and the genome and seek to find the ‘optimal alignment’, i.e. with the least num-
ber of unmatched bases. This string-matching problem is an algorithmic problem of
bioinformatics since the emergence of the field. Classic alignment algorithms such
as Smith-Waterman or Needleman-Wunsch are impractical for large target sequences,
and the widely used basic local alignment search tool (BLAST) [Altschul et al., 1990]
is infeasible for millions of query sequences. Thus, short read alignment (or short read
mapping) tools have been developed that efficiently place millions of short reads to
their most likely location on large genome sequences, from which unmatched bases can
be determined [Shang et al., 2014].
Their high performance is mainly achieved by building an index of all sequences of a
given short length k of the genome (k-mers, or seeds), in which the location of seeds of
the reads can be instantly looked up. Since this is most efficient if the k-mers perfectly
match, k is chosen to be smaller than the read lengths, usually between 12-32 bp, to
allow for mismatches in-between matching k-mers. Concordant seeds between read and
reference can be merged with overlapping or adjacent matching seeds. This ultimately
defines a set of possible locations (‘hits’) to which the whole read sequence can be
aligned using computationally expensive alignment algorithms (e.g. using Needleman-
Wunsch). By modulating the size of k, the number of k-mers considered per read,
and the number of mismatches allowed within k-mers (“spaced seeds”), the trade-off
between the number of genomic locations to be analyzed per read and the mapping
accuracy can be regulated and adapted to particular applications.
There are numerous features and settings associated with the mapping process used
in different tools. GenomeMapper allows for a large and user-defined number of mis-
matches and gaps, and can incorporate variation of several genomes into the reference
sequence [Schneeberger et al., 2009]. The most widely used short read aligners uti-
lize a compressed suffix array as the index, based on Burrows-Wheeler transformation
[Li and Durbin, 2009, Langmead and Salzberg, 2012]. This reduces the memory foot-
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print of genomes to their actual size in bytes, while non-compressed indices occupy
multiples of the genome sizes in memory. Most current mapping tools penalize reads
that map to several locations in the reference genome with the same amount of mis-
matches by decreasing a “mapping quality” score. Furthermore, mapping accuracy
can be increased by accounting for base qualities, favorably placing mismatches on
low quality bases, and by preferentially mapping both pairs of paired-end reads in a
distance to each other according to the insert size of the sequencing library.
2.2.4 Genotype calling at genomic positions
Following the alignment of all reads to the reference genome, the DNA sequence can
be reconstructed based on the frequency of bases contained in the reads overlapping
each genomic position. There are different variant calling methods that rely on empiri-
cal thresholds or on probabilistic models and identify single nucleotide polymorphisms
(SNPs) or inserted or deleted bases (‘indels’) compared to the reference sequence. Ob-
viously, it is imperative to have sequenced many independent reads per position to
distinguish sequencing errors from real genetic variants, or to reliably separate ho-
mozygous from heterozygous sites.
The alignment of short reads imposes several biases, which have to be accounted
for in variant calling. The base calls of reads mapping to multiple genomic regions
cannot be uniquely assigned to one instance of the repeated sequence. This is why
reliable variant calling is commonly restricted to the uniquely mapping reads. Genomic
segments that are only represented once in the reference sequence but multiple times in
the read set, aggregate the reads from all repeat instances, potentially harboring pseudo
heterozygote calls. Furthermore, cross-mappings can occur if sequences not covered in
the reference are similar to other parts in the reference genome allowing an alignment
within the mismatch limits. Although such regions can be theoretically detected by an
increase in read coverage, in practice it is difficult to distinguish increased from average
coverage, e.g. due to the confounding GC bias.
For performance reasons, short read mapping tools allow for a limited amount of
differences between read and reference and therefore cannot detect longer indels or
highly diverged regions. However, reads that overlap with diverged regions by only
a few bases might align, but they typically exhibit many mismatching bases at their
ends overlapping the indel (Figure 2.2). These alignment artifacts likely lead to false
positive SNP or small indel calls.
This is why genetic variant detection tools like SHORE [Ossowski et al., 2008] re-
duce the contribution of a specific number of bases at each read’s end to variant calling
and require a specific coverage of the ‘core’ region of reads at each variant. Other
approaches try to identify and re-align affected reads to minimize the number of un-
matched bases [DePristo et al., 2011, Li and Durbin, 2009].
Diverse tools for genetic variant calling have been developed to reliably call geno-
types, e.g. by setting empirical filters for many criteria like base qualities, the number
of mapping locations of reads or incorrect read alignments [Ossowski et al., 2008], by
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Figure 2.2: Example of incorrect alignments of reads. Reads overlap with their ends
into a diverged region harboring a 7-bp deletion. The alignments on top are the result of
common short read mapping tools allowing for a limited number of mismatches or gaps, the
correct alignments are shown at the bottom.
using statistical models [Li and Durbin, 2009, DePristo et al., 2011], or by calling hap-
lotypes, thereby avoiding alignment artifacts [Garrison and Gabor, 2012].
2.2.5 Structural variation calling
The resequencing method can only provide genotype calls in largely conserved genomic
regions that maximally show the level of divergence allowed by the read mapping.
However, by exploiting alignment-related features like read coverage or insert size dis-
tribution, or spurred by methodological advancements mainly based on longer read
lengths, a multitude of NGS-based tools have been developed that seek to find more
diverged sequences that are inaccessible to the resequencing approach. They are used
to detect structural variants (SVs) that encompass insertions, deletions, duplications,
inversions or translocations. There are mainly four approaches to detect SVs based on
next-generation sequencing [Medvedev et al., 2009, Alkan et al., 2011].
Methods based on depth of coverage model a genome-wide sequencing coverage,
e.g. by a Poisson distribution, and segment the genome into regions of signifi-
cantly reduced or elevated read depth, indicating deletions or duplications, respec-
tively [Campbell et al., 2008, Abyzov et al., 2011]. Approaches based on paired-end
mapping detect clusters of reads having a much shorter (insertion) or longer (dele-
tion) insert size compared to the genome-wide average, modeled by a normal distri-
bution [Cao et al., 2011, Rausch et al., 2012]. However, both read-depth and paired-
end based approaches have difficulties in identifying short SVs (approximately shorter
than 50 bp), and cannot pinpoint exact SV breakpoints at single nucleotide reso-
lution. Facilitated by the technological progress in generating longer read lengths,
newer approaches use local de novo assembly [Li et al., 2013] or map the right and
left parts of reads separately, thereby bridging potential SVs (‘split read’ approaches)
[Ye et al., 2009, Grimm et al., 2013]. These methods provide the exact location of SVs
– 38 –
Introduction – NGS and analysis of (epi)genetic variation
to the single base pair level. Assembly-based tools are able to detect highly divergent
regions consisting of multiple nearby variants, as well as insertions longer than the read
length, which is impossible for split-read approaches, but they require high coverage.
Methods for consolidation of SV calls
Despite the progress made in SV detection methods, the application of different meth-
ods to identical data sets reveal little overlap, and false positive rates commonly exceed
10% [Mills et al., 2011], mainly due to limited sequencing depth or the repetitiveness
of SV regions. The approaches show noticeable false negative rates as well, since each
of the methods has limitations in terms of type and size of SVs they can detect, and
no single tool can uncover the full range of structural variants.
Therefore, methods have been developed to exploit more than one approach in a
single caller (e.g. [Rausch et al., 2012]), or to integrate calls from different SV detection
tools (e.g. [Wong et al., 2010]). Comparing SVs across tools or samples is complicated
by the fact that the same sequence can be aligned in various ways with different types
or different amounts of variants (see Figure 3.4). Simply defining SVs with the same
genomic coordinates as being identical would discard many true positive calls, while
simply collapsing overlapping SVs into shared SVs will increase false positive calls,
especially in complex regions harboring several variants. Thus, while the limitation of
single variation callers to specific types or lengths of SVs necessitates the application
of several different tools to maximize genetic variant detection, the merging of the
different calls is non-trivial [Lin et al., 2014].
There has not been any agreement on a standard way of integrating several SV
callers, not even in the active field of human genomic research [Lin et al., 2014]. A
few methods have been developed that either report the union set of SVs based on
genomic overlap (SVmerge [Wong et al., 2010], iSVP [Mimori et al., 2013]) or only re-
port intersecting SVs found by more than one tool (HugeSeq [Lam et al., 2012], intansv
[Yao, 2014]). While SVmerge can integrate an arbitrary selection of tools, the other
methods use a predetermined set of SV callers. However, each tool exhibits restrictions
on the SV set. For example, SVmerge only reports SVs larger than 100bp and iSVP
only reports deletions.
Advanced approaches for variation calling
Besides the consolidation of different genetic variant detection approaches and callers,
another way to increase both specificity and sensitivity of polymorphism detection is
to use the information of a population of samples. Calling variants in the consolidated
data of the whole population increases read coverage and the ability to detect low
frequency variants. Alternatively, during the short read mapping or the genotyping
process, previously known variants of a population or of the species can be added and
validated [Schneeberger et al., 2009], and there are databases of known polymorphisms
providing extensive genetic variation (e.g., dbSNP [Sherry et al., 2001]). Furthermore,
to access more complex regions harboring many variants, the resequencing approach
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can be iteratively repeated after incorporating detected variants into a pseudo reference
sequence [Gan et al., 2011].
2.2.6 Objective of this work: An integrated method to detect
genetic variation
The main driving force of phenotypic diversity is variation in the DNA sequence, and
a central goal of genetics research is to identify genetic causes of diseases or phenotypic
traits. The advent of next-generation sequencing around a decade ago fueled the
identification of genetic variants on a genome-wide level. Typically relying on short
NGS reads and on the resequencing approach, these analyses restricted detected
genetic variants mainly to SNPs and the location of variants to the rather conserved
parts of the genome compared to a reference sequence. However, highly divergent
regions and larger structural variants are assumed to be as frequent as SNPs and likely
play a similarly important role for phenotypic variability. While reliable SNP calling
is nowadays commonly considered a routine task, there is no agreement on how to
best profile structural variants yet. Advancements in sequencing technology leading
to longer read lengths improved de novo assemblies and spurred the development
of a plethora of different SV identification tools in the last years. However, SV
callers report only a limited subset of existing SVs while also exhibiting high false
positive rates [Mills et al., 2011]. As a result, outputs of different tools show little
overlap between each other [Mills et al., 2011, Lin et al., 2014], which necessitates
an integrated use of diverse approaches to identify as much genetic variation as possible.
To this end, I propose a pipeline in chapter 3 that combines different approaches
to call diverse classes of genetic variants by using resequencing, de novo assembly
and several structural variation detection tools. At the same time, the variants are
stringently evaluated based on re-alignment of reads to limit the false positive rate of
variant detection.
The proposed strategy of consolidating predicted SVs from different callers im-
proves existing SV merging approaches in several aspects. While most tools restrict
SV detection on specific subsets of SVs, the method introduced here covers a large
range of variant types and lengths. Additionally, it consolidates variants by comparing
haplotype sequences rather than relying on identical or overlapping genomic coordi-
nates of polymorphisms, which can vary from tool to tool, especially for SVs. Contrary
to some other SV merging tools, my method does not rely on the intersection between
SV callers and retains tool-specific SVs that are not contradicted by different sources,
which increases sensitivity.
When handling multiple, closely related samples, the method exploits information
of all samples for the detection of SVs in individuals, thereby reducing the false neg-
ative detection rate and compensating for the high false negative rate of SV callers.
Finally, the strategy to detect genetic variation can be employed iteratively, thereby
generating and increasingly refining a pseudo reference sequence, built from one or
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multiple samples. Such a procedure facilitates the detection of complex variation and
serves as an additional validation step of detected SNPs and SVs of each iteration.
Together, the strategy proposed in chapter 3 aims at maximizing the genetic varia-
tion detectable by short next-generation sequencing data that is present in individual
samples or in a set of closely related samples, while at the same time rigorously vali-
dating the predicted variants to retain a high level of accuracy.
2.3 DNA methylation sequencing
One of the many different applications of next-generation sequencing is the detection
of DNA methylation. The renewed interest in epigenetics in the last decade might
have been closely linked to the technological advancement and cost reduction of next-
generation sequencing. This led to the availability of information about millions of
individual cytosines, which challenges the computational and statistical detection of
differential DNA methylation.
In the following section, I first describe widely used experimental techniques to
detect DNA methylation and then outline the common practices in computationally
identifying this epigenetic mark using next-generation sequencing data, before review-
ing diverse computational approaches to detect DNA methylation differences between
samples. I focus on analytical methods applied in recent plant studies, but also dis-
cuss recently launched software solutions that were geared towards human samples
and might become the state-of-the-art in detecting differential methylation based on
whole-genome bisulphite sequencing (WGBS-Seq) data. This section ends by outlining
a novel approach for plant WGBS-Seq data to identify regional differences in DNA
methylation that is based on the strategy of the currently available tools for human
data. The new method is described in detail in chapter 4.
2.3.1 Experimental methods to detect DNA methylation
Since standard molecular biology methods, such as polymerase chain reaction (PCR),
erase DNA methylation marks, and since hybridization to microarrays and (next-
generation) sequencing are insensitive to methylated bases, researchers developed sev-
eral treatments for DNA that would allow detection of this epigenetic mark. These
include three main approaches: methylation-specific enzyme digestion, affinity enrich-
ment and chemical treatment with sodium bisulphite [Laird, 2010]. Subsequent anal-
yses can then be performed by probe hybridization or (next-generation) sequencing
methods to reveal the locations of methylated cytosines. The combination of these
three approaches with different downstream analysis methods led to a multitude of
techniques to detect DNA methylation [Plongthongkum et al., 2014]. Each methodol-
ogy has specific advantages and limitations regarding cost, resolution, coverage, scala-
bility and the amount of input DNA, and I will now review some of these techniques
in more detail (Table 2.2).
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Table 2.2: Established experimental approaches to detect DNA methylation and
their characteristics. Input: amount of input DNA, Ref: need for reference sequence?
Approach Cost Resolution Genome coverage Scalability Input Ref
Enzyme digestion low 1 bp low low med no
Affinity enrichment med 1 bp high med high yes
Bisulphite treatment high 1 bp near-complete high low yes
Enzyme digestion methods
The earliest methods used restriction enzymes that cleaved DNA at characteristic mo-
tifs dependent on the methylation status of single cytosines therein [Laird, 2010]. For
example, DNA methylation can be retrieved by comparing the different fragment sizes
generated by two (or more) enzymes targeting the same motif, but showing different
dependencies on the methylation status (such enzymes are termed “isoschizomers”).
The first DNA methylation analyses, around 1980, separated digested fragments by
gel electrophoresis followed by Southern blot hybridization [Laird, 2010]. Later, these
fragments were amplified by PCR and today they are sequenced by array-based or
next-generation sequencing methods, which have gradually opened the door for feasi-
ble analysis up to the whole genome level. These inexpensive methods do not require
knowledge of the genome sequence of the analyzed species, making them suitable for
non-model organisms or population-scale analyses. However, while they exhibit a res-
olution down to specific individual cytosines, they only uncover the methylation status
of a single site within each recognition motif and are blind to the vast majority of
cytosines in the genome, even if they lie within or close to a motif. Furthermore, the
input DNA needs to be rather pure and abundant.
The comparison of isoschizomer-digested fragments is still used today. Several stud-
ies have used a derivative of this approach, termed methylation-specific amplification
polymorphism (MSAP) (e.g., [Reyna-Lo´pez et al., 1997, Lira-Medeiros et al., 2010,
Medrano et al., 2014]). However, methylation information was typically obtained only
for a non-representative set of a few hundred cytosines at most and the interpretation
of MSAP data is not always consistent [Schulz et al., 2013] and associated with a series
of potential caveats [Fulnecˇek and Kovarˇ´ık, 2014].
Affinity enrichment methods
Affinity enrichment methods represent a second strategy for detecting methylation.
The underlying idea is to solely purify methylated DNA that can be analyzed us-
ing array-based or sequencing-based techniques. Purification is performed by im-
munoprecipitation of denatured genomic DNA with either methyl-binding proteins
(methyl-CpG-binding domain protein sequencing; MBD) or antibodies having affin-
ity to methylated DNA (methylation DNA immunoprecipitation sequencing; MeDIP).
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In combination with next-generation sequencing, widely used protocols are MBD-
Seq [Serre et al., 2010] and MeDIP-Seq [Down et al., 2008], respectively. While these
methods allow for efficient detection of DNA methylation on large parts of the genome
(60-90% CpG coverage in human/mouse [Plongthongkum et al., 2014]), they miss re-
gions of sparsely distributed methylated sites or regions of low GC content. Further-
more, their resolution is not good enough for detection at the single cytosine level and
they do not report a quantitative measure of methylation. Results obtained from these
methods can only be interpreted as the relative frequency of methylated cytosines
in genomic windows (or peaks) of variable lengths and this requires a bioinformatic
adjustment for varying methylation density across regions or samples.
Chemical treatment with sodium bisulphite
The biggest leap forward in the detection of DNA methylation happened in the early
1990s by pretreating denatured DNA with sodium bisulphite [Frommer et al., 1992].
Bisulphite converts unmethylated cytosines to uracil, which is amplified to thymines
in the PCR [Clark et al., 2006]. Thus, a difficult to detect epigenetic difference is
transformed into an easily accessible genetic variant (Figure 2.3).
AAACCGGAAA
TTTGGCCTTT
CH3
CH3
AAACTGGAAA
TTTGACCTTT
CH3
AAACCGAAAA
TTTGGCTTTT
CH3
read 1 primer 
read 1 primer rev.compl. 
read 2 primer 
rev.compl. 
read 2 primer 
1+ 
2 -  
2+ 
1 -  
PCR 
1+ 
1 -  
Figure 2.3: Illustration of bisulphite conversion. Shown are the possible combina-
tions of derived strand and sequencing read of WGBS-Seq reads. Left: Double stranded
DNA fragment with common adapters (grey Y shapes) harboring two different sequencing
primers in paired-end mode. Right: After bisulphite treatment, unmethylated cytosines and
their complementary guanines are replaced by thymines and adenines (bold and underlined
bases), respectively, in the original bisulphite-treated fragments (1+ and 1–). Those reads are
sequenced as reads 1 in paired-end mode. PCR amplification generates reverse complemen-
tary sequences (2+ and 2–) of the original bisulphite-treated fragments that are sequenced
as reads 2 in paired-end mode.
First strategies using Sanger sequencing of bisulphite-converted DNA were ex-
pensive and hardly scalable. Nevertheless, huge efforts have been undertaken
in charting the methylomes of three human chromosomes using this method
[Eckhardt et al., 2006]. This in general low-throughput approach still constitutes a
common and accurate method to validate single loci [Mensaert et al., 2014]. The
use of bisulphite-treated DNA with arrays or NGS increased the throughput by sev-
eral orders of magnitude. Since bisulphite reduces the sequence complexity to three
bases, methylation detection using microarrays requires special array design or an
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increased mismatch tolerance, which decreases hybridization efficiency. Thus, next-
generation sequencing of bisulphite-treated DNA has emerged as the method of choice
for high-throughput detection of methylation. Pioneering work in Arabidopsis thaliana
and humans [Cokus et al., 2008, Lister et al., 2008, Lister et al., 2009] applied WGBS-
Seq to generate precise and almost complete maps of DNA methylation. Combined
with steadily decreasing sequencing costs, this prompted WGBS-Seq analyses in other
species as well (e.g., [Li et al., 2012]).
Compared to previously discussed methods, WGBS-Seq offers improved resolution
(single base pair), higher coverage (>90% of human genome), higher scalability (deep
coverages and multiplexing numerous samples possible) and it can be used with small
amounts of input DNA (down to 10 nanograms) [Plongthongkum et al., 2014] (Table
2.2). Additionally, WGBS-Seq provides quantification by digital counts, which allows
the consolidation of data across sequencing libraries or even across different studies,
assuming low batch effects. Yet, there are several drawbacks. The cost is still high,
and bisulphite conversion can be incomplete, leading to false methylation calls. Lastly,
bisulphite-treated samples are prone to considerable DNA damage or sample loss, re-
quiring more amplification steps than typical DNA sequencing.
To reduce the cost of sequencing at the expense of coverage, numerous enrichment
methods have been established (see [Laird, 2010, Plongthongkum et al., 2014]). They
can be divided into non-targeted methods that randomly sequence fragments and tar-
geted approaches, where genomic regions of interest can be pre-selected. These methods
yield only a limited view on the methylome, justified by the fact that large parts of
the genome of most organisms are unmethylated. For example, the non-targeted ap-
proach ‘reduced representation bisulphite sequencing’ (RRBS) restricts sequencing to
only CG-rich and CG-dense genomic regions by digesting DNA with a methylation-
insensitive restriction enzyme cutting the sequence CCGG, followed by fragment size
selection [Meissner et al., 2008]. The maximal coverage of a human genome that has
been achieved so far with this approach was nearly 20% in a study that used two dif-
ferent restriction enzymes [Wang et al., 2013]. In contrast, targeted approaches can be
performed by PCR amplification of bisulphite-treated DNA, but it is difficult to scale
and needs input DNA in the microgram range. Several methodologies capture target
sequences by hybridizing to oligonucleotide libraries followed by NGS and provide high
scalability and sensitivity (see [Plongthongkum et al., 2014]).
Current and future developments for the detection of DNA methylation
Despite the numerous advantages of bisulphite sequencing, there are still further im-
provements to be made. Recent efforts aim to reduce the amount of starting DNA down
to picogram levels without the need for amplification (e.g. via post-bisulphite adaptor
tagging, PBAT [Miura et al., 2012]), and even to levels that allow DNA sequencing of
single cells [Smallwood et al., 2014]. This is especially useful for the analysis of cell
types that are difficult to isolate, such as germ or embryo cells [Guo et al., 2014], and
to investigate cell-to-cell variability in DNA methylation, which can occur in even rel-
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atively homogeneous cell populations [Smallwood et al., 2014]. Yet, these most recent
methods can only access less than half of the genomic cytosines (in humans) so far
[Smallwood et al., 2014].
Advanced sequencing technologies, such as single molecule real-time sequencing
by Pacific Bioscience or the emerging nanopore techniques can distinguish methy-
lated from unmethylated cytosines on the fly without pretreatment and amplifica-
tion of the DNA [Flusberg et al., 2010, Branton et al., 2008], although enzymatic con-
version of 5-methylcytosines seems to noticeably enhance the detection sensitivity
[Clark et al., 2013]. However, accuracy and throughput need to be improved before
these approaches become the most efficient and affordable DNA methylation detection
methods.
2.4 Analysis of bisulphite sequencing data
Due to the high throughput, the analysis of WGBS-Seq reads poses distinct computa-
tional challenges in terms of data processing, bias correction or statistical analyses. In
the following, I focus on the methodologies that have been developed to call methyla-
tion and differential methylation based on large-scale next-generation sequencing.
2.4.1 Mapping of bisulphite treated reads
The first step in WGBS-Seq analyses is the standard quality control filtering as per-
formed for conventional genomic reads (section 2.2.1). Due to the reduced complexity
of bisulphite-treated reads (Figure 2.3), the mapping process is the first step that
requires specific adaptations. Alignment of these reads against a reference using estab-
lished short read mapping tools would result in many mismatches of thymines in the
read to cytosines in the reference. To retain mapping efficiency, two general strategies
of tolerating these mismatches have been developed [Bock, 2012]. The first approach
modifies the alignment process by either adapting the alignment scoring matrix such
that C-to-T mismatches are not penalized and count as matches, or by replacing cy-
tosines in the reference genome into the wild-card letter Y, which matches both cy-
tosines and thymines in the reads (e.g., BSMAP [Xi and Li, 2009]). In contrast to such
‘wild-card’ aligners, ‘three-letter’ mapping tools internally convert all Cs in the read as
well as in the reference sequence into Ts, thus reducing the sequence alphabet to three
letters (e.g., Bismark [Krueger and Andrews, 2011]). This way, three-letter aligners
avoid mismatches induced by bisulphite conversion and can therefore utilize standard
short read alignment tools.
With any of these methods, the sequencing complexity is reduced, which can in-
troduce slight biases [Krueger et al., 2012, Bock, 2012]. In WGBS-Seq analyses, reads
mapping to multiple locations are typically discarded to avoid uncertain read counts.
A reduction in sequence complexity leads to a larger number of reads aligning to more
than one position in the reference sequence, which are then discarded. Since methylated
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reads contain Cs, they are more likely to map uniquely than unmethylated reads and
are therefore favored by wild-card aligners. Three-letter aligners typically achieve lower
genomic coverage because cytosines are depleted from the reference and the read se-
quences and there is therefore an increased chance that reads covering cytosine sites will
be ambiguous and thrown out. However, since these biases only affect rather repetitive
regions and shorter reads, they are usually considered tolerable [Krueger et al., 2012].
The analysis is also affected by the fact that there are two types of sequencing li-
braries for WGBS-Seq reads [Krueger et al., 2012]. Sequencing adapters can be ligated
to the DNA so that only the original bisulphite-treated DNA strands are sequenced
(‘directed library’; reads 1+ and 1– in Figure 2.3) [Lister et al., 2008]. Alternatively,
and most commonly used today are ‘undirected libraries’ [Cokus et al., 2008], where
paired-end sequencing is performed and four possible DNA strands are sequenced after
PCR amplification (Figure 2.3). This way, an unmethylated cytosine on the reverse
strand of the reference (a thymine) is amplified to an A on the opposite strand, which is
aligned to a G on the forward reference sequence in the mapping process. Thus, when
using undirected libraries, the aligner has to allow not only for C-to-T, but also for
G-to-A mismatches. In this case, three-letters aligners generate an additional genome
index where Gs have been replaced by As, and G-to-A-converted reads are mapped
against it.
2.4.2 Determining methylated positions
Determining the methylation rate
After the read alignment, WGBS-Seq data consists of the counts of Cs and Ts contained
in the reads covering each cytosine in the genomic DNA sequence. Most commonly,
the methylation rate is simply calculated as the C/T fraction at a given site. When
using undirected sequencing libraries, half of the reads are derived from the forward
strand and the other half from the reverse strand of the original bisulphite-treated DNA
molecule (Figure 2.3). Thus, these two classes of reads have to be separated first. The
combination of mapping direction and mismatch type (C-to-T or G-to-A changes),
or mapping direction and sequencing read number in case of paired-end sequencing,
determines the strand from which a read is derived (see section 4.3).
Methylation from WGBS-Seq is measured quantitatively and can take values be-
tween 0 and 1, or 0 and 100%. Typically, few cytosines have a methylation rate of 100%.
This is because usually rather heterogeneous cell mixtures consisting of different cell
types or even tissue types are sequenced, and they feature characteristic modifications
of their methylomes [Ziller et al., 2013, Leung et al., 2015, Widman et al., 2014]. Fur-
thermore, different developmental stages carry different DNA methylation fingerprints
[Feng et al., 2010, Cantone and Fisher, 2013], but proper experimental design can min-
imize this variability. However, cell-to-cell variability can even occur in relatively homo-
geneous cell populations [Smallwood et al., 2014]. Some cytosines might be in dynamic
states, e.g. due to steady competing methylation and demethylation reactions, or due
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to frequent incomplete methylation maintenance during mitosis [Jones, 2012]. Lastly,
another reason that methylation rates are not completely binary is the presence of
allele-specific methylation, e.g. at imprinted loci, where the different parental chromo-
somes exhibit specific methylation patterns, leading to a mixture of methylated and
unmethylated reads at such loci.
Biases in determining the methylation rate
The biological and experimental factors mentioned above determine the ‘true’ methyla-
tion rate. However, the WGBS-Seq analysis introduces four main biases that can cause
the observed methylation rate to not accurately reflect the true methylation level:
• Incorrect base calls or mis-mappings of short reads can appear as a different
methylation state. This can be countered by considering the mapping quality or
assigning quality scores to positions, as is done for the genotyping in resequencing
analyses (section 2.2.4).
• As for other quantitative sequencing approaches like RNA-Seq, the read counts
can be biased by clonal reads derived from the amplification by PCR. Remov-
ing reads with identical start and end coordinates after mapping, and trimming
of potentially overlapping sequences of read partners when using paired-end se-
quencing can eliminate this bias.
• Next-generation sequencing features substantial read depth fluctuations. The
lower the sequencing coverage, the higher are the chances that the random sam-
pling of reads during the sequencing process will not reflect the true methylation
rate. Technical or biological replicates can alleviate this bias and also provide the
advantage of compensating for low coverage sites. Moreover, biological replicates
allow estimating the natural variance in methylation levels.
• Sodium bisulphite might leave unmethylated cytosines unchanged or, when
overtreated, might convert methylated cytosines, although the latter rarely oc-
curs. This can lead to false positive or false negative methylation calls, respec-
tively, and adds a background variance to methylation levels. However, the sen-
sitivity and specificity of the bisulphite conversion can be estimated by assessing
the methylation level for control DNA with known methylation status. Most
commonly, a ‘false methylation rate’ is monitored using unmethylated lambda
DNA spiked in the sequencing library, or using typically unmethylated non-CG
sites in humans or unmethylated chloroplast DNA in plants.
Calling methylated positions
The seminal first WGBS-Seq studies in A. thaliana and human [Lister et al., 2008,
Cokus et al., 2008, Lister et al., 2009] established a common practice in calling methy-
lated positions. Mis-alignments of reads were minimized by only considering uniquely
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mapping reads, the PCR bias was avoided by discarding duplicate reads, and the read
counts at each position were binomially tested against the incomplete bisulphite con-
version rates. Thus, methylation levels that were unlikely to be explained by this ‘false
methylation rate’ were considered as statistically significantly methylated positions.
2.4.3 Determining differential methylation at single sites
Most commonly, researchers are interested in comparing the methylation profiles of
individuals within a population or between case and control samples. There are a mul-
titude of approaches to determine differentially methylated positions (DMPs), which I
roughly classify into three categories based on whether they perform statistical testing
and whether they incorporate biological variance, estimated on biological replicates.
The first category contains methods that neither incorporate statistical testing nor bi-
ological variance, the second group consists of approaches that implement statistical
tests, but do not model biological variance, and methods of the third set fulfill both
criteria. I will highlight some strategies from each of these groups.
The simplest method is to classify DMPs based on arbitrary cutoffs on the abso-
lute methylation rate differences (applied for example in ref. [Laurent et al., 2010]).
Since methylation rates underlie many sources of variance (as described above), this
strategy is likely associated with high error rates, especially for lowly covered sites. A
second approach that does not include statistical tests first identifies methylated posi-
tions by the best practice strategy described above, and then classifies sites as DMPs
that are in different methylation states [Schmitz et al., 2011, Schmitz et al., 2013b,
Schmitz et al., 2013a]. While such a strategy is efficient, it identifies solely presence/ab-
sence methylation and is not able to detect putatively relevant quantitative differences
between methylated sites. Furthermore, this strategy includes DMPs that exhibit sub-
tle differences in methylation rate near the switch between methylated/unmethylated
calls, which strongly elevates the number of DMPs. This is especially true for CHH
sites in plants, since the vast majority of methylated CHH positions show only 30%
methylation or less. This bias might partly explain the finding of a recent study that
has analyzed methylomes of 140 A. thaliana natural accessions and identified more
than 90% of the genome-wide cytosines as being differentially methylated in at least
one accession [Schmitz et al., 2013b]. The vast majority of DMPs was in the CHH
context, which is different from what is seen in simple pairwise comparisons.
The second category of DMP detection approaches includes the currently most
widely used method in plants. It tests sites in pairwise comparisons between samples
using Fisher’s exact test or a similar method developed by Altham [Altham, 1969].
This strategy compares read counts rather than methylation rates to account
for coverage fluctuations [Lister et al., 2009, Lister et al., 2011, Qian et al., 2012,
Calarco et al., 2012, Hodges et al., 2011]. A different strategy approximates methy-
lation rates using a binomial model. For example, Chodavarapu et al. called positions
as DMPs that have non-overlapping confidence intervals, retrieved from the binomial
distributions [Chodavarapu et al., 2012]. That the authors additionally required a spe-
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cific absolute methylation rate difference is likely because the binomial distribution
allows for only a rather narrow variance [Chodavarapu et al., 2012]. While the statis-
tical tests mentioned above account for technical variance caused by sequencing depth
differences, they cannot model biological variance of methylation rate measurements
from potential biological replicates. Instead, most studies discussed so far, in which
replicate data was used, performed statistical testing on the accumulated read counts
of the replicates.
Using biological replicates can compensate for low-coverage sites and also increases
certainty of the methylation level, thus statistical power, which reduces the false pos-
itive DMP rate. The third category of DMP callers includes a linear mixed model to
account for biological replicates, which is, however, restricted to exactly two replicates
per sample [Dowen et al., 2012]. Recently, numerous specialized tools for the detec-
tion of differential methylation have been developed that incorporate biological vari-
ance. Among them are methylKit [Akalin et al., 2012] that utilizes logistic regression,
and BSmooth [Hansen et al., 2012] that assumes local correlation between methylation
rates by smoothing methylation levels over a large genomic window, thereby modeling
read counts as binomially distributed. However, it is unclear how justified the as-
sumption of local correlation is in plants. The most common approach to incorporate
biological replicates in recent software implementations is to use a beta binomial model
[Robinson et al., 2014], which will be introduced in the next section.
Beta binomial models for methylation
Numerous tools [Hebestreit et al., 2013, Park et al., 2014, Feng et al., 2014,
Dolzhenko and Smith, 2014, Akman et al., 2014] and a research study in human
[Ziller et al., 2013] have relied on the assumption that the number of methylation-
supporting reads at a position is binomially distributed (given the methylation rate
and coverage) and that the methylation rate follows a beta distribution (given the
read counts). The binomial distribution models the within-sample variance of the
methylation rates caused by stochastic read sampling variability, whereas the beta
distribution accounts for between-sample variation of methylation ratios estimated
from biological replicates. Combining the two distributions generates a model
where the methylated and unmethylated read counts are assumed beta-binomially
distributed. The beta binomial distribution can be described by two parameters: the
mean and an over-dispersion parameter that represents the additional variance relative
to the binomial variance. Thus, it allows more flexibility in modelling input data with
a broad spectrum of variance (Figure 2.4). Table 2.3 summarizes approaches that use
beta binomial modeling and contrasts them to the early, most widely used studies
relying on Fisher’s exact test.
The current tools approximate the parameters of beta binomial distributions
([Ziller et al., 2013], MOABS [Sun et al., 2014], DSS [Feng et al., 2014], methylSig
[Park et al., 2014]) or beta binomial regression models (BiSeq [Hebestreit et al., 2013],
RADmeth [Dolzhenko and Smith, 2014]). The latter allows accounting for ‘batch ef-
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Figure 2.4: Exemplary beta distributions of methylation rates dependent on
biological replicates. Symbols at the bottom denote the observed methylation rates of the
replicates at the given site. The ratios on top indicate the number of methylated/number
of total reads for each replicate. Note that the accumulated read counts for all four cases is
identical. Reprinted from [Sun et al., 2014].
fects’ like the gender or age of the samples, or more general properties like the day
of sequencing library generation, which might be confounders in methylation analyses
(for a general review of batch effects, see [Leek et al., 2010]). Another approach ap-
proximates read counts by a binomial mixture model incorporating false negative and
false positive bisulphite conversion rates [Akman et al., 2014], but does not provide
sound testing for differential methylation. While most programs utilize likelihood ratio
tests or the similar (asymptotically equivalent) Wald test, MOABS [Sun et al., 2014]
and Ziller et al. [Ziller et al., 2013] calculate beta difference distributions. MOABS
defines a custom ‘credible methylation difference’ based on the confidence interval of
the beta difference distribution that is assumed to combine statistical and biological
significance. Ziller and colleagues calculate P values directly from the beta difference
distribution by simulation, or by comparing against a normal distribution.
Since the described studies and tools were designed to operate on WGBS-Seq data
(BiSeq on RRBS-Seq data), they perform millions of statistical tests. This large number
necessitates using multiple hypothesis testing to minimize false positive significant tests
that occur by chance. While most biological studies control the false discovery rate
(FDR), only two of the presented tools offer the possibility to correct for multiple
testing (methylSig and BiSeq).
Even though the beta binomial model seems most appropriate, it has been rarely
applied beyond proof-of-principle studies carried out by the developers of the software
programs that implement beta binomial models. Only a few biological studies in mam-
mals utilized such modeling (e.g., [Ziller et al., 2013]), but to my knowledge there is no
study in plants yet. One reason is that most developed software is designed for human
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samples, i.e. assuming a single methylation rate for CG sites only, and adaptations for
the more complex plant methylation patterns are still lacking.
2.4.4 Determining differential methylation in regions
The biological significance of DNA methylation differences at single sites is still not
fully understood, and most studies that identified epialleles reported methylation dif-
ferences in larger genomic regions (section 1.7). Thus, it is common to identify variable
methylation that is clustered in regions. Methods to detect differentially methylated
regions (DMRs) can be divided into approaches that determine regions de novo, or
that test predetermined regions.
Most previous studies followed the approach of the first category. They
first identified differentially methylated positions (DMPs) and consolidated
them into DMRs by genomic distance, using criteria such as a minimum num-
ber of DMPs or a maximal allowed distance between DMPs (Figure 2.5B,C)
[Lister et al., 2009, Qian et al., 2012, Chodavarapu et al., 2012]. Other studies
required significant differential methylation between the resulting DMP clusters
using Fisher’s exact test [Calarco et al., 2012, Ausin et al., 2012], Altham‘s method
[Hodges et al., 2011], the Kruskal-Wallis test [Schmitz et al., 2011] or a random effects
model [Ziller et al., 2013]. Although the tools mentioned in the previous section
reasonably identify differential methylation at single sites, some of them (BSmooth,
DSS, MOABS and RADmeth) define DMRs by simply clustering DMPs without any
statistical test (Table 2.3). Instead, RADmeth combines neighboring P values of
DMPs by transforming them into a Z-test [Dolzhenko and Smith, 2014].
All of these approaches require detectable methylation differences at single sites.
However, there might be regions in which individual sites feature weak differential
methylation and can only generate a significant signal when considered together. Thus,
combining methylation data from multiple adjacent sites increases statistical power. In
addition, correcting for multiple testing of a vast amount of single cytosines leaves only
the strongest methylation differences as statistically significant. Thus, the decreased
number of tests when analyzing regions compared to sites reduces the false negative
rate for detecting differential methylation.
A few studies segmented the genome into ‘tiling’ regions (Figure 2.5D) and sta-
tistically tested them using the Kruskal-Wallis test [Lister et al., 2011], Fisher’s exact
test [Stroud et al., 2013b, Stroud et al., 2013a, Yu et al., 2014] or the chi-square statis-
tic [Regulski et al., 2013]. While these de novo DMR detection strategies reduce the
number of statistical tests compared to DMP-based methods, they do not maximize
statistical power, since they still test the whole genome, which can contain a consider-
able fraction of unmethylated ‘tiles’. Additionally, these methods do not incorporate
biological replicate data.
A different approach to identifying regions de novo is to test predetermined
regions (Figure 2.5E). Two tools from Table 2.3 operate on arbitrary, user-specified
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A Genome sequence CG CHG ... ... CG CHH CHH CHG CHH CHG ... ... CG CG CG CG
Replicate 1 5% 2% 84% 32% 22% 38% 27% 4% 9% 0% 0% 0%
Replicate 2 0% 1% 76% 37% 14% 33% 19% 0% 5% 1% 0% 4%
Replicate 3 2% 0% 59% 23% 20% 51% 25% 0% 13% 0% 0% 0%
Replicate 1 0% 4% 11% 0% 10% 24% 19% 0% 69% 11% 80% 5%
Replicate 2 8% 0% 8% 3% 13% 27% 10% 2% 82% 0% 75% 2%
Replicate 3 1% 0% 16% 8% 6% 17% 12% 7% 65% 6% 91% 0%
# tests:
B DMPs 12 DMP DMP DMP DMP 
C DMP clusters 12+1
D Genome-wide
tiling analysis
E Predetermined 3
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Figure 2.5: Different approaches to call differentially methylated regions
(DMRs). (A) Methylation levels of three replicates from two samples each are shown and
color-coded from white to black according to the range of minimal and maximal methylation
rate of the respective sequence context. Statistical tests can be performed (B) at each single
site to obtain differentially methylated positions (DMPs), (C) on each DMP cluster (DMCs)
that spans a DMP-dense region, (D) on equally sized and spaced ‘tiles’ of the genome, (E) on
pre-determined regions, defined based on annotated genomic features or selected by enrich-
ment bisulphite sequencing experiments, or (F) on parts of methylated regions (MRs) that
are determined by an additional method, e.g. by an HMM (chapter 4). Checks symbolize
significant and crosses non-significant statistical tests.
target regions (methylSig [Park et al., 2014]) or regions rich in CG sites that
are obtained by enrichment bisulphite sequencing methods, e.g. RRBS (BiSeq
[Hebestreit et al., 2013]). These are the only tools to my knowledge that make use of
the beta binomial model for testing regions rather than comparing individual cytosine
sites and also account for biological replicate data. Both methods apply likelihood
ratio tests and correct for multiple testing. BiSeq relies on smoothed methylation
rates of CG sites over an 80-bp genomic window, and methylSig can also incorporate
information from neighboring CG sites. While the authors of methylSig found that
CG methylation rates were correlated within 200-300 bp in humans, it is still not
known if this distance, known as ‘linkage disequilibrium’ (LD), is the same on the
whole genome or across individuals. Therefore, the application of these tools to other
species would require re-testing the LD of methylation levels to adapt the window size.
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An additional caveat when this strategy should be adapted to plant data is that it is
unknown how the LD of methylation ratios behave for the different sequence contexts
that can be methylated in plants, since different methylation pathways act on partly
overlapping, but largely different sequence contexts (section 1.4.1).
A common problem in biological studies is that statistical significance does not equal
biological significance (cf. RNA-Seq). Since most discussed approaches call DMRs with
rather subtle differences in methylation levels, a common way to potentially increase
the biological significance of the detected DMRs is to require either a minimum absolute
methylation rate difference (e.g., [Yu et al., 2014]) or a fold-change criterion (e.g., as
stringent as an 8-fold difference requirement [Schmitz et al., 2011]). This might reflect
the use of statistical tests that do not allow for a broad variance or are sensitive to
large numbers. For example, Fisher’s exact test tends to yield significant results more
often when read counts are large, as can be the case for the accumulated read counts
over regions.
2.4.5 Objective of this work: WGBS-Seq pipeline and a novel
approach to call DMRs
The accurate identification of DNA methylation variation between individuals is crucial
for understanding its role in shaping phenotypic diversity and for identifying poten-
tial short-term adaptations to environmental conditions. The current state-of-the-art
in charting the whole-genome methylation landscape constitutes WGBS-Seq. Statisti-
cal analysis of these experiments poses many challenges due to fluctuating sequencing
depth and methylation levels, small sample sizes and a large number of statistical tests
performed. The challenge is to detect regional methylation differences, since most
epialleles in natural populations consisted of methylation differences of several nearby
positions. The vast majority of previous efforts in plant studies that called differ-
entially methylated regions relied either on identifying variable sites first, or testing
genome-wide sliding windows, which limits statistical power due to the high number
of performed tests. These studies often visualized a few convincing DMRs in genome
browser illustrations, but it remained unclear how representative these evident methy-
lation differences are genome-wide.
Recently, numerous tools have been developed that accurately model methylation
data using a beta binomial distribution, incorporating within-sample and between-
sample variance of methylation rates, i.e. accounting for read depth fluctuations and
biological replicate data, respectively (Table 2.3). However, those models have been
applied to human samples only, where exclusively the CG context shows methylation,
and adaptations for the more complex plant methylation pattern are still lacking.
In chapter 4, I introduce a workflow for next-generation sequencing bisulphite data
that performs all steps from raw reads to the calling of DNA methylation in individual
samples and differential DNA methylation between samples, both on a single base pair
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and regional level (Table 2.3). The method to call DMRs constitutes a novel approach
that introduces the use of beta binomial modeling for plant methylation data and
uses a strategy that maintains a high level of statistical power. The latter is achieved
by first segmenting the genome into methylated and unmethylated regions and then
testing only the methylated space for differential methylation, which greatly reduces
the number of statistical tests (Figure 2.5F).
Methylated regions are identified unsupervised from all genome-wide cytosines by
a Hidden Markov Model (HMM) that fits context-specific beta binomial distributions
to the sequencing data of the regions. This accounts for the more complex methylation
patterns that exist in plants compared with other species. This approach provides
an unbiased, informed selection of regions to test for differential methylation that is
independent from DMPs. Other DMR detection methods that are independent from
DMPs target either biased regions from enrichment sequencing protocols (BiSeq), user-
specified regions (methylSig), or test the whole genome independent of the methylation
status (tiling region methods) (Table 2.3). Furthermore, my approach does not require
the setting of arbitrary thresholds, like those used for clustering DMPs or smoothing
bandwidths, which either use assumptions or require pre-knowledge about DMRs and
their lengths.
Lastly, while current tools to detect differential methylation only report significant
pairwise sample comparisons, my pipeline provides a unique method to classify multiple
samples into groups based on the significance test between all pairs of samples and thus
provides a way to determine epiallele groups.
Together, the accurate beta binomial modeling of methylation rates, combined with
testing regions that have been determined in an informed manner make this strategy
unique (Table 2.3). In addition, it might be the first method that implements beta
binomial modeling for plant methylation data.
– 55 –
2.4. Analysis of bisulphite sequencing data
– 56 –
Chapter 3
Integrative detection of genetic
variants by iterative re-alignment
In this chapter, I propose a strategy to identify diverse genetic variants by integrating
multiple sources of variation detection using short next-generation sequencing data,
when whole genome de novo assembly is infeasible. The pipeline integrates resequenc-
ing data, local de novo assembly and several structural variation detection tools and
performs rigorous validation by re-mapping reads against the predicted polymorphisms.
I will begin this chapter with a brief overview of the proposed strategy and its
suitability, before I introduce recommended variant detection tools that were used in
the study presented in chapter 5. Subsequently, all further steps of the pipeline are
elaborated on.
Contributions
This chapter describes the methods included in a publication: [Hagmann et al., 2015].
I designed and implemented all analytical steps and scripts presented in this chapter.
3.1 General workflow
The general strategy starts by collecting all genetic variants of a sample predicted by
many genetic variation detection tools into a sample-specific consolidated variant set
(CV set; Figure 3.1a). I correct for putative false positives among the CVs by retain-
ing only variants without contradicting resequencing reads (Figure 3.1b). If multiple
samples are used, the method determines common and potentially segregating variants
by comparing haplotype sequences around CVs of the samples to each other. Sub-
sequently, all polymorphisms not called in all strains of a population are tested for
their presence in each sample. This compensates for potentially missed variants in the
sample-specific calling (false negatives), but also constitutes a second filtering step to
remove false positive calls in the sample-specific CV set. For this validation of vari-
ants in each sample, all non-shared variants of the population are incorporated into
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Figure 3.1: Workflow of the pipeline to generate a pseudo reference. (a) For each
strain, variants called by diverse structural variation (SV) detection tools and assemblers are
combined into a consolidated variant set. (b) Predicted variants that overlap with inner cores
of mapped resequencing reads are filtered out and the remaining variants are classified into
common and potentially segregating. Brown triangles: insertions/deletions, brown X: SNP.
Checkmarks and crosses indicate that variants did or did not pass the filter, respectively. (c)
A new reference genome incorporates all common variants and includes additional sequence
containing the alternative haplotype sequence of segregating variants as ‘branches’. (d) After
mapping the reads against the branched reference, a binomial test assesses for each variant
site which allele is present in each strain. Checkmarks and crosses indicate that there is or is
not a valid variant call, respectively. Sites with the same variant allele call in all strains are
classified as “common”, those with significant tests for both a reference and a variant allele
across all strains as “segregating” variants. (e) All common variants from the previous step
can be incorporated into a new reference sequence, and a new iteration can start from (a).
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a ‘branched’ reference sequence so that it harbors both the reference and the variant
alleles (Figure 3.1c). By re-aligning all reads against the branched reference, the pre-
sented method can compare the read support between the two alternative alleles. This
validation of all detected variants in the population by whole-genome re-sequencing
leads to a final distinction into common and segregating variants (Figure 3.1d).
In addition, all common variants can be incorporated into a new unbranched ref-
erence genome, and this workflow can start from the beginning, thereby refining the
reference sequence from iteration to iteration, following the rationale of Gan et al.
[Gan et al., 2011] (Figure 3.1e). A repeated application of this workflow constitutes
an additional validation for all common (by re-aligning reads) and segregating vari-
ants (they have to be consistently re-called), including common SNPs and small indels
found by the read alignment tool, which are not explicitly evaluated during a single
iteration.
3.1.1 Applicability and availability of the pipeline
The strategy assumes homozygosity across the whole genome, which is appropriate
for many plant species. In principle, it can be applied for single strains only. In this
case, the validation by re-sequencing (Figure 3.1c,d) can be performed for the single
CV set of the sample only. However, since the workflow can use information from
multiple samples for calling variants in each individual sample, it is particularly suited
for the analysis of local populations of genetically similar strains, or more generally to
strains that separated only recently from a common ancestor and share many variants
(relative to a reference) among each other. To increase the detection of common genetic
variation even more, especially to resolve highly diverged regions, the strategy can be
repeated, thereby generating and iteratively refining a pseudo reference genome. A
reference sequence that is more similar to the analyzed strains increases the number
of detectable variants that are hidden to an analysis against a more distantly related
reference genome, and can enhance analyses like population structure, particularly
when the number of distinguishing polymorphisms between strains is low. Furthermore,
when interested in the DNA methylation pattern, capturing more genetic diversity
helps in identifying more differences in DNA methylation and can facilitate linking
genetic to epigenetic divergence, since genetic variation is a major source of DNA
methylation changes (section 1.7.1).
I tailored this pipeline to the analysis of a population of near-isogenic A. thaliana
plants described in chapter 5. However, the pipeline can be applied to other data sets
as well. It consists of several perl programs, which are wrapped in bash scripts, since it
makes use of UNIX command line tools for basic file manipulations and performs several
calls of third-party tools. The current implementation relies on SNP and small indel
calls solely from SHORE [Ossowski et al., 2008]. However, it can utilize an arbitrary set
of structural variation prediction tools with the requirement that SV calls are provided
in the routinely used and standardized “variant call format” (vcf). I provide the set of
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commands and the scripts with usage details online1. The parameters of the variant
calling programs can be found in the Appendix C.
3.2 Tools for genetic variant detection
3.2.1 SNP and small indel calling
The genetic variation detection pipeline was tailored to use SHORE for SNP and small
indel calling from read mapping [Ossowski et al., 2008]. Moreover, I slightly adapted
SHORE’s module ‘consensus’ to reduce false positive SNP and indel calls. I noticed
that regions covered only by the ends of reads are enriched for many variant calls.
Although SHORE reduces the impact of a few bases at either end of the reads on
variant calling (see section 2.2.4), I observed that even a more trustable ‘core region’
setting of 10 bp on either side was insufficient to prevent potential false positive calls
(Figure 3.2). Therefore, I conceived a new criterion that requires a variant to be
covered by at least one read with the inner 50% of its length (Figure 3.2).
TCT 
T
TCT G AC 
TTT T TT T A
T T A 
G
T AGG 
T T A AGG 
T T A TAC CT 
T
T
  
Figure 3.2: Real-world example of read alignments along a reference sequence.
Letters refer to variant base calls. Grey bars represent the first and last 10 bases of reads,
blue bars the ‘core’ region and petrol bars the ‘inner core’ region of reads (inner 50% of their
length). Note that at the position marked by the star, all three ‘core’-covered reads show the
same variant call, which would potentially suffice to call a SNP. A putative reliable SNP is
shown at the position marked by the cross, since there is sufficient ‘inner core’ read coverage.
I included this criterion into a scoring matrix, which is used by SHORE to determine
variant quality scores. This matrix contains empirical thresholds for diverse sequence
and alignment related features, against which each variant site is tested. Starting from
an initial quality score of 40, there are three thresholds for each feature associated
with specific relative reductions of the score (low penalty: 5%, intermediate: 20%,
high: 40%) that are cumulatively applied. The list of features is presented in Table
S6 (containing the thresholds used for the analysis of chapter 5). A variant site is
typically regarded empirically reliable if the quality score is equal to or greater than 25
(Q25), which disallows high penalties (40% of 40 is 16, i.e. a SNP with a high penalty
can maximally have Q24).
1https://sourceforge.net/p/isvim, last accessed April 2015
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3.2.2 Structural variation calling
Since there is typically only little overlap between predicted structural variants (SV)
by different tools, it is recommended to apply multiple SV callers [Lin et al., 2014]. As
this pipeline was designed to lead to a pseudo reference sequence, and because it is
capable of comparing SVs found in different samples to each other, only tools that yield
the exact breakpoints of SVs were used. These solely include split-read and assembly
approaches (section 2.2.5). Although any tool predicting SVs at single base pair level
can be chosen as long as the calls are in the vcf format, I briefly mention the programs
used for the whole-genome analysis of A. thaliana populations described in chapter 5.
Pindel [Ye et al., 2009] and SV-M [Grimm et al., 2013] perform split-read alignment
of unmapped reads against a broad window around their mapped partner that spans
most of the insert sizes found in the read set. DELLY [Rausch et al., 2012] maps
split reads in a region identified as an SV before by analyzing paired-end information,
thus combining two different signals for the presence of an SV in one calling process.
While Pindel reports all SVs supported by at least two consistent read mappings,
SV-M evaluates SV calls by applying a support vector machine that uses a multitude
of alignment-related features, including nearby SNP calls found by resequencing, and
relies on a training data set. I used the same set of Sanger-validated SVs of an A.
thaliana natural accession as the SV-M publication [Grimm et al., 2013] to call SVs
on our A. thaliana strains of chapter 5. In addition, I implemented a custom local
de novo assembly method targeted towards uncovered genomic regions, which will be
elaborated in the following section. This selection of tools makes use of three out of the
common four currently available methodologies for SV detection using NGS (section
2.2.5).
3.2.3 Targeted de novo assembly
For several reasons, there are genomic regions without read coverage (“sequencing
gaps”) when performing a re-sequencing approach. First, the underlying region might
be deleted in the newly sequenced sample. Second, the region might be too divergent
to the reference sequence and beyond the mismatch limits imposed by the short read
alignment. Third, the region might not be represented in the read set due to fluctu-
ating read coverage along the genome. De novo assemblies can retrieve the diverged
sequences of the first two cases, and I therefore developed a method that tries to bridge
sequencing gaps by local assemblies.
Rather than using the whole read set, the method restricts the input for the assem-
bly to only those sequences that map to the flanking regions of sequencing gaps, which
reduces the complexity of the assembly and improves the quality of the contigs. Further,
it targets not only regions with absent read coverage, but also regions without read core
coverage, meaning regions that are overlapped by reads with few of their first and last
bases only (section 2.2.4). This is because insertion breakpoints or small deletions are
mostly covered by read ends overlapping the divergent regions with many mismatches
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(see Figure 2.2). Therefore, I will extend the term ‘sequencing gaps’ to also include such
‘zero-core-covered’ regions from hereon. The local assembly tool starts with combining
all reads aligned to the 100 bp genomic regions surrounding sequencing gaps together
with all unmapped reads and their partners (even if they mapped) into an assembly
read set (Figure 3.3a). Next, two de novo assembly tools are applied: SOAPdenovo2
v2.04 [Luo et al., 2012] and Velvet v1.2.0 [Zerbino and Birney, 2008] (see Appendix C
for command lines).
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a) Assembly read set 
sequencing 
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Figure 3.3: Targeted de novo assembly approach. See text for explanations.
The resulting contigs of maximal 200 bp in length are aligned to the iteration-
specific reference genome. Since BLAST-based alignments do only provide local align-
ments of largely conserved sequence and thus do not directly report long diverged
sequences, the first and last 100 bases of the contigs are aligned using GenomeMap-
per v0.4.5s [Schneeberger et al., 2009], allowing for 10 mismatches on each end (Figure
3.3c). The mapped contig ends frame a genomic region, to which the entire contig
is then aligned using the global Needleman-Wunsch alignment tool ‘needle’ from the
EMBOSS package v6.3.1, if both contig ends do not map further than 5000 bp apart
(Figure 3.3d). Global alignments of contigs spanning an entire sequencing gap and a
surrounding sequence of minimum 50 bp on either end are parsed for all differences
between contig and reference sequence, including SNPs, inversions, long deletions and
insertions (Figure 3.3f). Additionally, to yield even more variants, non-mapping con-
tigs are aligned using blastn (from BLAST package v2.2.23 [Altschul et al., 1990]), and
variants from partly mapping contigs spanning sequencing gaps are parsed in the same
way (Figure 3.3e). The alignments of contig regions that map to multiple locations on
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the reference genome are discarded if they reciprocally overlap by more than 30% of
their lengths.
Thus, the method only reports variants within or surrounding sequencing gaps to
limit false variant calls on contigs that align to regions of sufficient read support from
resequencing. Finally, only identical sequence differences between both assembly tools
are included in the final variant set of the targeted de novo assembly tool. The method
calls shared variants by checking haplotype sequences surrounding the polymorphisms
for identity.
3.3 Consolidating variants of different tools
After whole-genome read mapping, consensus calling with SHORE and application of
the above described SV detection programs, the detected variant set consists of SNPs,
indels and SVs. I refer to insertions and deletions up to a length of 7 bp that are
detected by SHORE as indels, while SVs comprise all insertions and deletions from the
assemblers, as well as insertions, deletions and inversions predicted by the specialized
SV tools that are longer than 7 bp. The threshold of 7 bp is the consequence of
short read mapping, which allows maximally 7 gapped positions in each read. Since
SNPs and indels from SHORE are quality scored and covered by the inner core regions
of reads, I assume they can be merged across samples by directly comparing their
coordinates. SNPs from the assembly approach are summarized the same way. The
following describes how the pipeline consolidates SVs found by multiple tools in each
sample into a consolidated variant (CV) set (Figure 3.1a).
Since different alignments of reads spanning the same SV can potentially result in
overlapping and contradicting SV calls (Figure 3.4), the first step of the consolidation
step repositions the individual SVs to consistent coordinates so that they can later be
compared across samples. I apply the tool Dindel v1.01 [Albers et al., 2011] to perform
this task. It additionally filters out all but one out of multiple different calls for the
same SV (Figure 3.4A).
Subsequently, to tackle the problem of the high false positive rate of SV detection
tools, the next step assesses the coverage of the resequencing reads within SV regions.
While alignments of the ends of reads are prone to false mismatches or indels at diverged
loci (see section 3.2.1), genomic regions covered by uniquely mapping reads with the
inner 50% of their sequences (‘inner core’) are unlikely to contain long-range SVs
when assuming homozygosity throughout the genome (section 3.2.1). Thus, I interpret
coverage of reads with their inner core as evidence for the presence of the reference
allele in the read set at the particular locus. Therefore, predicted SVs that overlap
regions showing inner core coverage of uniquely mapping reads are discarded. The
inner core coverage information along the genome is provided by my adapted version
of ‘SHORE consensus’ (section 3.2.1).
Since different SV calls of different tools can lead to the same alternative DNA
sequence compared to the reference sequence in a region, including different number and
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    AGCTTTTTCGTCAT
(1) AGC----TGGTCAT
(2) AGCT----GGTCAT
(3) AGCTG----GTCAT
    AGCTTTTTCGCTGTCG
(1) AGC----TC---GTCG
(2) AGC-------TCGTCG
    AGCTTTTTCGCT-GTCG
(3) AGC--------TCGTCG
A B
Figure 3.4: Alternative alignments of identical reads. Reads (enumerated) aligned to
the same reference sequence region (italic sequence on top). Mismatches are shown as bold,
underlined letters in the read sequences and gaps as dashes. (A) All reads show one mismatch
and a 4-bp deletion, but the deleted sequence is different between the first two (TTTT) and
the last read (TTTC). (B) Three different alignments exhibiting different number and types
of variants.
types of variants (Figure 3.4B), I furthermore provide a method to check for identical
variation called by the different tools. To this end, I define haplotype sequences for
each variant and tool containing the SV and, by default, 30 bp to the right and left of
the reference sequence. SVs closer than 30 bases to each other are consolidated into
one haplotype. In case of different haplotypes for a locus, the pipeline only retains
SVs of the haplotype with the highest frequency across tools, or none if there is no
majority.
The final set of consolidated variants (CVs) for each sample consists of SVs from
non-contradicting haplotypes, SNPs and small indels called by SHORE, and SNPs
detected by the assembly tools. Thus, the pipeline reports SVs that are specific to a
single tool or, in case of contradicting SV calls, it retains only variants that are backed
up by at least two programs.
3.4 Building a branched reference sequence
Since the consolidated variants of the samples have been consistently repositioned,
chances are high that identical SVs across samples have the same coordinates. Thus,
the pipeline compares all CVs for identity and incorporates variants found in all sam-
ples into the current reference sequence, replacing the previous reference allele. Sim-
ilarly, common indels from SHORE and non-redundant common SNPs from SHORE
and the assemblers are integrated into the reference sequence. By contrast, the non-
common CVs are incorporated in addition to the respective reference allele as sequence
“branches”, so that read mapping in best-hit mode should reveal exclusive coverage
of the allele that is present in the read set (Figure 3.1c). This step compensates for
an expected high false negative rate of SV detection tools, since the presence of all
predicted non-common SVs in the population is checked in each individual sample.
Thus, I refer to these SVs as potentially segregating, since many of them might be true
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common SVs (Figure 3.1b). Variants of a sample that are in a user-defined genomic
distance to each other, or identical haplotypes across samples are merged into the same
branch sequences. Contradicting segregating SV calls across samples lead to more than
one variant branch at the corresponding locus. All non-reference branch sequences are
concatenated, separated by a padding sequence (‘N’s) to prevent mapping across two
independent branches. Their coordinates are stored and linked to the coordinates of
the corresponding reference allele. Finally, the resulting sequence is included into the
reference genome as an additional chromosome.
3.5 Population-aware calling of common and segre-
gating variants
For each sample, all reads are aligned to the new reference sequence and read counts
obtained using ‘SHORE consensus’. Since the same variant can be included in several
different haplotypes, reads supporting this variant would map at multiple locations in
the reference. Therefore, the pipeline continues using the counts of all rather than only
uniquely aligned reads. Next, it compares the inner core read coverages at the variant
site of each branch (rb) with the corresponding aligned site on the reference haplotype
(rref). To increase certainty of variant calling and to rule out heterozygosity, the strat-
egy is to test the read count of the most covered allele against a binomial distribution
that assumes 95% allele frequency out of a total of rb + rref observations (95% and not
100% to account for slight read sampling bias). I require a total coverage over each pair
of variant and reference allele of 4x, otherwise the site is marked as ‘missing data’ for
this sample. After P value correction by Storey’s method [Storey and Tibshirani, 2003]
across the sufficiently covered loci, the null hypothesis of homozygosity is rejected at
a maximal FDR of 5%.
Because low-coverage sites rarely yield statistical significance, I follow a
“population-aware” approach to find more commonalities between samples. If there is
at least one sample with a statistically significant homozygous call (q value below 0.05)
at a variable site, the criterion for the other samples is relaxed so that they are more
easily considered homozygous at the same site, namely if the read count of a haplotype
exceeds the alternative haplotype read count by 2-fold. Finally, I classify variants as
common in the population if all samples have a homozygous call for a variant ‘branch’
haplotype, and as segregating if both a homozygous reference and homozygous alter-
native allele are present in the population (Figure 3.1d). The common variants can
ultimately be incorporated into the current iteration’s reference sequence to serve as
a new reference for subsequent iterations (Figure 3.1e). This procedure can terminate
after a user-defined number of iterations, or when the reference genome converges, i.e.
when the number of newly identified common variants is lower than a threshold of
choice.
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Chapter 4
A pipeline for the detection of
differential methylation
In this chapter, I describe a complete workflow performing all steps from raw bisulphite
next-generation sequencing reads to the statistically sound calling of DNA methylated
positions in single samples and of differentially methylated loci between samples. The
applied methodologies are specifically designed for the analysis of plants that exhibit
DNA methylation in all three sequence contexts and are methylated at a small pro-
portion of their genomes. While the identification of variably methylated single sites
follows a similar strategy with previous plant studies, the pipeline introduces a novel
approach to call differentially methylated regions (DMRs). It employs the current
state-of-the-art representation of methylation data (using beta binomial modeling) to
first define a set of methylated regions in an unbiased and informed manner (using
an HMM method) and then compares these regions between samples with a sensitive
beta binomial-based test. This strategy maintains a high level of statistical power and
results in more unbiased DMR calls.
The chapter starts with outlining the general workflow of the pipeline and then
chronologically follows and explains in detail all analytical steps from aligning reads to
a reference genome to the calling of differential methylation between samples.
Contributions
This chapter describes the methods included in two publications: [Becker et al., 2011,
Hagmann et al., 2015]. I adapted the short read mapping tool GenomeMapper to
handle bisulphite data by modifying a version called Palmapper [Jean et al., 2010] as
described in section 4.2. Based on the existing module ‘consensus’, I wrote the SHORE
module ‘methyl’, which retrieves read count data for methylome studies and is described
in section 4.3. I created and implemented all other programs and scripts of the pipeline
with two exceptions: Dr. Oliver Stegle implemented the P value correction method
used for the calling of differentially methylated positions and regions, and Jonas Mu¨ller
wrote the software for statistically testing genomic regions for differential methylation
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based on beta binomial models (section 4.6.3). The program to call methylated regions
is based on the software MethPipe1 v0.7.5 which I modified as described in section 4.6.1.
4.1 General workflow
Abbr.	   Approach	  
Genome	  matrix	  
Methylated	  posi3ons	   MP	   binomial	  test	  against	  false	  methyla2on	  rate	  
Diﬀeren3ally	  methylated	  posi3ons	   DMP	   pairwise	  Fisher’s	  exact	  test	  
DMP	  clusters	   DMC	   distance-­‐based	  consolida2on	  
Methylated	  regions	   MR	   Hidden	  Markov	  Model-­‐based	  
Diﬀeren3ally	  methylated	  regions:	   DMR	   MR-­‐based:	  
Genomic	  segment	  selec2on	   segmen2ng	  uniﬁed	  MR	  set	  
Pairwise	  tes2ng	  segments	  for	  
diﬀeren2al	  methyla2on	  
beta	  binomial	  methyla2on	  rate	  modeling	  &	  
pairwise	  likelihood	  ra2o	  test	  
Clustering	  into	  sample	  groups	   consolida2on	  of	  pairwise	  tests	  
tool	   format	   tool	   format	  
Read	  ﬁltering:	   SHORE	  ‘import’	   ﬂ	   any	   fastq	  
Read	  mapping:	   GenomeMapper	   map.list	   bismark	   sam	  
Determining	  read	  counts:	   	  SHORE	  ‘methyl’	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Analysis steps: Applied tools and approaches: 
Figure 4.1: Workflow of the WGBS-Seq pipeline to call methylation in individuals
and differential methylation between individuals.
The stand-alone methylation pipeline starts with filtered and aligned whole-genome
bisulphite sequencing (WGBS-Seq) reads and requires the methylation data to be
stored in a specific ‘genome matrix’ format (Figure 4.1). I propose two routes to
perform the pre-processing steps read filtering, read alignment and genome matrix
generation.
Read filtering can be performed by any software solution that either produces read
files in the SHORE-specific flat file format [Ossowski et al., 2008] or in the standard,
1http://smithlabresearch.org/software/methpipe/
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widely used fastq format. The pipeline was tailored to two different bisulphite align-
ment tools: an adapted version of GenomeMapper [Schneeberger et al., 2009] and bis-
mark [Krueger and Andrews, 2011]. Based on either of the two mapping file formats,
my new SHORE module ‘methyl’ summarizes the alignment files into a genome matrix
that contains the read counts of all genome-wide cytosine sites for all analyzed samples.
The methylation pipeline can then call methylated positions by binomially testing
read counts against a false methylation rate (section 4.4). These positions can fur-
thermore be tested between samples using Fisher’s exact test to retrieve significantly
differentially methylated positions (MPs; section 4.5). Finally, DMP-dense genomic
regions can be reported as DMP clusters (DMCs; section 4.5.1).
An alternate, more sensitive and more unbiased method to detect regional methy-
lation differences is to first identify methylated regions (MRs; section 4.6.1) and then
compare them between samples (section 4.6.2 ff.). MRs can be calculated based on the
genome matrix. Subsequently, DMRs can be obtained based on these MRs in further
three main steps, elaborated in section 4.6.
Altogether, applying these analytical steps provides a comprehensive picture of
the DNA methylation landscape of individual plants and of its variability within a
population.
The source code, a user manual and usage recommendations are available online2.
4.2 Alignment of bisulphite-treated reads
Bisulphite treatment converts unmethylated cytosines into thymines in the se-
quencing reads; thus short read mapping tools must account for this type of
mismatch. I therefore adapted our previously developed alignment program
GenomeMapper [Schneeberger et al., 2009] and implemented the changes into a ver-
sion [Jean et al., 2010] that was created by merging GenomeMapper and QPALMA
(PALMapper [De Bona et al., 2008]). GenomeMapper compares “seeds” (short se-
quences of up to 13 bases) contained in the reads to an index of all seeds found in the
reference genome to retrieve possible genomic positions of the reads. It merges adjacent
seeds on the reference into hits, which are ultimately aligned using classic alignment
algorithms (an adapted Needleman-Wunsch algorithm). Thymines in a bisulphite-
treated read can derive from true thymines or from unmethylated cytosines in the
reference genome (Figure 2.3). Similarly, adenines might match to guanines in the
reference sequence. Hence, for each seed of a read, a new ‘modified seed’ is generated
for each combination of all thymines in the seed being in one of two states: either un-
changed or replaced by cytosine. Likewise, modified seeds are produced for all adenine
configurations in the seed. This strategy imitates a reverse bisulphite conversion and
allows the original genome index to be used without modification. The subsequent
seed extension and alignment steps of GenomeMapper also remain unchanged. A sin-
2http://sourceforge.net/projects/methpipeline/, last accessed April 2015
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gle final step was added that scans the read sequence for base conversions and reports
them.
For each seed, this method obviously requires the additional analysis of 2t + 2a −
2 modified seeds, where t and a are the number of thymines and adenines in the
unmodified seed, respectively. To reduce this number by half, GenomeMapper exploits
the fact that the two strands of the adapter sequence used in the standard Illumina
protocol for paired-end bisulphite libraries contain different sequencing primers for
read 1 and read 2. The amplification of bisulphite-treated DNA yields four different
combinations of paired-end flag (1 or 2) and mapping strand (+ or –; Figure 2.3).
Reads originating from the original bisulphite-treated strands (1+ and 1–) can only be
generated by the Illumina primer for read 1 and their mapping strand determines the
type of conversion the read contains (either T-to-C for forward or A-to-G for reverse
mapping reads; Figure 2.3). Thus, when the paired-end flag and the mapping direction
are known, only one of the two possible conversions has to be considered for each seed
of the read, thereby reducing the number of modified seeds and the incidence of cross-
mappings.
4.3 Determination of methylation rates
Bisulphite-treated reads contain only methylation information about one of the original
treated strands. Reads with paired-end flag 1 mapping on the forward strand of the
reference and second reads mapping on the reverse strand of the reference derive from
the forward bisulphite-treated DNA strand (reads 1+ and 2– in Figure 2.3), while
the remaining reads contain information about the complementary bisulphite-treated
strand (1– and 2+ in Figure 2.3). To obtain strand-specific read counts, the base calls
per genomic position have to be summarized separately for both of these groups.
I modified the module ‘consensus’ of the software SHORE [Ossowski et al., 2008]
into a new module ‘methyl’ that records the number of reads supporting methylation
(non-converted bases) and the number of reads indicating non-methylation (converted
bases) for each cytosine on both reference strands. The estimated methylation rate
of a site is calculated as the fraction of methylation supporting read bases from all
read bases overlapping this site. To prevent the multiple counting of PCR duplicated
reads, which can distort the quantitative measurement of the true methylation rate,
the contribution of a set of duplicated reads at a position to the total read count is set
to maximally 1. It can be less than 1 if duplicated reads show different base calls. In
this case, the contribution of the set of duplicated reads is the ratio of methylation-
supporting bases to all bases in this subset of reads; this accounts for the uncertain
base call.
SHORE ‘methyl’ reports a methylation rate for different subsets of base calls. Most
commonly, only uniquely mapping reads are used in methylation analyses. Addition-
ally, SHORE ‘methyl’ can disregard a certain number of first and last bases of the
reads and restrict analysis on the so-called ‘core’ region of reads, since read ends are
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enriched in alignment errors (section 2.2.4). Lastly, to assess the mapping reliability of
base calls, SHORE’s genetic variant scoring scheme from the ‘consensus’ module was
adapted in ‘methyl’ to provide a quality score (section 2.2.4).
4.4 Identification of methylated positions (MPs)
The estimated methylation rate obtained from the reads typically does not reflect the
exact true methylation rate. It is influenced by the stochastic sampling of reads from
heterogeneous input DNA and by bisulphite reaction conversion errors (section 2.4.2).
While the rate of false positive bisulphite conversions is generally assumed negligible,
the rate of incomplete, i.e. false negative, conversion events is appreciable. Incomplete
bisulphite conversion leads to overestimating the methylation rates since unmethylated
sites appear as methylated in the reads. Thus, a false negative bisulphite conversion
equals a false positive methylation call. The scale of this bias can be easily assessed
as the rate of (false) methylation on known unmethylated sequences such as spiked-in
bacterial DNA, non-CG sites in most human samples, or plastid sequences such as the
chloroplast in plants.
Following the best practices discussed in section 2.4.2, I implemented a method
that determines statistically significantly methylated positions (MPs) by testing how
likely the observed methylation rate at a genomic position can be explained by the
false methylation rate ascertained at chloroplast sites. To allow for variation in read
counts due to stochastic read sampling, the number of methylated reads is modeled
using a binomial distribution. The maximum likelihood estimate (MLE) of the mean
binomial rate of false positive methylation on A. thaliana chloroplast sites equals the
sum of methylated reads across all chloroplast sites (S) divided by all reads:
MLE =
∑
s∈Sms∑
s∈Sms + us
where ms and us are the number of methylated and unmethylated reads at site s,
respectively.
I noticed, however, that most chloroplast positions are highly covered and have
near-zero methylation levels (Figure 4.2). These highly covered sites dominate the
overall average false methylation rate, which leads to a markedly overestimated number
of methylated sites in the nuclear genome for low-coverage sites. Therefore, I cluster
chloroplast sites into coverage bins of multiples of fivefold and calculate the MLE of
the false positive methylation rate (FMR) per bin (Figure 4.2). This conservative,
coverage-dependent testing represents a major difference to previous efforts.
For all cytosine sites in the nuclear genome, P values are calculated by binomially
testing the focal read counts against the false methylation rate of the respective cover-
age bin. After multiple testing correction of the genome-wide P values by calculating
q values using the R package qvalue [Dabney and Storey, 2000], I define sites as statis-
tically significantly methylated positions (MPs) if their methylation rate distribution
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Figure 4.2: False methylation rate. False methylation rate by read coverage (black dots)
and sequencing depth distribution (grey bars) at chloroplast sites of an A. thaliana sample
(line 49), analyzed in chapter 5. Red dots represent the mean false methylation rate for
each coverage bin (multiples of fivefold). Note that since reads had a maximum length of
100 bp and PCR duplicate reads were removed, the maximum coverage at each site was 200
(equaling maximally 200 different start positions of reads overlapping a single site).
is significantly different from the false methylation rate distribution, determined by a
q value cutoff of 0.05 (adjustable). The q values are equivalent to a false discovery rate
(FDR).
4.5 Identification of differentially methylated posi-
tions (DMPs)
High absolute methylation rate differences between samples are not necessarily in-
dicative of strong differential methylation. An estimate of a methylation rate on
low-coverage sites has a much higher variance caused by stochastic read sampling.
Thus, a comparison of the methylation signal between samples should account for
read coverage. I therefore apply a two-tailed Fisher’s exact test, a significance test
based on a 2x2 contingency table containing read counts that is suited for evaluating
if an observed correlation might be random or real. The general strategy is to test
cytosines in a pairwise sample comparison to obtain P values, followed by multiple
testing correction by Storey’s method, which calculates a false discovery rate for each
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test [Storey and Tibshirani, 2003]. Sites at a maximal FDR (default: 5%) are defined
as differentially methylated positions (DMPs).
The statistical power in determining DMPs mainly depends on two factors: the read
coverage and the number of tests performed. Lower sequencing depth usually yields
higher P values due to a higher read sampling variance. Correcting this bias cannot
be performed on single sites, unless additional information are given or assumptions
are made, e.g. about a correlation with the methylation rates of nearby sites. Without
this information, subsampling the data can give a rough evaluation of a false negative
rate of detecting DMPs, e.g. if or when a saturated state in the number of DMPs is
assumed to be achieved.
The dependency of statistical power on the number of tests manifests in increased
corrected P values (i.e. reduced power) with an increasing number of statistical tests
performed. The challenge of retaining as much power as possible can be tackled in two
ways: first by avoiding the correction of all P values at once and second, by limiting
the number of statistical tests performed.
I employ an iterative procedure of two-level multiple testing correction that prevents
correcting all performed tests at once, while nonetheless accounting for the fact that
tests are performed across genome-wide cytosines and across pairwise comparisons.
The method starts by adjusting the P values across all pairwise comparisons using
Bonferroni correction at each tested genomic position. Then, the adjusted minimum
P values at each genomic position are recorded in a vector. Consequently, this vector
contains as many P values as there are analyzed cytosines in the genome. I calculate q
values for all P values in the vector using Storey’s method and report between-sample
DMPs at a maximal FDR cutoff of 5%. The P values of the pairwise comparisons that
are included in the vector are set to 1 and the procedure can be repeated to obtain
a new vector and further differential pairwise comparisons on variable sites, up to a
user-defined number of times (usually number of pairwise comparisons).
In addition to this multiple P value correction scheme, statistical power can be
increased by limiting the number of statistical tests on those positions where there is a
reasonable chance to retrieve low P values. This can be achieved by restricting tests on
sufficiently covered sites (typically >3x) and sites that are methylated in at least one
sample (both was done in our study, chapter 5). Additionally, a minimum absolute
difference in methylation rate can be required, as was done in an analysis of larger
genomes [Seymour et al., 2014].
Sequencing biological replicates helps in assessing the stochastic variance of methy-
lation rates and substantiates methylation levels. Highly variable positions between
replicates might lead to false positive calls of differential methylation between different
samples. However, Fisher’s exact test cannot incorporate replicate data and is usually
performed on the accumulated read counts across replicates. One possibility to account
for sites exhibiting the highest variance between replicates is to first identify DMPs
between replicate samples by Fisher’s exact test and then exclude these sites from the
DMP analysis between different samples.
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4.5.1 Identification of DMP clusters (DMCs)
Differential methylation at single cytosines might not be informative or functionally
important. To explore whether and how many variable positions concentrate to specific
regions in the genome, a simple distance-based consolidation of DMPs is implemented.
Based on pairwise comparisons against a reference sample, I merge adjacent DMPs for
a sample within a user-defined genomic distance to each other into clusters, perform a
Fisher’s exact test on the average read counts across sites in the region (accumulated
over potential replicate data), and call sample-specific DMP clusters (DMCs) at a
maximal FDR (5%). The set of DMCs can be further filtered by a minimum length
and by the requirement to contain a minimum number of methylated and differentially
methylated positions. Furthermore, DMCs from different samples are merged if they
overlap by a specific fraction of their combined length and if the methylation change
is in the same direction compared to the reference sample.
Please note that DMCs have been referred to as differentially methylated regions
(DMRs) in most literature and in the introduction of this work (section 2.4.4). However,
to better distinguish these regions from the DMRs obtained by my novel approach
(explained in the following), I decided to rename the DMP-based regions.
4.6 Identification of differentially methylated re-
gions (DMRs)
Most tools for detecting differentially methylated regions, including the method to iden-
tify DMCs in the previous section, are based on testing (commonly millions of) single
cytosine sites and clustering them using arbitrary filter criteria (see section 2.4.4). We
conceived an approach that first defines methylated regions and then compares them
between samples, thereby limiting the number of tests to the methylated space and
vastly reducing the number of multiple testing corrections. By using an unsupervised
Hidden Markov Model (HMM) to call methylated regions, we bypass the need for set-
ting any filter criteria to select regions to test. Moreover, since it combines information
from neighboring sites, information of low-coverage regions contributes to the analysis
and is not discarded, in contrast to most other approaches.
My DMR detection method starts by identifying methylated regions (MRs) for
each sample separately by applying an HMM that approximates the methylated read
counts with a beta binomial distribution. The method proceeds by selecting segments
that are in different or highly methylated states between samples to statistically test
them for differential methylation in all pairwise comparisons to retrieve significantly
differentially methylated regions (DMRs). Finally, to summarize pairwise comparisons,
I combine samples into epiallele groups for each DMR and test these groups again for
significant differential methylation.
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Hidden Markov Model (HMM)
The process of classifying a sequence of observations into discrete states can be achieved
by a stochastic process termed a ‘Markov chain’. States can change along the sequence
of observations according to transition rules that solely depend on the current state
of the system (‘Markov process’). In Hidden Markov Models (HMM), the states have
distinct probability distributions that lead to different outputs for the different obser-
vations (‘emission probabilities’), and the states themselves cannot be observed (are
‘hidden’). The parameters of an HMM consist of the number of states, the emission
probabilities (determined by the parameters of each state’s specific distribution), the
transition probabilities and probabilities that determine in which state the HMM be-
gins. Given initial start probabilities and prior distributions of each state’s probability
functions, an HMM can iteratively learn and refine the parameters of each state’s dis-
tribution as well as the start and between-state transition probabilities on the actual
data (the sequence of observations) without any training data set (it is ‘unsupervised’).
The transfer of the general principles to the calling of methylated regions is presented in
the next section. In-depth explanations of Hidden Markov Models and the associated
well-established algorithms are given in references [Durbin et al., 2007, Rabiner, 1989].
4.6.1 Identification of methylated regions (MRs)
To find hypomethylated regions in human samples, Molaro and colleagues implemented
an HMM [Molaro et al., 2011], which I adapted to the distinct methylation pattern of
A. thaliana (see below). The sequence of observations for this HMM consists of methy-
lated and unmethylated read counts retrieved from bisulphite sequencing along the
genome. The HMM utilizes a methylated and an unmethylated state, each containing
specific beta binomial distributions that model the read counts (see section 2.4.3). It
learns the parameters of these distributions and simultaneously estimates transition
probabilities between the two states from genome-wide data at cytosine sites in an
unsupervised manner, and irrespective of sequencing depth. The HMM is initialized
with uniform start probabilities (0.5), specific transition probabilities (0.75 to remain
in and 0.25 to switch between states) and beta binomial distributions shifted towards
higher (methylated state) or lower methylation (unmethylated state). The training is
performed iteratively (using the Baum-Welch algorithm) until probabilities converge
(deviation < 10−10) or until a user-defined number of steps is reached. In each it-
eration, the maximum likelihood parameters of the beta binomial distributions are
estimated on the methylation ratios as if they were for a beta distribution. This allows
the application of closed formulas [Molaro et al., 2011], which avoids computationally
expensive numerical optimizations. On the final trained model, the “Posterior De-
coding” method determines the most probable state at each position of the genome,
resulting in a segmentation of the genome into regions of high and low methylation.
The algorithms of the HMM are implemented in C++ exactly as specified in reference
[Durbin et al., 2007].
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The program of Molaro and colleagues performs post-processing steps to remove two
biologically spurious cases [Molaro et al., 2011]. First, the HMM has no genomic dis-
tance information. It might not be desirable to span long uncovered genomic stretches
between two consecutive positions in a methylated state. Thus, a user-defined maximal
distance (termed ‘desert size’) splits the genome into consecutively covered parts, on
which the HMM processes on independent ‘sequences of observations’. Second, since
the HMM can theoretically call very short hypomethylated regions down to single
base pairs, Molaro and colleagues provide a method to test for the significance of such
regions. To do so, hypomethylated regions are scored by the sum of the inverted methy-
lation rates (1−methylation rate) within the region as a rough quantitative measure
of the ‘degree’ of hypermethylation. These scores are compared against an empirical
distribution of scores of hypomethylated regions obtained by random permutation of
all methylation ratios throughout the genome and applying Posterior Decoding. From
resulting P values for each region, false discovery rates are calculated using the Ben-
jamini & Hochberg method and regions with a maximum FDR of 5% are retained as
final hypomethylated regions (i.e. showing a higher ‘degree’ of hypomethylation than
95% of random hypomethylated regions).
The HMM implementation by Molaro et al. was tailored to human samples, where
methylation is almost exclusively restricted to cytosines in the CG context and the
vast majority of CG sites are methylated (section 1.6). To apply this method to plant
methylation data, I modified their program in three ways. First, methylation in plants
occurs in all three sequence contexts, whereby each context has a distinct methylation
rate distribution across all sites of the genome (see Figure 5.5C). Thus, the modified
HMM models methylation rates for each sequence context separately, requiring three
separate beta-binomial distributions. At each position in the genome, the two distri-
butions of the respective sequence context of that site are used to calculate emission
probabilities of the two states. The initializing beta binomial distributions are the
same across sequence contexts. Second, as opposed to humans, only a small portion of
cytosines are methylated in A. thaliana. Thus, the adapted HMM version inverts the
methylation rates to find hyper- rather than hypomethylated regions, hereafter only
referred to as methylated regions (MRs). Third, I included options for altering the
borders of methylated regions. A user-specified distance between two methylated re-
gions leads to their merging, and weakly methylated positions (user-defined threshold)
can be trimmed at both ends of MRs.
4.6.2 Selecting regions to test for differential methylation
The identification of methylated regions yields a single segmentation per sample
genome. Overlapping methylated regions between samples might not share the same
start and end coordinates due to variability of coverage and methylation rate. An
ultimate clustering of samples into epialleles requires a unified set of genomic regions
to be tested in all pairwise sample comparisons.
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To obtain such a set, I generate the unified MR space across all samples and define
each resulting, potentially enlarged methylated region as a ‘methylation island’ (Figure
4.3). For each methylation island, all combinations of start or end coordinates of the
contained MRs define a set of regions (reg1-5 in Figure 4.3). However, only regions
that are completely covered by an MR in at least one sample are retained (this is why
the entire methylation island is not tested in Figure 4.3).
This can result in a large number of regions. To reasonably reduce this number,
I defined greedy filter criteria to avoid the analysis of short regions and regions of
low or unbalanced coverage, and to prevent the redundant analysis of nearly identical
segments as follows (illustrated in a toy example in Figure 4.3):
CCCC C
CCCCC C
CCCCC C
Methylated region (MR)
Sample 1
Sample 2
Sample 3
coverage: 2 0 1 6 3 3
coverage: 3 3 4 10 8 2
coverage: 5 6 7 5 4 3
Regions
for
differential
testing
✔
✔
✘
✘
✘
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5 6 7 5 4
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       positions with coverage ≥ 3x
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    maximum #cC in all samples (**)
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Figure 4.3: Selection and filtering of genomic regions in preparation for differ-
ential methylation testing. (A) Three methylated regions in three samples result in 5
segments for further analysis, from which only two fulfill the filters (a)-(c), listed in the ‘Fil-
ters’ box. Sites covered by less than three reads, marked by red-labeled coverage values, are
considered uncovered, the others covered (blue). Parameters can be adjusted in the software
implementation. (*): For simplicity, the illustration requires a minimum number of covered
sites of two per region (10 sites for the real data set). (B) Filters (a), (c) and (d) are checked
for each pairwise comparison, whereby filter (a) now requires the coverage criterion for each
of the two samples. Criteria marked by a cross fail the test, criteria not listed are fulfilled
for each pairwise comparison. (**): #cC denotes the number of covered cytosine sites in a
region (i.e., having ≥3x coverage).
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• Regions were discarded from any pairwise comparison if less than 2 samples
contained at least 10 cytosines covered by at least 3 reads each (accumulated
over strain replicates) in this region (Figure 4.3 (a)).
• Regions were discarded from any pairwise comparison if the reciprocal overlap
of this region to at least one previously tested region was more than or equal to
70 %. This was done to prevent “similar” regions to be tested twice (Figure 4.3
(b)).
• Pairwise tests of a region were not performed if both strains were in low methy-
lation state throughout the whole region (Figure 4.3 (c)).
• Strains were excluded from pairwise comparisons in a region if the number of
positions covered by at least 3 reads each was less than half of the maximum
number of such positions of all strains in the same region. This prevented com-
paring regions with unbalanced coverage to each other, e.g. a strain with 10 data
points against another one with only 2 (Figure 4.3 (d)).
The parameters of the filter criteria can be adjusted in the software implementation.
4.6.3 A statistical test for differential methylation
Regions that pass the filter criteria described in the previous section are statistically
tested for differential methylation in all pairwise sample comparisons. To also de-
tect quantitative differences rather than solely presence/absence of methylation, I also
compare entirely methylated regions in two samples to each other (e.g., reg2 in Figure
4.3). Jonas Mu¨ller designed and implemented a log-likelihood ratio test for differential
methylation of a given region between two samples. This method assumes that read
counts along a genomic region follow a beta binomial distribution (section 2.4.3). It fits
separate distributions for each of the three sequence contexts for each sample using a
custom gradient-based numerical optimization method that determines the maximum
likelihood estimates of the distribution’s parameters. When replicate data is available,
the distributions are approximated on the read count data of all replicate samples,
increasing statistical power and yielding more accurate estimates of the biological vari-
ance. Moreover, for each sequence context, a joint distribution is fitted to the data of
both samples together, treating them as replicates. Thus, there are nine beta binomial
distributions per pairwise comparison: two times three sample-specific and three joint
distributions (for each sequence context). The statistical test calculates the log odds
ratio between the sample-specific and the joint likelihoods of the read count data of the
region, using the corresponding beta binomial distributions. This ratio is calculated as
follows:
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where NSc is the total number of cytosines of sample S in context c and CScp the
number of reads at position p in context c, from which xScp are methylated.
This ratio is compared against a chi-squared distribution (with 6 degrees of
freedom) to obtain P values, followed by FDR calculation with Storey’s method
[Storey and Tibshirani, 2003].
Calling DMRs
Since the statistical test is rather sensitive, regions are selected at a low FDR threshold
of 1%. To improve the confidence of detected differences further, I additionally compare
‘empirical confidence intervals’ of each context-dependent distribution between both
samples. This interval is defined as the mean plus and minus twice the standard
deviation of the sample-specific beta binomial distributions. Differentially methylated
regions (DMRs) are defined as those for which the confidence intervals of the samples
do not overlap.
Since there is a beta-binomial distribution for each sequence context, the method
allows calling differential methylation in a region for single contexts, termed CG-DMRs,
CHG-DMRs and CHH-DMRs. C-DMRs are regions in which more than one context
is statistically different.
4.6.4 Identification of epiallele groups
For comparisons of multiple samples, DMRs between the many pairwise comparisons
could be difficult to summarize and interpret. Therefore, I developed a method utilizing
graph theory to summarize pairwise comparisons and to obtain epiallele frequencies for
each DMR.
For each region identified as a DMR in at least one pairwise comparison, the strategy
is to construct a graph where vertices represent the samples and undirected edges
connect samples if they feature significantly differential methylation (Figure 4.4). The
algorithmic challenge is to find the smallest number and composition of groups of
vertices so that no two members of the same group are connected to each other (in graph
theory, this number is the ‘chromatic number’ of the graph). In other words, DMRs
cause separation into groups, and there is no DMR between samples within a group.
This strategy assumes that samples within a group are then similarly methylated.
This problem is known as the “vertex coloring problem” and is NP-hard, but can be
easily solved by ‘brute force’ for a few tens of vertices, i.e. samples. I implemented an
exact recursive algorithm by iteratively increasing the number of different colors, i.e.
groups, starting with two and stopping once all samples have been successfully assigned
a color. In each iteration, all legal combinations of assigning the iteration-dependent
number of colors to samples are tested recursively. The algorithm processes samples
in descendent order of their degree (i.e. the number of edges a vertex is connected
to), which speeds up the discovery of potential ‘collisions’. In case there are different
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Figure 4.4: Illustrative example of the assignment of samples into different groups
based on differential methylation. Left: An exemplary differentially methylated region
(DMR) represented as a graph: a vertex reflects a sample and an edge a statistically significant
test between two samples. Percentages denote the sample means, i.e. the accumulated means
of the methylation rate distributions for each context. For simplicity, only a single sequence
context is indicated here. Right: The solution of the “vertex coloring problem”, i.e. finding
the minimal number of sets of vertices (colors) so that no edge connects vertices of the same
group. Groups are illustrated as blue and white vertices. The group mean of the blue samples
would be (89+90+90+93+87)/5 = 89.8% and of the white group (41+56+59+64+45+47)/6
= 52%. Sample L shows no significantly differential methylation to any other sample and
is assigned to the blue group, since its sample mean (81%) is closer to the blue group mean
(90%) than to the white one (52%). The grouping diversity of the clustering shown here
would be (from samples A to K): (|56− 52|+ |59− 52|+ |64− 52|+ |89− 89.8|+ |41− 52|+
|93−89.8|+ |90−89.8|+ |45−52|+ |47−52|+ |90−89.8|+ |45−52|+ |87−89.8|)/11 = 2.84.
possible groupings of the samples with the same number of colors, the clustering with
the most similar methylation rates per group is selected. This measurement is roughly
quantified by defining the following variables:
• The sample mean is the summation of the three mean values of the approximated
beta-binomial distributions of each sequence context for a sample, i.e. the sum
of the mean CG, CHG and CHH methylation rates in a region.
• The group mean is the average of the sample means of the group members.
• The grouping diversity is the accumulated deviation of all individual sample
means from their respective group mean.
Thus, in case of conflicting groupings of samples, the clustering with the lowest group-
ing diversity is selected. Figure 4.4 illustrates this approach and the diversity of
measurements in an example.
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A sample that is not significantly differentially methylated from any other sample
(i.e. its vertex has no edge) is assigned to the group where the group mean is closest
to its sample mean (sample L in Figure 4.4).
In some cases, I observed sporadic DMRs between only a few pairwise comparisons.
To test whether a grouping reflects a clear separation of samples into putative epialleles
and to distinguish this case from situations where the region exhibits many intermediate
methylation levels in the population of samples, the same statistical test is used between
the groups of samples as is also applied for the individual sample comparisons (see
previous section 4.6.3). This selects for statistically significant groupings.
To this end, the method approximates group-specific beta binomial distributions
from the read counts of all group members, thereby treating the samples in one group as
replicates. DMRs of groups are called at a maximal FDR (5%) using Storey’s method
[Storey and Tibshirani, 2003].
Finally, since the selection of regions tested for differential methylation regularly
produces overlapping segments (Figure 4.3A), DMRs between groups of samples can
overlap. I provide two ways in resolving superposed DMRs. From sets of overlapping
DMRs, one can choose the non-overlapping DMRs with the lowest q values, or the
non-overlapping DMRs with the highest number of samples that show significantly
different methylation from any other sample(s).
4.6.5 Identification of highly differentially methylated regions
(hDMRs)
Despite the many filtering steps for the final DMR set, some of the DMRs show only
subtle methylation differences. This might occur if the approximation of the methy-
lation rate distributions is based on many data points, for example in long or highly
covered regions, leading to high confidence and low variance. Since small differences in
methylation levels have dubious effect on transcription and therefore unclear biological
significance, and since most reported naturally occurring epialleles show an obvious
difference in methylation rate, I apply one last filter step. I define highly differen-
tially methylated regions (hDMRs) as those DMRs that are longer than 50 bp, show
more-than-three fold methylation rate difference in at least one sequence context when
analyzing minimally five cytosines, and where the higher methylation rate of both sam-
ples exceeds 20%. This filters for more obvious cases of highly versus lowly methylated
samples by avoiding short, potentially spurious variably methylated regions and regions
of high fold-change, but low absolute difference (e.g. 2% versus 10% methylation).
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Chapter 5
The rate and spectrum of natural
DNA methylation variation in two
A. thaliana populations
The study of DNA methylation variation in natural populations is important to under-
stand the role of epigenetics in creating the extensive natural variation found within
or between species. Naturally occurring DNA methylation differences can arise spon-
taneously, linked to DNA sequence changes, or due to environmental cues, and can be
inherited over many generations (chapter 1). To disentangle the contributions of these
factors in shaping the epigenetic landscape of A. thaliana, we analyzed the methylomes
of two populations that represented unique settings, in which specific sources of epige-
netic variation were kept minimal. This allowed us to mainly address two questions:
how do spontaneously occurring epialleles behave, and how does a natural environment
affect the pattern and emergence rate of epialleles.
The chapter starts by briefly introducing the data sets, then elucidates the genetic
architecture of the populations to confirm their low genetic diversity and subsequently
explores the DNA methylation and differential methylation landscapes.
Contributions
This chapter describes the studies that are included in two publications:
[Becker et al., 2011, Hagmann et al., 2015]. I conceived the studies together with Prof.
Detlef Weigel and Dr. Claude Becker. I performed the primary analyses of DNA se-
quence polymorphisms and DNA methylation calls according to the methods presented
in chapters 3 and 4. Dr. Christa Lanz and Dr. Claude Becker performed Illumina se-
quencing. Dr. Claude Becker prepared the sequencing libraries and performed the
transcriptome analysis. Dr. George Wang retrieved climate data. Dr. Oliver Stegle
provided the program to calculate heritability values of differentially methylated re-
gions. Dr. Rhonda Meyer and Prof. Thomas Altmann provided the phenotypic data. I
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collaboratively performed and discussed all other analyses leading to most figures with
Dr. Claude Becker and Prof. Detlef Weigel.
5.1 Data sets
5.1.1 Mutation accumulation lines
Premutation 
genotype
Generation 0
(Founders)
Generation 3
Generation 31
Generation 32
29 39 49 59 69 79 89 99 109 119
4 8
..
.
30x
Figure 5.1: Experimental design of the mutation accumulation line study. Strains
were derived from a single parent. The seeds were propagated by single-seed descent, with
separate lineages for the 3rd and 31st generation individuals. Strains 39 and 49 were prop-
agated for one more generation from siblings of the plants analyzed by sequencing (grey
outlines).
We analyzed a set of ten A. thaliana mutation accumulation (MA) lines that had
been propagated from a single individual by inbreeding for 30 generations in a uni-
form and benign greenhouse environment. The ancestor plant was genetically identical
to the reference strain Col-0 that was used to generate the high-quality A. thaliana
reference genome [Arabidopsis Genome Initiative, 2000]. Since seeds from the founder
plants were not available, we assessed whole-genome cytosine methylation of two 3rd
generation plants and compared it to the methylomes of ten independent 31st genera-
tion plants (Figure 5.1). Moreover, we inspected the methylomes of direct descendants
of two generation-31 plants (generation 32).
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Hence, since the plants of the population were isogenic and experienced highly sim-
ilar growth conditions, accumulated DNA methylation changes between generations
should reflect spontaneous epimutations, largely independent of genetic and environ-
mental influences.
In a previous study, Ossowski and colleagues had analyzed five of the ten 31st gener-
ation lines used in this study and reported that spontaneous genetic mutations arise at
a rate of roughly one SNP per haploid genome and generation [Ossowski et al., 2010].
To verify the method to detect genetic variants presented in chapter 3 and to con-
firm the genetic mutation rate with higher coverage and longer read lengths, we also
sequenced the genomes of our ten lines.
5.1.2 The haplogroup-1 population
The native range of the species A. thaliana is in Europe and Central Asia, and it has
been naturalized to North America. In Eurasia, despite being mostly self-pollinating
and thus homozygous at most loci, their genetic diversity is high and exceeds that of hu-
mans [Mitchell-Olds and Schmitt, 2006]. Near-isogenic strains are generally found only
at the same geographic location. By contrast, about half of individuals sampled across
North America were identical at 139 genome-wide markers [Platt et al., 2010]. Hence,
we anticipated their potential to constitute genetically near-identical lines, grown at
dispersed locations under varying natural environmental conditions for the past few
centuries. I hereafter refer to this lineage as haplogroup-1 (HPG1), because it might
dominate the North American population.
We selected 13 HPG1 individuals from seven locations in the Eastern Lake Michigan
area, from one location in Western Illinois, and one location on Long Island. The
maximum distance between sites was ∼400 km, the median ∼150 km. The set consisted
of pairs of accessions from each of four sites, and single individuals from the other five
sites (Figure 5.2).
We were interested in long-term heritable patterns of DNA methylation, not in
the potentially unstable, e.g. development-dependent, patterns the plants might have
shown at their respective site of origin. Therefore, we grew plants under controlled
conditions for two more generations after collection at the natural sites to erase poten-
tial parental effects on the DNA methylation pattern, e.g. derived from soil, climate or
light. We performed whole genome, methylome and transcriptome sequencing of leaf
tissue of these plants. For the methylome libraries, we pooled 8-10 individuals per repli-
cate to reduce inter-individual methylation variation and fluctuations in methylation
rate caused by stochastic coverage or read sampling bias.
To characterize the climatic conditions of the plants at their natural sites, we col-
lected data from the nearest weather stations for the growing season preceding the
collection of the plants and observed considerable variation in precipitation and tem-
perature (Figures S1 and S2). However, the analyzed plants did not show any visible
phenotypic differences.
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MNF-Che-47
MNF-Che-49
MSGA-10
MuskSP-68
KBS-Mac-68
KBS-Mac-74Paw-13 PNA062
Yng-4
Yng-53
BRR4
BRR57
LISET-036
Figure 5.2: Sampling locations of the 13 haplogroup-1 (HPG1) strains in the
United States of America.
Together, this population seems to constitute a collection of natural mutation ac-
cumulation lines, well suited to assess the long-term impact of natural environmental
fluctuations on the heritable fraction of DNA methylation under minimal genetic in-
fluence.
5.2 Spontaneous DNA sequence changes in the mu-
tation accumulation lines
We sequenced the genomes of the MA lines with 2x101 bp reads with a read depth of 40-
fold on average (Table S3). I applied diverse structural variation (SV) detection tools
and validated the SV calls by re-alignment of reads, following the workflow described in
chapter 3 without repeated iterations. This procedure identified 2,203 polymorphisms
that were shared between all strains, indicating errors in the reference sequence (12%
of variants replaced N’s in the TAIR9 genome) or genetic differences in the founder
plant of the MA population compared to the Col-0 individual that had been used
for the reference genome. By contrast, only 388 segregating variants were detected
(76% SNPs, 14% deletions and 10% insertions). However, solely five deletions and one
insertion longer than 10 bp were among those variants.
Since in genomes the size as that of A. thaliana (120 million bases) chances are
negligible that a mutation independently occurs in more than one lineage within a
few generations, it is expected that true variants are unique to one line. Out of the
388 segregating variants, 350 had an allele frequency of 1. Since this analysis was
based on longer reads and higher sequencing coverage, I identified on average 33.6
variants per 31st generation line (Table S1), compared to 19.6 detected previously
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[Ossowski et al., 2010]. This number is even closer to 1 SNP per generation and A.
thaliana genome.
Validation of the genetic detection pipeline
I used this data set to roughly validate the genetic detection workflow of chapter
3. The fraction of variants being ‘non-unique’ to a single line can serve as an error
estimate, although Ossowski and colleagues discussed the possibility that such variants
might exist, potentially resulting from heterozygous positions in the founder plant
[Ossowski et al., 2010]. Furthermore, in the previous study, variants found in all but
one line were also reported as spontaneous mutations in regions of incorrect reference
sequence. I identified eight variants with an allele frequency of 11 by using my pipeline
(Table S2). This resulted in an approximated ‘error rate’ of 7.7% (30 out of 388), when
assuming that the variants with allele frequencies 1 and 11 are true. Nonetheless, as
this rate might reflect a combination of false positive rate (for low allele frequencies)
and false negative rate (for high allele frequencies), I carefully deem the false positive
rate of my genetic variant detection pipeline to be well below 10%.
To gauge the false negative detection rate, I calculated the overlap of the ge-
netic variants that were unique to a single line with those reported previously
[Ossowski et al., 2010]. Of 116 variants called and validated by Sanger sequencing in
five mutation accumulation lines, 114 had read coverage in our analysis and 102 were
also detected. This implies that my approach missed 10.5% of the previously identified
variants. Ossowski and colleagues reported four long deletions that cannot be called
by SHORE. However, the pipeline presented here reported only one 15-bp deletion as
a 12-bp deletion one position distant to the true location. The remaining three were
called at approximate lengths and positions by SV callers, but failed the filtering steps
of the pipeline, since they overlapped with ‘inner core’ regions of resequencing reads
(sections 3.2.1 and 3.3), i.e. the deleted region was not devoid of mapping reads. My
pipeline did not call one insertion (out of five), since it failed the test for homozygosity
against a binomial distribution with a mean of 95%, despite having 91% concordance
of its alternative base. This was presumably due to high read coverage resulting in
high confidence. From the remaining 7 missed variants, one deletion was detected at
a position 3 bp near the true location, and the others were not found due to more
stringent quality thresholds applied in SHORE for this study.
Hence, I conclude that the filtering steps and criteria of the genetic variation de-
tection strategy of chapter 3 were overly conservative, owing partly to the different
incentives of the detection algorithms. My pipeline set the focus on the detection of
shared variation and was applied on the MA data set with identical parameters as
for the haplogroup-1 population, for which it was designed. Ossowski and colleagues
tailored the detection scheme specifically to the mutation accumulation lineages and
used ∼500 Sanger-validated sequences to optimize their variant calling parameters.
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5.3 Genetic variation between the haplogroup-1
population and Col-0
We sequenced the genomes of the 13 HPG1 lines to an average coverage of 39x (Table
S4) and I processed reads as described in sections 5.16.1 and 5.16.2. As for the MA
lines, I applied the pipeline of chapter 3 to find genetic variation. It is particularly suited
to this population, since it takes into account the suggested low genetic divergence of the
population [Platt et al., 2010] by testing all strains for the presence of all the variants
predicted in any of the 13 lines. To increase the number of detected variants even more,
I repeatedly detected ‘common’ variants found in all strains, incorporated them into
a new HPG1 pseudo reference sequence and re-aligned the reads against the updated
genome to call ‘common’ and ‘segregating’ variants. I analyzed the HPG1 data based
on the second refinement of the reference genome after iteration 2, which included four
re-alignment steps. For calling SNPs and small insertions and deletions (indels), I used
the ‘population-aware’ SNP calling approach described in section 5.16.3. This iterative
procedure reduced the number of unmappable reads by a third, increased the covered
genome space by almost 1.4 Mb and the number of common and segregating variants
by 12% and 18%, respectively (Figure 5.3A).
To combine the common variants identified after the final iteration into potentially
fewer evolutionary events, I aligned 200 bp around each variant of the last iteration’s
genome back to the TAIR9 Col-0 reference genome using a global alignment strategy.
Ultimately, I identified 670,979 common SNPs and 170,998 insertions and deletions
compared to the Col-0 reference sequence, among them 34,021 SVs with a length ≤ 8
bp (maximum: 12,346 bp, median: 15 bp), constituting more than 2 Mb of divergent
sequence. The diverse tools that were used to call the genetic variants contributed
to the variant calling differently depending on the variant type (Figure 5.3B), and
about half of their detected polymorphisms were falsified by the method described in
chapter 3, underlining a rigorous filtering procedure (Figure 5.3C). The number of
insertions and deletions of any length and their distribution to annotation features
was nearly identical (Figure 5.3D, E). Compared to common SNPs, they were less
often found in coding sequences and transposable elements, but slightly more often in
introns. I found deletions in all 13 HPG1 strains spanning 35 whole genes, 134 entire
transposable elements (TEs) and 11 entire non-coding RNAs, relying on the Col-0
TAIR10 annotation.
5.4 Genetic variation among haplogroup-1 strains
Compared to the many shared genetic variants, the iterative re-alignment strategy
identified a much smaller number of segregating variants, namely 1,354 SNPs and 521
insertions and deletions. The segregating variants were used to construct a phyloge-
netic network, which reflected the approximate geographic origin of the strains (Figure
5.4A): most accessions from the same sampling location clustered together, and only
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Figure 5.3: Determining and characterizing common genetic variation in the
haplogroup-1 population. (A) Increase of detected variants and decrease of unsequenced
genome space and unmappable reads by using the iterative mapping strategy of chapter
3. The legend on the right side denotes absolute values after iteration 2. The reference
value (100%) derives from the mapping against the Col-0 genome (TAIR9), and for common
variants it is the number of variants leading to the genome of iteration 1. Thus, ∼842,000
common variants led to the genome of iteration 2, ∼864,000 to the genome of iteration
3. (B) Composition of common variants by detection tool. (C) Number of predicted and
verified insertions/deletions after iteration 1 (read mapping against Col-0) by detection tool.
Shared category contains identical variants found by at least two different detection tools.
(D) Number of common variants in the pseudo HPG1 sequence compared to Col-0. (E)
Annotation of common variants in the pseudo HPG1 sequence.
the Yng strains showed admixture with two other lines (Paw-13 and 328PNA-062).
However, the phylogenetic analysis did not reveal associations in larger geographical
clusters, but revealed a star-like pattern of relatedness between the different sampling
sites. Population structure analysis using 6 clusters mirrored this pattern of haplo-
type sharing (Figure 5.4B). Intriguingly, the geographic outlier LISET-036 on Long
Island clustered together with the Northern Michigan lines, and had not accumulated
more variants than the other strains. On average, two HPG1 accessions differed by
294 SNPs, and strains from the same location by as few as 15 to 130. Those pairs of
accessions were responsible for many alleles with a frequency of 2 in the sampled pop-
ulation (Figure 5.4C). The allele frequency spectrum was very similar between SNPs
and structural variants (SVs), indicating a reasonable calling of SVs.
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Figure 5.4: Genetic architecture of the haplogroup-1 (HPG1) population. (A)
Phylogenetic network of HPG1 accessions based on segregating SNPs and structural vari-
ants (SVs) computed with SplitsTree v.4.12.3 [Huson and Bryant, 2006]. Numbers indicate
bootstrap confidence values (10,000 iterations). Dashed line delimits close-up in Figure S3.
(B) Sampling locations of the 13 haplogroup-1 strains. Pie charts indicate population struc-
ture inferred from segregating non-synonymous SNP data. We applied STRUCTURE v.2.3.4
[Pritchard et al., 2000], with K = 6 after determining the best K value using the δK method
[Evanno et al., 2005] (we applied STRUCTURE with K = 2 to K = 9 with a burn-in of
50,000 and 200,000 chains for 10 repetitions). CT = Connecticut, IL = Illinois, IN = Indiana,
MI = Michigan, NJ = New Jersey, NY=New York, WI=Wisconsin. (C) Allele frequencies of
SNPs and SVs.
When relying on the spontaneous DNA mutation rate per generation that had been
earlier derived from the greenhouse-grown MA lines [Ossowski et al., 2010], the HPG1
strains would be separated from each other between 15 (for replicates) to 384 genera-
tions (for distant strains). Thus, assuming a generation time of one year, their most
common recent ancestor would have lived around 190 years ago, which is consistent
with A. thaliana having been introduced to North America during colonization by Eu-
ropean settlers. That A. thaliana truly populated North America around that time is
indicated by the finding of several A. thaliana specimen from the mid-19th century in
US herbarium collections (D. Weigel, C. Becker, H. Burbano, pers. communication).
The strains did not feature apparent, visible phenotypic differences. We also mea-
sured a phenotypic trait, the leaf area, on several days after sowing as described
[Hagmann et al., 2015]. This analysis revealed only a marginal association of the trait
to the segregating genetic variants (Figure S4). Thus, as the genetic variance is low
and there seems to be no obvious phenotypic variation, we conclude that the HPG1
accessions constitute a near-isogenic population.
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5.5 Spectrum of DNA methylation
We sequenced two replicates per strain at an average strand-specific depth of 20.0x
for the MA and 17.7x for the HPG1 populations and filtered the sequencing reads as
described in section 5.16.1. I aligned the high-quality reads of the MA lines against
the A. thaliana TAIR9 reference sequence and the reads of the HPG1 strains against
the HPG1 pseudo reference sequence (section 5.16.2). Using the pseudo reference
genome instead of the Col-0 sequence for the HPG1 lines increased the number of
sufficiently covered cytosines for statistical analysis by 5% on average, and the number
of positions called as methylated by 7% (Table S5). Next, I retrieved positions that
were covered by at least three reads and had a sufficient SHORE quality score for each
strain (see section 5.16.3). Following the method described in section 4.4, these sites
were binomially tested against false methylation rates, estimated on the chloroplast
genome (Figure S5B). This resulted in 2.8 million statistically significantly methylated
positions (MPs) out of 26.1 million sites on average per MA line, and 2.5 million MPs
out of 24.3 million sites per HPG1 line (Tables S3, S5).
For subsequent analyses, I identified the set of positions that had at least threefold
coverage in either all samples including replicates (allowing zero missing data values:
NA0 data set) or in at least half of the samples (allowing at most 6 missing data values
per sample: NA6 data set). This resulted in around 3 Mio positions, at which at
least one replicate sample of a strain had a significantly methylated position in both
populations using the NA0 criterion, and around 40% more MPs on average across
populations in the NA6 data set (Table 5.1). Requiring a methylated state in both
replicates of a strain (NA6r data set) limited the increase in methylated positions of
the NA6 data set.
Table 5.1: Data filtering schemes. On the sets of 3-fold-covered cytosines (Cs) in all
strains (NA0) or in at least half of the strains (NA6) for each population, the number of
methylated (MPs) and differentially methylated (DMPs) positions were calculated from all
pairwise strain comparisons (pw cmp: all), from pairwise comparisons between 31st gener-
ation and 3rd generation MA lines, or by comparing HPG1 strains against the Long Island
strain LISET-036. For the NA6r data, positions were called methylated only if both replicates
of at least one strain showed significant methylation.
MA lines HPG1 lines
data set pw cmp Cs MPs DMPs Cs MPs DMPs
NA0 all 13.9M 3.1M 254k 14.0M 2.8M 425k
NA0 31st vs. 3rd 13.9M 3.1M 186k NA NA NA
NA6 all 25.3M 4.5M 376k 21.1M 3.8M 546k
NA6 vs. LISET-036 NA NA NA 21.1M 3.8M 513k
NA6r all 25.3M 3.5M 407k 21.1M 3.0M 535k
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Compared to a previous study, the frequency of methylated sites in our analysis
was greater (on average 10.7% of all tested Cs per MA and 10.3% per HPG1 strain
compared to 6.7% in Lister et al. [Lister et al., 2008]; Tables S3, S5). We assume that
this is due to greater statistical power as a result of increased sequencing depth in our
data sets. We investigated the three sequence contexts CG, CHG and CHH separately,
since the plant methylation machinery operates differently on them (see section 1.4.1).
Methylation was called at 31.7% of all tested CG, 16.8% of all tested CHG and 4.9%
of all tested CHH sites in the genome on average per line of both populations (Ta-
bles S3, S5). The distribution of methylated cytosines along the genome was similar
to previous studies [Lister et al., 2008, Cokus et al., 2008], with the vast majority of
methylated sites being found in centromeric and pericentromeric regions (Figure 5.5A).
While methylated CHG and CHH sites were largely depleted from chromosome arms,
CG methylation was found there at a low relative frequency (Figure 5.5A). Notably,
the haplogroup-1 lines showed a higher relative fraction than the MA lines. This is pre-
sumably due to lower read coverage of divergent repetitive or transposable elements in
the HPG1 pseudo reference genome, indicated by the drops of MPs in the centromeres
in Figure 5.5A. These genomic features are preferentially located in and around the
centromeres and contain most CHG and CHH methylated sites.
Compared to all and to the covered CG sites in the A. thaliana genome, the number
of CG sites among methylated sites was about two-fold enriched (Figure 5.5B). Besides
reflecting actual biology, this can also partly be explained by the distinct methylation
rate distributions of the different contexts, with most CG sites being highly and most
CHH sites weakly methylated (Figure 5.5C). High methylation is more likely to be
significant in the binomial test against low false methylation rates.
5.6 Spectrum of single-site epigenetic variation
I analyzed the positions in each data set that were methylated in at least one sample
(or both replicates) for significant differential methylation using the method described
in section 4.5. First, to account for within-sample variance, I identified differentially
methylated positions (DMPs) between replicates at a relaxed false discovery rate (FDR)
of 10% and discarded them from further analysis. There were on average 6,300 DMPs
between MA siblings (median 4,500), but only 46 between HPG1 replicates, because we
sequenced pools of 8-10 individuals per haplogroup-1 sample, which compensated for
this apparent inter-individual variation. Next, performing all pairwise strain compar-
isons at the remaining positions and requiring a minimum coverage of 3x in all strains
(NA0 data) for each population resulted in 254,000 and 425,000 sites with significantly
different methylation (false discovery rate <5%) in the MA and HPG1 population,
respectively.
The capacity to detect DMPs mainly depends on two factors: the number of statis-
tical tests and the read depth. Since the frequency of DMPs roughly linearly increased
with the number of statistical tests (i.e. number of methylated positions) from NA0
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Figure 5.5: Spectrum of DNA methylation in two populations. (A) Distribution
of methylated positions by sequence context for each population along each chromosome
(centromeres in grey). Data were normalized to the highest value for each chromosome
and class. (B) Contribution of CG, CHG and CHH sites to total cytosines in the genome,
covered and methylated cytosines per population. (A) and (B) are based on the NA0 DMP set
considering all pairwise strain comparisons (Table 5.1). (C) Relative frequency of methylation
rates by sequence context. Data from 3rd generation MA lines for sites methylated in at least
one sibling.
to NA6 data (Table 5.1), we conclude that in the range of our analyses, the single-site
testing is largely insensitive to the number of tests performed. Read depth, however,
might have a more pronounced effect. Fisher’s exact test is known to yield more sig-
nificant calls with increasing sequencing coverage. This is confirmed by simulations of
decreased read depth on the mutation accumulation data set (Figure 5.6). While I
identified almost twice as many DMPs with 50% compared to 25% coverage, only 13%
additional DMPs were called when increasing coverage from 75% to 100%. Thus, it is
expected that further increasing the sequence coverage of our analyses would increase
the number of detected DMPs by less than 13% based on the factor read depth.
Almost all DMPs were found in the CG context (96% and 97% for the MA and
HPG1 populations), although CG sites constitute only around a third of the methylated
sites in our data sets (Figure 5.5B). Because CHG and especially CHH sites show much
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Figure 5.6: Detection of differentially methylated positions (DMPs) at differ-
ent coverages. Number of identified DMPs between all pairwise comparisons of mutation
accumulation lines when the data set was subsampled at different strand-specific coverages.
lower methylation levels compared to CG sites (Figure 5.5C), differences in CHG and
CHH methylation are mostly too weak to be called significant by the statistical test.
In contrast to the general distribution of methylated positions on the genome (Fig-
ure 5.5A), CG-DMPs were enriched on chromosome arms (Figure 5.7A). Chromosome
arms contain most genes, and intriguingly, almost 90% of these variable sites located
to genic regions (exons, introns and UTRs), which is an enrichment of more than
three-fold for all sequence contexts compared to non-differentially methylated posi-
tions (N-DMPs) (Figure 5.7B). In contrast, we found a depletion of CG-DMPs in
transposable elements (TEs) and intergenic sequences. Despite the fact that genes
mostly contain CG methylation only (section 1.4.1), CHG- and CHH-DMPs showed a
bias towards genes and against TEs as well, albeit less pronounced than for CG-DMPs
(Figure 5.7B). However, we cannot exclude that the annotation of the Col-0 genome
falsely classifies some TEs as genes.
It is known that CG methylation follows a specific distribution along exons
[Cokus et al., 2008, Lister et al., 2008]. We investigated the profile of variable sites
on exons for the MA data set and found that the distribution of DMPs in CG and
CHG context largely followed the general pattern of methylation, showing a gradual
increase towards the 3’ end of the gene and a drop in the last exon (Figure 5.7C). Sim-
ilarly, the profiles of DMPs and N-DMPs were not much different at genes of varying
lengths and at exon-intron boundaries or on transposable elements (Figure S6). Short
genes up to the length of 1 kb had low methylation in general, consistent with previous
reports [Cokus et al., 2008] (Figure S6A).
Methylation is preferentially found in TEs and at loci that can generate
small interfering RNAs (siRNAs) [Henderson and Jacobsen, 2007, Lister et al., 2008],
and these siRNAs can direct and maintain their own or remote methylation
[Matzke and Mosher, 2014] (section 1.4.1). TEs and siRNA loci can be interspersed
in euchromatin and might evoke methylation changes in nearby genes, either upon en-
– 94 –
The rate and spectrum of natural DNA methylation variation
A B
DC
0
1
Chromosome 1 (Mb)
0 6 12 18 24 30
N-DMPs DMPs
0.0
1.0
R
el
at
iv
e 
m
et
hy
la
tio
n
0.0
1.0 CGDMPs
N-DMPs
0.0
1.0
CHG
-1 -0.5 0 0.5 1 0.5 1
upstream gene downstream
DMPs
N-DMPs
0
20
00
0
40
00
0
60
00
0
80
00
0
D
is
ta
nc
e 
(b
p)
siRNA
TE
Chromosome 2 (Mb)
0 6 12
0
1
upstream downstream
N-DMPsDMPs N-DMPsDMPs
5mC
Chromosome 4 (Mb)
0 6 12 18
0
1 Chromosome 3 (Mb)
0 6 12 2318
R
el
at
iv
e 
fre
qu
en
cy
Chromosome 5 (Mb)
0 6 12 18 27
0
1
CG CHG CHH
Fr
ac
tio
n 
(%
)
0
20
40
60
80
100
N−
DM
Ps
CDS
5' UTR
intergenic
intron
3' UTR
TE
CG CHG CHH
DM
Ps
N−
DM
Ps
DM
Ps
N−
DM
Ps
DM
Ps
N−
DM
Ps
DM
Ps
N−
DM
Ps
DM
Ps
N−
DM
Ps
DM
Ps
0
20
40
60
80
100
All Cs
MA HPG1 MA HPG1
0
1
19
24
Figure 5.7: Single-site epivariation spectrum. (A) Distribution of differentially methy-
lated positions (DMPs) and N-DMPs (non-differential) along each chromosome for the MA
(solid) and HPG1 lines (dashed). Data were normalized to the highest value for each chromo-
some and class. Based on NA6 data on all pairwise strain comparisons. (B) Annotation of all
cytosines (Cs), N-DMPs and DMPs for both populations. Sites were hierarchically assigned
to CDS > intron > 5’ UTR > 3’ UTR > transposon > intergenic. (C) Averaged distribution
of all methylated (5mC) and (in)variably methylated CG and CHG sites in the MA lines along
genes. Data were normalized to the highest value for each sequence context and class. The
coding region is indicated by a black bar. (D) Distances of DMPs and N-DMPs of the MA
lines to the closest upstream and downstream 24-nucleotide siRNA and transposable element
(TE). Horizontal bar corresponds to median, whiskers indicate 75th percentile.
vironmental triggers [Dowen et al., 2012, Yu et al., 2013] or potentially spontaneously
[Manning et al., 2006, Martin et al., 2009]. To check whether the variable methylation
that we found on chromosome arms is mainly due to these loci, we compared the
distances of DMPs and N-DMPs to their respective closest TE and siRNA-associated
loci (as described in [Becker et al., 2011]). N-DMPs were consistently located closer to
such elements (Figure 5.7D) and overlapped seven times more often than DMPs with
regions to which siRNAs mapped.
These findings agree with other reports [Vaughn et al., 2007, Zhang et al., 2008,
Schmitz et al., 2013a] and confirm on a whole-genome level that single methylated CG
sites in transposable elements are more stable than those in protein-coding genes.
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5.7 The rate and recurrence of spontaneously oc-
curring single-site epimutations
We performed hierarchical clustering of the MA lines to gauge systematic differences
between strains. The siblings as well as the 3rd and 31st generation lines grouped
together (Figure 5.8A). By contrast, the clustering of N-DMPs did no longer resolve the
differences between early and late generation plants, indicating that the DMP set seems
to capture most differential methylation signals between the strains. This finding was
confirmed by inspecting the pairwise distances between lines based on DMPs. Third
generation strains were the most similar to each other, and late generation plants were
more similar to 3rd generation strains, from which they had diverged for 34 generations,
than to each other, being separated by 62 generations (Figure 5.8B).
Interestingly, line 69 showed a 40% increased number of DMPs to the early
generation strains in comparison with the other late generation plants. The re-
sequencing of its genome revealed a non-synonymous SNP in MATERNAL EFFECT
EMBRYO ARREST 57 (MEE57), which is related on the protein level to the methyl-
transferase MET1, responsible for the maintenance of CG methylation (see section
1.4.1). This could potentially represent a case where a small change in the DNA
has a large effect on the epigenome, as previously reported [Johannes et al., 2009,
Stroud et al., 2013b, Shen et al., 2014, Willing et al., 2015]. However, it remains spec-
ulative, since although a study reported that MEE57 is essential for endosperm devel-
opment [Pagnussat et al., 2005], several different A. thaliana strains lack a functional
copy of MEE57 [Cao et al., 2011]. The siblings of this strain were as similar to each
other as other sibling pairs (Figure 5.8A), arguing against a generally increased epimu-
tation rate.
Together, single-site epimutations show a gradual accumulation over time, similar
to DNA mutations. Moreover, as few as 34 generations seem to be sufficient for
detectable separation of strains based on epigenetic variation.
To better estimate and compare the frequency of DMPs across generations, I focused
on differential methylation that separated early and late generation plants, i.e. that
accumulated over 34 generations. To this end, I re-calculated false discovery rates
(FDRs) for only the pairwise comparisons between 3rd and 31st generation lines after
excluding∼11,000 significantly different sites between both 3rd generation lines. I called
DMPs as those sites that showed significant differential methylation (FDR < 0.05)
between at least one 31st generation strain and both 3rd generation lines, considering
only positions that were sufficiently covered in all strains (NA0 data). This resulted in a
set of 186,000 DMPs, or about 30,000 on average per strain. Compared to the frequency
of genetic mutations, which was determined on a subset of these lines as being less than
30 single-base mutations per 31st generation strain [Ossowski et al., 2010], the number
of single-site DNA methylation changes in these lines was three orders of magnitudes
higher. When assuming a theoretical equal share between ten lines, one would expect to
find much fewer than 30,000 DMPs per line (18,600). That we identified more is because
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Figure 5.8: Single-site epigenetic diversity in the mutation accumulation lines.
(A) Hierarchical clustering based on 20,000 sites each, drawn randomly from differentially
methylated positions (DMPs) and invariant sites (N-DMPs). (B) Heat map representing
pairwise Pearson’s correlation coefficient (PCC) based on number of DMPs between individ-
uals. PCCs between 3rd generation strains: 0.92; between 3rd and 31st generation: 0.63-0.77;
between 31st generation lines: 0.52-0.66. The histogram on top of the color key indicates
counts of PCC bins. Data for (A) and (B) based on all pairwise line comparisons and NA0
criterion (i.e. 253,000 DMPs in total).
32% of DMPs were shared in more than one independent lineage, and 13% in more
than two, irrespective of the sequence context (Figure 5.9A). The expected percentage
of recurrently observing randomly distributed changes in ten independent strains is less
than 1%, when assuming 30,000 DMPs per strain ((30, 000/3, 000, 000)2 · 45 = 0.45%).
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This characteristic of recurrent DNA methylation changes is in stark contrast to DNA
mutations that hardly affect the same sites in the short-term.
Hence, we can deduce that there are sites in the genome that are preferentially
susceptible to methylation changes. In agreement with this assumption, I identified
DMPs between two 32nd generation strains and their direct 31st generation ancestors
and found that more than two-thirds of these DMPs were also found in other 31st
generation lines. This comparison directly yielded the emergence rate of DMPs from
one generation to the next, namely 3,300 on average. This number is in accordance with
the number of DMPs between siblings that are separated by 2 generations and show on
average 6,300 DMPs, but it is almost two times more compared to the 11,000 DMPs
between both 3rd generation lines (6 generations apart). Moreover, when assuming
a constantly linear accumulation of epimutations by 3,000 per generation, we would
expect ∼100,000 DMPs per line after 34 generations, but we observed only 30,000.
Thus, the emergence rate of single-site epimutations does not seem to be linear, as
opposed to DNA mutations. This leads to the conclusion that while few sites accumu-
late changes of their methylation states that are being maintained over generations, a
fraction of them frequently revert back to an initial state.
5.8 The rate and recurrence of single-site epimuta-
tions in nature
To inspect whether accumulation rates of DMPs were different in controlled and natural
environments, we compared the number of DMPs between any two strains within the
HPG1 or MA set to the number of SNPs between them. The number of SNPs served
as a molecular clock since the number of generations is unknown for the HPG1 strains.
To increase the number of data points in the low range of genetic differences, we
inferred the number of SNPs between MA siblings from the mutation rates determined
by Ossowski et al. (2010) on a subset of these lines. Since natural environments are
highly fluctuating and much more variable than greenhouse conditions, we expected
the methylomes to be more highly diverged in the HPG1 than in the MA accessions.
In contrast to our null hypothesis, there was a similar trend of sub-linear accumu-
lation of DMPs in both the HPG1 and MA populations (Figure 5.9B). The broader
distribution of MA line differences relative to HPG1 differences and its steeper ini-
tial ascent was most likely caused by the fact that methylome data in the MA lines
were from individual plants, whereas we had sequenced pools of 8-10 individuals in the
HPG1 experiment.
By pooling strains, low frequency epimutations are diluted and less likely to be
detected. This assumption is corroborated by the fact that we see only around one
hundred DMPs between replicates of HPG1 pools compared to several thousand in
replicates of the MA lines. Moreover, we assumed the same genetic mutation rate in
the two populations. A potentially faster genetic mutation rate in the wild, for example
because of increased stress or exposure to UV, would result in a steeper slope of the
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Figure 5.9: Recurrence and rate of single-site epimutations in two populations.
(A) Epiallele frequency of differentially methylated positions (DMPs) between 31st and 3rd
generation MA lines. (B) Number of DMPs (based on NA6r data) in relation to number
of SNPs in pairwise comparisons. Data of mutation accumulation (MA) lines are based on
single individuals, haplogroup1 (HPG1) data on pools of 8-10 individuals; each data point
represents an independent comparison of two lines. DMPs in each pairwise contrast were
scaled to the number of methylated sites compared. Comparisons with less than 40 DMPs
per 1000 methylated positions were between strains from the same location, and between
Paw-13 and Yng-4. (C) Epiallele frequency of DMPs between Lake Michigan HPG1 lines
and LISET-036 from Long Island.
HPG1 curve, if plotted against the number of generations. Finally, the initial increase of
the HPG1 epimutation rate is based on only few comparisons between strains from the
same sampling site, which might not be sufficient for an accurate estimate. Hence, the
reported DMP accumulation rate of the HPG1 accessions is likely an underestimation.
The mutation accumulation lines showed recurrent DMPs in independent lines. We
next asked whether this was also the case in the haplogroup-1 lines. Since obtaining
frequencies from all pairwise comparisons is difficult, we selected a reference strain, the
geographic outlier LISET-036 from Long Island, and compared methylation in each
of the 12 accessions from near Lake Michigan to it. From 513,283 DMPs in total
(154,480 per strain), 61% of CG-DMPs were recurrent in at least two independent
Lake Michigan accessions (Figure 5.9C), which is almost double the number that was
observed for the equi-distant MA lines. This can be partly explained by the fact that
we sequenced four pairs of strains from the same location. Nearly half of all CG-DMPs
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with a frequency of 2 were attributable to such pairs, while 6% would be expected if
they were randomly distributed across strains. Moreover, since we compared all strains
to LISET-036, DMPs unique to this strain are more likely to be shared among several
accessions, skewing the distribution towards higher frequencies. By contrast, CHG-
and CHH-DMPs showed similar epiallele frequencies as those found in the MA lines,
which might again be explained by their more difficult detection.
Together, the profile of single-site methylation changes in the natural HPG1 popu-
lation highly resembles the one from the greenhouse-grown MA lines, and despite the
discussed caveats in the analysis, we deem it unlikely that DMPs accumulate at a much
faster rate in the HPG1 than in the MA population.
5.9 Determining methylated and differentially
methylated regions
Most naturally occurring epialleles consist of variable DNA methylation of a genomic
region rather than of single sites only (section 1.7). To explore larger and potentially
more influential epigenetic changes than single-site epimutations, I applied the novel
method of calling differentially methylated regions (DMRs) described in chapter 4 on
each data set. Thus, I first called methylated regions (MRs) for each line using a Hidden
Markov Model-based approach (section 4.6.1), which operated on the accumulated read
counts across replicates of all genome-wide cytosines, independent of the coverage.
MRs were not extended beyond a region larger than 50 bp without a covered cytosine
(‘desert size’ option) and positions of less than 10% methylation were trimmed from
the beginning and end of a methylated region. An FDR threshold of 5% determined
22,446 (SD = 1,634) methylated regions per MA line and 32,529 (SD = 1,629) per
HPG1 strain. However, the average length of the regions in the MA lines was twice
that of the HPG1 accessions (Figure 5.10), and the unified set across all MA lines
covered 26.3 Mb of the Col-0 genome compared to 22.8 Mb of the HPG1 lines (22.6
Mb on the HPG1 genome). This difference is presumably due to the higher number of
covered cytosines in the MA population and an increased number of sequencing gaps
in the HPG1 lines, which leads to shorter MRs (Tables S3 and S5).
For validation of our HMM-based methylated region detection method, we com-
pared data from the mutation accumulation lines to data from methylated-DNA im-
munoprecipitation followed by sequencing (MeDIP-Seq; section 2.3) of a Col-0 sample
(Vincent Colot and co-workers, pers. communication). Of the genome space enriched
in MeDIP-seq, 91% was classified as a methylated region by my HMM-based approach
in the union MR set of the mutation accumulation lines.
To determine DMRs based on methylated regions, my method divided the unified
set of MRs across all strains into a set of segments (∼2.5 million for the HPG1 data set),
which were filtered using empirical criteria (to ∼230,000 regions; section 4.6.2). On
these regions, the statistical test for differential methylation, explained in section 4.6.3,
was performed for all pairwise strain comparisons, thereby accounting for replicate
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Figure 5.10: Regional length distributions. Length distributions of methylated regions
(MRs), differentially methylated regions (DMRs), highly differentially methylated regions
(hDMRs) and DMP clusters (DMCs) for the mutation accumulation (MA) and haplogroup-1
(HPG1) populations. Dashed line indicates median, solid line the mean.
data. This resulted in ∼221,000 significant pairwise comparisons on ∼11,000 regions
for the HPG1 lines. Grouping the strains in each region based on the significant pairwise
comparisons, testing the groups for differential methylation and resolving overlapping
segments (section 4.6.4) resulted in a final set of 4,821 DMRs in the HPG1 population.
For the MA lines, I detected 3,837 DMRs. Almost all DMRs (98%) reflected two
alternative epialleles only (i.e. two groups of strains) across both data sets. Since
the sensitive statistical test easily classifies regions with high sequencing information
and low variance as significant, although their methylation rate difference is subtle, I
empirically filtered the DMRs into ‘highly’ differentially methylated regions (hDMRs),
requiring a more than three-fold difference in methylation levels between epialleles
(section 4.6.5). The HPG1 and MA populations feature 3,199 and 2,352 hDMRs,
respectively. DMRs and hDMRs showed similar length distributions compared to each
other as well as across data sets (Figure 5.10), spanning 767 kb (HPG1) and 742 kb
(MA) of the genome.
Thus, we found that 97.2% and 96.7% of the methylated genome space remained
largely stable on a regional scale in strains grown over 30 generations in the greenhouse
and over a few hundred generations in nature, respectively.
For comparison with the most widely used approach to call differentially methylated
regions, I clustered DMPs by genomic distance into regions as described in section
5.16.4 and according to ref. [Becker et al., 2011]. While I only called 600 DMCs
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of the 31st generation strains against a single 3rd generation line, line 4, in the MA
data, I detected many more of these regions (4,069) in the HPG1 strains in pairwise
comparisons against LISET-036.
5.10 Spectrum of differentially methylated regions
Following the overall distribution of methylated cytosines, but in stark contrast to vari-
ably methylated sites, MRs and (h)DMRs were most frequent around the centromere
(Figure 5.11A) and mainly found in TEs and intergenic regions (Figure 5.11B). This
revealed a different profile of epigenetic variation when looking at regions rather than
individual sites. However, although more DMRs were found in TEs than in genes, less
than 2% of the global methylated TE space was covered by DMRs, compared to 5%
and 9% of the methylated gene space in the MA and HPG1 population, respectively.
Only 1% of methylated CHH and 2% of methylated CHG positions were located
outside methylated and differentially methylated regions (Figure 5.11C), consistent
with CHH and CHG methylation occurring almost exclusively in intergenic regions
and silenced TEs [Zhang et al., 2006, Cokus et al., 2008, Lister et al., 2008] (Figure
5.5A). By contrast, 45% of methylated CG sites (mCGs) were not included in MRs.
Most of the mCGs outside MRs located to genes (94%), but compared to mCGs within
MRs, they were less densely distributed (Figure 5.11D) and were separated by many
more unmethylated sites (Figure 5.11E, F). Thus, the sparse distribution of methylated
positions in coding regions explains the underrepresentation of genes in our (D)MR set,
even though gene body methylation accounts for a considerable fraction of methylated
CG sites. Relative to all methylated regions, however, gene-coding regions were two-
fold overrepresented in the genome sequence covered by DMRs, and three-fold in the
genome sequence covered by hDMRs (Figure 5.11B). This might be due to the greater
statistical power of detecting differential methylation at the typically higher methylated
CG sites compared to CHG or CHH sites, similar to the DMP calling (section 5.6).
Consistently, more than half of the (h)DMRs were differential in the CG context only
(Figure 5.11G), even though only one quarter of cytosines within DMRs were CG sites
(Figure 5.11C). On the other side, my DMR detection method classified regions as
DMRs that show small differences in average DNA methylation rate, especially in non-
CG contexts (Figure 5.12), consistent with the general context-dependent methylation
rate distributions (Figure 5.5C).
Thus, whether the general bias of regional and particularly single-site DNA methy-
lation towards increased variability in genes compared to TEs is solely attributable to
higher statistical power in these mCG-rich regions or whether it reflects a real biological
phenomenon (e.g. stable silencing of TEs) currently remains unclear.
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Figure 5.11: Spectrum of epigenetic variation. (A) Density of genome-wide features of
the haplogroup-1 (HPG1) population: average coverage in 100 kb windows, all other tracks
in 500 kb windows. Outside coordinates in Mb. (B) Annotation of cytosines in MRs and
(h)DMRs for the HPG1 population. For comparison with the MA lines, see section 5.13.
(hD)MR sequences were assigned to only one annotation in the following order: CDS >
intron > UTR > transposon > intergenic. (C) Sequence context of methylated positions
relative to MRs and DMRs; based on HPG1 data. (D)-(F) are based on data of one HPG1
strain (LISET-036). Number of data points in parentheses. (D) Fraction of methylated CG
sites (mCG) among all CG sites for each gene and transposable element that contains at least
5 CGs. (E) Number of unmethylated cytosines (Cs) in-between methylated CG sites within
genes in dependence of whether these sequences are inside or outside of MRs. (F) Distances in
bp between methylated CG sites within genes in dependence of whether these sequences are
inside or outside MRs (minimal distance 2 bp to exclude symmetrical sites). (G) DMRs and
hDMRs of MA and HPG1 population by sequence contexts in which significant methylation
differences were found. Abbreviations: 5mC: methylated position, DMC: DMP cluster, DMP:
differentially methylated position, DMR: differentially methylated region, hDMR: highly dif-
ferentially methylated region, HPG1: haplogroup-1 lines, MA: mutation accumulation lines,
MRs: methylated regions, SNP: single nucleotide polymorphism, TE: transposable element.
Comparison between DMCs and DMRs
For the haplogroup-1 data set, the 4,069 DMCs spanned 463 kb of the genome, which
is around 60% of the genome space covered by DMRs. Moreover, only 169 kb (37%) of
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Figure 5.12: Methylation rate differences in regions of differential methylation.
Histograms of the absolute mean methylation rate differences of differentially methylated
regions (DMRs; grey) and highly differentially methylated regions (hDMRs; black, overlaid)
of all different sequence contexts.
the DMC space was also covered by DMRs and 237 kb (51%) by methylated regions of
the HPG1 population. The low overlap between (D)MRs and DMCs might again be
explained by the sparse distribution of methylated CG sites in genic regions coupled
with DMCs being composed primarily of CG sites. This is corroborated by the finding
that only one quarter of the DMCs (988) were detected when the maximal allowed
distance of DMPs between each other is reduced from 50 bp to 20 bp (section 5.16.4),
and by the fact that methylated regions in genes mostly contain methylated positions
spaced less than 50 bp apart (Figure 5.11F).
The distribution along the genome and annotation of DMCs roughly followed that
of DMPs (Figure 5.11A, B), with around two thirds of DMCs covering genes. This
underlines the rather distinct differential methylation patterns between DMP-based
approaches and my novel DMR calling method.
5.11 The rate and recurrence of differentially
methylated regions
To ascertain the spontaneous emergence rate of differentially methylation regions, I re-
calculated DMRs in the MA population based on only pairwise comparisons between
the 3rd and 31st generation lines. This resulted in 1,995 DMRs, and both early gener-
ation lines were classified in the same epiallele group in 1,234 of these DMRs. Based
on the latter, I identified on average 203 DMRs per 31st generation line to at least one
3rd generation strain. Assuming a linear accumulation, this would yield an emergence
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rate of ∼6 DMRs per line and generation, which is more than hundred times less than
for single-site epimutations (∼880 DMPs per line/generation), but in the same range
as DNA mutations (1 SNP per line/generation).
In addition, the comparison of two 32nd generation lines to the 31st generation lines,
from which they derived, yielded 50 DMRs in total (27 in line 49 and 33 in line 39). For
line 39, ten of the DMRs between the single generation were also identified as a DMR
between generations 31 and 3. Intriguingly, the methylation profiles of these regions
were similar between generations 32 and 3, but different from generation 31, i.e. the
methylation status of the 31st generation line was reverted to the ‘initial’ state from 34
generations ago (one example is given in Figure S7). Such incidences were not found
for the line 49. Hence, this observation demonstrates that large DNA methylation
changes can occur even within a single generation.
Despite their different genomic distribution compared to DMPs, the frequency dis-
tribution of DMRs was similar to that of DMPs, with 30% and 36% shared within the
MA and HPG1 population, respectively (Figure 5.13). Many of the HPG1 DMRs with
frequency 2 were also shared between strains of the same sampling location. Thus, re-
current differential methylation is also common in strains that diverged at least a
century ago.
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Figure 5.13: Allele frequency of regional variable methylation in two populations.
(A) Epiallele frequency of differentially methylated regions (DMRs) of the mutation accumu-
lation (MA) lines based on pairwise comparisons between 31st generation and 3rd generation
lines. I considered 1,234 DMRs, for which both 3rd generation lines were assigned to the
same epiallele group. (B) Minor epiallele frequency (MAF) of 4,722 DMRs that could be
split into only two groups in the haplogroup-1 population. DMRs were based on all pairwise
comparisons between strains. The frequency 1 class is subdivided dependent on the number
of strains that were tested significant in pairwise comparisons (for 2 and 3 strains, MAF is
always 1).
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5.12 Effect of differential methylation on gene ex-
pression
We next asked whether the observed epigenetic variation has any phenotypic conse-
quences. Since the 13 HPG1 strains did not show visible and only marginally measur-
able phenotypic divergence (see section 5.4 and Figure S4), we inspected gene expres-
sion levels. Therefore, we sequenced transcriptome libraries of all HPG1 strains and
identified 269 differentially expressed (DE) genes across all possible pairwise compar-
isons as described [Hagmann et al., 2015]. The accessions did not cluster based on the
overall expression levels, but when limiting the analysis to DE genes, accessions orig-
inating from the same geographical location were grouped together (Figure S8). The
Yng strains were an exception, consistent with their admixed genetic architecture (see
Figure 5.4), and they were responsible for most of the DE genes identified in pairwise
comparisons.
We identified only 28 DE genes that overlapped with an hDMR either in their
coding or 1 kb upstream regions. Although they were not enriched in any GO term,
a noticeable number of them were involved in stress response or disease resistance, as
observed by manual inspection. However, we could not detect a systematic relationship
between methylation and gene expression. By scanning hDMRs manually, we found not
more than five instances of negative correlations between methylation and expression
(and only one instance of positive correlation). Besides two genes of unknown function
and a pseudogene, the Yng strains showed a lowly methylated and transcriptionally
upregulated disease resistance gene (NB-ARC domain-containing protein), and the
BRR strains and MNF-Che-47 were higher methylated in a known pathogen responsive
gene (PCC1), whose expression was significantly downregulated compared to the other
strains. This might indicate a mild infection of these individuals in the greenhouse.
However, since these effects were shared between strains of the same location, we cannot
rule out potential adaptations to the environment.
Since the regions of differential methylation only contain half of the single-site
epimutations identified in the haplogroup-1 population, I next asked whether DMPs
rather than DMRs have an effect on gene expression regulation. Since the impact of
single polymorphic sites might be too weak, I focused on DMP clusters and identified
36 differentially expressed genes that overlapped with DMCs. Of these, 16 DE genes
were uniquely covered by DMCs and not by any DMR. However, again no systematic
associations were detected on these genes, and manual inspection could not identify
any obvious negative correlation between DNA methylation and gene expression (there
was one positive correlation in MYROSINASE-BINDING PROTEIN 2, which may be
“involved in forming defence compounds to protect against herbivory”1).
In general, we observed a lack of correlation between gene expression and DNA
methylation changes, which suggests that most transcriptional differences in the HPG1
1https://www.arabidopsis.org/servlets/TairObject?id=30525&type=locus, last accessed March
2015
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population might be due to cryptic associations with DNA methylation, due to a sec-
ondary effect of a DMR changing the activity of a trans-regulatory locus, or indepen-
dent of DNA methylation.
5.13 Recurrent epimutations under greenhouse and
natural conditions
DNA methylation differences in the haplogroup-1 population can be due to genetic
variation, environmental influences or they can occur randomly, whereas it is assumed
that the impact of DNA mutations and the environment in the MA lines is minimal.
Thus, by comparing epigenetic variation between the HPG1 accessions and the MA
lines we assessed the fraction of DNA methylation changes in the HPG1 population
that are likely to occur independent of genetic or environmental influences. Intrigu-
ingly, almost half of all positions that were classified as DMPs in the MA lines were
also polymorphic in the HPG1 accessions (41%), whereby almost 30% had not even
been tested in the HPG1 population because of insufficient coverage or lack of DNA
methylation (Figure 5.14A). The theoretical probability of a random methylated cy-
tosine in the MA population being variably methylated also in the HPG1 population
was only 7%. Similarly, about a third of HPG1-DMPs were also MA-DMPs and al-
most 40% were not considered for DMP testing (Figure 5.14A). Conversely, DMPs
from one population were more likely to be unmethylated in all strains of the other
population than random methylated sites, indicating that many sites sporadically gain
methylation.
Interestingly, on average 20% of DMPs between replicates of the individual MA
lines are recurrently found in the HPG1 population. By contrast, of the DMPs that
distinguish the 31st generation lines, on average 7% are also variable in the HPG1
population (Figure 5.14B). This observation suggests that there are ‘highly labile’
sites that frequently change their methylation status already after a small number of
generations, and that they are therefore found more often in independent populations.
The comparison of polymorphic regions between populations revealed similar de-
grees of overlap as for single sites: DMRs in the one population were 4-fold more
likely to coincide with DMRs in the other population than with a random methylated
region from the other population (Figure 5.14C). These analyzed DMRs represented
short-term variation over 34 and a few hundred generations. I next tested whether also
long-term differential methylation affects same loci more than expected by chance by
identifying DMRs between a randomly chosen MA and a randomly chosen HPG1 line,
separated by hundred thousands of years. These DMRs were also enriched in each of
the two sets of within-population DMRs (MA or HPG1) (Figure 5.14D). Lastly, I com-
pared the variable regions of the HPG1 strains to DMRs that had been identified with
a different DMR detection method in a set of 140 natural, genetically diverse accessions
from throughout the native world-wide habitat of A. thaliana [Schmitz et al., 2013b]
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Figure 5.14: Shared epigenetic variation in independent populations. (A) Compar-
ison of methylated positions (5mCs) and differentially methylated positions (DMPs) identified
in pairwise comparisons of mutation accumulation (MA) and haplogroup-1 (HPG1) strains.
Distinction in different sequence contexts has been omitted since almost all DMPs (>96%)
are in CG context. Left: sites in HPG1 strains and their status in the MA data; right: sites
in the MA strains and their status in the HPG1 data. (B) Overlap of MA and HPG1 DMPs
according to MA generational distance. I computed DMPs between two randomly chosen MA
strains separated by specific numbers of generations and plotted the fraction of those DMPs
shared with a randomly chosen HPG1 strain. Each boxplot summarizes ten such random
comparisons. (C) Comparison of methylated regions (MRs) and differentially methylated
regions (DMRs) identified in pairwise comparisons of HPG1 and MA lines. Dark and light
orange subsets of DMRs distinguish regions with differential methylation occurring exclusively
in CG context (CG-DMRs) or in any additional or alternative context(s) (C-DMRs). Left:
regions in HPG1 strains and their status in the MA data; right: regions in the MA strains
and their status in the HPG1 data. (D) MRs and DMRs identified in comparison between
one randomly chosen MA line (line 39) and one randomly chosen HPG1 line (MuskSP-68),
denoted as “MRs MA/HPG1” and “DMRs MA vs. HPG1”, and their overlap with within-
population (D)MRs. (E) Comparison of HPG1 DMRs with CG-DMRs (dark orange) and
C-DMRs (light orange) from ref. [Schmitz et al., 2013b] identified in 140 natural A. thaliana
accessions. Because methylated regions were not reported in ref. [Schmitz et al., 2013b], the
overlap of DMRs with the space not covered by DMRs could not be assessed. N-DMRs:
non-differentially methylated regions.
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(Figure 5.14E). Although only 9,994 of 53,752 DMRs from the global accessions were
completely covered by methylated regions in the MA or HPG1 strains, the overlap of
DMRs was highly significant (F-score = 19.8; 100,000 permutations).
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Figure 5.15: Annotation of epimutations in two populations. (A) Annotation of
all cytosines (Cs) and differentially methylated positions (DMPs) dependent on the overlap
between mutation accumulation (MA) and haplogroup-1 (HPG1) population. (B) Annotation
of differentially methylated regions (DMRs) dependent on the overlap between MA and HPG1
populations for different sequence contexts. For (A) and (B), sites within the features were
hierarchically assigned to CDS > intron > 5’ UTR > 3’ UTR > transposon > intergenic.
To ascertain whether there are differences between population-specific and shared
epimutations, we investigated the annotation spectrum of these sets of epialleles.
Shared DMPs were slightly more biased towards coding sequences than population-
specific DMPs, but all cytosines accessible to our methylome analyses showed this bias
as well (Figure 5.15A). The reasons might be higher read coverage and a better TE
annotation in the Col-0 reference compared to the HPG1 pseudo-reference genome.
Indeed, except for chromosome 4, the average sequencing depth in the pericentromere
was higher in the MA lines, and regions of increased coverage appear to have a higher
epimutation frequency compared to the HPG1 population (Figure S9). For the same
reason, variably methylated regions specific to the HPG1 population overlapped with
genic sequences more often than MA DMRs (Figure 5.15B). In contrast to shared
DMPs, shared DMRs between both populations were not biased towards genic regions,
but rather slightly towards TEs and intergenic regions, following the general DMR
distribution (Figure 5.15B). Together, HPG1-specific and MA-specific epimutations
– 109 –
5.14. Linkage of epigenetic differences to genetic variation
show a similar annotation pattern, given the slightly different overall accessible set of
cytosines in both populations.
To explore potential sources of labile sites that frequently change their methylation
status independently of the genetic background, I compared the variable positions of the
HPG1 lines with differential sites found in strains deficient in important components of
the methylation machinery [Stroud et al., 2013b] (section 5.16.5). Intriguingly, almost
all single-site as well as regional epimutations that covered genomic regions of exclu-
sively CG methylation, were hypomethylated in mutants deficient in DNA methylation
maintenance, notably in the met1 single and vim123 triple mutants (Figure 5.16).
This supports the hypothesis that the maintenance of symmetrical CG methylation
during DNA replication is prone to errors [Genereux et al., 2005, Fu et al., 2010] (sec-
tion 1.7.2) and seems to be imperfect at privileged loci in independent populations.
These loci appear to be preferentially in regions that contain solely CG methyla-
tion, since positions in regions methylated in all sequence contexts are not enriched
in the set of sites that lose methylation in met1 and vim123 mutants, supporting
the observed higher variability of gene body methylation compared to TE methyla-
tion (Figure 5.16C). Moreover, we observed that hypermethylated sites in the rdd
triple mutant, which shows impaired demethylation, were also found slightly more of-
ten within variably methylated regions of all contexts (Figure 5.16D), consistent with
their role as antagonizing RNA-directed DNA methylation. IBM1, a histone demethy-
lase [Saze et al., 2008], seems to be a strong and stable repressor of DNA methylation,
as sites affected by a loss of IBM1 function are not more often variable than sites
affected by other mutants (Figure 5.16B, D).
In summary, a large fraction of the variability in DNA methylation is shared be-
tween independent populations of different genetic background and with different envi-
ronmental history, and there are fair indications that the DNA methylation machinery
is susceptible for errors on privileged loci.
5.14 Linkage of epigenetic differences to genetic
variation
I described that a large portion of the epivariation in the HPG1 genome can be at-
tributed to seemingly spontaneously occurring methylation changes. In addition, ge-
netic events can have a profound impact on altered DNA methylation (section 1.7.1).
The finding that the divergent sequence between the Col-0 and the HPG1 genome was
much more likely to be methylated than conserved regions, especially in genic regions,
provides an indication that variable DNA sequences themselves are susceptible for DNA
methylation (Figure 5.17A). To quantify how many methylation differences were linked
to genome-wide genetic changes in cis or trans, I estimated the proportion of the epi-
genetic variance that is attributable to genetic variants (heritability value). I applied a
linear mixed model-based method that is similar to variance component models used in
genome-wide association studies [Kang et al., 2010, Lippert et al., 2011]. The model
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Figure 5.16: Overlapping epigenetic variation in HPG1 lines and methylation-
deficient mutants. (A, B) Fraction of sites that lost (A) or gained (B) methylation in
mutant samples compared to two wild type (WT) Col-0 samples [Stroud et al., 2013b], from
all methylated positions in WT, for each subset of these sites according to the status in
the haplogroup-1 (HPG1) and mutation accumulation (MA) population (DMP: differentially
methylated position). (C, D) Fraction of sites that lost (C) or gained (D) methylation in
mutant samples compared to WT samples, from all methylated positions in WT. Plotted are
the fractions from all covered sites in all samples and from sites covered by DMRs within the
haplogroup-1 lines that overlap regions of the genome with methylation occurring only in the
CG context (mCG) or in any additional or alternative context(s) (mC). rdd : triple mutant
of ros1, drm1 and drm2. – 111 –
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considered the segregating sequence variants as the genotype information and the log
average methylation rate of hDMRs as phenotype without allowing for any missing
data.
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Figure 5.17: Genetic effects on epigenetic variation. (A) Correlation between struc-
tural variants (SVs) and probability of overlap with methylated regions (MRs) between the
HPG1 pseudo reference and Col-0 sequence. Divergent sequences are insertions of at least
20 bp. This analysis is based on 3,256 SVs overlapping with genes, 641 with coding se-
quences (CDS) and 4,020 with transposable elements (TEs). (B) Heritability values based
on genome-wide genetic differentiation for all haplogroup-1 highly differentially methylated
regions (hDMRs), hDMRs with randomly permuted methylation rates and subsets of hDMRs
depending on their overlap with methylated and differentially methylated regions of the mu-
tation accumulation (MA) population, respectively. P: Permuted (2,945 hDMRs); A: All
(2,945); U: Unmethylated in MA (1,310); M: Methylated in MA (1,243); D: DMR in MA
(392).
The median heritability of all hDMRs was 0.41 (mean 0.44), which means that the
genetic variance across the entire genome contributed with 41% to the methylation
variance (Figure 5.17B). Notably, HPG1-specific hDMRs that were not methylated
in the greenhouse-grown MA lines had a higher median heritability, 0.48, than HPG1
hDMRs shared with the MA lines (0.29) (Figure 5.17B). This trend was similarly
found for all sequence contexts (Figure S10). Thus, HPG1-specific hDMRs, especially
those in unmethylated regions of the MA lines, appear to be more linked to genotype
than hDMRs shared between both populations.
I identified 19% of all hDMRs (21% CG-hDMRs, 14% CHG-hDMRs, 7% CHH-
hDMRs) to be apparently strongly associated to genetic variants, since they show a
heritability value greater than 0.9 (with a standard error of at most 0.1). For half of
these ‘heritable’ hDMRs the genotype even explained more than 99% of their methy-
lation differences. However, 6.7% of the sequence space of these heritable hDMRs
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overlapped with MA DMRs (9.4% for the remaining, less heritable hDMRs), which
again points to the presence of highly labile sites independent of genetic background.
To potentially pinpoint genetic variants that are directly linked to close-by methy-
lation changes, I searched for DMRs that were within 1 kb of segregating SNPs or
insertions/deletions. Of 159 segregating variants in the vicinity of 191 DMRs, 78%
were SNPs, and there were only three indels longer than 10 bp. However, the strains
containing a genetic variant compared to the HPG1 genome rarely shared the same
methylation pattern, or other strains that did not have the genetic variant showed the
same methylation status as well. I only found a single case of consistent linkage of a
DMR to three SNPs nearby.
To summarize, while we see no evidence for direct linkage of DNA methylation and
genetic changes, methylation variation specific to the HPG1 population is more likely
associated to genetic variation than the epivariation shared with the greenhouse-grown
lines. However, the extent of this association remains largely unclear.
5.15 Population structure of HPG1 strains based
on methylation variation
Lastly, we asked whether differences in methylation in the HPG1 accessions reflected
genetic relatedness, i.e. population structure. Hierarchical clustering by methylation
rates of DMPs showed association of biological replicates, followed by weak association
according to sampling location (Figure 5.18A). As for the MA clustering, when we used
information from methylated positions not classified as DMPs, no clear associations
were detectable (Figure 5.18B). Similar to DMPs, hierarchical clustering of average
methylation rates of hDMRs reflected the geographical sampling location, with strains
from the same site consistently being close to each other (Figure 5.18C). However,
differences in methylation rates of MRs not classified as DMRs still were sufficient to
recover population structure, albeit with less confidence, as indicated by the shorter
branch lengths separating the clusters (Figure 5.18D). This suggests that my DMR
calling algorithm is conservative.
As for the HPG1 data set, a clustering of hDMRs between the MA lines recapitu-
lated their genetic distances by separating replicates as well as early and late generation
strains (Figure S11), albeit not as pronounced as for single-site epimutations (Figure
5.8).
The clustering of hDMRs in the HPG1 population revealed, however, that the
geographic outlier LISET-036 was the most different strain, despite being genetically
not more divergent to the most recent common ancestor of the HPG1 population than
the other strains. However, this was only observed for DMRs in the CHG context
(Figure S12). Even so, LISET-036 had the most private hDMRs among all accessions,
but their spectrum in terms of context and overlap with genomic features did not
deviate from that of the other strains (Figure S13). From the hDMRs specific to this
strain, 44 overlapped with genes and 30 with the flanking 1 kb upstream or downstream
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Figure 5.18: Hierarchical clustering by differentially and invariantly methylated
positions and regions. (A), (B) Hierarchical clustering of haplogroup-1 (HPG1) strains
based on methylation rates at 50,000 differentially methylated positions (A) and 50,000 in-
variantly methylated positions (B) in CG context. (C), (D) Hierarchical clustering of HPG1
strains based on average methylation rates of 2,829 hDMRs (C) and invariantly methylated
regions with full information across all strains. Methylation rates per region were calculated
as the average methylation rate of each methylated cytosine in that region.
region. The only GO term for which these 74 genes were enriched was “intrinsic
to membrane” (P value 0.01). In addition, there were no overlapping differentially
expressed genes. Thus, we found no evidence for a pronounced phenotypic effect of the
epivariants unique to LISET-036.
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Together, methylation data in general mirrored similarity between accessions at
the genetic level, which can even be observed after only 34 generations, supporting the
interpretation that methylation differences primarily reflect the number of generations
since the last common ancestor.
5.16 Methods
Plant growth, nucleic acid extraction and library preparation was done as described for
the mutation accumulation lines in ref. [Becker et al., 2011] and for the haplogroup-1
lines in ref. [Hagmann et al., 2015].
5.16.1 Sequencing and short read processing
For both data sets, we sequenced one genomic and two replicate bisulphite libraries per
sample with 2x101-bp paired-end reads on an Illumina GAII instrument. Bisulphite
libraries were constructed from individual plants for the MA lines and from pools of
8-10 individuals per HPG1 accession. For transcriptome sequencing, we used three
biological replicates per HPG1 strain and produced 101 bp single end reads on an
Illumina GAII instrument.
SHORE [Ossowski et al., 2008] was applied for all filtering steps of the raw reads.
Following a similar approach as software provided by Illumina, it filters out reads that
contain more than 2 or 5 bases in the first 12 or 25 positions, respectively, with a base
quality of less than 3. In contrast to the Illumina software, it retains high-quality read
partners of filtered out reads (termed ‘single’ reads). Furthermore, reads harboring
10% or more of ambiguous base calls (‘N’ bases in the reads) were discarded. Bases
with quality less than 5 were removed from read ends up to the right-most occurrence of
two adjacent bases with quality above 5. I discarded reads trimmed to less than 50 bp.
A low complexity filter removed reads that contained less than three different 3-mers,
i.e. if a read consisted entirely of a single repeated nucleotide or dinucleotide. I chose
the filtering criteria relatively conservatively to retain as much sequencing information
as possible, and since high-error reads still get filtered out by the subsequent mapping
process.
5.16.2 Short read alignment
Next, I aligned the quality-filtered and trimmed reads using GenomeMapper (an
adapted version thereof for bisulphite-treated reads; see section 4.2), allowing for up to
10% of single-base-pair substitutions relative to the read length for both genomic and
bisulphite reads, and additionally for up to 7% of single-base-pair insertions or dele-
tions for genomic reads. In best-hit mode, GenomeMapper only reports alignments
with the least amount of mismatches for each read.
To discard putatively falsely mapping reads, a paired-end correction method com-
pared the distance between reads and their partner to the average distance between
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all read pairs and removed reads with abnormal distances (differing by more than
two standard deviations) if there was at least one other alignment of this read in a
concordant distance to one of its partner.
5.16.3 Determining high-quality positions
For each sample, base calls at all positions for genomic reads and read counts on all
cytosine sites for bisulphite-treated reads were obtained with SHORE ‘consensus’ or
SHORE ‘methyl’, respectively. SHORE ‘methyl’ focused the analysis only on uniquely
mapping reads and accounted for PCR duplicated reads (section 2.4.2). SHORE ‘con-
sensus’ required reads covered with their “core region” to call reliable genetic variants,
i.e. ignoring the first and last 10 read bases, as described in section 3.2.1.
SHORE ‘consensus’ and ‘methyl’ assign a quality score to each position measuring
the reliability of the base calls or read counts (see section 3.2.1, and Table S6 for the
scoring matrices that were used). To compensate for sporadic coverage or base quality
fluctuations across samples, I applied a flexible quality score cutoff scheme, following
the strategy of Cao et al. [Cao et al., 2011]. Assuming mostly conserved sequence and
methylation pattern between samples, if a high quality position is observed in at least
one sample, the quality requirement in all other samples can be lowered. Thus, I utilized
an upper quality bound of Q32, allowing at maximum one intermediate penalty, and
a lower of Q15, allowing no more than two intermediate penalties (see section 3.2.1).
This strategy increases the number of ‘trusted’ positions across samples and reduces
incidences of missing data.
5.16.4 Determining DMP clusters
I retrieved DMP clusters (DMCs) following the strategy described in section 4.5.1 and
used the criteria of ref. [Becker et al., 2011]: DMPs within 50 bp were merged for
each pairwise comparison into a sample-specific DMC and filtered by length (> 50
bp), minimum number of methylated sites (10) and differentially methylated sites (5).
Sample-specific DMCs were consolidated if they overlapped by 20% of their combined
length and if the methylation change was in the same direction compared to a reference
sample (3rd generation strains in the MA, and LISET-036 in the HPG1 data set).
5.16.5 Comparison of epivariation between HPG1 strains and
methylation-deficient mutants
The data from Stroud and colleagues [Stroud et al., 2013b] contain position-wise
methylation rates for each sample. I defined a single site as methylated in wild type
(WT) if both Col-0 samples Col WA034L3 and Col WB023L8 had a methylation rate
of 10% or higher, and if at least one of them is more than 20% methylated. I de-
clared a site in a mutant sample as having ‘lost’ methylation where the wild type was
methylated and the mutant showed a methylation rate of less than 10%. In contrast, a
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‘gained’ methylation site had less than 10% methylation in at least one of the WT sam-
ples and more than 20% methylation in the mutant. To assess if epigenetic variation
in the HPG1 lines is enriched at sites affected by impaired methylation machinery, for
each mutant, I constructed a set of positions, which were methylated in WT, covered
in the mutant sample (i.e. present with a rate in the mutant sample file), and which
were covered in the HPG1 and MA populations. A site was considered covered in a
population when more than half of the strains showed a high quality and a more than
3-fold covered base call (see section 5.16.3). For those positions and different subsets
thereof, the fractions of sites with gained or lost methylation in the mutant compared
to the wild type samples were plotted in Figure 5.16.
5.16.6 Data accessibility
All sequencing data have been deposited at the European Nucleotide Archive under
following accession numbers:
• DNA sequencing data of mutation accumulation lines: ERP000902
• DNA sequencing data of the haplogroup-1 lines: PRJEB5287
• RNA sequencing data of the haplogroup-1 lines: PRJEB5331
A GBrowse instance for DNA methylation profiles for the MA lines is available at
http://gbrowse.weigelworld.org/fgb2/gbrowse/ath methyl ma.
Methylome and transcriptome data for the HPG1 strains is available in a GBrowse
instance at http://gbrowse.weigelworld.org/fgb2/gbrowse/ath methyl haplotype1.
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Discussion
Today, DNA methylation changes are widely accepted as important contributors to phe-
notypic variation. These naturally occurring epimutations are often linked to genetic
variation (section 1.7.1). In the last two decades, numerous spontaneously occurring
and heritable epivariants have been identified (section 1.7.2). In addition, environmen-
tal signals are known to induce targeted, potentially adaptive epigenetic changes (sec-
tion 1.7.3), but there is a current debate on whether such acquired epimutations can be
stably transmitted to the progeny [Danchin et al., 2011, Boyko and Kovalchuk, 2011,
Bonduriansky, 2012, Pecinka et al., 2010, Paszkowski and Grossniklaus, 2011,
Hirsch et al., 2012, Heard and Martienssen, 2014] (section 1.7.3). Such transgen-
erational inheritance of acquired changes would implicate that the environment
exhibits a direct impact on evolution, circumventing classical natural selection.
Moreover, even genome-wide changes of the methylation landscape upon environ-
mental stress have been recently reported [Kovalchuk et al., 2003, Boyko et al., 2007,
Boyko and Kovalchuk, 2010, Verhoeven et al., 2010]. All these studies could not fully
disentangle the different sources of epivariation and usually did not identify the whole
range of genetic and epigenetic variation. Thus it has remained unclear how frequently
stochastic DNA methylation changes emerge genome-wide, and how strongly and
persistently natural environmental conditions impact the epigenetic landscape without
broad genetic confounding effects.
To obtain a rate of spontaneous epigenetic variation and to gauge the impact of the
environment on the epigenome over many decades, we have conducted detailed whole-
genome DNA methylation analyses at single-base-pair resolution of two A. thaliana
populations that each constituted a unique analytical framework to specifically assess
different sources of epigenetic variation. Investigation of genetically identical ‘mutation
accumulation’ (MA) lines that were raised in uniform and benign greenhouse condi-
tions over thirty generations ensured minimal genetic and environmental influences.
We found that spontaneously occurring pure epimutations emerge much more often
than random genetic mutations and that there are privileged genomic loci that ap-
pear to frequently switch their methylation state. The second population consisted of
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‘haplogroup-1’ (HPG1) accessions that had grown under natural conditions in North
America and had diverged only over the past few hundred years. While previous studies
typically exposed plants to single or few specific stresses, monitored DNA methylation
changes over only one or two generations after stress treatment, or analyzed genetically
distant accessions, we were able to gauge the impact of diverse and fluctuating envi-
ronmental conditions on the epigenome over a previously uncharted period of a few
centuries under minimal genetic influence. However, we found little evidence that the
environment has a broad and durable effect on the spectrum and accumulation rate of
epimutations in our A. thaliana strains.
Distinguishing the different sources of epigenetic variation requires knowledge of
the genome-wide genetic variation. To this end, I developed a sensitive method to
identify a wide range of classes of genome-wide genetic polymorphisms that facilitated
the detection of shared variants in the HPG1 population to test their association with
epigenetic differences. This concomitantly increased the accessible genome space for
DNA methylation analyses.
Finally, I introduced a novel approach to call regional methylation differences
(DMRs) between strains. Most previous methylation analyses in plants detected
regional epivariation based on significant differences at single sites, which increases
the multiple testing problem and restricts detected methylation differences to more
highly methylated CG sites. By contrast, the method described in this work used
sensitive statistical testing of whole regions allowing us to find more subtle methylation
differences. This revealed a more unbiased distribution of epigenetic variability along
the genome.
In this chapter, I will highlight selected aspects of the novel methods and discuss
the main findings that I presented in this thesis, before drawing conclusions and pro-
viding an outlook on further research avenues to better elucidate the pattern of DNA
methylation variability in plants.
6.1 An integrated pipeline to call genetic variation
Myriads of genetic variants have been identified in the last decades with the goal
of explaining the extensive phenotypic diversity in nature [Visscher et al., 2012,
Atwell et al., 2010]. Until today, most studies rely on rather short next-generation
sequencing reads and profile genetic variation using the resequencing approach. For
this data, reliable SNP calling is routinely performed, but the identification of larger
structural variants (SVs) has not reached a consensus or high quality level. How-
ever, SVs might play an equally important role as SNPs in shaping phenotypic traits
[Weischenfeldt et al., 2013, Saxena et al., 2014] and are a major source of epigenetic
variation (section 1.7.1). Available SV detection methods differ substantially in the
types and sizes of SVs they can predict and yield only a limited picture of the global
set of genetic variation [Mills et al., 2011, Lin et al., 2014].
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To enhance the detection of DNA sequence polymorphisms, I have presented a com-
plete workflow that combines the benefits of diverse genetic variation calling approaches
and that uses information about known or predicted variants from different samples.
It relies on short next-generation sequencing data and is suitable when whole-genome
assembly methods are infeasible due to read length, fragment size, coverage or cost
limitations. The strategy uses the resequencing approach to call variants on genomic
regions covered by uniquely mapping reads, and uses targeted de novo assembly and
multiple SV calling methods to span regions with absent or very low resequencing cov-
erage. The workflow consists of two major steps for each sample: the consolidation of
SV calls from different sources and the validation of a potentially population-wide set
of SVs by re-mapping reads.
Compared to most other methods that consolidate SV calls from different tools
(section 2.2.5), my workflow can integrate a user-defined set of SV callers without re-
striction on specific types or lengths of variants. Furthermore, some SV merging tools
report only the intersection of SV detection programs, which drastically reduces the
set of bona fide variants and the sensitivity, given the high false negative rate of SV de-
tection tools and the fact that identical SVs between different tools can have different
genomic coordinates. Other merging tools rely on overlapping genomic coordinates,
increasing the false positive rate, especially for more complex regions. To circumvent
these problems, the presented pipeline combines variants by comparing resulting hap-
lotypes for equivalence independent of genomic coordinates, which increases accuracy
and considers possible nearby polymorphisms at the same time.
Accounting for the high false positive rate of single SV detection tools, predicted
variants are validated by re-aligning reads to the reference genome and to the alter-
native haplotype sequences generated from shared but also tool-specific variants. This
enables the direct comparison of the read support for different alleles and the testing
for homozygosity, which reduces the detection of false positives. Moreover, it allows
the incorporation and validation of additional variants, such as known polymorphisms
or polymorphisms identified in other samples, which increases sensitivity by facilitat-
ing the detection of shared variants between closely related strains, like those of the
haplogroup-1 population.
Since the pipeline was designed to use tools that predict variants at base-pair reso-
lution, polymorphisms can be incorporated into the reference genome, thereby refining
it from iteration to iteration. This increases the number of variants and the chances
to detect complex variation.
A comparable approach was followed by Gan and colleagues [Gan et al., 2011], who
established 18 reference genomes of natural A. thaliana accessions by iterative rese-
quencing and also applied two different approaches to call genetic variation: resequenc-
ing and whole-genome de novo assembly. They mainly combined contradicting variant
calls by prioritizing insertions and deletions over SNPs, which were more often reported
by the assembly tool. By closely comparing the approaches, many unique features of
my workflow are apparent. The method presented in this work makes use of known
variant information in calling genetic variation (increasing sensitivity) and it generates
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a reference sequence based on multiple samples, which makes it suitable for analyz-
ing populations of strains. Instead of relying on a fixed number of a few approaches,
my pipeline can integrate a plethora of SV detection tools, which potentially enables
the detection of an enlarged set of variants of different types and lengths. Lastly, my
workflow includes (statistical) testing of different, contradicting alleles between sam-
ples rather than only one alternative allele per genomic region, which also enhances
sensitivity.
I applied the method on the near-identical mutation accumulation lines and com-
pared the variants to previously called polymorphisms that had been validated by
Sanger sequencing [Ossowski et al., 2010]. While the overlap of SNPs and short in-
dels was high, my pipeline did not call the four validated larger SVs, mainly due to
cross-mapping reads. This indicates that the pipeline is overly conservative in more
repetitive and complex regions, which may be explained by the different incentives
of this study compared to the previous MA line analysis. My pipeline accounted for
the high false positive rate of SV detection algorithms and was optimized using rather
stringent criteria to limit the number of false positives. By contrast, Ossowski and
colleagues used ∼500 Sanger-validated sequences to optimize their variant calling pa-
rameters especially for the calling of singleton variants, i.e. they were optimizing for
high sensitivity. The fact that 500 regions were sequenced might imply that there have
been around 500 candidate variants, of which 116 turned out to be true variants. I
roughly estimated that the false positive rate of the pipeline presented here is likely
well below 10%.
Limitations and further improvements
The presented method has two main limitations. First, it assumes homozygosity
throughout the whole genome because it was tailored to the analysis of A. thaliana,
which is homozygous throughout the genome. Variants called by different tools are
discarded if they overlap with the inner part of any resequencing read, and alleles are
explicitly tested for homozygosity. However, these two main criteria can be adapted to
be applicable for mating individuals. Omitting the resequencing coverage filter would,
however, result in the validation of much more variants in the branched reference se-
quence.
The complexity and size of the branched reference sequence constitutes the second
limiting factor and might render the pipeline applicable for only a moderately sized
population of rather closely related strains. The number of strains, their genetic
distance, the number of applied SV detection tools and their false positive rates all
increase the number of different alleles and combinations of nearby alleles that are
separately incorporated into the branched reference sequence. While the runtime is
assumed to be feasible for small genome sizes such as that of A. thaliana and given
the high performance of current short read aligners, it remains to be explored whether
the overly enlarged genome space to which reads are mapped might become especially
prone to cross-mappings. The total length of the branch sequences for the closely
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related 13 HPG1 strains already amounted to ∼10% of the A. thaliana genome.
A possibility of improving the pipeline is a more elaborate merging of SVs. While
the genetic variation pipeline prefers sequence evidence from the resequencing method
to other sources, it treats SVs from different SV callers equally and discards contradict-
ing haplotypes (unless there is a majority haplotype). A priority scheme for different
methods based on their unique advantages might further improve the accuracy of vari-
ant calling [Lin et al., 2014].
Moreover, besides combining different SV detection tools based on NGS data,
data from different sequencing platforms, such as from single molecule sequencing
technologies (see section 2.1.2), can be used at low coverage to assist SV calling
especially in complex repetitive regions, replacing (or improving) the de novo assembly
method of short reads in the pipeline. Strategies integrating different sources of
sequencing reads are now emerging (e.g., [Ritz et al., 2014, English et al., 2015]).
In summary, I presented a workflow for short second-generation sequencing data
that aims at both maximizing the identification of genetic variation and maintaining
a high level of accuracy for the analysis of groups of closely related strains such as
natural local populations. While improved sequencing and assembly technologies are
already on the market that easily allow the reconstruction of whole genomes and –
once broadly affordable – will supersede complex SV detection approaches in the near
future, the best option until that time might be the combination of a large number of
different genetic variation calling methodologies [Lin et al., 2014].
6.2 Bisulphite sequencing pipeline
Exploring the DNA methylation landscape has become both increasingly popular and
feasible in recent years. Epigenetic changes are involved in short-term phenotypic plas-
ticity and might also contribute to phenotypic variation in the long run. Analyzing
the whole-genome DNA methylation pattern using the state-of-the-art next-generation
sequencing technology, however, imposes several computational challenges, from han-
dling large data over corrections of several biases to sound statistical testing.
I have presented a comprehensive pipeline to statistically detect DNA methylation
as well as differential DNA methylation signatures for NGS data from plant genomes.
Identifying methylated cytosines mainly follows the best practice for WGBS-Seq data,
while the unique advantage of my workflow is the application of a coverage-dependent
incomplete bisulphite conversion rate, which decreases the false positive rate of methy-
lation calls.
The pipeline employs Fisher’s exact test to call differentially methylated positions,
which is the most commonly used approach to call DMPs in plant studies. While
this test might report considerable false positive DMPs, as it does not incorporate
biological variance and only allows for a low sampling variance, tools that remedy this
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disadvantage by relying on beta-binomial models have not been widely applied beyond
proof-of-principle studies and were designed for human data, thus only accounting for
CG methylation. Moreover, it remains to be shown in objective analyses that they
accurately estimate per-site methylation level distributions based on (usually very)
few biological replicates only [Robinson et al., 2014].
Novel DMR detection approach
The main novelty of the WGBS-Seq pipeline in this work is a unique approach to call
differentially methylated regions that consists of two main steps and differs in many
aspects to previously reported methods. Rather than relying on arbitrarily pre-defined
regions (e.g. tiling regions, annotation features, CpG-rich regions) and independent of
DMPs and user-specified DMP merging criteria, the workflow first identifies methy-
lated regions (MRs) in an unbiased and informed manner by an unsupervised Hidden
Markov Model (HMM) that is trained on genome-wide methylation data. The method
was tailored to human methylation data and I adapted it to the more complex plant
methylation pattern, mainly by handling the different sequence contexts separately.
The validity of the resulting MRs was demonstrated by the high overlap to enriched
methylated regions determined by an independent experimental approach (MeDIP-
Seq; section 5.9). The HMM incorporates information from lowly covered sites and
does not require a minimum per-site read depth. While an HMM was already applied
to call hypomethylated regions in a study of the (largely methylated) maize genome
[Regulski et al., 2013], no specific details of the implementation were given and no
biological conclusions or further analyses like DMR calling were made.
The second analysis step is the statistical testing of MRs for differential methylation
in pairwise sample comparisons. The statistical test employs the currently widely used
beta binomial strategy that models the within-sample and between-sample variance of
methylation rates, thus accounting for read depth fluctuations and biological replicate
data to increase specificity. To my best knowledge, it has not yet been applied in any
other plant study. In contrast to most available software packages, we apply the test on
regions rather than on single positions only. This strategy, together with analyzing only
the methylated space of the genome, heavily reduces the number of multiple testing
corrections and ensures a high level of statistical power. Focusing on regions further
enhances sensitivity for regions of weak methylation differences or of low sequencing
coverage. Two available tools also directly test regions rather than single sites using
beta binomial models [Hebestreit et al., 2013, Park et al., 2014], but they only account
for CG positions in the genome and rely on pre-defined regions.
Lastly, another unique feature of my pipeline when studying a small number of
samples is that it includes a method to classify samples into groups based on all pairwise
significance tests and thus provides a way to determine epiallele groups without relying
on an arbitrary reference strain.
The improvements of my DMR detection strategy over different other DMR detec-
tion approaches are summarized in Table 6.1.
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Table 6.1: Comparison between my novel approach to detect differentially methylated re-
gions (DMRs) to previous methods. DMP: differentially methylated positions.
DMR calling approach Improvements of my pipeline over approach on the
left
DMP-based
without testing regions:
[Lister et al., 2009,
Qian et al., 2012,
Chodavarapu et al., 2012]
with testing regions:
[Calarco et al., 2012,
Ausin et al., 2012,
Hodges et al., 2011,
Schmitz et al., 2011,
Ziller et al., 2013]
• reduced false positive rate compared to set of references
(on the left) that do not perform statistical tests of regions
• improved statistical power by drastically reduced number
of statistical tests
• no need for arbitrary DMP merging criteria or pre-
knowledge about DMR lengths
• less biased towards (highly methylated) CG sites
• possible to detect weak regional methylation differences
(e.g. without harboring DMPs)
• information of low-coverage sites used by testing whole
region
• more sensitive test accounting for broader variances and
biological replicates (beta binomial-based)
Whole-genome tiling
regions and statistical
test (Kruskal-Wallis,
Fisher, chi-square)
[Lister et al., 2011,
Stroud et al., 2013b,
Stroud et al., 2013a,
Yu et al., 2014,
Regulski et al., 2013]
• improved statistical power by reduced number of statisti-
cal tests
• informed selection of regions (by HMM)
• more sensitive test accounting for broader variances and
biological replicates (beta binomial-based)
Beta binomial-based
test on regions
(pre-determined regions
and test on CGs only)
[Hebestreit et al., 2013,
Park et al., 2014]
• de novo detection of regions for testing
• context-specific testing (suitable for plant methylation
data)
Exclusion of low-coverage
sites and DMR reporting
for each pairwise
comparison only
[most, if not all, DMR
detection methods]
• improved specificity (lower false negative rate)
• less biased towards more highly covered regions
• reporting epialleles by grouping samples
As there is neither a gold standard nor a stand-alone DMR detection software for
plant methylation data, I compared the DMRs of my novel method to those obtained
by the most widely used approach in plant epigenetic studies that relies on clustering
DMPs by genomic distance (DMCs). The DMRs of my novel strategy showed a dif-
ferent distribution along the genome that largely followed the overall distribution of
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methylation. Furthermore, it detected more differences in lowly methylated CHG and
CHH sites that are hardly identified with DMP-based methods. In contrast to DMCs,
the identified DMRs contained fewer DMPs and less often overlapped with genic re-
gions. Although DMCs therefore have higher chances to affect gene expression, we did
not find examples of negative correlations between differential methylation and gene
expression in regions covered by DMCs but not by DMRs, which indicates that DMRs
might capture most biologically meaningful methylation changes.
A common problem in quantitative studies is to gauge biological significance from
statistically significant results. Large read counts in a region due to high sequencing
depth or a high number of cytosines can result in a highly confident estimate of the
methylation rate. Thus, tiny methylation differences are more likely called significant.
This is why quantitative studies typically use additional, arbitrary filter criteria to
select the most obvious differences. In the presented pipeline, I require non-overlapping
confidence intervals of the beta binomial distributions between two samples for DMRs
(section 4.6.3) and a minimal three-fold change of the mean methylation rates for the
identification of hDMRs (section 4.6.5).
However, it is largely unexplored whether and to which extent subtle differences
are biologically relevant. A promising way to shed more light into this area is the
sequencing of DNA from single cells, which will allow comparing binary methylation
states (see section 6.4).
Runtime and scalability
Despite having applied the DMR pipeline solely on the two A. thaliana populations
described in chapter 5, I expect that it is suitable for other data sets as well. The
runtime of the HMM to detect methylated regions scales linearly with an increasing
number of cytosines (Figure S14). For larger genomes such as those of crop species, the
performance can be enhanced if the HMM is applied on each chromosome in parallel,
when chromosomes are comparable in length to the whole A. thaliana genome to ensure
a sufficiently large und unbiased training data set.
The step in the DMR pipeline that selects regions for testing operates independently
on genomic regions separated by unmethylated space across samples (‘methylation
islands’, section 4.6.2). The runtime of this method depends on the number of MRs
with different coordinates within methylation islands, since the combinations of all
start and end coordinates of MRs determine the set of regions to analyze. The number
of combinations might become infeasible for a (large) population of samples exhibiting
long methylation islands and many different, short MRs. However, such situations
might be rare. Additionally, the filter steps prevent ‘similar’ regions from duplicate
testing. Thus, I deem it likely that this step of the DMR pipeline is computationally
feasible for many data sets.
By contrast, the statistical test of the regions requires extensive computation time
due to the complex numerical optimization and is only feasible with high paralleliza-
tion even for small sets of samples. Furthermore, the tests are performed for each
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pairwise sample comparison. The number of pairwise comparisons grows quadratically
with the number of samples and thus quickly becomes infeasible. To reduce pairwise
comparisons, a reference strain can be selected to which all other strains are compared,
resulting in a linear increase in the number of pairwise tests.
However, analyzing a large set of samples increases the multiple testing problem.
Thus, for hundreds or thousands of samples, pre-filtering of the most promising can-
didate regions can be performed, based for example on absolute methylation rate dif-
ferences, as similarly done for the detection of DMPs [Seymour et al., 2014]. Alterna-
tively and maybe most efficiently, since the HMM statistically classifies methylated and
unmethylated regions, it might be sufficient to define DMRs as regions that are in a
different state between samples without explicitly testing for their difference. However,
this brings along the problem of determining a unified set of regions across samples
and identifies solely presence/absence methylation differences.
Limitations and further improvements
Besides the limited scalability of the presented DMR detection method in its cur-
rent implementation, it also restricts the analyses on completely homozygous samples.
Thus, it cannot detect imprinted loci [Gehring, 2013] or the whole spectrum of differ-
ential methylation in outcrossing species or in hybrids of different strains. Accounting
for allele-specific methylation requires the distinction of the read set into two groups
based on linked genetic variants [Chodavarapu et al., 2012], or based on two differ-
ent methylation patterns, each of which nearly represents half of the complete data
[Fang et al., 2012, Peng and Ecker, 2012].
The method to call methylated regions can be extended to explore the methylation
pattern further. While the output is deemed to be highly accurate, as most strikingly
documented by the high overlap of the HMM-based MRs with methylated domains
retrieved by MeDIP-Seq, the use of only two states (methylated/unmethylated) might
represent an oversimplification of the real methylation profile in plants. Since methy-
lated genes contain exclusively CG methylation, interspersed unmethylated CHG and
CHH sites might prevent the calling of methylated regions at these loci, as the HMM
considers all sequence contexts in combination. Thus, a possible and feasible adapta-
tion of the HMM to potentially better represent the plant methylation landscape would
be to model a third state that represents gene body methylation. This might lead to
the identification of more DMRs within genic regions and might result in a higher over-
lap between DMRs and DMCs. Along these lines, modeling even more states might
detect additional, so far ‘hidden’ methylation patterns.
Although the statistical test accounts for technical and biological variance, it could
also incorporate the incomplete bisulphite conversion rate as an additional source
of variation. However, by comparing regions rather than single positions, this bias
might be better compensated for, given similar per-sample false methylation rates.
Moreover, a mathematically sound incorporation into beta binomial models remains
to be shown. Although the software BEAT accounts for false positive and false
– 127 –
6.3. Short-term evolution of DNA methylation
negative conversion rates in approximating methylation levels, it uses a simplified bi-
nomial model and does not propose a method to compare samples [Akman et al., 2014].
In summary, this work introduced a novel approach to call differentially methylated
regions, which reduces the setting of largely arbitrary parameters as much as possible.
While previous epigenetic studies employed rather simple (statistical) strategies, the
presented method detects DMRs in an informed and more unbiased manner using latest
sequencing data. Thus it might serve as a basis for more elaborate statistical methods
in future methylation studies.
6.3 Short-term evolution of DNA methylation
By applying the previously discussed methods, I analyzed the whole-genome pattern of
genetic and epigenetic variation in two A. thaliana populations to explore the spectrum,
rate and possible sources of naturally occurring DNA methylation changes over short
evolutionary time periods.
Low mutation and high epimutation frequencies
Genome sequencing of the MA and HPG1 strains revealed low genetic diversity within
each population. I determined an emergence rate of approximately one DNA mutation
per line and generation in the MA lines, which was slightly higher than that reported
in a previous study on these lines [Ossowski et al., 2010]. This can be explained by
the longer read lengths and higher read depths in our study. In the HPG1 population,
I identified only around 2,000 segregating genetic variants, underlining its suitability
as a near-isogenic “natural mutation accumulation line”.
Intriguingly, methylome analyses of both populations revealed many orders of mag-
nitude more naturally occurring DNA methylation changes at single sites (DMPs) than
genetic mutations. However, only a small fraction of them was arranged in dense ge-
nomic regions, and the frequency of these DMP clusters (DMCs) was comparable to
the rate of DNA mutations. The differentially methylated regions (DMRs) identified
by the novel and more sensitive approach presented in this work (chapter 4) emerged
at an intermediate rate between those of DMPs and DMCs.
Hence, changes of DNA methylation state occur frequently during even a few gen-
erations and are largely independent of genetic variation. This high scale of epige-
netic variation in the MA population was in strong concordance with an independent
study that independently performed methylome analyses on a subset of these MA lines
[Schmitz et al., 2011].
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Stable TE and less stable genic DNA methylation
The different approaches to call variable methylation revealed rather distinct distri-
butions of DNA methylation changes in the genome. While DMPs and DMCs were
mainly found in genic regions on chromosome arms, DMRs preferentially located in
and around the centromere, in regions that are largely devoid of genes and rich in
transposable elements (TEs). Although many DMRs were found in TEs, all types of
epimutations were underrepresented in TEs and overrepresented in genes. Thus, vari-
able DNA methylation occurs disproportionately outside of TEs, suggesting that the
latter are stably maintained in a silent state to potentially prevent their transcription
or spreading, whereas fluctuating methylation in genes is more common.
While this is consistent with previous reports [Vaughn et al., 2007,
Zhang et al., 2008, Schmitz et al., 2011, Schmitz et al., 2013a], whether this re-
flects an actual biological phenomenon or is influenced by the bias of preferentially
detecting differential methylation at CG sites remains unresolved. Compared to
methylated CHG and CHH sites, which are almost exclusively contained in TEs
and intergenic regions, methylated CG sites, prevalent in genes, usually have high
methylation levels, which increase chances of calling significant differences. My novel
DMR detection method identified much more CHG- and CHH-methylated regions
that exhibited weaker methylation differences than those detected by DMP-based
approaches. That the bias towards higher variability in genes still existed for the
detected DMRs supports the hypothesis of higher TE methylation stability. However,
the method was still conservative, since a clustering of invariantly methylated regions
also showed systematic differences between the haplogroup-1 strains, albeit less
pronounced as for the clustering of DMRs.
Regardless of this uncertainty, my novel DMR detection method revealed that CHG
and CHH methylation is almost exclusively organized in densely methylated, consec-
utive regions in and around the centromere. By contrast, constitutively as well as
variably methylated CG sites within genes are sparsely distributed, which is the reason
that they are less often included in (differentially) methylated regions. Thus, variability
of DNA methylation in plant genes often affects isolated cytosines.
The mechanisms leading to gene body methylation as well as to its variance are
still unclear, e.g. whether gene body methylation is simply the consequence of tran-
scription (section 1.4.1), or to what extent DMPs in genes are a readout of epigenetic
changes other than DNA methylation (section 1.4.2). Similarly, the biological rele-
vance of highly variable CG methylation in genes remains elusive: We observed only
few correlations between differential methylation (DMRs and DMCs) and gene expres-
sion in our analysis of the HPG1 lines, and no such correlations in sparsely methy-
lated genic regions that were overlapped by DMCs but not DMRs. On the other hand,
methylation of homologous genes is in general evolutionarily conserved between species
[Zemach et al., 2010, Takuno and Gaut, 2013, Seymour et al., 2014]. One interpreta-
tion of these findings would be that epivariation at single sites is tolerated as long as
the gene is globally methylated to a specific extent.
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Frequent reversions of epimutations
We found that epimutations that have accumulated over thirty generations were suf-
ficient to separate the MA lines into early and late generation strains, as well as into
groups of replicates. This implies that a fraction of seemingly random DNA methy-
lation changes are transmitted across generations, which is also supported by many
studies that identified natural epialleles (section 1.7.2).
However, by comparing the frequency of epimutations between MA lines that were
separated by different numbers of generations from each other, we found that DNA
methylation changes accumulated sub-linearly over time. This indicates that many
of them were not stably inherited over the long term, and that loci reverted their
differential methylation status to an initial state. A striking illustration that rever-
sions even occur in larger regions from one generation to the next – thus without going
through gradual, intermediate states – was our observation of a region that had become
demethylated after 31 generations, but was re-methylated in the following generation.
This constitutes a profound difference to DNA sequence mutations, where reverse mu-
tations are exceedingly rare.
Similar epimutation rates in greenhouse and nature
Given the century-long exposure to natural environments and the absence of large-
scale genetic variation, we deemed the HPG1 population suitable to test whether the
environment has a broad and durable impact on the accumulation rate of epialleles.
To assess only the heritable fraction of epigenetic changes, we grew the accessions for
two extra generations in the greenhouse after collection at the natural sites. This also
ruled out potential parental effects, which can induce epigenetic changes in immediate
offspring. In light of the high responsiveness of the epigenome to environmental cues
and of reports claiming a long-lasting epigenetic memory (section 1.7.3), this unique
natural experiment allowed us to clarify whether long-lived epimutations accumulate
at higher frequency in nature than in the greenhouse.
In contrast to this assumption, we found that the epimutation rate under natural
growth conditions did not substantially differ from that in a benign greenhouse envi-
ronment, although the rate in the HPG1 strains was slightly underestimated (section
5.8). Moreover, polymorphisms accumulated sub-linearly in both situations due to
frequent reversions.
Given the commonly reported immediate but transient methylation changes upon
environmental triggers (section 1.7.3), the extent of epigenetic variation would most
likely have been higher if we had sequenced field-grown individuals directly. However,
most of the DNA methylation changes do not seem to be heritable. In fact, the vast
fraction of the methylated genome space in the HPG1 strains was predicted to be
invariant (97%), i.e. devoid of DMRs. Notably, a very similar fraction of the genome
was invariant in the MA lines. Although the DMR calling was slightly conservative,
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these findings do not support a whole-genome effect of century-long exposure to a
natural environment on the epigenome.
Little evidence for heritable local adaptations
Although we did not identify a global effect of the environment on the epigenome,
there might be local adaptations. Environmentally induced epivariants have been
proposed to be more often adaptive than random genetic variants, and to be po-
tentially stably transmitted to following generations [Boyko and Kovalchuk, 2011,
Danchin et al., 2011, Bonduriansky, 2012, Jablonka, 2013]. Thus, they should be
found in the HPG1 population. To assess how many heritable epimutations might
have phenotypic consequences in the HPG1 strains, we scanned for correlations
between variably methylated regions and differentially expressed genes (DEGs),
determined by transcriptome sequencing.
Strikingly, we found very few differentially expressed genes and thus little overlap
between variable methylation and gene expression, independent of the approach to
detect differentially methylated regions. We identified only two cases of evident neg-
ative correlation between DMRs and DEGs, and these genes were involved in disease
resistance and pathogen response. Since these changes were consistent between strains
from the same sampling location, this could indicate the presence of local adaptations
related to the habitat. The fact that the relative fraction of HPG1-specific variably
methylated regions overlapping with genes was higher compared to that of MA-specific
DMRs could increase chances for the presence of adaptive epigenetic changes, but we
explain this difference by an increased proportion of accessible sites in genes for the
HPG1 population (section 5.13).
However, the low incidence of differentially expressed genes and the general lack of
both phenotypic differences and correlation between methylation and gene expression
changes suggest that epimutations are mostly neutral in nature, and thus comparable
to genetic mutations. Hence, most transcriptional differences in the HPG1 population
seem to be either due to cryptic associations with DNA methylation, due to epigenetic
changes other than DNA methylation, or independent of epigenetic marks (e.g. due to
DNA mutations). Thus, our analyses have revealed little evidence for large-scale and
durable epigenetic differentiation that might have been induced by the variable and
fluctuating environmental conditions experienced by the HPG1 accessions since they
separated from each other.
The epigenetics community does not agree on whether local adaptations are more
likely expected in short-lived plants like A. thaliana or in longer-lived species. On
the one hand, one can argue that the need for epigenetic adaptations is higher in this
“extreme inbreeding” plant because of lower genetic variation compared to outcrossing
species [Tricker et al., 2012], or that the progeny of short-lived plants like A. thaliana
is likely exposed to the same environments at similar locations, given the limited “seed
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dispersal range” [Boyko and Kovalchuk, 2011]. On the other hand, environments
frequently fluctuate, and it might not be beneficial to inherit adaptations to short-term
growing conditions. A memory effect might even be less advantageous with increasing
instability of the environmental conditions [Furrow and Feldman, 2014]. Investigating
epigenetic inheritance in perennial plants would be an interesting avenue for further
research, as they might record longer periods of climate. However, the long growth
periods largely hamper controlled studies in these systems.
Obviously, a more direct method to identify correlations between stresses and in-
duced epigenetic effects would be to perform experiments under controlled conditions.
Indeed, the exact environmental conditions the haplogroup-1 accessions have been ex-
posed to at their sampling sites are unknown, and the data provided by nearby weather
monitoring stations only give a coarse overview of temperature and precipitation con-
ditions. However, this data demonstrated the variability of the environment between
the different sampling locations. Given the near-isogenic architecture of the HPG1
strains, we were able to test whether the entirety of all varied natural influences over
more than 100 years leaves an epigenetic memory footprint, which represents a time
period that has not been analyzed yet and could not have been achieved in a controlled
greenhouse experiment.
Privileged loci of epigenetic variability
Irrespective of the methods to detect differential methylation, we found that variable
single sites as well as regions were frequently shared between independent strains in
both the MA and HPG1 data sets. In addition, the overlap of epivariation between
both populations, as well as between accessions that diverged hundreds of thousands
of years ago, was much higher than expected by chance, despite having experienced
varied environmental conditions of different variability, and despite different genetic
backgrounds. This suggests that there are loci in the A. thaliana genome that are
privileged for DNA methylation changes.
We identified variable positions in the HPG1 population that overlapped more
often with polymorphic sites between closely related MA lines than between MA lines
separated by many more generations. Thus, there might be two classes of epimutations.
One of these includes ‘highly labile’ sites that have a high mutation frequency and that
are independent of the genetic background. These are therefore more likely found in
different populations. By contrast, the other class contains more stable sites of lower
epimutation rate that are less likely shared between populations.
The ‘highly labile’ sites likely derive from imperfections of the CG methylation
maintenance machinery in A. thaliana, as almost all epimutations in CG methylated
regions were hypomethylated in plants deficient for the main components of this path-
way (MET1, VIM1-3). Error-proneness of the CG maintenance system might be com-
mon to a certain extent [Genereux et al., 2005, Fu et al., 2010], as also indicated by a
study in Arabis alpina that discovered a putatively strongly decreased symmetrical CG
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methylation maintenance [Willing et al., 2015]. However, the mechanisms that lead to
the distinction into the proposed two classes of epimutations remain to be elucidated.
Speculative hypotheses would be that metastable loci are more accessible to DNA
methylases and glycosylases, or that loci that are more stably maintained are more
strongly reinforced by other epigenetic marks such as histone modifications. Lastly,
different DNA methylation pathways might have compensatory roles at more stable
loci, e.g. in heterochromatic regions in which small RNAs and chromatin remodelers
might contribute to maintaining methylation.
DNA methylation variation is overwhelmingly linked to genetic
variation
DNA sequence changes are known to have a major effect on the epigenome (section
1.7.1), and we asked how much of the epigenetic variation in the haplogroup-1 popu-
lation is either caused by, or stably co-segregated with genetic differences. We found
that HPG1-specific highly differentially methylated regions (hDMRs) were more often
linked to genotype variation than regions that were variably methylated in both the
HPG1 and MA populations. Although we found only a single case of direct linkage of
clustered DNA mutations with a methylation change in the HPG1 population, almost a
fifth of the HPG1-hDMRs were highly associated with genome-wide genetic variation,
as determined by a statistical approach used in genome-wide association studies.
Maybe the only other estimate of how many regional epimutations are associated
with genetic variants based on a whole-genome level was performed by a study that
analyzed 140 natural, distantly related A. thaliana strains from throughout the native
worldwide habitat [Schmitz et al., 2013b]. Using a different methodology from that
used in our study, Schmitz and colleagues estimated that ∼35% of variably methy-
lated regions were largely associated with genetic variation in trans (they only found
associations for regions exhibiting methylation in all three sequence contexts).
As these numbers likely represent underestimates due to missed genetic variation,
they indicate the potential the genotype might have in shaping the DNA methylation
profile. On the one hand, more associations could be identified by improved de novo
assemblies or sequencing technologies that will reveal a more complete picture of ge-
netic variants, especially in TE-rich (peri)centromeric regions. Furthermore, advanced
association methods, that could potentially take biological replicates or even siRNA
compositions into account, might prove beneficial in further studies to explore the ge-
netic impact on the epigenome. On the other hand, identifying the complete set of
correlations between genetic and epigenetic changes might be close to impossible be-
cause of the finding that altered DNA methylation states can be propagated even when
the inducing genetic event is lost [Teixeira et al., 2009, Cortijo et al., 2014]. Moreover,
DNA mutations in methylation machinery components can lead to a multitude of epi-
genetic changes [Stroud et al., 2013b, Shen et al., 2014, Willing et al., 2015], which is
difficult to detect for association methods.
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DNA methylation reflects population structure
Finally, we asked whether the general methylation pattern was different from the
global genetic variation pattern. Hierarchical clustering based on variable methyla-
tion did not segregate the halogroup-1 lines into evident geographical clusters, similar
to the clustering based on genetic variation. The few generations that separated the
MA lines from each other were sufficient to reflect the pattern retrieved by hierar-
chical clustering based on DNA sequence changes. We conclude from this that the
methylation pattern recapitulates genetic relatedness and that epimutations therefore
accumulate like a molecular clock, and thus comparable to DNA mutations. This
finding is in line with studies that show an increasing epigenetic divergence of dupli-
cated genes with evolutionary age [Keller and Yi, 2014] and a gradual accumulation
of DNA methylation changes from generation to generation, following a genetic event
[Mar´ı-Ordo´n˜ez et al., 2013, Silveira et al., 2013].
We observed that the geographic outlier LISET-036 from Long Island was the most
different strain when clustering variably methylated regions (mainly due to differential
CHG methylation). This strain also showed the highest number of DMRs unique to
a single accession, despite being genetically no more diverged from the last common
ancestor of HPG1 than the other strains. However, we found no clear evidence of
genome-wide adaptive signatures: neither were LISET-036 specific regions of differen-
tial methylation in and near genes enriched for GO terms with an obvious connection
to environmental adaptation, nor were there overlapping differentially expressed genes
(section 5.15).
In light of the findings that epimutations arise frequently, but are mostly neutral
and largely reflect the genetic distance, the conclusions of many studies using the
MSAP method to detect methylation differences (section 2.3) might have to be put
into perspective. Relying on data of a few hundred loci only, these studies find that
epigenetic variation is larger than genetic variation and that samples can be better
separated by habitat based on epigenetic rather than genetic markers, from which the
authors infer the existence of frequent adaptations to different environmental condi-
tions. Although these analyses are mainly performed in perennial plants, which might
more likely accumulate local adaptations compared to annual plants like A. thaliana, it
remains to be shown that the whole-genome epigenetic profile does not simply mirror
the genome-wide genetic pattern.
Conclusions
Our analyses revealed that spontaneously occurring DNA methylation changes at sin-
gle sites are much more frequent than random genetic mutations, while changes at
extended clusters or regions of methylation were only moderately more frequent than
DNA mutations. Although pure epimutations showed contrary characteristics com-
pared to DNA mutations in that they are short-lived and seem to occur at privileged
genomic loci independent of environment or genetic background, they appear to be
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mostly neutral and reflect the genetic distance between strains, like genetic mutations.
In addition, epigenetic variation did not accumulate at a faster rate in diverse natural
environments than in uniform and benign greenhouse conditions.
These findings lead to the conclusions that heritable epigenetic variants accumulate
rather as a function of time than as a consequence of rapid local adaptation caused by
environmental signals, and that environment-induced DNA methylation changes are
mainly short-lived and rarely – if at all – contribute to heritable epigenetic variation.
This study challenges recent reports claiming wide-spread heritable (and whole-
genome) effects of environmental cues on the methylome. Our findings suggest that
epimutations likely do not play a major role in evolution for A. thaliana, although we
cannot rule out a limited number of subtle adaptive DNA methylation changes that
are linked to specific growth conditions. It will be important for future studies that
investigate the evolutionary role of the environment in durably shaping the epigenetic
landscape to take into account the reversion rate of epimutations I have reported in
this study. This high rate implies that most epialleles might not become subject to
Darwinian selection. Furthermore, these studies need to profile the whole range of
genetic mutations to rule out confounding genetic sources and use rigorous and sensi-
tive statistical tests for differential methylation. My workflows to detect genetic and
epigenetic variation might serve as an orientation for future studies.
6.4 Outlook
To better gauge the different contributions of stochastic, genetic and environmental
factors to epigenetic variation in future research, I can envision several avenues of
future research.
A valuable extension of our mutation accumulation line study would be to investi-
gate the methylomes of even more lines, at best in consecutive generations, to retrieve
a more accurate estimate of the emergence rate of epimutations as well as to more
precisely estimate the set of positions that spontaneously fluctuate in their methyla-
tion states over time. Alternatively, the set of ‘highly labile’ sites could be refined by
investigating methylation variation across many replicates of the same sample raised
under uniform conditions. This might result in a clearer distinction of labile and more
stable sites to spur exploratory analyses of possible sources of methylation instability.
Besides interrogating DNA methylation, further analyses need to go hand in hand
with elucidating the interplay of all epigenetic players, including histone modifications,
small RNA compositions or the positioning of nucleosomes to enhance our knowledge
about epigenetic variation. Such integrated analyses are necessary to address the ques-
tion whether, or which subset of DNA methylation marks are solely secondary effects
following transcriptional, RNA-based or chromatin-level alterations.
Obviously, controlled stress experiments will reveal the direct influence of a specific
environmental condition on the epigenome. However, to prove heritability of induced
methylation changes, studies need to be designed to disprove the involvement of other
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factors of epigenetic variation and sources of short-term epigenetic inheritance, such as
parental effects. The latter can be achieved by monitoring epigenetic profiles over many
following generations. Additionally, it might hamper our current understanding of the
genetic source of epigenetic changes that we know least about the genetic variation of
the most highly methylated regions in eukaryotic genomes: transposable elements and
repetitive sequences. Thus, epigenetic studies need to be accompanied by the genome-
wide detection of the entire genetic variation. I presented a pipeline to identify a wide
range of DNA mutations, but it still suffers from the incomplete view on the genome
that short reads can afford. Newer sequencing technologies such as the PacBio or
nanopore single molecule sequencing technologies (section 2.1.2) are capable of produc-
ing reads in the kilobase-pair range and yield consecutive sequence information that can
span long repetitive genomic regions [Huddleston et al., 2014, Krsticevic et al., 2015].
Already to date, these long reads assist in upgrading whole-genome de novo assem-
blies to a higher quality finished state, but further improvements in accuracy and read
length promise to ultimately allow the identification of the complete set of genetic
differences between strains. In combination with further advancements of tools that
determine associations between genetic and epigenetic variants, this will enhance our
understanding how many epimutations are linked to, or caused by DNA mutations.
The computational analysis of DNA methylation variation will benefit from
more complete reference genomes as well, but will have to be advanced to a care-
ful and sophisticated handling of repetitive sequences. Due to the kilobasepair-
long reads, single molecule sequencing technologies can greatly facilitate methylation
analyses in complex regions, and they are additionally able to distinguish methy-
lated from unmethylated cytosines on the fly without pre-treatment of the DNA
[Flusberg et al., 2010, Branton et al., 2008]. Omitting chemical conversion and PCR
amplification steps that are associated with biases of current sequencing platforms such
as the GC bias in Illumina sequencing has the potential to greatly enhance the techni-
cal quality of methylation calling, if the accuracy of identifying base modifications of
these technologies will be reasonably high. Longer reads will furthermore enhance the
elucidation of allele-specific methylation patterns.
A further leap forward in increasing our knowledge about epigenome vari-
ability constitutes single cell sequencing (section 2.1.2) [Kantlehner et al., 2011,
Smallwood et al., 2014, Guo et al., 2014]. Most previous studies sequenced cell mix-
tures, but this setting does not allow distinguishing whether a small change in methy-
lation level results from a small, homogeneous change across all cells, or from a large
difference in a subset of cells only. Single cell sequencing will elucidate the scope of cell-
to-cell variability and better measure the inherent noise in the epigenetic machinery.
It will answer more detailed questions, e.g. why transposable elements rarely feature
100% methylation (in the CHG and CHH context in plants). This will determine
whether single sites in TEs across a tissue are as fluctuating as sites within genes be-
tween individuals, or whether TEs are completely methylated in a small subset of tissue
cells only. More importantly, single cell sequencing will enhance our knowledge about
inheritance mechanisms of DNA methylation marks by sequencing individual germ
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cells, and will help localizing possible subparts of a tissue that expresses responses to
environmental cues.
Since methylation data derived from single cells should take values close to 0%,
50% and 100% for diploid organisms, it seems to make statistical testing obsolete
for pairwise cell comparisons. However, the yet unknown technical variance as well
as stochastic biological variance, or the chance sequencing of rare cells will introduce
uncertainty and might necessitate the sequencing of multiple cells, thus leading to
quantitative measurements again [Kantlehner et al., 2011]. Hence, analysis tools like
that presented in this work might still be applicable for this kind of data.
In summary, progress in the molecular characterization of the epigenetic machinery
systems, in the sequencing technologies and in the computational analysis of genomics
and epigenomics data are underway and will enlarge our understanding of the mecha-
nisms of epigenetic variation and epimutation stability in the near future. Until now,
it seems the Modern Synthesis still holds without restrictions, but it will be excit-
ing to follow whether advances in these fields will lead to the discovery of sporadic,
unambiguous cases of transgenerational inheritance of acquired traits in nature.
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Figure S1: Recent temperature histories of samples. Local temperature data
was calculated from National Climatic Data Center (NCDC) Global Summary of Day
(GSOD) data. Collection locations were matched to the closest weather station (distance
in km) with < 5% missing data for five years prior to the collection date. Daily tem-
perature range (dark bars) and means (white points) of 330 days prior to the collection
date, such that late year data reflect temperature ranges of the previous year. Five-year
temperature ranges (light bars) and means (white line) indicate longer-term temperature
variability. Different collection dates and locations both contribute to different means
and variance of recent temperatures experienced by samples.
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Figure S2: Recent precipitation histories of samples. Cumulative (from January 1)
liquid precipitation at the weather stations closest to each collection site (distance in km),
retrieved as for Figure S1. Black lines show yearly histories for five years prior to collection,
the thick black line indicates the cumulative history of the previous 330 days. Blue line shows
the LOESS estimate of mean precipitation accumulation over a year.
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Figure S3: Magnification of the central area of the phylogenetic network in Figure 5.4A.
Numbers indicate bootstrap confidence values (10,000 iterations).
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Figure S4: Phenotypic variation in the haplogroup-1 lines. Correlation of genetic
distance, represented by the number of SNPs per pairwise comparison, and difference in leaf
area at 21 days after germination.
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Figure S5: False methylation rates. False methylation rate (FMR) estimates and cover-
age bins from reads mapping to the chloroplasts for individual libraries of the (A) mutation
accumulation lines and (B) haplogroup-1 accessions. *, **: strain for which FMR is above
5% and 6% for the lowest coverage bin (up to 5x), respectively.
– 142 –
Supplemental Figures
B
C
0.0
0.2
0.4
0.6
0.8
1.0
R
el
. m
et
hy
la
tio
n 5mC
0 0.5 1
CG
0 0.5 1
CHG
0 0.5 1
0.0
0.2
0.4
0.6
0.8
1.0
R
el
. m
et
hy
la
tio
n 5mC
0 0.5 1/0 0.5 1
exon intron
CG
0 0.5 1/0 0.5 1
exon intron
CHG
0 0.5 1/0 0.5 1
exon intron
DMPs
N-DMPs
DMPs
N-DMPs
DMPs
N-DMPs
DMPs
N-DMPs
-1 -0.5 0 0.5 1 0.5 1
CG-DMPs
CG-N-DMPs
upstream gene downstream
-1 -0.5 0 0.5 1 0.5 1
CG-DMPs
CG-N-DMPs
upstream gene downstream
≤ 1,000 bp ≤ 500 bp≤ 2,000 bp
A
0.0
0.2
0.4
0.6
0.8
1.0
R
el
. m
et
hy
la
tio
n
-1 -0.5 0 0.5 1 0.5 1
CG-DMPs
CG-N-DMPs
upstream gene downstream
Relative length (5'−>3') Relative length (5'−>3') Relative length (5'−>3')
Figure S6: Frequency distribution of DMPs and N-DMPs. (A) Frequency along
genes as shown in Figure 5.7C, limited to genes of up to 2,000, 1,000 and 500 bp in length,
respectively. (B) Frequency along exons and introns. (C) Frequency along transposable
elements (TEs). Data were normalized to the highest value for each sequence context and
class. CHH methylation is not shown due to the reduced statistical power in detecting
differential methylation. 5mC: methylated position, DMP: differentially methylated position,
N-DMP: invariantly methylated position.
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Figure S7: DMR identified between the 31st and 32nd generation of strain 39.
Compared to the 3rd generation, this 150 bp region (Chr3: 7,093,900-7,094,050) showed a
loss of methylation in the 31st generation, but a methylation pattern similar to the 3rd had
been re-established in the 32nd generation. Line 49 showed no change. Methylation on both
strands is indicated for each strain. Colors indicate methylated reads (red, CG; blue, CHG;
yellow, CHH). Grey indicates reads supporting non-methylation.
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Figure S8: Differential gene expression pattern in the HPG1 accessions. (A)
Hierarchical clustering of haplogroup-1 (HPG1) accessions by expression of differentially ex-
pressed genes. (B) Differentially expressed genes per pairwise comparison. FPKM: fragments
per kilobase per million mapped reads.
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Figure S9: Local epimutation rate and read depths for the MA and HPG1 lin-
eages. Ratios between epimutation frequencies and sequencing depth along the 5 chromo-
somes for mutation accumulation (MA) and haplogroup-1 (HPG1) lines. Epimutation fre-
quencies were determined as the number of differentially methylated positions per cytosine
with at least threefold coverage per window. Coverage is represented as average coverage per
window across all accessions of each population. Dashed lines mark the balanced coverage
ratio of 1. Sliding window; window size 100,000; step size 10,000 bp.
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Figure S10: Heritability of HPG1-hDMRs by sequence context and status in MA
lines. Distributions of heritability values of highly differentially methylated regions (hDMRs)
of haplogroup-1 (HPG1) strains according to significant sequence context and methylation
status of overlapping regions in the mutation accumulation (MA) lines.
– 147 –
Supplemental Figures
Figure S11: Hierarchical clustering of MA-hDMRs. Hierarchical clustering of muta-
tion accumulation (MA) lines based on methylated sites in highly differentially methylated
regions (hDMRs).
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Figure S12: Hierarchical clustering of HPG1-hDMRs by sequence context. Hi-
erarchical clustering of haplogroup-1 (HPG1) strains based on methylated sites in highly
differentially methylated regions (hDMRs) by sequence context.
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Figure S13: Analysis of hDMRs unique to LI-SET-036. Stacked bar plots showing
the distributions of sequence contexts (bottom) and overlapping genomic features (top three
plots) for hDMRs unique to each strain. ‘CG only’ exclusively considers CG-hDMRs whereas
‘CHG’ and ‘CHH’ might additionally include hDMRs of other contexts than CHG and CHH,
respectively. The distribution across intergenic space, TEs and genes was similar for all
strains.
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Figure S14: Runtime of HMM-based MR detection method for WGBS-Seq data
of different species. Data for A. thaliana is represented by the mean runtime for all 13
haplogroup-1 samples, A. lyrata data is represented by the mean of four samples from ref.
[Willing et al., 2015], and data for the two rice samples is based on one sample each (rice
data retrieved from C. Becker, pers. communication). HMM: Hidden Markov Model, MR:
methylated region, WGBS: whole-genome bisulphite sequencing.
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Table S1: Number of total variants and variants by type per mutation accumulation
line, and the average and standard deviation (sd) of the 31st generation lines only.
Line Total SNP Deletions Insertions
4 7 6 1 0
8 7 5 0 2
29 31 23 7 1
39 33 26 2 5
49 39 26 10 3
59 28 18 7 3
69 30 23 3 4
79 46 31 8 7
89 26 21 3 2
99 31 25 3 3
109 35 27 5 3
119 37 35 1 1
Average (31st) 33.6 25.5 4.9 3.2
sd (31st) 5.9 4.9 3.0 1.8
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Table S2: Allele frequencies of detected variants in the mutation accumulation line popula-
tion.
Allele frequency Number of variants
1 350
2 9
3 1
4 1
5 3
6 3
7 3
8 5
9 0
10 5
11 8
Total 388
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ID
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Latitude
Longitude
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pling date
Closest weather 
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Distance to 
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)
Reads 
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apped
to Col-0
Average
coverage (x)
Positions
Covered > 5x
Reads m
apped
to HPG-1
reference
Positions
covered > 5x
8699
328PNA-062
42.0945
-86.3253
M
ichigan
M
ar 28, 2006
726355-99999
10
71,064,284
48.0
107,019,787
72,348,378
108,702,343
470
BRR-4
40.8313
-87.7350
Illinois
M
ay 1, 2006
724386-14835
83
69,155,280
45.2
106,981,548
70,401,862
108,680,008
504
BRR-57
40.8313
-87.7350
Illinois
M
ay 1, 2006
724386-14835
83
41,119,975
28.9
106,831,177
41,814,926
108,627,670
1739
KBS-M
ac-68
42.4050
-85.3980
M
ichigan
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M
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46.5
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108,707,709
M
apping to Col-0 reference
M
apping to HPG1 reference
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Supplemental Tables
Table S6: Scoring matrices for the assessment of the alignment quality at single
sites. Matrices indicating the penalties applied during the assessment of the quality of the
read and alignment data for genomic libraries (top) and bisulphite libraries (bottom) using
the SHORE pipeline.
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Command lines
Note:
• Most input file arguments and specific runtime arguments (e.g. number of
threads) are omitted.
• File names and comments to be replaced are in squared brackets.
Genetic variation pipeline
I executed following commands for each strain and iteration:
• SHORE
shore mapflowcell -n 10% -g 7% -l 14 -s 1000
shore correct4pe -x 300
shore consensus -g 10 -h 10 -b .1 -v -a scoring_matrix_HPT.txt -i
0.5
• bwa
bwa-0.6.2/bwa aln -n 10 -o 1 -e 7 -i 5 -l 25 -R 0 -f map.list_1.sai
[for read2 respectively in map.list_2.sai]
bwa-0.6.2/bwa sampe -P -s -f map.list.bwa.sam [reference-file] map.
list_1.sai map.list_2.sai [read-files]
samtools view -b -S -o map.list.bwa.bam map.list.bwa.sam
samtools sort map.list.bwa.bam map.list.bwa.sorted
samtools index map.list.bwa.sorted.bam
• DELLY
delly_v0.0.9/delly -o del_p_e30_s3_q20_m20.txt -p -e 0.3 -s 3 -q 20
-m 20 -i $strain -b splitreads_p_e30_s3_q20_m20.txt map.list.
bwa.sorted.bam
• Pindel
pindel024t/pindel --chromosome ALL --min_inversion_size 20
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• SV-M
Configuration file:
logging = 2
cpu = 1
genome_directory = [...]
chromosomes =
1[13700000-15900000],2[2450000-5500000],3[11300000-14300000],
4[1800000-5150000],5[11000000-13350000]
mapped_reads = [...]
data_dir = [...]
unmapped_reads = left_over_all.fl
mu_read_output = [...]
mu_read_src = mu_reads
ref_sequence = [...]
output_dir = [...]
deletion_html = deletion
deletion_file = deletions
deletion_dublicates = deletion_dublicates.fl
insertion_html = insertion
insertion_file = insertions
insertion_dublicates = insertion_dublicates.fl
snp_data = [...]
svm_model_name = findel.model
svm_normalization_parameters = findel.norm
svm_model_name_insertions = findel_ins.model
svm_normalization_parameters_insertions = findel_ins.norm
alignment_display = 60
alignment_match = 5
alignment_mismatch = -4
alignment_gap_opening = -10
alignment_gap_extension = 0
alignment_min_length = 300
alignment_max_length = 5000
alignment_min_score = 34
alignment_prepost = 20
alignment_max_gap_opening = 2
alignment_allowed_mismatches = 10
traceback_threshold = 5
alignment_support = 2
• velvet
velveth [folder] 35 -shortPaired -fastq -separate assembly_reads_1.fq
assembly_reads_2.fq -short2 -fastq assembly_reads_single.fq
velvetg [folder] -ins_length 350 -min_contig_lgth 200 -scaffolding no -
read_trkg yes -unused_reads yes -max_coverage 100
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• SOAPdenovo2
SOAPdenovo-63mer all -s SOAPdenovo_config.txt -K 35
Configuration file:
SOAPdenovo_config.txt:
#maximal read length
max_rd_len=101
[LIB]
#average insert size
avg_ins=300
#if sequence needs to be reversed
reverse_seq=0
#in which part(s) the reads are used
asm_flags=1
#in which order the reads are used while scaffolding
rank=1
#use only first 100 bps of each read
rd_len_cutoff=101
# cutoff of pair number for a reliable connection (at least 3 for short
insert size)
pair_num_cutoff=3
#minimum aligned length to contigs for a reliable read location (at
least 32 for short insert size)
map_len=32
#a pair of fastq file, read 1 file should always be followed by read 2
file
q1=assembly_reads_1.fq
q2=assembly_reads_2.fq
#fastq file for single reads
q=assembly_reads_single.fq
Bisulphite analysis
SHORE:
shore mapflowcell -n 10% -g 0 -l 20 -s 200 -B
shore correct4pe -x 300
shore methyl -a scoring_matrix_meth.txt -m .05 -v -g 0
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