A Bayesian nonparametric methodology has been recently proposed in order to deal with the issue of prediction within species sampling problems. Such problems concern the evaluation, conditional on a sample of size n, of the species variety featured by an additional sample of size m. Genomic applications pose the additional challenge of having to deal with large values of both n and m. In such a case the computation of the Bayesian nonparametric estimators is cumbersome and prevents their implementation. In this paper we focus on the two parameter Poisson-Dirichlet model and provide completely explicit expressions for the corresponding estimators, which can be easily evaluated for any sizes of n and m. We also study the asymptotic behaviour of the number of new species conditionally on the observed sample: such an asymptotic result allows, combined with a suitable simulation scheme, to derive asymptotic highest posterior density intervals for the estimates of interest. Finally, we illustrate the implementation of the proposed methodology by the analysis of five Expressed Sequence Tags (EST) datasets.
Introduction
Species sampling problems have a long history in ecological and biological studies. Given the information yielded by an initial sample of size n, most of the statistical issues to be faced 1 are related to the concept of species richness, which can be quantified in different ways. For example, given an initial sample of size n, species richness might be measured by the estimated number of new species to be observed in an additional sample of size m. It can be alternatively evaluated in terms of the probability of discovering a new species at the (n + m + 1)-th draw, which yields the discovery rate as a function of the size of the additional sample m. Or it can be seen as the sample coverage achievable by means of a sample of size n + m which, in other words, is the proportion of distinct species detectable in a sample of size n + m. Recently there has been a renewed interest in the area due to its importance in genomics as witnessed by the recent contributions of, e.g., Mao and Lindsay (2002) , Mao (2004) , Susko and Roger (2004) and Wang and Lindsay (2005) . In such inferential problems one is interested in the species composition of a certain population containing an unknown number of species and only a sample drawn from it is available. Specifically, a sample of size n, X 1 , . . . , X n , will exhibit K n ∈ {1, . . . , n} distinct species with frequencies (N 1 , . . . , N Kn ), where clearly ∑ Kn i=1 N i = n. Given such a basic sample, interest lies in estimating the number of new species, K (n) m := K m − K n , to be observed in an additional sample of size m and in determining the decay of the discovery probability as a function of the sample size m. Genomic applications, such as the analysis of Expressed Sequence Tags (ESTs) generated by sequencing cDNA libraries consisting of millions of genes, have the distinctive feature of requiring estimation of K (n) m for very large additional samples. In recent years there has been an enormous growth in the proposal of Bayesian nonparametric methods for several applied problems. See Müller and Quintana (2004) and Dunson (2008) for interesting reviews, the latter with emphasis on Biostatistics applications. As far as species sampling problems are concerned, a Bayesian nonparametric approach has been set forth in Lijoi, Mena and Prünster (2007a) . Assuming the data form an exchangeable sequence (X n ) n≥1 , by de Finetti's representation theorem (X n ) n≥1 can be characterized by a hierarchical model, with the X n 's as a random sample from some distributionP and a prior Π onP , that is
Their idea then consists in deriving estimators for quantities related to the additional sample X n+1 , . . . , X n+m conditionally on the observed basic sample X 1 , . . . , X n . See also Lijoi, Prünster and Walker (2008) for a theoretical study and Lijoi, Mena and Prünster (2007b) for a practitioner oriented illustration. Although the Bayesian nonparametric estimators can be exactly evaluated, there are situations of practical interest, such as the analysis of EST data, where the size of the additional sample of interest is very large and the computational burden makes the evaluation of these estimators almost impossible.
In this paper we focus attention on the two parameter Poisson-Dirichlet model (Pitman, 1995) which stands out for its tractability and, hence, represents the natural candidate for applications within the large class of priors considered in Lijoi et al. (2007a) . Our primary aim is the achievement of a considerable simplification of the estimators proposed in Lijoi et al. (2007a) , which makes them of straightforward use for any size, no matter how large, of the additional sample. In particular, we obtain an explicit and simple expression for both the expected number of new species and the discovery probability. Moreover, in order to be able to combine the estimators with measures of uncertainty, we study the asymptotic behaviour of K (n) m : this allows us to deduce asymptotic highest posterior density (HPD) intervals to be associated to the point estimates. The results we obtain are also of interest beyond the species sampling framework since they shed some light on conditional properties of the two parameter PoissonDirichlet process, which appears in many contexts not related to Bayesian Nonparametrics such as combinatorics, excursion theory and population genetics. See Pitman (2006) and references therein.
In Section 2 we recall the definition of the two parameter Poisson-Dirichlet process, derive the moments of any order of K (n) m conditionally on a basic sample and study its asymptotic behaviour: it will be shown that, given K n , K (n) m /m σ converges, as m → ∞, to a random variable. Moreover, we devise a simulation algorithm for drawing samples from this limiting random variable. In Section 3 we show how to implement the results by analyzing five real EST datasets. Proofs are postponed to the Appendix.
Conditional formulae for species sampling problems
We start this section by introducing the two parameter Poisson-Dirichlet process (Pitman, 1995) .
Among the various possible definitions, a simple and intuitive one follows from the so-called stick-breaking construction. For a pair of parameters (σ, θ) such that σ ∈ (0, 1) and θ > −σ, let (V k ) k≥1 denote a sequence of independent random variables, with V k ∼Beta(θ+kσ, 1−σ). Define the stick-breaking weights asp
is a sequence of independent and identically distributed (i.i.d.) random variables, which are independent of thep i 's and whose common probability distribution P 0 is non-atomic. If δ a is the point mass at a, the discrete random probability measureP σ,θ = ∑ j≥1p j δ Y j is a Poisson-Dirichlet process with parameters (σ, θ). For the sake of brevity we write PD(σ, θ). See Pitman (2006) for a detailed account on general theoretical aspects and, e.g., Ishwaran and James (2001) , Navarrete, Quintana and Müller (2008), Jara, Lesaffre, De Iorio and for applications in Bayesian Nonparametrics.
3
Under model (1) withP being a PD(σ, θ) process, the sample coverage, defined as the proportion of species represented in a basic sample of size n featuring j distinct species, is given byĈ (n,j) 1
Moreover, the distribution of the number of new distinct species K (n) m that will be observed in an additional sample of size m, conditionally on a basic sample of size n featuring K n distinct species, is given by
whose definition is recalled in (16). Such an expression is the key for evaluating Bayesian estimators useful for inference with species sampling problems. In Lijoi et al. (2007a) it has been deduced, resorting to combinatorial arguments, as a particular case of a general class of priors. In the Appendix we provide an alternative proof of (2) since it introduces the way of reasoning we will resort to for proving Proposition 1.
Based on (2), the estimators of interest can be derived: the expected number of new species
(k), whereas the discovery probability, interpreted as the probability that the (n + m + 1)-th observation will yield a new species, without observing the m intermediate records, is given bŷ
Hence, the estimated sample coverage after n + m draws is given byĈ
m . The advantage of the formulae yieldingÊ
is that they are explicit and can be exactly evaluated. There are, however, situations of practical interest where the size of the additional sample of interest is very large and the computational burden for evaluating (2) and (3) becomes overwhelming. This happens, for instance, in genomic applications where one has to deal with relevant portions of cDNA libraries which typically consist of millions of genes. Our first aim is the achievement of a considerable simplification of the two above mentioned estimators.
Moreover, since (2) is still required for determining the corresponding highest posterior density (HPD) intervals, we will study the asymptotics of K (n) m , given K n , as m → ∞: this allows one to use the distribution of the limiting random quantity in order to approximate the HPD intervals.
4
The first important result concerns the moments of K (n) m , given K n , which will be expressed in terms of non-central Stirling numbers of the second kind 
where, for any non-negative integer N , (a) N = Γ(a + N )/Γ(a) is the N -th ascending factorial of a. In particular, a Bayesian nonparametric estimator of K
the discovery probability is equal tô
and the sample coverage after n + m draws is given bŷ
Note that the estimator in (6) admits an interesting probabilistic interpretation. Indeed, one has that
where E σ,θ+n [K m ] stands for the unconditional expected number of distinct species, among m observations, with respect to the probability distribution of a PD process with parameter (σ, θ + n). Moments of any order of the unconditional distribution, i.e. E[K r n ], have been determined by Pitman (1996b) and Yamato and Sibuya (2000) and are recovered from (5) by setting n = j = 0.
The formulae obtained in Proposition 1 provide point estimators for quantities of interest in species sampling problems. Besides them, one would also like to determine HPD intervals since they provide a measure of uncertainty related to the point estimates. However, for large values of m this represents a difficult task. In order to overcome this drawback, we analyze the asymptotic behaviour of K (n) m , for fixed n and as m → ∞, and use the appropriate quantiles of the limiting random variable to obtain an HPD interval. Results of this type for the unconditional distribution have been determined by Pitman (1996b Pitman ( ,1999 . See also Pitman (2006) . In order to recall Pitman's result, let f σ be the density function of a positive σ-stable random variable and Y q be, for any q ≥ 0, a positive random variable with density function
One, then, has that K n /n σ → Y θ/σ almost surely, as n → ∞. As we shall now see, conditioning
on the outcome of a basic sample leads to a different limiting result.
Proposition 2. Under the two parameter Poisson-Dirichlet model, conditional on
and in the p-th mean, for any p > 0, where 
It is worth stressing that the limiting random variable in the conditional case is the same as in the unconditional case but with updated parameters and a rescaling induced by a beta random variable. The density of Z n,j in (10) can be formally represented as
When σ = 1/2, the density f 1/2 is known explicitly and the previous expression can be simplified
Nonetheless, even in the latter case one cannot easily determine the quantiles of Z n,j we need to use in order to determine HPD intervals. Hence, we resort to a simulation algorithm for generating values of Z n,j and use the output to evaluate quantiles. The demanding part of this simulation is the generation of samples from the probability distribution of Y q . Note that the sampling strategy we are going to outline is also useful in the unconditional case, where the same tractability issue in deriving properties of Y q is to be faced. The basic idea consists in
Via augmentation, one then has
where f (u) is the density function of a r.v. U q such that U σ q ∼Gamma(q, 1), and
This means that, conditional on U q , W q is a positive tempered-stable random variable, according to the terminology adopted in Rosinski (2007) . In order to draw samples from it, a convenient strategy is to resort to the series representation derived in Rosinski (2007), which, in our case,
where
iid ∼ U(0, 1) and a 1 > a 2 > · · · are the arrival times of a Poisson process with unit intensity. Other possibilities for simulating from a tempered stable random variable are the inverse Lévy measure method as described in Ferguson and Klass (1972) and a compound
Poisson approximation scheme proposed in Cont and Tankov (2004) .
Summarizing the above considerations, an algorithm for simulating from the limiting random
/σ is as follows:
2. In order to sample from Y (θ+n)/σ :
2.a generate X ∼ Ga((θ + n)/σ, 1) and set U = X 1/σ ; 2.b for a given truncation N and U sampled in step 2.a, generate:
Note that, in order to establish whether a chosen truncation threshold N for the series in step 2.b is large enough, one can compare the sample moments with the simple exact moments of Z n,j given in (11).
3 Applications to genomics
We now show how to use the results of the previous section by applying them to five real EST datasets. As briefly mentioned in the Introduction, EST data arise by sequencing cDNA libraries consisting of millions of genes and one of the main quantities of interest is the number of distinct genes. Typically, due to cost constraints, only a small portion of the cDNA has been sequenced and, given this basic sample, estimation of the number of new genes K (n) m to appear in a hypothetical additional sample is required. Based on such estimates, geneticists have to decide whether it is worth to proceed with sequencing and, in the affirmative case, also the size of the additional sample. Here, we consider: (a) a tomato-flower cDNA library (Quackenbush et al. 2000) , previously analyzed in Mao and Lindsay (2002) , Mao (2004) and Lijoi et al. (2007a) ; (b) two cDNA libraries of the amitochondriate protist Mastigamoeba balamuthi (Susko and Roger, 2004) : the first is non-normalized, whereas the second is normalized, i.e. it undergoes a normalization protocol which aims at making the frequencies of genes in the library more uniform so to increase the discovery rate; (c) two Naegleria gruberi cDNA libraries prepared from cells grown under different culture conditions, aerobic and anaerobic (Susko and Roger, 2004) .
In order to implement the PD(σ, θ) model, the first issue to face is represented by the specification of its parameters. The first possibility is to adopt an empirical Bayes approach.
Since the basic sample consists of n observations featuring K n distinct species with corresponding frequencies (N 1 , . . . , N Kn ), the joint distribution of K n and (N 1 , . . . , N Kn ) is given by
This distribution is known as Pitman's sampling formula (Pitman, 1995) and represents a generalization of Ewens' sampling formula (Ewens, 1972) , a cornerstone in population genetics.
The empirical Bayes rule then suggests to fix (σ, θ) so to maximize (13) corresponding to the observed sample (k, n 1 , . . . , n k ), i.e.
(σ,θ) = arg max
An alternative way of eliciting (σ, θ) is by placing a prior distribution on it. Such an approach is useful when one is interested in testing the compatibility of clustering structures among different populations (Lijoi, Mena and Prünster, 2008) . However, in terms of estimates there are typically no relevant differences given the posterior distribution of (σ, θ) is highly concentrated.
Hence, in order to keep the exposition as simple as possible, in the sequel we focus on PD(σ, θ) models with empirical Bayes prior specification. The extension to the case of priors on (σ, θ) is straightforward.
The computation of the estimators for the number of new genes (6), for the discovery probability (7) and for the sample coverage (8) is immediate. For each of the five EST datasets, the corresponding estimates for additional samples of size m ∈ {n, 10n, 100n} are reported in Table   1 below together with the corresponding values n and j of the basic sample and the empirical Bayes specifications of (σ, θ). 12) given by N = 3 × 10 7 . In fact, it is important to get accurate samples from Z n,j : a small bias could heavily affect the asymptotic HPD intervals for K (n) m , (z 1 m σ , z 2 m σ ), since a large m σ would amplify the bias. It should be emphasized that it is sufficient to run the simulation of Z n,j only once in order to obtain the HPD intervals for any choice of the additional sample size m. Hence, it seems definitely worth pursuing a high precision, which can be easily verified by comparing exact moments in (11) with the sampled ones. m given in (6), it is clearly much smaller than its asymptotic approximation m σ E [Z n,j ]. This is due to the fact that, when θ and n are moderately large and not overwhelmingly smaller than m, a finer normalization constant is to be used for approximating K (n) m : by close inspection of the derivation of the moments of the limiting random variable Z n,j in (17), one sees that an equivalent, though less rough, normalization rate is given by
Obviously, in terms of asymptotics, r σ,θ,n (m)/m σ → 1 as m → ∞, but, importantly, as far as
m for finite m are concerned, it overcomes the above mentioned problems. In fact, we have that, for any m, E[K Table 3 displays, for the five datasets, the exact estimator for K (n) m , its asymptotic approximation and the 95% asymptotic HPD intervals using both m σ and r σ,θ,n (m) as rate functions for sizes of the additional sample m ∈ {n, 10n, 100n}.
TABLE 3 AROUND HERE
For the Tomato flower library we have that, even for m = 100n = 258600, the asymptotic approximation of the number of new genes with m σ is about 6.6% larger than the asymptotic approximation with r σ,θ,n (m), which coincides with the exactly estimated number. Hence, for finite sample size approximation is definitely necessary to use r σ,θ,n (m) as rate function.
We now move on to comparing the asymptotic HPD intervals obtained with the rate function r σ,θ,n (m) with the exact HPD intervals determined using the probability distribution in (15).
Hence, we consider m ∈ {n, 2n, 3n}, because otherwise the computational burden involved in (15) would become too heavy. Table 4 reports, for the five datasets, the exact estimator for K (n) m , the exact 95% HPD and both the 95% and 99% asymptotic HPD intervals. The table shows that the length of the asymptotic 95% HPD intervals is shorter than the exact one, although the difference is not big.
TABLE 4 AROUND HERE
Indeed, such a finding is not surprising in the species sampling context. Obviously, the variability of K (n) m increases as m increases. However, the variability of K (n) m /r σ,θ,n (m), which can be interpreted as an average variability over the additional sample of size m, is necessarily decreasing as m increases, since the more distinct species are collected the lower the probability of detecting additional new ones will become. Hence, if we approximate K (n) m /r σ,θ,n (m) by its asymptotic random variable Z n,j , we will necessarily underestimate its variability which is reflected on the length of the HPD intervals. Nonetheless the possibility of resorting to the asymptotic HPD intervals is extremely useful from a practical point of view: (i) the HPD intervals of Z n,j automatically yield HPD intervals of K (n) m for any choice of m, whereas the exact HPD intervals have to be recomputed for any m of interest and cannot even be calculated for large m; (ii) the fact that the length of the asymptotic HPD intervals is always shorter than the exact length (and not oscillating), allows to interpret it a "lower bound" on the length of the exact ones and, moreover, the underestimation will decrease as m increases.
Given such a "lower bound", it would be also of interest to have an "upper bound" on the length of the exact HPD. Indeed, if one considers the asymptotic 99% HPD intervals, by Proposition 2, there exists am such that for any m >m the asymptotic 99% HPD interval for K (n) m covers the exact 95% HPD interval. Hence, for sufficiently large m, the asymptotic 99% HPD interval acts as "upper bound" for the exact one. Although the determination of such a m suitable, for any choice of parameters and basic samples, is not possible one can proceed empirically. From Table 4 , where the 99% asymptotic HPD intervals are reported as well, one sees that for the Mastigamoeba and Naegleria libraries the asymptotic 99% HPD interval covers the exact 95% HPD interval already starting from m = 3n. As for the Tomato flower library, whose distinctive feature w.r.t. the other libraries is represented by a larger basic sample, such a covering is not yet achieved for m = 3n but it is very close to happen. Hence, by the combination of the asymptotic 95% and 99% HPD intervals, we obtain a useful device for assessing uncertainty of species richness estimates. Figure 1 below shows, for the Naegleria anaerobic cDNA library, how the 95% and 99% asymptotic HPD intervals provide an envelope around the exact HPD interval from m ≈ 2500 onwards. Given the two asymptotic HPD are quite close, we thus achieve a satisfactorily accurate estimate of the uncertainty.
FIGURE 1 AROUND HERE
Finally, we perform a cross validation study in terms of out-of-sample predictive performance and at the same time we compare the behaviour of the PD process estimator with other widely used estimators. Specifically, we consider the Tomato Flower library, which, among the considered datasets, has the largest observed sample (n = 2586) thus allowing an effective cross validation study. We take sub-samples of size n = 1034 and make predictions over an additional sample of size m = 1552. This amounts to predictions for an additional sample 1.5 times the basic sample, which allows to compare the results also with estimators, which become unstable for larger sizes of the additional sample such as the popular estimator of Efron and Thisted (1976) . The sub-samples are obtained by sampling 1034 genes without replacement from the 2586 observed genes and by recording K n and the frequencies of the observed genes. The true value for the number of new genes present in the additional sample,
m , is then equal to 1825 − K n , since 1825 are the distinct genes present in the observed sample of size 2586. Predictions of K (n) m are derived using, in addition to the PD process estimator, the following: (a) the estimator of Efron and Thisted (1976) which is based on gamma-mixed Poisson model; (b) the plug-in estimator of Solow and Polasky (1999) ; (c) the nonparametric estimator of Chao and Shen (2004) ; (d) the penalized nonparametric MLE of Wang and Lindsay (2005) . Estimators (a)-(c) are computed using SPADE software available from http://chao.stat.nthu.edu.tw, whereas estimator in (d) is calculated using the ESTstat Java program available at http://bioinfo.stats.northwestern.edu/~jzwang. In order to make the comparison on representative samples, we generated 10, 000 sub-samples of size 1034 from the whole sample of 2586 units and recorded the frequency distribution of the number of distinct genes K n within each sub-sample: the corresponding empirical deciles are 839, 844, 847, 850, 852, 855, 858, 861, 865 . Samples with number of distinct genes belonging to the low (high) deciles correspond to situations of under-representation (over-representation) of distinct genes w.r.t. the distinct genes present in the whole sample. Table 5 below displays the results for 10 samples, where each sample corresponds to a different decile. The Chao-Shen estimator, which allows to tune a cut-off point (see Chao and Shen, 2004) , is reported with cut-off point equal to the gene(s) with highest frequency. Lower cut-off points worsen the resulting estimates. Table 5 shows that the PD and Chao-Shen exhibit the overall best performances, whereas the Efron-Thisted and Solow-Polasky estimators are less accurate. The Wang-Lindsay estimator performs very well for samples with large K n but underestimates K (n) m significantly in the other cases. Compared with the other estimators the PD estimator exhibits narrower uncertainty estimates: their average length is 92 genes, whereas for the CS estimator it is 165. In cases where the point estimate is accurate this represents an advantage but when this is not the case it may lead to miss the correct value as it happens for sample 10. If one prefers larger HPDs with the PD model, then it is advisable to put priors on (σ, θ). For instance, for sample 10 with independent uniform priors on σ and θ, the estimate for K (n) m is 1016 with HPD (949, 1087): the point estimate is essentially the same but the larger HPD allows to capture the true value.
It also worth noting that the extreme situation with under or over-representation of distinct genes in the basic sample seem to be less likely in real EST sequencing than in sampling without replacing, since in EST sequencing there is a constant sequencing error rate which prevents such abrupt changes in the discovery rate. A repeated analysis, not reported here, for various samples belonging to the different deciles shows essentially the same behaviour for the various estimators and, hence, confirms the patterns nicely highlighted by the grouping according to K n presented in Table 5 .
Concluding remarks
In this paper we have derived results, which allow the implementation of the two parameter Poisson-Dirichlet model in species sampling problems for any sizes of the basic and the additional sample. This is of particular importance in genomics problems, where prediction over large unobserved portions of cDNA libraries is required. Specifically, the derived estimators for the number of new genes, the discovery rate and the sample coverage are completely explicit.
Moreover, the conditional asymptotic result concerning the number of new species yields also measures of uncertainty of the estimates in the form of asymptotic HPD intervals, which can be readily used as approximate HPD intervals. Given that the 95% asymptotic HPD interval is always included in the 95% exact HPD interval and that, for sufficiently large m, the 99% asymptotic HPD covers the exact 95% HPD interval, the combination of the 95% and 99%
asymptotic HPD intervals provides a simple and valuable measure of uncertainty.
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Appendix

A.1 Alternative derivation of the distribution in (2).
An important result proved in Pitman (1996a) concerns the representation of the posterior distribution ofP σ,θ , given a sample X 1 , . . . , X n of data governed byP σ,θ . Indeed, if the observations
where (w 1 , . . . , w j ) is distributed according to a j-variate Dirichlet distribution with parameters (n 1 − σ, . . . , n j − σ, θ + jσ), n i = card{r : X r = X * i } is the frequency of X * i in the sample and
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In order to derive (2), we will make use of the posterior representation given in (15) and of the distributional properties of K n . Indeed, from (15) one notes that, given w ∼Beta(θ+jσ, n−jσ), an observation X n+i , with i = 1, . . . , m, does not coincide with any of the K n = j distinct species observed in the basic sample with probability w. Consequently
. . , X n+m must be allocated to the k new distinct species not observed among the K n = j species of the basic sample. Hence we have
where it is to be noted that K i is, now, the number of distinct species among the i observations generated by a PD(σ, θ+jσ) process. Such a probability distribution has been derived in Pitman (1999) (see also Pitman, 2006) and in this case yields
(−rσ) i being the generalized factorial coefficient. Summing up the previous considerations we obtain (2) by noting that
where the second equality follows from (2.56) in Charalambides (2005) and
is the non-central generalized factorial coefficient. See Charalambides (2005) for a detailed account on generalized factorial coefficients.
A.2. Proof of Proposition 1.
Indeed, one has
where the unconditional moment E [K r i ] is evaluated w.r.t.P σ,θ+jσ prior. Such an expression is already available from Pitman (1996b) and Yamato and Sibuya (2000) and it is given by
where S is the non-central Stirling number of the second kind. Hence, one has
where the last equality follows by an application of the Chu-Vandermonde formula. See, e.g., Charalambides (2005) .
The expression for the discovery probability in (7) is obtained by inserting (6) into Equation (9) of Lijoi et al. (2007b) and some simple algebra.
A.3. Proof of Proposition 2.
The proof strategy is as follows: we first adopt a technique similar to the one suggested in Pitman σ,θ is the conditional probability distribution of a PD(σ, θ) process given K n and, by virtue Proposition 1 in Lijoi, Prünster and Walker (2008) , q σ,0 -a.s. to a random variable, say Z n,j such that
In order to identify the distribution of the limiting random variable Z n,j w.r.t. P r } r . In order to establish this, one can evaluate the characteristic function of Z n,j which, at any t ∈ R, coincides with (it) r r! µ (n) r and the conclusion follows. 
