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ABSTRACT
Deep learning based image denoising methods have been ex-
tensively investigated. In this paper, attention mechanism
enhanced kernel prediction networks (AME-KPNs) are pro-
posed for burst image denoising, in which, nearly cost-free
attention modules are adopted to first refine the feature maps
and to further make a full use of the inter-frame and intra-
frame redundancies within the whole image burst. The pro-
posed AME-KPNs output per-pixel spatially-adaptive kernels,
residual maps and corresponding weight maps, in which, the
predicted kernels roughly restore clean pixels at their corre-
sponding locations via an adaptive convolution operation, and
subsequently, residuals are weighted and summed to compen-
sate the limited receptive field of predicted kernels. Simula-
tions and real-world experiments are conducted to illustrate
the robustness of the proposed AME-KPNs in burst image
denoising.
Index Terms— Burst image denoising, attention mecha-
nism, kernel prediction networks, adaptive convolution.
1. INTRODUCTION
Image denoising is a longstanding low-level problem due to
limitations of the image capture system which is inherently
corrupted by the measurement noise. Over the past decades,
numerous image denoising solutions have been proposed [1–4],
and the key difference among them lies in how to determine
an efficient scheme to select suitable pixels and to compute
the averaging weights. For example, BM3D and its variants
find relative pixels by block matching and averaging these
pixels via empirical Wiener filters [2–4]. However, their per-
formances are restricted to specific forms of prior, and many
hand-tuned parameters are involved in the training process,
which makes them not always operate well in complicated
scenarios.
The success of deep learning has yielded many neural
network based approaches for image denoising and other low-
level vision tasks [5–7]. The deep convolution neural network
in [8] is one of the first attempts for image denoising, and it
provides an end-to-end denoising scheme for a single frame by
adopting a residual learning strategy to estimate the noise exis-
tence within the input image. In [9], residual encoder-decoder
networks with skip connections are proposed, in which, convo-
lution layers act as the feature extractor to capture abstraction
of noisy image contents, and subsequently, image details are
recovered by deconvolution layers. Furthermore, an extra esti-
mation subnetwork is utilized in [10] to generate a noise map
so as to improve the generalization ability of residual encoder-
decoder networks to real-world images. More recently, the
effectiveness of the attention mechanism on the blind image
denoising has been discussed in [11], in which a feature atten-
tion module is adopted to calibrate the weights associated to
important features within maps.
Except for the above single-frame studies, there are also
multi-frame image denoising frameworks based on neural net-
works, and in general, they bring improvements as compared
to single-frame ones, due to their capability to use tempo-
ral coherence within the image burst [12–17]. Among them,
kernel-based methods, such as kernel prediction networks
(KPNs) and multi-KPN (MKPNs) [14–16], have drawn a sig-
nificant amount of attention. The main idea behind them is to
predict per-pixel spatially-adaptive kernels, which are further
involved in an adaptive convolution operation to denoise burst
images [17]. However, their performances are limited by the
receptive field of per-pixel kernels.
To address this issue, attention mechanism enhanced KPNs
(AME-KPNs) based on a modified U-Net architecture [18] are
proposed for denoising of burst images. Although their struc-
ture is similar to the original KPNs, they operate in a funda-
mentally different way. In particular, the attention mechanism
is employed to refine feature maps at multiple scales. In this
sense, the spatial-temporal relation within the burst of images
can be well preserved by the proposed networks. Besides, not
only per-pixel spatially-adaptive kernels are predicted, but also
residuals are produced to calibrate the coarse prediction of
the denoised image, so as to enlarge the receptive field of the
adaptive convolution. Extensive simulations on both synthetic
and real-world data are conducted to verify the effectiveness
of the proposed AME-KPNs.
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Fig. 1: The architecture of our proposed AME-KPNs, in which ~ and ⊗ denote the adaptive convolution and element-wise
multiplication operators, respectively. The number of channels of the output tensor is denoted either below or above the
corresponding layer.
2. PROPOSED AME-KPNS
For a given noisy burst of N images,X = [X1, X2, . . . , XN ],
where [·, ·] is the concatenation operation along the channel
dimension and X1 is selected as the reference, our goal is to
denoise X1 with the help of neighboring frames, X2, . . . , XN ,
and to yield a denoised image Yˆ .
2.1. Network Architecture
Fig. 1 shows the architecture of the proposed AME-KPNs,
which is composed of three main modules, that is, feature
extraction, output branches, and reconstruction. The module
of feature extraction, termed as Me, is a U-Net like structure
that is an encoder-decoder framework with skip connections,
where the encoder sequentially transforms input frames into
lower-resolution feature embeddings and the decoder corre-
spondingly expands the features back for a full-resolution
estimation [18]. The skip connections, denoted by dash lines
in Fig. 1, are added to concatenate congruent layers in encoder
and decoder to use both low-level and high-level features for
the estimation process. Given an estimated noise map of the
reference image X1, that is, σˆp, which is also taken as one of
the inputs for a better generalization ability, the feature map F
can be extracted as
F = Me([X, σˆp]). (1)
Subsequently, it is fed into two output branches, that is, Mkr
and Mw. As a result, per-pixel spatially-adaptive kernels,K=
[K1,K2, . . . ,KN ], residuals,R=[R1, R2, . . . , RN ], and cor-
responding per-pixel weight maps,W=[W1,W2, . . . ,WN ],
are obtained as
[K,R] = Mkr(F) (2)
W = Mw(F). (3)
Because several extra calculations are involved to predict
the denoised image, the proposed AME-KPNs operate in a dif-
ferent way as compared with the original KPNs. Specifically,
for each spatially-adaptive kernel of size S×S, the convolved
value is a linear combination of the input noisy pixel and its
square neighboring pixels via an inner product operation [17].
The kernel filters the information of importance for restoring
the original clean image and excludes other noisy pixels. In
this way, the convolved value is related to the surrounding
pixels within the S×S region only, and hence, the efficiency
of spatially-adaptive kernels is limited by their sizes. A small
kernel is capable of preserving edges and details of images
and fixing small misalignments, but is powerless for a large
area. In contrast, a large kernel unexpectedly oversmoothes the
desired edges and details [15]. Next, residual maps, which are
created from the feature map F according to (2), compensate
the coarse output of the adaptive convolution; this is beneficial
for handling the large misalignment, due to the large receptive
field, and for preserving details at the same time. Finally, the
denoised image Yˆ can be obtained through the reconstruction
module, given by
Yˆ =
1
N
N∑
i=1
Yˆi =
1
N
N∑
i=1
F (Xi~Ki, Ri, ς(Wi))
=
1
N
N∑
i=1
ς(Wi)·(Xi~Ki)+(1−ς(Wi))·Ri, (4)
where Yˆi is the predicted image which corresponds to Xi,
F(·, ·, ·) represents the reconstruction module, and ς(·) is the
sigmoid function to restrict the values of weight maps within
the range [0, 1].
2.2. Attention Mechanism
The burst of images are usually continuous frames, and hence,
feature strong temporal redundancies. However, these images
may contain motions from both the hand shake and the object
movement, which make neighbor frames not equally informa-
tive to the reference one, and result in an adverse effect on the
denoising process. Therefore, how to make an efficient use of
both the inter-frame and intra-frame spatial relations within
these frames is a critical issue.
The proposed AME-KPNs alleviate the above problem by
adopting the attention mechanism, which dynamically aggre-
gates the information of neighboring frames at the pixel level
and assigns aggregated weights for each pixel within the fea-
ture map. Specifically, convolution layers with two attention
modules, that is, channel attention MAc and spatial attention
MAs, are exploited at each block of the decoder with multiple
receptive fields at multiple layers, as shown in Fig. 1. Similar
to [19], two attention maps are sequentially generated and
then multiplied to the input feature map for adaptive feature
refinement along two separate dimensions. Given the input
feature Fd, we have,
Fc = MAc(Fd)⊗ Fd, (5)
Fs = MAs(Fc)⊗ Fc, (6)
in which Fc and Fs are feature maps refined by the channel
attention module and the spatial attention one, respectively. In
this way, both the inter-frame and intra-frame redundancies
within burst images are implicitly taken into the subsequent
part of the proposed networks.
2.3. Loss Function
Similar to [14–16], the proposed AME-KPNs are trained in the
linear raw domain, and the linear output Yˆ is further performed
a gamma correction to generate the final denoised image for
a better perceptual quality. Given the ground truth image Ygt,
the basic loss function for this aim is given by
`(Yˆ , Ygt)= ||Γ(Yˆ )−Γ(Ygt)||22+λ||∇Γ(Yˆ )−∇Γ(Ygt)||1, (7)
where Γ(·) is the gamma correction function and ∇ denotes
the gradient operator. The second term on the right hand
side of (7) is a regularizer to constrain the smoothness of Yˆ ,
and λ represents the regularization coefficient. To avoid the
situation where `(Yˆ , Ygt) converges to a local minimum, an
annealed loss is further adopted to yield the total loss function
L(Yˆ , Ygt), given by
L(Yˆ , Ygt) = `(Yˆ , Ygt) + βαt
N∑
i=1
`(Yˆi, Ygt), (8)
in which, α and β are hyperparameters, typically, α = 0.9998
and β = 100, and t is the number of iterations used in the
optimization process [14, 16]. Note that, when βαt>>1, the
neighboring frames are shifted and aligned to the reference,
and all of them are denoised independently, since the value of
the annealed term βαt
∑N
i=1 `(Yˆi, Ygt) is always prominent.
As the iteration evolves, this constraint disappears and the
denoised image Yˆ is obtained based on the entire burst.
3. SIMULATIONS
Experiments were conducted to qualitatively and quantitatively
evaluate the superiority of the proposed AME-KPNs over the
original KPNs [14] and MKPNs [15] for denoising of burst
images. Both grayscale and color images were considered,
with the latter ones handled in terms of the R, G, B channels
independently by using the considered networks.
3.1. Synthetic Dataset
We followed the same procedure in [14, 15] to synthesize the
training data and to estimate the noise map σˆp. The refer-
ence patches of size 512×512 were sampled from the images
in the Adobe-5K dataset [20] to create the ground truth and
the remaining N − 1 neighbor images. In order to simulate
the misalignment between consecutive frames caused by mo-
tions, the neighbor images were offset from the reference by
xi and yi for i = 1, . . . , N − 1, where xi and yi are offsets
of the ith image in horizontal and vertical directions, respec-
tively. Their values were sampled with probability n/N from a
2D uniform integer distribution between [−64, 64], otherwise
from a 2D uniform integer distribution between [−8, 8], where
n ∼ Poisson(λ) and λ = 1.5. Then, the burst images were
4× downsampled in each dimension by using a box filter to
reduce compression artifacts. The noise model of camera sen-
sors in [14] was considered to build up noisy burst images. The
noisy measurement xp of pixel p in each image was Gaussian
distributed with mean yp, which is the true intensity of pixel
p, and variance σ2r + σsyp, so that, xp ∼N (yp, σ2r + σsyp),
where read and shot noise parameters σr and σs were sampled
uniformly from [10−3, 10−1.5] and [10−4, 10−2], respectively.
Finally, due to the non-blind denoising nature of the considered
networks, the noise map σˆp of the reference was estimated as
σˆp=
√
σ2r + σs max(xp, 0), which is also taken as the input
of networks.
3.2. Training Details
All the networks were implemented in PyTorch1 and optimized
by Adam with an initial learning rate 10−4. The learning rate
was decreased by a factor of 10−0.05(≈ 0.8913) per epoch
until it reached 5×10−6 [14,15]. All the networks were trained
8×104 iterations with a batch size of 16 bursts composed of
N = 8 images, and it took roughly 8 hours for each network
on an NVIDIA GTX 1080Ti GPU.
3.3. Evaluation on Synthetic Dataset and Real-World Im-
ages
In the first stage, we compared the proposed AME-KPNs with
5×5 kernels against KPNs with 5×5 kernels and 21×21 kernels,
and MKPNs of different kernel sizes S∈{1, 3, 5, 7, 9} on the
synthetic dataset and against different levels of noise. Espe-
cially, the noise level in Gain 4 was far beyond the training
range. Table 1 shows the superiority of our proposed AME-
KPNs over KPNs and MKPNs in terms of both the peak signal
to noise ratio (PSNR) in dB and the structural similarity index
(SSIM). An illustration of the conducted simulations is pre-
sented in Fig. 2, where several significant differences among
the denoised results of different models can be observed, espe-
cially on the cap of the camera len, zoomed in the green box.
As shown in Fig. 2(c), obvious long-grained artifacts were
1The source codes implemented in PyTorch are available at
https://github.com/z-bingo/Attention-Mechanism-Enhanced-KPN.
Table 1: Quantitative comparison among different networks
on the synthetic dataset at various gains (noise levels) .
Algorithms Gain 1 Gain 2 Gain 3 Gain 4PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
Reference frame 33.98 0.8625 26.94 0.6286 21.50 0.3980 16.44 0.2027
KPN, 5× 5 37.94 0.9767 35.75 0.9524 33.70 0.9223 30.99 0.8603
KPN, 21× 21 37.17 0.9754 35.87 0.9523 33.47 0.9204 30.61 0.8573
MKPN 38.29 0.9719 35.82 0.9489 35.43 0.9122 30.66 0.8586
AME-KPN, 5× 5 39.92 0.9776 37.02 0.9561 35.46 0.9295 32.29 0.8663
∗ Parameters of the four gains considered. Gain 1: σr = 5 × 10−3, σs = 10−3, Gain 2:
σr = 2 × 10−2, σs = 4.3 × 10−3, Gain 3: σr = 5 × 10−2, σs = 10−2, and Gain 4: σr =
8× 10−2, σs = 2.3× 10−2.
(a) (b) (c) (d) (e) (f)
Fig. 2: An illustration of denoised images at Gain 3. Images
from (a) to (f) are the ground truth, the noised reference and
the results of KPNs (5× 5), KPNs (21× 21), MKPNs and the
proposed AME-KPNs (5× 5), respectively.
encountered by KPNs with small 5×5 kernels in flat areas
within the image. On the other hand, large 21×21 kernels
in KPNs brought about unclear details, which can be seen
from the letters “ULTRASONIC” in Fig. 2(d). In Fig. 2(e), al-
though MKPNs made a trade-off in denoising quality between
smooth areas and clear details by producing multiple sizes of
kernels for each pixel, its overall denoising performance was
still worse than that of the proposed AME-KPNs, as shown in
Fig. 2(f).
In the next stage, real-world burst images were considered.
The noisy reference and the AME-KPN output are respectively
shown in Fig. 3(a) and Fig. 3(b). For a better view, four patches
denoised by KPNs and AME-KPNs are respectively zoomed in
the upper and lower panels in Fig. 3(c)-(f). KPNs produced se-
vere artifacts inside the black triangle and the brown letter “A”,
and on the surface of leaves and flowerpot. Although trained
on the synthetic data, owing to the attention mechanism and
the residual maps for compensation, our proposed AME-KPNs
restored the details of the considered image more efficiently,
and in this sense, it possesses a better generalization ability
than the original KPNs to real-world burst images.
3.4. Ablation Study
In the final stage, an ablation study was performed to verify
the individual effectiveness of the channel and spatial attention
modules and residual maps; the three novel units within the
proposed AME-KPNs, and the results are summarized in Ta-
ble 2. All the six models with 5×5 spatially-adaptive kernels
were trained on the same synthetic dataset discussed in Section
3.1 and were evaluated on 100 validation images, generated
in the same way as the training data. Particularly, Model 1
refers to the original KPN, and Model 6 is the full version of
the proposed AME-KPN, which, as expected, outperformed
(a) Noisy refrence (b) AME-KPN output
(c) (d) (e) (f)
Fig. 3: Qualitative comparison between KPNs and AME-
KPNs with 5×5 kernels on a real-wolrd burst of images within
PolyU [21]. Images in the upper and lower panels of (c)-(f)
refer to denoised patches by KPNs and AME-KPNs, respec-
tively.
Table 2: Ablation study on the proposed AME-KPNs.
Modules Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Channel Attention X X X
Spatial Attention X X X
Residual Map X X
PSNR 37.80 38.48 38.39 38.78 38.63 39.67
other models. When either the channel attention module or the
spatial attention one was equipped up with KPNs individually,
an improvement about 0.6∼0.7 dB in PSNR can be obtained.
Moreover, a collaboration of both brought nearly 1 dB increase
in PSNR, because of the full use of inter-frame and intra-frame
information within the burst images. Besides, the performance
improvement introduced by predicting residuals and weight
maps simultaneously in order to compensate the coarse out-
put of adaptive convolution becomes clear, when comparing
Model 1 and Model 5.
4. CONCLUSION
Novel attention mechanism enhanced kernel prediction net-
works (AME-KPNs) have been proposed for burst image de-
noising. The proposed attention modules dynamically ag-
gregate pixel-level information within inter frames and intra
frames at multiple scales by refining the feature maps. More-
over, with a large receptive filed, residuals and weight maps are
beneficial for compensating the coarse prediction of the kernel
based adaptive convolution in an efficient way. The effective-
ness of the proposed AME-KPNs in burst image denoising
has been verified based on both the synthetic and real-world
images, as well as an ablation study.
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