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Abstract Itemset mining approaches, while having been studied for more
than 15 years, have been evaluated only on a handful of data sets. In partic-
ular, they have never been evaluated on data sets for which the ground truth
was known. Thus, it is currently unknown whether itemset mining techniques
actually recover underlying patterns. Since the weakness of the algorithmically
attractive support/confidence framework became apparent early on, a num-
ber of interestingness measures have been proposed. Their utility, however, has
not been evaluated, except for attempts to establish congruence with expert
opinions. Using an extension of the Quest generator proposed in the origi-
nal itemset mining paper, we propose to evaluate these measures objectively
for the first time, showing how many non-relevant patterns slip through the
cracks. result verification; data generation; interestingness measures
1 Introduction
Frequent itemset mining (FIM) was introduced almost twenty years ago [1] and
the framework has proven to be very successful. It not only spawned related
approaches to mining patterns in sequentially, tree, and graph-structured data,
but due to its relative simplicity it has been extended beyond the mining of
supermarket baskets towards general correlation discovery between attribute
value pairs, discovery of co-expressed genes, and classification rules, etc.
The original framework used frequency of itemsets in the data (support)
as a significance criterion – often occurring itemsets are assumed not to be
chance occurrences – and conditional probability of the right-hand side of
association rules (confidence) as a correlation criterion. This framework has
clear weaknesses and other interestingness measures have been proposed in the
years since the seminal paper was published [24], as well as several condensed
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representations [15,6,10] that attempt to remove redundant information from
the result set.
While each of these measures and condensed representations is well-motivated,
there is as of yet no consensus about how effectively existing correlations are
in fact discovered. A prime reason for this can be seen in the difficulty of
evaluating the quality of data mining results. In classification or regression
tasks, there is a clearly defined target value, often objectively measured or
derived from expert labeling a priori to the mining/modeling process, that
results can be compared to when assessing the goodness of fit. In clustering
research, the problem is somewhat more pronounced but clusters can be eval-
uated w.r.t. intra-cluster similarity and inter-clusters dissimilarity, knowledge
about predefined groups might be available, e.g. by equating them with un-
derlying classes, and last but not least there exist generators for artificial data
[18]. In FIM, in contrast, while the seminal paper introduced a data generator
as well, that data generator has been used only for efficiency estimations and
fell furthermore into some disregard after Zheng et al. showed that the data it
generated had characteristics that were not in line with real-life data sets [28].
The current, rather small collection of benchmark sets, hosted at the FIMI
repository [2], consists of data sets whose underlying patterns are unknown.
As an alternative, patterns mined using different measures have been shown
to human “domain experts” who were asked to assess their interestingness [8].
Given humans’ tendency to see patterns where none occur, insights gained
from this approach might be limited.
Interestingly enough, however, the Quest generator proposed by Agrawal
and Srikant already includes everything needed to perform such assessments:
it generates data by embedding source itemsets, making it possible to check
mining results against a gold standard of predefined patterns. Other data gen-
eration methods proposed since [20,9,23,3] do not use clearly defined patterns
and can therefore not be used for this kind of analysis. The contribution of
this work is that we repurpose the Quest generator accordingly and address
this open questions for the first time:
– How effective are different condensed representations and interestingness
measures in recovering embedded source itemsets?
In the next section, we introduce the basics of the FIM setting, and discuss
different interestingness measures. In Section 3, we describe the parameters of
the Quest generator and its data generation process. Equipped with this infor-
mation, we can discuss related work in Section 4, placing our contribution into
context and motivating it further. Following this, we report on an experimen-
tal evaluation of pattern recovery in Section 5, before we conclude in Section
6.
2 The FIM setting
We employ the usual notations in that we assume a collection of items I =
{i1, . . . , iN}, and call a set of items I ⊆ I an itemset, of size |I|. In the same
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manner, we refer to a transaction t ⊆ I of size |t|, and a data set T ⊆ 2I
of size |T |. An itemset I matches (or is supported by) a transaction t iff
I ⊆ t, the support of I is sup(I, T ) = |{t ∈ T | I ⊆ t}|, and its relative
support or frequency freq(I, T ) = sup(I,T )|T | . An itemset I is frequent for a
given threshold θ ∈ N, if sup(I, T ) ≥ θ. The confidence of an association
rule X ⇒ Y , formed of two itemsets X,Y ⊂ I, X ∩ Y = ∅, is calculated as
conf(X ⇒ Y, T ) = sup(X∪Y,T )sup(X,T ) . When the context makes it clear which data
set is referred to, we drop T from the notation.
Condensed representations The set of all frequent itemsets can be summarized
by so-called condensed representations, subsets that include enough informa-
tion to enumerate all frequent itemsets or even to derive their support.
An itemset I is a closed itemset iff I is an itemset and ∀i ∈ I, i /∈ I :
sup(I∪ i, T ) < sup(I, T ). An itemset I is a maximal frequent itemset for given
minimum support threshold θ ∈ N iff sup(I, T ) ≥ θ∧∀I ′ ⊃ I : sup(I ′, T ) < θ.
2.1 Interestingness measures
The support/confidence framework has at least one major drawback in that it
ignores prior probabilities. Assume, for instance, two items i1, i2 with freq(i1) =
0.6, freq(i2) = 0.8. While freq(i1, i2) = 0.48 would often denote the itemset
as a high-frequency itemset, it is in fact exactly what would be expected given
independence of the two items. Similarly, conf(i1 ⇒ i2) = 0.8, while clearly a
high confidence value, would also indicate independence when compared to the
prior frequency of i2. Therefore, numerous other measures have been proposed
to address these shortcoming [24].
Most of them have been proposed for assessing the quality of association
rules, meaning that they relate two binary variables. Generally speaking, it is
possible to use such measures more generally to assess the quality of itemsets
in the following way. Given an interestingness measure m : 2I × 2I 7→ R,
itemset I, we can take the minimal value over all possible association rules
with a single item in the right-hand side (RHS): mini∈I{m(I \ i ⇒ i)}, if
the measure is to be maximized, or the maximum value in the opposite case.
Several studies [21,22,13] have explored association rule measures w.r.t. their
theoretical properties and empirical behavior and identified groups of measures
that behave the same or at least very similar. Based on those groupings, we
have selected the following measures:
1. Piatetsky-Shapiro (PS)
PS(X ⇒ Y ) = freq(X ∪ Y )− freq(X)freq(Y )
2. Confidence (Conf)
See above
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3. Least Contradiction (LC)
LC(X ⇒ Y ) =
sup(X ∪ Y )− (sup(X)− sup(X ∪ Y ))
sup(Y )
4. Jaccard (J)
J(X ⇒ Y ) =
sup(X ∪ Y )
sup(X) + sup(Y )− sup(X ∪ Y )
5. J-Measure (JM)
JM(X ⇒ Y ) = max
{
sup(X∪Y )
|T | log2(
sup(X∪Y )|T |
sup(X)sup(Y ) )+
sup(X)−sup(X∪Y )
|T | log2(
(sup(X)−sup(X∪Y ))|T |
sup(X)(|T |−sup(Y )) ),
sup(X∪Y )
|T | log2(
sup(X∪Y )|T |
sup(X)sup(Y ) )+
sup(Y )−sup(X∪Y )
|T | log2(
(sup(Y )−sup(X∪Y ))|T |
sup(Y )(|T |−sup(X)) )
}
6. Goodman-Kruskal (GK)
GK(X ⇒ Y ) =
∑
i∈X maxi′∈Y freq(i∪i
′)+
∑
i∈Y maxi′∈X freq(i∪i
′)
−maxi∈X freq(i)−maxi′∈Y freq(i
′)
2−maxi∈X freq(i)−maxi′∈Y freq(i
′)
Our primary aim, however, is to test the recovery of itemsets, the precursors
to association rules, and we are therefore also interested in measures that
have been proposed to mine interesting itemsets. To make it easier to discuss
those more sophisticated measures, we associate each itemset with a function
I : T 7→ {0, 1}, with I(t) = 1 iff I ⊆ t, which allows us to define an equivalence
relation based on a collection of itemsets {I1, . . . , Ik}:
∼{I1,...,Ik}= {(t1, t2) ∈ T × T | ∀Ii : Ii(t1) = Ii(t2)}
Using this equivalence relation, a given transaction t induces a block : [t] =
{t′ ∈ T | t′ ∼{I1,...,Ik} t}. The set of all blocks is referred to as the partition or
quotient set of T over {I1, . . . , Ik}:
T / ∼{I1,...,Ik}= {[t] | t ∈ T }
In the succeeding discussion, we label each block b ∈ T / ∼{I1,...,Ik} with a
subscript denoting what the different itemsets evaluate to. Assuming a set of
itemset {I1, I2, I3, I4}, for instance, b1010 contains all transactions for which
itemsets I1, I3 evaluate to 1, and itemsets I2, I4 evaluate to 0.
Multi-way χ2 Brin et al. proposed to use the χ2 test to evaluate itemsets
directly [7]. Each item i ∈ I is considered its own itemset and instead of a
2 × 2 contingency table, a multiway table with 2|I| cells is populated by the
cardinalities of the blocks derived from T / ∼{i|i∈I}. The χ
2-value is calculated
as in the two-dimensional case. The degrees of freedom for such a table are
df(I) = 2|I|−1−|I|, and if the χ2 value exceeds a given p-value for that many
df , the itemset is considered significant. Brin et al. also propose an interest
measure for individuals cells: interest(bv) = |1−
Ov
Ev
|, and propose to consider
the combination of item presences and absences of the cell with the highest
interest value the most relevant contribution of the found itemset.
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Entropy Entropy effectively evaluates the “balance” of a partition induced by
an itemset, i.e. the relative size or likelihood of the blocks:
H({i | i ∈ I}) = −
∑
b∈T /∼{i|i∈I}
|b|
|T |
log2(
|b|
|T |
)
The entropy is highest, equal to |I|, if all blocks are equally likely, and 0
if there is only one block. Heikinheimo et al. proposed mining low-entropy
itemsets [12].
Maximum Entropy evaluation Not a measure per se, De Bie has proposed
to use maximum entropy models to sample data sets conforming to certain
constraints derived from T , e.g. row and column margins, i.e. support of indi-
vidual items and sizes of transactions, in the expectation [3]. Found patterns
can be reevaluated on these databases and rejected if they occur in more than
a certain proportion.
3 The Quest generator
The Quest generator was introduced in the paper that jump-started the area
of frequent itemset mining (FIM), and arguably the entire pattern mining field
[1]. The generative process is governed by a number of parameters:
– L – the number of potentially large itemsets (source itemsets) in the data.
– N – the number of items from which source itemsets can be assembled.
– |I| – the average size of source itemsets.
– |t| – the average size of transactions in the data.
– |T | – the cardinality of the data set.
– c – the “correlation level” between successive itemsets.
The generator proceeds in two phases: it first generates all source itemsets,
and in a second step assembles the transactions that make up the full data
set from them. The authors, working in the shopping basket setting, aimed to
model the phenomenon that certain items are typically bought together and
several such groups of items would make up a transaction. This also means
that the output of FIM operations can be compared to the source itemsets to
get an impression of how well such mining operations recover the underlying
patterns. We have reimplemented the generator and it can be downloaded at
http://www.scientific-data-mining.org.
3.1 Source itemset generation
For each of the L source itemsets, the size is sampled from a Poisson distri-
bution with mean |I|, which means that itemsets’ sizes are not influenced by
those of others. A fraction of the items used in the source itemset formed in
6 Albrecht Zimmermann
iteration i is taken randomly from the itemset formed in iteration i− 1. This
fraction is sampled from an exponential distribution with mean c. This is the
only step in which itemsets are influenced by others. The rest of the items are
sampled uniformly from N . Each source itemset is assigned a weight, which
will correspond to its probability of appearing in the data, sampled from an ex-
ponential distribution with unit mean, and a corruption level, i.e. a probability
value that only the partial source itemset will be embedded into a transaction,
sampled from a normal distribution with mean 0.5 and variance 0.1. Source
itemsets’ weights are normalized so that they sum to 1.0.
3.2 Transaction generation
For each of the |T | transactions, the size is sampled from a Poisson distribu-
tion with mean |t|. Source itemsets to be embedded into the transaction are
chosen according to their weight, and their items embedded according to their
corruption level. Importantly, this means that source itemsets are selected in-
dependently from each other. If the number of items to be embedded exceeds
the remaining size of the transaction, half the time the items are embedded
anyway, and the transaction made larger, in the other half the transaction is
made smaller, and the items transferred for embedding into the succeeding
transaction.
4 Related work
The seminal paper on FIM, which also introduced the Quest generator, was
published almost twenty years ago [1]. The authors used the generator to sys-
tematically explore the effects of data characteristics on their proposed algo-
rithm, using several different transaction and source itemset sizes, evaluating
a number of values for |T | (9 values), N (5 values), and |t| (6 values) while
keeping the other parameters fixed, respectively, specifically the number of
source itemsets L. It is unclear whether more than one data set was mined
for each setting, an important question given the probabilistic nature of the
correlation, corruption, and source itemset weight effects.
A similar kind of systematic evaluation can still be found in [26], although
the authors did not evaluate different values for N (and also continue to keep L
fixed throughout). The evaluation found in [11], however, already limits itself
to only two Quest-generated data sets. In line with this trend, the authors of
[25] used four Quest-generated data sets which they augmented by three UCI
data sets [4], and PUSMB data sets that act as stand-ins for “dense” data,
i.e. sets with few items coupled with large transaction sizes. The evaluation
reported in [17] uses one artificial data set, one UCI data set, and the PUSMB
data.
The systematic use of the Quest generator came to a virtual halt after
Zheng et al. reported that one of the Quest-generated data sets shows different
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characteristics from real-life data and that algorithmic improvements reported
in the literature did not transfer to real-life data [28]. Notably, the authors
pointed out that Closet [17] scales worse than Charm [25], a result that
Zaki et al. verified in revisiting their work and comparing against Closet as
well [27], and that runs contrary to the experimental evidence presented in
[17] by the authors of Closet, probably due to the difference in used data
sets.
The typical evaluation of FIM related approaches afterwards consisted of
using two Quest-generated data sets, a number of UCI data sets, and the real-
life data sets made available to the community, e.g. in the Frequent Itemset
Mining Implementation competitions [2]. This has led to the paradoxical situ-
ation that while techniques for FIM have proliferated, the amount of data sets
on which they have been evaluated has shrunk, in addition to a lack of control
over these data sets’ characteristics. Also, all evaluations limited themselves
to evaluating efficiency questions.
In the same period, data sets begun to be characterized by the distribution
of the patterns mined from them, see e.g. [20]. These analyses have given rise
to techniques for “’inverse itemset mining” that, starting from FIM results,
generate data leading to the same distribution of mined itemsets. While these
data sets could be used for efficiency evaluations, they are dependent on the
data from which patterns are mined in the first place, and the lack of clearly
defined patterns prevents quality evaluations. In a similar vein falls the gener-
ator proposed in [23] which uses the MDL principle to generate data sets that
will lead to similar itemsets mined, even though it serves a different purpose,
namely to protect the anonymity of original data sources.
Finally, FIM research has spawned a large number of interestingness mea-
sures and literature discussing what desirable characteristics of such measures
are and how similar their practical performance is [21,22,13,24]. Tan et al. [21]
performed two types of analysis on 21 different interestingness measures: 1)
they analyzed each measure in terms of the properties identified as desirable
by Piatetsky-Shapiro [19] and additional properties they identified themselves,
2) they randomly generated contingency tables and compared the similarity of
different measures’ rankings. They identify five (non-disjunct) groups in this
manner. Vaillant et al. [22] performed similar analyses, grouping twenty mea-
sures, only some of which had been considered by Tan et al., empirically on
ten UCI data sets, and comparing their results with a grouping derived from
several formal properties. They identify four groups and show that the em-
pirical and theoretical groups do not fully agree. They reprised their work in
[13], slightly revising the set of measures, adding additional analyses and sug-
gesting guidelines for selecting the appropriate interestingness measure. While
this has made it possible to state whether some measures will have the same
outcome, i.e. solution sets, it is at present unknown how those outcomes relate
to the patterns underlying the data. The closest research has come to such
evaluations are attempts to establish how well interestingness measures for
association rules align with domain experts’ interest [8].
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5 Pattern recovery
The fact that the Quest generator assembles transactions in terms of source
itemsets gives us the unique opportunity to compare the output of a frequent
itemset mining operation to the original patterns. Note that this is different
from the approach taken in [20,23] – in those works databases were generated
that would result in the itemsets (or at least of the same number of itemsets of
certain sizes) being mined that informed the generating process. Contrary to
this, we cannot be sure that the output of the frequent itemset mining opera-
tion has any relation to the source patterns from which the data is generated,
although we of course expect that that would be the case. To the best of our
knowledge, this is the first time that such an objective comparison of mined
to source itemsets has been performed.
5.1 Experimental setup
For reasons of computational efficiency, we use only few (10, 100) source item-
sets in our experiments. This allows us to mine with high support thresholds
without having to expect missing (too many) source itemsets. We generate
data with N = 2000, |t| = 10, |I| = 4, with corruption turned off. We gen-
erate 100 data sets for each setting and average the results over them. We
used FPGrowth in Christian Borgelt’s implementation with support threshold
100/L%, a generous threshold given that we can expect each transaction to
consist on average of 10/4 = 2.5 itemsets. This corresponds to a relatively
easy setting since the source itemsets have high support and apart from the
correlation-induced overlap, items are unlikely to appear in several itemsets.
Mined itemsets can be of different type, they can correspond:
– one-to-one to source itemsets
– to unions of source itemsets
– to intersections of source itemsets
– to true subsets of source itemsets
– or be none of the above, in which case the itemset is considered spurious
We mine three kinds of patterns: frequent, closed, and maximal itemsets.
While frequent itemsets will be guaranteed to include all source itemsets re-
coverable at the minimum support threshold, they will also include all of their
subsets, and possibly additional combinations of items. Closed itemsets might
miss some source itemsets if the probabilistic process of the Quest generator
often groups two itemsets together while generating transactions, an effect
that should not be very pronounced over 100 data sets, however. On the other
hand can closed itemsets be expected to avoid finding subsets of frequent sets
unless those are intersections of source itemsets, and to restrict supersets of
source itemsets to unions of them. Maximal itemsets, finally, can be expected
to consist of unions of source itemsets.
We also use this opportunity to assess the effect of data sizes on the output,
e.g. whether more itemsets are mined or whether additional data helps remove
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Fig. 1 Pattern types for mining all frequent itemsets for L = 100, no corruption
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Fig. 2 Pattern types for mining frequent itemsets for L = 100, no corruption, without
subsets and spurious itemsets
spurious patterns. To this end, we generate data with 10, 000 (10K), 100, 000
(100K), and 1, 000, 000 (1M) transactions. For each pattern type, we filter
using to the different measures afterwards:
a) Piatetsky-Shapiro: 0.01 since independent LHS and RHS will have a PS-
score of 0.
b) Confidence: 0.5, which is a standard value used in the association rule
mining literature.
c) Least Contradictions: 0.01 since the numerator will be ≤ 0 if there are at
least as many counter examples as supporting examples.
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d) Jaccard: it is not straight-forward how to set a threshold for the Jaccard
measure since even the value for independent LHS and RHS depends on
the frequency of either one. Since negatively correlating ones would get a
score of 0, 0.001 would at least filter those out.
e) J-Measure: this measure measures the larger contribution to mutual en-
tropy, which is the Shannon entropy decrease according to [5]. This is an-
other measure for which the threshold is not straight-forward but given
that independent LHS and RHS will result in no decrease at all, we set a
threshold of 0.1.
f) Goodman-Kruskal: 0.01 for analogous reasons as in the case of PS.
g) Multi-way χ2: no threshold is needed for this measure but a significance
level, we choose 0.05. A high score does not always indicate that the itemset
as a whole is relevant, however. To interpret selected itemsets, we use the
block with the highest interest value. To give an example, if {i1, i2, i3}
attains a high score but the block with highest interest is b101, we interpret
{i1, i3} as the pattern, and i2 as being negatively correlated with it, hence
coming from a different source itemset. For this measure, we can therefore
also assess how many negative correlations were identified, and how many
of those correctly.
h) Entropy: there is not clear way to set a maximal threshold. We require for
the entropy of itemsets to be at most half of their size.
i) Maximum entropy evaluation: we use an empirical p-value of 0.05 to reject
the null hypothesis that the items in an itemset are independent from each
other, i.e. an itemset must not be frequent on more than 5% of the sampled
data sets. We sample 100 times from the maximum entropy model of each
data set. We will therefore risk false negatives but evaluating patterns on
10000 data sets already taxes our computational resources.
These measures have different semantics, as explained in [21,22], and those
works cautioned to consider the characteristics of the data mining task at hand
in selecting one, or several of them. As we have explained at the beginning of
Section 2.1, we apply all of them to a task that they are not necessarily well-
suited for, the identification of sets of co-occurring items, and evaluate their
usefulness for this task. In doing so, we also explore the view that successful
prediction of an item’s presence can be seen as a surrogate for the rejection of
independence.
We want to understand how the different pattern types and the different
interestingness measures interact with the source patterns to produce an out-
put set. Hence we show cumulative pattern counts, i.e. the top of the bar
corresponds to the total amount of itemsets mined, and different colors show
the proportion of different categories of itemsets. This could be incomplete in-
formation, however: a measure could for instance have a bias for short itemsets
while selecting the same type of itemset as another measure. We therefore also
show the length distribution of itemsets in the respective output sets. Finally,
the score assigned to patterns can be used to rank them and give guidance to
a user in terms of which ones to inspect/consider most relevant. We therefore
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Fig. 4 Pattern types for mining the top-50 scoring frequent itemsets for L = 100, no
corruption
select the top-50 scores for each measure, and evaluate the itemsets falling
into this score interval in the same manner (types of patterns, and length dis-
tribution). If different itemsets have the same score, this set’s cardinality can
be larger than 50. Note that in the ideal case this should include only source
itemsets for L = 100, while it necessarily will include other types for L = 10.
5.2 Data sets created without corruption of source itemsets
Due to the page limit and since the results for 10K, 100K, and 1M transactions
to not differ from each other, we show only plots for 10K transactions. We also
focus mainly on results for L = 100, since the trends for L = 10 remain the
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Fig. 5 Pattern size distribution for mining the top-50 scoring frequent itemsets for L = 100,
no corruption, excluding Confidence and Entropy
same, with only some changes in the composition of the output set. The full set
of plots can be downloaded at http://www.scientific-data-mining.org.
Frequent itemsets As Figure 1 shows, for 100 source itemsets, the vast majority
of the output will be composed by subsets of those itemsets. The first column
also shows quite a few spurious itemsets. While some of the interestingness
measures, such as PS or JM, manage to remove most of the spurious sets, al-
though JM does so at the expense of actual source itemsets, they cannot filter
out the subsets since these consist of legitimately co-occurring items. Except
for the two mentioned measures, however, all of the other measures let signifi-
cant amounts of spurious itemsets pass, some filtering better (Confidence, LC,
GK), some worse (Jaccard, Entropy, Multiway-Chi, MaxEnt).
Due to the large size of the output, the first figure has a log-scaled y-axis.
To gain a better idea of the composition of the output, Figure 2 shows the
output set with subsets and spurious sets removed.
As can be seen, the threshold is tight enough that no full unions of source
itemsets appear, which unfortunately also means that quite a few source pat-
terns are not recovered. It is interesting to see that most measures reduce
the number of source itemset intersections, with the exception of entropy and
the Multiway-Chi, which actually identifies intersections in combination with
spurious items.
Figure 3 shows how itemset sizes are distributed. In particular it shows that
GK has a tendency to select longer itemset, compared to the other measures.
As mentioned above (and as seen in Figure 1), using a single cut-off value
still leaves too many itemsets in the output set. Figure 4 shows the effect of
using the top-50 scores.
Both confidence and entropy include almost the entire set of itemsets in
this score range, although confidence removes at least the spurious sets, while
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Fig. 7 Pattern size distribution for mining all closed frequent itemsets for L = 100, no
corruption
the others return far fewer itemsets. As the figure makes clear, in most cases it
is the source itemsets that are removed in this way, with intersections and sub-
sets being selected. Almost no spurious patterns remain, showing that highly
scoring patterns indeed consist of co-occurring items.
Figure 5 shows the size distribution of itemsets within the top-50 scores
(excluding confidence and entropy since their distributions would look as in
Figure 3). The majority of itemsets is relatively short, supporting the impres-
sion gained from Figure 4, with the exception of Multiway-Chi and GM that
identify longer patterns as interesting. Since the Multiway-Chi score increases
with the number of cells, this was to be expected.
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Fig. 8 Pattern types for mining the top-50 scoring closed frequent itemsets for L = 100,
no corruption
At this point, we have to conclude tentatively that mining frequent itemsets
overwhelms interestingness measures: in particular the large amount of subsets
means that the result set would need quite a bit of post-processing to identify
the actual patterns in the data.
Closed itemsets A straight-forward way of addressing this issue of too many
subsets consists of mining closed itemsets instead, and indeed, as Figure 6
shows, the number of returned itemsets drops from almost ten thousand to a
few hundred.
With many subsets removed, similar filtering trends hold as in the case of
mining all frequent itemsets – in particular Jaccard and Multiway-Chi, but
also Entropy and MaxEnt, are filtering spurious sets not really well. In the
case of the latter three the problem seems to be that source itemsets or their
subsets, when combined with spurious items, still show unexpected frequencies,
appearing significant. The removal of subsets also affects the size distribution
of itemsets (Figure 7).
Since there are no more subsets to overwhelm the interestingness measures,
the set of itemsets having scores within the top-50 range is roughly of size 50,
with the exception of entropy, as Figure 8 shows.
This plot contains the in our opinion first surprising result since the output
set selected by confidence (consisting mainly of source itemsets and intersec-
tions) would actually be the most relevant. But also most of the other measures
return a mix of itemsets that are related to the source itemsets, with the excep-
tion of GK, entropy, and Multiway-Chi. The latter loses its good performance,
now that there are no more subsets that can be separated from spurious items
with which they were combined.
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Fig. 10 Pattern types for mining all maximal frequent itemsets for L = 100, no corruption
Combining closed frequent itemsets with interestingness measures proves
to be much more effective for recovering source itemsets and itemsets that
are related to them, vindicating the theoretical considerations that led to the
proposal and adoption of closed itemset mining.
Maximal itemsets An alternative to closed itemset mining consist of mining
maximal itemsets. Since those can also be expected to remove intersections
of source itemsets, the result set should consist mainly of source itemsets and
Figure 10 seems to bear this out. The size distribution of course reflects the
focus of this approach on long itemsets (Figure 11).
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Fig. 12 Pattern types for mining the top-50 scoring maximal frequent itemsets for L = 100,
no corruption
When selecting itemsets using the top-50 scores (Figure 12), finally, mining
maximal itemsets looks like clear winner, at least if one does not use GK,
Multiway-Chi, or entropy to select patterns.
The problem with this interpretation is that Figure 14, showing the result
for mining maximal sets for L = 10, paints a different picture: while, similar
to the case of L = 100, the full result set contains roughly the same amount
of patterns as there are source itemsets, the majority of those are spurious.
The reason for this is to be found in that with 100 source patterns, 100∗1012 =
5050 possible pattern combinations are possible, making it relatively unlikely
that many will show up as frequent. 10 source patterns will only combine into
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Fig. 14 Pattern types for mining all maximal frequent itemsets for L = 10, no corruption
55 patterns, leading to partial unions crowding out their subsets, i.e. source
patterns.
Since there are fewer than 50 patterns in total, using top scores will not help
in this situation, and while the set is small enough to be examined by a user,
maximal pattern do not carry enough information to help with determining
the relevant ones.
The number of source patterns, its interplay with the minimum support
threshold, the number of highest-scoring patterns chosen, and of course thresh-
olds for interestingness measures, will therefore have a strong effect on what
kind of patterns are returned, a problem that also the use of the top-scoring
closed itemsets will not fully address, as Figure 15 shows.
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6 Summary and Conclusions
In this work, we have for the first time evaluated condensed representations
and interestingness measures for frequent itemset mining objectively. Due to
a lack of data whose underlying patterns are known and whose characteristics
can be easily controlled, it had been unknown whether FIM approaches recover
underlying patterns.
We have revisited the Almaden Quest data generator, and exploited the
fact that it constructs data from explicit patterns. By generating data sets
and performing frequent itemset mining on them, we could compare the mined
patterns against the source itemsets used to construct the data. We found not
only that mining frequent, closed, or maximal patterns leads to result sets that
include many non-relevant patterns in addition to source itemsets but also that
several interestingness measures that have been proposed in the literature are
only partially effective in reducing the result set to the relevant patterns.
In particular, we have seen that results may vary quite a bit depending on
the number of actual source patterns in the data. Since this is one piece of
information that no user will know, guidelines should be developed regarding
the relationship between mined and actual patterns, depending on the genera-
tive processes. Such information could be used to relate patterns to each other
in post-processing steps such as pattern set mining. Also, the Quest generator
implements a relatively simple setting since all items of a source itemset are
embedded together, without conditionality effects, and without any noise in
the data that is independent of patterns. We therefore recommend to view our
results as a kind of upper bound on the performance of the evaluated interest-
ingness measures: results in more complex, let alone real-world, settings are
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likely to be worse and any measure that did not perform well in the setting
we evaluated here is not very likely to be useful in other settings.
For future work, we therefore intend to look into more complex ways of
embedding itemsets, e.g. involving noise, in particular noise that gives the
appearance of regularity. Similarly, we will develop approaches for embedding
partial patterns conditionally, since this would be a setting that is better suited
for evaluating the performance of quality measures for predictive rules. Addi-
tionally, there have been proposals put forward for generators that generate
the source itemsets themselves in a more sophisticated way, for instance in
[14]. Such data can then be used to relate found patterns to generating pro-
cesses, and we will use it to follow up on the results presented in this work,
with the goal of getting closer to giving robust recommendations for the use
of measures and pattern types in real-world settings.
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