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ABSTRACT 
This paper is concerned with inequalities of Wirtinger’s type involving sequences 
and their first differences. We view these inequalities as consequences of minimizing 
and,‘or maximizing quadratic forms under boundary constraints. As a consequence, 
we can approach these inequalities by means of the associated ifference equations 
and obtain results which extend ail that were known. 
0. INTRODUCTION 
Discrete inequalities of Wirtinger’s type have been considered by a 
number of authors. The techniques employed by these authors can be 
classified into three categories. The first is based on the minimal and maximal 
eigenvalues of quadratic forms; e.g. see [l, 7,8]. The second is based on 
geometric facts in Euclidean space; e.g. see [9]. The third is based on finite 
Fourier series; e.g. see [6, lo]. In this paper, we shall approach these 
inequalities via difference equations of the form 
-A[#-l)Ah(k-l)]+q(k)h(k)=O, k=l,..., n, (0.1) 
where A is the difference operator Ah(k) = h(k + 1) - h(k). 
The idea behind our approach is not new. Indeed, we borrow the idea of 
the calculus of variations and view discrete Wirtinger’s inequalities as conse- 
quences of minimizing and/or maximizing quadratic forms under boundary 
constraints. In this context, equations of the form (0.1) become the Euler- 
Lagrange difference equations associated with these constrained quadratic 
forms. This approach will enable us to obtain results which extend all 
previous known inequalities of Wirtinger’s type involving sequences and their 
first differences. 
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1. PRELIMINARIES 
Equation (0.1) can be written as a three-term recurrence equation 
p(k)h(k+l)= [p(k-l)+p(k)+q(k)lk(k)-p(k-l)h(k-l), 
k=l,..., n. (1.1) 
This equation is closely related to tridiagonal matrix of the form 
I 
41) 41) 0 ’ 
41) 42) 49 
r&22) d&l) r(n-1) 
0.2) 
0 r(n - 1) d(n) 
For instance, let X( - 1) = 0, X(0) = 1, and X(k) be the kth leading prin- 
cipal minors of this matrix; then the Lagrange expansion method for determi- 
nants leads us to the recurrence equation 
X(k)=d(k)X(k-l)-r’(k-l)X(k-2) (1.3) 
for k=l,..., n. Furthermore, we have 
LEMMA 1. Let X( - 1) = 0, X(0) = 1, and X(k) he the kth leading 
principal minors of the matrix (1.2). Zf X(k) is not equal to zero for 
1 < k G n - 1, then for any y = col( y( l), . . . , y(n)), the quadratic form y’Ay 
is equal to 
X( n)X-‘( n - l)y’(n) 
II 1 
+ k~,X(k-l)X-‘(k)[X(k)X-l(k-l)y(k)+r(k)y(k+l)]”, (1.4) 
where yT denotes the transpose of y. 
The proof of the lemma follows from Jacobi’s method of completing the 
squares for quadratic forms (see Gantmacher [3, p. 3021 or Fort [2, p. 1361.) 
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We may also proceed as follows. First expand the quadratic form as 
i d(k)yZ(k)+ ‘*g’2r(k)y(k)y(k +1). 
k=l k=l 
(1.5) 
Since X(k) f 0 for k = 0,. . . , n - 1, by (1.3), 
d(k)=X(k)X-‘(k-1)+r2(k-l)X(k-2)X?(k-l), l<k<n. 
Substituting d(k) into (1.5), we may then reorganize the subsequent sum to 
yield (1.4). 
We shall assume throughout the rest of the paper that p(k) z 0 for 
0 G k G n. Under this assumption, a solution of (1.1) is defined for 0 6 k G 
n f 1. For this reason, we shall sometimes call a solution h(k) of (1.1) a 
solution vector and denote it by h = col( h(O), . . . , h( n + 1)). 
Consider the boundary-value problem 
p(k)h(k+l)= [p(k-l)+p(k)+q(k)]h(k)-p(k-l)h(k-l), 
k=l,..., n, (1.6) 
h(0) + ah(l) = 0, (1.7) 
h(n+l)+bh(n)=O, (1.8) 
where u, h are arbitrary numbers. If we define 
i 
(l+a)p(O), k=O 
P(K) = p(k), k=l,...,n-1, 
(1+ k)p(n), k= n, 
then (1.6)-( 1.8) and the boundary problem 
P(k)y(k+l)=(P(k-l)+P(k)+q(k))y(k)-P(k-1)&c-l), 
k=l,..., n, (1.9) 
Y(O) = 0, (1.10) 
y( n + 1) = 0 (1.11) 
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are equivalent in the following sense. If h(k), 0 < k Q n + 1, is a solution of 
(1.6)-( 1.8), then 
i 
0, k=O, 
y(k)= h(k), k=l,..., n, 
0, k=n+l, 
(1.12) 
is a solution of (1.9)-(1.11). Conversely, if y(k), 0 < k < n + 1, is a solution of 
(1.9)-( 1.11) then 
- ay(l), k = 0, 
h(k) = y(k), k=l,...,n, (1.13) 
-by(n), k=n+l, 
is a solution of (1.6)-(1.18). 
Suppose y(k) is a solution of (1.9). Let 
1 
P’(O) = P(O) ( if a=-1, if a#-1, P’(n)= l ( if b= -1, P(fl) if b# -1, (1.14) 
and P’(k) = P(k) for 1 Q k < n - 1. Let 
k= -1 
‘.(k)={P’(0).f:P’(k), k=O,...;n, 
(1.15) 
and 
M(k) = L(k)& +I), k= -l,...,n; (1.16) 
then we obtain from (1.9) that 
P(k)[P’(k)] -‘M(k)= [P(k-l)+P(k)+q(k)]M(k-1) 
- P( k - l)P’( k - l)M( k - 2) (1.17) 
for 1~ k < n. If we further assume that y(0) = 0 and y(n + 1) = 0, then 
M( k ) satisfies M( - 1) = 0, M( n ) = 0 and 
M(k)= [P(k-l)+P(k)+q(k)]M(k-l)-P’(k-l)M(k-2), 
k=l,..., n. (1.18) 
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The following is now ol,vious. 
LEMMA 2. If (1.6)-(1.8) has a solution h(k), k = O,l,. , n + 1, such 
thut P’(0). . . P’(k - l)h(k) > 0 (( - l)kmlP’(0). . P’(k - l)h(k) > 0) for k 
= 1 >...> n, then (1.18) has a solution M(k), k = - 1,. . . , n, such that 
M( - 1) = 0, M(n) = 0, and M(k) > 0 (respectively ( - l)“M( k) > 0) for 
k=O,...,n-1. 
The alive development can be modified to yield 
LEMM.\ :3. If (1.6)-( 1.7) lams (I solution h( k ), k = 0,. . . , II + 1. .SW/I t/rot 
P’(O) P’( k - l)h( k) > 0 (( - l)k ‘P(O) . F”( k - l)h( k) > 0) jbr k = 
1. . , II OfId P’(0) . . . P’( n - l)p( 11 )[A( n + l)hh( fi )] > 0 (rwpcctiwly 
( - l)“P’(O) . . . P’( II - l)p( n)[h( n + l)+ M(n)] > Oj, thm (1.18) 1~s n 
.solt~/iot~ .\I( k), k = - 1,. . . , n, sz~cl~ thrrt M( - 1) = 0, .ZI( k) > 0 (rcsp:~cticcly 
(~ l)“,~f(k)>O)fork=O,...,n. 
Indeed we only need to modify M( II + 1) in ( 1.16) to 
.\I( II + 1) = P’(0) . . . P’(f1 - l)p( u)[h( )I +1)-t /?/I( I,,]. 
A real vector c = col( c(O), , 1;( n + 1)) is an admissible vector if it is 
nontrivial and satisfies 
c(O)+ac(l)=O and v(n+l)+hv(r~)=O. 
For any vector c = col( v(O), . . . , c( n + l)), we define the functional J[ r] by 
s(m)p(O)[Av(O)]‘+ “&(k)[Ac(k)]’ 
k=I 
+ I~,rl(k)~‘(k)+S(h)p(n)[A~(~r)]‘. (2.1) 
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if a=--1, 
and S(b)= 
1 if h= -1, 
if a#-1, (l+h))’ if h+ -1. 
If t: is admissible, then J[v] can be rewritten as 
(l+cr)p(O)u”(l)+ c p(k)[A~(k)]~+i q(k)v”(k)+(l+h)p(n)~‘(n) 
!i=I /C=I 
or the following quadratic form: 
J[v] =(0(l),..., ~(n))G(v(l),...,u(n))‘, (2.2) 
where G is the tridiagonal matrix 
I’(0) + I)( 1) + (I( 1) \ 
- I’( 1) 
l'(1) 7’(l) + P(2)+ q(2) 
- P(2) 
- P(2) 
~ I’( I1 1) 
\ -7'(t1-1) I'(rl~l)+I'(,l)tq(ll) I 
(2.:3) 
LEMMA 4. 1f (1.6)-(1.8) has a solution h(k), k = 0,. . . , n + 1, such that 
P’(0) ’ . . P’(k - l)h(k) > 0 (( - l)k~lP’(0)~. . P’(k - l)h(k) > 0) for k = 
n, then the kth leading principal minor X(k) of G satisfies X(k) > 0 
~&&ztiaPly ( - l)kX( k) > 0) for k = 1,. . . , n - 1 and X(n) = 0. 
Proof. If we define X( - 1) = 0 and X(0) = 1, then the kth leading 
principal minor of G is given by 
X(k)= [P(k-l)+P(k)+q(k)]X(k-l)-P2(k-l)X(k-2) 
for k=l,..., n. According to Lemma 2 and the fact that X(k) and M(k) 
satisfy the same initial condition at k = - 1, we have X(k) = M( k)/M(O) > 0 
for k = l,..., n - 1 as required. n 
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Suppose the hypothesis of Lemma 4 holds. Then the vector h = 
col( h(O), . . . , h( n + 1)) is admissible. We have shown that y(k), k = 0,. . . , n 
+ 1, defined by (1.12), satisfies (1.9)-(1.11); that M(k), k = - 1,. . . , n, 
defined by (1.6), satisfies the assertion of Lemma 2; and that the k th leading 
principal minor X(k) of G satisfies X(k) = M( k)/M(O) > 0 for k = 1,. . , n - 
1. Now for any admissible vector II, we obtain from Lemma 1 that 
][I-] =“z’.\.(k-I)\. ‘(k)[S(k)S ‘(k-l)o(k)-I’(k)r(k+1)]2>0 
i 1 
~loreovcr, J[ u] = 0 only if 
.Y(k)S ‘(k-l)c(k)=P(k)c(k+l), k = l,..., )I - 1. 
01 
c( k + 1) = 
S(k)c(k) S(k)c(l) M(k)c(l) 
l’(k)X(k-1) =P(k)d’(l) =P(k)~~~I’(l)M(O) 
M(k)r(l) dl)Y(k + 1) r(l)/z(k + 1) 
_ 
IAk)Y(l) = Y(l) = /t(l) . 
k=l....,I~ - 1. 
T~IIS ( r(l), . r(n)) is a constant multiple of (h(l), , /z( II )). Frtrthermore, 
since c and 11 are both admissible, c is a constant multiple of Il. \I’e 
sIln1marize these in the following main theorem of our paper. 
r~HEOREhl 1. Supposc p( k ) # 0 jbr 0 < k < II. IA P’(0) = ( 1 + (I )p(O) if 
0 # - 1 U,ld P’(0) = 1 if (1 = - 1. ZA P’( II ) = (1 + h)p( II ) if 17 f - 1 ntd 
I”(jt)=l i.f /I= -1. ht P’(k)=p(k) jGr lgk<rl. If’ (1.1) hs (1~1 
clflr~li.ssihlf~ sollrtion cector 11 = co1 (/z(O), . , /I( II + 1)) ~rllic~/I .~/ti.~j+s 
I”(o) I”( k ~ l)h( k) > 0 i( - 1) A ‘P’(0) . P’( k - l)h( k) > 0~ fi)r k = 
1. , it, tlicw for fmy f~fhnissildc ccctor 0, J [ c] > 0 irf~spf~f~ticrly ] [ c] < 0). 
.\lorfwvf7, J[ 1.1 = 0 only if c is n f~onstfmt multiple of 11. 
Similarly, we obtain from Lemma 3 the following 
THEOREM 2. Suppose p(k) f 0 for 0 < k < II. Lc>t P’(0) = (1 + (1 )p(O) if 
(1 # - 1 fltlfl P’(0) = 1 if N = - 1. LrJt P’(k)= p(k) j3r k= I,..., II - 1. 
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Zf (1.6)(1.7) has a solution h(k) such that P’(0). . P’(k - l)h( k) > 0 
(( - l)kP ‘P’(0) . . . P’(k - l)h(k) > 0) for k = 1,. . . , n and P’(0) . . . P’( n - 
l)P(n)[h(n + 1) + bh(n)l > 0 (respectively ( - l)“P’(O) . . . P’( n - 
l)p( n)[ h( n + 1) + bh( n)] > 0), then G is positive definite (respectively negu- 
tive definite) and ][ v] > 0 (respectively J[ v] < 0) for any adrnissilAe 
vector 2;. 
3. REDERIVATION OF THREE THEOREMS 
As the first application of our results, we shall derive Theorems 8, 9, and 
10 in [l]. Note first that for any real numbers c and d, h(k) = sin(2ck - d ), 
k = O,..., n + 1, is a solution of the equation 
l’h(k-1)+4sin’(c)h(k)=O, k=l )..., II. 
It is now easy to see that 
~‘h(k-l)+4sin’[2(2~+1) i/r(k)=O, k=l,...,tl, 
h(0) = 0, 
h(n)=h(n+l) 
has a solution h(k) = sin[kr/(2n + l)], which is positive for 1 Q k < II. 
Applying Theorem 1, we obtain Theorem 8 in [ 11: If c(O), , c( n ) are t1 + 1 
real numbers and u(O) = 0, then 
“x1 [ Az;( k)]’ >, Irin’( 2(2z+ 1) ] Lg, G”(.k ): 
!. = 0 
equality holds only if v(k) = Csin[ kr/(2n + l)] for 0 < k -S )I. Similarly, the 
boundary problem 
k=l,...,n, 
h(0) = 0 = h( n + 1) 
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has a solution h(k) = sin[kT/( n + l)] which is positive for 1 < k < n. Thus 
~.c can apply Theorem 1 to obtain 
LEMMA 4 [l, Theorem 91. lf v(0) = o( n + 1) = 0 and c(l), . . . , 2;( n ) we 
II rwl tlundwrs, then 
cqutrlity holds only if v( k) = Csin[kr/( n + l)] for 0 < k < n + 1. 
We need two preparatory results in order to prove Theorem 10 in [ 11. By 
contimlity arguments, it is not difficult to see that for any c in [0, l), there is a 
C/(P) such that h(k) = sin[kr/n -d(e)] satisfies (1 - e)h(O)+ eh(1) = 0 and 
0 < r/((‘) < 7~/n. Note further that 
(l-~)h(n)+eh(n+l)= - [(l-c)h(O)+eh(l)] =O, 
and that h(k) > 0 for 1 < k < n. Thus applying Theorem 1, we obtain 
LEhrhrA 3. For any e in (0, l), if v(O),. . . , t‘( n + 1) we I? +2 rwl 
tIrr~flhrs ~such that (1 - e)ff(O)+ co(l) = 0 mnd (1 - e)c’( n) + cc( 11 + 1) = 0, 
t/w1 
cqwlity lzoltls only if u(k) = Csin[k7r/n - d(e)] for 0 6 k < n + 1, uhcre 
0 _I d( 0) < ?r/n. 
Similarly, for any e in [0, g), there is a d(e) such that d(0) = 0, 0 < d(e) 
< 7r/(2n + l), and h(k) = sin[2kr/(2n + 1) - d(e)] satisfies (1 - e)h(O)+ 
eh( 1) = 0. Since 
[1-2d(e)]h(n)+[1+2d(e)]h(n+l)=O (3.1) 
and h(k) > 0 for 1~ k < n/2, applying Theorem 1, we obtain 
LEMMAS. For any e in [0, i), let d(e) be the smallest nonnegative root 
of the equation 
(1-e)sin[-d(e)]+esin $-d(e)j=O. 
i 
(1-r)[Ac(~)]‘+“~~[Au(k)l’+[;+c/(e)][A~(n)] 
I,=1 
We can now give a proof for Theorem 10 in [ 11: If c(O), . . , c( II + 1) are 
II + 2 real tlurnhers such that C(O) = c( II + 1) and ~(0) + . + v( II ) = 0, 
thell 
i [Ac( k)]’ 3 3sin’( -& ) t t”(k): 
I, =o i: = 0 
eqrulity holds only if c(k) = A sin[2rk/( II + l)] + Hcos[2~k/( II + l)] fol 
0 < k < )I + 1. 
Proof. Extend the definition of the sequence C( k ) ” periodically” to 
k = 0 ,...,211 +2 1)~ putting o(k) = v(k - II - 1) for II = 1 <k < 211 +2. Join 
the sequence of points (k, f(k)), 0 < k < 211 + 2, 1)~ straight line segments to 
for111 a broken line. This broken line gives rise to a representation of a 
fllnction c*(t) over [0,2n +2] such that c*(k) = 2-(k) for 0~ k < 2~ +2. 
~\cumling to Mans Levy 111, p. I%], there exists a real nurnl)er CJ sllch that 
O<c~<(r1+1)/2 and c~*(e)=~*(~+(r1+1)/2)=~*(~+tn+l). We first 
show our assertion in case n is odd. Assume first that c’ = 0. W’e define 
u(k) = c(k) - t*(e) for 0 <k < 2n +2. Then u(k) satisfies 
‘rIS1’ 
u(0) = u __ 1 I 2 =u(n+l)=O. 
Applying Lemma 4 to the sequence u(O), . . . , u(( n + 1)/2) and the sequelIce 
u( rt + A ), , rd( n + 1) respectively, we obtain 
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\\.ith eqiiality ouly if u(k) = Csiu[2rk/( n + l)] for 0 < k < (17 i - 1)/Z; and 
13 
with equality only if u(k) = Esin[2ak/(n + l)] for (n - 1)/2 < k < n + 1. 
Adding these inequalities, we obtain 
with iueqriality only if 
,,(k)=,iCsill[27ik/(1r+l)], O<k<(n+l)/2, 
(Esin[2nk/(n+l)], (n+1)/2<k~n+l. 
Since u(k) = z‘(k) - r(O) and v(O)+ . . + t’( n + 1) = 0, we have 
ic 
5 [Aujk)]“~4sin2[~) i u2(k)+4u2(0)(n+l) 
= 0 k=O 
where the last inequality is strict unless u(O) = 0 and 
c(k)= (Csin[Sr/(n+l)], O<k<(n+1)/2, 
\Esin[2mk/(n+l)], (n+1)/2<kgn+l. 
Since L.(O) + . . + u( n + 1) = 0, we obtain C = E as required. If II is odd 
aud 0 < c < 1, then define u(k) as before, we see that (1 - e)c(O) + eu( 1) = 0 
arid ( 1 - (J ) c( n + 1) + eu( n + 2) = 0. Applying Lemma 5 to the sequences 
r(O), , t(( II + 1)/2) and u(( n + 1)/2), . ,2;( n + 2) respectively, we obtain 
(I1 1)/Z 
(1- e)[Au(O)]“+ c [Au(k)12+e 
L=l 
with equality only if u(k) = Csin[2kr/( n + 1) - d( P )] for 0 d k < ( n + 1)/2; 
and 
u.ith cqltality only if u(k) = Csin[2kn/( II + 1) - tl(ca)] for (II + 1)/Z < k < II 
+ 2. ;\cldiirg these inequalities, we obtain 
m.ith eqliality only if c*(r) = 0 and 
.Igain, the conclition u(O) + . . + c( TV) = 0 implies (: = I;. Finally, if 1 < (1 < 
( II + 1)/2, we may prove our assertion by means of a c+aiige of the 
independent variable and making use of the periodicity of the seqrlence L‘( k ) 
so that the assumptions of the previous two cases are satijfiecl. III cxse II i\ 
even, we may assume without loss of generality that 0 < o < J. Define I(( k ) 
as 1)efore. Then u( t1/2)u( n/2 + 1) < 0 and 
Connec+ing the points (n/2, u( n/2)) and ( n/2 + 1, t( n/2 + 1)) \)y a suital)le 
cllrve if necessary, we may apply Lemma 6 to the sequences u(O), . . . , u( II/~ 
+ 1) and u(n/2),..., u( n + 2). The rest of the argument is sinlilar to that 
given above and is thus omitted. The proof is complete. n 
4. DISCKETE JACOBI CONDITION 
:\s another application of our results, we shall derive a discrete analog of 
the strellgthenecl Jacobi necessary condition in the cal~ll~s of variations 15. 
pp. 11 1 1 171. For this purpose, we first introduce the concept of a conjugate 
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node, vvhich is similar to the concept of a conjugate point in the calcuhis of 
variations. 
Let f(k) be defined for 0 < k < n + 1. If the points (k, f( k )), 0 < k < II + 
1, are joined by straight line segments to form a broken line, then this broken 
line gives rise to a representation of a continuous function, henceforth 
denoted by f‘*( t ), such that f*(k) = f(k) for 0 < k < n + 1. The zeros of the 
fimction f*( t ) are called the nodes of f(k). Consider the initial-vahie 
prol)lein 
-A(p(k-l)Ah(k-l))+q(k)h(k)=O, k = l,..., n. (4.1) 
h(0) + cJz( 1) = 0, (4.2) 
where p(k) > 0 for 0 < k < n. Let h(k) b e a solution of (4.1). If u > 0, then 
(4.2) holds if and only if 1 - l/( 1 + u) is a node of h(k). If h 2 0, then 
h( n + l)+ hh( n) = 0 if and only if n + l/(1 + h) is a node of 1r( k). We shall 
assume in this section that u, h > 0. Relative to (4.1)-(4.2), the mnnber c is 
called the conjugate node if it is the least number greater than 1 - l/( 1 + <I ) 
such that (4.1)-(4.2) has a solution h(k) satisfying h*(c) = 0 and lx*(t) > 0 
for 1 - l/(1 + u) < t < c. In these terms, Theorem 1 states that if 
n + l/(1 + h) is the conjugate node relative to (4.1)-(4.2) then J[ u] > 0 for 
any admissible vector u. 
Now assmne that the conjugate node relative to (4.1))(4.2) is strictly 
greater than n + l/( 1 + h); then according to Theorem 2, J[ c] > 0 for any 
admissible vector c. This is the necessary part of the following 
THEOREM :3. Suppose u, h > 0 md p(k) > 0 for 0 < k < n. The qzratlrrrtic 
f ornl 
J[v] =(l+a) ~‘p(O)[Ao(0)]“+“C’p(k)[Ac;(k)]~ 
!Y=l 
+ $,q(k)c”(k)+(l+h) ‘p(n)[A+~)]’ 
is positiuc for any udmissihle oector v if und only if the conjugcltr ~wtlc 
rdutiw to (4.1))(4.2) is strictly larger then n + l/( 1 + h). 
To complete the proof of the theorem, suppose J [ c] > 0 for any admissi- 
ble c, and suppose to the contrary that u(k) is a nontrivial sohition of 
(4.1))(4.2) which has a node c < n + l/(1 + h). Assume first that c = n + l/ 
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(1 + h’) where b’ > b. We define h = col( h(O), . . . , h( n + 1)) by 
h(k) = r u(k), O<k<n, - bu(n), k=n+l; 
then h is admissible but J[h] = u(n)p(n)[u(n + I)+ h(n)] < 0, which is a 
contradiction. If c < n, define h by 
(4.3) 
thei] /I i\ admissible. Furthermore, J [ II] = p( II - 1) II( 11 ) II( II - 1) < 0 if )I - 
I < c’ < ,i, and /[h] = 0 otherwise. These contradictions conclude our proof. 
5. EXTENSION OF TWO THEOHEMS 
In this last section, we shall derive a theorem which extends the two maili 
Theorenis in [7]. For this purpose, consider the following eigenvalue problem: 
-A[l,(k-l)M(k-l)]+[q(k)-XQ(k)]h(k)=O, k = l,..., 11. 
(5.1) 
h(0) + nh( 1) = 0, (5.2) 
h( n + 1) + M( TV ) = 0, (3.3) 
where p(k) > 0 for k = 0,. . . , n and Q(k) > 0 for k = 1,. , 11. This eigen- 
value problem is equivalent to the matrix eigenvahie problem 
where G is defined by (2.3). Since G and Q are symmetric, (5.1)-(5.3) has n 
real eigenvalues Xi < X, < . . . < h I,. According to Gantmacher and Krein [4, 
pp. 10%1031 or Fort [2, p. 1551, these eigenvalues are actually simple and 
the eigensolutions u(k) and w(k) of (5.1)-(5.3) corresponding to X, and X,, 
can be chosen so that u(k) > 0 and ( - l)km ‘w(k) > 0 for 1~ k < n respec- 
tively. Consequently, we obtain from Theorem 1 the following 
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J[v] -A, f @k)v’(k)>O 
!.=I 
J[C] -A,, i ()(k)o’(k)d). 
k=I 
Eqrrnlity ldtls in the first inequrllity only if v( k) = Cu( k) for 0 < k < II + 1, 
c/trtl in t/w .rcc~mrl only if c( k) = Ew( k) for 0 8 k < n + 1. 
\Ve remark that we need not assume the positivity nor the negativity of 
the eigenvalues in the above theorem. However, if (1.1) has a solution h(k) 
s11c11 that II(O) + (A( 1) = 0, Iz( k) > 0 for 1 < k < n, and h( n + 1) + hh( II ) > 0, 
then we can show that A, is positive. Indeed, G is positive definite by 
Theorem 2. Furthermore, since o(k) is also positive for 1 < k < it, 
diag( {I( l), , o( n)) is also positive definite, so that all eigenvalues of (5.4) 
are positive. 
There are a number of nonoscillatory criteria which guarantee the ex- 
istence of such a solution as is described in the above paragraph. In 
particular, if u > 0 and 9(k) > 0 for 1~ k < n, we can show by elementary 
means that the solution h(k) of (l.l), determined by (5.2) and h(1) > 0, 
satisfies h(k) > 0 for 1~ k < n + 1. Indeed, if the contrary holds, we let c be 
the least positive integer at which h(k) is a positive maximum, that is, 
h(c) > 0 and h(c) = max h(k) for 0 < k < n + 1. Then 
02 -9(c)h(c)=p(c-l)Ah(C-l)-p(C).U2(C)>O, 
so that 
0 < p(c - l).Mz( c - 1) = p( c)A/z( C) =$ 0. 
Consequently, A/2( C) = Ah( c - 1) or h( c - 1) = h(c) = A( c + 1). If C‘ - 1 = 0, 
then we have the contradiction 
O>,h(n-l)=k(c)>O. 
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Otherxvise, we an apply the same argument repeatedly to yield the con- 
tratlictiotl 
O>h(O)=h(l)= .” =h(c-l)=h(C)>o. 
The following is now obvious. 
COROLLARY [t5, Theorem 11. Let p(O), . . , p( II ), o(l), . . . , v( II ) h p~.~i- 
tire rocll Ilun2hcrs, mad let x(0) = 0. Then for my seyuen~ of rcvll nrmhcv3 
x(l), , x( II ), we have 
+,Q(k)r’(k)a i p(k)[Ax(k)]“<A,, i ()(k)x”(k), 
I,=1 !.=I 
whc>rrT X , > o c~nd X ,) > 0 are the minimu/ cud nuximul cigenccllucs of 
-A[p(k-l)Ah(k-1)] =hQ(k)h(k), k= l,..., II, (5.3) 
h(O) = 0, (5.6) 
h(n)=h(n+l). (5.7) 
Equality holds in the left (right) inequality only if x( k) = Cu( k) (respecticely 
x(k)=Ew(k)) for O<k < n + 1, where u(k) (respectively w(k)) is the 
eigensolution of (5.5)-(5.7) corresponding to h, (respectizjely X ,,). 
COROLLARY [S, Theorem 21. Let p(O),. . . , p(n), Q(l), , o( II) h posi- 
tier> rrd nunlhers, and let x(O) = x( n + 1) = 0. Then for my scqucncc of renl 
nrru&rm x(l), . . , x(n), we have 
s4$,Q(k)x”(k)d i p(k)[Ax(k)]%,, f Q(k)s”(k), 
k = 0 !,=I 
u:hvrv X , > 0 cd h,, > 0 are the minird cm1 rmximul r~igenctlltles of 
-A[p(k-l)Ah(k-1)] =&I(k)h(k), k = l,..., II, (5.8) 
h(O)=O=h(n+l). (5.9) 
Equcllity holds in the left (right) inequality only if x(k) = Cu( k) jresprr~- 
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ticdy x(k) = Etc(k)) for 0 < k < n + 1, uhere u(k) (rcspecticcly w(k)) is 
t/w c~igcvwolution of (5.8)-(5.9) corresponding to A, (respectively X ,,). 
We remark that the proofs of Theorems 1 and 2 in [5] are based on the 
positive definiteness of two tridiagonal matrices [5, Lemma 11. If we let 
q( X- ) = 0 for 1 < k < n, then these two matrices are nothing but the matrix 
diag( Q ‘j2(l), . . . , Q-“‘(n))Gdiag(Q ‘/‘(l),...,Q 1,“(n)) 
i11 disguise. In view of our previous elementary arguments for showing the 
positive definiteness of 6, the original proof in [5, pp. #37%380] is unneces- 
sarily complicated. 
‘lhr~ rruthor is indebted to Mr. Horng-.hn Li for smw useful suggestions. 
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