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Abstrakt 
Práce se zabývá teoretickým popisem, návrhem a implementací systému pro sledování objektů 
v zorném poli kamery pomocí jednoduché webkamery. Při zpracování obrazových dat je použitá 
knihovna OpenCV. Systém je schopný řídit otáčení kamery tak, aby uživatelem vybraný objekt byl 
v středu obrazu. Pro řízení kamery je využívána řídící deska FITkit. Program je implementován 




This paper is focusing on technical specification, concept and implementation of multiple object 
tracking with using a standard web camera. Image data processing has been done through the 
OpanCV library. The system is able to rotate the camera, in order to have the chosen target in the 
center of the screen. FITkit controller has been used to control the camera. The software has been 
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V dnešní době narůstá zájem o aplikace z oblasti počítačového vidění. Důvodem je, že 
počítačové architektury jsou již dost výkonné na to, aby prováděly i složitější výpočty a algoritmy 
z této oblasti jsou mnohem spolehlivější. Cílem těchto aplikací není nahrazení lidského vidění, jde o 
vytvoření specifické aplikace daného problému. Aplikace oboru počítačové vidění je velmi široké: 
· V průmyslu – kontrola kvality při výrobě, řízení technologických procesů, 3D měření, 
kontrola velkých ploch (např. při výrobě textilií) 
· Bezpečnostní systémy – surveillance systémy 
· V dopravě – úsekové měření rychlosti, jízda na červenou 
· Interakce člověka s počítačem – řízení počítače gestikulacemi, detekce aktivity člověka 
Cílem práce je vytvoření programu, který bude schopný sledovat pohybující se objekty před 
kamerami. Pod pojmem sledování myslíme, že jsme schopní zjistit polohu daného objektu, jak 
se časem pohybuje. Každý objekt je identifikovaný, tím pádem je možné určit i trajektorie pohybu. 
Abychom mohli sledovat pohyb objektů, je nutné je izolovat od pozadí a poté vybrat body resp. 
regiony, na základě kterých najdeme objekty na dalších snímcích. Tyto principy budou popsány 
v dalších kapitolách. Projekt je spíše experimentační, cílem je seznámení se algoritmy a technikami, 
se používají v této oblasti. Sledovací techniky jsou v praxi využívané např. při komprese videa 
MPEG4 nebo v robotice, při rekognoskaci scény. 
 V kapitole Teoretický rozbor jsou popsané algoritmy a techniky, které jsou používané při 
detekci pohybu, segmentaci obrazu a sledování pohybu. Více informací o algoritmech můžeme najít 
v referencích. V další kapitole napíšeme návrh a koncepce systému. Napíšeme, jaké algoritmy 
používáme při řešení projektu a znázorníme hierarchie tříd z pohledu implementace. V posledním 
kapitole se zaobíráme  implementací jednotlivých algoritmů a technik.  
1.1 OpenCV 
Při řešení projektů jsme použili knihovnu OpenCV, která byla vyvinuta firmou Intel, teď je 
volně dostupná na adrese http://SourceForge.net/projects/opencvlibrary.  Obsahuje mnoho algoritmů 
z oblasti počítačového vidění a pro zpracování obrazu. Dostupné na platformy Windows, Mac OS X a 
Linux. Knihovna je napsaná v jazyce C, který byl především navržený pro real-time aplikace, proto 
jsou algoritmy velmi efektivně implementovány. Výhodou knihovny je jednoduché použití, za 
poměrně krátký čas můžeme s ní vytvořit sofistikovanou aplikaci z oblasti počítačového vidění. 
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1.2 FITkit 
Součástí projektu je mechanika, která umožňuje pohyb kamery horizontálně a vertikálně, 
systém je totiž schopný sledovat objekty  otáčením kamery. Pro řízení mechaniky používáme řídící 
desku FITkit. Na Fakultě informačních technologií Vysokého učení technického v Brně FITkit slouží 
k realizaci hardwarových části projektu. Pomocí FITkit-u studenti získají znalosti k vytvoření 
aplikace na vestavěné systémy (anglicky Embedded systems). Obsahuje výkonný mikrokontrolér, 






2 Teoretický rozbor 
V kapitole budou popsány algoritmy a metody, které mají klíčovou rolu v detekci 
pohyblivých objektů, ve sledování objektů a nástroje pro řízení otáčení kamery. 
2.1 Detekce pohybu a segmentace obrazu 
Při sledování objektů v zorném poli kamery je nejprve nutné zjistit, kde pohybují jednotlivé 
objekty v rámci obrazu, resp. zjištění jejich hranic. Segmentace obrazu - izolování předmětů v obrazu 
- je mnohem obecnější pojem. Představme si, že máme scénu z ulice, která obsahuje různé objekty. 
Mezi nimi jsou ty, které jsou vždy na stejném místě (budovy, dopravní značky, stromy, atd.) a ty, 
které časem mění svoje pozice (auta, lidé). Existuje spousta metod na rozdělení scény  takovým 
způsobem, aby byl každý objekt zobrazen jako související oblast, která má stejnou barvu (obr 2.1).  
Takové metody jsou např. flood fill nebo prahování. 
 
  
obr 2.1 – vlevo je vstupní obraz, vpravo je segmentovaný  metodou cvPyrMeanShiftFiltering() [2] 
Z pohledu našich aplikací, segmentace bude znamenat izolování pohyblivých objektů od pozadí, není 
pro nás důležité segmentovat předměty, které jsou součástí pozadí. Proto je nutné nejprve zjistit 
regióny, kde nastal pohyb. Metody, které budeme popisovat v dalších podkapitolách, patří do skupiny 
background subtraction (odečtení pozadí). Systém se nejprve naučí model pozadí. Další nasnímané 
obrazy jsou porovnány s modelem a zkoumáme, kde nastala změna. Ty části vstupního obrazu, kde 
není výrazná změna vůči modelu, považujeme za pozadí, ostatní části označíme jako objekty v 
popředí – objekty, které se pohybují ve scéně. 
2.1.1 Frame differencing 
Tato metoda umožňuje detekci pohybu s odečtením dvou obrazů, které byly snímané 
v různých časových okamžicích stacionární kamerou při konstantním osvětlení. Výsledný obraz bude 
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černý na těch místech, kde nenastala změna, ostatní obrazové elementy budou mít odlišnou hodnotu 
od nuly, což ne vždycky znamená, že se nějaký objekt pohyboval na tomto místě. Po odečtení se 
objevují i změny způsobené šumem. Tento nežádoucí efekt můžeme snadno odstranit pomocí 
prahování [1], tím pádem bude výsledkem binární obraz. 
 
IFrameDiff = It – It – x 
Vzorec pro metodu frame differencing, kde It je poslední nasnímaný obraz a It - x je obraz, který jsme nasnímali před x 
snímky. Hodnotu x zvolíme podle toho, jak velký pohyb chceme detekovat. 
2.1.2 Metoda Averaging background 
Tato metoda [2] v podstatě naučí průměrnou hodnotu pro všechny obrazové elementy, tím 
pádem si vytvoří model pozadí. Pojem naučení v tomto smyslu znamená snímání scény v klidném 
stavu přes čas t a počítání průměru. Po naučení modelu pozadí, další nasnímané obrazy jenom 
odečteme od modelu. Analogicky stejně jako u předchozí metody pomocí prahování odstraníme šum 
a převedeme obraz na binární. Nevýhoda metody bývá ve vytvoření modelu, protože nemáme 
vždycky možnost pozorovat scénu v klidném stavu. Metodu však můžeme upravit tak, abychom tuto 
nepříjemnou vlastnost odstranili. Tyto úpravy budou popsány v kapitole 3.1.3. 
2.2 Sledování pohybu objektu (motion tracking) 
Po úspěšné detekci pohybujících se objektů před kamerami by bylo dalším úkolem 
identifikovat nějakým způsobem objekty a nalézt je na dalších snímcích. Základ tohoto procesu tvoří 
algoritmy pro analýzy a sledování pohybu.  
2.2.1 Rozdílová metoda 
Tato metoda je založená na dříve popsaném algoritmu frame differencing. Původní 
algoritmus nevyhovuje pro sledování pohybu, protože se nedá zjistit směr pohybu. Tento nedostatek 
algoritmu můžeme odstranit pomocí akumulativního rozdílového obrazu [1], který obsahuje 
informace o směru. Určení akumulativního rozdílu vychází z posloupnosti obrazů snímaných 
stacionární kamerou. Z posloupnosti vybereme jeden obraz jako referenční. Hodnota akumulativního 
obrazu říká,  kolikrát  se liší hodnota jasu ve snímacích posloupnosti od hodnoty jasu v referenčním 
obraze. 
Směr monotónního nárůstu v obraze akumulativního rozdílu určuje směr pohybu. Problém 
metody může být získání referenčního obrazu – ne vždycky možné nasnímat scénu v klidovém stavu 
– nato ale existuje řešení, např. vytvořit referenční obraz jen z nepohybujících se částí obrazu, nebo 
vytvořit referenční obraz interaktivně. 
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obr 2.2 – vlevo jsou pohybující se objekty ve scéně, vpravo je akumulativní rozdílový obraz pro tyto objekty [1] 
 
2.2.2 Optický tok 
Při zpracování dynamických obrazů lze zjistit změny způsobené pohybem pomocí optického 
toku, který dává informaci o změnách obrazu za čas dt. Ke každému bodu obrazu přiradíme 
dvojrozměrný vektor rychlosti, který udává směr a velikost rychlosti pohybu v daném místě. 
Označíme jas v místě (x, y) obrazu v čase t jako f(x, y, t). Dynamický obraz lze popsat jako jasovou 
funkci polohy a času. Po rozvoji do Taylorovy řady platí [1]: 
 
f(x + dx, y + dy, t + dt) =  
= f(x, y, t) + ¶ 
¶  dx + ¶ ¶  dy + ¶ ¶  dt, 
 
za předpokladu neměnného osvětlení platí 
 
f(x + dx, y + dy, t + dt) = f(x, y, t) 
 
z toho plyne, že 
 
-ft = fx + fy . 
 
Cílem výpočtu je určení rychlosti r = (dx/ dt, dy/ dt)T = (u, v)T. Pro odhad rychlosti pohybu platí 
 
Ñf × r = fx u + fy v = -ft. 
 
Symbol Ñ označuje dvojrozměrný gradient obrazu. Je zřejmé, že časová změna jasu v daném místě 
obrazu je způsobena součinem plošné změny jasu v daném místě obrazu a rychlosti pohybu tohoto 
místa vůči pozorovateli. Optický tok lze využít v situacích, kdy je statická scéna a pohybující se 
pozorovatel nebo opačně, anebo i v případě současného pohybu scény i pozorovatele.  
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2.2.3 Sledování pohybu na základě detekce významných bodů 
Tyto metody jsou založené na optickém toku. Prvním krokem metody je nalezení bodů v 
oblasti pohybujícího tělesa, které jsou významné, tzn. jsou nejméně podobné svému okolí – vrcholy, 
hranice objektu, atd. Pro sledování nevyhovuje každý bod, který obsahuje výraznou změnu. 
Představme si nějakou hranu objektu. Body, které leží na hranách, obsahují podstatnou změnu, ale 
vypadají stejně. Pro naše účely vyhovují spíše body, ve kterých obrazová funkce změní průběh na dvě 
ortogonálním směrem. Z toho plyne název těchto bodů – rohy (anglicky corners). 
 
 
obr 2.3 – kroužkem jsou označené body, které jsou vhodné pro sledování, čtvercem jsou značené špatné příklady [2] 
Pro sledování pohybu v našem projektu jsme použili algoritmus Lucas-Kanade (LK), který je 
implementován v knihovně OpenCV. Algoritmus LK pracuje pouze s lokálními informacemi, kolem 
sledovaného bodu se vytvoří malé sledovací okno, a uvnitř okna zkoumá lokální vlastnosti obrazu. 
Nevýhodou použití malého okna, že LK není schopné detekovat větší pohyby, když sledovaný bod 
padá mimo okna. Nedostatek algoritmu vyloučili s vyvíjením pyramidovou verzí, které sledování 
pohybu začne na vyšší vrstvy pyramidu obrázek (rozlišení a detaily obrazu je menší) a postupně 
pracuje obrázky z nižší úrovně, kde rozlišení a detail obrazy je větší. Metoda LK je založená na třech 
předpokladech: 
· Konstantní jas – obrazový element, který sledujeme, nezmění hodnotu jasu mezi jednotlivými 
snímky. Tato vlastnost plyne z definice optického toku, musí platit.  
· Malý pohyb – poměrně malý pohyb sledovaného bodu mezi dvěma snímky.  
· Prostorová souvislost – relativní vzdálenost mezi sousedícími body, které leží na stejném 
pohybujícím se povrchu, je konstantní. 
Podrobnější popis algoritmu LK je uveden v [2]. 
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2.3 FITkit a servomotory 
Součástí projektu je řízení otáčení kamery tak, aby uživatelem vybraný objekt byl ve středu 
obrazu. Pohyb kamery řešíme mechanikou, která umožňuje otáčení kamery horizontálně (doleva a 
doprava) a vertikálně (nahoru a dolu). Součástí mechaniky jsou servomotory, které jsou běžně 
používané v modelářství. Pro ovládání servomotorů používáme řídící desku FITkit. 
FITkit slouží k realizaci hardwarových částí projektů na Fakultě informačních technologie 
VUT v Brně. Obsahuje výkonný mikrokontrolér (MCU) z rodiny MSP430 od firmy Texas 
Instruments, programovatelné hradlové pole (FPGA) XC3S50-4PQ208C řady Spartan 3 od firmy 
Xilinx, grafický display, klávesnice a různé vstupy a výstupy. Pro komunikaci s počítačem FITkit 
obsahuje sériové a USB rozhraní. Pro ovládání servomotorů potřebujeme dva univerzální výstupy, 
napájení +5V a zem. Tyto vývody můžeme nalézt mezi piny JP9. 
Servomotory ovládáme pomocí šířky impulsu, který pošleme na vstup serva (žlutý kabel). 
Vygenerujeme periodický impuls s frekvencemi 50 Hz. Délka impulsu musí mít mezi 1,0 a 2,0 
milisekundami. 1,5 milisekundový impulz znamená, že servomotor stojí ve výchozí poloze, tzn. je 
uprostřed. Zvýšením nebo snížením šířky impulsu otáčíme servo doleva resp. doprava. Signál pro 
řízení servomotorů je znázorněn na obrázku obr 2.4. 
 
 
obr 2.4 – řídící signál pro servomotory 
Řídící signál generujeme pomocí časovače MCU. Délku impulsu změníme v závislosti na řídících 




3 Návrh řešení 
Na základě teoretických znalostí bude navržen systém pro sledování jednoho nebo více 
objektů. Systém bude řídit pohyb kamery a bude schopen otáčet kameru tak, aby byl vybraný objekt s 
uživatelem vždy ve středu obrazu. 
3.1 Koncepce systému 
 














obr 3.1 – koncepce systému 
 
3.1.1 Získání obrazu a vytvoření fronty 
První fáze zpracování je získání obrazů, zdrojem může být kamera nebo pevný disk. Vstupní 
obraz je konvertovaný na strukturu IplImage (dále pod pojmem obraz budeme chápat tuto 
strukturu, nikoliv obraz uložený ve formátu bmp nebo jpg), který je definován v knihovně OpenCV. 
Struktura umožňuje rychlý přístup ke každému obrazovému elementu. Snímané obrazy jsou zařazené 
do fronty, která je implementována v třídu PictureQue. Vytvoření fronty je nutné kvůli dalšímu 
zpracování, jsou totiž operace, které potřebují informace o předchozích snímcích. Tento typ pouze 
z pohledu ukládání dat vypadá jako fronta, každý ukládaný obraz je libovolně přístupný. 
Získání obrazu 
Fronta obrazů 






3.1.2 Detekce pohybu 
Detekce pohybu, segmentace obrazu a sledování jsou implementované ve třídě 
ObjectDetector, ve které jsou zanořené i další třídy. Hierarchie tříd z pohledu implementaci je 
znázorněna na obraze obr 3.7. 
Před separací popředí objektů od pozadí musíme detekovat pohyb a vytvořit si masku, která 
pokrývá ty části obrazu, kde se nastal pohyb. Pro detekci používáme metodu frame differencing. Aby 
systém zaregistroval i menší pohyby, zvolíme parametr x = 3, tzn. od aktuálního obrazu odečítáme 
obraz, který jsme nasnímali tři snímky před ním. Výsledek operace frame differencing-u, bez dalších 
úprav, není vhodné použít jako masku, totiž plocha, která značí pohyb pro jeden objekt, může být 
rozdělená do více oblastí, které jsou blízko u sebe, a může obsahovat díry (obr 3.2c). Pomocí 
morfologických operátorů a dalších úprav eliminujeme tyto nedostatky a ke každé oblasti přiřadíme 
jinou jasovou hodnotu. Výsledek je ukázán na obraze obr 3.2d. 
 
 
                          a 
 
                                b 
 
                          c 
 
                                d 
obr 3.2 – na obraze 5a a 5b vidíme vstupné snímky, které byly snímané v různých časových okamžicích. Na  obr.5c je 
zobrazený výstup metody Frame differencing. Na obraze 5d je zobrazená upravená maska, která překrývá pohybující se 
objekty. 
Výslednou masku budeme dále nazývat maskou pohybu. 
3.1.3 Segmentace obrazu 
Po vytvoření masky pohybu bude dalším cílem zjištění hranice pohyblivých objektů a 
reprezentovat je jako instanci tříd. Pro ukládání veškerých informací o objektech v popředí budeme 
používat třídu ForegroundObject. Masku pohybu můžeme chápat jako první úroveň 
segmentace, ale tato maska není vhodná k použití na sledování pohybu, protože pokrývá mnohem 
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větší oblast než pohyblivý objekt. Ale tuto nevýhodu využíváme při přesnějším zjištění hranice. Pro 
segmentaci využíváme dvě metody. Každá z těchto metod má určité nevýhody, které vyloučíme 
 použitím druhé metody. 
Segmentace  metodou Averaging background 
Přesnější rozdělení obrazu dosáhneme  metodou Averaging background. Metoda je implementována 
ve třídě ImageStat. Nejprve je nutné vytvořit model pozadí, který v ideálním případě vypadá tak 
jako scéna sledovaná kamerou bez pohyblivých objektů. Po odečtení nasnímaných obrazů od modelu 
pozadí dostaneme změny v obraze. Změny způsobené jedním objektem se objeví spíše jako více 
menších oblastí blízko  sebe (podobně jako při detekci pohybu), než jedna velká plocha. V tomto 
případě nemůžeme používat morfologické operátory, protože jsme ztratili původní hranice objektů. 
Pro spojení menších oblasti využíváme předchozí masku. Když nakreslíme do stejného obrazu masku 
pohybu a výsledek odečtení od modelu pozadí, je zřejmé, že maska pohybu seskupí tyto menší plochy 
(obr 3.3a). Procházíme tento obraz nejprve po řádcích, potom po sloupcích. V každém řádku, resp. 
sloupci, hledáme bílé body, které patří do stejné oblasti a mají nejmenší nebo největší x-ou, resp. y-ou 
souřadnice. Spojením těchto krajních bodů s čarou po řádcích, resp. po sloupcích, dostaneme 
souvislou oblast, která poměrně přesně pokrývá pohyblivý objekt (obr 3.3b). 
 
 
                          a 
 
                                b 
obr 3.3 – vytvoření masky pomocí metody Averaging background 
Při vytvoření modelu pozadí není garantováno, že vstupní obraz obsahuje jenom nepohybující se 
objekty, proto musíme brát do úvahy i masku pohybu. Model vytvoříme pouze na ty části obrazu, kde 
nenastal pohyb. Po každém snímku stejným způsobem rozšíříme model pozadí, a po určitý čas bude 
model dostupný pro celý obraz. Ty části obrazu, kde model pozadí není dostupný, segmentujeme 
 jiným způsobem.  
Výsledkem segmentace je maska, ve které značíme oblastmi s jasovou hodnotou rozdílné od nuly 
objekty v popředí. Pro každý objekt zařadíme jinou jasovou hodnotu v masce z rozsahu 1 – 254. 
Hodnota 0 znamená pozadí, 255 značí zatím nezpracovanou informaci – ale tato hodnota se ve 
výsledné masce neobjeví. Tuto masku nazýváme segmentační maskou. 
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Segmentace založené na metodě frame differencing 
Ostatní části obrazu segmentujeme  metodou, která je založená na frame differencing. Výhodou 
metody je, že můžeme s její pomocí rozdělit celý obraz mezi jakékoliv okolnosti, nejsou zde žádné 
předpoklady jako u předchozí metody. Nevýhodou je, že výsledná maska není až tak přesná, ale nám 
jako sekundární alternativa vyhovuje. 
Pro zjištění hranice objektu používáme metodu frame differencing s parametrem x = 1. Zobrazíme 
výsledek operace a masku pohybu ve stejném obraze (obr 3.4a). Masku pohybu používáme na 
seskupení oblasti, které logicky patří k sobě. Krajní body, kde může ležet hranice objektu, jsme 
označili zeleně na obr 3.4. 
 
 
                          a 
 
                                b 
obr 3.4 
Cílem metody je odstraňování těch bodů, které neleží na hranici objektu. Pro rozhodování budeme 
zkoumat blízké okolí každého bodu. Vytvoříme čtverec kolem zkoumaného bodu – středem čtverce 
tedy je bod, který zkoumáme. Čtvercem ohraničenou oblast rozdělíme na dvě části: 
· oblast považovaná za pozadí 
· oblast považovaná za části objektu 
Rozdělení oblasti zjistíme pomocí ostatních bodů. Vypočítáme průměrnou hodnotu jasu pro obě dvě 
oblasti. Jestli je mezi jednotlivými průměry rozdíl výrazný, předpokládáme, že tento bod leží na 
hranici objektu, jinak s bodem nebudeme dále pracovat. Nevýhodou metody je citlivost na těch 
hranicích, které jsou součástí pozadí. Výraznější vylepšení masky dosáhneme při objektech, které se 
pohybují vyššími rychlostmi – na obraze obr 3.5 vidíme objekt, který se poměrně rychle pohybuje. 
Na obr 3.5a jsou označené všechny krajní body, na obr 3.5b je znázorněný výsledek metody. 
Spojením krajních bodů dostaneme výslednou masku. Z obrazu je zřejmé, že jsme odstranili přibližně 
1/3 plochy, tím pádem jsme dostali přesnější masku. 





                          a 
 
                                b 
obr 3.5 
3.1.4 Sledování pohybu 
Operace, které jsme dosud popsali, pracují s obrazem globálně – všechny operace byly 
prováděné na celý obraz. Po segmentaci obrazu můžeme snímek rozdělit na objekty v pozadí a v 
popředí. Dále se budeme zabývat jenom objekty v popředí a každý objekt budeme zkoumat zvlášť. Po 
spuštění programu nemáme žádný objekt, který můžeme sledovat. Nejprve je nutné nasnímat alespoň 
čtyři obrazy, abychom mohli detekovat pohyb a segmentovat obraz – tyto algoritmy jsou založené na 
metodě frame differencig, která pracuje s předchozími snímky. Jakmile jsme schopni zjistit 
segmentační masku, můžeme začít sledovat pohyb. V prvním kroku vytvoříme instance z třídy 
ForegroundObject (dále budeme instanci značit jako fo) pro každý objekt v popředí. V každém 
fo uložíme tuto část ze segmentační masky, která patří objektům v popředí, modelovaných danou 
instancí. Tímto způsobem vytvoříme logické spojení mezi reálnými objekty a fo (obr 3.6). 
 
 
obr 3.6 – reprezentace reálných entit v paměti počítače  
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Pro sledování pohybu používáme algoritmus Lucas-Kanade, který jsme popsali v kapitole 2.2.3. 
Pohyb budeme sledovat na základě významných bodů – pro každý fo teda musíme nalézt body, které 
splní podmínky napsané v kapitole 2.2.3. Třída ForegroundObject obsahuje metodu 
InitTrack(), která najde tyto body a uloží souřadnice. Pomocí masky, kterou jsme přiřadili každé 
instanci zvlášť, zjistíme region, kde musíme tyto body hledat ve vstupním obraze – aby ležely uvnitř 
pohybujícího se objektu. Tím pádem jsme inicializovali sledování a můžeme načíst další obraz ze 
vstupního zařízení. Poslední nasnímaný obraz segmentujeme a obnovíme segmentační masku – 
předchozí masku není potřeba uložit. 
Pro všechny fo zavoláme metodu Track(), která zjistí souřadnice významných bodů v posledním 
nasnímaném obrazu. Při zkoumání pozice nalezených bodů v segmentační masce můžeme odlišit 
následující případy: 
· Nalezené body spadají do stejné oblasti (obr 3.7a) – jednoznačně víme novou polohu 
sledovaného objektu. Obnovíme masku uloženou v patřičném fo a iniciujeme sledování 
 novou maskou. 
· Nalezené body spadají do dvou nebo více oblastí (obr 3.7b) – představme si, že vstoupí do 
scény skupina lidí, kteří se pohybují blízko sebe. Systém je detekuje jako jeden objekt. Může 
se stát, že skupina lidí se rozdělí na více skupin a začnou se pohybovat  jiným směrem – 
významné body tedy spadají do více oblastí v segmentační masce. Systém musí rozhodnout, 
kterou oblast bude sledovat dále jako původní objekt. Rozhoduje se podle počtu významných 
bodů spadajících do stejné oblasti. Jako původní objekt bude považována oblast, do které 
spadal nejvyšší počet významných bodů, pro ostatní oblasti vytvoříme novou instancí z třídy 
ForegroundObject. Nově vytvořené instance iniciujeme maskou, jak jsme popsali již 
dříve (obr 3.6). 
· Do jedné oblasti spadají významné body z více fo (obr 3.7c) – opačná situace, než jsme 
popsali v předchozím bodě. Pohybující se objekty se dostaly blízko k sobě a z pohledu 
segmentační masky vypadají jako jeden objekt. Na základě významných bodů jsme schopní 
rozdělit oblast a vytvořit si masku pro každou instanci fo zvlášť. Algoritmus pro rozdělení 
oblasti jsme popsali v kapitole 4.1.2.1. 
· Každý nalezený bod je v oblasti pozadí (obr 3.7d) – pohyblivý objekt se zastavil ve scéně. 
Když není pohyb, systém neumí vytvořit oblast pro tento objekt v segmentační masce. Tento 
objekt nejsme schopní sledovat dále, protože bez masky nemůžeme iniciovat sledování. Pro 
tyto objekty bude zavolaný destruktor. 
Po inicializace každé instance fo s novou maskou se podíváme, jestli existují oblasti, které nejsou 
přiřazené k žádnému fo. Nepřiřazené oblasti znamenají, že nový objekt vstoupil do scény. Pro tyto 
oblasti vytvoříme novou instancí z třídy ForegroundObject, uložíme patřící část ze segmentační 
 15
masky a inicializujeme sledování, jako jsme popsali dříve. Po nasnímání nového obrazu se celý 













d   
obr 3.7 – výsledky sledování 
3.1.5 Řízení otáčení kamery 
Z obrázku obr. 3.1 je zřejmé, že tato část pracuje úplně samostatně na rozdíl od těch částí, 
které jsme popsali v předchozích kapitolách. Důvodem je, že dříve popsané algoritmy můžeme 
aplikovat jenom při statických scénách. Většina těchto algoritmů je založená na metodě frame 
differencing, nemá smysl zpracovat rozdíl dvou obrázků, které obsahují úplně jinou scénu. Je zřejmé, 
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že při sledování objektu  otáčením kamery systém není schopen detekovat ostatní pohybující se 
objekty. Můžeme to tedy chápat tak, že systém bude pracovat ve dvou režimech. 
 Do druhého režimu systém přepne, když uživatel vybere pohyblivý objekt přes uživatelské 
rozhraní. Před přepnutím máme k dispozici segmentovaný obraz, zjistíme tedy body pro vybraný 
objekt, které jsou vhodné pro sledování. Polohy objektu dále zjistíme pomocí dříve popsaného 
algoritmu Lucas-Kanade. Vypočítáme průměrnou hodnotu x-ových a y-ových souřadnic sledovaných 
bodů, tím pádem zjistíme střední bod objektu. Zkoumáme polohu středního bodu v souladu se 
středem obrazu a zjistíme, kterým směrem je nutné kameru otočit. Velikost otáčení už není tak 
triviální, protože nevíme vzdálenost objektu od kamery. Pro ty objekty, které jsou blízko ke kameře je 
nutné otočit kameru mnohem více než pro objekty vzdálené od kamery, aby se dostaly do středu 
obrazu. Velikost otáčení kamery postupně změníme mezi dvěma nasnímanými obrazy v závislosti na 
poloze středního bodu od středu obrazu. 
 Výsledek sledování závisí od úspěšnosti nalezení významných bodů na dalších snímcích. 
Může se stát, že při sledování algoritmus LK nesprávně detekuje novou polohu a sledovaný bod padá 
do pozadí. Pro eliminaci této chyby spočítáme průměrnou hodnotu souřadnic, při určení souřadnice 
středního bodu. Předpokládáme, že většina významných bodů je uvnitř objektu. Body, které po určitý 
čas nezmění polohu, můžeme odstranit. 
3.2 Hierarchie tříd z pohledu implementace 
Při implementaci programu zvolíme objektově orientované prostředí. Výhodou rozložení 
programu na objekty je lepší přehlednost zdrojového kódu a logické rozdělení jednotlivých částí 
programu. Součástí návrhu je hierarchické rozdělení programu do třídy z pohledu implementace (obr 
3.7). Dále stručně charakterizujeme jednotlivé třídy:  
· PictureProvider – čtení obrazu ze vstupního zařízení, což může být kamera nebo disk 
· ObjectDetector – segmentace obrazu a sledování objektů bez otáčení kamery 
o PictureQue – abstraktní datový typ pro ukládaní fronty obrazů 
o ImageStat – segmentace obrazu  metodou averaging background 
o BlobObjects – segmentace obrazu  metodou frame differencing 
§ BlobObject – informace o segmentovaných objektech 
o ForegroundObject – veškeré informace o objektech v popředí jsou uložené 
v této třídě. Využívané i při sledování pohybu 
§ LineVector – pomocná třída při rozdělení segmentační masky (obr 4.2) 
o ColorProvider – zjištění unikátní barvy pro každou instanci z třídy 
ForegroundObject. Tato barva se používá při kreslení rámečků kolem 
pohyblivých objektů ve výstupním obrazu 
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· Tracker – sledování vybraného objektu  otáčením kamery. Je zřejmé, že tento režim má 
smysl jen při čtení obrazu z kamery 










































V předchozích kapitolách jsme popsali koncepce systému a algoritmy, které používáme 
v rámci projektu. Tuto kapitolu věnujeme popsaní projektu z praktického hlediska. Při implementaci 
jsme používali knihovnu OpenCV. V knihovně jsou implementované základní datové struktury a 
operátory pro zpracování obrazu. Jako implementační jazyk jsme zvolili C++. Výhodou jazyka je 
objektová orientovanost a základní abstraktní datové typy, jako fronta, zásobník, asociativní pole, 
jsou součástí knihovny C++. Při implementaci jsme množství funkcí použili z knihovny OpenCV. 
Tyto funkce mají prefix cv. 
4.1 Sledování objektů bez otáčení kamery 
Jak jsme popsali dříve, při sledování statické scény používáme úplně jiné algoritmy než při 
sledování objektu  otáčením kamery. Algoritmy pro sledování statické scény jsou naimplementované 
v třídě ObjectDetector. Podstatnější veřejné metody, které třída obsahuje, jsou následující: 
· AddFrame() – přidání vstupního obrazu a vytvoření segmentační masky 
· UpdateForegroundObjects() – dle nově vytvořené segmentační masky, tato metoda 
sleduje pohyb objektů v popředí 
· GetForegroundObject() – při zobrazení výsledku potřebujeme informace o 
pohyblivých objektech  
V dalších podkapitolách popíšeme detailněji tyto metody. 
4.1.1 Metoda AddFrame() 
První fáze zpracování je implementovaná v této metodě. Má následující prototyp: 
void AddFrame(IplImage* frame_3c) 
Vstup je troj-kanálový obraz uložený ve formátu RGB, který získáme z třídy PictureProvider. 
Vstupní obraz uložíme do fronty obrazů a po naplnění fronty začneme zpracovávat informace. 
Velikost fronty jsou čtyři obrazy, protože při detekci pohybu potřebujeme obraz, který jsme nasnímali 
v čase t – 3. Pro získání masky pohybu používáme dříve popsanou metodu frame differencing, která 
je implementovaná v ObjectDetector::FrameDiff(). Vstupní parametry jsou dva obrazy 
nasnímané v různých časových okamžicích. Odečtení obrazů provádíme  metodou cvAbsDiff, 
která následujícím vzorcem vypočítá hodnoty obrazových elementů ve výstupním obrazu: 
Pout(x, y) = |Pin1(x, y) – Pin2(x, y)|. 
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Výsledek operace filtrujeme prahováním, abychom eliminovali změny způsobené šumem. Prahování 
je implementované v metodě cvThreshold, hodnotu prahu dostaneme jako vstupní parametr. Výstupní 
obraz dostaneme podle: 
Pout(x, y) =  
255 pro Pin(x, y) ≥ T 
0     jinak, 
kde T značí hodnotu prahu. Metoda FrameDiff má ještě další dva vstupní parametry – počet erozí 
a počet dilatací. Dříve jsme zmínili, že výsledek odečtení je nutné opravit pomocí morfologických 
operátorů, abychom ho mohli používat jako masku. Erozi používáme pro odstranění menších oblastí, 
může se totiž stát, že po prahování zůstanou ještě následky šumu. Pomocí dilatace růstáme zůstávající 
plochy, tím pádem díry zmizí a oblasti, které jsou blízko k sobě, spojíme. Při erozi a dilataci 
používáme strukturní element s velkostí 3x3 a okamžitý bod je uprostřed. Podrobnější popis o 
matematické morfologii najdeme v [1] a [2]. Výsledek operace frame differencing-u upravíme tak, že 
každé souvislé oblasti přiřadíme jinou jasovou hodnotu. Výsledek je zobrazený na obr 3.2. Po zjištění 
masky pohybu můžeme začínat segmentovat obraz. Výslednou segmentační masku dostaneme 
 kombinací dvou masek, které jsme vytvořili  různými metodami. 
Segmentace metodou averaging background 
Segmentační metoda je implementovaná ve třídě ImageStat. Obnovení modelu pozadí provádíme 
zavoláním metody Update. První parametr je vstupní obraz, druhý je maska pohybu. Pro ukládaní 
modelu používáme dva obrazy. Jeden pro uložení průměrné hodnoty obrazových elementů, druhý je 
binární obraz, ve kterém je uložený stav modelu. Máme pixel Pstate(x, y) ve stavovém obrazu a 
Pmodel(x, y) v obrazu, ve kterém jsou uložené průměrné jasové hodnoty. Pstate(x, y) může mít 
následující hodnoty: 
Pstate(x, y) = 0: hodnota pixel-u Pmodel(x, y) není platná 
Pstate(x, y) = 255: pixel Pmodel(x, y) obsahuje platnou informaci o průměrné hodnotě jasu 
Při obnovení masky musíme brát v úvahu masku pohybu a stavový obraz. Následujícím 
pseudokódem můžeme popsat obnovení masky: 
 
for (x = 0; x < image_width; x = x + 1) 
  for (y = 0; y < image_height; y = y + 1) 
    if (Pmask_motion(x,y) = 0) //nenastal pohyb na daném místě 
    { 
      if (Pstate(x,y) = 0) //neobsahuje platnou informaci 
        Pmodel(x, y) = Pin(x,y); //ulož hodnotu ze vstupního obrazu 
      else Pmodel(x,y) = (weight * Pmodel(x,y) + Pin(x,y)) / (weight + 1); 




Při konstruování a obnovení modelů rozlišíme dva případy pro daný pixel:  
· Inicializace – obrazový element neobsahuje platnou informaci o průměru jasu na daném 
místě – hodnota je kopírovaná ze vstupního obrazu do modelu. 
· Aktualizace – obrazový element obsahuje platnou informaci – nemáme možnost počítat 
průměr  klasickým způsobem, protože nejsou uložené předchozí hodnoty jasu, jenom 
poslední průměrná hodnota – proto jsme zavedli váhu (anglicky weight). Může se stát, že 
maska pohybu nepokrývá celý pohyblivý objekt, tím pádem model pozadí je ovlivněn 
nesprávnou jasovou hodnotou. S použitím váhy tento nežádoucí efekt můžeme do určité míry 
eliminovat.  
Při zjištění segmentační masky používáme stejný postup jako při frame differencing-u. Odečteme 
model od posledně nasnímaného obrazu a pomocí prahování upravíme na binární. Masku upravíme 
způsobem, jak jsme popsali v kapitole 3.1.3. 
Segmentace založená na metodě frame differencing 
Kde nejsme schopní vytvořit segmentační masku pomocí modelu pozadí, tyto části nahradíme 
maskou vytvořenou  metodou založenou na frame differencing. Princip vytvoření masky jsme popsali 
v kapitole 3.1.3. Po vytvoření výsledné masky ji uložíme uvnitř objektu ObjectDetector, aby 
byla přístupná při sledování.  
4.1.2 Metoda UpdateForegroundObject() 
Slouží pro sledování pohybu. Před zavolání metody je nutné vytvořit segmentační masku 
 metodou AddFrame(). Prototyp funkce je 
void UpdateForegroundObjects(). 
Nemá žádný vstupní parametr, pracuje se vstupním obrazem, který zjistí z fronty obrazů, a 
segmentačním maskou. Výstup metody je uložený ve struktuře vector<ForegroundObject*>. 
Třída ForegroundObject  slouží k ukládání informace potřebné při sledování. Pro inicializaci 
sledování, resp. zjištění významných bodů, používáme metodu  
bool ForegroundObject::InitTrack(IplImage* frame_1c). 
Vstup metody je poslední nasnímaný obraz převáděný do monochromického formátu. Pro zjištění 
souřadnice významných bodů používáme funkci cvGoodFeaturesToTrack() z knihovny 
OpenCV. Vstup je frame_1c a část segmentační masky, které určí polohu sledovaného objektu 
(viz. kapitola 3.1.4). Úspěšnost metody InitTrack() závisí na tom, kolik významných bodů 
najdeme v dané oblasti. Pokud jsme našli pět nebo méně bodů, metoda vrátí hodnotu false, jinak 
true. Při sledování objektu s malým počtem významných bodů je pravděpodobnost úspěšnosti 
sledovaní malá, proto sledujeme jenom objekty, které obsahují dostatečný počet významných bodů. 
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Pro ty instance ze třídy ForegroundObject, kde inicializace sledování nebyla úspěšná, zavoláme 
destruktor. 
Sledování provádíme zavoláním metody Track() pro každý objekt typu ForegroundObject. 
Vstupní parametr je monochromický obraz, který jsme nasnímali po obraze, s kterým jsme 
inicializovali sledování. Pro sledování pohybu používáme algoritmus Lucas-Kanade (viz. kapitola 
2.2.3). Algoritmus je implementovaný ve funkci cvCalcOpticalFlowPyrLK(). Po zjištění 
souřadnic významných bodů v posledním nasnímaném obrazu zkoumáme pozici bodů vůči 
segmentační masce (obr 3.7). Cílem je obnovení masky pro každou instanci třídy 
ForegroundObject, abychom mohli inicializovat sledování znova. Proces sledování můžeme 
popsat  následujícím pseudokódem: 
 
//nalezení sledovaných objektů 
for (index = 0; index < vect_FgObj.size; index = index + 1) 
{ 
  if (FgObj[index].Track(frame0)) 
  { 
    //V segmentační masce mají různé oblasti  různou jasovou hodnotu. 
    //Pokud body spadají do více oblastí, uložíme barvu oblasti do té,do 
    //které spadá největší počet bodů 
    FgObj[index].SaveMaskColor(); 
    if (FgObj[index].color = 0) //body spadají do pozadí 
      delete FgObj[index]; 
   } 
   else delete FgObj[index]; //neúspěšné sledování 
} 
//Rozdělení masky, když dva nebo více objektů mají uloženou stejnou barvu 
SeparateMask(); 
//Obnovení masky a inicializace sledování 
for (index = 0; index < vect_FgObj.size; index = index + 1) 
{ 
  FgObj[index].UpdateMask();  
  if (FgObj[index].InitTrack(frame0) = false) 
    delete FgObj[index]; 
} 
//hledání nových objektů, které předtím nebyly ve scéně 
while (unassigned_region_found) 
{ 
  indexNew = FgObj.Add(); //vytvoření nového objektu 
  FgObj[indexNew].CreateMask(); //vytvoření masky 
  if (FgObj[indexNew].InitTrack(frame0) = false) 




Tento úsek kódu po každém nasnímaném obrazu opakujeme. Je zřejmé, že po spuštění programu 
začneme zpracování hledáním nových objektů, dokud nevytvoříme objekty typu 
ForegroundObject.  
4.1.2.1 Rozdělení oblasti v segmentační masce 
Pří sledování pohybu se může stát, že dva nebo více objektů, které jsme už předtím sledovali, se 
dostanou příliš blízko k sobě a z pohledu segmentace tyto objekty vypadají jako jeden objekt. Pomocí 
výsledku sledování jsme schopní rozdělit oblast a každému objektu přiřadit vlastní masku. Pro 
rozdělení využíváme významné body, které jsou shlukované podle pohyblivých objektů (obr 4.1a). 
 
 
                          a 
 
                                b 
obr 4.1 – vlevo je segmentační maska před separací oblastí, vpravo je výsledek operace  
Rozdělení oblasti začneme zjištěním bodu centroid (na obr 4.1a je označený modrou barvou) pro 
každý objekt vypočítáním průměrné hodnoty x-ových, resp. y-ových, souřadnic významných bodů. 
Vytvoříme předběžnou masku spojením bodů, které považujeme za krajní body (označené červeně). 
Pro zjištění krajních bodů používáme třídu LineVector, každý objekt typu ForegroundObject 
obsahuje tedy datovou strukturu vector<LineVector*>. Pro každý významný bod vytvoříme 
instanci a přidáme do vektoru. Vstupní parametry při vytvoření jsou velikost okna, souřadnice 
centroidu a významného bodu. Při konstruování objektu vypočítáme vzdálenost d mezi centroidem a 
významným bodem a zjistíme uhel a, který svírají přímky a a x (obr. 4.2). 
 
 
obr 4.2 – třída LineVector 
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Je zřejmé, že pro daný objekt, je  centroid stejný pro každý významný bod, tím pádem i přímka x 
bude stejná. Dále zjistíme souřadnice bodu ep, tak aby ležel na přímce a a měl vzdálenost od 
významného bodu d/2. 
Pro zjištění krajních bodů používáme vzdálenost d a úhel a, který máme vypočítaný pro všechny 
významné body daného objektu. Úhel a leží na intervalu <0, 360). Tento interval rozdělíme na 
podintervaly po 30°, vzniknou teda intervaly <0, 30), <30, 60), atd. V každém intervalu najdeme 
významný bod, který má největší vzdálenost d od centroidu. Tyto body považujeme za krajní body. 
Spojením těchto bodů dostaneme předběžnou masku. 
V druhém kroku rozšíříme předběžnou masku, k tomu slouží body ep, které jsme zjistili pro každý 
významný bod zvlášť. Pro všechny významné body (dále je označíme jako vb) procházíme úsek od 
daného vb do ep přes přímku a a zkoumáme hodnotu jasu v segmentační masce. Rozlišujeme 
následující případy: 
· Na úseku jsme našli místo, kde se hodnota jasu mění od barvy oblasti na nulu. To znamená, 
že jsme našli původní hranice segmentační masky. Tento bod budeme používat jako hraniční 
bod při vytvoření nové masky. 
· Pro celý úsek je jasová hodnota pixel-ů konstantní, tzn. že hranice segmentační masky neleží 
na daném úseku. V případě vb je tento považován za krajní bod, budeme ho používat při 
vytvoření výsledné masky. 
· Zrazili jsme do jiné předběžné masky, vb používáme jako krajní, když splní podmínky jako 
v předchozím bodě. 
Výsledek separace oblasti je ukázán na obr 4.1b. Pomocí algoritmu jsme vytvořili masku pro každý 
pohyblivý objekt zvlášť, tím pádem můžeme inicializovat sledování  běžným způsobem. 
4.2 Sledování objektu s otáčením kamery 
Pro sledování objektu  otáčením kamery používáme třídu Tracker, která slouží k nalezení 
objektu v obrazu, a třídu CamControl, která ovládá pohyb kamery přes sériový port. Při sledování 
objektu v nestatické scéně používáme sledovací algoritmus Lucas-Kanade. Vstupní obraz neumíme 
segmentovat pomocí dříve popsaných algoritmů, polohy objektu detekujeme na základě významných 
bodů. 
Když uživatel klikne na nějaký pohybující se objekt, systém se přepne do režimu sledování 
 otáčením kamery. Před přepnutím segmentujeme vstupní obraz a významné body pro vybraný objekt 
předáme třídě Tracker. Na základě významných bodů zjistíme bod centroid a v souladu se středem 
obrazu zjistíme směr pohybu na osu x a y. Uložíme vzdálenost mezi dvěma body pro každou osu 
zvlášť a otáčíme kameru předem definovanými velikostmi do příslušného směru. Nasnímáme další 
obraz a pomocí funkce cvCalcOpticlaFlowLkPyr zjistíme pozici významných bodů. Pomocí 
 24
třídy LineVector zjistíme krajní body a vytvoříme masku pro inicializaci sledování. Znova 
zjistíme bod centroid a zkoumáme, jak se změnila vzdálenost od středu obrazu na jednotlivých osách. 
Podle toho změníme velikost otáčení kamery a proces se znova opakuje.  
4.3 Nastavení časovače a komunikace s FITkit 
Na otáčení kamery používáme mechaniku, která obsahuje dva servomotory. Servomotory 
jsou řízené signálem, který jsme popsali v kapitole 2.3. Pro generování signálu používáme pulzně 
šírkovou modulaci (PWM), kdy je generován impulsní průběh s konstantní periodou a proměnnou 
šířkou. Máme k dispozici časovač s frekvencemi 7,3728 MHz, pro které nastavíme vstupní předělení 
na hodnotu 8. Dostaneme následující časovou jednotku: 
tTA = 
  ,       = 1,085 µs. 
Periodu signálu nastavíme pomocí registru TACCR0. Hodnotu registru vypočítáme pomocí 
 následujícího vzorce: 
TACCR0 = T/ tTA – 1 = 
       ,    – 1= 18 433. 
Pro nastavení šířky impulsu pro jednotlivé servomotory používáme registry TACCR1 a TACCR2. 
Časovač používáme v režimu compare, tzn. čítač počítá nahoru od nuly, při dosažení hodnoty 
v registru TACCR1, resp. TACCR2, invertuje hodnotu signálu. Používáme výstupní mód set/reset, 
tzn. změníme signál od logické jedničky do logické nuly. Při dosažení délky periody čítač 
vynulujeme a signál nastavíme do původního stavu – do logické jedničky. Hodnoty registru TACCR1 
a TACCR2 získáme takto: 
TACCR1/2 = TACCR0 – TWi/ tTA – 1, 
kde TWi značí šířku impulsu, který chceme poslat na daný servomotor. Hodnotu TWi zvolíme 
v intervalu 1000 a 2000. Pro TWi = 1500 bude servo  ve výchozím stavu. Šířku impulzu změníme 
v závislosti řídících znaků, které čteme z USB rozhraní FITkitu. 
Zapojený FITkit přes USB rozhraní se objeví v systému jako dva virtuální sériové porty. Jeden 
sériový port je pro komunikaci s FPGA, přes druhý můžeme komunikovat s MCU. Komunikace přes 
sériový port jsme implementovali ve třídě CamControl, které používá Windows API. Podrobný 
popis komunikace přes sériový port je uveden v [5]. Formát příkazu pro ovládaní servu má 
následující tvar: 
C[LF][CR], 
kde C je řídící znak, hodnota a popis je uváděn v následující tabulce, [LF] značí znak s ASCII 





‘<’ nebo ‘>’ otočení kamery doleva nebo doprava 
‘+’ nebo ‘-’ otočení kamery nahoru nebo dolů 
‘#’ nastavení kamery do výchozího stavu 
Funkčnost systému můžeme ověřit z programu typu Hyperterminál s posláním příslušného znaku. Pro 
jeden přijatý znak je hodnota registru TACCR1 nebo TACCR2  změněna na hodnotu 20. 
4.3.1 Zapojení FITkit-u 
Při realizaci hardwarové části projektu jsme používali zapojení FITkit-u, které je znázorněné 
na obr. 4.1. Pro zapojení servomotorů jsme používali skupinu vývodů označených jako JP9. 
 
 
obr. 4.1 – zapojení FITkit-u, kde Servo1 značí servomotor, který způsobí horizontální pohyb kamery, Servo2 
způsobí vertikální pohyb 
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5 Závěr 
Výsledkem práce je systém, který je schopný sledovat více objektů ve statické scéně a 
 uživatelem vybraný objekt i otáčením kamery. Prodiskutovali jsme použité řešení, uvedli jsme 
výhody a nevýhody pro každý algoritmus. Jak jsme napsali v úvodu, tento projekt je spíše 
experimentační, ale s určitou modifikací by bylo možné využít tento systém i v praxi, např. 
bezpečnostní systém, který automaticky sleduje s otáčením kamery některé objekty. 
Dalším vylepšením by mohlo být ukládaní charakteristiky pohyblivých objektů (např. 
histogram), tím pádem bychom mohli rozpoznat znovu objekty, které byly už jednou ve scéně. 
Úspěšnost sledování pohybu  otáčením kamery je velmi závislá na tom, jaké je pozadí za sledovaným 
objektem. Pokud se objekt pohybuje před jednobarevným pozadím výsledek sledování je úspěšný, ale 
v praxi tato podmínka nemůže být předpokladem. Obsahuje-li pozadí jiné objekty, může se stát, že 
 časem ztratíme sledovaný objekt. Tento negativní efekt vyplyne z toho, že sledovací algoritmus 





[1] Milan Šonka, Václav Hlaváč: Počítačové vidění. Grada 1992 
[2] Gray Bradski, Adrian Kaehler: Learning OpenCV. O’Reilly 2008 
[3] Tomáš Novotný: Řízení robota pomocí FITkitu. bakalářská práce, FIT VUT v Brně, Brno, 2008 
[4] Otto Fučík: FITkit [online] 
 URL www.fit.vutb.cz/kit 
[5] Robertson Bayer: Windows Serial Port Programming [online] 
 URL http://www.robbayer.com/files/serial-win.pdf 
 28
Seznam příloh 
1. CD, na kterém jsou uložené zdrojové kódy a dokumenty 
· source\PC – zdrojový kód programu pro PC,  
· source\FITkit – zdrojový kód programu pro FITkit 
· technical_report\ – technická zpráva ve formátu doc a pdf 
· manual\ – návod k použití programu 
· video\ – demonstrační video 
