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Probabilistic climate assessments require robust characterizations of decision-relevant 
uncertainties. Reduced complexity climate models can be useful tools for quantifying uncertainty, given 
their flexibility, computational efficiency, and the ability to link these models with large-ensemble 
frameworks. Here, we develop and use the Hector-BRICK reduced complexity climate model in Bayesian 
calibrations that assimilate information from global observational data sets to estimate model parameters. 
These calibrations produce sets of model parameters that are consistent with observational constraints and 
account for correlations between those parameters. The calibrations produce posterior samples with 
effective sample sizes on the order of 103, allowing characterization of the tails of parametric uncertainty 
up to and beyond 90% credible intervals. We apply the model and its calibrations in novel ways to address 
highly relevant climate challenges. 
We start with a short introductory chapter discussing probabilistic climate projection, the Hector-BRICK 
model, and a method applying Hector-BRICK for probabilistic projections. Then we move to chapter two, 
addressing the impact of different observational constraints on key model parameters and model projections. 
We find that thermal expansion information influences equilibrium climate sensitivity estimates, while 
other constraints related to land ice have little impact. The thermal expansion constraint also affects the 
upper tails of sea level projections. While other studies have explored the complementary nature of 
temperature and thermal expansion information to understand the climate system, none have simultaneously 
accounted for centennial scale down to decadal scale temperature change simultaneous with ocean heat 
constraints, as is implicit in our calibration process. This work was published in Earth’s Future (Vega-
Westhoff et al., 2019). 
Next, we analyze the effects of uncertainty in Earth’s climate sensitivity on sea level projections. We 
separate model results into high and moderate/low equilibrium climate sensitivity and explore the effects 
on projections, time horizons, and spatial patterns of sea-level change. Results show sea-level rise 
projections depend significantly on equilibrium climate sensitivity (and similarly on transient climate 
response), which can affect estimates of timing of threshold exceedances and regional assessments. The 
dependence is strongest in the upper tail of sea-level rise scenarios. This analysis can inform regional sea-
level assessments tailored for high-impacts scenarios, such as estimating the likelihood of potential future 
threshold responses, as well as the magnitude and timing of onset on decadal timescales. It is also relevant 
to discussions of the evolution of CMIP models, which may be trending to higher climate sensitivities. This 
is among the first published analysis of the relationship between climate sensitivity and sea level projections, 
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beyond sensitivity studies that do not ensure consistency with observational constraints. This work was 
published in Geophysical Research Letters in (Vega-Westhoff et al., 2020). 
Finally, we produce hybrid model-emulations of probabilistic sea level projections. These hybrid results 
take into account ensembles of climate model projections of temperature and ocean thermal expansion, 
while also sampling from Hector-BRICK calibrations. The upper tail of the warming for the latest model 
ensemble is shifted to higher values than the previous ensemble. These warmer temperatures lead to a wider 
upper bound for sea level, largely due to the Greenland contribution, whose median contribution increases 
with temperature while its upper tail also widens. This work helps to fill the gap between computationally 
expensive process-based models and simpler statistical estimation techniques based on Bayesian calibration 
with observational constraints. Results are well-suited for multi-sector analysis and systems that are 
particularly vulnerable to extreme and deeply uncertain sea-level rise scenarios. 
In short, we explore sensitivities of climate projections to constraints on calibration targets, key climate 
parameter values, and projection targets. Our exploration includes particular focus on upper tail, high-
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CHAPTER 1: INTRODUCTION 
Most of the work presented below is a result of collaboration. Throughout this text, I use the term “we” to 
refer to myself, my collaborators and coauthors, and you, the reader. In this section we briefly discuss 
probabilistic climate projection. We then discuss the reduced complexity Earth system model featured 
heavily in this dissertation, Hector-BRICK. Finally, we discuss the Bayesian calibration method we use to 
calibrate the model and produce probabilistic projections. 
1.1 Probabilistic Climate Projection 
While there are many classes of uncertainty in climate projection, the latest IPCC report characterized 
uncertainty due to three sources: model, scenario, and internal variability (Collins et al., 2013). Model 
uncertainty is that uncertainty related to the ability of model structure/parameter values to match Earth 
processes. Assuming the structure of the model is sound and sufficient on a desired spatiotemporal scale, 
this amounts to characterizing the uncertainty in the values of the model parameters. This assumption must 
be made with care, particularly for reduced complexity models that rely on empirical relationships often 
limited by historical observation. See, for example, Kriegler (2005) for a discussion of the appropriateness 
of the standard linearization assumed in many simple energy balance models and the associated climate 
sensitivity parameter.  
Beyond a few decades, uncertainty in future emissions/atmospheric forcings plays a primary role in climate 
projection uncertainty. Over the coming century, and on decadal time scales that average out volcanic 
effects, this uncertainty is dominated by uncertainty in future anthropogenic forcings Exploring this 
uncertainty requires familiarity with the interface between Human and Earth systems, often implementing 
integrated assessment models (e.g., LaMontagne et al., 2018) in scenario analyses. While some recent 
climate studies attempt to apply probabilities related to this uncertainty, a standard method to roughly 
sample this uncertainty is to run a model under the four Representative Concentration Pathways (RCPs; 
van Vuuren et al., 2011) or to sample the RCPs with the highest and lowest anthropogenic emissions 
(RCP8.5 and 2.6, respectively) and treat that as a rough range for scenario uncertainty. That’s what we 
largely do in this thesis. In a final chapter, we also explore implications of updates from RCP8.5 to SSP585 
(O’Neil et al., 2016). 
Uncertainty related to internal variability is that uncertainty in climate projections due to the chaotic nature 
of Earth’s weather system. There is some indication that this can be treated as stationary for many climate 
variables on large enough spatiotemporal scales (Hu et al., 2012). Given a long enough unforced control 
run of an Earth system model then, the role of internal variability on projection uncertainty can be assessed, 
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even without a large ensemble framework. Internal variability generally falls off in relative importance 
compared to scenario and model uncertainty by the end of the 21st century (Hawkins & Sutton, 2011). 
Reduced complexity Earth system models (e.g. Bakker et al., 2017; Hartin et al., 2015; Kriegler, 2005; 
Meinshausen et al., 2009; Wong et al., 2017a) are particularly useful in quantifying parametric uncertainty. 
Complex Earth system models, such as the CMIP6 participants, are too computationally expensive to be 
run in frameworks that robustly sample their parametric uncertainties. Reduced complexity models, on the 
other hand, are flexible and easily fit in large-ensemble frameworks (e.g. Markov chain Monte Carlo—
MCMC). For this reason, probabilistic projections from one such simple model, MAGICC, have been 
featured in the latest Intergovernmental Panel on Climate Change reports (Rogelj et al., 2012; Collins et al., 
2013). 
Constructing reliable projections of sea-level changes is particularly difficult due to the deep uncertainties 
surrounding our understanding of melting land ice (DeConto & Pollard, 2016; Kopp et al., 2018) and the 
challenges in fusing observations with computationally expensive numerical models (Lee et al., 2019). The 
combination of reduced complexity climate and semi-empirical sea-level models can provide useful 
insights into probabilistic sea-level projections, as it allows for a careful sampling of the parametric and 
other uncertainties. 
1.2 Hector-BRICK 
We use Hector (v2.0) to perform probabilistic projections. Hector is an open source, object-oriented, simple 
global climate carbon-cycle model (Hartin et al., 2015; Schwarber et al., 2019). The model is flexible with 
a modular design that allows for easy exchanging of component models. It has been applied to ocean 
acidification projections and sensitivities (Hartin et al., 2016), and is the default carbon-cycle climate 
module of the Global Change Assessment Model (Calvin et al., 2018). In Hector v2.0, we have replaced 
the temperature component with the coupled zero-dimensional climate and one-dimensional ocean heat 
diffusion model, the Diffusion Ocean Energy balance CLIMate model (DOECLIM; Kriegler, 2005; Tanaka 
& Kriegler, 2007). DOECLIM has been used in several probabilistic climate assessments (e.g. Bakker et 
al., 2017; Urban & Keller, 2010; Urban et al., 2014), and it is well suited for the statistical applications 
considered in this thesis. As in past assessments using DOECLIM, the Hector implementation has three 
tunable physical parameters: the equilibrium climate sensitivity to a doubling of CO2 (also referred to 
simply as climate sensitivity later in this text), the vertical ocean diffusivity, which governs all ocean 
vertical heat transfer in this purely diffusive model, and an aerosol forcing scaling factor that accounts for 




We find that Hector v2.0 exhibits improved vertical ocean structure, heat uptake, as well as surface 
temperature response to radiative forcing relative to Hector v1.0. Calibration experiments using prescribed 
radiative forcings during the historical period (1850-2005) produce temperature hindcasts with root mean 
squared error similar to that from MAGICC6 (Meinshausen et al., 2011a) over the same period (Figure 1). 
Figure 1.1. Time series of global surface air temperature for the historical period 1880 – 2005.  Black curve 
is the observational data (HadCRUT4.4).  Blue curve represents the calibrated Hector model, and the red 
curve shows results from MAGICC6.  The root mean squared errors are similar for Hector (0.126 K) and 
MAGICC6 (0.119 K). 
In Hector v2.0, global sea-level change is calculated using a semi-empirical model based on global 
temperature (Vermeer & Rahmstorf, 2009). In the developmental version used here, we have added a new 
sea-level component based on the Building blocks for Relevant Ice and Climate Kowledge (BRICK) model 
framework (Bakker et al., 2017; Wong et al., 2017a). In BRICK, global sea-level changes are calculated as 
the sum of contributions from five sources: thermal expansion, glaciers and small ice caps, the Greenland 
ice sheet, the Antarctic ice sheet, and changes in land water storage. Thermal expansion is modeled as a 
simple zero-dimensional emulator (Mengel et al., 2016). The sea-level contribution from glaciers and small 
ice caps is the same as in the MAGICC climate model (Nauels et al., 2017; Wigley & Raper, 2005). The 
contribution from the Greenland ice sheet is modeled with the zero-dimensional SIMPLE model (Bakker 
et al., 2016). The contribution from the Antarctic ice sheet is modeled with the two-dimensional 
axisymmetric DAIS model (Ruckert et al., 2017b; Shaffer, 2014). Descriptions of these models and their 
incorporation into BRICK are given in Wong et al. (2017a). In total, the BRICK sea-level change 
component implemented in Hector includes 28 uncertain physical parameters. Wong et al. (2017a) 
compared a calibration using BRICK against one using a semi-empirical global sea-level model. They 
found that BRICK produces an improved hindcast fit to global sea level, largely offsetting the penalty for 
added parameterization in information criterion metrics. The mechanistically motivated component models 
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of BRICK are also arguably more defensible for projections of sea level to climate states that deviate from 
the calibration period.  
The latest version of BRICK used here includes a simple parameterization of fast ice sheet dynamics as 
part of the Antarctic ice sheet model (BRICKv0.3; Wong et al., 2017b). This implementation includes an 
uncertain additional fixed rate of ice sheet disintegration if the temperature exceeds an uncertain critical 
threshold (Diaz & Keller, 2016). This mechanism represents rapid retreat related to hydrofracturing and 
buttress loss (Pollard et al., 2015), which was not accounted for in the original DAIS model (Schaffer, 2014). 
We have also added a new thermal expansion component model in BRICKv0.3, replacing the temperature-
dependent emulator (Mengel et al., 2016). In the new component model, thermal expansion (ΔSTE, m sea 







 ,          (1) 
where A is the ocean surface area (m2), α is the global ocean-averaged thermal expansion coefficient (kg 
m-3 K-1, based on conservative temperature), C is the heat capacity of conservative temperature (J kg-1 K-1; 
IOC et al., 2010) and ρ is the average density of the global ocean (kg m-3). We consider α to be an uncertain 
parameter that is included in the calibration, with a conservative possible range based on that listed in Table 
1 of Roquet et al. (2015). This model assumes that the effective thermal expansion coefficient is constant 
with time. Because DOECLIM already calculates ocean heat, the new thermal expansion component model 
is a natural extension and allows this sea-level change to properly depend directly on ocean heat rather than 
surface temperature. 
Both Hector and BRICK have active development teams. An important upcoming change to BRICK is an 
accounting of cross-correlation between observational constraints in the likelihood function. With this 
change, the assumption that all observational constraint time series are independent will no longer be 
required. For example, overlapping alternative estimates for a given observable can be used as constraints 
simultaneously. Also, correlated but possibly complementary constraints such as ocean heat and ocean 
thermal expansion can both be included. 
1.3 Probabilistic Projection with Hector-BRICK 
We obtain probabilistic projections from Hector-BRICK using a Bayesian calibration of the uncertain 
model parameters to observational constraints. The calibration produces joint posterior parameter sets. We 
sample from these joint sets several thousand times and run the model out into the future for each parameter 
 
5 
sample and several future forcing scenarios. For a given forcing scenario, our set of model projections 
represents a sample of the full posterior probabilistic projection. This section describes the process in more 
detail. 
Here, we describe a Hector calibration experiment involving the uncertain parameters in the BRICK sea-
level component and the DOECLIM temperature component. We force Hector with historical radiative 
forcing inputs (Kriegler, 2005; extended in Urban & Keller, 2010), bypassing Hector’s carbon cycle and 
avoiding associated carbon cycle feedback uncertainties (Friedlingstein et al. 2014). We closely follow the 
documented calibration procedure for BRICK (Bakker et al., 2017; Wong et al., 2017a), using an adaptive 
Markov chain Monte Carlo (MCMC) approach (Vihola, 2012), followed by rejection sampling to global 
mean sea level data. As in other BRICK calibrations, the Antarctic ice sheet model is first separately 
calibrated to temperature reconstructions (Shaffer, 2014). Then, the rest of the model is jointly calibrated 
to observations of global average surface temperature (HadCRUT4.4; Morice et al., 2012) and contributors 
to sea level, including glaciers and small ice caps (Dyurgerov & Meier, 2005), the Greenland ice sheet 
(Sasgen et al., 2012), and trends in thermal expansion (Church et al., 2013). 
First-order autoregressive models of the model-data discrepancy are jointly calibrated with the model’s 
physical parameters to account for short-term variability in the observations that cannot be captured by a 
reduced complexity model (Urban & Keller, 2010; Urban et al., 2014). If an observational dataset includes 
heteroscedastic observational uncertainty, we add it in quadrature to the autoregressive innovation standard 
deviation when calculating the whitened, heteroscedastic variance. We use standard diagnostics (Gelman 
& Rubin, 1992) to assess convergence and burn-in length. We calibrate a total of 39 parameters, 11 of 
which are statistical parameters from the autoregressive model-data discrepancy models. We adopt wide, 
mechanistically motivated prior probability distributions from past calibrations of BRICK, all of which are 
uniform except the two parameters associated with Antarctic fast ice sheet dynamics, which are gamma-
distributed (Wong et al., 2017b), and the variance of the Antarctic ice sheet contribution, which has an 
inverse gamma prior (Ruckert et al., 2017b). 
We calibrate the DAIS Antarctic ice sheet model with four parallel MCMC chains of 1 𝗑 106 iterations each, 
and the rest of the model with ten parallel MCMC chains of 1 𝗑 106 iterations each. After accounting for 
burn-in, 3.56 𝗑 106 DAIS parameter sets and 8.0 𝗑 106 rest-of-model parameter sets remain. We sample at 
random 200,000 post-burn-in combined parameter sets. Hindcasts are run based on these parameter sets 
and calibrated to global mean sea-level data using rejection sampling and taking into account trends in land 
water storage (Church and White, 2011; Church et al., 2013). 17,124 ensemble members remain after the 
calibration to global mean sea-level data. We sample 10,000 of these as the basis for the final posterior 
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probability density functions, hindcasts, and RCP8.5 projections. The MCMC parameter chains are highly 
autocorrelated at lag one. The chains are effectively thinned due to random sampling and the rejection 
sampling, though partial autocorrelations at lag one are still considerable in the final sample (Appendix A 
Fig. A2). Before rejection sampling, the full rest-of-model calibration has an effective sample size of 2631. 
The final sample of 10,000 has an effective sample size of 876. 
Figure 1.2 shows probabilistic climate projections obtained from this sample of 10,000 runs (blue shading). 
In red shading are the projections from a different calibration, replacing the thermal expansion constraint 
with an ocean heat content constraint (see section 2.2 for more on this choice). 
 
Figure 1.2. Probabilistic model projections of (a) global surface air temperature, (b) ocean heat content, (c) 
sea level, and sea-level contributions from (d) thermal expansion, (e) glaciers and ice caps, (f) the Greenland 
ice sheet, and (g) the Antarctic ice sheet, using the RCP8.5 forcing scenario. Shading represents the 95% 
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credible interval for two different calibrations, and solid curves are the median values of the posterior 
distributions sampled annually. The vertical black lines reflect projected 2100 ranges in the most recent 
IPCC report (AR5), with the temperature range from 39 CMIP5 RCP8.5 model runs (Collins et al., 2013) 
and the sea-level rise 5-95% range with thermal expansion based on CMIP5 model output while most other 
components are based on process model results (Church et al., 2013).  
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 CHAPTER 2: IMPACTS OF OBSERVATIONAL CONSTRAINTS RELATED TO SEA LEVEL 
ON ESTIMATES OF CLIMATE SENSITIVITY1 
2.1 Introduction 
Probabilistic climate assessments require robust characterizations of decision-relevant 
uncertainties. Reduced complexity climate models (e.g. Bakker et al., 2017; Hartin et al., 2015; Kriegler, 
2005; Meinshausen et al., 2009; Wong et al., 2017a) can be useful tools for quantifying uncertainty, given 
their flexibility, computational efficiency, and the ability to link these models with large-ensemble 
frameworks (e.g. Markov chain Monte Carlo—MCMC). The current nexus of high-performance computing 
resources, portable and flexible coupled climate models, and state-of-the-art statistical tools enable 
fundamental insights into Earth system dynamics and the surrounding uncertainties. 
Reduced complexity models have been used extensively in assessments of future climate. In particular, they 
have been used to provide probabilistic projections of key climate indices to supplement ensemble results 
from more complex models (Collins et al., 2013; Rogelj et al., 2012). They are also incorporated into models 
exploring human and Earth system interactions (Garner et al., 2016; Thomson et al., 2011) and used to 
quantify the value of observational data in model calibration and projections (Olson et al., 2012; Olson et 
al., 2013; Urban & Keller, 2009; Urban et al., 2014). Recently, by combining simple contributor model 
components, reduced complexity models have been developed and applied to uncertainty quantification 
surrounding sea-level projections (Bakker et al., 2017; Nauels et al., 2017; Wong et al., 2017a). Hector 
(v2.0), the reduced complexity model used in this study, is an open source, object-oriented, simple global 
climate carbon-cycle model (Hartin et al., 2015; Schwarber et al., 2019). It has been applied to ocean 
acidification projections and sensitivities (Hartin et al., 2016), and is the default carbon-cycle climate 
module of the Global Change Assessment Model (Calvin et al., 2018). 
Analyzing sea-level changes in comprehensive Earth system models is difficult due to the computational 
expense, the complex feedbacks, and the large uncertainties. Simple climate models such as Hector can 
provide useful constraints on climate indicators, such as sea-level change, given their computational 
flexibility and suitability for data assimilation. Here we present a new version of Hector that incorporates 
a one-dimensional diffusive heat and energy balance model (Diffusion Ocean Energy balance CLIMate 
model; DOECLIM) (Kriegler, 2005; Tanaka & Kriegler, 2007), as well as a global sea-level module 
 
1 This work is published in Earth’s Future (Vega-Westhoff et al., 2019). I performed the model calibrations and 
analysis. All authors contributed equally to the published text. 
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(Building blocks for Relevant Ice and Climate Knowledge; BRICK) (Bakker et al., 2017, Wong et al., 
2017a) that includes contributions from thermal expansion, glaciers, and polar ice sheets. We demonstrate 
the capability of the updated Hector model for probabilistic assessments of global surface temperature and 
sea-level change using a statistical calibration approach that enables careful sampling across parameter 
space. We present several ensemble calibrations of Hector using different combinations of observational 
constraints (with and without thermal expansion and other contributors to sea-level change), to estimate 
equilibrium climate sensitivity, ocean diffusivity, and scaling of radiative aerosol effects.  The focus of the 
paper is to analyze the effect of thermal expansion and other contributors to sea-level change as constraints 
on Bayesian estimation of model parameters and the impacts on probabilistic projections, including changes 
in the upper quantiles of probabilistic climate projections. We use prescribed radiative forcings for these 
experiments rather than emissions, thus eliminating carbon feedbacks and associated uncertainties. 
2.2 Methods 
2.2.1 Hector v2.0 
We use a new version of Hector (v2.0), an open source, object-oriented, simple global climate carbon-cycle 
model (Hartin et al., 2015; http://github.com/JGCRI/hector). The model is flexible with a modular design 
that allows for easy exchanging of component models. In Hector v2.0, the temperature component has been 
replaced with the coupled zero-dimensional climate and one-dimensional ocean heat diffusion model, 
DOECLIM (Kriegler, 2005; Tanaka & Kriegler, 2007). DOECLIM has been used in several probabilistic 
climate assessments (e.g. Bakker et al., 2017; Urban & Keller, 2010; Urban et al., 2014), and it is well 
suited for the statistical applications considered here. As in past assessments using DOECLIM, the Hector 
implementation has three tunable physical parameters: the equilibrium climate sensitivity to a doubling of 
CO2, the vertical ocean diffusivity, which governs all ocean vertical heat transfer in this purely diffusive 
model, and an aerosol forcing scaling factor that accounts for some uncertainty in the radiative forcing of 
aerosols (Garner et al., 2016; Urban & Keller, 2010; Wong et al., 2017a). 
We find that the new coupled model (Hector and DOECLIM) exhibits improved vertical ocean structure 
and heat uptake, as well as surface temperature response to radiative forcing. Calibration experiments using 
prescribed radiative forcings during the historical period (1850-2005) produce temperature hindcasts with 
root mean squared error similar to that from MAGICC6 (Meinshausen et al., 2011a) over the same period 
(Figure 1.1). 
2.2.2 Hector Model Updates 
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In Hector v2.0, global sea-level change is calculated using a semi-empirical model based on global 
temperature (Vermeer & Rahmstorf, 2009). In the developmental version used here, we have added a new 
sea-level component based on the BRICK model framework (Bakker et al., 2017; Wong et al., 2017a). In 
BRICK, global sea level changes are calculated as the sum of contributions from five sources: thermal 
expansion, glaciers and small ice caps, the Greenland ice sheet, the Antarctic ice sheet, and changes in land 
water storage. Thermal expansion is modeled as a simple zero-dimensional emulator (Mengel et al., 2016). 
The sea-level contribution from glaciers and small ice caps is the same as in the MAGICC climate model 
(Nauels et al., 2017; Wigley & Raper, 2005). The contribution from the Greenland ice sheet is modeled 
with the zero-dimensional SIMPLE model (Bakker et al., 2016). The contribution from the Antarctic ice 
sheet is modeled with the two-dimensional axisymmetric DAIS model (Ruckert et al., 2017b; Shaffer, 2014). 
Descriptions of these models and their incorporation into BRICK are given in Wong et al. (2017a). In total, 
the BRICK sea-level change component implemented in Hector includes 28 uncertain physical parameters. 
Wong et al. (2017a) compared a calibration using BRICK against one using a semi-empirical global sea-
level model. They found that BRICK produces an improved hindcast fit to global sea level, largely 
offsetting the penalty for added parameterization in information criterion metrics. The mechanistically 
motivated component models of BRICK are also arguably more defensible for projections of sea level to 
climate states that deviate from the calibration period.  
There are a few differences between the BRICK sea-level model implemented as a part of Hector and that 
documented in Wong et al. (2017a). First, the latest version of BRICK includes a simple parameterization 
of fast ice sheet dynamics as part of the Antarctic ice sheet model (BRICKv0.3; Wong et al., 2017b). This 
implementation includes an uncertain additional fixed rate of ice sheet disintegration if the temperature 
exceeds an uncertain critical threshold (Diaz & Keller, 2016). This mechanism represents rapid retreat 
related to hydrofracturing and buttress loss (Pollard et al., 2015), which was not accounted for in the original 
DAIS model (Schaffer, 2014). 
We have also added a new thermal expansion component model in BRICKv0.3, replacing the temperature-
dependent emulator (Mengel et al., 2016). In the new component model, thermal expansion (ΔSTE, m sea 








where A is the ocean surface area (m2), α is the global ocean-averaged thermal expansion coefficient (kg 
m-3 K-1, based on conservative temperature), C is the heat capacity of conservative temperature (J kg-1 K-1; 
IOC et al., 2010) and ρ is the average density of the global ocean (kg m-3). We consider α to be an uncertain 
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parameter that is included in the calibration, with a conservative possible range based on that listed in Table 
1 of Roquet et al. (2015). This model assumes that the effective thermal expansion coefficient is constant 
with time. Because DOECLIM already calculates ocean heat, the new thermal expansion component model 
is a natural extension and allows this sea-level change to properly depend directly on ocean heat rather than 
surface temperature. 
We further update BRICK to simplify coupling with Hector. BRICK is run sequentially by component 
model, with a climate component passing a complete temperature time series to each of the sea-level change 
component models in turn, while the Antarctic ice sheet model also depends on the complete sea level time 
series from all of the other contributors. In Hector, as the full model is run sequentially in time, inputs to 
each sea-level component are limited to those times before the current step. For example, the SIMPLE 
Greenland ice sheet model expects temperatures relative to the 1960-1990 average, which cannot be 
calculated in Hector before the model has reached 1990. To address this issue, we zero the BRICK 
component model inputs to observations of global sea level (Church and White, 2011) and temperature 
(HadCRUT4.4; Morice et al., 2012). Continuing the SIMPLE example, as it expects temperatures relative 
to 1960-1990, we pass it model temperatures minus the 1960-1990 observed average temperature (both 
relative to preindustrial). 
2.2.3 Calibration 
We perform a set of Hector calibration experiments involving the uncertain parameters in the BRICK sea-
level component and the DOECLIM temperature component. We force Hector with historical radiative 
forcing inputs (Kriegler, 2005; extended in Urban & Keller, 2010), bypassing Hector’s carbon cycle and 
avoiding associated carbon cycle feedback uncertainties (Friedlingstein et al. 2014). We closely follow the 
documented calibration procedure for BRICK (Bakker et al., 2017; Wong et al., 2017a), using an adaptive 
Markov chain Monte Carlo (MCMC) approach (Vihola, 2012), followed by rejection sampling to global 
mean sea level data. As in other BRICK calibrations, the Antarctic ice sheet model is first separately 
calibrated to temperature reconstructions (Shaffer, 2014). Then, the rest of the model is jointly calibrated 
to observations of global average surface temperature (HadCRUT4.4; Morice et al., 2012) and contributors 
to sea level, including glaciers and small ice caps (Dyurgerov & Meier, 2005), the Greenland ice sheet 
(Sasgen et al., 2012), and trends in thermal expansion (Church et al., 2013). First-order autoregressive 
models of the model-data discrepancy are jointly calibrated with the model’s physical parameters to account 
for short-term variability in the observations that cannot be captured by a reduced complexity model (Urban 
& Keller, 2010; Urban et al., 2014). If an observational dataset includes heteroscedastic observational 
uncertainty, we add it in quadrature to the autoregressive innovation standard deviation when calculating 
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the whitened variance. This method approximates a more complete treatment combining heteroscedastic 
uncertainty with autoregressive noise (Ruckert et al., 2017a). We verify the suitability of the first-order 
autoregressive model for temperature residuals in Appendix A Fig. A1. Convergence and burn-in length 
are assessed using standard diagnostics (Gelman & Rubin, 1992). With the new explicit thermal expansion 
model and fast Antarctic ice sheet dynamics, we calibrate a total of 39 parameters, 11 of which are statistical 
parameters from the autoregressive model-data discrepancy models. We adopt wide, mechanistically 
motivated prior probability distributions from past calibrations of BRICK, all of which are uniform except 
the two parameters associated with Antarctic fast ice sheet dynamics, which are gamma-distributed (Wong 
et al., 2017b), and the variance of the Antarctic ice sheet contribution, which has an inverse gamma prior 
(Ruckert et al., 2017b). A full parameter list with priors and calibrated quantile estimates is provided in 
Appendix A Table A1, with parameter descriptions in Appendix A Table A2. 
We calibrate the DAIS Antarctic ice sheet model with four parallel MCMC chains of 1 𝗑 106 iterations each, 
and the rest of the model with ten parallel MCMC chains of 1 𝗑 106 iterations each. After accounting for 
burn-in, 3.56 𝗑 106 DAIS parameter sets and 8.0 𝗑 106 rest-of-model parameter sets remain. We sample at 
random 200,000 post-burn-in combined parameter sets. Hindcasts are run based on these parameter sets 
and calibrated to global mean sea-level data using rejection sampling and taking into account trends in land 
water storage (Church and White, 2011; Church et al., 2013). 17,124 ensemble members remain after the 
calibration to global mean sea-level data. We sample 10,000 of these as the basis for the final posterior 
probability density functions, hindcasts, and RCP8.5 projections. The MCMC parameter chains are highly 
autocorrelated at lag one. The chains are effectively thinned due to random sampling and the rejection 
sampling, though partial autocorrelations at lag one are still highly significant in the final sample (Appendix 
A Fig. A2). Before rejection sampling, the full rest-of-model calibration has an effective sample size of 
2631. The final sample of 10,000 has an effective sample size of 876.  
We also perform several comparison calibration experiments to characterize the impacts of the sea-level 
information on probabilistic climate projections. In a first comparison experiment, we include the global 
surface temperature and thermal expansion constraints, leaving out the other sea level contributors. This 
reduction in constraints leaves only four physical model parameters to calibrate: the three parameters from 
the temperature component (equilibrium climate sensitivity, vertical ocean diffusivity, aerosol forcing 
scaling factor) and the global ocean-averaged thermal expansion coefficient. This smaller adaptive MCMC 
calibration converges more quickly, and its chains have less autocorrelation. The final sample of 10,000 
has an effective sample size of 5065. For non-thermosteric sea-level contributor hindcasts and projections 
based on this calibration, BRICK-related parameter values are taken from the maximum likelihood member 
of the original calibration. 
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In a second comparison experiment, we include only the global surface temperature constraint, leaving out 
the thermal expansion constraint. We are left with only three physical parameters to calibrate: climate 
sensitivity, vertical ocean diffusivity, and the aerosol forcing scaling factor). For this smallest calibration, 
we use ten parallel chains of only 200,000 iterations each. 1.96 𝗑 106 parameter sets remain after burn-in 
and the final sample of 10,000 has an effective sample size of 2216. For sea-level contributor hindcasts and 
projections based on this calibration, BRICK-related parameter values are again taken from the maximum 
likelihood member of a full Hector calibration. 
In a third comparison experiment, we repeat the original calibration with the temperature and all of the sea-
level contributor constraints, but replace the thermal expansion constraint with an ocean heat uptake 
constraint (Gouretski and Koltermann, 2007). This change leaves the global ocean-averaged thermal 
expansion coefficient unconstrained. The final sample of 10,000 from this calibration has an effective 
sample size of 658. For thermal expansion and total sea-level hindcasts and projections based on this 
calibration, the thermal expansion coefficient is taken from the maximum likelihood member of a full 
calibration. In a fourth and final comparison experiment, we include only the global surface temperature 
and ocean heat uptake constraints, again leaving only three physical parameters to calibrate. For sea-level 
contributor hindcasts and projections based on this calibration, BRICK-related parameter values are taken 
from the maximum likelihood member of the third comparison calibration. The final sample of 10,000 from 
this calibration has an effective sample size of 4246. The constraints used in these five calibration 
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Note. When included, the Antarctic ice sheet model is calibrated separately from the rest of the model. 
Global sea level, when included as a constraint, is only used in a rejection sampling. 
2.3 Results and Discussion 
We find that the addition of thermal expansion/ocean heat content as an observational constraint influences 
several key climate model parameters, which in turn have a smaller effect on 2100 temperature projections 
(Figures 2.1, 2.2; Table 2.2). Posterior distributions of equilibrium climate sensitivity, temperature, and 
sea-level projections are summarized in Table 2.2 for all of the calibration experiments. Quantile parameter 
estimates in the new version of Hector, with prescribed historical radiative forcings and using observational 
ocean heat content and global surface air temperature as observational constraints, are similar to previous 
estimates using the DOECLIM model (Bakker et al., 2017; Wong et al., 2017a). The calibration that 
includes no ocean heat/thermosteric expansion information has the widest equilibrium climate sensitivity 
posterior and is skewed the most to large vertical diffusivity. The calibrations that include the ocean heat 
observational constraint have the sharpest equilibrium climate sensitivity posterior and the lowest 
diffusivity posterior. Going from a calibration with only the temperature constraint to one that includes the 
thermal expansion trend constraint or one that includes ocean heat content, the median value of equilibrium 
climate sensitivity shifts from 3.2 to 2.9 or 2.8 K, while the 97.5 percentile is reduced from 7.1 to 6.6 or 6.2 
K. Non-thermosteric sea-level contributors have a lesser effect.  The different calibrations have relatively 
little impact on the aerosol scaling parameter (Figure 2.1). 
 
Figure 2.1.  Posterior distributions (sample size n=10,000) of the climate model parameters: equilibrium 
climate sensitivity (a), vertical ocean heat diffusivity (b), and aerosol scaling (c). Curves represent 
calibrations with different combinations of observational constraints. The different calibrations are 
described in Table 2.1. 
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As in previous assessments using similar parameterizations, we find considerable correlation between 
climate model parameters, particularly between climate sensitivity and ocean diffusivity, and climate 
sensitivity and aerosol scaling (Appendix A Fig. A3) (Olson et al., 2012; Urban & Keller, 2010). Also, as 
in Urban and Keller (2010), we note that the vertical ocean heat diffusivity posterior we adopted from 
previous DOECLIM calibrations is poorly constrained in the prior range. Due to the correlation between 
diffusivity and equilibrium climate sensitivity, the informative diffusivity prior likely also affects the 
equilibrium climate sensitivity posterior. The differences in equilibrium climate sensitivity and vertical 
ocean heat diffusivity lead to fairly small differences between 2100 temperature projections for the different 
calibrations (Figure 2.2). There are substantial differences between the projections of ocean heat and 
contributors to sea level, but those are likely largely due to the method of assigning uncalibrated parameters 




Figure 2.2. 2100 projections of (a) temperature, (b) ocean heat content, (c) sea-level rise, (d) thermal 
expansion, (e) the contribution from glaciers and small ice caps, (f) the contribution from the Greenland ice 
sheet, (g) the contribution from the Antarctic ice sheet. These are projections using the RCP8.5 scenario 
and the calibration using only the temperature observational constraint. Curves represent calibrations with 




Posterior Quantiles for Equilibrium Climate Sensitivity and 2100 Projections 
  Climate sensitivity 
[K] 
 RCP8.5 2100 ΔTgav 
[K] 
 RCP8.5 2100 SLR 
[m] 
Calibration 2.5% 50% 97.5% 2.5% 50% 97.5% 2.5% 50% 97.5% 
T, TE, GIC, GIS, 
AIS 
1.8 3.0 6.5 2.6 3.7 5.4 1.0 1.5 2.3 
T, TE 1.7 2.9 6.6 2.5 3.7 5.3 1.0 1.4 2.0 
T 1.8 3.2 7.1 2.6 3.8 5.6 1.3 1.9 2.9 
T, OHC, GIC, GIS, 
AIS 
1.7 2.9 6.7 2.6 3.7 5.4 1.0 1.6 2.5 
T, OHC 1.7 2.8 6.2 2.5 3.6 5.3 1.2 1.9 3.1 
Note. Quantiles are shown for calibrations described in Table 2.1 and are estimated from 10,000 posterior 
samples. 
As a first-order assessment of model skill, we compare time series of historical global surface temperature 
from Hector (using the maximum likelihood combination of model parameters from the Bayesian 
calibration) with observations and results from another simple climate model of similar complexity, 
MAGICC6 (Meinshausen et al., 2011a). The MAGICC model has been used widely across the scientific 
communities, impacts research, and the IPCC (e.g. Fordham et al., 2012; Meehl et al., 2007; Meinshausen 
et al., 2011b; Rogelj et al., 2015). MAGICC6 probabilistic projection ranges were obtained from the online 
model resource (http://live.magicc.org). For these projections, MAGICC6 model parameters are 
constrained using observations of surface air temperature in four spatial grid boxes from 1850 to 2006, the 
linear trend in ocean heat content changes from 1961 to 2003, radiative forcing estimates for 18 forcing 
agents in 2005, and the change in effective climate sensitivity from 1950-2000 to 2050-2100 in MAGICC 
emulations of AOGCM CMIP3 simulations (Meinshausen et al., 2009). 
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The calibrated Hector model skillfully captures observed low-frequency temperature variability over the 
past 100+ years.  Hector and MAGICC6 yield comparable metrics for root mean squared error, but it is 
important to note that neither model is able to capture key aspects of interannual natural variability (a 
common limitation of reduced complexity climate models) (Figure 1.1).  The addition of auto-correlated 
noise based on observation-based residuals partially compensates this problem in probabilistic projections 
and hindcasts. Other mismatches between models may be due to slight differences in the greenhouse gas 
and volcanic forcings used during the historical hindcasts. Probabilistic Hector ensemble projections of 
future global temperature are lower than similar MAGICC projections (Appendix A Fig. A4), based on 
comparison of the 66% credible interval, though both model ensembles (sampling primarily parametric 
uncertainties) fall within the range spanned by CMIP5 models (sampling primarily model structure 
uncertainties). 
We assess how well the Hector model ensembles simulate historical variability and measurement error by 
comparing the 95% credible intervals of global surface temperature, ocean heat content, sea-level change, 
the contribution from glaciers and ice caps and the contribution from the Greenland ice sheet with 
observations for the historical period. We also compare hindcast trends with historical trends of 
thermosteric expansion and the Antarctic ice sheet contribution. We find that the 95% ranges for global 
surface temperature generally fit within the two sigma observational ranges (Figure 2.3), while the trend 
for Antarctic ice sheet contributions to sea-level rise is generally overestimated in the model. This poor fit 
does not preclude an acceptable fit at the more extreme climate states that are included in the DAIS 
calibration. For example, Kopp et al. (2017) find little correlation between the modelled contribution earlier 
in the 21st century and that in 2100. 
For other hindcasts, the fit to the observations depends on the calibration. In general, we find that model 
components that are not constrained produce overconfident hindcasts. For example, the original calibration 
uses thermosteric expansion trends rather than ocean heat content. To produce an ocean heat content 
hindcast with this calibration, we must assume some maximum likelihood statistical parameters from 
another calibration. The resulting hindcast is overconfident and sensitive to the choice of statistical 
parameters. Thus, we see an overconfident ocean heat content hindcast for the original calibration and an 
overestimated thermal expansion trend for the calibration that doesn’t constrain the thermal expansion 
coefficient (Figure 2.3). Those calibrations that do not include contributors to sea level have overconfident 




Figure 2.3. Time series of (a) global surface temperature (HadCRUT4.4; Morice et al., 2012), (b) 
global ocean heat content (Gouretski & Koltermann, 2007), (c) global mean sea-level rise (Church 
& White, 2011), (e) contribution of glaciers and small ice caps to global mean sea level (Dyurgerov 
& Meier, 2005), (f) contribution of the Greenland ice sheet to global mean sea level (Sasgen et al., 
2012), and (g) trends in the Antarctic contribution to global mean sea level (Church et al., 2013). 
Trends in thermosteric expansion (d; Church et al., 2013), and the Antarctic contribution to global 
mean sea level (g; Church et al., 2013). Black curves represent observations with 2-sigma range 
(gray shading). Dashed lines highlight the 95% credible interval from the model calibrations with 
the thermosteric expansion trend constraint (blue) and with the ocean heat content constraint (red). 
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Model trend ranges are 90% credible intervals, with an ‘x’ at the median, to compare with the 
observed 90% range. 
 
Figure 2.4. Reliability plots for three model variables: (a) global surface air temperature, (b) global ocean 
heat content, and (c) global mean sea level. The x-axis shows the modeled credible interval in increments 
of 10%, while the y-axis shows the fraction of observations that fall within that credible interval. Dots 
reflect results from calibrations with different combinations of observational constraints. The different 
calibrations are described in Table 2.1. 
Overconfident hindcasts for uncalibrated components lead to discrepant projections (Figures 2.2 and 1.2). 
For example, the calibration that does not include thermosteric expansion constraint exhibits overestimates 
thermosteric expansion hindcast trend and a much larger 2100 thermosteric expansion than the original 
calibration. This difference also accounts for the difference in the projected global mean sea level between 
the two calibrations (Figure 1.2). The sensitivity of projections of uncalibrated model components to their 
assigned parameters is demonstrated in Appendix A Fig. A5, in which we compare projections using the 
maximum likelihood ensemble parameter set against the second and third maximum likelihood projections. 
One robust result for all of these calibrations is that sea-level rise projections are significantly larger than 
those of IPCC AR-5. This discrepancy is largely due to the contribution from the Antarctic ice sheet and 
incorporation of new information about its fast dynamics (Pollard et al., 2015). 
2.4 Conclusions 
We develop and use a new version of the Hector reduced complexity climate model, with improved 
representation of the global heat budget and sea-level (including contributions from polar land ice and 
glaciers). Using an adaptive MCMC method to characterize key modeling uncertainties, we perform several 
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Bayesian model calibrations that assimilate information from multiple global observational data sets to 
estimate model parameters and analyze sea level and temperature projections.  
We focus on the sensitivity of the calibrations to the inclusion of information related to various contributors 
to sea level. We find that thermal expansion information can influence equilibrium climate sensitivity 
estimates. We also note a trade-off between incorporating the expansion information as ocean heat content 
versus thermal expansion trends. While the ocean heat content produces a sharper equilibrium climate 
sensitivity estimate, it leaves the global ocean expansion coefficient unconstrained. We find that assuming 
parameter values for uncalibrated model components leads to overconfident hindcasts and widely varying 
projections, even when the assumed values are maximum likelihood members from another calibration. 
This model calibration framework allows for probabilistic characterization, even in the tails (see Figures 
2.5 and 2.6), given effective sample sizes on the order of 103.  This work highlights how reduced complexity 
climate models can be used to address highly relevant climate challenges, such as the relationship between 
temperature and sea-level change and climate sensitivity. These relationships are difficult to explore using 
comprehensive Earth system models due to challenges in modeling the processes and interactions 






Figure 2.5. Survival functions for equilibrium climate sensitivity. Curves reflect results from calibrations 
with different combinations of observational constraints. The different calibrations are described in Table 
2.1. The y-axis is shown using the log scale to highlight the upper tails of the posterior distribution. The 
smallest effective sample size included here is 658. 
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Figure 2.6. Survival functions for 2100 model projections of (a) global surface air temperature, (b) ocean 
heat content, (c) global mean sea-level rise, (d) thermal expansion, (e) contribution of glaciers and small 
ice caps to global mean sea level, (f) contribution of the Greenland ice sheet to global mean sea level, and 
(g) the Antarctic contribution to global mean sea level. Curves reflect results from calibrations with 
different combinations of observational constraints. The different calibrations are described in Table 2.1. 
The y-axis is shown using the log scale to highlight the upper tails of the posterior distributions. The 
smallest effective sample size included here is 658. 
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This study includes several important caveats. Firstly, we use prescribed CO2 concentrations for all 
ensembles and we ignore carbon cycle feedbacks. The addition of an active carbon cycle can introduce 
additional parametric uncertainties that can significantly influence temperature projections (Friedlingstein 
et al., 2014). We circumvent these issues by using prescribed atmospheric greenhouse gas concentrations, 
so that the radiative forcings are identical for all Hector ensembles. Future work will address interactions 
with the carbon cycle, and the associated uncertainties, along with emissions and forcings related scenario 
analysis. For example, we would like to address the types of future emissions/forcings scenarios that result 
in abated sea-level rise. 
We noted that the adopted uniform priors were designed to be wide and mechanistically motivated. 
However, some parameter posteriors are poorly constrained in the prior window (for example, the vertical 
heat diffusivity in Figure 2.1). The relatively informative priors for these parameters could effectively set 
bounds on those parameters with which they are highly correlated. Also, uniform priors are not necessarily 
the least informative. For example, Frame et al. (2005) demonstrated that a uniform sampling of climate 
sensitivity is implicitly biased in terms of climate feedback strength. In Appendix A Fig. A6, we show the 
effect of simultaneously switching to a 1/x prior for equilibrium climate sensitivity and widening the ocean 
vertical heat diffusivity prior. Future work will more robustly investigate the sensitivity of Hector 
calibrations to these priors. 
We also find that model parameter estimates and projections are sensitive to the choice of the assimilation 
end year. We performed the Hector ensemble calibrations using observational data sets ending in 2005, to 
be consistent with CMIP5 guidelines, and also 2009, to include more information in the assimilation. 
Extending the historical end year to 2009 reduces estimates of equilibrium climate sensitivity. Also, unlike 
in the 2005 calibration, non-thermosteric contributors to sea level do affect this equilibrium climate 
sensitivity, pushing it to larger values (Appendix A Fig. A7). We hypothesize that continued contributions 
to sea level, particularly from the Greenland ice sheet, in the face of a relatively slow surface temperature 
trend, lead to the more important role for non-thermosteric sea-level contributors for calibrations that 
include a hiatus period. We will explore more recent and updated data products in a future paper, and we 
note that given our large number of free parameters and their correlations, results may be quite sensitive to 
these new constraints. We will also incorporate longer time-scale data products and calibrations, such as 
PMIP forcings, in a future paper, though that may require replacing the purely diffusive DOECLIM model. 
These caveats notwithstanding, this work offers practical guidance on the value of sea-level information to 
constrain key climate parameters and projections. 
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CHAPTER 3: THE ROLE OF CLIMATE SENSITIVITY IN UPPER-TAIL SEA-LEVEL RISE 
PROJECTIONS2 
3.1 Introduction 
Sea-level rise (SLR) poses considerable risks to Earth’s coastal regions (Hallegate et al., 2013; Hauer et al., 
2016). Many processes contribute to sea-level changes, including thermal expansion of the ocean, 
variability in land ice and water storage, and dynamic variability associated with changes in surface wind 
patterns and ocean currents (Church et al., 2013). Constructing reliable projections of sea-level changes is 
particularly difficult due to the deep uncertainties surrounding our understanding of melting land ice 
(DeConto & Pollard, 2016; Kopp et al., 2017) and the challenges in fusing observations with 
computationally expensive numerical models (Lee et al., 2019). The combination of reduced complexity 
climate and semi-empirical sea-level models can provide useful insights into probabilistic sea-level 
projections, as it allows for a careful sampling of the parametric and other uncertainties. Recent applications 
include estimating likelihoods of SLR projections (Vega-Westhoff et al., 2019; Wong, Bakker, & Keller, 
2017) and informing coastal decision planning (Sriver et al., 2018; Stammer et al., 2019; Wong & Keller, 
2017). 
Here we use a reduced complexity Earth system model, Hector-BRICK (Vega-Westhoff et al., 2019), to 
analyze the effect of uncertainty surrounding Earth’s modern-day equilibrium climate sensitivity (ECS) on 
sea-level projections on global to regional scales. This work is motivated in part by recent results from the 
Coupled Model Intercomparison Project Phase 6 (CMIP6), with early results suggesting ECS skewed to 
higher values than previous assessments (Forster et al., 2020; Gettelman et al., 2019; Golaz et al., 2019). 
While previous studies have analyzed ECS uncertainty and implications for global temperature projections, 
effects of ECS uncertainty on future sea level are relatively unexplored. When ECS uncertainty has been 
included in SLR assessment, it is typically either an unresolved contributor to parametric uncertainty 
(Mengel et al., 2016) or analyzed in a sensitivity framework that neglects correlations with other climate 
parameters (Clark et al., 2016). A recent case study for projected local flood risk in New Orleans applied a 
multivariate sensitivity analysis and found that ECS uncertainty is a substantial contributor to uncertainty 
in projected flood risk (Wong & Keller, 2017).  
 
 
2 This work is published in Geophysical Research Letters (Vega-Westhoff et al. 2020). I performed the model 
calibration and analysis. All authors contributed equally to the published text. 
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This analysis focuses primarily on the relationship between high ECS (≥ 5 K) and upper-tail SLR 
projections. Larger ECS can lead to a larger global temperature response to a given forcing. We examine 
to what extent large ECS also affects SLR projections and explore the implications for global estimates of 
SLR, regional variability, and timing of sea-level threshold exceedances. Using a Bayesian approach, the 
Hector-Brick model calibration enables us to analyze high ECS realizations of the modern climate that are 
consistent with historical observations, and to assess their effects on future SLR using a probabilistic 
modeling framework. The results highlight the influence of first order climate uncertainties (e.g. 
equilibrium climate sensitivity) on salient regional impacts related to sea level. 
3.2 Methods 
3.2.1 Hector-BRICK 
Hector v2.0 is an open-source, modular, reduced complexity global climate carbon cycle model (Bond-
Lamberty et al., 2018; Hartin et al., 2015). The temperature component consists of the zero-dimension 
global energy balance and one-dimension ocean heat diffusion model, DOECLIM (Kriegler 2005; Tanaka 
& Kriegler, 2007). DOECLIM, unconnected to Hector, has been used in several past probabilistic climate 
assessments (e.g., Bakker et al., 2017; Urban et al., 2014; Urban & Keller, 2010). A recent study by Vega-
Westhoff et al. (2019) presents a probabilistic climate assessment of Hector v2.0, featuring a new 
semiempirical sea-level component based on the Building blocks for Relevant Ice and Climate Knowledge 
model framework (BRICK; Bakker et al., 2017; Wong, Bakker, Ruckert, et al., 2017). Hector-BRICK’s 
sea-level component matches the structure of BRICKv0.3 (Vega-Westhoff et al., 2019), in which global 
sea-level change is calculated as a sum of contributions from five sources: thermal expansion, glaciers and 
small ice caps, the Greenland ice sheet, the Antarctic ice sheet, and changes in land water storage. 
BRICKv0.3 updates BRICKv0.2 (Wong, Bakker, Ruckert, et al., 2017). The model now includes a simple 
parameterization of fast ice sheet dynamic disintegration in the Antarctic ice sheet component. Following 
Wong, Bakker and Keller (2017), we assume there is an Antarctic surface temperature threshold, above 
which the ice sheet is susceptible to fast disintegration, and below which the ice sheet remains stable. This 
parameterization reflects bulk contributions from hydrofracturing and ice cliff instability. While there is 
deep uncertainty regarding the role of ice cliff instability over the coming centuries (Edwards et al., 2019; 
Kopp et al., 2019), its inclusion in BRICK improves model calibration to paleoclimate data (Wong, Bakker, 
and Keller, 2017). We also replace the temperature-dependent ocean thermal expansion calculation 




The Hector-BRICK results shown in this paper are from a probabilistic calibration documented previously 
(Vega-Westhoff et al., 2019). Here we provide a short description of the calibration procedure. More detail 
is provided in previous papers using the BRICK framework (Bakker et al., 2017; Wong, Bakker, Ruckert, 
et al., 2017). The procedure uses an adaptive Markov chain Monte Carlo (MCMC) approach (Vihola, 2012), 
with likelihood based on the agreement between model output and historical observational constraints. The 
calibration includes observational constraints on global mean surface temperature (HadCRUT4.4; Morice 
et al., 2012), global mean sea-level change (Church & White, 2011), and contributions to sea level from 
ocean thermal expansion (Church et al., 2013), glaciers and ice caps (Dyurgerov & Meier, 2005), the 
Greenland ice sheet (Sasgen et al., 2012), and the Antarctic ice sheet (Shaffer, 2014). The calibration 
includes a total of 39 uncertain model parameters, including 28 physical parameters and 11 statistical 
parameters from autoregressive model-data discrepancy models. 
The calibration procedure shown in this study uses prescribed historical forcings (Urban & Keller, 2010) 
to run Hector-BRICK. The first step in the procedure is to calibrate the Antarctic ice sheet component to a 
combination of paleoclimate and historical constraints with four parallel MCMC chains of 106 iterations. 
3.56×106 parameter sets remain after accounting for burn-in. The next step is to jointly calibrate the rest of 
the model to historical constraints with ten parallel MCMC chains of 106 iterations. 8.0×106 parameter sets 
remain after burn-in. The procedure then combines these post-burn-in parameter sets and samples 200,000 
times for rejection sampling to global mean sea-level data. 17,124 ensemble members remain after the 
rejection sampling, 10,000 of which are sampled for final analysis. These 10,000 final parameter sets are 
highly autocorrelated, with an effective sample size of 876 based on an autoregressive model fit. 
3.2.3 Identifying high ECS scenarios 
We sort the 10,000 samples from the posterior parameter distribution into bins of high vs. moderate/low 
ECS with a threshold of 5.0°C. While this threshold is above the “likely” range of 1.5 – 4.5 °C listed in the 
IPCC AR5, it is below their “very unlikely” upper limit of 6 °C (IPCC, 2013), and some of the latest Earth 
system models indicate the plausibility of this high value (Forster et al., 2020; Gettelman et al., 2019; Golaz 
et al., 2019). We note that the use of this particular threshold is a modeling choice and for any given study 
such a choice should be made with risk tolerance in mind. Of the 10,000 final parameter sets, 853 fall above 
the threshold, with an effective sample size of 89. This high bin has a median ECS of 5.8 °C, while the 
moderate/low bin has a median of 2.9 °C. Hindcasts from both bins generally match each other and 
calibration observational constraints (Appendix B Fig. B1).  
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We create projections for all of the final parameter sets using multiple Representative Concentration 
Pathways (RCPs; Moss et al, 2010). Here we focus on the high and low forcing scenarios (RCP8.5 and 
RCP2.6). These RCPs may not sample the full range of forcing uncertainty (Ho et al., 2019), but they enable 
comparison of the effects of different forcings and climate sensitivity in the model. 
3.2.4 Estimating local sea-level change 
We estimate local sea-level change from global mean sea level using published estimates of regional scaling 
factors that are applied to the contributors (Slangen et al., 2014). These scaling factors account for mass 
redistribution due to changing ice volume in glaciers and ice caps, Greenland, and Antarctica. For simplicity, 
we approximate the contributions from ocean thermal expansion and land water storage as spatially uniform, 
and we do not consider changes in dynamic sea surface height. The combined effect of these neglected 
contributions can be expected to produce first-order differences in local sea level in many areas of the globe 
(e.g., Hogan & Sriver, 2017; Slangen et al., 2014). Thus, the sea-level change maps presented here are 
meant to capture large-scale behavior driven primarily by land ice mass redistribution, and are not meant 
as a substitute for local process-based modeling. 
3.3 Results and Discussion 
We first compare projections of temperature and sea level relative to the 1986-2005 mean for the two ECS 
bins, using RCP8.5 radiative forcings (Fig. 3.1). By 2100, RCP8.5 temperature projections for the two bins 
have very little overlap, with 4.6 – 6.2 °C and 2.6 - 4.7 °C 95% credible intervals for the high and 
moderate/low bin, respectively. Projections of global mean sea level have 1.2 – 2.7 m and 1.0 – 2.2 m 95% 
credible intervals for the high and moderate/low bins, respectively. While the two bins have more overlap 
for the sea-level projections than the temperature projections, there is a notable difference in the upper tail 
(see Appendix B Fig. B2). ECS is highly correlated with 2100 temperature (Pearson R = 0.92), and less so 
with 2100 sea-level (Pearson R = 0.50) (Appendix A Fig. A3). The difference in SLR projections is 
mediated through the dependence of 2100 SLR on 2100 temperature, which widens with higher 2100 
temperature (Fig. 3.1c). Results using RCP2.6 (Appendix B Fig. B3) are generally consistent with RCP8.5, 
with a more pronounced difference in the upper tail of sea-level rise (0.5 - 1.4 m and 0.4 - 0.8 m 95% 
credible intervals for the high and moderate/low bins, respectively), largely due to changes in the upper tail 
of the contribution from Antarctica (Appendix B Fig. B4). 
As demonstrated by the wide range of 2100 SLR for any given level of 2100 temperature (Fig. 3.1), SLR 
projections also depend considerably on parametric uncertainty within the SLR contributor models. A wide 
range of climate sensitivity realizations can achieve 2 m SLR by 2100 (Appendix B Fig. B5), and SLR 
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projections are only marginally tightened when ECS is fixed at the median value.  The central 10% of the 
ECS posterior captures most of the global SLR range, highlighting the importance of uncertainties in the 
individual models with the largest effects in the Greenland and Antarctic ice sheet models. The SLR upper 
tail is, however, noticeably widened when sampling ECS uncertainty (Appendix B Fig. B6), in particular 
for the RCP2.6 forcing scenario. 
 
Figure 3.1. Probabilistic model projections of temperature (a) and global mean sea-level rise (b) relative to 
the 1986-2005 average, and 2100 global mean sea-level rise as a function of 2100 temperature (c) using the 
RCP8.5 forcing scenario. Red (blue) shading represents the 95% credible interval for the high 
(moderate/low) equilibrium climate sensitivity bin. The solid curves represent the median projections for 
each bin. In (c), 95% ranges are estimated from the 200 nearest values in the ordered set of 2100 temperature. 
The delayed and buffered response in SLR is consistent with the effects of the large thermal capacity of the 
ocean and land ice, which can impact the SLR dynamics differently than the surface temperature dynamics. 
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This analysis indicates that high climate sensitivity scenarios are more easily distinguishable from 
moderate/low scenarios using time series of global surface temperature rather than sea-level change 
(Appendix B Fig. B7). High ECS scenarios may be distinguishable within the next 10-20 years from global 
temperature observations, which is consistent with previous work analyzing ECS learning with DOECLIM 
(Urban et al., 2014). Sea-level related observations, particularly those related to thermal expansion, are an 
important secondary constraint on high ECS scenarios. For example, in another calibration of Hector-
BRICK using only historical temperature constraints, the posterior probability of ECS ≥ 5 K is 12%, while 
here it is 9% (Urban & Keller, 2009; Vega-Westhoff et al., 2019). 
 
Figure 3.2. Probabilistic model projections of global mean sea-level rise relative to the 1986-2005 average 
(a) and contributions to sea level from ocean thermal expansion (b), glaciers and ice caps (c), the Greenland 
ice sheet (d), and the Antarctic ice sheet (e), using the RCP8.5 forcing scenario. Red (blue) shading 
represents the 95% credible interval for the high (moderate/low) equilibrium climate sensitivity bin. The 
solid curves represent the median projections for each bin. 
Hector-BRICK includes contributions to global sea-level changes from representations of thermal 
expansion, glaciers and small ice caps, the Greenland ice sheet, the Antarctic ice sheet, and changes in land 
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water storage. Except for land water storage, which is assumed to increase at a roughly fixed rate in these 
projections, all contributors to global sea level are shifted upwards for the high ECS bin (Fig. 3.2). For both 
ECS bins, the Greenland and Antarctic ice sheets are generally the largest contributors to 2100 SLR under 
RCP8.5, and they have wider upper tails than other contributors. Under RCP2.6, the median contributions 
are more evenly distributed, though the ice sheets still have wide upper tails (Appendix B Fig. B4).  
Modeled projections of global SLR diverge within the next several decades for the two ECS bins (Fig. 3.2), 
with larger SLR acceleration for high ECS cases. Time series of SLR contributions using RCP2.6 
(Appendix B Fig. B4) show similar overlap in the next one to two decades, but then larger separation 
towards the end of the century, particularly for the upper tail of Antarctic ice sheet contributions. 
 
Figure 3.3. Time horizons for temperatures greater than 2 °C above the preindustrial (1850-1870) average 
(a) and sea-level rise greater than 1 m above the 1986-2005 average (b). Dashed (solid) curves represent 
the cumulative probability of exceeding the threshold over time for the high (moderate/low) equilibrium 
climate sensitivity bin. Red (blue) curves use the RCP8.5 (RCP2.6) forcing scenario. Y-axes are 
logarithmically spaced to highlight low-probability tails. Note the different year ranges in the two graphs. 
Time horizon diagnostics can be useful for estimating when temperature or sea level will exceed thresholds 
such as 2 °C of global warming or 1 m of SLR. These particular thresholds have been the focus in impact 
studies (Dasgupta et al., 2011; Schleussner et al., 2016). The time horizons for temperature and sea-level 
threshold exceedances in Hector-BRICK deviate considerably for the high vs moderate/low ECS bins (Fig. 
3.3). Under RCP8.5, the high ECS bin has a substantially higher probability of exceeding 2 °C warming 
relative to preindustrial in any given year from about 2025 to 2050 (Fig. 3.3a). For example, in 2035, the 
2 °C exceedance probabilities are 87% and 13% for the high and moderate/low ECS bins, respectively. The 
two bins converge before 2025, when both have a negligible exceedance probability, and after 2050, when 
both have nearly certain exceedance. Under RCP2.6, the probability of exceeding 2 °C is critically 
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dependent on ECS bin for any year after 2025, when the exceedance probability for high ECS first becomes 
non-negligible. By 2050, the 2 °C exceedance probabilities are 91% and 3% for the high and moderate/low 
ECS bins, respectively. 
The effect of ECS on 1 m SLR exceedance probability is similar to that on 2 °C exceedance, though the 
typical exceedance time occurs a few decades later (Fig. 3.3b). Under RCP8.5, the high ECS bin has a 
substantially higher probability of exceeding 1 m relative to present-day from about 2065, when non-
negligible exceedance begins in the high ECS bin, until 2100, when near complete exceedance occurs in 
the moderate/low ECS bin. Under RCP2.6, the exceedance probability for 1 m SLR is critically dependent 
on ECS bin for any year after about 2080, when exceedance probability for high ECS first becomes non-
negligible, until the end of our simulation in 2150. By 2150, the 1 m exceedance probabilities are 62% and 
6% for the high and moderate/low ECS bins, respectively. This result suggests a larger relative effect of 
ECS on SLR under RCP2.6. The difference is particularly noticeable at the upper tail of the Antarctic 
contribution, which is apparently independent of the modelled threshold response to fast ice sheet dynamics. 
While ECS does play a role in the timing of this rapid ice loss, the effect is relatively unimportant for 
RCP2.6, only occurring ~2% of the time in the late 21st century for high ECS and not at all for moderate/low 




Figure 3.4. Local sea-level changes in 2100 under the RCP8.5 scenario. Median and 90th percentile 
projections are shown in the first and second row, respectively. Differences between the 90th percentile and 
median are shown in the third row. Results from the moderate/low (high) equilibrium climate sensitivity 
bin are shown in the first (second) column. White areas are outside the colored range. These local changes 
only account for inhomogeneity due to land ice redistribution. 
As a proof of concept connecting the simple global model to regional variability, we examine maps of local 
sea-level change in 2100 under RCP8.5 (Fig. 3.4). These maps account for sea-level change 
inhomogeneities due to mass redistribution from melting land ice (see Appendix B Figs. B9-B11 for 
individual contributor maps). Because most land ice loss occurs near the poles, SLR is largest in the 
equatorial region, with the largest increases in sea level associated with high ECS scenarios (Fig. 3.4a, b). 
At the 90th percentile of local change, the high bin has more enhanced SLR (outside of the Greenland region; 
Fig. 3.4e, f). The larger differences between median and upper tail reflect larger uncertainty in land ice melt 
for the high ECS bin. These maps illustrate the first-order effect of ECS on upper-tail regional SLR 
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projections. High ECS scenarios in the model yield significantly larger uncertainties in sea-level change 
with a wider upper tail (see, for example, Fig. 3.1b). 
Previous work has shown that accounting for different physics in Antarctica can result in substantially 
different probabilistic projections of SLR by the end of the century (Jevrejeva et al., 2019; Kopp et al., 
2019). Here we demonstrated a similar sensitivity to different plausible ranges of ECS, including important 
effects on SLR time horizons and regional projections. Results can help inform SLR uncertainty and are 
adaptable to regional assessments relevant to stakeholder and decision-maker needs, such as robust 
decision-making which accounts for deep uncertainties and trade-offs in investment decision strategies (see, 
for example, Garner and Keller, 2018; Hinkel et al., 2019; Sriver et al., 2018; Stammer et al., 2019). 
3.4 Caveats and Research Needs 
This study is an illustrative example of the role of climate sensitivity uncertainty in probabilistic SLR 
assessment. There are several caveats that are important to keep in mind when interpreting the results.  As 
a reduced-complexity model, Hector-BRICK includes many simplifying assumptions and is thus just an 
approximation of the Earth system. For example, the constant expansion coefficient ignores possible spatial 
changes in ocean heat uptake. Other important state-dependent feedbacks are not captured in the model’s 
constant specified climate sensitivity (e.g., Bronselaer et al., 2018), affecting probabilistic temperature 
projections. Furthermore, hydrofracturing and ice cliff instability are rather complex and deeply uncertain 
processes that are very much approximated in the simple parameterization that does not account for 
heterogeneity around the periphery of the Antarctic ice sheet (see, for example, Wong, Bakker, and Keller, 
2017). 
 
In addition, we only consider two forcing scenarios (RCP 2.6 and 8.5), whereas forcing uncertainties may 
well exceed these bounds, in particular for multi-decadal projections (Ho et al., 2019). Moreover, the 
analysis focuses on the relationship between SLR and Earth’s ECS, rather than perhaps more salient aspects 
of climate change such as the transient climate response (Knutti et al., 2017). ECS and the transient climate 
response are correlated in the Hector-BRICK calibration (Pearson R = 0.82), similar to their relationship in 
CMIP5 global climate models (Millar et al., 2015). The upper tails of Hector-BRICK SLR projections are 
similarly sensitive to high transient climate response (Appendix B Fig. B12). Last, but not least, we only 




3.5 Conclusions  
We analyze the effects of uncertainty in Earth’s climate sensitivity on sea-level projections using a 
probabilistic calibration of the Hector-BRICK reduced complexity Earth system model. This calibration 
includes observational constraints on global mean temperature, ocean thermal expansion, glaciers and ice 
caps, the Greenland ice sheet, the Antarctic ice sheet, and global sea level. We separate model results into 
high and moderate/low equilibrium climate sensitivity (above and below 5K) and explore the effects on 
projections, time horizons, and spatial patterns of sea-level change. Results show sea-level rise projections 
depend significantly on equilibrium climate sensitivity, which can affect estimates of timing of threshold 
exceedances and regional assessments. The dependence is strongest in the upper tail of sea-level rise 
scenarios. This analysis can inform regional sea-level assessments tailored for high-impacts scenarios, such 
as estimating the likelihood of potential future threshold responses, as well as the magnitude and timing of 
onset on decadal timescales. 
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CHAPTER 4: EXPLORING SEA-LEVEL RISE UNCERTAINTIES USING CMIP5 AND CMIP6 
ENSEMBLES COMBINED WITH A REDUCED COMPLEXITY CLIMATE MODEL3 
4.1 Introduction 
Reduced complexity climate models are useful tools for uncertainty quantification given their flexibility, 
computational efficiency and suitability for large-ensemble frameworks necessary for statistical estimation. 
These models have recently been applied to address future sea-level rise, including estimating future sea 
level probabilistic projections and addressing deep uncertainty in polar land ice contributions (Wong, 
Bakker, & Keller, 2017), and flood risk (Wong & Keller, 2017). Here we combine recent results from 
coupled climate model ensembles (CMIP5 and CMIP6) with results from a large perturbed parameter 
experiment using Hector-BRICK, to analyze how polar land ice contributions expand the uncertainties in 
probabilistic sea-level rise projections. We present harmonized probabilistic sea-level rise projections that 
account for structural model differences, parametric uncertainties (e.g., climate sensitivity) and 
contributions from polar land ice sources.  
While previous studies have explored the implications of complex model temperature and ocean heat 
projections for sea-level rise (e.g., Kopp et al., 2014; Schleussner et al., 2016), they have typically been 
silent on the impacts when moving from CMIP5 to CMIP6 simulations. Nor do they typically sample from 
a joint calibration of a semi-empirical model to ensure that emulated projections are consistent with all 
historical constraints while also accounting for correlations between sea level contributors. The 
combination of the simple model (Hector-BRICK) with results from the global model ensembles 
(CMIP5/CMIP6) can help to fill the gap between computationally expensive process-based models and 
simpler statistical estimation techniques based on Bayesian calibration with observational constraints. 
Results are well-suited for multi-sector analysis and systems that are particularly vulnerable to extreme and 
deeply uncertain sea-level rise scenarios. 
4.2 Methods 
4.2.1 CMIP5 and CMIP6 projections 
 
3 This work is not yet published in an academic journal. I plan to submit it with co-authors Ryan Sriver, Corinne 
Hartin, Tony Wong, and Klaus Keller, the same author line as the previous chapters of this dissertation. I have 
performed all analysis and plan to share text contributions evenly among the coauthors. 
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We combine surface air temperature and ocean thermal expansion projections from CMIP5 (Taylor et al., 
2012) and CMIP6 (Eyring et al., 2016) with results from Hector-BRICK to produce hybrid model-
emulation projections of mean global sea level. In order to focus on high-end sea level projections, we use 
projections from the high-end business-as-usual scenarios in CMIP5 (RCP8.5; Riahi et al., 2011) and the 
Scenario Model Intercomparison Project of CMIP6 (SSP585; O’Neil et al., 2016). SSP585 is an update to 
RCP8.5 and by 2100, both scenarios have global average radiative forcing of approximately 8.5 W/m2, 
though their emissions pathways are not identical (O’Neil et al., 2016). 
Model drift due to incomplete equilibration has been noted in the CMIP5 ensemble, particularly for ocean 
thermal expansion (Hogan and Sriver, 2017). We account for possible drift in historical runs and projections 
of global surface air temperature and thermal expansion by subtracting the linear trend from each model’s 
first listed preindustrial control run. While this captures most long-term drift, some shorter-term oscillations 
do remain for some models, though they are secondary to historical and projected changes. To reduce the 
effect of year-to-year variability on the small sample of model runs, we average projected changes over 
2080-2100 relative to pre-industrial (approximated with the 1861-1881 average). 
In order to weight each model equally, we include only the first listed projection per model per generation. 
Using only models with both preindustrial control and RCP8.5 output of ocean heat and temperature, we 
have 18 model projections. Using the same approach for CMIP6 output, we have 19 projections. These 
drift-corrected projections are shown in Figure. 4.1. They show some positive correlation between thermal 




Figure 4.1: Drift-corrected projections from CMIP5 and CMIP6 for the high-end business-as-usual 
scenarios.  Preindustrial is estimated as the 1861-1881 average. One model run per model per scenario. 
4.2.2 Hector-BRICK perturbed parameter ensembles 
We combine the above projections from CMIP5 and CMIP6 with perturbed parameter ensembles from 
Hector-BRICK to produce hybrid model-emulation projections of global sea level. The perturbed parameter 
ensembles are created following Vega-Westhoff et al. (2019) and Wong, Bakker, Ruckert, et al. (2017).  
Using this approach, we calibrate the model to constraints including historical temperature (HadCRUT4.4; 
Morice et al., 2012), historical thermal expansion trends (Church et al., 2013), historical glaciers and ice 
cap volumes (Dyurgerov & Meier, 2005), historical Greenland ice sheet volume (Sasgen et al., 2012), 
historical and paleo volume estimates for Antarctica, and historical global sea level change (Church & 
White, 2011). The calibration incorporates a Markov Chain Monte Carle approach (Vihola, 2012), using 
several parallel chains of length 106. Post burn-in parameter sets go through a rejection sampling to match 
historical global sea level change (Church and White, 2011). In a Bayesian framework, the parameter sets 
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parameters. We then produce probabilistic model output by sampling without replacement 10,000 times 
from the posterior parameter sets and running hindcasts and projections. First-order autoregressive models 
of the model-data discrepancy are jointly calibrated with the model’s physical parameters to account for 
short-term variability in the observations that cannot be captured by a reduced complexity model (Urban & 
Keller, 2010; Urban et al., 2014). The probabilistic output thus also samples the unresolved variability. In 
this latest version of the calibration, we have also updated the model priors for climate sensitivity and ocean 
heat content to reflect paleoclimate information (Urban et al., 2014; Sherwood et al., 2020; see Appendix 
C Fig. C1 for the effect on the posteriors). 
As in previous calibrations of Hector-BRICK (Vega-Westhoff et al., 2019), we bypass Hector’s carbon 
cycle, avoiding associated carbon cycle feedback uncertainties (Friedlingstein et al., 2014). We do so by 
using prescribed radiative forcings rather than emissions during the calibration and when creating 
probabilistic model output. For RCP projections, standard projected forcings were calculated using an older 
version of the MAGICC reduced complexity model (Meinshausen et al., 2011b). In the latest versions of 
MAGICC and other simple models (Meinshausen et al., 2019; Nichols et al., 2020) effective radiative 
forcings are now used, accounting for tropospheric rapid adjustments that are ignored in traditional radiative 
forcings. These rapid adjustments mean that the effective forcing from a doubling of (CO2) is larger than 
the canonical 3.7 W/m2 for instantaneous forcing. As in the latest version of the FAIR model (Nichols et 
al., 2020) we account for this increased sensitivity by updating the value of this explicit parameter in Hector-
BRICK from 3.7 W/m2 to 4.01 W/m2 when using effective radiative forcings. 
For this study then, we use two calibrations of Hector-BRICK, one with instantaneous historical forcings 
that can be used with the instantaneous forcings from the CMIP5 projections (Kriegler, 2005; extended in 
Urban & Keller, 2010), and one with effective historical forcings that can be used with the effective forcings 
from the CMIP6 projections (Smith, 2020). 
The transition from traditional radiative forcings to effective radiative forcings shifs Hector-BRICK 
calibration results. High-end business-as-usual projections from these two calibrations are shown in Figure 
4.2 below, overplotted with the discrete CMIP projections. The RCP8.5 projections are created from the 
Hector-BRICK calibration using instantaneous forcing, while the SSP585 projections are created from the 
calibration using effective forcings. The distribution for SSP585 is generally more dispersed, extending to 




Figure 4.2: Hector-BRICK posterior projection densities and discrete CMIP projections. Discrete CMIP 
projections are black dots. Color fill is the density of Hector-BRICK projections in a given grid space. 
Left: Hector-BRICK and CMIP5 RCP8.5 projections. Right: Hector-BRICK and CMIP6 SSP585 
projections. Hector-BRICK densities are smoothed estimates from  a total posterior sample of 10,000. 
Black lines and shading show the linear fit to the discrete projections and its 95% range. Green lines and 
shading show the same for the Hector-BRICK samples. 
4.2.3 Creating hybrid model-emulation projections of sea level rise 
Broadly, this paper aims to investigate probabilistic sea level projections when constrained to match key 
aspects of CMIP5 or CMIP6. To do so, we resample from the Hector-BRICK posteriors to match the 
CMIP projections of thermosteric expansion and global surface air warming. In a first step, we produce 
kernel density estimates (KDEs) for the CMIP projections. We use an automatic bandwidth selection 
algorithm (Wand & Jones, 1994) and note that cutting this bandwidth in half results in multiple local 
density peaks. The KDEs are sampled 10,000 times in the top row of density plots in Figure 4.3.  
Next, each of the 10,000 samples from the CMIP KDE is paired to its nearest neighbor in the Hector-
BRICK calibration, based on the normalized two-dimensional distance. Replacements are made in this 
resampling of the Hector-BRICK posterior sample, so some samples in sparse areas of the Hector-BRICK 
space are selected many times, if there is sizeable density of the KDE in the area. The Hector-BRICK 
calibrations both have decent coverage of the discrete points (Figure 4.2) and the KDEs, though the upper 
range of CMIP6 warming and the lower limit of CMIP6 thermal expansion are not reflected in the hybrid. 
The end result is a set of Hector-BRICK samples that closely match the smoothed CMIP distributions 



















































      density





























0.0 0.1 0.2 0.3 0.4
Thermosteric expansion [m]
SSP585, (2080−2100) − Preindustr ial
 
43 
probabilistic projections of sea level that align with CMIP output but still explore parametric uncertainty. 
A diagram summarizing this hybrid model-emulation creation is provided in Appendix C Fig. C2. 
 
Figure 4.3: Kernel density estimation and Hector-BRICK sampling of (left) RCP8.5 CMIP5 projections 
and (right) SSP585 CMIP6 projections. Top row: Density of 10,000 samples from the kernel density 
estimate for the discrete CMIP projections. Bottom row: Density of 10,000 samples from the Hector-
BRICK posterior constrained to match the KDE. Projections are relative to the preindustrial average. 
4.3 Results and Analysis 
Switching from the original, instantaneous forcings to effective forcings in the Hector-BRICK calibration 
somewhat widens the posterior for climate sensitivity at higher values and pushes ocean heat diffusivity 









































































































































total heat in the Hector-BRICK system when going from the historical instantaneous forcings to the 
historical effective forcings. Projected temperature and ocean heat content are also higher for the effective 
forcing-based calibration, which may be related to differences in the future scenarios (RCP8.5 vs SSP585) 
being compared (Figure 4.4, comparing red vs blue dashed lines). 
Constraining Hector-BRICK to the CMIP output results in higher projected temperature and thermal 
expansion, along with a corresponding increase in climate sensitivity. Diffusivity also increases, though it 
seems to get stuck at the prior upper bound (Figure 4.4, comparing dashed vs solid lines). 
 
Figure 4.4: Probability densities for (a) 2100 temperature, (b) 2100 thermal expansion, (c) climate 
sensitivity, and (d) ocean heat diffusivity. Dashed lines are for calibrations of Hector-BRICK to 
observational constraints. Solid lines are for hybrid model-emulators after matching the CMIP 
temperature and thermal expansion projections. Blue lines use original Hector-BRICK forcings, while 
red use updated effective forcings. The 2100 projections are for the high-end scenario, RCP8.5 for the 
CMIP5 emulation and original posterior, and SSP585 for the CMIP6 emulation and the effective forcings-
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based posterior. Dotted lines on the bottom row are uniform prior ranges from our Bayesian calibration 
framework. 2100 values are relative to the 1986-2005 average. 
 
 
Figure 4.5: Probabilistic sea level projections from the hybrid model-emulations, relative to the 1986-
2005 average. On the right panel are the projected sea level rise ranges for the CMIP5, RCP8.5 hybrid 
model-emulation (blue), those from the CMIP6, SSP585 hybrid (red), and an illustrative sample of other 
sea level projections. The box labelled “AR5” the likely range of the IPCC Assessment Report 5 from 
Church et al. (2013), “SROCC” is the likely range from the Special Report on Climate Change (IPCC, 
2019). B19 represents  the expert judgements in Bamber et al. (2019). 
Sea level projections for both hybrid model-emulators are much higher than estimates in the IPCC, though 
they agree better with the expert judgement in Bamber et al. (2019) (Figure 4.5). The differences with 
respect to the IPCC are largely due to discrepancies in projected polar land ice melt in Greenland and 
Antarctica (Figure 4.6). Polar land ice differences are also pronounced relative to the Bamber et al. (2019) 


































hybrid median and upper bound projections are shifted upward compared with the CMIP5-based hybrid. 
The upper bound shifts the most, with the 95th percentile shifting about half a meter upward, largely due to 
an upward shift in the upper bound of the contribution from Greenland (Figure 4.6). 
 
 
Figure 4.6. Probabilistic sea level and contributor projections from the hybrid model-emulations, relative 
to the 1986-2005 average. To the right of these projections are comparison ranges “AR5” is the likely 
range of the IPCC Assessment Report 5 from Church et al. (2013), “SROCC” is the likely range from the 
Special Report on Climate Change (IPCC, 2019). B19 is the range from the expert judgements in Bamber 
et al. (2019). 
Total sea level projections for both hybrid models are about the same for a given amount of warming 
(Figure 4.7). However, the contributors to that total do vary between the two models, with slightly less 
expansion and Antarctic contributions for a given amount of warming in the CMIP6 SSP585 hybrid model, 
and a larger contribution from Greenland. The wider upper bound for total sea level and Greenland in the 
CMIP6 hybrid model appears to be largely due to the widening upper bound for Greenland with 
temperature. In the estimates and bounds from Bamber et al. (2019), this interplay between temperature 
uncertainty and sea level uncertainty is excluded, because an exact temperature trajectory is assumed. 
There is deep uncertainty surrounding the projected contribution to sea level from Antarctica, particularly 
due to hydrofracturing and marine ice cliff instability (Edwards et al., 2019). Wong, Bakker and Keller 
(2017) showed that incorporating a simple representation of these fast dynamics improved model 



































































































contributors in high-end projections, accounting for much of the discrepancy with respect to IPCC 
projections of Antarctica contribution. 
However, it is Greenland that dominates the temperature-dependent discrepancy between our CMIP5 and 
CMIP6 hybrid model-emulators. The Simple Ice-sheet Model for Projecting Large Ensembles (SIMPLE) 
Greenland model featured in Hector-BRICK, is able to emulate responses of the three-dimensional ice 
sheet model SICOPOLIS (Bakker et al., 2016). In addition, hindcasts of Greenland contributions from 
Hector-BRICK calibrations show good agreement with observations (Vega-Westhoff et al., 2019). One 
avenue for future work that may address the large and highly temperature-dependent response is to update 
the Greenland calibration data. We currently stop our historical calibration in 2005, during an acceleration 
of Greenland melt. However, a deceleration begins in 2012 (Shepherd et al., 2020). Capturing that 
deceleration in our constraints may have an important effect on projected melt. 
Our results may also be affected by the relatively informative prior on diffusivity, with the posterior 
bunched towards the upper limit. Improved thermal expansion historical constraints, rather than the 
simple trends currently used, may mitigate this issue by driving the diffusivity to lower values. 
 
Figure 4.7.  2100 Sea level rise and its contributors as a function of 2100 temperature, both relative to 
1986-2005. Red (blue) shading represents the 95% credible interval for the CMIP5 (CMIP6) hybrid 
model-emulator. The solid curves represent the median projections for each hybrid model emulator. These 














































































































We produce hybrid model-emulations of probabilistic sea level projections. These hybrid results take into 
account CMIP5/CMIP6 projections of temperature and ocean thermal expansion, while also sampling from 
parameter sets that are calibrated to be consistent with observations. We focus on high-end projections, 
using the RCP8.5 and SSP585 scenarios. As with previous high-end projections using the BRICK sea level 
model components, these hybrid models have much larger polar land ice contributions to sea level than 
projected by the IPCC (Vega-Westhoff et al., 2020; Wong, Bakker, & Keller, 2017), though they do reflect 
the upper bounds of expert judgement (Bamber et al., 2019) for these deeply uncertain contributors (e.g., 
Edwards et al., 2019). 
The upper tail of the hybrid CMIP6 SSP585 temperature projection is shifted to higher values than the 
hybrid CMIP5 RCP8.5 temperature projection. These larger temperatures lead to a wider upper bound for 
sea level: the 95th percentile shifts over 0.5 m upward. The widening of sea level upper bounds is largely 
due to the Greenland contribution, whose median contribution increases with temperature while its upper 
bounds also widens. Future work will examine the sensitivity of these results to the end year of the 
calibration and whether a recent deceleration in Greenland melt affects results.  
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CHAPTER 5: CONCLUSIONS 
We develop and use a new version of the Hector reduced complexity climate model, with improved 
representation of the global heat budget and combined with the BRICK sea level model (including 
contributions from polar land ice and glaciers). We call this new model Hector-BRICK. We use an adaptive 
MCMC method to characterize key modeling uncertainties. As in BRICK, this MCMC is incorporated into 
a Bayesian calibrations of our model, that assimilates information from multiple global observational data 
sets to estimate model parameters. These calibrations produce sets of model parameters that are consistent 
with observational constraints and account for correlations between those parameters. The calibrations 
produce posterior samples with effective sample sizes on the order of 103, allowing fairly robust 
characterization of the tails of parametric uncertainty. We apply the model and its calibrations in novel 
ways to address highly relevant climate challenges. 
In a first study, we address the impact of different observational constraints on key model parameters and 
model projections. We find that thermal expansion information influences equilibrium climate sensitivity 
estimates, while other constraints related to land ice have little impact. The thermal expansion constraint 
also affects the upper tails of sea level projections. While other studies had explored the complementary 
nature of temperature and thermal expansion information to understand the climate system, none had 
simultaneously accounted for centennial scale down to decadal scale temperature change simultaneous with 
ocean heat constraints, as is implicit in our calibration process. This work was published in Earth’s Future 
(Vega-Westhoff et al., 2019). 
Next, we analyze the effects of uncertainty in Earth’s climate sensitivity on sea level projections. We 
separate model results into high and moderate/low equilibrium climate sensitivity (above and below 5K) 
and explore the effects on projections, time horizons, and spatial patterns of sea-level change. Results show 
sea-level rise projections depend significantly on equilibrium climate sensitivity (and similarly on transient 
climate response), which can affect estimates of timing of threshold exceedances and regional assessments. 
The dependence is strongest in the upper tail of sea-level rise scenarios. This analysis can inform regional 
sea-level assessments tailored for high-impacts scenarios, such as estimating the likelihood of potential 
future threshold responses, as well as the magnitude and timing of onset on decadal timescales. It is also 
relevant to discussions of the evolution of CMIP models, which may be trending to higher climate 
sensitivities. This is the first published analysis of the relationship between climate sensitivity and sea level 
projections, beyond sensitivity studies that do not ensure consistency with observational constraints. This 
work was published in Geophysical Research Letters (Vega-Westhoff et al., 2020). 
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Finally, we produce hybrid model-emulations of probabilistic sea level projections. These hybrid results 
take into account CMIP5/CMIP6 projections of temperature and ocean thermal expansion, while also 
sampling from Hector-BRICK calibrations. We focus on high-end projections, using the RCP8.5 and 
SSP585 scenarios. The upper tail of the hybrid CMIP6 SSP585 temperature projection is shifted to higher 
values than the hybrid CMIP5 RCP8.5 temperature projection. These larger temperatures lead to a wider 
upper bound for sea level, largely due to the Greenland contribution, whose median contribution increases 
with temperature while its upper tail also widens. This work helps to fill the gap between computationally 
expensive process-based models and simpler statistical estimation techniques based on Bayesian calibration 
with observational constraints. Results are well-suited for multi-sector analysis and systems that are 
particularly vulnerable to extreme and deeply uncertain sea-level rise scenarios. 
In short, we have explored sensitivities of climate projections to constraints on calibration targets, key 
climate parameter values, and projection targets. Our exploration has included particular focus on upper 
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Appendix A Figure A1. Analysis of the residuals between the maximum likelihood member of the original 
calibration (Table 1; T, TE, GIC, GIS, AIS) and observed temperature ((HadCRUT4.4; Morice et al., 2012). 
The partial autocorrelation function of the raw residuals is first plotted (a). Those residuals are whitened 
using the calibrated temperature autocorrelation parameter (b). A histogram of the whitened residuals is 
plotted along with its Gaussian fit (c) and the distributions are compared in a quantile-quantile plot (d). The 
Gaussian fit to the whitened noise has a standard deviation very close to the sum in quadrature of the 




Appendix A Figure A2. Partial autocorrelation functions of the climate model parameter posteriors: 
climate sensitivity (top), diffusivity (middle), and aerosol scaling (bottom). Columns represent different 
levels of thinning of the MCMC: the post burn-in MCMC chains (left), the proposed samples for rejection 
sampling with global mean sea level observations (middle), and the final samples from the rejection 
sampled posteriors (right). The high autocorrelation of the model parameters results in effective sample 
sizes (ESS) that are much smaller than the number of raw samples: ESS = 2631 for the post burn-in MCMC 
chains and ESS = 876 for the final samples. 
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Appendix A Figure A3.  Posterior histograms (sample size n = 10,000, effective sample size = 876) of the 






Appendix A Figure A4. Probabilistic model projections of global surface air temperature using the RCP8.5 
scenario for Hector (blue) and MAGICC6 (green). Shading represents the 66% credible interval and solid 
curves are the median values of the posterior distributions sampled annually. The vertical black line reflects 
the projected range in the most recent IPCC report (AR5), from 39 CMIP5 RCP8.5 model runs (Collins et 





Appendix A Figure A5. 2100 projections of (a) temperature, (b) ocean heat content, (c) sea-level rise, (d) 
thermal expansion, (e) the contribution from glaciers and small ice caps, (f) the contribution from the 
Greenland ice sheet, (g) the contribution from the Antarctic ice sheet. These are projections using the 
RCP8.5 scenario and the calibration using only the temperature observational constraint. The BRICK 
parameters are assigned as the maximum likelihood (blue), second maximum likelihood (orange), and third 





Appendix A Figure A6. As in Figure 2.1 of the main text, except comparing a calibration with the original 
priors and one in which the diffusivity prior has been widened and the equilibrium climate sensitivity prior 
has been set proportional to 1/x, over the original bounds. Dashed lines are the priors, while the posteriors 
are solid. 
 
Appendix A Figure A7. As in Figure 2.1 of the main text except comparing with calibrations that are 
performed using observational data extending to 2009 rather than 2005, where our data sources include 
those extensions. Specifically, the temperature and Greenland constraints are extended, along with the 
global mean sea-level (used in rejection sampling). Curves represent calibrations with observational 
constraints to 2005 (solid blue, dashed blue, and black) and 2009 (solid red, dashed red, and orange). When 
the data is extended to 2009, the calibration with non-thermosteric sea-level contributor constraints (solid 




Appendix A Table A1. 






     2.5% 50% 97.5% 
Clim. sens., SDOECLIM DOECLIM K 0.1 10 1.8 3.0 6.5 
Ocean heat diff., 
𝞳DOECLIM 
DOECLIM cm2 s-1 0.1 4 0.43 2.4 3.9 
Aerosol scaling, 
𝞪DOECLIM 
DOECLIM -- 0 2 0.50 0.89 1.2 
T0 DOECLIM K -0.3 0.3 -0.067 -0.022 0.026 
H0* DOECLIM 1022 J -50 0 -49 -34 -4.9 
𝞼T DOECLIM K 0.05 5 0.067 0.080 0.094 
𝞼H* DOECLIM 1022 J 0.1 10 0.14 0.94 3.0 
𝞺T DOECLIM -- 0 0.99 0.25 0.41 0.57 
𝞺H* DOECLIM -- 0 0.99 0.55 0.91 0.987 
𝞫0 GSIC m yr-1 0 0.041 3.9E-4 7.9E-4 1.5E-3 
V0,GSIC GSIC m 0.3 0.5 0.30 0.40 0.49 
n GSIC -- 0.55 1.0 0.56 0.78 0.99 
GS,0 GSIC m  -4.1E-3 4.1E-3 -3.9E-3 -9.2E-6 3.9E-3 
𝞼GSIC GSIC m 0 1.5E-3 1.1E-5 2.2E-4 7.2E-4 
𝞺GSIC GSIC -- -0.999 0.999 0.07 0.86 0.995 
𝞪TE TE kg m-3 K-1 0.05 0.3 0.067 0.13 0.25 
aSIMPLE SIMPLE m K-1 -4 -1E-3 -3.9 -2.0 -0.57 
bSIMPLE SIMPLE m 0 8.832 7.2 7.8 8.5 
𝞪SIMPLE SIMPLE yr-1 K-1 0 1E-3 6.1E-5 4.8E-4 9.6E-4 
𝞫SIMPLE SIMPLE yr-1 0 1E-3 5.3E-6 1.3E-4 7.6E-4 
V0,SIMPLE SIMPLE m 7.16 7.56 7.17 7.37 7.55 
𝞼SIMPLE SIMPLE m 0 2E-3 1.6E-4 2.0E-4 2.6E-5 
𝞺SIMPLE SIMPLE -- -0.999 0.999 0.83 0.93 0.995 
aANTO DAIS K K-1 0 1 0.013 0.28 0.93 
bANTO DAIS K 0 2 0.045 0.95 1.9 
𝞬 DAIS -- 0.5 4.25 0.88 2.9 4.2 
𝞪DAIS DAIS -- 0 1 0.014 0.23 0.90 
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Appendix A Table A1 (continued) 
𝝻 DAIS m1/2 7.05 13.65 7.3 11 13.5 
𝝼 DAIS m-1/2 yr -1/2 3E-3 0.015 3.3E-3 8.6E-3 0.015 
P0 DAIS m yr-1 0.026 1.5 0.070 0.37 1.3 
𝞌DAIS DAIS K-1 0.025 0.085 0.028 0.062 0.084 
f0 DAIS m yr-1 0.6 1.8 0.63 1.2 1.77 
h0 DAIS m 735.5 2206.5 770 1400 2150 
C DAIS m K-1 47.5 142.5 51 100 140 
b0 DAIS m 740 820 742 781 818 
slope DAIS -- 4.5E-4 7.5E-4 5.2E-4 6.0E-4 7.3E-4 
𝝺 DAIS m yr-1 -- -- 4.5E-3 9.3E-3 0.017 
TCRIT DAIS K -- -- -16 -15 -14.6 
𝞼2DAIS DAIS m2 SLE 0 -- 0.15 0.42 1.9 
 
Appendix A Table A1. Prior ranges and posterior quantiles of the calibrated Hector parameters. 
DOECLIM is the zero-dimensional climate and one-dimensional ocean heat diffusion module. Other listed 
models are component models of the BRICK sea level change module. All prior distributions are uniform 
except 𝝺 (gamma prior with k = 8.1 and 𝝷 = 810), TCRIT (gamma prior with k = 1.37 and 𝝷 = 20.55), and 
𝞼2DAIS (inverse gamma prior with 𝞪 = 2 and 𝞫 = 1). Descriptions of all of these parameters can be found in 
Appendix A Table A2. *H0, 𝞼H, and 𝞺H are not calibrated in the default calibration. Here we list their prior 
ranges and posterior quantiles for the calibration that includes ocean heat data instead of thermosteric sea-
level trends.  
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Appendix A Table A2 
Parameter Model Description 
SDOECLIM DOECLIM  equilibrium climate sensitivity (to doubling CO2)        
𝞳DOECLIM DOECLIM ocean vertical diffusivity          
𝞪DOECLIM DOECLIM aerosol scaling factor          
T0 DOECLIM global mean surface temperature initial condition       
H0 DOECLIM ocean heat uptake initial condition        
𝞼T DOECLIM AR1 innovation standard deviation         
𝞼H DOECLIM AR1 innovation standard deviation         
𝞺T DOECLIM autocorrelation            
𝞺H DOECLIM autocorrelation            
𝞫0 GSIC initial GSIC mass balance sensitivity        
V0,GSIC GSIC initial GSIC volume          
n GSIC exponent for area-volume scaling         
GS,0 GSIC sea-level rise from GSIC in the first model year    
𝞼GSIC GSIC AR1 innovation standard deviation         
𝞺GSIC GSIC autocorrelation            
𝞪TE TE thermal expansion coefficient 
aSIMPLE SIMPLE temperature sensitivity of equilibrium GIS volume       
bSIMPLE SIMPLE equilibrium GIS volume for temperature anomaly of 0 deg C   
𝞪SIMPLE SIMPLE temperature sensitivity of GIS exponential decay rate      
𝞫SIMPLE SIMPLE GIS exponential decay rate for temperature anomaly of 0 deg C  
V0,SIMPLE SIMPLE initial GIS volume          
𝞼SIMPLE SIMPLE AR1 innovation standard deviation 
𝞺SIMPLE SIMPLE autocorrelation            
aANTO DAIS sensitivity of Antarctic ocean temperature to surface temperature     
bANTO DAIS Antarctic ocean temperature for surface temperature anomaly of 0 deg C  
𝞬 DAIS power for the relation of ice flow speed to water depth  
 
60 
Appendix A Table A2 (continued) 
𝞪DAIS DAIS partition parameter for effect of ocean subsurface temperature on ice flux  
𝝻 DAIS profile parameter for parabolic Antarctic ice sheet surface (related to ice stress) 
𝝼 DAIS proportionality constant relating runoff decrease with height to precipitation    
P0 DAIS Antarctic annual precipitation for Antarctic surface temperature of 0 deg C  
𝞌DAIS DAIS coefficient for exponential dependency of precipitation on Antarctic temperature    
f0 DAIS proportionality constant for ice flow at grounding line     
h0 DAIS height of runoff line at Antarctic surface temperature of 0 deg C 
C DAIS sensitivity of height of runoff line       
b0 DAIS undisturbed bed height at the Antarctic continent center     
slope DAIS slope of ice sheet bed before loading      
𝝺 DAIS Antarctic fast dynamics disintegration rate (only when temperature > TCRIT) 
TCRIT DAIS temperature triggering Antarctic fast dynamics disintegration       
𝞼2DAIS DAIS paleoclimate calibration structural uncertainty         
 
Appendix A Table A2. Descriptions of the calibrated Hector parameters. DOECLIM is the zero-
dimensional climate and one-dimensional ocean heat diffusion module. Other listed models are component 
models of the BRICK sea level change module.  
 
61 
APPENDIX B: APPENDIX TO CHAPTER 3 
Contents of Appendix B:  
Figures B1 to B12 
 
Appendix B Figure B1. Time series of (a) global surface temperature (HadCRUT4.4; Morice et al., 2012), 
(b) global mean sea level rise (Church & White, 2011), (d) contribution of glaciers and small ice caps to 
global mean sea level (Dyurgerov & Meier, 2005), (e) contribution of the Greenland ice sheet to global 
mean sea level (Sasgen et al., 2012). Trends in (c) thermosteric expansion (Church et al., 2013) and (f) the 
Antarctic contribution to global mean sea level (Church et al., 2013). Black curves represent observations 
with 2‐sigma range (gray shading). Dashed red (blue) curves highlight the 95% credible interval from the 
model calibration high (moderate/low) equilibrium climate sensitivity bin. Model trend ranges are 90% 
credible intervals, with an “x” at the median, to compare with the observed 90% range. Constraints for the 




Appendix B Figure B2. Survival functions for 2100 model projections of (a) global surface air temperature, 
and (b) global mean sea level rise, relative to the 1986-2005 mean. Blue (red) curves are for results using 
the RCP2.6 (RCP8.5) forcing scenario. Dashed (solid) curves are for results from the high (moderate/low) 





Appendix B Figure B3. Probabilistic model projections of temperature (a) and global mean sea-level rise 
(b) relative to the 1986-2005 average, and 2100 global mean sea-level rise as a function of 2100 temperature 
(c) using the RCP2.6 forcing scenario. Red (blue) shading represents the 95% credible interval for the high 
(moderate/low) equilibrium climate sensitivity bin. The solid curves represent the median projections for 




Appendix B Figure B4. Probabilistic model projections of (a) global mean sea-level rise and contributions 
to sea level from (b) ocean thermal expansion, (c) glaciers and ice caps, (d) the Greenland ice sheet, and (e) 
the Antarctic ice sheet, using the RCP2.6 forcing scenario. Red (blue) shading represents the 95% credible 
interval for the high (moderate/low) equilibrium climate sensitivity bin. The solid curves represent the 




Appendix B Figure B5. Probability density functions for 2100 projections under the RCP8.5 forcing 
scenario of (a) global mean sea-level rise, and (b) global mean surface temperature, (c) equilibrium climate 
sensitivity, and 2100 projected contributions to sea level from (d) ocean thermal expansion, (e) glaciers and 
ice caps, (f) the Greenland ice sheet, and (g) the Antarctic ice sheet. Solid blue (dashed red) curves are for 




Appendix B Figure B6. Probability density functions of (a) climate sensitivity, and 2100 projections of (b) 
global mean sea-level rise, (c) global mean surface temperature, and projected contributions to sea level 
from (d) ocean thermal expansion, (e) glaciers and ice caps, (f) the Greenland ice sheet, and (g) the Antarctic 
ice sheet. Solid curves are for the full set of projections, while dashed curves are for the 10% of projections 
with climate sensitivity between the 45th and 55th percentiles (shaded grey in (a)). Red (blue) curves use 




Appendix B Figure B7. Contour plot of the probability of high ECS as a function of the projected RCP8.5 
temperature (a), and sea-level rise (b). Black lines outline the range of model projections. The probability 
of high ECS for a given year and level of warming (sea-level rise) is estimated in two steps: first, the full 
ensemble is subset to only include those projections within 0.2 K (0.1 m) of the given level in that year. 
Then, the probability is estimated as the fraction of that subset with an ECS > 5 K. Color contour levels are 




Appendix B Figure B8. Time horizons for Antarctic temperature greater than the critical temperature 
associated with rapid ice loss. Dashed (solid) curves represent the cumulative probability of exceeding the 
threshold over time for the high (moderate/low) equilibrium climate sensitivity bin. Red (blue) curves use 
the RCP8.5 (RCP2.6) forcing scenario. No members of the moderate/low equilibrium climate sensitivity 





Appendix B Figure B9. Local sea-level changes due to contributions from glaciers and small ice caps in 
2100 using the RCP8.5 scenario. Median (90th percentile) projections are shown in the first (second) row. 
Differences between the 90th percentile and median are shown in the third row. Results from the 
moderate/low (high) equilibrium climate sensitivity bin are shown in the first (second) column. White areas 




Appendix B Figure B10. Local sea-level changes due to contributions from the Greenland ice sheet in 
2100 using the RCP8.5 scenario. Median (90th percentile) projections are shown in the first (second) row. 
Differences between the 90th percentile and median are shown in the third row. Results from the 
moderate/low (high) equilibrium climate sensitivity bin are shown in the first (second) column. White areas 




Appendix B Figure B11. Local sea-level changes due to contributions from the Antarctic ice sheet in 2100 
using the RCP8.5 scenario. Median (90th percentile) projections are shown in the first (second) row. 
Differences between the 90th percentile and median are shown in the third row. Results from the 
moderate/low (high) equilibrium climate sensitivity bin are shown in the first (second) column. White areas 




Appendix B Figure B12. Probabilistic model projections of temperature (a) and global mean sea-level rise 
(b) relative to the 1986-2005 average, 2100 global mean sea-level rise as a function of 2100 temperature (c) 
using the RCP8.5 forcing scenario, and equilibrium climate sensitivity as a function of transient climate 
response (d). Red (blue) shading represents the 95% credible interval for the high (moderate/low) transient 
climate response bin. The bin edge is set at 2.3 K, and 5% of the posterior model realizations are in the high 
bin. The solid curves represent the median projections for each bin. In (c), 95% ranges are estimated from 
the 200 nearest values in the ordered set of 2100 temperature. In (d), 95% ranges are estimated from the 
200 nearest values in the ordered set of transient climate response.
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Appendix C Figure C1. Probability densities for (a) 2100 temperature, (b) 2100 thermal expansion, (c) 
climate sensitivity, and (d) ocean heat diffusivity. Black is for the calibration with uniform priors, while 
different colors indicate different priors. ‘Cold’, in blue, indicates a prior on climate sensitivity using cold 
period paleoclimate information (Sherwood et al., 2020). ‘Paleo’ in red and light blue, indicate a climate 
sensitivity based on the full paleoclimate distribution (Sherwood et al., 2020). ‘Lognorm’ indicates a 
lognormal prior on ocean heat diffusivity as in Urban et al. (2014). Dashed lines show these priors. In the 
main text of Chapter 4, we use the ‘Cold, Lognorm’ prior combination (blue), which maintains a fat tail for 
climate sensitivity. 
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Appendix C Figure C2. Diagram showing the steps towards creating hybrid model-emulations of 
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