Reconstructions of the absorption cross sections of dense scattering media from time-resolved data are presented. A progressive expansion (PE) algorithm, similar to a layer-stripping approach, is developed to circumvent the underdeterminedness of the inverse problem. An overlapping scheme, which uses detector readings from several consecutive time intervals, is introduced to reduce the propagation of reconstruction errors that occur at shallower depths. To reduce the sensitivity of the PE algorithm to noise, a regularized progressive expansion (RPE) algorithm is proposed, which incorporates regularization techniques into the PE algorithm. The PE and the RPE algorithms are applied to the problem of image reconstruction from time-resolved data. The test media were isotropically scattering slabs containing one or two compact absorbers at different depths below the surface. The data were corrupted by additive white Gaussian noise with various strengths. The reconstruction results show that the PE and the RPE algorithms, when they are combined by proper overlapping, can effectively overcome the underdeterminedness of the inverse problem. The RPE algorithm yields reconstructions that are more accurate and more stable under the same noise level.
INTRODUCTION
Great interest has recently developed in recovering anatomical or functional images from tomographic measurements at near-infrared frequencies because the measurement techniques are safe (nonionizing), potentially inexpensive, and portable. Photons of near-infrared light are intensely scattered by biological tissues. Several measurement schemes, involving continuous-wave, timeresolved (TR), or time-harmonic sources, [1] [2] [3] have been proposed as potentially suitable for interrogation of highly scattering media. In this paper we consider the recovery of absorption cross sections of scattering media that have optical properties similar to those of tissue from TR near-infrared optical measurements.
For imaging methods such as x-ray computed tomography, in which the path of the detected signal is a straight line, the inverse problem can be accurately formulated as a system of linear equations of the form y ϭ Ax, where y is the measured data, A is an imaging operator, and x is the unknown. 4 In the case of strong scattering the imaging problem becomes difficult because the photons propagate through the tissue in a highly diffused manner and because the relation between the measured signal and the properties of the media is nonlinear. There is generally no direct method for solving the inverse problem. One way to attack this difficulty is to use the perturbation approach, [5] [6] [7] [8] [9] which simplifies the inverse problem to a system of linear equations. The derived image operator, or the weight matrix, is generally underdetermined and ill conditioned. The underdeterminedness results from the fact that the number of detector readings M is less than the number of unknowns N. Even if M у N, the weight matrix may well be rank deficient, which also leads to an underdetermined system. The cause of the ill conditioning is that the weight matrix contains many columns that are nearly proportional. Small variations in detector readings can result in large deviations in reconstruction results.
To overcome the underdeterminedness problem Chang et al. 10 developed a layer-stripping algorithm that progressively evaluates the data in a way that decreases the depth component of the weight gradients. This algorithm uses the detector readings in different portions of the temporal profile separately and in a progressive manner. In each time interval it considers only the region that may contribute to the detector readings and that is not yet fixed on the basis of the preceding stages of the reconstruction. The contribution to the detector reading in this time interval from the volume elements (voxels) solved previously is first subtracted. The new unknowns are then solved by means of a perturbation equation. For further improvement of the stability of the progressive expansion (PE) algorithm, we have now incorporated Tikhonov-Miller regularization 11, 12 into the solution of the subsystem in each time interval. This regularization method can deal with a large-scale system because it is based on an optimization technique that can be solved iteratively. In contrast, regularization based on singularvalue decomposition (SVD), in which a small constant is added to all the singular values, 13 is not suitable for large-scale problems because of the rate at which the computation time that it requires grows with increasing problem size 14 (see Section 5 below). The arrangement of this paper is as follows. In Section 2 we describe the mathematical derivation of the perturbation model and of the PE and the regularized progressive expansion (RPE) algorithms. The experiments are described in Section 3, followed by the reconstruction results in Section 4. Finally, we discuss and conclude this study in Section 5.
PROGRESSIVE EXPANSION AND REGULARIZED PROGRESSIVE EXPANSION ALGORITHMS A. Perturbation Equation
In the past few years iterative perturbation approaches have been developed for solving the inverse problems associated with propagation of light from continuouswave, 5, 6 time-harmonic, 6 and TR 10,15 sources through tissue. These approaches require the solution of a linear perturbation equation at each iteration:
where ⌬x is a vector of absorption cross-section differences between a reference and a test medium, ⌬I is a vector of changes in detector readings between the two media, and W is a weight matrix describing the influence of each voxel on the detector readings, which are essentially the first partial derivatives of the detector readings with respect to the absorption coefficients in the reference medium.
B. Progressive Expansion Algorithm
The PE algorithm evaluates increasing depths within the medium by successively considering signals entering the detector at increasing times following an incident pulse. Instead of solving Eq. (1) directly, the algorithm solves a subsystem represented by
at each time interval l. Here ⌬x l is a subset of ⌬x consisting of those elements that correspond to voxels that can contribute signals in this time interval but not earlier, ⌬I l is the vector of residual detector readings after the contributions from voxels whose absorption cross sections were fixed during earlier stages of the reconstruction have been subtracted, and W l consists of the weights for only the elements of ⌬x l . As long as the earlyarriving signals can be reliably detected, the subsystem for each time interval will be determined or overdetermined. In this case W l T W l is invertible, and there exists a unique least-squares (LS) solution for each subsystem,
which minimizes the error
More specifically, for a time interval t l the algorithm is as follows:
Step 1. Find all the detectors that may receive signals during t l . We accomplish this by examining the weights of all the voxels for each detector. Only the detectors that have at least one nonzero weight associated with them are considered. Here the number of detectors found is denoted m l . The set of detector indices is denoted D l .
Step 2. Find all the nonfixed voxels that may contribute signals to any of the detectors determined in step 1. We accomplish this by including all the voxels that have nonzero weights for at least one of the selected detectors. Here the number of voxels found is denoted n l ; the set of voxel indices is denoted V l .
Step 3. From the detector readings and voxels found in steps 1 and 2, form the following set of linear equations:
where ⌬I l consists of the detector readings minus the contribution from the voxels that were fixed in previous reconstruction stages, ⌬x l consists of the absorption crosssection perturbations in the voxels to be solved, and W l is an m l ϫ n l matrix composed of the weights of voxel i for
Step 4. Find the LS solution, as given by Eq. (3), for the n l voxels in V l . In our study the conjugate gradient descent (CGD) method 16, 17 is used to minimize the error given by Eq. (4). The principal reason that this algorithm was selected is its relatively fast convergence.
Step 5. Apply a positivity constraint to the reconstructed value. We accomplish this by setting ⌬x i ϭ 0 if ⌬x i Ͻ 0. This is appropriate for the test case that we considered for this paper, wherein every element of ⌬x was known a priori to be nonnegative. In general, a less restrictive range constraint would be employed instead.
Step 6. Fix ⌬x i for all i V l . Go to the next time interval and repeat steps 1-5.
The PE algorithm is highly effective in circumventing the underdetermined nature of the inverse problem. However, because of the ill conditioning of W l , the LS solution in each time interval is sensitive to noise. The errors in shallower regions that are solved by use of data from the early portion of the TR detector readings can also propagate into deeper regions. This error propagation effect can become especially severe when the algorithm probes deeply beneath the surface. To overcome this problem an overlapping scheme has been developed. In this method a voxel's absorption cross-section perturbation is not fixed the first time that it is solved for. Rather, it is considered in several subsequent time intervals. In each time interval, new voxels that first contribute signal in this time interval as well as a certain number of old voxels (those that were also considered in the previous time interval) are considered. After the perturbation equation that includes all these voxels is solved, a partial set of the old voxels is fixed, and the next time interval is considered. However, overlapping will increase the number of unknowns to be solved in each time interval, and consequently the computation time will increase. Too much overlapping can even make the problem underdetermined in some early time intervals, which will make the reconstructions computed in the subsequent intervals less reliable. Therefore we need to select the overlap interval properly to reach a good compromise. In our experiments we chose an overlap of three time intervals. For convenience we omit the subscript l in the following discussion.
C. Regularized Progressive Expansion Algorithm
Regularization is a well-established technique for dealing with instability in inverse problems and can convert an ill-posed problem into a well-posed problem by incorporating a priori knowledge about the image to be recovered. With the Tikhonov-Miller regularization approach the idea is to choose an approximate solution from a set of admissible solutions according to some defined criterion. The class of feasible solutions is defined as the set
The bound ⑀ 2 depends on the noise level of the observed data. Tikhonov defined the regularized solution to be the one that minimizes a stable functional ʈC⌬xʈ 2 subject to the constraint that ʈW⌬x Ϫ ⌬Iʈ 2 ϭ ⑀ 2 . Here, C is a regularization operator and can be selected according to a priori knowledge. If the solution is known to be bounded but fluctuating, we can take C to be an identity matrix. If the solution is known to be continuous, then we can take the first-order differential operator as C. If we know that the solution is smooth, then C can be chosen to be a second-order differential operator. Then, by use of the Lagrange multipliers method, the problem is to minimize
where the regularization parameter can be found from the previously described constraint. The regularized solution is given by
Miller took a set-theoretic approach and constrained the solution on both S ⌬x/⌬I and the set S ⌬x (⌬x) (3) and (6) . Rather, we minimize the functional in Eq. (6), using the CGD method. The nth iteration of the CGD algorithm can be described by
and ͗u, v͘ denotes the inner product of vectors u and v.
In our current implementation we choose the regularization operator C to be an identity matrix to make use of the bounded nature of the solution. We further assume that the upper bounds on ʈW⌬x (n) Ϫ ⌬Iʈ 2 and ʈC⌬xʈ 2 can be estimated from measurement data or from prior knowledge, and we determine the regularization parameter by the Miller criterion.
METHODS
The source configuration and detector distribution used in our tests are shown in Fig. 1 . The medium without absorption perturbations was used as the reference. We calculated the weights for this medium by using Monte Carlo simulations. 5 Values for ⌬I were first calculated from Eq. (1). We then added Gaussian noise to evaluate the algorithm's sensitivity to noise. The ratio of the noise's standard deviation to the mean value of the difference in detector readings is used as the measure of the noise level. In the first experiment, two closely juxtaposed absorbers of size 1 cubic mean free path (mfp; 1 mfp is the average distance that a photon propagates between successive interactions with the medium), separated by 1 mfp, were buried between 4 and 5 mfp in a 10-mfp-thick slab. 5 In the second experiment, one single absorber of size 8 cubic mfp was buried between 10 and 12 mfp in a 20-mfp-thick slab. In the third experiment, two absorbers, one directly above the other, were buried at depths of 2-4 and 6-8 mfp in a 20-mfp-thick slab. In the fourth experiment, one absorber of size 8 cubic mfp was buried at a depth of 6-8 mfp in the center, and three contiguous absorbers of the same size were buried at a depth of 10-12 mfp in a 20-mfp-thick slab. In all the experiments 10% noise was added in the detector readings. In each reconstruction the regularization parameter was chosen according to the Miller criterion, because we usually know the bound of the reconstructed image and noise variance in the detector readings. The regularization operator C was chosen to be an identity matrix. An overlapping interval of three mean free times (mft; 1 mft ϭ 1 mfp/c, where c is the speed of light in the medium) is used in both PE and RPE algorithms.
RESULTS
The reconstructed results for the targets are illustrated in Figs. 2-5. Figures 2(a), 3(a) , and 5(a) are the original images; Figs. 2(b), 3(b), and 5(b) are the images reconstructed by the PE algorithm after 17, 26, and 24 mft, respectively; Figs In all the figures the left-hand column is the X -Z cross section of the medium and the right-hand column is the Y -Z cross section. For display purposes the reconstructed values are quantized into 10 levels. Further, the images have been scaled individually, so the maximum intensity value in each image is represented by the same darkness. Therefore the same gray level in different figures may represent different absorption levels, especially in the reconstructed images without regularization, in which the maximum values are usually much greater than those in the reconstructed images with regularization. In fact, the maximum value obtained without regularization usually reaches the preset upper bound, greatly exceeding the real value in the test medium.
DISCUSSION AND CONCLUSIONS
In this study Tikhonov-Miller regularization has been incorporated into the PE algorithm previously proposed for image reconstruction from TR data. From the results that we obtained we can see that the PE algorithm converged to a solution containing numerical artifacts comparable in magnitude with the target. The RPE algorithm, in contrast, yielded a solution much more closely resembling the original medium. In fact, the PE algorithm tends to diverge after a certain time interval because of error propagation in the presence of noise, as shown in Fig. 4(c) , whereas the RPE algorithm can successfully suppress this effect for noise levels up to 10%. The computation time of the RPE algorithm is increased by ϳ10% over that of the PE algorithm. Thus the regu-- larization technique is highly effective in stabilizing the PE algorithm and suppressing error propagation.
A critical problem in the use of regularization is the selection of the parameter when the upper bounds on ʈW⌬x Ϫ ⌬Iʈ 2 or ʈC⌬xʈ 2 or both are unknown. If only one of the bounds is known, a constrained LS approach can be followed. 18 When both bounds are unavailable, the cross-validation method 19 can be used. One disadvantage of these two approaches is that they require an overwhelming amount of computation when the weight matrix is large. When incorporating regularization in our PE algorithm, we would have to repeat this computation for each time window. Recently an algorithm was developed by Kang and Katsaggelos 20 that obtains the regularized LS solution iteratively by a gradient descent method and at each iteration calculates an updated regularization parameter based on the previous solution. The algorithm is powerful in that on convergence does not depend on the initial estimate of ⌬x. Because does not need to be determined in a separate initial step, additional computational overhead is minimal.
Regarding issues of computational overhead, one may ask what advantages an iterative algorithm for computing the LS solution, e.g., the CGD method used in this study, has over the SVD method. When choosing a linear-system solver, one should consider three major factors: (1) the number of operations, (2) storage requirements, and (3) the degree of useful information obtained during intermediate stages of the reconstruction. In the ideal case when round-off error is absent, the CGD method converges in N iterations for a fully determined N ϫ N linear system. Because there are two vector- matrix-product operations in each iteration, CGD requires approximately 2N 2 ϩ 5N ϩ 2 dot-product computations for convergence. 21 For a sparse system the CGD method can be highly efficient, in terms of both computational complexity and storage requirements, if an indexed storage method is used. 22 However, a previous study 6 of the effect of truncating small weight-matrix elements on the reconstructed image showed that at most 40% of the elements can be set to 0. This is not sufficiently sparse to produce substantial savings by use of an indexed storage method for the weight matrix, because these techniques require at least twice as many words of storage as there are nonzero elements. 22 For a dense matrix the CGD method requires ϳ2N 3 scalar multiplications, because there are ϳN 2 scalar multiplications in each matrixvector operation. The major storage requirement for the CGD method is just the N ϫ N weight matrix. In contrast, the major computational effort for the classic SVD method lies in the QR/QL iterations and needs ϳ6N 3 scalar multiplications 23 to yield the eigenvalues and the eigenvectors of W T W; the major storage requirement is two N ϫ N matrices needed for UV decomposition. Thus the CGD method saves ϳ67% in computation time and ϳ50% in storage space relative to the SVD method.
For imaging an object whose size and optical properties are of practical interest, e.g., a human breast or brain, there typically are ϳ2,500 unknowns (for a 10.0 cm ϫ 10.0 cm breast with s Ј Ϸ 1 mm Ϫ1 and a Ϸ 0.01 mm Ϫ1 and a pixel size of 2.0 mm ϫ 2.0 mm) in a two-dimensional reconstruction. The number of unknowns can easily increase by a factor of 10 or more if a fully three-dimensional reconstruction is attempted. For a full-ranked linear system, i.e., when at least 2500 source-detector pairs are used, the weight matrix would occupy 25 Mbytes of random access memory for singleprecision storage, which would exceed the storage capabilities of most PC's or workstations. This requirement would make implementation of the CGD method very difficult, and the SVD method would be even more problematic because an additional 25 Mbytes of random access memory would be needed for UV decomposition. To reduce the computation time and the storage load we could either reduce the number of source-detector pairs or terminate the reconstruction before it has converged and use an intermediate result. The first approach essentially makes the weight matrix underdetermined and more ill conditioned, so regularization methods and other techniques that make use of a priori information are required for useful images to be obtained. As for the second approach, the availability of reconstruction results obtained after an intermediate number m (e.g., 10, 100, ...) of iterations is a feature of iterative solvers that does not exist for either Gaussian elimination (or an equivalent method) or SVD. Although the intermediate results are usually blurred, they do provide reasonably accurate information about the locations and the magnitudes of perturbations after a relatively small number of iterations. One more advantage of the early-iteration reconstructed images, as was pointed out in a previous study, 24 is that they are less sensitive than late-iteration images to noise. That is, when noise is added, more iterations may not guarantee better image quality because of the noise effects; the artifacts that result from the noise tend to grow as the number of iterations increases.
In conclusion, this study demonstrates that TikhonovMiller regularization greatly improves the quality of images reconstructed from time-resolved data when the PE algorithm is applied. Further studies are planned or are under way to investigate the effect of updating the regularization parameter in the RPE as suggested by Kang and Katsaggelos 20 and to compare the results obtained with the zeroth-, first-, and second-order derivatives of the image ⌬x as the regularization operator. 
