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Conclusion: We present a robust method to accurately 
measure and correct the table rotational error. This makes it 
possible to coincide the table rotation axis with the linac’s 
MV isocentre within on average 0.3 mm. The stability after 
adjustment shows that the method is useful and effective. 
This method improves the delivery accuracy of non-coplanar 
stereotactic radiotherapy. 
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Purpose or Objective: Radiotherapy treatments are getting 
more and more complex, dealing with the continuous 
development of new technologies. Therefore, it is of 
increasing importance monitoring delivered beams to identify 
errors. The use of a linac-head integral quality monitor (IQM, 
iRT Systems GmbH) for real-time beam delivering control was 
evaluated. This study analyzed the effect of IQM attenuation 
on delivered beams and the ability of IQM in detecting errors 
in VMAT treatments. 
 
Material and Methods: Beam attenuation was calculated at 4 
different beam size (from 5x5 to 20x20 cm2) by the IC 
Profiler (Sun Nuclear Corp.) at 6 MV and 10 MV beam energies 
in both X and Y directions. The IQM capability in recognizing 
errors was performed introducing deviations in 4 H&N clinical 
VMAT plans: 3, 5 and 10 % errors on total delivered MU's and 
3, 5 and 10 mm MLC's shifts. The cumulative IQM checksum 
value was measured and the percentage difference was 
calculated with respect to the non-modified plan. At the 
same time we obtained dose distribution maps through the 
PTW 2D array inserted in a rotating QA phantom (RT-
smartIMRT, dose.point GmbH). The phantom was chosen for 
its geometrical characteristics similar to IQM in signal 
recollection. The local gamma pass rates (2%/2mm) were 
compared to the original plan values. Non-modified plans 
were delivered twice in two different times to take into 
account LINAC variations. 
 
Results: Beam attenuations were normalized to the central 
chamber of IC Profiler. It gives average attenuation values of 
6.56 % ± 0.03 % and 5.27 % ± 0.12% for 6 MV and 10 MV 
beams, respectively. The percentage of dose difference with 
respect to the central chamber value was assessed to be < 
0.4 % for the 6 MV beam and < 0.1 % for the 10 MV beam 
excluding beam penumbra regions. The results for modified 
VMAT plans are summarized in Figure 1. Figure 1a and 1b 
shows the gamma pass rates and the IQM signal percentage 
differences for MU's variations, respectively. Figure 1c and 1d 
illustrates the results for MLC shifts. Both methods detect 
specifically MLC shift errors, while MU's variations were 
better identified by IQM. IQM shows a linear response with 
dose while gamma analysis seems to have difficulty in 
identifying 3% and 5% MU's variations. In our opinion the 
reason for this is that the RT-smartIMRT recollect a 2D dose 
map as if the entire plan were delivered at a fixed gantry 
angle. Further comparisons to gamma analysis should be 
evaluated with a different kind of phantom. 
 
 
 
Conclusion: IQM beam attenuation can be considered to be 
homogenous in both X and Y directions and the machine-
specific percentage of beam attenuation could be used to 
rescale treatment plan dose for clinically IQM use. The IQM 
shows outstanding features in detecting real-time errors and 
for time-saving QA's, although the characterization of IQM 
responses to single segment errors and the definition of a 
machine-specific alarm threshold still have to be analyzed. 
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Purpose or Objective: Total Skin Electron Irradiation (TSEI) 
is a complex technique which involves the use of large 
electron fields. Electrons scattered from the treatment room 
floor and ceiling might contribute to skin dose and distort 
dose distribution, especially when dual-field approach is 
used. The purpose of this work is to study effects of 
scattered electrons on the dosimetry of TSEI by Monte Carlo 
(MC) simulations. 
 
Material and Methods: 6 MeV and 9 MeV beams from Elekta 
Precise linac operated in High-Dose-Rate (HDR) mode are 
used for TSEI treatments. The EGSnrc code package was used 
for MC simulation. First, the incident electron beam 
parameters (energy spectrum, FWHM) were adjusted to 
match the measured data (PDD and profile) for both energies 
at SSD=100 cm for 40x40 open field. These parameters were 
then used to calculate vertical dose profile at 1mm depth at 
the treatment distance of 400 cm. Floor was modeled within 
BEAMnrc using JAWS module. LATCH variable was used to 
track electrons history and calculate dose profile with and 
without electrons scattered from the floor. Dose profiles 
were normalized to the maximum dose from one horizontal 
field (gantry angle 90 degrees) at 1 mm depth. Influence of 
dual field angle and floor material on the contribution of 
floor scatter was investigated. Spectrum of the scattered 
electrons was calculated. Measurements of dose profile were 
performed in order to verify MC calculations. 
 
Results: Vertical profile total dose, dose without floor 
scatter and the floor scatter contribution is shown in Figure 
1. Floor scatter contribution is more than 20% near the floor 
and decreases to about 10% and 5% at the distance 50cm and 
100cm from the floor, respectively. No dependence on the 
beam energy or dual-field angle was found. The scatter 
depends on the floor material (at 20 cm from the floor, 
scatter contribution was about 18%, 15% and 12% for 
concrete, PVC and water, respectively). Spectrum of the 
scattered electrons has distribution which is almost uniform 
between few hundred KeV to 4 MeV and then decreases 
linearly to 6 MeV. Dose verification measurements for the 
total dose were in good agreement (less than 3%) with the MC 
calculations. 
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Figure 1. Vertical dose profiles 
 
 
 
Conclusion: For the TSEI technique, dose contribution due to 
the electrons scattered from the treatment room floor and 
ceiling may be clinically significant and should be taken into 
account during treatment design and commissioning phases. 
MC calculations can be used for this task. 
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Purpose or Objective: Accurate dosimetry of small photon 
fields is clinically crucial, yet remains difficult to achieve. 
Water-equivalent detectors with small dimension compared 
to the beam size can be considered ideal. The aim of this 
work was to evaluate the suitability of a plastic scintillator 
detector (PSD) (Exradin W1, Standard Imaging SI) for relative 
small beams dosimetry over different CyberKnife systems. 
 
Material and Methods: Five CyberKnife centers were 
involved in the study. Small beam dosimetry was performed 
with W1 PSD oriented vertically (parallel to the beam axis) 
within a water tank. Cerenkov Light Ratio (CLR) according to 
the method of Morin (Med. Phys 2013) using the two-channel 
SuperMax electrometer (Standard Imaging) was calculated to 
take into account the Cerenkov effect. Since this 
electrometer has not been integrated with the scanning 
water-tank, separate positioning and dosimetric systems 
were used. Output factors (OF) for cones diameters ranging 
from 5 to 60 mm were measured. Setup conditions were: 80 
cm source to detector distance and 1.5 cm depth in water 
(SSD=78.5cm). Inline and crossline profiles for 5 mm circular 
field were also acquired at 10 cm depth in water and 80 cm 
source to detector distance. Same measurements were 
repeated by each center with the PTW60017 silicon diode. 
Monte Carlo correction factors reported in literature for 
PTW-60017 silicon diode (Francescon et al. PMB 2012, 
Francecon ed al. Med. Phys. 2014) were applied to detector 
readings for OF and dose profile evaluation. 
 
Results: W1 PSD OF measurements averaged over all centers 
were lower than silicon diode MC corrected values for all 
field sizes, with differences within 1.7% (see table 1). 
Comparing OF measured by W1 PSD to MC corrected PTW-
60017 diode data for each center, relative differences <2% 
for 60-12.5 mm fixed cones were obtained. Differences < 
3.2% for 10 mm and 7.5 mm cones, and up to 4.6% for 5 mm 
cones in one center were detected. 
 
 
 
Table 1. OF mean values and SD over the five CyberKnife 
centers for W1 scintillator and MC corrected diode 
measurements. 
Dose profile measured by W1 resulted wider than MC 
corrected silicon diode ones for each center: (see figure 1 for 
5 mm collimator of CyberKnife Unit n°1). W1 PSD profile tails 
were always above diode corrected values for each center. 
 
 
 
Figure 1. CyberKnife Unit n°1 mean profile measured by W1 
PSD and silicon diode for 5 mm field size. 
 
Conclusion: The agreement between Exradin W1 PSD and MC 
corrected silicon diode results is promising for the use of W1 
PSD in small field dosimetry. However, the application of CLR 
correction remains a critical point in the measurement 
procedure and further research is needed to determine the 
most accurate method for CLR determination. 
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Purpose or Objective: In this study, a PTW Starcheck device, 
which is an easy handle measurement equipment, is used to 
check the possibility of executing periodical QC in IOERT. 
 
Material and Methods: The dosimetric properties of the new 
Starcheck device (T10043, PTW) have been studied for 6, 9 
and 12 MeV electron beams by IOERT accelerator, the 
MOBETRON (IntraOp, Inc. Santa, CA.). The Starcheck, consists 
of 527 vented ionization chambers with small volume 
(0.053cc) along the principal and diagonal axes. The matrix 
cover an area of 26 x 26 cm with the spatial resolution of 
3mm. The main beam parameters are measured at the depth 
of maximum dose at mentioned energies and different flat 
base collimator sizes (4, 5, 6, 7 and 10cm) in comparison with 
measures conducted with ionization chamber (Advanced 
Markus, PTW TW34045) and electron diode (PTW TW60012) in 
water phantom (PTW MP3-S) and also with EBT3 gafchromic 
film (International Speciality Products, Wayne NJ) in water 
