ABSTRACT
INTRODUCTION
In order to measure the performance achieved by a computing system, processor, storage system, GPU, piece of software, DBMS and various other objects, special design applications called benchmarks are used. Actually the term benchmark has a double sense, meaning both the measuring act (which is done most of the times using a relative / comparative scale) of the performance of that object and the software used for that measuring.
The first part of this paper will attempt to shortly describe what a benchmark is and to underline some of the problems encountered in the benchmarking activity.
A second subchapter will shortly describe a benchmarking application proposed in a previous paper (Lungu & Tudorica, 2013) . This application was developed during the PhD research of the author, a researched aimed at the varrious ways to organize large data volumes.
Finally, a third subchapter will propose a validation method for the applicattion described in the second subchapter. The suggested validation method is based on a statistical analisys of the results given by the benchmarking applicattion. DOI: 10.4018/ijsem.2014100101 
ABOUT BENCHMARKING AND ITS PPROBLEMS
The benchmarking activity usually involves repeating a series of operations. The execution time of these operations is interpreted afterwards in one way or another, depending on the purpose of the benchmark. This working way is prone to a series of difficulties which will be listed in the following paragraphs.
First of it, the software or hardware manufacturers can optimize their products in such ways that to better behave in the well-known benchmarking applications (and they done that in several occasions). For this reason the results can be significant or not. Such an optimization can even lower the results of the product on real case workloads.
Second, most of the benchmarks are exclusively targeted at execution times, ignoring some other important traits (but more difficult to test) of the benchmarked products such as: the quality of service (security, availability, trust level, execution integrity, maintainability, scalability, the ability to swiftly relocate computing capabilities, etc.). In most real situations, the users are looking for a balance between performance and one or more of these traits. Supplementary, for database applications some other qualities, even more difficult to test such as ACID completeness, following the scalability rules and level of service rules.
Third, most of the benchmarks are not measuring the total cost of ownership. As an exception, Transaction Processing Performance Council Benchmark is partly covering this subject by containing a price / performance metric. This metric can also be fooled by various manufacturers by artificially lowering the prices by various means. Another metric that can be significant is the performance achieved per consumed unit of energy.
There are also some difficulties in adopting the existing benchmarks to the distributed environments (especially cloud and grid ones) because of the fact that these environments are neither 100% compatible with the older individual systems nor working in the same way.
To further the difficulties, the concept of performance is a subjective one, most of the users taking as performance the capability of the evaluated object to reach a desired level of service.
The performance of many server architectures is highly degraded at load levels near to 100% but almost no benchmarks are running at this kind of load.
Most benchmarks are only focused over a single application or class of applications (e.g. office applications only) excluding even the case of simultaneously execution of other applications. Also most benchmarks are designed to run on real computing machines, not on virtual ones (these ones behaving differently in some situations) although in more and more situations the real computing machines are replaced by virtual ones.
And finally, many benchmarks are not based on a scientific working methodology (no optimal sample size is established or used, no control variables are used, the repeatability of the results is not assured / obtained and so on).
BENCHMARK APPLICATION DESCRIPTION
This paper is the third one in a series of articles describing a complex application targeted at MongoDB administration. The application in itself was illustrated in (Tudorica, 2013) . Taking into account that one of the most important arguments for using NoSQL databases is their performance, the author of this paper considered later that the application, besides the administration features, must also contain some benchmarking capabilities. These capabilities are described in (Lungu & Tudorica, 2013) . One should note that such an ability is still to be desired for many NoSQL databases -at this moment the only widely featured / accepted benchmarking methodology for this category of databases beeing YCSB (Cooper, Silberstein, Tam, Ramakrishnan, & Sears, 2010) .
