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Résumé. On démontre que le rapport signal à bruit, si important en théorie de l'in-
formation, devient sans objet pour des ommuniations numériques où
 les symboles modulent des porteuses, solutions d'équations diérentielles li-
néaires à oeients polynomiaux ;
 de nouvelles tehniques algébriques d'estimation permettent la démodulation.
Calul opérationnel, algèbre diérentielle et analyse non standard sont les prinipaux
outils mathématiques.
Abstrat. The signal to noise ratio, whih plays suh an important role in information
theory, is shown to beome pointless in digital ommuniations where
 symbols are modulating arriers, whih are solutions of linear dierential equa-
tions with polynomial oeients,
 demodulations is ahieved thanks to new algebrai estimation tehniques.
Operational alulus, dierential algebra and nonstandard analysis are the main ma-
thematial tools.
Key words. Signal to noise ratio, information theory, digital ommuniations, opera-
tional alulus, dierential algebra, nonstandard analysis.
1
1 Introdution
Le rapport signal/bruit, que l'on retrouve dans les formules de la théorie de l'in-
formation, telle qu'elle s'est imposée depuis Shannon (voir [29, 30℄ et, par exemple,
dans la vaste littérature sur le sujet, [2, 3, 5, 7, 26℄), est un ingrédient fondamental
pour dénir la qualité des ommuniations. Le but de ette Note est de démontrer
qu'une nouvelle approhe de l'estimation rapide et du bruit (voir [11℄ et sa bibliogra-
phie) rend e rapport sans objet dans un ertain adre numérique. Revoyons, don,
le  paradigme de Shannon . Le symbole à transmettre (voir, par exemple, [17, 26℄)
module une porteuse z(t), solution d'une équation diérentielle linéaire à oeients
polynomiaux
P
nie
aν(t)z
(ν)(t) = 0, aν ∈ C[t]. La plupart des signaux utilisés en pra-
tique, omme une somme trigonométrique nie
P
nie
Aι sin(ωιt+ϕι), un sinus ardinal
sin(ωt)
t
ou un osinus surélevé
cos(ωt)
1+t2
, Aι, ωι, ϕι, ω ∈ R, vérient une telle équation, qui
se traduit dans le domaine opérationnel (f. [33℄), pour t ≥ 0, par
X
nie
aν(− d
ds
)sν zˆ = I(s) (1)
où I ∈ C[s] est un polynme dont les oeients dépendent des onditions initiales en
t = 0. La démodulation revient, alors, à estimer ertains des oeients de (1). On y
parvient, ii, grâe à des tehniques algébriques réentes (f. [14, 15℄).
Un bruit, selon [11℄, est une utuation rapide, dénie dans le langage de l'analyse
non standard, que nous ne rappellerons pas ii (voir aussi [19℄ et sa bibliographie). Les
aluls du  4 sont eetués ave une somme nie de sinusoïdes à très hautes fréquenes
et un bruit blan, dont la dénition non standard, à omparer ave elle de [1℄, larie
l'approhe usuelle des manuels de traitement du signal. Ils démontrent la possibilité
d'obtenir de  bonnes  estimations ave des bruits  très forts , 'est-à-dire de
 grandes  puissanes, fait onrmé par des simulations numériques et des exprienes
de laboratoire (voir, par exemple, [4, 20, 24, 31, 32℄ et ertaines référenes de [11℄).
Les imperfetions, inévitables en pratique, proviennent de l'implantation numérique
des aluls, notamment de elui des intégrales (f. [20, 21℄), des interférenes entre
symboles (voir [2, 17, 25, 26℄ et leur bibliographie), et du fait que les bruits ne sont
pas néessairement entrés (voir à e propos le  3.2.2 de [11℄).
Calul opérationnel et algèbre diérentielle aux  2 et 3, analyse non standard au
 4 sont les prinipaux outils mathématiques.
Remarque 1 Ave des signaux analytiques par moreaux (le sens du mot analytique
est elui de la théorie des fontions et non pas, ii, elui usuel en traitement du signal
(f. [2, 25, 26℄)), qui ne satisfont pas d'équations diérentielles onnues à l'avane, on
utilise, selon les mêmes prinipes algébriques, des dérivateurs numériques à fenêtres
glissantes pour obtenir les estimations (voir [21℄, [13℄, leurs exemples et bibliographies).
On ne peut, alors, espérer les mêmes résultats que préédemment.
Remarque 2 La possibilité de liens entre théorie de l'information et méanique quan-
tique a été examinée par divers auteurs (voir, par exemple, [5, 6, 16℄). Rappelons à
e propos que l'approhe du bruit en [11℄ a déjà onduit à une tentative nouvelle de
formalisation du quantique [12℄.
2
2 Identiabilité
2.1 Équations diérentielles
Renvoyons à [8℄ pour des rappels sur les orps, diérentiels ou non. Soit k0 le orps
de base de aratéristique nulle, Q par exemple. Soit k0(Θ) le orps engendré par un
ensemble ni Θ = {θ1, . . . , θ̺} de paramètres inonnus. Soit k¯ la lture algébrique
de k0(Θ). Introduisons le orps k¯(s) des frations rationnelles en l'indéterminée s, que
l'on munit d'une struture de orps diérentiel grâe à la dérivation
d
ds
(les éléments
de k0, de Θ et, don, de k¯, sont des onstantes). Tout signal x, x 6≡ 0, est supposé
satisfaire une équation diérentielle linéaire homogène, à oeients dans k¯(s), et don
appartenir à une extension de Piard-Vessiot de k¯(s).
Remarque 3 Il sut pour se onvainre de l'existene d'une telle équation homogène
de dériver les deux membres de (1) susamment de fois par rapport à s.
L'anneau non ommutatif k¯(s)[ d
ds
] des opérateurs diérentiels linéaires à oe-
ients dans k¯(s) est prinipal à droite et à gauhe. Le k¯(s)[ d
ds
]-module à gauhe engen-
dré par x et 1 est un module de torsion (f. [22℄), et, don, un k¯(s)-espae vetoriel de
dimension nie, n+1, n ≥ 0. D'où le résultat suivant qui semble nouveau (f. [8, 27℄) :
Proposition 2.1 Il existe un entier minimal n ≥ 0, tel que x satisfait l'équation
diérentielle linéaire, d'ordre n, non néessairement homogène, 
nX
ι=0
qι
dι
dsι
!
x− p = 0 (2)
où les polynmes p, q0, . . . , qn ∈ k¯[s] sont premiers entre eux. Cette équation, dite
minimale, est unique à un oeient multipliatif onstant non nul près.
2.2 Identiabilité linéaire projetive
Rappelons que l'ensemble Θ = {θ1, . . . , θ̺} de paramètres est dit (f. [14, 15℄)
 linéairement identiable si, et selement si,
A
0
B@
θ1
.
.
.
θ̺
1
CA = B (3)
où
 les entrées des matries A, arrée ̺× ̺, et B, olonne ̺× 1, appartiennent à
spank0(s)[
d
ds
](1, x) ;
 det(A) 6= 0.
 projetivement linéairement identiable si, et seulement si,
 il existe un paramètre, θ1 par exemple, non nul,
 l'ensemble { θ2
θ1
, . . . ,
θ̺
θ1
} est linéairement identiable.
Réérivons (2) sous la forme suivante : X
nie
aµνs
µ d
ν
dsν
!
x−
X
nie
bκs
κ = 0 (4)
3
où les N + 1 oeients aµν et les M oeients bκ appartiennent à k¯. La matrie
arrée M d'ordre N +M + 1, dont la ξème ligne, 0 ≤ ξ ≤ N +M , est
. . . ,
dξ
dsξ
„
s
µ d
νx
dsν
«
, . . . ,
dξsκ
dsξ
, . . .
est singulière d'après (2) et (4). La minimalité de (2) permet de démontrer selon des
tehniques bien onnues sur le rang du wronskien (f. [8, 27℄) que le rang de M est
N +M . Il en déoule :
Théorème 2.2 Les oeients aµν et bκ de (4) sont projetivement linéairement
identiables.
Corollaire 2.3 Posons x = p(s)
q(s)
, où les polynmes p, q ∈ k¯[s] sont premiers entre
eux. Alors, les oeients de p et q sont projetivement linéairement identiables.
Il est loisible de supposer l'ensemble des paramètres inonnus Θ = {θ1, . . . , θ̺} strite-
ment inlus dans elui des oeients aµν et bκ de (4), et don linéairement identiable.
3 Perturbations et estimateurs
Ave une perturbation additive w le apteur fournit non pas x mais x+w. Soient
R = k0(Θ)[s](k0[s])
−1
l'anneau loalisé (f. [18℄) des frations rationnelles à numéra-
teurs dans k0(Θ)[s] et dénominteurs dans k0[s], et R[
d
ds
] l'anneau non ommutatif des
opérateurs diérentiels linéaires à oeients dans R. On obtient, à partir de (3), la
Proposition 3.1 Les paramètres inonnus vérient
A
0
B@
θ1
.
.
.
θ̺
1
CA = B + C (5)
où les entrées de C, matrie olonne ̺× 1, appartiennent à spanR[ d
ds
](w).
On appelle (5) un estimateur. Il est dit stritement polynomial en
1
s
si, et seulement
si, toutes les frations rationnelles en s, renontrées dans les oeients des matries
A, B, C de (5), sont des polynmes en
1
s
sans termes onstants. On peut toujours s'y
ramener en multipliant les deux membres de (5) par une fration rationnelle de k0(s)
onvenable. On aboutit, alors, dans le domaine temporel, aux estimateurs onsidérés
en [11℄, si l'on suppose l'analytiité du signal :
δ(t) ([θι]e(t)− θι) =
X
nie
c
Z t
0
. . .
Z τ2
0
Z τ1
0
τ
ν
1 w(τ1)dτ1dτ2 . . . dτk ι = 1, . . . , ̺ (6)
où
 c est une onstante,
 [0, t] est la fenêtre d'estimation, de largeur t,
 δ(t) est une fontion analytique, appelée diviseur, nulle en 0,
 [θ]e(t) est l'estimée de θ en t.
4
4 Bruits
Renvoyons à [28℄ et [9℄ pour la terminologie de l'analyse non standard, déjà utilisée
en [11℄. On trouvera une exellente introdution à ette analyse en [19℄. Les proposi-
tions 4.1 et 4.3 i-dessous anent la proposition 3.2 de [11℄, où les estimations sont
obtenues en temps ni, ourt en pratique.
4.1 Sinusoïdes hautes fréquenes
La perturbation du  3 est une somme nie
P
nie
Aι sin(Ωιt + ϕι) de sinusoïdes,
dont les fréquenes Ωι > 0 sont illimitées : 'est un bruit entré au sens de [11℄. Des
manipulations élémentaires des intégrales itérées (6) onduisent à la
Proposition 4.1 Si
 les quotients
Aι
Ωι
sont innitésimaux,
 la largeur de la fenêtre d'estimation est limitée et n'appartient pas au halo d'un
zéro du diviseur,
les estimées des paramètres inonnus, obtenues grâe à (6), appartiennent aux halos de
leurs vraies valeurs. Il n'en va plus de même si l'un des quotients
Aι
Ωι
est appréiable.
Corollaire 4.2 Il existe des valeurs illimitées des amplitudes Aι,
√
Ωι par exemple,
telles que les estimées préédentes appartiennent aux halos des vraies valeurs.
4.2 Bruits blans
Désignons par
∗N, ∗R les extensions non standard de N, R. Remplaçons l'intervalle
[0, 1] ⊂ R par l'ensemble hyperni I = {0, 1
N¯
, . . . , N¯−1
N¯
, 1}, où N¯ ∈ ∗N est illimité. Un
bruit blan entré est une fontion w : I→ ∗R, ι 7→ w(ι) = An(ι), où
 A ∈ ∗R, A > 0, est onstant,
 les n(ι) sont des variables aléatoires réelles, supposées entrées, de même éart-
type 1 normalisé, et deux à deux indépendantes.
Remarque 4 Cette dénition, qui préise [11℄, est inspirée de publiations d'ingénieurs
sur le bruit blan en temps disret (voir, par exemple, [25℄). Elle simplie, à la manière
de [23℄, l'approhe en temps ontinu usuelle dans les manuels de traitement du signal
(voir, à e sujet, [2, 7, 25, 26℄ et leurs bibliographies). Rappelons que ette approhe
ontinue est basée, en général, sur l'analyse de Fourier et renvoyons, à e sujet, à [10℄.
Comme au  4.1, il vient :
Proposition 4.3 Si
 le quotient
A
N¯
est innitésimal,
 la largeur t, t ∈ I, de la fenêtre d'estimation n'appartient pas au halo d'un zéro
du diviseur,
les estimées des paramètres inonnus, obtenues grâe à (6), appartiennent presque
sûrement aux halos de leurs vraies valeurs. Il n'en va plus de même si le quotient
A
N¯
est appréiable.
Corollaire 4.4 Il existe des valeurs illimitées de A,
√
N¯ par exemple, telles que les
estimées préédentes appartiennent presque sûrement aux halos des vraies valeurs.
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Remarque 5 Il est loisible de remplaer l'indépendane de n(ι) et n(ι′), ι 6= ι′, par le
fait que l'espérane du produit n(ι)n(ι′) est innitésimale.
Remeriements. L'auteur exprime sa reonnaissae à O. Gibaru (Lille), M. Mboup
(Paris) et à tous les membres du projet ALIEN, de l'INRIA Futurs, pour des éhanges
frutueux.
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