Joint Energy Efficient and QoS-aware Path Allocation and VNF Placement
  for Service Function Chaining by Tajiki, Mohammad M. et al.
EXTENDED VERSION OF SUBMITTED PAPER - V7 - JULY 2018 1
Joint Energy Efficient and QoS-aware Path Allocation and
VNF Placement for Service Function Chaining
Mohammad M. Tajiki, Stefano Salsano, Senior Member, IEEE, Luca Chiaraviglio, Senior Member, IEEE,
Mohammad Shojafar, Senior Member, IEEE, Behzad Akbari, Senior Member, IEEE
Abstract—Service Function Chaining (SFC) allows the for-
warding of a traffic flow along a chain of Virtual Network
Functions (VNFs, e.g., IDS, firewall, and NAT). Software Defined
Networking (SDN) solutions can be used to support SFC reducing
the management complexity and the operational costs. One of the
most critical issues for the service and network providers is the re-
duction of energy consumption, which should be achieved without
impact to the quality of services. In this paper, we propose a novel
resource allocation architecture which enables energy-aware SFC
for SDN-based networks. To this end, we model the problems of
VNF placement, allocation of VNFs to flows, and flow routing
as optimization problems. Additionally, we model the problem
of flow rerouting to reduce the impact of resource fragmentation
on the network utilization. Thereafter, heuristic algorithms are
proposed for the different optimization problems, in order to find
near-optimal solutions in acceptable times. The performances
of the proposed algorithms are numerically evaluated over a
real-world topology and various network traffic patterns. The
results confirm that the proposed heuristic algorithms provide
near-optimal solutions while their execution time is applicable
for real-life networks.
Index Terms—Software Defined Network (SDN), Service Func-
tion Chaining (SFC), Quality of Service (QoS), Energy Consump-
tion, VNF Placement;
I. INTRODUCTION
TRAFFIC flows in packet networks may need to passthrough different hardware middle-boxes (e.g., IDS,
proxy, and firewall) in their end-to-end paths. Network Func-
tion Virtualization (NFV) replaces hardware middle-boxes
with flexible and innovative software applications known
as Virtual Network Functions (VNFs) to reduce the capital
and operational expenditures and increase the flexibility of
providing the services [1]. On the other hand, the Software
Defined Networking (SDN) paradigm offers the possibility to
control the forwarding of packets from a logically centralized
point of view, easing the introduction of efficient and flexible
algorithm to optimize the utilization of network and processing
resources.
This is commonly referred to as Service Function Chaining
(SFC) [2].
VNF chains or simply chains are required to process
large volumes of traffic within a very short period of time
to facilitate real-time streaming applications that comprise
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majority of traffic in today’s networks. Failure to provide
the desired throughput of a chain may lead to violating of
the service level agreements (SLAs) incurring high penalties.
Hence, achieving high throughput of VNFs is of paramount
importance. Consequently, several works focus on providing
SFC in SDNs. An SFC taxonomy that considers architecture
and performance dimensions as the basis for the subsequent
state-of-the-art analysis is introduced in [3].
On the other hand, the high energy consumption by com-
puter networks incurs high costs for providers. Furthermore,
some countries have set carbon taxes on the emitted CO2
to enforce the environmental sustainability [4]. Therefore,
considering the amount of energy consumed as a parameter of
resource allocation algorithm helps service providers to reduce
the energy and carbon cost as a major sector of their total cost
[5]. In this context, different natural questions arise, such as: Is
it possible to propose resource allocation architecture to cover
SFC over SDN switches? How to optimally trade-off between
energy consumption of servers and network allocation side
effects on SDN switches? How to properly implement SFC
without affecting the Quality of Service (QoS) parameters
in real-world network? The goal of this paper is the shed
light on these issues. More in detail, we propose a resource
allocation architecture and a set of novel energy-aware SFC
algorithms for SDN networks. To this end, we propose a
resource allocation architecture based on the SDN principles,
mathematically formulate the problems of resource allocation
and propose several heuristic algorithms. In a nutshell, our
main contributions are as follows:
• we propose a resource allocation architecture consisting
of five components (i.e., Single Flow Resource Alloca-
tion, Global Resource Reallocation, Network Monitor-
ing, Server/Network Configurator, and Congestion De-
tector/Predictor).
• we model the Service Function Chaining problem
(energy-aware VNF placement and path allocation) to
assign the resources to the flows (path allocation) and
switch the VMs between three different states (OFF, ON-
IDLE, ON-ACTIVE).
• we mathematically formulate the problems of resource
allocation for the proposed architecture. We consider both
the initial resource allocation to a flow and the global
reallocation. The corresponding problems are cross-layer
optimization problems considering energy, service func-
tion chaining, and QoS constraints and belong to the class
of Integer Non Linear Programming (INLP) in our first
natural formulation
ar
X
iv
:1
71
0.
02
61
1v
7 
 [c
s.N
I] 
 12
 Ju
l 2
01
8
EXTENDED VERSION OF SUBMITTED PAPER - V7 - JULY 2018 2
• we linearized the non linear constraints in aforementioned
optimization problems, obtaining ILP problems that can
be solved using ILP solvers for small-sized network
scenarios.
• in order to address the optimization problems in larger
scale network scenarios, we propose near-optimal heuris-
tics. We show that the heuristic approaches are applicable
in real-world networks.
• in order to evaluate the proposed algorithms, we compare
the heuristic algorithms with the optimal ones from
several aspects: i) energy consumption, ii) path length, iii)
network side-effect iv) average/maximum link utilization,
v) average/maximum node utilization, and vi) computa-
tional complexity.
• finally, we implemented a demand/resource generator
to create network resources and flows with different
requirements (e.g., VNF chaining, tolerable delay, flow
size, servers’ functionalities, etc.) based on mathematical
distribution.
Considering the ETSI NFV MANO architecture [6], the
proposed Application Layer modules would be need to be
mapped in the NFVO orchestrator and VNF Manager func-
tional entities, while the Control Layer modules should be
mapped into an SDN controller. Anyway, the precise mapping
into the NFV MANO architecture is left for further study.
We believe that this work can be the first step towards
the deployment of algorithms tailored to the energy-aware
management of network traffic with SFC considerations. Fu-
ture work will be dedicated to making the algorithms robust
against burst traffics. Another field of future interest would
be considering the queuing delay of the switches and the
processing delay of the server to improve the quality of users
experiment.
The remainder of the paper is organized as follows: In
Section II, the related work is discussed. Section III states the
proposed architecture and an outline of the proposed schemes.
Section IV discusses the system model, parameters, objective
function and constraints. Additionally, the proposed VNF
placement and routing approaches are discussed in Section IV.
The heuristics are discussed in Section V. The performance
analysis of the proposed schemes are presented in Section VI.
Finally, Section VII concludes the paper and presents future
directions.
II. RELATED WORK
This section is divided into three different categories:
VNF/VM placement problems [7]–[17], routing and service
function chaining [18]–[28], and green service function chain-
ing [5], [29]–[33]. From now on we refer to service function
as VNF (Virtual Network Function). In the following, we will
briefly discuss each category.
A. VNF/VM Placement
In this category, the problem is to optimize the placement
of VMs in a way that an objective is gained, e.g., maximizing
network throughput or minimizing energy consumption. A
survey of the recent works on VNF resource allocation that
tackle chain composition and SFC embedding is presented
in [34]. Some works focus on proposing measurements to
compare different VM placement algorithms, e.g., [7] and [8].
More in detail, authors in [8] compare several algorithms to
evaluate their capabilities on balancing resource usages versus
total number of used physical machines. They presents the
relation between the data center characteristics, size of the
cloud services and their diversity and the performance of the
heuristics.
Focusing on VM placement algorithms, authors of [9]
study the problem of deploying SFCs over NFV architec-
ture. Specifically, they investigate virtual network function
placement problem for the optimal SFC formation across
geographically distributed clouds. Moreover, they set up the
problem of minimizing inter-cloud traffic and response time
in a multi-cloud scenario as an Integer Linear Programming
(ILP) optimization problem, along with some other constraints
such as total deployment costs and SLAs.
Besides, authors of [10] use ILP to determine the required
number and placement of VNFs that optimize network oper-
ational costs and utilization without violating SLAs. In [11]
an approximation algorithm for path computation and function
placement in SDNs is proposed. Similar to [10], they propose
a randomized approximation algorithm for path computation
and functions placement. In addition, the paper [35] considers
offline batch embedding of multiple VNF chains. They adopt
the objectives of maximizing the profit by embedding an
optimal subset of requests or minimizing the costs when all
requests need to be embedded.
There are lots of VM placement algorithms for data centers
[12]–[15]. The authors of [12] state a VM placement algorithm
for data center networks to make a trade-off between the
energy consumption of the network and the SLA performance.
Similarly, in [13] a Mixed ILP (MILP) traffic-aware VM
placement for data center Networks is presented. The authors
of [14] propose an approach which jointly optimize both
topology design and VM placement in order to make an
scalable solution. To this end, they exploit MILP to formulate
the problem. Additionally, they propose a heuristic based on
Lagrange relaxation decomposition.
The authors of [16] formulate the VM placement as an
optimization problem and propose a two-tier approximate
heuristic to solve the problem. Furthermore, they compare the
impact of the network architectures and the traffic patterns on
the performance of their approach.
These methods are interesting in structure and SDN problem
formulation, however, none of them considers the problem of
service function chaining with respect to the energy consump-
tion of the VMs in SDN.
B. Routing and Service Function Chaining
In this category, the problem is to find a routing in which
SFC requirements are met, i.e., all required VNFs deliver to
the flows. To this end, it is possible to define some extra
objectives such as minimizing the network congestion. There
are lots of works in this category e.g., [18], [19], [21]–[27].
The authors of [18] propose a heuristic algorithm to find
out a solution for VNF chaining. It employs two-step flow
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selection when a SFC with multiple network functions needs to
scale out. Furthermore, authors in [19] introduce a VNF chain-
ing which is implemented through segment routing in a linux-
based infrastructure. To this end, they exploit IPv6 segment
routing network programming model to support SFC in a NFV
scenario. Moreover, authors of [21] propose a scheme which
provides flexibility, ease of configuration and adaptability
to relocate the VNFs with minimal control plane overhead.
Reference [22] focuses on enabling telco infrastructures to
orchestrate and manage SFC toward cloud infrastructures.
Moreover, in [24] a optimization model based on the
concept of Γ-robustness is proposed. They focus on dealing
with the uncertainty of the traffic demand. In [25] an opti-
mization model to deploy a chain in a distributed manner
is developed. Their proposed model abstracts heterogeneity
of VNF instances and allows them to deploy a chain with
custom throughput without concerning about individual VNF’s
throughput.
On the other hand, the paper [26] solves a joint route
selection and VM placement problem. They design an offline
algorithm to solve a static VM placement problem and an
online solution traffic routing. More in detail, they expand the
Markov approximation to gain their objectives. In [27] a joint
resource allocation and service function chaining is proposed.
The authors use a cost model to make a trade-off between
service performance and network costs. They exploit MILP to
model the problem and propose a heuristic to solve it.
Although the aforementioned solutions in this category are
interesting, non of the them considers the problem of service
function chaining with respect to the energy consumption of
the VMs.
C. Green Service Function Chaining
In this category, the problem of routing or VM placement in
SFC is considered, while the objective is to assign resources
such that energy consumption of the network is minimized. In
detail, the authors in [29] introduce an optimization model to
minimize the energy consumption while considering a set of
VNF chains. The model explicitly provides robustness to un-
known or imprecisely formulated resource demand variations.
To gain this, it powers down unused routers, switch ports and
servers, and calculates the energy optimal VNF placement. The
most challenging part of this work is that they do not consider
ordering for the VNFs. In other words, it is impossible to
guarantee that the flow meets VNF x before VNF y.
On the other hand, authors of [30] present an energy-aware
VM placement algorithm to maximize the admitted traffic
delivered to mobile clients and minimize the jointly com-
putation and communications energy consumption in cloud
data centers. Although the approach is interesting, they do
not consider the impact of traffic pattern in their algorithm. In
[5] an energy-aware VM placement method for geographically
distributed cloud data centers is proposed. The authors inves-
tigate parameters that have impact on carbon footprint and
energy cost and formulate the total energy cost as a function
of the energy consumed by servers plus overhead energy.
Similar to [5], [30], authors of [31] and [32] propose two
algorithms for the VM placement problem in data centers
which optimize the energy consumption. To be specific, in
[31], authors propose a hybrid genetic algorithm for VM place-
ment problem considering the energy consumption in both
communication network and physical machines. Similarly,
authors of [32] mathematically formulate the VM placement
problem and propose a heuristic to solve it. Both [5] and [31]
focus on VM placement and ignore real-time routing of the
traffic flows.
The authors of [33] propose a scheme that uses three
different algorithms to do the VNF placement, SFC routing,
and VNF migration in response to changing workload. Their
objective is to minimize the rejection of SFC bandwidth and
reduce the energy consumption. Although their work is pretty
interesting, there are several weak points in their approach.
First of all, their approach is applicable for networks with
predicable traffic, i.e., they suppose that the traffic pattern is
repeated in a time interval. Moreover, they assume the amount
of network traffic demands for all slots of the time interval and
based on this knowledge, they turn on or off servers. Finally,
the authors considers all of the possible physical path as an
input to their algorithm which is not an applicable assumption
for medium and big networks.
This work is the extended version of our previous work [36].
In this paper, we propose a new routing architecture where five
different sub-problems raise: initial assignment of resources,
long-term/short-term rerouting, and online/offline algorithms
while in our previous conference paper we have a simple
routing architecture where we only focus on online short-
term rerouting problem. Consequently, we have five heuristic
algorithms in this paper which are completely different from
the heuristic algorithm which is proposed in [36] (one heuristic
algorithm is proposed in our previous work). In [36], we do not
have ordering constraints for the VNFs so we cannot enforce
sequences of VNFs. Besides, delay constraint is not considered
in [36].
III. REFERENCE SCENARIO
In this section, the proposed resource allocation architecture
is discussed by illustrating the architectural components and
providing an outline of the main considered procedures. In
general, we assume that a Network Operator is managing an
SDN/NFV enabled network and it is allocating resources (e.g.
processing capacity in nodes, bandwidth capacity on network
links) to a set of flows that needs to be processed by the
network. We consider here “macro-flows” or “aggregated”
flows, i.e. flows that have a relatively long life. To give
examples, these flows may correspond to VPN connections
or to classes of user traffic that need to be processed in the
same way. We also refer to these “aggregated” flows as traffic
demands. In our model, each flow/traffic demand is associated
with: an ingress point and an egress point in the operator
network; a set of VNFs that needs to be executed on the
flow, this is typically a chain of VNFs, that is an ordered
list; a required capacity (flow rate), this can be known in
advance or unknown (and in the latter case it can be estimated
when the flow is active); QoS requirements (e.g. maximum
tolerable delay). According to the NFV principles, the VNFs
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(processing services) are executed by Virtual Machines (VMs)
that are running on physical servers. The operator needs to
map the chain of VNFs associated with the flow to a set of
VM instances, which need to be located on physical servers.
Moreover, thanks to the SDN approach, we assume that the
Network Operator can explicitly configure the routing of the
flows in its network, i.e. the path that the packets of a flow
take to go from the ingress point to the first VNF, then from
a VNF to the next VNF in the chain and finally from the last
VNF of the chain to the egress point.
In general, when allocating the resources to the flows, the
Network Operator tries to optimize one or more objective
functions, like for example: reducing costs due to energy
consumption, maximizing the QoS perceived by the flows,
balancing load on the links, minimizing the maximum link
utilization. In particular, in our model the Network Operator
can use an objective function which is a combination of energy
consumption and network reconfiguration cost. We consider
as constraints the maximum link utilization, the maximum
utilization of the processing modules, the maximum end-to-
end sum of fixed link delays. In this work we are focusing on
the minimization of energy consumption so in our experiments
we will not consider the network reconfiguration cost in the
objective functions. As for the energy consumption, in the
proposed model the physical servers on which the VMs can
be run can be turned ON and OFF, and this is supposed to
be a relatively ”long term” operation as it requires some time
for a server to boot/shutdown. Moreover, a server which is in
the ON state can be either ACTIVE (i.e. fully operational,
the VNFs are running on it) or IDLE (i.e. no VNFs are
running, but since the VM is in ON mode VNF can be instantly
reactivated when there is a requirement).
We consider different resource allocation procedures. Single
Flow Resource Allocation is used when a single new flow
needs to be supported by the Network Operator on top of
a running configuration. In this case, we do not consider
any reallocation of the active flows and the optimization
problem only consider a single flow. Then we consider dif-
ferent types of Global Resource Reallocation procedures that
can potentially reallocate the running flows. In this case the
optimization is performed globally on the set of flows. We
consider two types of global reallocation procedures: in one
type we can turn on and off the servers (long-term energy
management), in the second type we can only change the
status of ON servers from ACTIVE to IDLE and vice-versa
(short-term energy management). Moreover, depending on the
timescale in which we can run the reallocation procedure, we
consider online and offline algorithms. In particular, when the
network should be reconfigured in a real-time manner, e.g.
following a congestion event, the online algorithms will be
invoked. On the other hand, the offline algorithms can be used
to periodically reconfigure the network based on the traffic
history and predictions. These can be used for example to
plan different resource allocation for different times of the day
(e.g. at the midnight the demands always reduces, therefore,
an offline algorithm can specify state of the processing nodes
for midnight hours).
A. Architecture
In this section, the proposed architecture and its components
is presented. The architecture is conceptually aligned with the
SDN layering discussed in [37]. With reference to Fig. 1,
we consider three different layers. The Infrastructure layer
consists of networking and processing devices and corresponds
to the Forwarding Plane and Operational Plane presented
in [37]. The Control layer interacts with the networking
devices in order to program their behavior from a logically
centralized perspective. It corresponds to the Control Plane
and Management Plane in [37]. Finally, the Application layer
includes the applications and services that define the overall
network behavior.
Looking at Fig. 1, the Infrastructure Layer includes the
networking devices and the servers on which we can run
the VMs. We refer to the networking devices as switches,
following an SDN-based terminology, but these devices could
also act as routers. The servers are connected to a switch
(multiple servers can be connected to the same switch). The
switches can also operate as networking nodes only, without
any connected server. We refer to the pair (switch, server) as
a node.
We assume that there is a logically centralized SDN con-
troller in the Control layer, connected to the set of SDN
switches via the Southbound protocols (examples of South-
bound protocols are shown in Fig. 1). The main role of the
SDN controller is to setup the forwarding tables of the single
SDN switches in order to properly configure the packet for-
warding. The SDN controller interacts with the switches and
gathers information on the topology and on the network traffic.
The SDN controller can include additional functionality, that
we represent as additional modules in Fig. 1. In particular, in
our architecture we consider two monitoring modules. These
modules are considered as a part of the controller to speed up
the process and reduce the overhead of gathering information
from the switches.
The Control layer offers a set of functionality to the Ap-
plication layer, through the Northbound API. The application
and services in the Application layer use this API in order
to implement the desired behavior. In our architecture, the
proposed resource allocation/reallocation modules are included
in the Application layer. These modules takes the decisions
about the mapping of VNF chains into servers/VMs and the
path selection. Then they request the Control layer to enforce
them through the Northbound API. In the other direction,
the Control layer provides the Application layer with the
information about topology and network traffic.
As can be seen in Fig. 1, the proposed architecture has the
following modules:
• Single Flow Resource allocator: this module belongs to
the application layer. When a new flow enters to the
network, the Single Flow Resource allocator assigns the
required resources to the flow. This module does not
reroute existing flows and only focus on newly arrived
ones.
• Global Resource reallocator: this module belongs to the
application layer. It is capable to perform a reallocation of
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some flows as a reaction to some event (like congestion)
or periodically to optimize the use of resource or the user
perceived QoS.
• Knowledge Base: this module is used to gather infor-
mation about the previous states of the network and to
predict the future state of the network1.
• Server/Network configurator: this module in the Control
Layer enforces the processing nodes and networking
equipment to act based on the decision made in the
Application layer. It will be mapped in an SDN controller.
• Congestion detector/predictor: this module generates a
reconfiguration request in two cases: i. when there is a
congestion in the network or the traffic load on links goes
above a predefined link utilization, and ii. when based on
the network history and traffic pattern it predicts that the
network will face congestion in future. This module is
a part of the Control Layer, and can be also seen as a
module of the SDN controller.
• Network monitoring: this module periodically monitors
the links status, updates the “knowledge base”, and pro-
vides the traffic matrices for other modules. We assume
that the switches perform some traffic measurements
along with the forwarding of the packets and forward
these measurements to the controller. Similar to the
congestion detector/predictor, this module is a part of
control layer and can be considered as a module of the
SDN controller.
The Network Function Virtualization Management and
Orchestration (NFV MANO) is an architectural frame-
work for managing and orchestrating virtualized network
functions (VNFs) and other software components. The
European Telecommunications Standards Institute (ETSI)
Industry Specification Group (ISG NFV) defined the
MANO architecture to facilitate the deployment and con-
nection of services as they are decoupled from dedicated
physical devices and moved to virtual machines (VMs).
Our proposed architecture along with the corresponding
algorithms are considered as a higher layer which exploits
this standard to apply the required management in VNFs.
Therefore, our algorithm decides on the actions (where
to put the VNFs) and the NFV MANO decides on how
to apply them.
B. Outline of the resource management procedures and algo-
rithms
In this subsection, a brief overview of the total process
of allocation and reallocation of the resources is provided.
As shown in Fig. 1, different algorithms can be used inside
the Single Flow Resource Allocator and Global Resource
Reallocator modules. In this context, the long-term algorithms
specify whether a server is ON or OFF and the the placement
of VNFs on the servers, by considering the network history
information (called knowledge base). On the other hand, short-
term algorithms specify whether a VM is ACTIVE or IDLE on
1Note that monitoring modules and traffic prediction algorithms are out of
the scope of this paper.
a server (but cannot turn on or off a server), by using current
status of the network (i.e., traffic load and link utilization).
Single Flow Resource Allocation is an online and short-term
algorithm in which resources are assigned to the newly arrived
flows in an instant manner. We mathematically formulate this
problem as “SFRA” in section IV-C. On the other hand, the
Global Resource Reallocation module reassign resources to
the flows in a way that the energy consumption is optimized
while the other constraints are considered so that the utilization
of links and server is kept under control and the flow QoS
is guaranteed. We mathematically formulate this problem as
“GRR” in section IV-D.
Since the optimization problems that we have defined (both
SFRA and GRR) are NP-hard problems, several heuristics
and relaxed versions are proposed for the different variants of
resource allocation and reallocation procedures that we have
considered. In the following, the proposed algorithms for each
module is presented.
• Single Flow Resource Allocator: this module is mathe-
matically formulated in section IV-C. The input of Single
Flow Resource Allocation is one flow as a pair of (source,
destination), the average rate of flows until now, and the
current state of the network. The output is a set of links
and servers assigned to that flow. When a new flow enters
to the network, this algorithm should assign the required
resources to the flow instantly, hence, in section V-A we
propose a fast heuristic called “Nearest Service Function
first (NSF)”, which focuses on the second problem. Note
that SFRA and NSF consider one flow at each time.
• Online Long-Term Resource Re-allocator: if some links
are congested or congestion is predicted to happen soon,
then an online long-term reconfiguration algorithm will
be invoked. It should be mentioned that in this case,
there is an estimation of the rates of the flows based on
the current status of the network. “Long Term Energy-
aware NSF (LT-ENSF)” is the fast VNF placement and
energy-aware reallocation algorithm which performs this
long-term reallocation. LT-ENSF considers all flows si-
multaneously (i.e., it can reconfigure the network for all
flows at once). This algorithm does not only specifies
the routing of the network, but also changes the state of
servers from ON to OFF or vice-versa. This algorithm
is described precisely in section V-C2. The input of this
algorithm is similar to the Online Short-Term Resource
Re-allocation, however, the output is the selected path for
each flow, the state of all servers (ON or OFF) and the
placement of VNFs.
• Online Short-Term Resource Re-allocator: when the net-
work needs to be reconfigured in an online manner,
an heuristic algorithm called “Short Term Energy-aware
NSF (ST-ENSF)” is invoked (section V-C1). ST-ENSF
reroutes flows and changes the ACTIVE/IDLE state of
servers that are in ON state. ST-ENSF is invoked period-
ically, update the configuration of the networks in order to
optimize the energy consumption. This algorithm consid-
ers all flows, simultaneously (like LT-ENSF). It is notable
that ST-ENSF does not only specify the new routing of
existing flows but it also changes the ACTIVE/IDLE state
EXTENDED VERSION OF SUBMITTED PAPER - V7 - JULY 2018 6
Infrastructure
Layer
OpenFlow
Southbound
Control Layer 
(SDN Controller)
Northbound
Application 
Layer
Single Flow Resource Allocation
Online & Short-Term 
Resource Allocator 
(NSF)
Knowledge Base (Network History)
Clients
Supported Services: 
1, 3
Supported Services: 
2, 3
Supported Services: 
2
Supported Services: 
1, 3, 4
No Services
1
2
3
4
5
Clients
Clients
NETCONF SNMPOPFLEX
Network Monitoring 
(Current State)
Global Resource Reallocation
Online & Short-Term 
Resource Re-allocator 
(ST-ENSF)
Offline & Short-Term 
Resource Re-allocator    
(ST-3R)
Offline & Long-Term 
Resource Re-allocator 
(LT-3R)
Online & Long-Term 
Resource Re-allocator 
(LT-ENSF)
Server/Network 
Configurator
Monitoring Element
Congestion Detector/Predictor
Fig. 1: System Architecture.
of some servers. The input of this algorithm is the current
state of network (the measured rate of active flows, the
sources and destinations of active flows, the state of
servers: ON (Active, IDLE) or OFF, the VNFs that can
be supported on the servers, and the network topology).
The output is the reassignment of resources to the flows:
selected path for each flow and the state of currently ON
servers (IDLE or ACTIVE).
• Offline Long-Term Resource Reallocator: in order to pro-
pose an offline Global Resource Reallocator, we relaxed
the mathematical formulation proposed in section IV-D
defining a new optimization problem called “Relaxed
Resource Reallocator (3R)” (section V-B2). We can solve
this problem with a standard ILP solver and we refer
to this procedure as 3R algorithm. If the 3R algorithm
is invoked with the network topology and the rate of
flows (measured or predicted), then it will perform an
offline long-term resource reallocation. In this case, the
3R algorithm is considered as a long-term algorithm since
it specifies whether a server is in ON or OFF state and
it decides which VNFs are deployed in which server.
• Offline Short-Term Resource Reallocator: If the 3R algo-
rithm (described in section V-B2) is invoked with the cur-
rent state of network (the network topology, the measured
rate of flows, the state of servers: ON (Active, IDLE) or
OFF, and supported VNFs per servers), it performs an
offline short-term reconfiguration. In this case, the 3R
algorithm is considered as a short-term algorithm since it
specifies whether an ON server be in IDLE or ACTIVE
state. In brief, if we specify whether the servers are in
ON or OFF state and the placement of the VNFs on the
servers, then 3R works as a short-term algorithm, on the
other hand, if this information is not specified then the
3R output is a long-term reconfiguration.
Algorithm 1 presents an outline of the proposed manage-
ment workflow, which combines the above described proce-
dures. There is a timer called Long Term timer that calls
3R algorithm which turns on or off the servers based on
the predicted rate of flows (lines 2-4 of Algorithm 1). We
call it Long Term timer because the impact of invoking 3R
algorithm has a long term impact on the energy consumption
of the networks. There is another event that may trigger the
offline resource reallocation algorithm which is congestion
prediction (lines 5-7). In this way, if a link utilization crosses
a predefined threshold then the 3R algorithm is invoked with
current state of the network as the input parameter. The current
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state of the network consists of the network topology, the
measured rate of active flows, the state of servers: ON (Active,
IDLE) or OFF, and supported VNFs per servers.
On the other hand, three different events may lead to
perform an online reaction: 1) the arrival of a flow (line 9-11,
NSF algorithm is invoked), 2) congestion detection/prediction
(line 12-14, LT-ENSF algorithm is invoked), and 3) a prede-
fined timer for network reconfiguration (line 15-18, ST-ENSF
algorithm is invoked). It is notable that the knowledge base is
updated periodically (lines 20-22).
Algorithm 1 Outline
1: while true do
2: if Long Term timer elapses then
3: 3R(Knowledge Base)
4: Reset Long Term timer
5: else if Congestion Avoidance Alarm elapses then
6: 3R(Current state)
7: Reset Long Term timer
8: else
9: if new flow arrives then
10: NSF()
11: end if
12: if congestion is detected or predicted then
13: LT-ENSF()
14: Reset GRR timer
15: else if GRR timer elapses then
16: ST-ENSF()
17: Reset GRR timer
18: end if
19: end if
20: if Update timer elapses then
21: Update Knowledge Base()
22: Reset Update timer
23: end if
24: end while
IV. PROBLEM FORMULATION
In this section, the components of the proposed architecture
are discussed in detail. As it can be seen in Fig. 2, two types
of algorithms are used in the proposed architecture: 1) Single
Flow Resource Allocation (SFRA), and 2) Global Resource
Reallocation (GRR). The Single Flow Resource Allocation
algorithms considers one flow at a time. The output of these
algorithms provide the new entries to be inserted into the
forwarding tables of the switches to route the new flow. On the
other hand, the Global Resource Reallocation algorithms con-
sider all flows, simultaneously, i.e., they consider the impact of
flows on each other. GRR algorithms updates the forwarding
tables of switches to reroute existing paths. When there is no
information about the rate of a new flow, SFRA algorithms are
invoked to allocate the resources to this new flow. On the other
hand, GRR algorithms are used to reallocate resources based
on the estimated rates of the existing flows. In algorithm 1,
NSF is a Single Flow Resource Allocation algorithm while
ST-ENSF, LT-ENSF and 3R are Global Resource Reallocation
algorithms.
Resource Allocator
Resource 
Reallocator
New Flow Arrival
Network Congestion
Time Interval
Switches
Reconfigure the Forwarding Tables
Configure the Forwarding Tables
Even:
Event:
Event:
Fig. 2: Software Architecture.
Briefly, in Fig. 2, if a new flow arrives at a switch,
the controller uses an SFRA algorithm to route the flow.
Thereafter, the controller configures the switches that on the
selected path by sending controlling messages to them. On the
other hand, if the network gets congested (or, if a predefined
time intervals elapsed), a global reconfiguration can help to
reduce the congestion and/or the energy consumption, improve
the throughput, and ensure that the requirements of the flows
are fulfilled. The configuration algorithms are executed in
the Application layer. To this end, the controller collects the
information and detects/predicts the congestion and informs
the application layer. Thereafter, the controller will receive
the instructions from the Application Layer and enforce these
decisions by communicating with the switches.
A. System Model and Assumptions
We assume an SDN-based network using a southbound
protocol to program the switches dynamically. Each flow
requires to pass through a sequence of VNFs in its path from
the source switch to the destination switch (SFC requirements
of a flow). As for QoS constraints: i) each flow has a maximum
tolerable propagation delay that should be guaranteed; ii) the
utilization of each link has not to exceed a given threshold;
and iii) the utilization of each server (i.e., its processing load)
has to be lower than a given threshold. The servers have
three different modes: OFF, ON-IDLE (in short IDLE), ON-
ACTIVE (in short ACTIVE). In the OFF mode, the energy
consumption of the server is negligible since it is in a sleep
state, which may be exploited to remotely turn on the server
via software if needed. For example, the network card of the
server may be required to be powered on, even it the server
is off, to detect Wake on Lan (WoL) packets (see e.g., [38]).
On the other hand, when the ACTIVE mode is set, the server
works on its full performance, and the energy consumption is
the same as the full rate working energy consumption. Finally,
in the IDLE mode, the energy consumption is a fraction δ
of the energy consumption in ACTIVE mode.This parameter
depends on the server and its features in terms of power
management. In particular, the δ parameter can be set from the
power requirements reported on the server data sheets or from
real measurements (see e.g., [39]). Our goal is to configure
the network in a way that optimizes the energy consumption
and the number of flow table entries (or flow table changes),
while simultaneously meeting both the SFC requirements and
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TABLE I: Main Notation.
Symbol Description
N Set of nodes (switches and servers)
F Set of flows
X Set of VNFs
N Number of switches: |N | , N
F Number of of flows: |F| , F
X Number of different VNFs : |X | , X
E Number of links
i, j indexes of switches
x indexes of VNFs
f indexes of flows
Ψ Maximum number of requested VNFs
Kfψ Sequence of requested VNFs
Bmax
(i,j)
Matrix of link capacity
Pa
ra
m
et
er
s L(i,j) Current traffic load
D(i,j) Links propagation delay
T f Vector of traffic rate
Dmaxf Maximum tolerable propagation
sf Vector of source switch
df Vector of destination switch
Mf
(i,j)
Current routing matrix: 1 means flow f
crosses link i→ j
µL Maximum link utilization ratio
µS Maximum server utilization ratio
Px Required processing of xth VNF
Cmaxi Servers processing capacity
ρ(i,x) Current processing load:
per xth VNF on ithserver
S(i,x) Matrix of supported VNFs: 1 means VNF
x associated with server i
V fx Requested VNFs
Ei Energy consumption of servers
E ′i Context based energy consumption of servers
δ Coefficient of energy consumption in
IDLE mode
Ot−1i Previous status of servers (ACTIVE/IDLE
or OFF/ON)
Va
ri
ab
le R
f
(i,j)
rerouting matrix
Qf
(i,j)
rerouting matrix with nodes order
Uf
(i,x)
1 means Flow f receives service from
VNF x in server i
Oti Next modes of servers (ACTIVE/IDLE or
ON/OFF)
the QoS constraints. Minimizing the table entries will result in
minimizing the average number of hops. Consider a selected
path p for a flow f . If p has l hops then it should cross l
switches in its network path. This results in l table entries
into the switches. Hence, the total number of table entries
is proportional to the average number of hops for the flows.
Minimizing the flow table changes reduces the reconfiguration
overhead of network, i.e. the number of control messages that
the controller will send to the switches. Consequently it can
reduce the reconfiguration time and the control load on the
network devices.
Table I summarizes the notation used in the paper. Consider
a network with N SDN-enabled switches, we represent the
network topology with a matrix BmaxN×N where b(i,j) denotes
the capacity of the link from the switch i to the switch j.
Similarly, the propagation delay of links is modeled via matrix
DN×N where d(i,j) denotes the propagation delay of the
link from the switch i to the switch j. The current traffic
load on each link is expressed using LN×N . Let F be the
number of flows in the network. In order to simplify the
understanding of the notation, a sample for the each element
of the proposed notation is presented. Therefore, consider
the topology illustrated in Fig. 1 (the links are represented
with solid blue lines), the matrix B and D are as following
(N = 5):
Bmax =

0 b(1,2) b(1,3) 0 0
b(2,1) 0 0 b(2,4) 0
b(3,1) 0 0 0 b(3,5)
0 b(4,2) 0 0 b(4,5)
0 0 b(5,3) b(5,4) 0

D =

∞ d(1,2) d(1,3) ∞ ∞
d(2,1) ∞ ∞ d(2,4) ∞
d(3,1) ∞ ∞ ∞ d(3,5)
∞ d(4,2) ∞ ∞ d(4,5)
∞ ∞ d(5,3) d(5,4) ∞

The vectors sf and df determine the source and destination
of flows, respectively. The matrix MN×N×F is the current
routing matrix, e.g., if Mf(i,j) ∈ {0, 1} is equal to 1 then the
flow f ∈ F crosses the link i → j. If we set f = 1, s1 = 1,
and d1 = 2, then the matrix M1 is as follows:
M1 =

0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 1 0 0 0
0 0 0 1 0
 ,
where s1 = 1 indicates that the source of the flow is the switch
number 1. Therefore, we should trace the path from the first
row of M1. As can be seen, the third element of M1 in the first
row is one which means that the flow should leave the switch 1
toward the switch 3. At this point, the third row of M1 should
be checked. Since the 5th column of the third row is 1, the
flow will leave switch number 3 to reach the switch number
5. Thereafter, the flow will go to switch number 4 because the
fourth element of row 5 in matrix M1 is one. Finally, since
the second column of the forth row is one, the flow will go to
switch number 2. Note that we consider loop-free routing, i.e.
nodes and links cannot be used twice in the routing of a flow.
We will enforce this behavior with specific constraints in our
formulation. The new routing matrix MN×N×F specifies the
path selected for each flow
On the other hand, matrix Q(N,N,F ) is an ordering-aware
rerouting matrix, which explicitly includes the notion of order
of links and nodes in the path. If flow f crosses the link
i→ j, Qf(i,j) > 0 (in particular Qf(i,j) specifies the number of
previously crossed switches), otherwise Qf(i,j) = 0. Besides,
Qf
(df ,df )
is the path length for each flow (number of switches
through the selected path). Accordingly, the matrix Q1 that
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represents the same flow f = 1 considered above will be
written as:
Q1 =

0 0 1 0 0
0 5 0 0 0
0 0 0 0 2
0 4 0 0 0
0 0 0 3 0
 , (1)
In the Q1 matrix, since the third column of the first row
is one, the flow should leave the source switch to reach the
switch number 3. Also, value 2 in the third row of the matrix
specifies that the flow in the second step will leave switch
number 3 to reach the switch number 5. Similarly, value three
in the fifth row states that as the third step the flow will leave
switch number 5 to reach to the switch number 4. Finally, the
flow will go to switch number 2 which is the destination of
such flow. Since the number of crossed switches in this path
is five, the value of Q12,2 is five.
The flow rate requirement vector CF specifies flows re-
quirements. The ith row of the mentioned vector defines the
traffic rate requirement of the ith flow. Similarly, vector TF
specifies the maximum tolerable propagation delay of flows.
Considering X different VNFs, each flow can request at most
Ψ ≤ X VNFs. Matrix RF×X shows the requested VNFs for
each flow. Indeed, if the VNF x is requested for the flow
f , then R(f,x) is 1, otherwise, it is 0. The sequence of the
required VNFs for all the flows is expressed by matrix KF×Ψ
where K(f,ω) specifies the ωth required VNF for flow f . As an
example, considering X = 4 and Ψ = 3, taking for example
flow f = 1, the matrix V 1 and K1 are as follows:
V 1 =
[
0 1 1 0
]
, K1 =
[
3 2 0
]
,
The second and the third elements of V 1 are 1 which mean
that VNF number 2 and 3 should deliver service to this flow.
Since matrix K1 specifies the ordering of the VNFs, the flow
needs to receive service from the VNF 3 before VNF 2.
The required processing capacity of each VNF for a unit of
flow rate is expressed by the vector PX , where Px specifies the
required processing capacity of VNF x ∈ X . Therefore, the
VNF x will require a processing capacity Px·Cf to process the
flow f with rate Cf . The vector CmaxN identifies the processing
capacities for each server. The current processing load of each
VNF on a server is stated via ρN×X , where ρ(i,x) specifies
the current processing load of VNF x on server i. The VNFs
associated with each server are identified by matrix SN×X ,
therefore, S(i,x) specifies whether VNF x is supported by
server i or not. We consider a server (or a cluster of servers)
connected to each switch. If no server is connected to switch i
then
∑X
x=1(S(i,x)) = 0 (similarly for an OFF server). U
F
N×X
assigns the VNFs and servers to the flows. If Uf(i,x) is 1, then
flow f receives service from VNF x on server i. Taking f = 1,
an example matrix U1 is:
U1 =

0 0 1 0
0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
 .
The third element of U1 in the first row is one, it means
that the flow uses the VNF 3 in the server 1. Similarly, since
the second column of the fourth row is one, the VNF 2 will
be delivered to the flow in server 4. The vector EN states
the energy consumption of servers, where Ei, i ∈ N specifies
the energy consumption of servers i. The vector E ′N is the
context based energy consumption of servers. In long-term
algorithms it is the absolute energy consumption of a node
E ′ = E while in short-term algorithms it is the difference of
energy consumption between the IDLE and the ACTIVE mode
E ′ = E−(δ·E). Ot−1N and OtN specify the current and next state
of servers respectively. Depending of the specific formulation,
Ot−1N and O
t
N will be used to represent the ON/OFF state or
the IDLE/ACTIVE state of a node. Finally, µL and µS state
the maximum link and server utilization, respectively.
B. Mathematical Formulation of constraints
In order to simplify the understanding of the constraint
formulation, we divide it into three parts:
• QoS constraints, unordered SFC constraints (i.e., the
order of VNFs for flows is not important) and objective
function related to the number of forwarding table entries
• SFC constraints with VNF Ordering
• Energy consumption constraints
The first part is modeled as a Binary Linear Programming
(BLP) while the other two parts are in the form of Integer
Quadratic Programming (IQP). In Section IV-B4, the nonlinear
equations are converted to linear form, therefore, we will be
able to use common ILP solvers for the optimization problems.
1) QoS and SFC Constraints without VNF Ordering: in the
formulation reported in this section we define the constraints
that force the solution to satisfy the QoS requirements of a flow
(i.e., delay and traffic rate). Moreover we guarantee that the
required VNFs for each flow will be crossed by the selected
path for that flow. The proposed formulation is as follows:
N∑
i=1
Uf(i,x) = V
f
x , ∀x ∈ X , ∀f ∈ F , (2)
N∑
i=1
Rf(i,j) ≥ Uf(j,x), ∀x ∈ X , ∀j ∈ N − {sf}, ∀f ∈ F ,
(3)
Uf(i,x) ≤ S(i,x), ∀f ∈ F , ∀i ∈ N , ∀x ∈ X , (4)
N∑
i=1
Uf(i,x) ≤ 1, ∀f ∈ F , ∀x ∈ X , (5)
X∑
x=1
 F∑
f=1
(
Uf(i,x) · T f · Px
)
+ ρ(i,x)
 ≤ µL′ · Cmaxi ,
∀i ∈ N , (6)
F∑
f=1
Rf(i,j) · T f + L(i,j) ≤ µL ·Bmax(i,j), ∀i, j ∈ N , (7)
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N∑
j=1
Rf(i,j) −
N∑
j=1
Rf(j,i) =

1 i = sf
−1 i = df
0 i 6= sf , df
,
∀f ∈ F , ∀i ∈ N , (8)
N∑
j=1
Rf(i,j) ≤ 1, ∀i ∈ N , ∀f ∈ F , (9)
N∑
i=1
N∑
j=1
(
Rf(i,j) · D(i,j)
)
≤ Dmaxf , ∀f ∈ F , (10)
Uf(i,x), R
f
(i,j) ∈ {0, 1} , ∀i, j ∈ N , ∀f ∈ F , ∀x ∈ X .
The constraint (2) indicates that each flow crosses a valid VNF
chain while passing through the switches (without considering
the order of VNFs). Moreover, constraint (3) imposes that
the VNF is delivered only on crossed servers. Constraint (4)
checks whether the requesting VNF is supported on the
specified server. Constraint (5) is used to prevent gaining a
VNF more than once for each flow. Constraint (6) ensures
that the server processing capacity to support VNFs is not
exceeded. Focusing on the link capacity, constraint (7) checks
the link capacity between each pair of switches.
Focusing on the flow conservation, constraint (8) presents the
flow management limitations. In particular, the first inequality
prevents returning to the source or leaving the destination.
The second inequality imposes leaving the source switch and
entering to the destination switch for each flow. The third
inequality forces the input and output of each server to be
equal (except for the source and destination). In order to
prevent loops for each flow, constraint (9) is applied. Focusing
on the propagation delay, constraint (10) is used to control the
propagation delay for each flow.
2) SFC Constraints with VNF Ordering: in order to con-
sider the Service Function chaining by considering an ordered
sequence of VNFs the following constraint should be added:
Qf(i,j) ≥ Rf(i,j), ∀f ∈ F ,∀i, j ∈ N , (11)
Qf(i,j) = Q
f
(i,j) ·Rf(i,j), ∀i ∈ N −
{
df
}
, j ∈ N ,
∀f ∈ F , (12)
Qf
(df ,i)
= 0, ∀f ∈ F ,∀N −
{
df
}
, (13)
N∑
j=1
Qf(i,j) =
N∑
j=1
Qf(j,i) +
N∑
j=1
Rf(j,i), ∀f ∈ F ,
∀i ∈ N − {sf , df}, (14)
Qf
(df ,df )
=
N∑
j=1
Qf
(j,df )
+
N∑
j=1
Rf
(j,df )
, ∀f ∈ F , (15)
N∑
j=1
Qf
(sf ,j)
= 1, ∀f ∈ F , (16)
N∑
i=1
N∑
j=1
(
Qf(i,j) · Uf(i,Kf
V f
)
)
≥
N∑
i=1
N∑
j=1
(
Qf(i,j) · Uf(i,KfZ
V f
)
)
,∀f ∈ F ,∀V f ∈
{
1, . . . , len
(
Kf
)}
,
∀ZV f ∈
{
1, . . . , V f − 1
}
, (17)
Qf(i,j) ∈ Z≥0, ∀i, j ∈ N , ∀f ∈ F .
where constraint (11) indicates that the value of the ordering
matrix should be higher or equal to the rerouting matrix.
Also, constraint (12) hints that if the value of matrix Rf(i,j)
is zero, then Qf(i,j) becomes zero. Due to the fact that for the
destination switch all output links are zeros, constraint (13)
is added. Constraint (14) enforces that if a flow enters to a
switch in its ath step, then it would leave that switch in the
(a+ 1)
th step, however, source and destination switches are
exceptions.
Since the value of Qf
(df ,df )
should be the number of crossed
switches, constraint (15) is considered. Focusing on the in-
tegrity of the ordering matrix, constraint (16) assures that
flows leave the source switch. Constraint (17) guarantees
the sequence of VNF chaining. To this end, for each VNF,
constraint (17) checks whether the VNFs with higher ordering
(lower index in Kf ) are delivered to the flow in one of the
crossed servers or not. In this way, constraint (17) exploits
i) variable V f and ii) set ZV f . Variable V f states the index
of each required VNF for flow f . The set ZV f contains all
required VNFs with a higher order (lower index) than V f .
For example if Kf = [ 3 2 1 6 ] then V f ∈ {1, 2, 3, 4}. If
we consider V f = 3 then ZV f is a member of {1, 2}.
3) Energy consumption constraints: we extend the above
formulations with the objective to consider the number of
engaged servers and their overall energy consumption. The
new constraints are as following:
Oti ≤
F∑
f=1
X∑
x=1
Uf(i,x) ∀i ∈ N , (18)
Oti ·
F∑
f=1
X∑
x=1
Uf(i,x) =
F∑
f=1
X∑
x=1
Uf(i,x), ∀i ∈ N . (19)
Constraint (18) states that if no VNFs are used for any flow
in a server, the server will not be used. On the other hand,
Constraint (19) specifies the essential servers for active flows
(i.e., those servers that deliver at least one VNF to a flow
should be in ON mode).
4) Converting Nonlinear Constraints to Linear Forms:
in the above proposed formulations, constraints (12), (17),
and (19) are nonlinear (i.e., only the first problem ”QoS
and SFC Constraints without VNF Ordering” is linear). In
order to make the formulation suitable for solving large-
scale problems (i.e with large number of flows and complex
network configurations), these constraints are converted into
linear form. Constraint (12) is aimed to ensure that if Rfi,j
is zero, then Qf(i,j) becomes zero. Since a flow at most
traverses all servers, the value of Qf(i,j) is always less than
or equal to N . Therefore, constraint (12) can be substituted
with constraint (20).
Qf(i,j) ≤ N ·Rf(i,j), ∀i ∈ N −
{
df
}
, j ∈ N ,∀f ∈ F .
(20)
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In order to replace the constraint (17) with a linear one, we
take a different approach to express the ordering constraints of
VNFs belonging to a flow. The new proposed formulation is
reported in constraint (21). If the server i hosts the VNF KV f ,
i.e., Uf(i,K
V f
) = 1, then the left hand side of (21) considers the
step of the server i and it must be greater than the step of all
servers I hosting a VNF with index less than the index of VNF
KV f in Kf . Consider ZV f as the index of any VNF in Kf
with an index less than VNF Kf
V f
, i.e., flow f must pass VNF
KfZ
V f
before Kf
V f
. If the server I hosts the VNF KfZ
V f
, i.e.,
Uf
(i,KfZ
V f
)
= 1, then the right hand side of (21) considers the
step of the server I and it must be greater than the step of all
servers i hosting a VNF with index greater than the index of
VNF KfZ
V f
in Kf . Since the value of
∑N
j=1Q
f
(i,j) is always
less than (2n−1), if one of Uf(i,K
V f
) or U
f
(I,K
Zf
) is zero, then
the equation is true 2. As we mentioned before, the destination
has a flow to itself with a step of at most N + 1, therefore,
in cases that both Uf(i,K
V f
) and U
f
(I,K
Zf
) are equal to one
the constraint is met if and only if the value of
∑N
j=1Q
f
(i,j)
is greater than
∑N
j=1Q
f
(I,j). This means that a server which
delivers the lower index VNF is crossed before servers that
deliver higher index VNFs.(
1− Uf
(i,Kf
V f
)
)
· (2N − 1) +
N∑
j=1
Qf(i,j) ≥(
Uf
(I,KfZ
V f
)
− 1
)
· (2N − 1) +
N∑
j=1
Qf(I,j) ,
∀f ∈ F ,∀V f ∈
{
1, . . . , len
(
Kf
)}
,
∀ZV f ∈
{
1, . . . , V f − 1
}
, ∀I, i ∈ N . (21)
Finally, a proper linear replacement for constraint (19)
is stated in the following. In (19), the value of∑F
f=1
∑X
X=1 U
f
(i,x) is always less than (1 + F · X).
Considering the aforementioned inequality, the constraint (22)
is satisfied if and only if the value of Oti is one for
servers that deliver VNFs to the flows (i.e., servers
that have
∑F
f=1
∑X
X=1 U
f
(i,x) > 0). Otherwise, (i.e., if∑F
f=1
∑X
x=1 U
f
(i,x) be equal to zero) the value of O
t
i is zero.
(1 + F ·X)Oti ≥
F∑
f=1
X∑
X=1
Uf(i,x), ∀i ∈ N . (22)
C. Single Flow Resource Allocation (SFRA)
We use the constraints that are proposed in subsection IV-B
to formulate the problem of resource allocation to a newly
2The value of
∑N
j=1Q
f
(i,j)
and
∑N
i=1Q
f
(i,j)
are always less than 2N−1
because in the worst case, the flow crosses all switches which means that the
value of
∑N
j=1Q
f
(i,j)
is at most (N − 1) + N . This can be visualized
considering the representation of the Q matrix in equation (1), a column can
have at most two elements and they can be at most N and (N-1)
arrived flow. The formulation is as following:
min
R
N∑
i=1
N∑
j=1
Rf(i,j), (23)
Subject to:
Eq. (2)− (11), (13)− (16), (20)− (21).
The objective function (23) minimizes the number of el-
ements that should be imported into forwarding tables of
switches. In particular the objective function (23) minimizes
the number of hops that the flow will cross from source to
destination. Note that the formulation of the problem considers
a number F of flows to be allocated, but when dealing with
Single Flow Resource Allocation only one flow is considered
(F = 1). We consider that there is no information about the
rate of newly arrived flow f , therefore, i) the average rate
of flows until now is considered as the rate of flow f ; ii)
SFRA does not focus on minimizing the energy consumption,
otherwise, it may cause congestion for big flows.
Lemma 1. SFRA falls in the class of NP-Hard problems.
Proof. suppose that the energy consumption of all servers are
zero, F = 1, X = 0, α = 1, and V 1 = ∅. For any types of
network, we define B′ and M ′ as follows:
B′(i,j) =
0 Bmax(i,j) = 01 Bmax(i,j) 6= 0 and M ′ = 0×M
consider a network with the following input parameters
B′, M ′, X , F , and V . The problem is to find a path where
end-to-end delay should be less than a predefined threshold
with respect to the length of the path (number of forwarding
table elements). As can be seen, the problem is mapped to the
weight constrained shortest path problem (WCSPP) which is
an NP-hard problem [40].
D. Global Resource Reallocation (GRR)
In this subsection, the problem of resource reallocation is
presented to optimize jointly the energy consumption and the
network reconfiguration overhead. Network reconfiguration
overhead (or, precisely, the flow rerouting overhead) depends
on the number of rerouted flows. Increasing the number of
rerouted flows not only may result in the network instability,
but also it may increase the packet loss and end-to-end delay.
The GRR formulation is as follows:
min
α
 N∑
i=1
N∑
j=1
F∑
f=1
∣∣∣Rf(i,j) −Mf(i,j)∣∣∣
 /((N − 1) · F )
+(1− α)
 N∑
i=1
Oti · E ′i
 / N∑
i=1
E ′i
 , (24)
Subject to:,
Eqs. (2)− (5), (8)− (11), (13)− (16), (18), (20)− (22),
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F∑
f=1
X∑
x=1
(Uf(i,x) · Px · T f ) ≤ µL
′ · Cmaxi , ∀i ∈ N , (25)
F∑
f=1
(
Rf(i,j) · T f
)
≤ µL ·Bmax(i,j),∀i, j ∈ N . (26)
In Eq. (24), we define the optimization function as
the summation of the reconfiguration overhead and the
energy consumption. We assign a relative weight to the
two components by means of the α parameter, there-
fore, the two parts of the summation need to be nor-
malized. The network reconfiguration overhead is de-
fined as
∑N
i=1
∑N
j=1
∑F
f=1
∣∣∣Rf(i,j) −Mf(i,j)∣∣∣ which shows
the difference of the current routing matrix with re-
spect to the previous routing matrix. The maximum
value of
∑N
i=1
∑N
j=1R
f
(i,j),∀f ∈ F is N . There-
fore,
∑N
i=1
∑N
j=1
∑F
f=1R
f
(i,j) is at most N · F . Simi-
larly,
∑N
i=1
∑N
j=1
∑F
f=1M
f
(i,j) is at least 1 · F . There-
fore,
∑N
i=1
∑N
j=1
∑F
f=1
∣∣∣Rf(i,j) −Mf(i,j)∣∣∣ is always less than
(N − 1)·F . In order to normalize the first part of equation (24)
we divide it by (N − 1) ·F . In the second part of the objective
function (24), the energy consumption of the network is∑N
i=1O
t
i · E ′i . The maximum energy consumption is
∑N
i=1 E ′i
(i.e., when all elements of Oti are one). Hence, we consider∑N
i=1O
t
i · E ′i/
∑N
i=1 E ′i as the normalized value for energy
consumption.
Constraint (25) controls the processing capacity of servers
on providing a VNF. Focusing on the link capacity, con-
straint (26) checks the link capacity between each pair of the
switches. It should be mentioned that in resource reallocation
algorithms, these constraints can be added because we assume
to have an estimation of the rates of the flows based on the
current status of the network (as explained in section III-B).
Lemma 2. GRR falls in the class of NP-Hard problems.
Proof. See the proof of Lemma 1
V. HEURISTICS
In this section, for each component of the Fig. 1, a fast
heuristic algorithm is proposed.
A. Nearest Service Function first (NSF)
Since the process of assigning resources to the newly arrived
flows is a real-time one, a heuristic algorithm is proposed to
solve the SFRA problem (section IV-C) in a real-time manner,
called Nearest Service Function first (NSF). Algorithm 2
presents an outline of NSF. The algorithm finds the nearest
server which supports the first VNF in the chain (Kf ) for
the flow f and sends the flow to that server. Thereafter, NSF
removes that VNF from the chain and finds the nearest server
that supports the next VNF of the chain and so on.
In Algorithm 2, for each flow f (line 1) a path SP f is
selected. To this end, in the line 4, for each required VNF
k ∈ K the following procedure is done:
Algorithm 2 Nearest Service Function first (NSF)
INPUT: K, s, d,N
OUTPUT: SP . SP is the selected path
1: for each flow f in F do
2: SP f=empty;
3: CN = s; . CN is the current server
4: for each VNF k in K do
5: [v, p] = Find Nearest Providers(CN, k,N );
6: add p to SP f
7: CN = v; . MFS: median of flows size
8: Bmax = Reduce Capacity(Bmax,MFS, p);
9: end for
10: p = Shortest Path(CN, d);
11: add p to SP f
12: Bmax = Reduce Capacity(Bmax,MFS, p);
13: end for
14: return SP
• NSF finds the nearest server that supports that VNF (line
5; function ’Find Nearest Providers’ is precisely de-
scribed in Algorithm 3).
• The shortest path to the selected server is added to the
SP f and the current status is changed to the selected
server (lines 6 and 7).
• Function Reduce Capacity decreases the network ca-
pacity by the value of MFS (line 8). MFS is the median
of recently communicated flows, calculated using the
data stored by the network monitoring component in the
knowledge base (we assume that we do not know the rate
of the flow to be allocated).
• After considering all the required VNFs for the flow, the
algorithm finds the shortest path to the destination and
updates the links capacity matrix (lines 10-12).
Algorithm 3 Find Nearest Providers
INPUT: CN, k,OP . CN is the current server
OUTPUT: v, p . k is requested VNF
. v: nearest server to CN supporting VNF k
. p: nearest path from CN to v
. OP : other required parameters
1: [P,Cost] = Dijkstra(CN, k, Prune(Bmax));
. P : set of nearest paths from CN to other servers
. Cost: costs of nearest paths from CN to other servers
2: for each server v in N do
. APP : Available Processing Capacity
. RPP : Required Processing Capacity
3: if S(k,v) == 0 OR APP (v) < RPP (MFS) then
4: Costv =∞;
5: end if
6: end for
7: v=Minimum Cost(Cost);
8: p = Pv;
9: return [v, p]
In the first line of Algorithm 3, using Dijkstra, the shortest
paths to all servers are calculated. It should be mentioned that
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just those links that have a capacity greater than the median
of recently communicated flows are considered as valid links
(i.e., function Prune removes links that have less than MFS
capacity). Thereafter, servers that meet one of the following
conditions are eliminated (lines 2-8): i) Do not support the
requested VNF; or, ii) have a processing capacity less than
the processing capacity required for processing the MFS. At
this point, the nearest server to the current server is selected
as destination (lines 9,10).
B. Offline Resource Reallocation
As shown in Fig. 1, a knowledge base components contains
the traffic measurements. Based on this information, it is
possible to calculate a long-term estimation of the traffic
pattern (but this estimation is out of the scope of the paper).
The long-term estimation of the traffic pattern can be used to
turn off or on 3 servers at predefined time intervals. The GRR
formulation (section IV-D) can be used in an ILP solver to
find the optimal solution in this scenario, but this turns out to
be computationally complex and in our experiment it is not
applicable in medium and big sized networks. Therefore, in
this subsection, a near optimal solution called 3R is proposed.
Before defining 3R, we need to define Energy-aware SFRA
which is a extended version of SFRA where there is some
extra information about the rate flows.
1) Energy-aware SFRA: we consider that SFRA is unaware
of the rate of flows, however, in resource reallocation we have
estimation of flows rate. Therefore, we can extend SFRA to
reallocate the resources to one of the existing flows f with
the objective of optimizing the energy consumption of the
network. Like SFRA, Energy-aware SFRA considers one flow
at a time. The formulation is as following:
min
Ot,R,U
 N∑
i=1
(1−Ot−1i ) · Oti · E ′i
 , (27)
Subject to:
Eq. (2)− (11), (13)− (16), (18), (20)− (22).
where the objective function (27) minimizes the number of
servers that are required to be turned on to support the flow f .
The vector ON specifies the servers that are required just for
the flow f while Ot−1 specifies the servers that are already
used for all flows that are in the network. The summation∑N
i=1
[
(1−Ot−1i ).Oti
]
represents with a linear expression the
number of servers that have been turned on to support the
flow f . Therefore,
∑N
i=1
[
(1−Ot−1i ).Oti .Ei
]
calculates the
additional amount of energy needed to support the flow f
(i.e., the amount of energy that is required for servers that are
turned on just for the current flow).
2) Relaxed Resource Reallocation (3R): since GRR con-
siders the impact of flows on other flows and tries to find
an optimal solution considering all flows simultaneously, the
computational complexity increases dramatically for medium
and large scale networks with large number of flows. There-
fore, a relaxed version of GRR called 3R is proposed to
3Servers in the ACTIVE or IDLE modes are considered as ON.
find a near-optimal solution and provide a trade-off between
the optimality gap and the computational complexity. To this
end, instead of considering the impact of all flows on each
other, the impact of each flow on all flows that are already
rerouted is considered, i.e., 3R reallocates the resources to
the flows one-by-one using the above defined Energy-aware
SFRA. Algorithm 4 reports the 3R.
Algorithm 4 Relaxed Resource Reallocation (3R)
INPUT: OP . OP : required parameters (Table I)
OUTPUT: SP . SP f : selected path for flow f
1: for each flow f in F do
2: SP f = Energy − aware− SFRA(Bmax, f, T f );
3: for each link (i→ j) in SP f do
4: Bmax(i,j) = B
max
(i,j) − T f ;
5: end for
6: end for
7: return SP
In lines 1 and 2 of Algorithm 4, for each flow, 3R reallocates
the resources using the gathered information about the rates
of the flows. Thereafter, the network status is updated by
decreasing the available capacity of the links that are placed
in the selected path. At this point, 3R reroutes the next flow
using the same approach and so on.
C. Online Resource Reallocation
This component is designed to react to network traffic
behavior in real-time. Therefore, the algorithms which are used
in this subsection should have a low computational complexity.
To this end, two heuristic approaches are proposed: i) ST-
ENSF: it reconfigures the network to reduce the energy
consumption in predefined time intervals, and ii) LT-ENSF
that reconfigures the network in case of network congestion
that require to switch on new servers. In the following, these
two heuristic approaches are discussed precisely.
1) Short Term Energy-aware NSF (ST-ENSF): although the
computational complexity of 3R is sufficiently lower than
GRR, it is still time consuming for real-time network recon-
figuration. Therefore, a faster heuristic algorithm is proposed
to reallocate the resources in real-time. To this end, a greedy
approach is exploited. For each flow, in each step, a server
which minimizes the energy consumption of the network for
the next required VNF is selected. If there are multiple servers
that have equal energy consumption, then the server which is
closer to the node considered in the current step is selected.
For each flow and for each VNF required by the flow, the
shortest path from the current server to all other servers are
calculated (line 5). It should be mentioned that just those
links that have a capacity greater than the size of the flow
are considered as valid links (i.e., function Prune removes
links that have a capacity less than T f ). In lines 6-10, all
servers that do not support the requested VNF are omitted
from the list by setting the cost of reaching them infinity (i.e.,
the cost is the propagation delay of paths). Additionally, it
removes all links to nodes that are met previously. Afterward,
the amount of extra energy that would be imposed by each
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TABLE II: Traffic Generator Notation and Inputs.
Symbol Definition Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5
Bf Ratio of flow size to link capacity 0.3 0.3 0.3 0.3 0.2
γ Ratio of servers that can host VNFs 1 0.7 0.7 0.7 0.5
V f Average number of requested VNFs that a flow needs 2 2.5 2 2.5 2.5
Xγ Ratio of VNFs hosted by a server 0.7 0.7 0.7 0.7 0.7
V fmin Minimum number of requested VNFs per flow 2 2 2 2 2
V fmax Maximum number of requested VNFs per flow 5 5 5 5 5
F Number of flows 25 22 26 28 45
τ Edge switches ratio 1 1 1 1 1
τs Ratio of edge switches that are source of a flow 1 1 1 1 1
τd Ratio of edge switches that are destination of a flow 1 1 1 1 1
β Coefficient of number of generated flows per source 0.4 0.4 0.4 0.4 0.4
Fm Maximum number of generated flows per source 10 10 10 10 10
X Number of different VNFs 10 10 10 10 10
Algorithm 5 Short Term Energy-aware Nearest Service Func-
tion first (ST-ENSF)
INPUT: k,OP . OP : other required parameters
OUTPUT: SP . k: requested VNF
1: SP=empty; . SP : selected path
2: CN = s; . CN is the current server
3: for each flow f in F do
4: for each VNF k in K do
5: [costs, paths] =
Dijkstra(CN, k, Prune(Bmax));
%Remove Redundant servers
6: for each server i in N do
7: if S(k,i) == 0 then
8: costi =∞;
9: end if
10: end for
11: energy = Energy Consumption(N );
12: [v, p] = ENS(paths, costs, energy);
13: add p to SP f
14: CN = v;
15: Bmax = Reduce Capacity(Bmax, T f , p);
16: end for
17: p = Shortest Path(CN, k, Prune(Bmax));
18: add p to SP f
19: Bmax = Reduce Capacity(Bmax, T f , p);
20: end for
21: return SP
server is calculated in line 11. Accordingly, if server i is
currently ON, then the variable energyi is zero. Otherwise,
it is the energy consumption of the server. In line 12, ENS
finds the nearest ON server which supports the required VNF
(in the sake of cost). If there is not such a server, ENS seeks
for servers that are in IDLE status. In this way, it finds the
server with the minimum energy consumption.
At this point, the selected path p is added to SP f (line
13) and the current status is updated to the selected server
(line 14). Besides, the available capacity of the links used in
the selected path is reduced by the size of the flow. After
meeting all required VNFs, the algorithm uses the shortest
path to directly move to the destination (lines 17-19).
2) VNF Placement & ENSF (LT-ENSF): ST-ENSF is sup-
posed to change servers’ status from ACTIVE to IDLE and
vice versa, however, when the network is congested it may
be required to switch a server from OFF status to ON
(ACTIVE/IDLE) status. This will happen based on the fact
the amount of traffic load on the network will increase more
than the capacity of ON servers. As a result, LT-ENSF is pro-
posed in which the servers can switch between three different
possible states. The outline of the algorithm is similar to ST-
ENSF, however, the function ENS in line 12 of the Algorithm
5 is completely different. ENS in this algorithm seeks for a
server which is already in ACTIVE status, if it is not possible
then a server with minimum energy consumption would be
selected. if neither possible, a nearest OFF server would be
activated to handle the request. It should be mentioned that
ST-ENSF selects the VNFs that are used for each flow for
a set of active VNFs running in given servers (i.e. it only
performs a VNF assignment) while LT-ENSF performs the
VNF Placement and VNF assignment simultaneously. In VNF
placement, the algorithm specifies the set of supported VNFs
for each server.
D. Mathematical Computational Complexity
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Fig. 3: Abilene Network Topology.
NSF: The order of line 1 of Algorithm 3 is
O(N · logN + |E|) while it is O(N) for lines 2
and 9. Therefore, the order of the Algorithm 3 is
O(2N + N · logN + |E|) ≈ O(N · logN + |E|). Similarly,
in Algorithm 2, the order of lines 3, 4, and 6 are O(Ψ),
O(N · logN + |E|), and O(N), respectively. Therefore,
the total computational complexity of NSF is in order of
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Fig. 5: Short Term Resource Reallocation
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Fig. 6: Long Term Resource Reallocation
O(Ψ ·
[(
N · logN + |E|)+N]) ≈ O(Ψ · (N · logN + |E|)).
ENSF: The computational complexity of lines 3 and 4 of
Algorithm 5 are in order of O(F ) and O(Ψ), respectively.
The order of each of lines 5 and 17 is O(N · logN + |E|)
while it is O(N) for each of lines 6, 11-15, 18, and 19.
Therefore, the total computational complexity of ENSF is
O(F ·Ψ · (N · logN + |E|)).
VI. NUMERICAL RESULTS
In this section, the proposed schemes are evaluated under
different traffic patterns over a real-world network topology
called Abilene [41]. The traffic-demand generator and the
simulation setup are discussed in the upcoming subsections.
A. Traffic-Demand Generator
In order to investigate the performance of the proposed re-
source allocator/reallocator algorithms, a traffic-demand gen-
erator is proposed. It takes multiple input parameters and
generates network traffic flows with different specifications:
rate, source and destination, VNF requirements, and end-to-
end tolerable delay. Table II presents the input parameters of
the traffic generator. It is important to note that the described
algorithm is meant to generates the traffic pattern (and not the
traffic packets).
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We consider the flows as unidirectional. The variable, τ
specifies the percentage of switches that acts as edge switches
(i.e. they can be source or destination of a flow, τ = 1
means that all switches can be considered as edge switches).
Therefore, the number of edge switches is τ × N . Similarly,
the variables τs and τd are the percentage of edge switches that
can act as the source or the destination of a flow, respectively,
i.e., the number of source switches is Ns = τ × τs ×N and
the number of destination switches is Nd = τ × τd ×N . The
number of potential source-destination pairs is Ns ×Nd.
We want β × Nd to be the average number of flows
that are generated by a source node. We assume that the
number of generated flows for each source switch follows a
geometric distribution [42] with 1/(β × Nd) as the success
probability. For practical reasons, we also include in the model
the maximum number of flows Fm that can be generated by
a source node, therefore the flows will be generated with a
truncated geometric distribution and the average number of
flows from each source node is actually smaller than β ×Nd.
γ is the fraction of servers that can host VNFs, therefore,
γ × N is the number of servers that can host a VNF. On
the other hand, Xγ is the fraction of VNF types hosted by a
server, meaning that a server can host at most Xγ×X different
VNFs, where X is the number of different types of VNFs.
The number of VNFs that are needed by a flow is generated
according to geometric distribution with average Rf . In order
to make realistic scenarios, we consider Rfmax and R
f
min as the
maximum and minimum number of VNFs needed by a flow,
respectively. If the generated number is greater than Rfmax, the
number is set to Rfmax and similarly for the minimum (note
that this approach changes the average number with respect to
the average of the initial geometric distribution). The average
traffic rate demand of a flow is a fraction Bf of the capacity
of the link, i.e., it is Bf × link capacity. In particular, the
rate of generated flows follows a uniform distribution between
0 and 2×Bf × link capacity.
B. Simulation Setup
In this subsection, the system configuration and the network
topology used in our simulations is described. Table III reports
the configuration of the PC on which we run the simulations.
We used CVX [43] to solve the ILP optimization problems.
The network topology considered in our simulation is called
TABLE III: Hardware Configuration.
Name Description
Processor Intel(R) Core(TM) i5-2410M CPU @ 2.30GHz
IDE Standard SATA AHCI Controller
RAM 4.00 GB
System Type 64-bit Operating System, Windows 10
Abilene [41] and is illustrated in Figure 3. We set the link
capacity Bmax(i, j) = 1 [Gbps] for all the links that inter-
connect the switches. In addition, the links that connect a
server to a switch in a node have a capacity equal to the
sum of the other links of the switch, so that there is no
bottleneck in the local communication between a switch and
a server. Each server has three modes: ACTIVE (i.e., the
energy consumption is full rate energy consumption), IDLE
(i.e., the energy consumption is a constant and low value), and
OFF (i.e., it has no energy consumption). We assume that the
processing capacity of a server Cmaxi is equal to the sum of the
capacity of all incoming links multiplied by a factor Θ ≤ 1.
If Θ = 1, the processing capacity of the server is enough to
process flows at the maximum possible rate on all incoming
links. By properly reducing Θ we can let the processing power
of some servers become a system bottleneck. To investigate the
impact of server processing capacity on energy consumption,
in section VI-C, the Θ factor has been set to 0.1, after some
empirical tuning.
We assume that the energy consumption of a server Ei
is related to its maximum processing capacity. In particular,
we define as parameters the maximum and minimum energy
consumption (Emax, Emin) of a server. We assign Emax to the
server(s) that have the maximum processing capacity, Emin to
the server(s) that have the minimum processing capacity, and
an intermediate value between Emin and Emax to the other
servers (scaled linearly). In our simulation we set Emin=200J
and Emax=400J .
Moreover, the algorithms are examined in a sequence of
five different iterations. We generate a set of traffic demands
corresponding to the first iteration. In particular, the set of
flows (i.e. the number of flows and their source and destination
node) and the set of required VNFs for each flow are chosen
according to the model described in Section VI-A. Then, in
each following iteration, the flow rate is increased using an
uniform distribution with an average of 10% (between 0 and
20%) of the flow rate. In the simulations discussed here we
consider α to be 0, i.e. we are only optimizing the energy
consumption (i.e., the second term of the objective function
in Eq. (24)).
The five considered traffic scenarios are presented in Table
II. In the first three lines we report the parameters that are
variable in the scenarios: i) the ratio of flow size to link
capacity (denoted as Bf ), two different values for Bf are
considered (0.2 and 0.3); ii) the ratio of servers that can host
VNFs γ (which allows to investigate the impact of servers
processing capacity); iii) the average number of requested
VNFs per flows Rf .In addition, we set a number of common
parameters across the scenarios as reported in the other rows.
Finally, the number of flows F reported in the table is the
output of the random generation process for the five scenarios
in the considered experiments.
C. Energy, Path Length, and Reconfiguration Side-effect
In Figures 4-6, the x-axis elements are the labels of different
traffic scenarios stated in Table II. The energy consumption of
servers in the IDLE mode is 60 percent of its energy consump-
tion in the ACTIVE mode. We divide the algorithms into three
different classes i. Resource Allocation (fig. 4), ii. Short Term
Resource Reallocation (fig. 5), and iii. Long Term Resource
Reallocation (fig. 6). We compare the Energy Consumption,
Path Length and Reconfiguration Overhead that is the number
of entries that should be changed in the switches forwarding
tables to enforce the new resource allocation decision. Since
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for the first two classes it is not possible to change the state
of a server from ON to OFF (and vice-versa), all servers are
supposed to be in ON mode in these cases.
Since for i. and ii. it is not possible to change the state of a
server from ON to OFF or vice versa, all servers are supposed
to be in ON mode for these classes.
In order to provide a more realistic analyze of our work, we
exploit the state-of-the-art algorithm ASR [33] which performs
the VNF placement and the SFC routing. Since ASR considers
that all VNFs are supported on each server, therefore, ASR is
a long-term algorithm and we compare it with our long-term
algorithms.
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Fig. 7: Traffic Scenario 1
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Fig. 8: Traffic Scenario 2
As for the resource allocation algorithms, we compare
SFRA, NSF, and Energy-aware SFRA which are defined in sec-
tions IV-C, V-A, and V-B1, respectively. SFRA (formulation
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Fig. 9: Traffic Scenario 3
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Fig. 10: Traffic Scenario 4
of SFC constraint with VNF ordering) and NSF take as input
flow demands whose size is not specified, while Energy-aware
SFRA takes as input flow demands with a specified size. As can
be seen, SFRA and NSF have a similiar ”energy consumption”
while the ”path length” and ”configuration overhead” of SFRA
is lower than NSF. All of these algorithms (NSF, SFRA, and
Energy-aware SFRA) are sub-optimal because they consider
flows one-by-one.
Fig. 5, compares the short term reallocation algorithms ST-
GRR IV-D, ST-3R V-B2, and ST-ENSF V-C1 considering the
three different metrics. In all of the test cases, the energy
consumption of both ST-ENSF and ST-3R are near optimal.
In all scenarios except scenario 1, the path length and recon-
figuration overhead of ST-3R is lower than ST-ENSF.
Finally, fig. 6 analyzes our performance metrics of the
Long-Term Resource Reallocation algorithms LT-GRR (sec-
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tion IV-D), LT-3R (section V-B2), LT-ENSF (section V-C2),
and ASR [33]. In all test cases, the energy consumption
obtained by running LT-3R and LT-ENSF are close the optimal
one and far away from ASR. Moreover, both the path length
and the reconfiguration overhead are dramatically lower than
ASR and optimal solution. This happens because the focus of
the optimal solution is on the energy consumption but not the
length of the paths.
D. Server and Link Utilization
In this subsection, the proposed schemes are compared
considering the link and server utilization metrics. To this end,
the average utilization and maximum utilization of both links
and servers are evaluated for the five iterations described in
VI-B. We select two different scenarios and compare these
measures among them in Fig. 7 and Fig. 11, respectively.
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Fig. 11: Traffic Scenario 5
As can be seen, in all test cases the average and the
maximum server utilization of ST-ENSF and ST-3R are lower
than ST-GRR while the total throughputs are similar. This
happens because the focus of ST-GRR is only on the energy
consumption, therefore, it tries to minimize the number of
active servers. As a result, the maximum and the average server
utilization of ST-GRR is higher than the heuristic approaches
in all test cases. On the other hand, ST-ENSF tries to find the
nearest VNFs in the sake of delay and path length, therefore,
the maximum link utilization of ST-ENSF is higher than the
other approaches.
E. Computational Complexity
In this subsection, the execution time of the heuristic
algorithms and the optimal solutions are compared. Table III
presents the configuration of the system used to execute the
algorithms. The results are stated in Table IV. As shown, the
execution time of ENSF is very low, hence, they can be used
as real-time heuristics to reconfigures the network for online
resource reallocation. On the other hand, 3R can be used for
offline resource reallocation.
TABLE IV: Computational Complexity.
Flow GRR RRR [s] NSF [s] ENSF [s]
10 58 s 36 0.005 0.005
20 16 min 77 0.005 0.005
30 49 min 154 0.005 0.005
40 4 hour 183 0.005 0.005
250 ≥ 1 Month 821 0.097 0.101
500 ≥ 1 Month 1641 0.196 0.204
750 ≥ 1 Month 2443 0.298 0.312
1000 ≥ 1 Month 3252 0.395 0.426
1500 ≥ 1 Month 4871 0.675 0.608
2000 ≥ 1 Month 6494 0.871 0.812
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Fig. 12: Computational Complexity.
VII. CONCLUSION AND FUTURE WORKS
In this paper, we proposed a novel resource allocation
architecture for joint VNF placement and routing in the SDN-
based networks. Besides, the problem of service function
chaining with the goal of minimizing the energy consumption
and network reconfiguration overhead is addressed. To this
end, we mathematically formulated the problem and proposed
several heuristics to solve them. The objective is to minimize
the energy consumption and the side-effect of network recon-
figuration while the flow requirements are met. Simulation
results showed that the proposed schemes allocate the network
resource in a way that the energy consumption is near to
the optimal solution. Future work will be dedicated to make
the algorithms robust against burst traffics. Another field of
future interest would be considering the queuing delay of the
switches and the processing delay of the server to improve the
QoSs.
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