Reinforcement learning (RL) constitutes an effective method of controlling dynamic systems without prior knowledge. One of the most important and difficult problems in RL is the improvement of data efficiency. Probabilistic inference for learning control (PILCO) is a state-of-the-art data-efficient framework that uses a Gaussian process to model dynamic systems. However, it only focuses on optimizing cumulative rewards and does not consider the accuracy of a dynamic model, which is an important factor for controller learning. To further improve the data efficiency of PILCO, we propose its active exploration version (AEPILCO) that utilizes information entropy to describe samples. In the policy evaluation stage, we incorporate an information entropy criterion into long-term sample prediction. Through the informative policy evaluation function, our algorithm obtains informative policy parameters in the policy improvement stage. Using the policy parameters in the actual execution produces an informative sample set; this is helpful in learning an accurate dynamic model. Thus, the AEPILCO algorithm improves data efficiency by learning an accurate dynamic model by actively selecting informative samples based on the information entropy criterion. We demonstrate the validity and efficiency of the proposed algorithm for several challenging controller problems involving a cart pole, a pendubot, a double pendulum, and a cart double pendulum. The AEPILCO algorithm can learn a controller using fewer trials compared to PILCO. This is verified through theoretical analysis and experimental results.
Introduction
Reinforcement learning (RL) constitutes a developing field in machine learning, which is an efficient method for autonomous learning in robotics and control without prior knowledge (Sutton, 1988) .
RL is different from conventional supervised learning and unsupervised learning, which typically employ static training samples, in that it learns by interacting with an environment autonomously.
Generally, several interactions are required to collect knowledge about an environment before the agent's learning to control. For a realistic dynamic system that is sensitive to time and increases in computation, a large number of interactions may lead to a security risk. Thus, the required number of interactions should be considered when RL is applied to actual robot systems.
A reinforcement learning agent explores the environment through interacting with it. The agent learns
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probability and an appropriate policy until a predefined system target is achieved. Data efficient RL finds an appropriate policy that can maximize cumulative rewards with the minimal number of interactions (Deisenroth and Rasmussen, 2011) . In data efficient RL, lack of prior knowledge about the environment is the most fundamental challenge in achieving data efficiency. It is difficult to select an optimal policy for the agent to control without an accurate dynamic model. In addition, the tradeoff between exploration and exploitation remains challenging for control systems.
Various effective algorithms for solving data efficient problems are available in the literature (Hayes and Demiris, 1994; Price and Boutilier, 2003; Bagnell and Schneider, 2001; Ng et al., 2006) . Previously proposed data efficiency algorithms mostly employ a model-based structure since it provides a natural advantage in achieving data efficiency compared with the model-free method. The Dyna papers are classical works in the model-based RL domain (Sutton, 1991; Silver et al., 2008) . There are several algorithms from the viewpoint of the model structure and stochastic optimal control (Fabisch and Metzen, 2014; Pan and Theodorou, 2014; Pan et al., 2015) . Alternatively, a few recent studies have combined model-based learning with deep nets (Gruslys et al., 2017; Finn et al., 2015; Finn and Levine, 2016; Levine et al., 2016; Chebotar et al., 2017; Nagabandi et al., 2017; Ebert et al., 2017) . Moreover, the probabilistic inference for learning control (PILCO) algorithm is an excellent framework for achieving data efficiency (Deisenroth and Rasmussen, 2011; Deisenroth et al., 2015) .
PILCO uses a probability dynamic model instead of a single determinate one. In addition, this probability description learns the uncertainty of the dynamic model, which is an important challenge in model-based RL methods. However, PILCO focuses on maximizing cumulative rewards to learn optimal policy parameters and does not consider the accuracy of the dynamic model, which is an important factor when learning controllers. Moreover, in the policy improvement stage of PILCO, an agent minimizes the mean of an accumulated cost function to update policy parameters and then uses the parameters to simulate a new trajectory. This policy improvement strategy is essentially an exploitation-only algorithm, without exploration.
Motivated by the aforementioned limitations, we propose an active exploration PILCO (AEPILCO) algorithm. We improve the typical PILCO by considering the influence of a dynamic model. The key concept of the proposed algorithm is selecting a sample set that is helpful in training a dynamic model better. Owing to the accurate dynamic model, optimal policy parameters are learned and targets are achieved faster. To this aim information entropy is introduced to describe sample uncertainty. Samples with high uncertainty are more helpful in training an accurate dynamic model. Thus, data efficiency is achieved in terms of a carefully learned dynamic model. The improved data efficient performance of AEPILCO is verified through the simulation of several challenging control problems.
The rest of the paper is organized as follows. The typical PILCO framework is introduced in Section 2. Then, the AEPILCO algorithm is presented in Section 3. Experimental results and analysis are provided in Section 4. Finally, the conclusions are given in Section 5.
PILCO framework
PILCO considers a dynamic system with continuous state x and action u. Formally, it considers dynamic systems
with continuous-valued states x t ∈ R D and action u t ∈ R F , Gaussian system noise ω, and unknown transition dynamics f . The policy search objective is to find a policy/controller π : x → π(x, θ) = u, which minimizes the expected long-term cost,
of following π for T steps, where c(x t ) is the cost of being in state x at time t, and the cost function is defined by the distance of current state to target one:
State transition is considered a Markov process. Given state x t , a dynamic system transfers to state x t+1 with action u t according to dynamic model f , which describes the transition probability p(x t+1 |x t , u t ). A state-action vector is defined asx t = [x t , u t ]. The set of tuples x t , x t+1 is defined as a sample. The state transition follows a dynamic model. Using the determined dynamic model, x t is easy to be compute oncex t−1 is known. The current sample can be described using the probability of the next state p(x t ), instead ofx t−1 .
Policy π is a function parameterized by θ. In PILCO, the policy representation is a deterministic Gaussian process with a fixed number of N basis functions. Here, 'deterministic' means that there is no uncertainty about the underlying function. Therefore, the deterministic Gaussian process is a degenerate model, which is functionally equivalent to a regularized RBF network. Our objective is to find a policy π * which minimizes J π (θ) in Eqn.(2).
In PILCO, the dynamic model is implemented as a Gaussian process, which is completely specified by its mean and covariance functions. According to the 353 definition of the Gaussian process transition probability, when a system is in a specific state x, the predicted state x * with action u follows the normal distribution,
The squared exponential kernel function is selected as the covariance function
where noise variance σ ε , latent function variance σ and length-scale l are Gaussian process hyper-parameters, which must be learned. The initial training input is D = {x 1 , . . . ,x n }. The corresponding training target is the next state set, {x 2 , . . . , x n+1 }, to which the system transits, and δ pq is the Kronecker function, which is one if the two inputs, p, q, are equal and zero otherwise. An increasing number of samples is added to the training data set through constant interaction with the environment. Thus, an agent can update the hyper-parameters by retraining the dynamic model with the new training data to predict the next state. Moreover, PILCO assumes that action selection follows the normal distribution when the system is in a specific state,
In the initialization stage, assuming that the policy selection follows initial mean μ 0 = 0 and covariance Σ 0 = 1, the system is executed in an actual environment for initial training dataset D. Subsequently, the agent uses this training dataset to learn the hyper-parameters of the Gaussian process. In the policy evaluation stage, policy parameter θ is evaluated by simulating t predicted steps using the learned dynamic model and parameterized policy function π(θ). Policy evaluation accumulates the cost function value in t predicted steps and obtains objective J π (θ). Then, a policy gradient method is utilized to obtain the optimal policy parameters that will be used in the next trial. In order to implement the algorithm, PILCO makes certain assumptions and simplifications including the first-order Markov process and predicting one step forward when the agent simulates samples. Through experiments, the authors verified that the simplification of the calculation in PILCO would not affect controller learning significantly.
According to the one-step prediction with specific input derived by Deisenroth et al. (2015) , the mean and variance are given by
where k(·, ·) is the covariance function, K is the covariance matrix of training inputs. PILCO benefits from its Gaussian process assumption and achieves data efficiency. However, the objective function, J π (θ), in the policy evaluation stage depends only on the distance between the current state and the target without considering the accuracy of the dynamic model, which is an important factor for improving data efficiency.
Active exploration PILCO
This section describes the AEPILCO algorithm in detail. A typical Bayesian RL PILCO framework uses a Gaussian process to model a dynamic system and updates the policy parameter by minimizing the mean of accurate rewards, which are estimated by the distance between the current state and the target one. Then, the agent focuses on exploiting the current existing policy parameter to interact with the environment. However, PILCO does not consider the accuracy of the dynamic model. To resolve this problem, we propose the AEPILCO algorithm to achieve data efficiency by actively selecting samples. This is helpful for learning a more accurate dynamic model. Specifically, information entropy is utilized to describe long-term predicted samples. In the following subsections, we first describe the entropy-based sample description method and analysis. Subsequently, we examine how to use the information entropy method to achieve data efficiency in the policy evaluation and improvement stages. Finally, we describe the entire processes of the proposed algorithm and evaluate the difference between PILCO and AEPILCO.
3.1.
Entropy-based sample description. Consider that a dynamic model is learned using interaction samples, which depend on a parameterized policy function. The policy parameter is updated depending on the reward accumulated in t simulation steps.
Thus, the key to learning an accurate dynamic model is generating informative simulated samples in the policy evaluation stage.
We introduce information entropy to describe simulated samples. According to the Gaussian process assumption, transition probability p(x t+1 |x t , u t ),
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which describes the transition of the system from state x t to state x t+1 with action u t , follows the normal distribution.
The information entropy of predicted state distribution p(x t+1 |x t , u t ) can be described as
T h i s entropy describes the uncertainty of variable x t+1 . High information entropy implies high uncertainty. Information entropy is used to describe the predicted sample. When predicting samples for efficient RL algorithms, the agent should select the samples with the largest uncertainty. Because the sample set with higher information entropy is helpful for learning a more accurate dynamic model, the learned model based on these high uncertainty samples exhibits a stronger generalization ability. Therefore, we select the samplex t , which can obtain the optimal predicted state x t+1 , with the largest entropy. Thus, the information entropy criterion is
where x * H is the optimal sample with the highest information entropy required for sampling, x t+1 ranges over all possible states, p(x t+1 |x t , u t ) describes the probability of state-action vector x t , u t yielding a transition to state x t+1 .
Based on the Gaussian process, normal distribution, and first-order Markov process assumptions, posterior probability p(x t+1 |x t , u t ) is specified by its mean and covariance function described in Eqn. (7).
Policy evaluation.
In the AEPILCO framework, previous actual generated samples are used to learn a basic dynamic model. Subsequently, this dynamic model is utilized to predict a sequence of simulation samples, x 1 , x 2 , . . . , x t . Our objective is to maximize the information entropy of the entire predicted state distribution.
As every predicted state follows the normal distribution, the entropy of the multivariate normal distribution with probability p(x t+1 |x t , u t ) can be described as a continuous integration, which is given by
where x t+1 is an element of state set X = (x 1 , x 2 , · · · , x t ) to be yet simulated.
According to the entropy expression for the multivariate normal distribution derived by Ahmed and Gokhale (1989) , the entropy of the sample set in Eqn. (9) can be rewritten as
where Σ is the covariance matrix of the predicted sample set, |·| denotes the determinant, and N is the number of samples. To maximize H(X) in Eqn. (10), we only maximize ln (|Σ(X)|). Thus, the active exploration optimistic term is described as
This term focuses on generating informative samples. Adding this term to the policy evaluation stage is helpful for learning an accurate dynamic model. Observe that a typical PILCO policy evaluation objective function only focuses on the distance between the current state and the target one without considering the accuracy of the dynamic model, which can contribute to improving data efficiency. We add Eqn. (11) to the policy evaluation of a typical PILCO. Then, the AEPILCO policy evaluation objective function is
where α is parameter used to trade off exploration and exploitation. The first item is an objective function used in PILCO which is measured by the distance between the current state and the target one (Deisenroth et al., 2015) . AEPILCO follows the definition of cost function c(x t ) in Eqn. (3). The geometric distance from the state x t to the target state x target is denoted by d, and the parameter σ c controls the width of the cost function according to the setup of each scenarios. We refer to the added optimization function item as the active exploration term because it helps in exploration. The covariance in Eqn. (11) contains the uncertainty information of the dynamic model.
A typical PILCO is an exploitation-greedy algorithm. Thus, adding Eqn. (11) is helpful for balancing exploration and exploitation.
3.3.
Policy improvement. We have shown how to achieve a policy improvement through the added active exploration item in Eqn. (12). In AEPILCO, the objective function in policy evaluation is the sum of the active exploration item and typical cost function, which is derived in PILCO. Thus, we must only compute the derivative of Eqn. (12) with respect to the policy parameter,
where
An active exploration method for data efficient reinforcement learning
The matrix derivative with respect to the matrix is
Thus, the derivative of the added active exploration term with respect to policy parameter θ depends on |Σ (x)|, |Σ| Σ −1 and ∂Σ (x)/∂θ, as derived in Eqns. (14)- (16).
The covariance of predicted samples is derived in PILCO using the moment matching approximation method (Deisenroth et al., 2015) , which exactly computes the first two moments of a predictive distribution.
The derivative of the covariance with respect to the policy parameter is similar to ∂μ (x)/∂θ, which is derived in PILCO (Deisenroth et al., 2015) . For ∂Σ (x)/∂θ, we compute the following derivative:
dΣ (x t ) dθ = dΣ dp(u t−1 ) dp(u t−1 ) dθ
where ∂Σ/∂μ u and ∂Σ/∂Σ u are propagated by long-term prediction and computed by the moment matching approximation method derived by Deisenroth et al. (2015) . ∂Σ/∂μ u and ∂Σ/∂Σ u in Eqn. (17) are the derivatives of the mean and covariance of the action with respect to the policy parameter. The derivation computation of Eqn. (17) depends on the presentation of the policy, which is introduced in PILCO. Following PILCO, AEPILCO represents the policy as a Gaussian, and a BFGS policy gradient method is utilized to obtain new policy parameters.
Algorithm 1 summarizes the entire process of AEPILCO. Compared with a typical PILCO (Deisenroth et al., 2015) , AEPILCO adds an active exploration term in Step 6 to the objective function in the policy evaluation stage. The PILCO framework update policy depends on the evaluation of predicted simulations, which is calculated from the dynamic model. In AEPILCO, for learning a more accurate dynamic model, we extend the policy evaluation objective function by adding an optimization term, which is used to describe the predicted samples with information entropy. Moreover, adding the optimization term is also helpful for exploration as it can describe the sample variance. This feature is analyzed in Section 3.2. Thus, AEPILCO can use minimal interactions to achieve a predefined target using the accurate dynamic model, and by balancing exploration and exploitation. Algorithm 1. Framework of ensemble learning for our system. Init: Initialize a random policy π with parameter θ ∼ N (μ 0 , Σ 0 ). Execute the policy on a real system to gather training data D.
Repeat:
learn Gaussian process dynamic model f using all data. Repeat: prediction: simulate the system for p(x 1 ), . . . , p(x t ) policy evaluation: approximate inference; obtain
policy improvement: BFGS-based policy improvement; obtain dJ π (θ)/dθ. Return new policy parameter θ * until convergence π(θ) ← π(θ * ) Execute the policy on the actual system to gather training data. until the current state of reaches the target state, the task is achieved.
Experiments and analysis
In this section, we evaluate the AEPILCO algorithm on several challenging control tasks including benchmark problems and high-dimensional state space problems.
We utilize here the simulated scenarios provided by the PILCO software package (http://mloss.org/software/view/508/) to verify our algorithm. The package provides six simulators of implemented scenarios as demonstration. All of them focus on the fundamental of solving the differential equations of nonlinear dynamic systems. The detailed derivation of their physical model is provided in the PILCO software package. We use four of these predesigned scenarios with different dimensions of the state space to verify our algorithm. Firstly, the comparison experiment conducted to evaluate the dynamic model learned by AEPILCO and PILCO is presented in Section 4.1. The comparison is followed by a parameter selection experiment, which is described in Section 4.2. Lastly, the experiment and analysis performed to examine the time required by PILCO and AEPILCO to achieve a goal are presented in Section 4.3. All the experiments were performed on a PC with an i5 CPU (2.57 GHz), 8 GB RAM, and the Windows 10 operating system.
4.1.
Scenarios setup and verification experiment. The verification experiment is designed to evaluate the effectiveness and data-efficiency of the AEPILCO algorithm. AEPILCO learns to control four challenging problems, involving a cart pole, a pendubot, a double pendulum, and a cart double pendulum. Figure 1 illustrates the structure of these four scenarios. The dynamic systems consist of a cart, a single/double-link pendulum, or both. Each scenario has a certain target, including maintaining the balance of the pendulum, maintaining the cart at a zero position, or both. Following PILCO, for each task, the target is to reach certain conditions and maintain them for at least 10 time steps. To solve the four tasks in our experiment, a nonlinear policy is required.
Following PILCO, AEPILCO represents the preliminary policyπ bỹ
where x * is a test input, α = (K + 0.01I) −1 t, and t plays the role of a Gaussian processs training targets. M = [m 1 , . . . , m N ] are the centers of the (axis-aligned) Gaussian basis functions,
The policy representation in (18) is called a deterministic Gaussian process with a fixed number of N basis functions. Here, 'deterministic' means that there is no uncertainty about the underlying function, that is, varπ[π(x * )] = 0. Therefore, the deterministic Gaussian process is a degenerate model, which is functionally equivalent to a regularized RBF network.
In AEPILCO, we combine the following parameters as a policy parameter vector θ. The parameters of the deterministic Gaussian process in (18) are the locations M of the centers (D × N parameters), the (shared) length-scales of the Gaussian basic function (D length-scale parameters per target dimension), and the N targets t per target dimension. In the case of multivariate controls, the basic function centers M are shared. Table 1 summaries the setup of four scenarios used in this paper: for each scenario, the dimensionality of the state and action spaces is listed together with the dimension of the policy space. Following PILCO, AEPILCO uses the BFGS algorithm to realize a policy improvement. The number of policy searches for each scenarios are 12, 30, 20 and 30, respectively. The number of basic functions for RBF controllers are 100, 150, 100 and 200, respectively. Tables 2-5 show the comparison of the partial final states for four scenarios between PILCO and AEPILCO. In the cart pole problem, the target is determined by the cart position and the inner pendulum angle. The target is achieved when the cart position reaches zero and the angle of the pendulum reaches 0, ±π, or ±2π. Table 2 shows that PILCO and AEPILCO require 7 and 8 trials to achieve the target, respectively. The cart double pendulum problem is a combination of a cart pole and a double pendulum. The target is achieved when the cart position is zero and the angles of two pendulums reach 0, ±π, or ±2π. The results in Table 3 show that PILCO and AEPILCO require 34 and 26 trials to achieve the target, respectively. In the double pendulum problem, two actions are applied to the inner and outer pendulums. The target is achieved when the inner and outer pendulum angles reach 0, ±π, or ±2π. The results in Table 4 show that PILCO and AEPILCO achieve this target in 10 and 6 trials, respectively. In the pendubot problem, one action is applied to the inner pendulum. Similarly to the double pendulum, the pendubot's final state is the one in which the inner and outer pendulum angles reach 0, ±π, or ±2π. The results in Table 5 show that PILCO and AEPILCO require 15 and 10 trials to achieve the target, respectively. Tables 3 and 5 show the results for trials 20 to 40 and trials 6 to 20, respectively, because the first 5 trials and first 20 trials did not achieve the target. We use fixed parameter α in the experiments. In general, Tables 2-5 illustrate that the AEPILCO algorithm can successfully learn a good controller. For all tasks, AEPILCO requires fewer trials to achieve a target compared to PILCO and shows higher data efficiency. This is mainly because AEPILCO can learn a more accurate dynamic model, which is helpful for learning a controller. In contrast, PILCO focuses on minimizing the distance between the current state and the target without considering the accuracy of the dynamic model.
4.2.
Dynamic model efficiency experiment. This experiment is designed to evaluate the dynamic model Figure 2 shows the comparison of the cost function values for the cart pole, pendubot, double pendulum, and cart double pendulum problems. The cost function is defined by c(x) in Eqn. (12). Following PILCO, the cost function is defined by the distance between the current state and target one. The predicted cost function value is computed using simulated samples in the simulation stage. The real cost function value is computed using the actual executed samples in a real execute stage. The horizontal axes in Fig. 2 is more accurate. Moreover, in Figs. 2(a)-2(c), even though the distance between the simulated and actual cost function values is larger for PILCO compared with AEPILCO, the solid round and pentagram lines show a common trend of change. In contrast, in Fig. 2(d) , the actual cost function values obtained using PILCO are not smooth when the agent tends to convergence using AEPILCO. In addition, in Figs. 2(a)-2(b), the largest distance between the cost function values indicated by the pentagram and solid round lines is smaller than 0.2. In contrast, in Fig. 2(b) , this distance is larger than 0.5 at most steps.
We use the Euclidean distance to quantitatively evaluate the distance between the predicted simulation and the actual executed cost function values. The comparison of the results of the high-dimensional problems is shown in Table 6 . The results illustrate the distance between the actual executed cost and the simulated cost obtained using PILCO and AEPILCO, respectively.
For all control problems, AEPILCO provides better performance in learning the dynamic model. This is mainly because our algorithm considers the accuracy of the dynamic model and adds the active exploration item in the policy evaluation stage. Assume that the dynamic model is learned using actual interaction samples, which depend on the policy. In the policy improvement stage, policy parameters are calculated according to the objective function, which is determined by the rewards of the simulation samples. In AEPILCO, the simulation samples are most informative owing to the information entropy criterion. Thus, we can obtain informative simulation samples and policy parameters; this is helpful in learning an accurate dynamic model. Eqn. (12) affects convergence speed, to select appropriate parameters for each scenario, and evaluate the data efficiency of AEPILCO. We evaluate the effect of parameter α for four scenarios. We select a fixed α for each task. Figure 3 shows the comparison of convergence speed for different values of α for the cart pole pendubot, double pendulum, and cart double pendulum problems. The horizontal axes represent the number of trials. The vertical axes represent the mean cost value for the last several steps at each trial. The solid round lines show PILCO with no exploration. Other lines denote the results obtained using AEPILCO with fixed α. The mean cost decreases as the number of trials increases. The agent achieves the target state once the mean cost in the last few steps of each trial approaches zero.
Parameter selection experiment. This reported experiment is designed to analyze how parameter α in
Figure 3(a) shows the mean cost for the final 16 steps of the trials with α = 0, 0.1, 0.2, 0.3, and 0.4. When α equals 0.3, the cart pole agent can achieve the target in 4 trials while it cannot do so even within 15 trials for other cases. Figure 3(b) shows the mean cost for the final 30 steps of the trials with α = 0, 0.002, 0.004, 0.005, and 0.006. When it equals 0.005, the pendubot agent can achieve the target in approximately 10 trials, while it achieves the target in more than 20 trials for other cases. We consider the cost for the final few steps at each trial because the agent requires a few steps to achieve the target, and the number of required steps is different in each problem. Moreover, AEPILCO does not normalize the active exploration optimization item. Therefore, the optimal α is different for different problems.
According to the derivation of AEPILCO in Section 3, a larger α represents more exploration. However, excessive exploration may lead to divergence. Therefore, we use the following adaptive parameter selection function:
where α 0 is the initial value of α, t is the number of trials, and ω is set according to different scenarios. This adaptive parameter selection function allows more agent exploration in the first few trials and more exploitation when the agent approaches the target. Here, we set α 0 = 0.1, and the parameters ω for the four scenarios are 0.2, 500, 100 and 1000, respectively. Table 7 shows the trials required to achieve the targets in each scenario. The bold numbers are the trials 360 D. Zhao et al. cart pole pendubot double pendulum cart double pendulum PILCO (Deisenroth et al., 2015) 0 Table 7 . Results of convergent trials obtained using a typical PILCO, AEPILCO with fixed α, and AEPILCO with variable α for four high-dimensional problems.
cart pole pendubot double pendulum cart double pendulum PILCO (Deisenroth et al., 2015) 8 15 10 34 AEPILCO with fixed α 7 10 6 26 AEPILCO with variable α 4 9 5 24 best improvement 50% 40% 50% 29% An active exploration method for data efficient reinforcement learning 361 required by AEPILCO. The first row shows the results of PILCO. They illustrate that the AEPILCO algorithm performs better than PILCO, which is a no-exploration algorithm. In addition, AEPILCO with variable α achieves better performance compared with other cases in all scenarios. Moreover, data efficiency is reflected in Fig. 2 . In Figs. 2(a) , 3(c), and 2(d), when the cost function value obtained using PILCO jumps from 0.01 to 1, AEPILCO has already achieved the problem target state and the cost function value tends to 0. In Fig. 2(b) , AEPILCO achieves the convergence state for the pendubot problem, while the cost function value obtained using PILCO has not converged yet. The last row in Table 7 summarizes the best improvement scale compared with a typical PILCO.
In general, for all scenarios, AEPILCO with variable α provides the best performance. This is mainly because our algorithm selects informative simulations and policy parameters at each trial, which results in learning an accurate dynamic model. Moreover, the adaptive parameter selection method increases agent exploration at the beginning of interaction and increases exploitation when the agent approaches the target. In terms of computational efficiency, the computational complexity of AEPILCO does not increase significantly compared with a typical PILCO because adding the active exploration term to the policy evaluation stage corresponds to computing one more inverse of the covariance matrix in Eqn. (11). Considering the small size of the matrix, computational complexity does not increase significantly. The comparison results of the time required by PILCO and AEPILCO to achieve a goal are shown in Table 8 . The first two rows show the total time required to achieve the target in each scenario. The average time for each trial is shown in the last two rows. Even though the average time required by AEPILCO is larger than that required by PILCO, the total time required by AEPILCO is smaller compared to PILCO owing to the high data efficiency of AEPILCO.
Conclusions
In this paper, AEPILCO, which is an active exploration version of the data-efficient PILCO framework, was proposed to further improve data efficiency. Our algorithm utilizes an information entropy criterion to select the most informative sample set to learn a more accurate dynamic model.
Compared with the data-efficient PILCO framework, our algorithm considers the accuracy of the dynamic model. This is helpful for improving data efficiency in a controller learning task.
Moreover, the AEPILCO algorithm can balance exploration and exploitation because the active exploration item in the policy evaluation objective function consists of the covariance of predicted samples, which describes the amount of exploration. In summary, the contribution of AEPILCO includes a more accurate dynamic model and a higher balance between exploration and exploitation. These can effectively improve data efficiency. The simulation results obtained for several challenging control problems verify the effectiveness and data efficiency of the AEPILCO algorithm.
Also, AEPILCO has some limitations. The Gaussian process model is hard to scale to high dimensions. When a dimension is large, the computation is demanding. The policy function form, policy parameters and the reward function form are specific in AEPILCO. These limitations result from the Gaussian process. A Bayesian neural network is a good substitute. The simulation process should be derived carefully with a Bayesian neural network model. This is a prospective future research direction.
