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GLOBAL C1+α,
1+α
2 REGULARITY ON THE LINEARIZED PARABOLIC MONGE-AMPE`RE
EQUATION
LIN TANG AND QIAN ZHANG
Abstract. In this paper, we establish global C1+α,
1+α
2 estimates for solutions of the linearized parabolic
Monge-Ampe`re equation
Lφu(x, t) := −ut detD2φ(x) + tr[Φ(x)D2u] = f (x, t)
under appropriate conditions on the domain, Monge-Ampe`re measures, boundary data and f , where
Φ := det(D2φ)(D2φ)−1 is the cofactor of the Hessian of D2φ.
1. Introduction
This paper is concerned with global regularity of solutions of the linearized parabolic Monge-Ampe`re
equation introduced in [8]
(1.1) Lφu(x, t) := −ut detD2φ(x) + tr[Φ(x)D2u] = f (x, t) in Ω × (0, T ],
where Ω is a convex domain in Rn, T > 0 and φ ∈ C(Ω) is a strictly convex function satisfying
(1.2) detD2φ = g, 0 < λ ≤ g ≤ Λ in Ω
for some constants 0 < λ ≤ Λ < ∞, Φ := det(D2φ)(D2φ)−1 is the cofactor of the Hessian of D2φ, D2u
denotes the Hessian of u in the x variable, and tr(A) means the trace of the matrix A.
Concerning the regularity of the linearized elliptic Monge-Ampe`re equation
(1.3) tr[ΦD2u] = f in Ω.
a fundamental result is the Harnack inequality [3] for nonnegative solutions of
tr[ΦD2u] = 0 in Ω,
which yields interior Ho¨lder continuity of solutions of (1.3). By using this result and perturbation ar-
guments, Gutie´rrez and Nguyen [6] established interior C1,α estimates for solutions of (1.3). Using the
Localization Theorem [14], global C1,α regularity of solutions of the Dirichlet boundary problem
(1.4)
{
tr[ΦD2u] = f in Ω,
u = ϕ on ∂Ω,
was established in [12] under further assumptions on the geometry of Ω and φ.
Regularity of the linearized parabolic Monge-Ampe`re equation (1.1) was first studied by Huang [8],
where a Harnack inequality for nonnegative solutions of Lφu = 0 was established on parabolic sections
and thus generalizes the result in [3] from the elliptic to the parabolic case.
Hence, we are interested in developing higher regularity of solutions of the linearized parabolic
Monge-Ampe`re equation (1.1). As stated in [6], to obtain C
2+α,1+ α
2
loc
estimates for the solution u, it is
natural to assume that detD2φ is locally Ho¨lder continuous. However under this condition, the equation
(1.1) becomes uniformly parabolic. Therefore, we consider the C1+α,
1+α
2 regularity of solutions of (1.1).
Precisely, we extend the results in [6] and [12] to the parabolic case.
Our first result concerns interior C1+α,
1+α
2 regularity of solutions of (1.1), which generalizes [6] from
the elliptic to the parabolic case.
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Theorem 1. Let B1 ⊂ Ω ⊂ Bn be a normalized convex domain, T > 0, Q = Ω × (−T, 0]. Let φ ∈ C(Ω)
be a convex function satisfying (1.2) with φ = 0 on ∂Ω, where g ∈ C(Ω). Assume that u is a classical
solution of Lφu = f in Q with [ f ]n+1α,Q < ∞ for some 0 < α < 1, then for any α′ ∈ (0, α) and any
Q′ = Ω′ × (−T ′, 0] with Ω′ ⋐ Ω and 0 < T ′ < T we have
‖u‖
C
1+α′ , 1+α′
2 (Q′)
≤ C{‖u‖L∞(Q) + [ f ]n+1α,Q},
where C depends only on n, α, α′, λ,Λ, dist(Ω′, ∂Ω), T, T ′ and the modulus of continuity of g.
We also establish global C1+α,
1+α
2 regularity of solutions of (1.1), which is stated as follows.
Theorem 2. Assume Ω ⊂ B1/ρ contains an interior ball of radius ρ tangent to ∂Ω at each point on ∂Ω.
Let φ ∈ C0,1(Ω) ∩ C2(Ω) be a convex function satisfying (1.2), where g ∈ C(Ω). Assume further that φ
separates quadratically from its tangent planes on ∂Ω, namely,
ρ|x − x0|2 ≤ φ(x) − φ(x0) − ∇φ(x0) · (x − x0) ≤ ρ−1|x − x0|2, ∀x, x0 ∈ ∂Ω.
Set D := Ω × (0, T ]. Let u ∈ C2,1(D) ∩C(D) be a solution of{ Lφu = f in D,
u = ϕ on ∂pD,
where ϕ ∈ C2,1(D). Then u ∈ C1+α, 1+α2 (D) and
‖u‖
C
1+α, 1+α
2 (D)
≤ C{‖ f ‖L∞(D) + ‖ϕ‖C2,1(D)},
where α ∈ (0, 1) depends only on n, λ,Λ, ρ, C > 0 depends only on n, λ,Λ, ρ, T and the modulus of
continuity of g.
In the above theorems, [ f ]n+1
α,Q
is defined in (3.6). For any α ∈ (0, 1) and D = Ω× (T1, T2] with Ω ⊂ Rn
and −∞ < T1 < T2 < ∞, the norm ‖u‖
C
1+α, 1+α
2 (D)
is defined in Section 2.
The perturbation arguments for the elliptic case [6] easily applies to the proof of interior regularity
(Theorem 1), using the parabolic Ho¨lder inequality in [8] instead. Hence the main part of this paper is
devoted to the proof of regularity near the parabolic boundary, which is made up of three parts: a) the
initial surface; b) the side of Ω; c) the corner of Ω.
To derive an estimate for solutions u of (1.1) near a), the straightforward way is to apply again pertur-
bation arguments as in [6]. For this, firstly, we establish pointwise Ho¨lder continuity of u at a) with the
aid of auxiliary functions. This together with the interior Ho¨lder estimates [8] gives Ho¨lder continuity of
u near a). Since we have pointwise C1+α,
1+α
2 regularity estimates at a) for solutions h of the good equation
Lwh = 0 where w is a solution of detD2w = 1, then by comparing u and h, and iterating the comparison
process, we obtain pointwise C1+α,
1+α
2 regularity of u at a) for any α ∈ (0, 1). Since the density of the
Monge-Ampe`re measure g = detD2φ is continuous, then φ is C
1,γ
loc
for any γ ∈ (0, 1). This allows us to
to establish C1+α,
1+α
2 regularity of u near a) from the pointwise regularity above and also obtain C1+α,
1+α
2
regularity of u for any α < 1.
To derive an estimate near b), we first need a uniform estimate of
u(·,t)
d∂Ω
in a neighborhood of ∂Ω.
This is achieved by constructing a supersolution, which is just a straightforward modification of that
in [12]. Next we need the construction of subsolution to make this uniform estimate inductive. The
main difficulty of is the shift of time, for this, we employ the weak Harnack inequality for nonnegative
supersolutions of Lφu = 0 established in [8].
To establish an estimate near the the part c), the good geometry ofΩ and φ allows us to prove pointwise
C1+α,
1+α
2 regularity of the solutions u at c) by constructing auxiliary functions. This together with the
estimates of u at b) implies regularity estimates near c).
The organization of the paper is as follows. In Section 2, some properties of sections are collected
and interior Ho¨lder estimates of the parabolic version are given. In Section 3, interior C1+α,
1+α
2 regularity
for solutions of (1.1) is established and Theorem 1 is proved completely. In Sections 4-6, we prove
regularity for solutions of the Dirichlet problem in Theorem 2 near the initial surface a), the side of Ω b),
and the corner of Ω c) respectively. In Section 7, we give the complete proof of Theorem 2.
2
2. Preliminaries
For a domain D = Ω × (T1, T2] with Ω ⊂ Rn and −∞ < T1 < T2 < ∞, the parabolic boundary of D is
defined by
∂pD :=
(
Ω × {T1}
)⋃
(∂Ω × (T1, T2)) .
For a function u ∈ C1+α, 1+α2 (D) with α ∈ (0, 1), we define
‖u‖
C
1+α, 1+α
2 (D)
: = ‖u‖L∞(D) + sup
(x,t),(x,s)∈D
t,s
|u(x, t) − u(x, s)|
|t − s| 1+α2
+ ‖Du‖L∞(D) + sup
(x,t),(y,s)∈D
(x,t),(y,s)
|Du(x, t) − Du(y, s)|
(|x − y| + |t − s| 12 )α
.
Let Ω be a convex domain in Rn and φ ∈ C(Ω) be a strictly convex function. A section of φ at x0 ∈ Ω
with height h is defined by
Sφ(x0, h) := {x ∈ Ω : φ(x) < φ(x0) + ∇φ(x0) · (x − x0) + h},
when x0 ∈ ∂Ω, the term ∇φ(x0) is understood in the sense that
xn+1 = φ(x0) + ∇φ(x0) · (x − x0)
is a supporting hyperplane for the graph of φ but for ǫ > 0,
xn+1 = φ(x0) + (∇φ(x0) + ǫνx0 ) · (x − x0)
is not a supporting hyperplane, where νx0 denotes the interior unit normal to ∂Ω at x0. Denote for
simplicity
lφ,x0 := φ(x0) + ∇φ(x0) · (x − x0).
For z0 = (x0, t0) with x0 ∈ Ω, t0 ∈ R, a parabolic section Qφ(z0, h) is defined by
Qφ(z0, h) := Sφ(x0, h) × (t0 − h, t0].
The linearized parabolic Monge-Ampe`re operator Lφ related to φ is defined in (1.1).
Let Ω′ ⋐ Ω. Throughout this paper when we say a constant depends on Ω′ we always mean that the
dependence is only on dist(Ω′, ∂Ω). For a finite number of constants C,C1, . . . ,Ck (k ∈ N+), when we
write C = C(C1, . . . ,Ck) we always mean that C depends only on C1, . . . ,Ck.
For any function u defined in Bǫ(x0) × {t0} for some ǫ > 0 such that the gradient of u in the x variable
Du(x0, t0) exists, we always denote
lu,(x0 ,t0) := u(x0, t0) + Du(x0, t0) · (x − x0).
For any r > 0, let Br(x) be the ball in R
n centered at xwith radius r and Br := Br(0), we always denote
Qr := Br × (−r2, 0].
In establishing interior regularity and regularity near the initial surface (Sections 3-4), we use one of
the two hypotheses below frequently:
(H) B1 ⊂ Ω ⊂ Bn is a normalized convex domain and φ ∈ C(Ω) is a solution of (1.2) with φ = 0 on ∂Ω.
(H′) B 6
5
⊂ Ω ⊂ Bn is a normalized convex domain and φ ∈ C(Ω) is a solution of (1.2) with φ = 0 on ∂Ω.
The following Lemmas 2.1-2.3 hold under the assumption (H) or (H′). See [5, Theorem 3.3.7, Corol-
lary 3.2.4], and [6, Lemma 2.1] respectively.
Lemma 2.1. There exists θ0 = θ0(n, λ,Λ) > 1 such that if x ∈ Sφ(y, h) and Sφ(y, 2h) ⋐ Ω, then Sφ(y, h) ⊂
Sφ(x, θ0h).
Lemma 2.2. There exist a constant C = C(n, λ,Λ) such that C−1hn/2 ≤ |Sφx, h)| ≤ Chn/2 whenever
Sφ(x, h) ⋐ Ω.
Lemma 2.3. For any Ω′ ⋐ Ω, there exist positive constants h0,C and b such that for x0 ∈ Ω′, and
0 < h ≤ h0,
BC−1h(x0) ⊂ Sφ(x0, h) ⊂ BChb(x0),
where b = b(n, λ,Λ), h0,C depend only on n, λ,Λ and Ω
′.
3
The following Aleksandrov-Bakelman-Pucci type maximum principle was established, for example,
in [15] or [13, Theorem 7.1].
Lemma 2.4. Let D = Ω × (0, T ] for some domain Ω ⊂ Rn. Assume u ∈ W2,1
n+1,loc
(D)
⋂
C(D) satisfies
Lu := −ut + ai jDi ju ≥ f in D. Then
sup
D
u ≤ sup
∂pD
u+ +C(n)(diam(Ω))
n
n+1 ‖ f /(det ai j) 1n+1 ‖Ln+1(D).
The Harnack inequality established in [8] (see [8, Remark 4.2]) implies the oscillation estimate below
which we formulate for the inhomogeneous equation by Lemma 2.4.
Theorem 2.1. Assume (H) holds. Let u be a classical solution of Lφu = f in Q1. Let z0 ∈ Q 3
4
and
R ≤ h1. Then
(2.1) oscQφ(z0,ρ)u ≤ C
(
ρ
R
)α  sup
Qφ(z0,R)
|u| + R n2(n+1) ‖ f ‖Ln+1(Qφ(z0,R))
 ,
for all ρ < R, where α ∈ (0, 1), h1,C > 0 depend only on n, λ,Λ.
Theorem 2.1 implies the following interior Ho¨lder estimates.
Corollary 2.1. Assume (H) holds. Let u be a classical solution of Lφu = f in Q1. Then for all
(x, t), (y, s) ∈ Q 3
4
we have
|u(x, t) − u(y, s)| ≤ C(|x − y| + |t − s|1/2)β
[
‖u‖L∞(Q1) + ‖ f ‖Ln+1(Q1)
]
,
where β ∈ (0, 1),C > 0 depend only on n, λ,Λ.
Let Ω be a normalized convex domain. Assume that w is the convex solution of the equation
(2.2)
{
detD2w = 1 in Ω,
w = 0 on ∂Ω,
then the operatorLwh = −ht+tr[(D2w)−1D2h] is uniformly parabolic in the interior ofΩ from Pogorelov’s
estimate. Hence we have the classical C2,1 and Ho¨lder estimates for uniformly parabolic equations below,
see for example [4, Chapter 3] and [9, Theorem 10.1].
Lemma 2.5. Let B 6
5
⊂ Ω ⊂ Bn be a normalized convex domain, and w be a solution of (2.2). Then for
any ϕ ∈ C(∂p(Q1)), there exists a unique solution h ∈ C2,1(Q1)
⋂
C(Q1) of Lwh = 0 in Q1 and h = ϕ on
∂p(Q1) such that
(2.3) ‖h‖
C2,1(Q 3
4
) :=
2∑
k=0
‖Dkxh‖C(Q 3
4
) + ‖Dth‖C(Q 3
4
) ≤ K‖ϕ‖L∞(∂p(Q1)).
If in addition, ϕ ∈ Cβ, β2 (∂p(Q1)) for some 0 < β < 1, then h ∈ Cα, α2 (Q1), and
‖h‖
C
α, α
2 (Q1)
≤ K¯‖ϕ‖
C
β,
β
2 (∂p(Q1))
,(2.4)
where α ∈ (0, β), K¯ = K¯(n, β),K = K(n) > 0, and
‖h‖
C
α, α
2 (Q1)
:= ‖h‖C(Q1) + sup
(x,t),(y,s)∈Q1,
(x,t),(y,s)
|h(x, t) − h(y, s)|
(|x − y| + |t − s| 12 )α
.
The following lemma concerns the eccentricity of sections of solutions φ of (1.2), and is used in
establishing interior estimates and estimates near the initial surface (Sections 3-4). See [6, Lemmas
3.2,3.3].
Lemma 2.6. There exist constants c0 = c0(n),C0 = C0(n) such that the following hold:
(i) If the hypothesis (H) holds with λ = 1 − θ,Λ = 1 + θ, then there exists a positive definite matrix
M = AtA satisfying
det M = 1, 0 < c0I ≤ M ≤ C0I,
4
such that for 0 < µ ≤ c0 and θ ≤ c0µ2, we have
B
[1−C0(µ
1
2 +µ−1θ
1
2 )]
√
2
⊂ µ− 12TSφ(x0, µ) ⊂ B
[1+C0(µ
1
2 +µ−1θ
1
2 )]
√
2
.
Moreover, let w be a convex solution of (2.2), then
Sφ(x0, µ) ⊂ Sw(x0, µ +C0θ
1
2 ) ⊂ B
C0
√
µ+C0θ
1/2
(x0),
where x0 ∈ Ω is the minimum point of φ, T x := A(x − x0).
(ii) Let B
(1−σ)
√
2
⊂ Ω ⊂ B
(1+σ)
√
2
be a convex domain with 0 < σ ≤ 1/4 and φ ∈ C(Ω) be a convex
solution of (1.2) with λ = 1 − θ,Λ = 1 + θ. Then there exists a positive definite matrix M = AtA
satisfying
det M = 1, 0 < (1 −C0σ)I ≤ M ≤ (1 + C0σ)I,
such that for 0 < µ ≤ c0 and θ ≤ c0µ2, we have
B
[1−C0(σµ
1
2 +µ−1θ
1
2 )]
√
2
⊂ µ− 12TSφ(x0, µ) ⊂ B
[1+C0(σµ
1
2 +µ−1θ
1
2 )]
√
2
,
where x0 ∈ Ω is the minimum point of φ, T x := A(x − x0).
3. Interior regularity
To prove Theorem 1 we follow the perturbation arguments developed in [2, 6]. Firstly, by applying
the results concerning the convergence of cofactor matrices in Lp proved in [6], we compare solutions u
of (1.1) and h of Lwh = 0 with the same boundary data on the parabolic boundary, where w is the convex
solution of (2.2). Next, we iterate the comparison process to establish the regularity of the solution
u at the minimum point z0 = (x0, 0) of the parabolically convex function φ(x) − t. The group of affine
transformations AT (n)×AT (1) is applied to parabolic sections Qφ(z0, h) centered at z0 when rescaling the
solutions. We apply the results concerning the eccentricity of sections of φ under affine transformations
in [6] to Sφ(x0, h) and in the t direction we only perform a corresponding parabolic dilation, consequently
the parabolic sections are more like the usual parabolic cylinder Q1 = B1 × (−1, 0]. Since the proof is
very similar to the elliptic case [6], we just list the parabolic versions of the main lemmas in [6] and we
use them to sketch the proof of Theorem 1.
In this section we always assume (H) or (H′) holds and take v, h to be solutions of
(3.1) Lφv = f in Q1,
and
(3.2)
{ Lwh = 0 in Q1
h = v on ∂p(Q1),
respectively, where w is a solution of (2.2).
Comparing v and h we can obtain the following variant of [6, Lemma 4.1], using the interior Ho¨lder
estimate for (1.1) (Corollary 2.1), the parabolic ABP maximum principle (Lemma 2.5), the C2,1 estimate
for (3.2) (Lemma 2.4) instead.
Lemma 3.1. Assume (H′) holds with λ = 1
2
,Λ = 3
2
. Let v be a solution of (3.1) satisfying
(3.3) |v(x, t) − v(y, s)| ≤ H(|x − y| + |t − s| 12 )α0 ∀(x, t), (y, s) ∈ Q1
for some α0 ∈ (0, 1] and H > 0. Assume h ∈ C2,1(Q1)
⋂
C(Q1) is a solution of (3.2). Then for any
τ ∈ (0, 1), we have
‖v − h‖L∞(B1−τ×(−1+τ2 ,0]) ≤ C
(
‖Φ −W‖Ln+1(B1) + ‖detD2φ − detD2w‖Ln+1(B1)
)α
· [‖v‖L∞(Q1) + H] +C‖ f ‖Ln+1(Q1),
whenever ‖Φ − W‖Ln+1(B1) + ‖detD2φ − detD2w‖Ln+1(B1) ≤ τ2. Here α ∈ (0, α02 ] depends only on n, α0;
C = C(n,H, α0) > 0.
The lemma below follows from Lemma 3.1 and the results concerning the convergence of cofactor
matrices of D2φ in Lp in [6], using similar arguments as in [6, Lemma 4.2].
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Lemma 3.2. For any M,H, ǫ > 0, α0 ∈ (0, 1], there exists δ = δ(n, ǫ,M,H, α0) > 0 such that if the
hypothesis (H′) holds with λ = 1−δ,Λ = 1+δ, v is a solution of (3.1) with ‖v‖L∞(Q1) ≤ M, ‖ f ‖Ln+1(Q1) ≤ δ
and
(3.4) |v(x, t) − v(y, s)| ≤ H(|x − y| + |t − s| 12 )α0 ∀(x, t), (y, s) ∈ Q1,
and h is a solution of (3.2), then
‖v − h‖L∞(Q1) ≤ ǫ.
For a strictly convex function φ ∈ C(Ω), assume for simplicity 0 is the minimum point of φ. For any
r > 0, we write Sr(φ) := Sφ(0, r) and Qr(φ) := Sr(φ)×(−r, 0]. Assume (H) holds with λ = 1−θ,Λ = 1+θ.
Let A be the affine transformation given by Lemma 2.6 (i). We define I(x, t) := (Ax, t), then by Lemma
2.6 (i)
B
[1−δ1]
√
2
× (−1, 0] ⊂ µ− 12IQµ(φ) ⊂ B[1+δ1]√2 × (−1, 0]
if 0 < µ ≤ c0 and θ ≤ c0µ2, where δ1 := C0(µ 12 + µ−1θ 12 ), the dilation is with respect to (0, 0) ∈ Rn × R,
and for any (x∗, t∗) ∈ Rn × R, η > 0,D ⊂ Rn+1, the parabolic dilation with respect to (x∗, t∗) is defined as
(3.5) ηD := {(x∗ + η(x − x∗), t∗ + η2(t − t∗)) : (x, t) ∈ D}
Define
φ∗(x) :=
1
µ
[φ(µ
1
2A−1x) − φ(0) − µ], x ∈ Ω∗ := µ− 12ASµ(φ).
For a solution u of (1.1), define
v(x, t) := u(µ
1
2A−1x, µt), (x, t) ∈ Ω∗ × (−1, 0].
Comparing v and the solution h of (3.2) by Lemma 3.2 and iterate the comparison process we cant obtain
the regularity of the solution u at the minimum point (0, 0).
Theorem 3.1. Given 0 < α′ < α < 1, r0,C∗1 > 0, 0 < T1 < T < T2. Assume the hypothesis (H) holds
with λ = 1 − θ,Λ = 1 + θ, and u is a classical solution of Lφu = f in Q := Ω × (−T, 0] with(
1
|Qr(φ)|
∫∫
Qr(φ)
| f |n+1dxdt
) 1
n+1
≤ C∗1r
α−1
2 for all Qr(φ) = Sφ(x0, r) × (−r, 0] ⋐ Q with r ≤ r0,
where x0 is the minimum point of φ. Then u is C
1+α′, 1+α
′
2 at (x0, 0), more precisely, there is an affine
function l(x) such that
r−(1+α
′)‖u − l‖L∞(Br(x0)×(−r2 ,0]) + |Dl| ≤ C[‖u‖L∞(Q) +C∗1] ∀r ≤ µ∗,
where θ ∈ (0, 1),C, µ∗ > 0 depend only on n, α, α′, r0, T1, T2.
Let T > 0, Q = Ω × (−T, 0]. For f ∈ Ln+1
loc
(Q), define
(3.6) [ f ]n+1α,Q := sup
Qφ(z,r)⋐Q
r
1−α
2
 1|Qφ(z, r)|
∫∫
Qφ(z,r)
| f |n+1dxdt

1
n+1
.
Proof of Theorem 1. Since Ω′ ⋐ Ω, by Lemma 2.3, for any ǫ0 > 0, there exist constants C, b, h0 > 0
depending only on n, λ,Λ, Ω′, T, T ′ and the modulus of continuity of g such that for each z0 = (x0, t0) ∈
Ω
′ × (−T ′, 0],
BC−1h0(x0) ⊂ Sφ(x0, h0) ⊂ BChb0(x0), |g(y) − g(x0)| ≤ ǫ0 ∀y ∈ Sφ(x0, h0).
Let T x = A(x− x0)+ y0 be an affine transformation such that B1 ⊂ TSφ(x0, h0) ⊂ Bn. Denote κ0 := |detA|
2
n
g(x0)
1
n
and Tp(x, t) := (T x, κ0(t − t0)), it follows that
(3.7) B1 × (−κ0 h0, 0] ⊂ Tp(Qφ(z0, h0)) = TSφ(x0, h0) × (−κ0 h0, 0] ⊂ Bn × (−κ0 h0, 0],
where c(n, λ,Λ) ≤ κ0h0 ≤ C(n, λ,Λ). Define
φ∗(y) = κ0[(φ − lφ,x0 )(T−1y) − h0],
and
v(y, s) = g(x0)κ
1+α
2
0
u(T−1p (y, s)).
6
Applying Theorem 3.1 to v and by similar computation as in the proof of [6, Theorem 4.7], we can obtain
the conclusion of Theorem 1. 
4. Regularity near the initial surface
In this section we establish regularity near the initial surface for solutions of (1.1). Here we always
assume (H) or (H′) holds and we take u to be a solution of
(4.1)
{ Lφu = f in D := Ω × (0, T ],
u = ϕ on Ω × {0}.
Let x0 ∈ Ω and h > 0. We now work on parabolic sections centered at (x0, h) and denote for simplicity
Q′φ(x0, h) := Qφ((x0, h), h) = Sφ(x0, h) × (0, h].
The lemma below is a pointwise Ho¨lder estimate for u on Ω × {0}.
Lemma 4.1. Assume (H) holds with λ = 1
2
,Λ = 3
2
, x0 ∈ Ω′ ⋐ Ω, h ≤ h0. Let u be a continuous solution
of (4.1) with
‖u‖L∞(Q′φ(x0 ,h)) + ‖ f ‖L∞(Q′φ(x0 ,h)) + ‖ϕ(·, 0)‖C0,1 (Q′φ(x0 ,h)) ≤ 1.
Then for any (x, t) ∈ Q′φ(x0, h), we have
|u(x, t) − ϕ(x0, 0)| ≤ Ch−
b
1−b [φx0 (x) + t]
b,
where φx0 := φ − lφ,x0 , C = C(n,Ω′), h0 = h0(n,Ω′, T ) and b = b(n).
Proof. Let v(x, t) := φx0 (x) + µt with µ ≥ n + 2. We have
Lφv = −µdetD2φ + ndetD2φ ≤ −(µ − n)/2 ≤ −1.(4.2)
By Lemma 2.3, there exist h0,C > 0 depending only on n,Ω
′ and b = b(n) such that for any 0 < h ≤ h0,
we have
v(x, 0) = φx0 (x) ≥ (C−1|x − x0|)
1
b x ∈ Sφ(x0, h).(4.3)
For any ǫ > 0, by straightforward computation we find that
K1ǫ
1− 1
b ≥ r1− 1b − ǫ r− 1b , ∀r > 0,
where K1 := (1 − b) 1b b1−b .
Fix ǫ > 0 such that K1ǫ
1− 1
b ≥ 2h−1 ≥ 1. Then for any x ∈ Sφ(x0, h), by (4.3),
|x − x0| ≤ ǫ + K1ǫ1−
1
b |x − x0|
1
b ≤ ǫ + K1ǫ1−
1
b C
1
b v(x, 0).(4.4)
Define
ω±(x, t) := ǫ + K1ǫ1−
1
bC
1
b v(x, t) ± [u(x, t) − ϕ(x0, 0)].
By (4.2), noting that | f | ≤ 1, we have
Lφω± = K1ǫ1−
1
b C
1
bLφv ± f ≤ −C
1
b + 1 ≤ 0 in Q′φ(x0, h).
On Sφ(x0, h) × {0}, recall that ‖ϕ(·, 0)‖C0,1(Q′
φ
(x0 ,h))
≤ 1, then the estimate (4.4) implies that
ω±(x, 0) = ǫ + K1ǫ1−
1
b C
1
b v(x, 0) ± [ϕ(x, 0) − ϕ(x0, 0)] ≥ 0.
On ∂Sφ(x0, h) × (0, h], we use the fact that ‖u‖L∞(Q′
φ
(x0 ,h)) ≤ 1 and find
ω±(x, t) ≥ K1ǫ1−
1
b C
1
bφx0 (x) − 2‖u‖L∞(Q′φ(x0 ,h)) ≥ 0,
where we recall K1ǫ
1− 1
b ≥ 2h−1. Hence the maximum principle gives
ω± ≥ 0 in Q′φ(x0, h)
or
|u(x, t) − ϕ(x0, 0)| ≤ ǫ + K1ǫ1−
1
b C
1
b v(x, t), ∀(x, t) ∈ Q′φ(x0, h).(4.5)
For (x, t) such that
0 < v(x, t)b ≤ (2h−1K−11 )
b
b−1 ,
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choose ǫ(x, t) = v(x, t)b, then we have by (4.5)
|u(x, t) − ϕ(x0, 0)| ≤ K2v(x, t)b ≤ K2µ[φx0 (x) + t]b,
where K2 := 1 +C
1
bK1.
On the other hand, for (x, t) such that
v(x, t)b ≥ (2h−1K−11 )
b
b−1 ,
we have
|u(x, t) − ϕ(x0, 0)| ≤ 2(2h−1K−11 )
b
1−b v(x, t)b = K3h
− b
1−b [v(x, t)]b,
where the constant K3 depends only on b. Combining the two cases we get the desired result. 
Lemma 4.1 together with interior Ho¨lder estimates Corollary 2.1 gives Ho¨lder estimates for solutions
of (4.1) near the initial surface.
Lemma 4.2. Assume (H) holds with λ = 1
2
,Λ = 3
2
, x0 ∈ Ω′ ⋐ Ω and 0 < h ≤ h0. Let u be a continuous
solution of (4.1) with
‖u‖L∞(Q′φ(x0 ,θ20h)) + ‖ f ‖L∞(Q′φ(x0 ,θ20h)) + ‖ϕ(·, 0)‖C0,1(Q′φ(x0 ,θ20h)) ≤ 1,
where θ0 is the constant in Lemma 2.1, then for any (x, t), (y, s) ∈ Q′φ(x0, h) we have
|u(x, t) − u(y, s)| ≤ C∗h−β0 (|x − y| + |t − s|)α0 ,
where β0 > 0, α0 ∈ (0, 1) depend only on n; the constants C∗, h0 depend only on n,Ω′, T.
Proof. In this proof we denote by C, c constants depending only on n,Ω′, T . Their values may change
from line to line whenever there is no confusion. Let c ∈ (0, 1) be a small constant to be chosen. Fix
h ≤ c and (x, t), (y, s) ∈ Q′φ(x0, h) with s ≤ t. Consider these two cases:
Case 1. (y, s) ∈ B(x, ct) × (7t
8
, t]. If c is small then by Lemma 2.3 we have,
y ∈ B(x, |y − x|) ⊂ S φ(x, ρ0), ρ0 = C|x − y|.
If c ≤ 1
8C
is small, then ρ0 ≤ t8 .
We have (y, s) ∈ Qφ ((x, t), ρ0 + t − s) with ρ0 + t − s ≤ t4 . Apply Theorem 2.1 with z0  (x, t),R t
and ρ ρ0 + t − s and u u − u(x, 0), we obtain
|u(x, t) − u(y, s)| ≤ oscQφ((x,t),ρ0+t−s)u
≤ C
(
ρ0 + t − s
t
)α  sup
Qφ((x,t),t)
|u − u(x, 0)| + t n2(n+1) ‖ f ‖Ln+1(Qφ((x,t),t))

≤ C
(
ρ0 + t − s
t
)α  sup
Qφ((x,t),t)
|u − u(x, 0)| + t2‖ f ‖L∞(Qφ((x,t),t))
 ,(4.6)
where α = α(n) and we use Lemma 2.2 in the last equality. Apply Lemma 4.1 and then for any (x′, t′) ∈
Qφ((x, t), t) ⊂ Q′φ(x, h) ⊂ Q′φ(x0, θ20h) (θ0 is the constant in Lemma 2.1) we have
|u(x′, t′) − u(x, 0)| ≤ Ch− b1−b (φx(x′) + t′)b ≤ Ch−
b
1−b tb,(4.7)
where b = b(n). Combining (4.6), (4.7) and taking α0 := min{α, b}, β0 := b1−b , we obtain
|u(x, t) − u(y, s)| ≤ Ch− b1−b
(
ρ0 + t − s
t
)α
tb ≤ Ch−β0(|x − y| + t − s)α0 .(4.8)
Case 2. y < B(x, ct), or t − s ≥ t
8
. Applying Lemma 4.1 we obtain
|u(x, t) − u(x, 0)| ≤ Ch− b1−b (φx(x) + t)b ≤ Ch−
b
1−b tb ≤ Ch− b1−b [|x − y| + |t − s|]b.
The estimate of |u(y, s) − u(y, 0)| is similar. Hence we obtain
|u(x, t) − u(y, s)| ≤ Ch−β0 (|x − y + |t − s|)α0 .(4.9)
Combining (4.8) and (4.9), the proof of Lemma 4.2 is complete. 
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Since under the assumption (H′) the operator Lw is uniformly parabolic in B1 × [0, 1], where w is the
solution of (2.2), we have pointwise C1+α,
1+α
2 regularity estimate for solutions h of Lwh = 0 on the initial
surface as follows.
Lemma 4.3. Let B 6
5
⊂ Ω ⊂ Bn be a normalized convex domain and w is the convex solution of (2.2).
Assume h : B1 × [0, 1] → R is a continuous function satisfying ‖h‖L∞(B1×(0,1]) ≤ 1 and{ Lwh = 0 in B1 × (0, 1],
h = ϕ on B1 × {0}
with
|ϕ(x, 0) − lϕ,(0,0)(x)| ≤ |x|2 ∀x ∈ B1, and |Dϕ(0, 0)| ≤ 1.
Then for any (x, t) ∈ B1 × [0, 1], we have
|h(x, t) − lϕ,(0,0)(x)| ≤ K(n)(|x|2 + t).
Next we prove the regularity of solutions of (4.1) at the minimum point of φ on the initial surface,
using the perturbation arguments as in the interior estimate.
Theorem 4.1. Assume the hypothesis (H) holds with λ = 1− θ,Λ = 1+ θ. Let u be a continuous solution
of (4.1) with 0 < T1 < T < T2 and
‖u‖L∞(D) + ‖ f ‖L∞(D) + ‖ϕ(·, 0)‖C1,1(Ω) ≤ 1.
Then for any 0 < α < 1 and (x, t) ∈ D we have
|u(x, t) − lϕ,(x0 ,0)(x)| ≤ C(|x − x0|2 + t)
1+α
2 ,
where θ ∈ (0, 1),C > 0 depend only on n, α, T1, T2 and x0 is the minimum point of φ.
Proof. After dividing u by the constant 3 + θ−1 we may assume that
2‖u‖L∞(D) + θ−1‖ f ‖L∞(D) + ‖ϕ(·, 0)‖C1,1(Ω) ≤ 1.(4.10)
Assume for simplicity that x0 = 0. Denote Sµ(φ) := Sφ(0, µ), Q
′
µ(φ) := Sµ(φ) × (0, µ] and l(x) :=
lϕ,(0,0)(x). Let α1 ∈ (0, 1) be a constant to be chosen later. We will prove by introduction that there exist
µ ∈ (0, 1) depending only on n, α1, α, T1, T2, a sequence of positive matrices Ak with det Ak = 1 such that
if we denote Ik(x, t) := (Akx, t), then
(a) ‖Ak−1A−1k ‖ ≤
1√
c0
, ‖Ak‖ ≤
√
C0(1 +C0δ0)(1 +C0δ1) · · · (1 +C0δk−1);
(b) ‖A−1k ‖ ≤
1√
c0(1 −C0δ0)(1 − C0δ1) · · · (1 −C0δk−1)
;
(c) B
(1−δk)
√
2
(0) × (0, 1] ⊂ µ− k2IkQ′µk(φ) ⊂ B(1+δk)√2(0) × (0, 1];
(d) ‖u − l‖L∞(Q′
µk
(φ)) ≤ µ
1+α1
2
(k−1);
(e)
|(u − l)(µ k2I−1
k
(x, t)) − (u − l)(µ k2I−1
k
(y, s))|
µ
1+α1
2
(k−1)
≤ 3C∗µ−β0(|x − y| + |t − s| 12 )α0 ,
for any (x, t), (y, s) ∈ µ− k2IkQ′µk(φ), where c0,C0 are the constants in Lemma 2.6, C∗, α0 and β0 are given
in Lemma 4.2, the parabolic dilation is with respect to (0, 0) and is defined as in (3.5), and
A0 := I, δ0 := 0, δ1 := C0(µ
1
2 + µ−1θ
1
2 ),
δk := C0(δk−1µ
1
2 + µ−1θ
1
2 ), δk < δk−1 for k ≥ 2.
The proof is similar to that of [6, Theorem 4.5]. We just sketch it. The conclusion for k = 1 easily
follows from Lemma 2.6 (i) and Lemma 4.2. Suppose that we have (a)-(e) for k = i ≥ 1, now we will
verify (d) for k = i + 1 and then construct Ai+1,Ii+1 and verify (a), (b), (c), (e) for k = i + 1.
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+ Verifying (d) for k = i + 1: First it is easily seen that
‖Ai‖, ‖A−1i ‖ ≤ C1 exp
{2C2
0
√
θ
µ
i
}
,
where C1 is a constant depending only on c0,C0 and µ. Let 0 < α2 < 1 be a constant to be chosen later,
and take θ such that
√
θ ≤ α2
µ ln µ−1
4C2
0
,
then
‖Ai‖, ‖A−1i ‖ ≤ C1µ−
α2
2
i.(4.11)
Let
φ∗(y) : =
1
µi
[φ(µ
i
2A−1i y) − φ(0) − µi], y ∈ Ω∗i := µ−
i
2AiSµi(φ),
v(y, s) : =
1
µ
1+α1
2 (i−1)
(u − l)(µ i2A−1i y, µis), (y, s) ∈ Ω∗i × (0, 1].
Then
Lφ∗v(y, s) = f ∗(y, s) :=
µi
µ
1+α1
2 (i−1)
f (µ
i
2A−1i y, µ
is) in Ω∗i × (0, 1].
Let ǫ > 0 be a constant to be chosen later. We apply Lemma 3.2 and we choose θ ≤ δ, where δ > 0 is
given by Lemma 3.2. Let h be a solution of{ Lwh = 0 in B1 × (0, 1],
h = v on ∂p(B1 × (0, 1]),
where w is the convex solution of the equation{
detD2w = 1 in Ω∗
i
,
w = 0 on ∂Ω∗
i
,
then we have
‖v − h‖L∞(B1×(0,1]) ≤ ǫ.(4.12)
Since
h(y, 0) = ϕ∗(y) :=
1
µ
1+α1
2
(i−1)
[ϕ(µ
i
2A−1i y, 0) − lϕ,(0,0)(µ
i
2A−1i y)],
and note that
‖ϕ∗‖
C1,1(Ω∗
i
)
≤ 1
µ
1+α1
2
(i−1)
‖µ i2A−1i ‖2 ≤
(µ
i
2C1µ
− α2
2
i)2
µ
1+α1
2
(i−1)
≤ µ
1+α1
2 ,(4.13)
where we choose α2 and α1 such that 2(1 − α2) > 1 + α1. Then by Lemma 4.3,
|h(y, s)| ≤ 2K(|y|2 + s) ∀(y, s) ∈ B1 × (0, 1],
where K = K(n). Lemma 2.6 (i) implies that
|h(y, s)| ≤ 6KC20θ20µ ∀(y, s) ∈ Q′θ2
0
µ
(φ∗),
where we recall Q′
θ2
0
µ
(φ∗) := Sφ∗(0, θ20µ) × (0, θ20µ]. Choose ǫ := KC20θ20µ, and combine (4.12) with the
last estimate we get
|v(y, s) ≤ 8KC20θ20µ ≤ µ
1+α1
2 ∀(y, s) ∈ Q′
θ2
0
µ
(φ∗).(4.14)
Back to u we find that (d) for k = i + 1 holds.
+ Constructing Ai+1: We apply Lemma 2.6 (ii) to Ω
∗
i
and obtain that (a)-(c) for k = i + 1 hold. Com-
bining (4.13) and (4.14), we can apply Lemma 4.2 and find that (e) for k = i + 1 holds.
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By (4.11), we have for each k ≥ 1,
B(0, cµ
1+α2
2
k) × (0, c2µ(1+α2)k] ⊂ Q′
µk
(φ)
for some constant c depending only on C1. Given α ∈ (0, 1), we choose α2 small such that
2(1 − α2) > 1 + (1 + α2)α + α2.
Take α1 := (1 + α2)α + α2, which satisfies
2(1 − α2) > 1 + α1,
as required in the proof, then we have 1+α1
1+α2
= 1 + α, it follows that for each k0 ≥ 1 and any (x, t) ∈
B(0, cµ
1+α2
2
k0 ) × (0, c2µ(1+α2)k0 ],
|u(x, t) − l(x)| ≤ µ
1+α1
2
(k0−1) = c−(1+α)µ−
1+α1
2 [cµ
1+α2
2
k0 ]1+α.

Remark 4.1. In the above theorem it can also be concluded from (d) that
max
Q′r(φ)
|u(x, t) − l(x)| ≤ Cr 1+α2 , ∀r > 0.
where C depends only on n, α, T1, T2.
Using Theorem 4.1 we can obtain pointwise regularity of solutions of (4.1) near the initial surface
when the density of the Monge-Ampe`re measure is continuous.
Theorem 4.2. Assume (H) holds and g := detD2φ ∈ C(Ω). Assume that Ω′ ⋐ Ω, 0 < α < 1, and u is a
solution of (4.1) with
‖u‖L∞(D) + ‖ f ‖L∞(D) + ‖ϕ(·, 0)‖C1,1(Ω) ≤ 1,
then for any x0 ∈ Ω′ and (x, t) ∈ D we have
|u(x, t) − lϕ,(x0 ,0)(x)| ≤ C(|x − x0|2 + t)
1+α
2 ,
where C > 0 depends only on n, λ,Λ, α,Ω′, T and the modulus of continuity of g.
Remark 4.2. Under the assumptions of Theorem 4.2, we can also obtain from Remark 4.1 that
max
Q′
φ
(x0 ,r)
|u(x, t) − lϕ,(x0 ,0)(x)| ≤ Cr
1+α
2 , ∀x0 ∈ Ω′,∀r > 0,
where C > 0 depends only on n, λ,Λ, α,Ω′, T and the modulus of continuity of g.
Next we prove C1+α,
1+α
2 estimates for solutions of (4.1) near the initial surface.
Theorem 4.3. Assume the hypotheses of Theorem 4.2 hold. Then u ∈ C1+α, 1+α2 (Ω′ × [0, T ]) for any
α ∈ (0, 1) and
‖u‖
C
1+α, 1+α
2 (Ω′×[0,T ]) ≤ C,
where C > 0 depend only on n, λ,Λ, α,Ω′, T and the modulus of continuity of g.
Proof. Fix any α′ ∈ (0, 1). In this proof we denote by C, c constants depending only on n, λ,Λ, α′,Ω′, T
and the modulus of continuity of g.
Fix x0 ∈ Ω′ and t0 small. Let T x = A(x − x0) + y0 be an affine transformation such that B1 ⊂
TSφ(x0, t0) ⊂ Bn. Denote Tp(x, t) := (T x, t−10 t). By interior C1,γ estimates for φ,
(4.15) B(x0, c t
1
1+γ
0
) ⊂ Sφ(x0, t0)
for some γ = γ(n, λ,Λ) ∈ (0, 1), which gives that
(4.16) ‖A‖ ≤ C t−
1
1+γ
0
.
We point out that we can choose γ close to 1. Indeed, since g ∈ C(Ω), by the interior W2,p estimates
for solutions of Monge-Ampe`re equations in [1], we have φ ∈ W2,p
loc
for any p < ∞. Then the imbedding
theorem [7, Theorem 7.26] implies that φ ∈ C1,γ
loc
for any p > n and γ < 1 − n/p. Note that we may
choose p large such that γ close to 1.
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Define
φ∗(y) =
1
t0
[φ(T−1y) − lφ,x0(T−1y) − t0],
u∗(y, s) =
1
t0
[u(T−1y, t0s) − lϕ,(x0 ,0)(T−1y)].
Then
B1 × (0, 1] ⊂ Tp(Q′φ(x0, t0)) = Q′φ∗(y0, 1) ⊂ Bn × (0, 1],
λ′ ≤ detD2φ∗(y) ≤ Λ′ in Sφ∗(y0, 1); φ∗ = 0 on ∂Sφ∗(y0, 1),
Lφ∗u∗(y, s) = f ∗(y, s) :=
1
tn
0
(det A)2
f (T−1y, t0s) in Q′φ∗(y0, 1),
where λ′,Λ′ > 0 depend only on n, λ,Λ.
Denote D∗ := Q′φ∗(y0, 1). We apply the interior estimate Theorem 1 and find that
‖u∗‖
C
1+α′ , 1+α′
2
(
S φ∗ (y0 , 12 )×[ 12 ,1]
) ≤ C[‖u∗‖L∞(D∗) + ‖ f ∗‖L∞(D∗)].(4.17)
We take α > α′ and then choose γ close to 1 such that
1 + α
2
>
1 + α′
1 + γ
.(4.18)
From Remark 4.2 we obtain that
‖u∗‖L∞(D∗) ≤ C
1
t0
t
1+α
2
0
.(4.19)
For any zi = (xi, ti) ∈ Sφ
(
x0,
t0
2
)
× [ t0
2
, t0], i = 1, 2, the estimates (4.16)-(4.19) imply that
|Du(z1) − Du(z2)| = t0|At(Du∗(T x1, t−10 t1) − Du∗(T x2, t−10 t2))|
≤ Ct
1+α
2
− 1+α′
1+γ
0
(|x1 − x2| + |t1 − t2|
1
2 )α
′
≤ C(|x1 − x2| + |t1 − t2|
1
2 )α
′
.(4.20)
Similarly, we have
|u(x1, t1) − u(x1, t2)| = t0|u∗(T x1, t−10 t1) − u∗(T x1, t−10 t2)|
≤ Ct
α−α′
2
0
|t1 − t2|
1+α′
2 ≤ C|t1 − t2|
1+α′
2 ,(4.21)
and
|Du(x1, t1)| ≤ t0|AtDu∗(T x1, t−10 t1)| + |Dϕ(x0, 0)| ≤ Ct
1+α
2
− 1
1+γ
0
≤ C.(4.22)
The estimates (4.20) and (4.21) imply that for any (x, t) ∈ Sφ
(
x0,
t0
2
)
× [ t0
2
, t0],
|u(x, t) − lu,(x0 ,t0)(x)| ≤ C
(
t
α−α′
2
0
|t − t0|
1+α′
2 + |x − x0|1+α
′
)
.(4.23)
On the other hand, from Theorem 4.2, for any (x, t) ∈ D we have
|u(x, t) − lϕ,(x0 ,0)(x)| ≤ C(|x − x0|2 + t)
1+α
2 .(4.24)
By [6, Lemma 4.8], there exists a function ψ ∈ C∞
0
(Rn) with support in the unit ball such that ψǫ ∗ l = l
for each ǫ > 0 and every linear function l. As usual, ψǫ(x) := ǫ
−nψ( x
ǫ
). Similar to [6, Page 2068-2069]
we can write
D ju(x0, t0) − D jϕ(x0, 0) = [u(·, t0) − lϕ,(x0 ,0)] ∗ D jψǫ(x) − [u(·, t0) − lu,(x0 ,t0)] ∗ D jψǫ (x).
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Set x := x0, and ǫ := c
(
t0
2
) 1
1+γ , then by (4.23) we have
|[u(·, t0) − lu,(x0 ,t0)] ∗ D jψǫ(x0)| = ǫ−n−1
∣∣∣∣∣∣
∫
Bǫ(x0)
[u(y, t0) − lu,(x0 ,t0)(y)]D jψ
(
x0 − y
ǫ
)
dy
∣∣∣∣∣∣
≤ Cǫ−n−1‖D jψ‖∞
∫
|y−x0 |≤ǫ
|y − x0|1+α
′
dy
≤ Ct
α′
1+γ
0
,
also, by (4.24),
|[u(·, t0) − lϕ,(x0 ,0)] ∗ D jψǫ(x0)| = ǫ−n−1
∣∣∣∣∣∣
∫
Bǫ(x0)
[u(y, t0) − lϕ,(x0 ,0)(y)]D jψ
(
x0 − y
ǫ
)
dy
∣∣∣∣∣∣
≤ Cǫ−n−1‖D jψ‖∞
∫
Bǫ(x0)
(|y − x0|2 + t0)
1+α
2 dy
≤ C
(
t
1+α
2
− 1
1+γ
0
+ t
α
1+γ
0
)
,
combining these inequalities we obtain
|Du(x0, t0) − Dϕ(x0, 0)| ≤ Ct
α′
1+γ
0
.(4.25)
Combining (4.20), (4.21), (4.22), (4.24) and (4.25), if we denote
Qx,t := B(x, c (t/2)
1
1+γ ) × [t/2, t],
then the estimate
‖u‖
C
1+α′ , 1+α′
2 (Qx0 ,t0 )
+
|u(x0, t0) − ϕ(x0, 0)|
t
1+α
2
+
|Du(x0, t0) − Dϕ(x0, 0)|
t
α′
1+γ
0
≤ C.
holds for any (x0, t0) such that x0 ∈ Ω′ and t0 small. This implies that
‖u‖
C
1+α′ , 1+α′
2 (Ω′×[0,c])
≤ C.(4.26)
Recall (4.18) for the definition of α′. Combining (4.26) and the interior estimate Theorem 1, the proof
of Theorem 4.3 is complete. 
5. Regularity near the side of Ω
In this section, we fix constants 0 < λ ≤ Λ < ∞, ρ > 0 and refer to all positive constants depending
only n, λ,Λ and ρ as universal constants.
We assume the following condition on Ω and φ: Assume Ω ⊂ Rn is a bounded convex set with
(5.1) Bρ(ρen) ⊂ Ω ⊂ {xn ≥ 0} ∩ B 1
ρ
and
(5.2) Ω contains an interior ball of radius ρ tangent to ∂Ω at each point on ∂Ω ∩ Bρ.
Let φ : Ω→ R, φ ∈ C0,1(Ω) ∩ C2(Ω) be a convex function satisfying
(5.3) detD2φ = g, 0 < λ ≤ g ≤ Λ in Ω.
Assume further that on ∂Ω∩Bρ, φ separates quadratically from its tangent planes on ∂Ω, namely, for any
x0 ∈ ∂Ω ∩ Bρ we have
(5.4) ρ|x − x0|2 ≤ φ(x) − φ(x0) − ∇φ(x0) · (x − x0) ≤ ρ−1|x − x0|2, ∀x ∈ ∂Ω.
Let 0 < c∗ < T . We establish regularity of u near ∂Ωwhere u :
(
Bρ ∩ Ω
)
× [ c∗
2
, T ] → R is a continuous
solution of
(5.5)
{ Lφu = f in (Bρ ∩ Ω) × ( c∗2 , T ],
u = 0 on (Bρ ∩ ∂Ω) × [ c∗2 , T ].
The arguments in [12] easily apply to the parabolic case as long as we construct corresponding super-
solution and subsolution and employ the weak Harnack inequality [8] for nonnegative supersolutions of
13
Lφu = 0. Hence we just sketch the proof of the results which are straightforward modifications of the
elliptic case [12], and give more detail whenever necessary.
We use frequently the two localization theorems below concerning geometry of boundary sections and
maximal interior sections of φ respectively.
Theorem 5.1. (Localization Theorem [12, 14]) Assume Ω satisfies (5.1) and φ satisfies (5.3), and
φ(0) = ∇φ(0) = 0, ρ|x|2 ≤ φ(x) ≤ ρ−1|x|2 on ∂Ω ∩ {xn ≤ ρ}.
Then there exists a universal constant k such that for each h ≤ k, there is an ellipsoid Eh of volume
|B1|hn/2 satisfying
kEh ∩ Ω ⊂ Sφ(0, h) ⊂ k−1Eh.
Moreover, the ellipsoid Eh is obtained from the ball of radius h
1
2 by a linear transformation A−1
h
(sliding
along the xn = 0 plane)
det Ah = 1, Ahx = x − τhxn, τh · en = 0,
h−
1
2AhEh = B1, |τh| ≤ k−1| log h|.
Proposition 5.1. (See [12, Proposition 3.2].) Let φ and Ω satisfy the hypotheses of the Localization
Theorem 5.1. Assume that for some y ∈ Ω the section Sφ(y, h) ⊂ Ω is tangent to ∂Ω at 0 for some h ≤ c
with c universal. Then
∇φ(y) = aen for some a ∈ [k0h
1
2 , k−10 h
1
2 ],
k0Eh ⊂ Sφ(y, h) − y ⊂ k−10 Eh, k0h
1
2 ≤ dist(y, ∂Ω) ≤ k−10 h
1
2 ,
where Eh is the ellipsoid defined in the Localization Theorem 5.1 and k0 is a universal constant.
Under the assumptions of Theorem 5.1 we have
(5.6) Ω ∩ B+
c1h
1
2 /| log h|
⊂ Sφ(0, h) ⊂ B
C1h
1
2 | log h|,
and the estimate
(5.7) c1|x|2| log |x||−2 ≤ φ(x) ≤ C1|x|2| log |x||2,
holds in a neighborhood of 0, where c1,C1 are universal constants (see Equation (4.3) in [12]).
In the lemma below, we construct a supersolution and estimate
u(·,t)
d∂Ω
near ∂Ω.
Lemma 5.1. Assume (5.1)-(5.4) hold. Let u be a continuous solution of (5.5) with
‖u‖L∞((Bρ∩Ω)×( c∗2 ,T ]) + ‖ f /trΦ‖L∞((Bρ∩Ω)×( c∗2 ,T ]) ≤ 1.
Then
|u(x, t)| ≤ Cd∂Ω(x) in (Bc0 ∩Ω) × [c∗, T ],
where c0 is a universal constant and C depends only on n, λ,Λ, ρ, c∗.
Proof. Let δ˜ > 0 be chosen later, after multiplying u by δ˜ we may assume
‖u‖L∞((Bρ∩Ω)×( c∗2 ,T ]) + ‖ f /trΦ‖L∞((Bρ∩Ω)×( c∗2 ,T ]) ≤ δ˜.
Denote
q(x) :=
1
2
(
δ˜|x′|2 + Λ
n
(λδ˜)n−1
x2n
)
and
w¯t0(x, t) := Mxn − n(t − t0) + φ(x) − 4q(x)
for some large constant M depending only on n, λ,Λ, ρ, δ˜. Then it is straightforward to prove that
|u| ≤ w¯t0 in (Bc0 ∩ Ω) × [t0 − c∗/2, t0]
if δ˜ is small. Hence,
|u(0, xn, t0)| ≤ Mxn +C1x2n| log xn|2 ≤ Cxn, ∀xn ∈ [0, c0],
where C is a constant depending only on n, λ,Λ, ρ, c∗ and C1 is as in (5.7). The conclusion follows if we
replace 0 with each point x0 ∈ B ρ
2
∩ ∂Ω and modify the construction of the corresponding supersolution.

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Assume (5.1)-(5.4) hold with
φ(0) = ∇φ(0) = 0.
Let Eh, Ah be as in the Localization Theorem 5.1. Denote
φh(x) :=
φ(h
1
2A−1
h
x)
h
and Ωh := h
− 1
2AhΩ.
Then
detD2φh = gh, 0 < λ ≤ gh(x) := g(h
1
2A−1h x) ≤ Λ in Ωh,
h−
1
2AhSφ(0, h) = Sφh(0, 1) := {x ∈ Ωh : φh(x) < 1},
Ωh ∩ Bk ⊂ Sφh(0, 1) ⊂ B+k−1 .
We introduce the class Dσ which consists of the triples (φ,Ω,U) satisfying (i)-(v) (See [12, 11]):
(i) 0 ∈ ∂Ω, U ⊂ Ω ⊂ Rn are bounded convex domains such that
B+k ∩Ω ⊂ U ⊂ B+k−1 .
(ii) φ : Ω→ R+ is convex satisfying φ = 1 on ∂U ∩ Ω and
φ(0) = 0, ∇φ(0) = 0, λ ≤ detD2φ ≤ Λ in Ω,
∂Ω ∩ {φ < 1} = ∂U ∩ {φ < 1}.
(iii)
ρ
4
|x − x0|2 ≤ φ(x) − φ(x0) − ∇φ(x0) · (x − x0) ≤
4
ρ
|x − x0|2, ∀x, x0 ∈ ∂Ω ∩ B 2
k
.
(iv)
∂Ω ∩ {φ < 1} ⊂ G ⊂ {xn ≤ σ},
where G ⊂ B2/k is a graph in the en direction and its C1,1 norm is bounded by σ.
(v) φ satisfies in U the hypotheses of the Localization Theorem in 5.1 at all points on ∂U ∩ Bc0 and if
r ≤ c0, then
|∇φ| ≤ C0r| log r|2 in Ω ∩ Br.
The constants k, c0,C0 above are universal.
It follows from [12, Lemma 4.2] that if h ≤ h0, then (φh,Ωh, Sφh(0, 1)) ∈ Dσ with σ = Ch1/2, where
h0,C > 0 are universal constants.
To iterate the estimate of
u(·,t)
d∂Ω
we need the lemma below deduced from the weak Harnack inequality
[8, Lemma 3.1, Theorem 3.1, Theorem 4.1].
Lemma 5.2. Let (φ,Ω,U) ∈ Dδ with δ small, universal. Let u be a nonnegative classical solution of
Lφu ≤ 0 in Q = U × (−1, 0]. Denote z0 = (2δen, t0) with − 12 < t0 < t0 + R ≤ 0 and R > 0 small.
(i) If
|{z ∈ Q− : u(z) ≥ 1}| ≥ µ|Q−|
for some 0 < µ < 1, then
inf
Q+
u ≥ c,
where Q+ = Sφ(2δen,R) × (t0 + R, t0 + 2R], Q− = Sφ(2δen,R) × (t0 − R, t0], and c > 0 depends
only on n, λ,Λ, ρ and µ.
(ii) Suppose that
inf
Sφ(2δen ,R)×(t0,t0+R]
u ≤ 1,
then
M({z ∈ Qφ(z0,R) : u(z) < M2}) > ǫ0M(Qφ(z0,R)),
whereM is the parabolic Monge-Ampe`re measure generated by φ(x)−t, i.e., dM = detD2φdxdt,
and M2 > 0, ǫ0 ∈ (0, 1) are universal.
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Proof. We first prove (i). Assume in contradiction that
inf
Q+
u < c.
Then by [8, Theorem 4.1], for any i ≥ 1 we have
|{z ∈ Q− : u(z) > cK˜Mi}| ≤ Cγi|Q−|,
where K˜,M,C > 0, 0 < γ < 1 are universal constants. We reach a contradiction if c is small.
For (ii), by [8, Theorem 3.1], we have
M({z ∈ Qφ(z0,R/2) : u(z) < M1}) > ǫ0M(Qφ(z0,R/2)),
which implies
inf
Qφ(z0,R/2)
u ≤ M1.
Applying [8, Lemma 3.1] to u
M1
, we obtain
M({z ∈ Qφ(z0,R) : u(z) < M0M1}) > ǫ0M(Qφ(z0,R)),
where M0,M1 are universal. Choose M2 := M0M1 and the conclusion follows. 
Using the above lemma we can construct a subsolution and iterate the estimate of
u(·,t)
d∂Ω
in Lemma 5.1.
Lemma 5.3. Let (φ,Ω,U) ∈ Dδ with δ small, universal. Denote Q := U × (−1, 0]. Assume u : Q → R
is a continuous solution of
Lφu = f , a dG ≤ u ≤ b dG in Q,
where a, b ∈ [−1, 1] and
max{δ, ‖ f /trΦ‖L∞(Q)} ≤ c1(b − a).
Then
a′ dG ≤ u ≤ b′ dG in Qθ(φ) = Sφ(0, θ) × (−θ, 0],
where
a ≤ a′ ≤ b′ ≤ b, b′ − a′ ≤ η(b − a).
Here the constants c1, η ∈ (0, 1), θ are universal.
Proof. Set
u1 :=
u − a dG
b − a , u2 :=
b dG − u
b − a ,
then
u1, u2 ≥ 0 in Q, u1 + u2 = dG .
If R is small, then
dG(y) ≥ δ, ∀y ∈ Sφ(2δen,R).
Let m ≥ 1 be such that
(5.8) mR < δ
1
n−1 ≤ (m + 1)R.
Denote
Q(i) := Sφ(2δen,R) × (−(i + 1)R,−iR], i = 0, 1, . . . ,m + 2,
and assume without loss of generality that
|{u1 ≥ δ/2} ∩ Q(m+2)| ≥
1
2
|Q(m+2)|.(5.9)
Let c1 > 0 be chosen later, and set
u˜1 := u1 + c1(k
−2 − |x|2).
Then from (i) in the definition of Dδ we have u˜1 ≥ u1 ≥ 0. And it follows from (iv) in the definition of
Dδ that D2dG ≤ δI, which gives
Lφu˜1 =
Lφu1 − a tr(ΦD2dG)
b − a − 2c1trΦ ≤ 0,
this together (5.9) and Lemma 5.2 (i) implies that
inf
Q(m)
u˜1 ≥ c˜2
16
for some universal constant c˜2 > 0.
Apply Lemma 5.2 (ii) to M2
c˜2
u˜1 and we obtain
inf
Qm−1
M2
c˜2
u˜1 ≥ 1.
Continue applying Lemma 5.2 (ii) and noting (5.8), we obtain
(5.10) u˜1 ≥ 2c2 :=
c˜2
M
δ
1
n−1 /R
2
in Sφ(2δen,R) × (−δ
1
n−1 , 0].
The estimate (5.10) holds for any y ∈ Fδ := {xn = 2δ, |x′| ≤ δ
1
6(n−1) }. Hence by choosing a finite cover
from {Sφ(y,R) × (−δ 1n−1 , 0]}y∈Fδ and choosing c1 such that c1c2 ≤ k−2, we obtain
inf
Fδ×(−δ
1
n−1 ,0]
u1 ≥ c2.
Fix t0 ∈ (−δ 1n−1 /2, 0]. Consider the function
w
t0
(x, t) := xn − φ(x) + 2
(
δ
1
n−1 |x′|2 + Λ
n
λn−1δ
x2n
)
+ (t − t0).
Denote D := {xn ≤ 2δ} ∩U. Using similar arguments as in the proof of [12, Lemma 5.2] and noting that
on
(
D ∩ {|x′| ≤ δ 16(n−1) }
)
× {−δ 1n−1 },
w
t0
(x,−δ 1n−1 ) ≤ 2δ + 2δ 1n−1 δ 13(n−1) + 2 Λ
n
λn−1
4δ − 1
2
δ
1
n−1 ≤ 0
if δ > 0 small, we conclude that u1
c2
≥ w
t0
in D × [−δ 1n−1 , t0]. In particular,
u1(0, xn, t0) ≥ c2 wt0 (0, xn, t0) ≥
c2
2
xn, ∀xn ∈ [0, c′],
where c′ is universal.
We can apply similar arguments to any x0 ∈ ∂U ∩ Bc and t0 ∈ [−δ 1n−1 /2, 0]. Hence
u1 ≥
c2
2
dG, in
(
U ∩ Bc′
)
× [−δ 1n−1 /2, 0],
which implies
u ≥ a′ dG in Qθ, a′ := a +
b − a
2
c2.

Let u be a continuous solution of (5.5). Assume t0 ∈ (0, T ], h > 0 is small and t0 − h ≥ 0. Let Ah be
the sliding in the Localization Theorem and φh be the rescaled function of φ defined as before, we define
Ih(x, t) := (h− 12Ahx, h−1(t − t0)) and
uh(x, t) :=
u(I−1
h
(x, t))
h1/2
=
u(h
1
2A−1
h
x, ht + t0)
h
1
2
, (x, t) ∈ Ih(Qφ((0, t0), h)).
Denote Qh(φ) := Qφ((0, 0), h), and then
Ih(Qφ((0, t0), h)) = Q1(φh) = Sφh(0, 1) × (−1, 0],
Lφhuh = fh, fh(x, t) := h
1
2 f (h1/2A−1h x, ht + t0), (x, t) ∈ Q1(φh).
Using this parabolic rescaling and Lemma 5.1, 5.3, and similar arguments as in the proof of [12,
Theorem 2.1], we can obtain regularity of u on the side of Ω.
Theorem 5.2. Under the assumptions in Lemma 5.1, for any t0 ∈ [2c∗, T ] we have
|u(x, t) − Dnu(0, t0)xn| ≤ C[|x| + |t − t0|
1
2 ]1+α1 , ∀(x, t) ∈ Qφ((0, t0), h1)
and
|Dnu(0, t0)| ≤ C,
where α1 ∈ (0, 1) is universal and C > 0, h1 ∈ (0, 1) depend only on n, λ,Λ, ρ, c∗.
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Next we assume the global information on Ω and φ:
Assume
(5.11) Ω ⊂ B1/ρ contains an interior ball of radius ρ tangent to ∂Ω at each point on ∂Ω.
Let φ : Ω→ R, φ ∈ C0,1(Ω) ∩ C2(Ω) be a convex function satisfying
(5.12) detD2φ = g, 0 < λ ≤ g ≤ Λ in Ω.
Assume further that φ separates quadratically from its tangent planes on ∂Ω, namely,
(5.13) ρ|x − x0|2 ≤ φ(x) − φ(x0) − ∇φ(x0) · (x − x0) ≤ ρ−1|x − x0|2, ∀x, x0 ∈ ∂Ω.
Theorem 5.2 easily implies the estimate for general Dirichlet boundary data.
Theorem 5.3. Assume (5.11)-(5.13) hold. Assume ϕ ∈ C2,1(D) with D := Ω×(0, T ]. Let u : Ω×[ c∗
2
, T ]→
R be a continuous solution of { Lφu = f in Ω × ( c∗2 , T ],
u = ϕ on ∂Ω × [ c∗
2
, T ]
with
‖u‖L∞(Ω×( c∗2 ,T ]) + ‖ f /trΦ‖L∞(Ω×( c∗2 ,T ]) + ‖ϕ‖C2,1(D) ≤ 1.
Then for any z0 = (x0, t0) ∈ ∂Ω × [2c∗, T ], there exists is a linear function lz0 such that
|u(x, t) − lz0(x)| ≤ C[|x − x0| + |t − t0|
1
2 ]1+α1 , ∀(x, t) ∈ Qφ(z0, h1)
and
|Dlz0 | ≤ C,
where α1 ∈ (0, 1) is universal and C > 0, h1 ∈ (0, 1) depend only on n, λ,Λ, ρ, c∗.
6. Regularity near the corner of Ω
In this section we establish regularity for solutions u :
(
Bρ ∩Ω
)
× [0, ρ2]→ R of
(6.1)
{ Lφu = f in (Bρ ∩Ω) × (0, ρ2],
u = ϕ on Σ :=
(
(Bρ ∩ ∂Ω) × (0, ρ2]
)
∪
(
(Bρ ∩ Ω) × {0}
)
,
where Ω and φ satisfy (5.1)-(5.4).
We first give a pointwise C1+α,
1+α
2 estimate at the corner of Ω. The idea is similar to that in Lemma
4.1, using the good geometry of boundary sections of φ given by the Localization Theorem 5.1.
Lemma 6.1. Assume (5.1)-(5.4) hold. Let u be a continuous solution of (6.1) with
‖u‖L∞((Bρ∩Ω)×(0,ρ2]) + ‖ f /trΦ‖L∞((Bρ∩Ω)×(0,ρ2]) ≤ 1,
where there is a linear function l(0,0) such that
|ϕ(x, t) − l(0,0)(x)| ≤ |x|2 + t, ∀(x, t) ∈ Σ,
and
|Dl(0,0)| ≤ 1.
Then for any 0 < α < 1, there is a constant c0 > 0 such that
|u(x, t) − l(0,0)(x)| ≤ C(|x|2 + t)
1+α
2 , ∀(x, t) ∈
(
Bρ ∩Ω
)
× [0, ρ2],
where C > 0, c0 > 0 depend only on n, λ,Λ, α, ρ.
Proof. Assume φ(0) = 0,∇φ(0) = 0. For any 0 < δ < 1, the Localization Theorem 5.1 gives that (see
(5.7)) for any 0 < δ < 1,
(6.2) |x|2+δ ≤ φ(x) ≤ |x|2−δ,
holds for any x ∈ Bc0 ∩Ω, where c0 depends only on n, λ,Λ, ρ, δ.
Let v(x, t) := φ(x) + µt with µ ≥ n + 1/λ. We have
Lφv = −µdetD2φ + ndetD2φ ≤ −λ(µ − n) ≤ −1.(6.3)
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Moreover, the estimate (6.2) implies that
v(x, 0) = φ(x) ≥ |x|2+δ x ∈ Bc0 ∩Ω.(6.4)
For any ǫ > 0, by straightforward computation we have
K1ǫ
− δ
2 ≥ r−δ − ǫ r−(2+δ), ∀r > 0,
where K1 :=
[
δ
2+δ
]1+ δ
2 2
δ
. For any x ∈ Bc0 ∩ Ω, we have by (6.4)
|x|2 ≤ ǫ + K1ǫ−
δ
2 |x|2+δ ≤ ǫ + K1ǫ−
δ
2 v(x, 0).(6.5)
Define
ω±(x, t) := 2[ǫ + K1ǫ−
δ
2 v(x, t)] + t − 1
2
|x|2 ± [u(x, t) − l(x)], x ∈ Ω ∩ Bρ, t ∈ [0, ρ2],
where l(x) := l(0,0)(x). By (6.3) we have
Lφω± = 2K1ǫ−
δ
2Lφv − detD2φ − trΦ[1 ∓ f /trΦ] ≤ 0 in
(
Bc0 ∩Ω
) × (0, ρ2].
On
(
Bc0 ∩ Ω
) × {0}, the estimate (6.5) implies that
ω±(x, 0) = 2[ǫ + K1ǫ−
δ
2 v(x, 0)] − 1
2
|x|2 ± [ϕ(x, 0) − l(x)] ≥ 0.
On
(
∂Ω ∩ Bc0
) × (0, ρ2], using (6.5) again we have
ω±(x, t) ≥ 2[ǫ + K1ǫ−
δ
2 v(x, 0)] + t − 1
2
|x|2 ± [ϕ(x, t) − l(x)]
≥ 2[ǫ + K1ǫ−
δ
2 v(x, 0)] + t − 1
2
|x|2 − [|x|2 + t] ≥ 0.
On
(
∂Bc0 ∩Ω
) × (0, ρ2], we use (6.4) and find
ω±(x, t) ≥ 2K1ǫ−
δ
2 |x|2+δ − 1
2
|x|2 − [|ϕ(x, t)| + |l(0)| + |Dl||x|]
≥ 2K1ǫ−
δ
2 c2+δ0 −
1
2
c20 − 3 ≥ 0,
where we choose ǫ > 0 such that K1ǫ
− δ
2 ≥ 2c−(2+δ)
0
. Then the maximum principle implies that
ω± ≥ 0 in (Bc0 ∩ Ω) × [0, ρ2].
Hence for any ǫ such that K1ǫ
− δ
2 ≥ 2c−(2+δ)
0
we have
|u(x, t) − l(x)| ≤ 2[ǫ + K1ǫ−
δ
2 v(x, t)] + t, ∀(x, t) ∈ (Bc0 ∩ Ω) × [0, ρ2],(6.6)
which gives
|u(x, t) − l(x)| ≤ C[v(x, t)] 22+δ + t ≤ C[|x| 2(2−δ)2+δ + t 22+δ ],
where C depends only on n, λ,Λ, ρ, δ. For any α < 1, we choose δ > 0 small such that
2(2−δ)
2+δ
> 1+α and
2
2+δ
> 1+α
2
. The result follows. 
Lemma 6.1, Theorem 5.2 and a localization process give estimates of u near the corner of Ω.
Lemma 6.2. Assume (5.1)-(5.4) hold. Let u be a continuous solution of (6.1) with ϕ = 0 and
‖u‖L∞((Bρ∩Ω)×(0,ρ2]) + ‖ f /trΦ‖L∞((Bρ∩Ω)×(0,ρ2]) ≤ 1.
Then for any t0 ≤ h0 we have
|u(x, t) − Dnu(0, t0)xn| ≤ C[|x| + |t − t0|
1
2 ]1+α1 , ∀(x, t) ∈ Qφ((0, t0), h1t0),
and
|Dnu(0, t0)| ≤ Ct
α1
2
0
,
where C > 0, h0, h1, α1 ∈ (0, 1) are universal.
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Proof. Recall the rescaled function φh and section Sφh(0, 1) in Section 5. For any h ≤ h0 = h0(n, λ,Λ, ρ),
φh satisfies in Sφh(0, 1) the hypotheses of the Localization Theorem 5.1 at all points on ∂Sφh(0, 1) ∩ Bc0
for some c0 universal. Define Ih(x, t) := (h
− 1
2Ahx, h
−1t) and
Q′h(φ) := Sφ(0, h) × (0, h],
then
IhQ′h(φ) = Q′1(φh) = Sφh(0, 1) × (0, 1].
Define
uh(y, s) :=
u(h
1
2A−1
h
y, hs)
h
1
2
,
then
Lφhuh(y, s) = fh(y, s) := h
1
2 f (h
1
2A−1h y, hs) in Q
′
1(φh).
Note
Sφh(0, 1) ⊃ Bk ∩ Ωh
with k universal and
uh = 0 on
(
(∂Sφh(0, 1) ∩ Bk) × (0, 1]
)
∪
(
(Sφh(0, 1) ∩ Bk) × {0}
)
.
Applying Theorem 5.2, for any s0 ∈ [12 , 1] and any (y, s) ∈ Qφh((0, s0), h1), we have
|uh(y, s) − Dnuh(0, s0)yn| ≤ C[‖uh‖L∞((Sφh (0,1)∩Bk)×(0,1]) + ‖ fh/trΦh‖L∞((Sφh (0,1)∩Bk)×(0,1])]
· [|y| + |s − s0|
1
2 ]1+α1 ,
and
|Dnuh(0, s0)| ≤ C[‖uh‖L∞((Sφh (0,1)∩Bk)×(0,1]) + ‖ fh/trΦh‖L∞((Sφh (0,1)∩Bk)×(0,1])],
where C > 0, 0 < h1, α1 < 1 are universal.
By Lemma 6.1, for any α ∈ (0, 1) and (x, t) ∈ Q′
h
(φ), we obtain
|u(x, t)| ≤ C
(
|x|2 + t
) 1+α
2 ≤ Ch 1+α2 | log h|1+α,(6.7)
where C = C(n, λ,Λ, ρ, α) > 0. Moreover,
‖ fh/trΦh‖L∞((Bk∩Sφh (0,1))×(0,1]) ≤ Ch
1
2 | log h|2‖ f /trΦ‖L∞(Q′
h
(φ)) ≤ Ch
1
2 | log h|2(6.8)
for some constant C = C(n, λ,Λ, ρ) > 0.
For any t0 ∈ [h2 , h], set
l(0,t0)(x) := h
1
2Dnuh(0, h
−1t0)(h−
1
2Ahx) · en = Dnuh(0, h−1t0)xn.
For any (x, t) ∈ Qφ((0, t0), h1h), we have by (6.7) and (6.8) that
|u(x, t) − l(0,t0)(x)| ≤ Ch
1
2
[
h
α
2 | log h|1+α + h 12 | log h|2
]
· [|h− 12Ahx| + |h−1(t − t0)|
1
2 ]1+α1
≤ Ch 12 h α2 | log h|2h−
1+α1
2 | log h|1+α1 [|x| + |t − t0|
1
2 ]1+α1
≤ C[|x| + |t − t0|
1
2 ]1+α1 ,
and
|Dnuh(0, s0)| ≤ C
[
h
α
2 | log h|1+α + h 12 | log h|2
]
≤ Ch
α1
2 ,
where C = C(n, λ,Λ, ρ) and we take α > α1. Moreover, from the first estimate we conclude that
Dnu(0, t0) = Dnuh(0, h
−1t0).
For any t0 ≤ h0, take h := t0 ≤ h0, then the last two estimates imply the desired conclusion. 
Lemma 6.2 implies the estimate for general Dirichlet boundary data.
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Theorem 6.1. Assume (5.11)-(5.13) hold. Denote D := Ω×(0, T ]. Let ϕ ∈ C2,1(D) and u be a continuous
solution of { Lφu = f in D,
u = ϕ on ∂pD
with
‖u‖L∞(D) + ‖ f /trΦ‖L∞(D) + ‖ϕ‖C2,1(D) ≤ 1.
Then, for any z0 = (x0, t0) ∈ ∂Ω × [0, h0], there exists is a linear function lz0 such that
|u(x, t) − lz0 (x)| ≤ C[|x − x0| + |t − t0|
1
2 ]1+α1 , ∀(x, t) ∈ Qφ(z0, h1t0)
and
sup
(x,t)∈∂Ω×[0,h0]
|Dl(x,t) | + sup
(x,t),(y,s)∈∂Ω×[0,h0]
(x,t),(y,s)
|Dl(x,t) − Dl(y,s)|
(|x − y| + |t − s| 12 )α1
≤ C,
where C > 0, h0, h1, α1 ∈ (0, 1) are universal.
7. Proof of Theorem 2
In this section we give the complete proof of Theorem 2. We denote by c,C constants depending only
on n, λ,Λ, ρ, T and the modulus of continuity of g. Their values may change from line to line whenever
there is no confusion.
We may assume
‖u‖L∞(D) + ‖ f ‖L∞(D) + ‖ϕ‖C2,1(D) ≤ 1.
Let y ∈ Ω. Assume Ω ⊂ Rn+, 0 ∈ ∂Ω and the maximal interior section Sφ(y, h¯) is tangent to ∂Ω at 0.
By Proposition 5.1, we have
dist(y, ∂Ω) ∼ h¯ 12 , |∇φ(y)| ∼ h¯ 12 ,
cE ⊂ Sφ(y, h¯) − y ⊂ CE,
where
E := h¯
1
2A−1
h¯
B1, ‖Ah¯‖, ‖A−1h¯ ‖ ≤ C log |h¯|.
Define T x := h¯−
1
2Ah¯(x − y) and Tp(x, t) := (T x, h¯−1t),
φ˜(x˜) : =
1
h¯
[φ(T−1 x˜) − lφ,y(T−1 x˜) − h¯],
u˜(x˜, t˜) : =
1
h¯
1
2
[u(T−1 x˜, h¯t˜) − l(0,0)(T−1 x˜)],
where l(0,0) is from Lemma 6.1. Let K0 > 1 be a constant to be chosen later. Then
Bc × (0,K0] ⊂ Tp(Sφ(y, h¯) × (0,K0h¯]) = Sφ˜(0, 1) × (0,K0] ⊂ BC × (0,K0],
Lφ˜u˜(x˜, t˜) = f˜ (x˜, t˜) := h¯
1
2 f (T−1 x˜, h¯t˜) in Sφ˜(0, 1) × (0,K0].
From Lemma 6.1, for any α ∈ (0, 1) we have
|u(x, t) − l(0,0)(x)| ≤ C[|x| + |t|
1
2 ]1+α, ∀(x, t) ∈ D,(7.1)
Define ϕ˜ := u˜(·, 0), then by straightforward computation we obtain
‖ϕ˜‖
C1,1(Sφ˜(0,1))
≤ Ch¯ 12 | log h¯|2.(7.2)
Theorem 4.3 gives that u˜ ∈ C1+α′, 1+α
′
2
(
Sφ˜(0,
1
2
) × [0,K0]
)
for any α′ < 1 and
‖u˜‖
C
1+α′, 1+α′
2
(
Sφ˜(0,
1
2
)×[0,K0]
) ≤ C[‖u˜‖L∞(Sφ˜(0,1)×(0,K0]) + ‖ f˜ ‖L∞(Sφ˜(0,1)×(0,K0]) + ‖ϕ˜‖C1,1(Sφ˜(0,1))] ≤ h¯
α
4 ,
where we use (7.1) and (7.2). Hence,
‖Du‖
L∞
(
Sφ
(
y, h¯
2
)
×(0,K0h¯]
) ≤ |Dl(0,0)| + ‖Ah¯‖ ‖Du˜‖L∞(Sφ˜(0, 12 )×[0,K0]) ≤ C,
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and for any (x, t1), (x, t2) ∈ Sφ
(
y, h¯
2
)
× (0,K0h¯],
|u(x, t1) − u(x, t2)| = h¯
1
2 |u˜(T x, h¯−1t1) − u˜(T x, h¯−1t2)|
≤ h¯ 12 h¯ α4 h¯− 1+α
′
2 |t1 − t2|
1+α′
2 ≤ |t1 − t2|
1+α′
2 ,
by taking α′ < α
2
. For any (xi, ti) ∈ Sφ
(
y, h¯
2
)
× (0,K0h¯], i = 1, 2,
|Du(x1, t1) − Du(x2, t2)| = |(Ah¯)t[Du˜(T x1, h¯−1t1) − Du˜(T x2, h¯−1t2)]|
≤ C| log h¯| h¯ α4 [|h¯− 12Ah¯(x1 − x2)| + h¯−
1
2 |t1 − t2|
1
2 ]α
′
≤ Ch¯ α4− α
′
2 | log h¯|1+α′[|x1 − x2| + |t1 − t2|
1
2 ]α
′
≤ [|x1 − x2| + |t1 − t2|
1
2 ]α
′
.
Hence we obtain
‖u‖
C
1+α′ , 1+α′
2
(
Sφ(y,
h¯
2
)×[0,K0h¯]
) ≤ C.(7.3)
Denote l(y,t) := lu,(y,t) for t ∈ (0, T ]. For any t0 ∈ (0,K0h¯] and (x, t) ∈ Sφ(y, h¯2 ) × [0,K0h¯],
|u(x, t) − l(y,t0)(x)| = |u(x, t) − u(y, t0) − Du(y, t0) · (x − y)|
≤ C[|x − y| + |t − t0|
1
2 ]1+α
′
.(7.4)
Then by (7.1) and (7.4),
|Dl(0,0) − Du(y, t0)| ≤ C|y|
α′
2 .
Let α1 ∈ (0, 1) be the small constant given by Theorem 6.1, then
|Du(y, t0) − Dl(0,t0)| ≤ |Dl(0,0) − Du(y, t0)| + |Dl(0,0) − Dl(0,t0)| ≤ C|y|
α′
2 ,
where we use Theorem 6.1 and take α
′
2
< α1. Combining these estimates we find
sup
t∈[0,K0 h¯]
|Du(y, t) − Dl(0,t)|
|y| α′2
≤ C.(7.5)
Let h0, h1 be the small constants given by Theorem 6.1. Fix t0 ∈ (K0h¯, h0]. Define
v(x˜, t˜) :=
1
h¯
1
2
[
u − l(0,t0)
]
(h¯
1
2A−1
h¯
x˜ + y, h¯t˜ + t0),
then
Lφ˜v(x˜, t˜) = F(x˜, t˜) := h¯
1
2 f (h¯
1
2A−1
h¯
x˜, h¯t˜ + t0) in Qφ˜((0, 0), 1).
The interior estimate Theorem 1 shows for α′ < 1 as above,
‖v‖
C
1+α′ , 1+α′
2
(
Qφ˜((0,0),
1
2
)
) ≤ C[‖v‖L∞(Qφ˜((0,0),1)) + ‖F‖L∞(Qφ˜((0,0),1))].
Applying Theorem 6.1, there exists is a linear function l(0,t0) such that
|u(x, t) − l(0,t0)(x)| ≤ C[|x| + |t − t0|
1
2 ]1+α1 , ∀(x, t) ∈ Qφ((0, t0), h1t0).(7.6)
By [10, Proposition 4.1],
Sφ(y, h¯) ⊂ Sφ(0, θ∗h¯),
where θ∗ depends only on n, λ,Λ, ρ.
Now we take K0 := θ∗h−11 , then h1t0 > h1K0h¯ = θ∗h¯, we have by (7.6)
|u(x, t) − l(0,t0)(x)| ≤ C[|x| + |t − t0|
1
2 ]1+α1 , ∀(x, t) ∈ Qφ((y, t0), h¯).(7.7)
Hence, for any (x˜, t˜) ∈ Qφ˜((0, 0), 1),
|v(x˜, t˜)| ≤ Ch¯− 12 [|h¯ 12A−1
h¯
x˜ + y| + h¯ 12 |t˜| 12 ]1+α1 ≤ h¯
α1
4 .
Similar to the proof of (7.3) we have
‖u‖
C
1+α′ , 1+α′
2
(
Qφ((y,t0),
h¯
2
)
) ≤ C(7.8)
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by choosing α′ < α1
2
. For any (x, t) ∈ Qφ((y, t0), h¯2 ), we have from (7.8) that
|u(x, t) − l(y,t0)(x)| ≤ C[|x − y| + |t − t0|
1
2 ]1+α
′
.(7.9)
This together with (7.7) implies
|Dl(x0 ,t0) − Du(y, t0)| ≤ C|y|
α′
2 .
Hence,
sup
t∈[K0h¯,h0]
|Du(y, t) − Dl(0,t)|
|y| α′2
≤ C.(7.10)
Note that (7.6) also holds if t0 ≥ h0 (by applying Theorem 5.3), hence (7.8) and (7.10) also hold for
t0 ≥ h0.
Let (x, t), (y, s) ∈ Ω × [0, T ]. Denote h¯x := h¯(x), h¯y := h¯(y) and assume h¯y ≤ h¯x. Let x∗, y∗ ∈ ∂Ω such
that x∗ ∈ ∂Sφ(x, h¯x) ∩ ∂Ω and y∗ ∈ ∂Sφ(y, h¯y) ∩ ∂Ω,. We consider these cases:
Case 1. y ∈ Sφ
(
x,
h¯x
2
)
, |t − s| < h¯x
2
, t, s ≤ K0h¯x. Then
(x, t), (y, s), (x, s) ∈ Sφ
(
x,
h¯x
2
)
× (0,K0h¯x].
Hence by (7.3),
|Du(x, t) − Du(y, s)| ≤ C[|x − y| + |t − s| 12 ]α′ ,
|u(x, t) − u(x, s)| ≤ C|t − s| 1+α
′
2 .
Case 2. y ∈ Sφ
(
x,
h¯x
2
)
, |t − s| < h¯x
2
, max{t, s} > K0h¯x. For example, if s > K0h¯x, t ≤ s, then
(y, s), (x, t) ∈ Qφ
(
(x, s),
h¯x
2
)
.
Hence by (7.8),
|Du(x, t) − Du(y, s)| ≤ |Du(y, s) − Du(x, s)| + |Du(x, s) − Du(x, t)|
≤ C[|x − y| + |t − s| 12 ]α′ ,
|u(x, t) − u(x, s)| ≤ C|t − s| 1+α
′
2 .
Case 3. y ∈ Sφ
(
x,
h¯x
2
)
, |t − s| ≥ h¯x
2
.
For any δ ∈ (0, 1
2
) small we have
|y∗ − y| ≤ Ch¯
1
2
−δ
y ≤ Ch¯
1
2
−δ
x ≤ C|s − t|
1
2
−δ,
|x∗ − x| ≤ Ch¯
1
2−δ
x ≤ C|s − t|
1
2
−δ,
then by (7.5), (7.10) and Theorem 6.1,
|Du(x, t) − Du(y, s)| ≤ |Du(x, t) − Dl(x∗ ,t)| + |Dl(x∗ ,t) − Dl(y∗ ,s)| + |Dl(y∗ ,s) − Du(y, s)|
≤ C[|x − x∗| α
′
2 + (|x∗ − y∗| + |t − s| 12 )α1 + |y∗ − y| α
′
2 ],
≤ C[|x − y| + |t − s| 14 ] α
′
2 ,
|u(x, t) − u(x, s)| ≤ |u(x, t) − l(x∗ ,t)(x)| + |l(x∗ ,t)(x) − l(x∗ ,s)(x)| + |u(x, s) − l(x∗ ,s)(x)|
= |(Du(ξ, t) − Dl(x∗ ,t)) · (x − x∗)| + |(Du(η, s) − Dl(x∗ ,s)) · (x − x∗)|
+ |u(x∗, t) − u(x∗, s) + (Dl(x∗ ,t) − Dl(x∗ ,s)) · (x − x∗)|
≤ C[|x − x∗|1+ α
′
2 + |t − s| + |t − s|
α1
2 |x − x∗|]
≤ C|t − s|( 12−δ)(1+ α
′
2
) ≤ C|t − s| 12 (1+ α
′
4
),
where ξ, η are some points in the segment joining x and x∗, and we choose δ sufficiently small.
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Case 4. y < Sφ(x, h¯x/C
∗).
Since φ ∈ C1,β(Ω) for some β = β(n, λ,Λ, ρ) ∈ (0, 1) ([12, Proposition 2.6]), we have
|x − y| ≥ ch¯
1
1+β
x ≥ h¯
1
1+β
y ,
it follows that
|x∗ − x| ≤ Ch¯
1
4
x ≤ C|x − y|
1+β
4 ,
and
|y∗ − y| ≤ Ch¯
1
4
y ≤ C|x − y|
1+β
4 ,
then
|Du(x, t) − Du(y, s)| ≤ |Du(x, t) − Dl(x∗ ,t)| + |Dl(x∗ ,t) − Dl(y∗,s)| + |Dl(y∗ ,s) − Du(y, s)|
≤ C[|x − x∗| α
′
2 + (|x∗ − y∗| + |t − s| 12 )α1 + |y∗ − y| α
′
2 ],
≤ C[|x − y| 1+β4 + |t − s| 12 ] α
′
2 .
Combining all these cases, the proof of Theorem 2 is complete. 
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