This article outlines a strategy for the evaluation of a development partnership within the EU 'EQUAL' programme. A new aspect of the EQUAL programme is the grouping of projects within thematic or geographical partnerships. This facilitates the establishment of stronger links between learning at intra-project, inter-project and programme level, in a way that was not the case in previous EU employment programmes. It provides the opportunity to address the problem of external validity (also known as transferability or generalizability), which has long been an intractable aspect of evaluation. In particular, it has been difficult to generate inter-project and policy-level learning in innovative programmes of heterogeneous projects, because learning has been strongly context-bounded. The approach of cluster evaluation has offered a methodology for bridging the gap between case-based learning and policy-level learning. The approach is suitable for thematic programmes of innovative and heterogeneous interventions in field settings with multiple objectives and diverse participants. It favours communicative learning processes among programme participants, using interactive and dialogue-focused techniques. The article reviews these issues and outlines the strategy adopted in the evaluation of a development partnership within the EU EQUAL programme in Germany.
Introduction
The discipline of evaluation has, around the turn of the millennium, come to see learning as a keyword in its search for a practice of evaluation which delivers useful knowledge and makes a difference among programme 'outsiders' and programme 'insiders' -policy analysts, programme planners and practitioners. In this article an approach is set out to the evaluation of complex, heterogeneous multi-site and multi-level projects, which can guide the tasks of evaluation in managing learning in organizational networks. The article is concerned with knowledge transferability -one can also term it generalization. Transferability is, from this perspective:
• a way of enabling others, different social actors, to make use of knowledge; • a way of using knowledge for application elsewhere, in settings other than that being evaluated.
The article documents a search for a methodological approach which has regard for these two facets of transferability and is able to draw lessons from heterogeneous evidence for heterogeneous audiences. The article considers first the question of multiple levels -transferring knowledge to audiences at different levels of the policy/practice system, and goes on to deal with the challenge of multiple sites -generating appropriate methodological strategies for drawing transferable knowledge from multiple cases. The article argues that cluster evaluation provides a suitable methodological framework for the management of learning processes in heterogeneous multi-site and multi-level projects. It concludes by illustrating these propositions with a case of the evaluation of a development partnership in the EU EQUAL programme.
Multiple Levels: Audiences and Transferability
A characteristic of multi-level evaluations is the requirement to address themselves to the knowledge requirements of different audiences of evaluation, from policy making and funding bodies, though programme planners, practitioners at the interface of service delivery and service users. This goes back a long way in evaluation discourse, for example, the debates on audiences (associated with the work of Weiss, 1990) , stakeholders (Guba and Lincoln, 1989) or primary intended users (Patton, 1997) of evaluations. For the purposes in this article, two different functions -drawing on Chelimsky's (1997) categories -need to be reconciled:
• the project practitioners look to the evaluation to help them to enhance their services (the developmental perspective) and • policy analysts and programme planners require consolidated information to derive lessons for implementation in other contexts -horizontal and vertical mainstreaming (the knowledge perspective).
Evaluation has an impact for policy makers if it is able to inform policy-level decisions. Learning at the policy level requires generalization: the generation of context-bridging knowledge for unspecific audiences generally 'outside' the programme concerned. A frequently cited example of this is Weiss's (1990) thesis that the impact of evaluation occurs at a mediated level of long-term influences on the policy 'climate' through processes of absorption and sensitization, rather than at an immediate level of judgements on specific programmes. Policy-level actors require evaluation to generate knowledge with external validity surpassing the context of a single programme, in order to inform interventions in different settings. The theory of science underlying this process is one of generalization Evaluation 11 (2) (see e.g. Cook, 1993) or, in a different discourse, transferability (Guba and Lincoln, 1989: 240ff.) . The tendency in evaluation -as contrasted with conventional social science -is that knowledge generated will be programme-specific and have weak external validity.
This policy and decision-making orientation has been complemented by the recognition that evaluation has a role to play in improving service delivery by practitioners. Learning at the practitioner level requires particularization (in the terminology of Stake, 1995) : the generation of case-based, situational knowledge for specific beneficiaries within the programme concerned. Examples are to be found when evaluation merges with organizational development (Flood, 1999; Preskill and Torres, 1999) : for organizational development is by definition focused on the specific setting of the organization concerned.
Multi-level evaluations will need to encompass both of these poles: how to facilitate learning processes not solely at the level of policy analysis or local implementation but between these levels, and between actors at different levels in the programme architecture -from decision-making through programme planning to service delivery. In such activities there is a -creative -tension between situated and decontextualized knowledge. Communication is addressed to multiple audiences and is, according to context, audience-specific or audienceunrelated. And there is no clear boundary defining which actors are 'inside' the programme (practitioners and programme planners) and which 'outside' (policy analysts or decision makers).
Multiple Sites: Contexts and Transferability
Most urban programmes are not delivered uniformly across different settings, and evaluation has long had to cope with project heterogeneity in programmes. A long tradition of multi-site evaluation has been concerned with the methodology of investigating territorially based policy interventions (cf. Herrell and Straw, 2002; Turpin and Sinacore, 1991) . If evaluations apply unitary outcome measures for large-scale programmes without taking into account local implementation, they fail to catch the particular qualities of the implemented practice, and aggregated results mask important differences between implementation in different settings. If, on the other hand, they make special evaluation designs for different settings, they risk being unable to consolidate findings and consequently will have difficulty drawing transferable lessons. The application of standardized designs to heterogeneous evaluation objects screens out divergences in service delivery according to setting -divergences that might make a difference -in the process of data aggregation. 'Program variability has been treated most often as a nuisance effect . . .' (Guastello and Guastello, 1991) . So how can one come to recognize that variation in local implementation is not simply a nuisance factor but something to be taken into account, even welcomed and encouraged? And how does one then manage the evaluation results emerging from heterogeneous settings? The typology developed by Worthen et al. (1997: 464) , which I have adapted in Figure 1 , makes clear the differences between four principal forms of multi-site investigation.
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Multi-Site Evaluation
Cell 1 in the figure is the 'classic' multi-site evaluation strategy, designing the programme and the evaluation at the outset and planning for uniformity in implementation and compatibility in the evaluation findings from the sites (cf. Herrell and Straw, 2002) . Such multi-site evaluations have generally not been driven by the goal of making a virtue of local variation: rather, evaluations have often been carried out in different sites for purposes of verification and even replication, for which sites with controllable variables were necessary. Differences in the treatment context and in programme implementation were often perceived as 'analytical nuisances' (Sinacore and Turpin, 1991: 13) disturbing the reductionist procedure of aggregation through standardization of measures and data pooling (Hedrick, 1991) . 'When program implementation is allowed to vary across sites . . . multi-site evaluation is viewed by many authors as seriously weakened' (Worthen and Schmitz, 1997) . Nonetheless, some multi-site approaches have argued in favour of the evaluative opportunities presented by programme variability by site, which provide opportunity for 'natural' experimental designs (Cottingham, 1991) -as long as the variability remains manageable.
Meta-Analysis
Cell 2 is the fortuitous case where implementation was uniform across different locations in spite of not having been planned as such, and the evaluation can therefore compare findings. In practice this refers to meta-analysis, an ex-post approach which relies on the compatibility of findings. Meta-analysis is one form of consolidating the knowledge from a collection of previously completed evaluations, and relies methodologically on a base of quantitative evaluations whose results are amenable to aggregation (Lipsey, 2000; Pawson, 2002; Schwandt, 2000) . 
Critical Review
Cell 4 is the most intractable case, attempting to generate usable and convincing findings from disparate interventions with idiosyncratic data collection procedures. This 'worst-case' scenario is the everyday stuff of the evaluator's work in the analysis of complex human service programmes, resolvable only through the hermeneutic procedures of critical review or synthesis evaluation, drawing qualitative conclusions from diverse evaluation sources (Noblit and Hare, 1988; Pawson, 2002; Perrin, 1999) . Both meta-analysis and critical review/synthesis evaluation are unable to influence or manipulate evaluation design and implementation to generate knowledge with enhanced external validity because in these two cases the evaluator arrives after all the other participants have already left the scene.
Cluster Evaluation
This anticipation is what constitutes cluster evaluation, Cell 3 in Figure 1 : the 'real-time' management of the problems of complexity resulting from variable implementation from the outset of the evaluation. Unlike the other approaches, cluster evaluation provides a structure for participatively defining common terms of reference for innovative -and hence heterogeneous -programmes and linking evaluations formatively at the time of their conception and implementation, not, as is the case with syntheses and meta-analyses, summatively after their completion.
Cluster evaluation groups individual projects by theme and formulates evaluation questions that transcend the issue of the performance of a single local project, thereby enhancing external validity. Cluster evaluation consolidates knowledge from heterogeneous cases in field settings concerned with similar issues and is a method that does not rely on aggregation. These issues in cluster evaluation are of particular relevance to the evaluation of thematically and organizationally grouped projects, as in the development partnerships of the EQUAL programme.
Over the past decade and more the cluster evaluation approach has been developed in the US, associated with the Kellogg Foundation, as a strategy to manage the evaluations of heterogeneous projects within programmes addressing common themes (Kellogg Foundation, 1998) . Over the same period in Germany, a similar approach has been developed independently (Potter, 2001 (Potter, , 2004 . As yet, few publications have handled theoretical and methodological issues in cluster evaluation (Kellogg Foundation, 1998; Worthen and Schmitz, 1997; . Cluster evaluations show a great deal of variability in implementation, not least because the Kellogg Foundation tradition sees cluster evaluation less as a methodology than as a set of relationships. Apart from grey literature, little published material is available on the practice of cluster evaluation (exceptions are Lucke et al., 2001; Schmitz, n.d.) . Confusingly, the terminology has not yet stabilized and cluster evaluation has been applied to approaches that are clearly a different form of multi-site evaluation (cf. Schwerin et al., 2002) .
Cluster evaluation as associated with the Kellogg Foundation has the rationale of recognizing and allowing diversity in local projects within a programme, while
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striving to sponsor networking and interactive learning among participants and synthesizing evaluation results. The strength of cluster evaluation lies in its potential to facilitate learning among programme participants (through grouping by theme and structured networking) and at the same time enhance the transferability of knowledge from individual cases (through the management of project heterogeneity). It is therefore a strategy for managing the lessons from evaluations of heterogeneous projects within programmes addressing common themes. However, cluster evaluators do not evaluate at the level of individual projects -'cluster evaluation is not a substitute for project-level evaluation nor do cluster evaluators "evaluate" projects' (Kellogg Foundation, 1998: 17) .
The evaluative activity lies in the synthesis of the lessons from discrete projects, drawing conclusions from the collective experience of a number of case studies, and their generalization into policy discourse. The task of cluster evaluation is to achieve knowledge gains that transcend those pertaining to a single case. The process of cumulating results is more complex than replication, aggregation or verification, because allowance has to be made for the individualities of the single projects involved. In such a context, synthesizing the lessons learned is a complex task. 'Because of the intentional lack of standardization and control, aggregation of findings (is) not feasible' (Sanders, 1997) . The strategy for generalizing transferable messages is through establishing favourable conditions for interaction amongst intraprogramme actors and extraprogramme audiences.
The EU EQUAL Programme
The EU EQUAL initiative constitutes a new approach to the implementation of model programmes at European level. The programme 'offers a Europe-wide focus for experimenting with new ways of tackling the problems of inequality and discrimination specifically related to the world of work' (European Commission, 2000a: 2). The thematic fields covered by the programme are listed in Box 1.
In order to reduce the fragmentation of EU intervention in a plethora of small initiatives, the EQUAL initiative funds development partnerships. A development partnership is a network of organizations and each makes a specific contribution within a joint strategy. The partnerships are intended to be of a large enough scale to enable complex and holistic responses to a wide range of employment policy issues, and they are expected to ensure more effective networking between single organizations and projects than was the case in previous EU programmes -such as the programmes Employment and Adapt, which Europe-wide comprised over 10,000 single projects. In EQUAL, by contrast, around 1,500 development partnerships are being funded between 2002 and 2005, with a total budget of EUR 6,000m (including co-financing), in the EU. In Germany, the partnerships are fewer and of larger scale: 109 development partnerships have an average budget of around EUR 5m (including co-financing) over this time-span. The new programme structure is championed as enabling:
• more concerted and strategic responses to employment policy issues (through higher-scale interventions with larger budgets);
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• more effective learning between participating organizations (through the integration of the activities of a number of organizations in formally constituted networks with common agreed objectives and collaborative working practices); • greater chances of mainstreaming (through stronger lead actors and more diverse participants, bringing together service delivery agencies as operational partners and policy/planning agencies as strategic partners).
The following discussion draws on the experience of the EQUAL programme in Germany, in which the typical model of an EQUAL partnership is that of a cluster of thematically related services or projects (Teilprojekte) provided by horizontally linked operational partners. In other EU countries, partnerships may be formed to implement a single-site joint project: in such cases, the argument of this article will not be applicable. The following section draws exclusively on empirical experience from the programme in Germany.
The Challenge for Evaluation in EQUAL
Previous EU employment programmes have had intractable evaluability problems owing to the large number of funded projects with low priority for project-level evaluation. There were difficulties in deriving generalizable experiences from a diverse and diffuse collection of funded projects -10,000 in the Adapt and Employment programmes -with a wide gulf between project-level learning and programme-level lessons. Drawing on anecdotal evidence, it has been repeatedly stated that planners and practitioners in individual projects have not perceived a pay-off for themselves from the evaluation of the programmes.
The scale of the EQUAL development partnerships has made it possible for an evaluation capability to be built in at partnership level -indeed, this local evaluation has been a prerequisite for participation in the programme. The scale of the partnership further makes it possible to devote a level of resources to evaluation that can promise substantive results -i.e. the involvement of an evaluator with sufficient resources to be able to work with the partnership over the whole period of the programme. Moreover, it has been possible to include the evaluator as a partner in the development partnership rather than as a contractor. She or he can therefore both retain the identity as 'external' evaluator and at the same time be a peer member of the partnership over its life span.
The structure of the development partnership puts in place a framework for inter-partner networking and learning. In this process of practitioner-level learning, the evaluator can play a facilitating role. The grouping of operational partners with a joint mission in a development partnership allows for the handling of evaluation questions that transcend the specific interests of single partners. The partnership grouping facilitates the generation of knowledge at an intermediate level of generality, substantiated by the experience of more than one partner. This can service the information needs of the policy community and facilitate horizontal and vertical mainstreaming. It therefore provides the opportunity for making a bridge to policy-level learning.
The effectiveness of the transferability of evaluative findings from the development partnerships depends in part on the nature of the interface between the development partnership evaluators and the programme-level evaluator -but in practice the clustering of evaluative methodologies and of substantive findings has been limited by the evaluative approach of the programme evaluation. It also depends on the networking of development partnership evaluators, to consolidate methodologies of evaluation within the programme and cluster their results in order to enhance external validity -which in practice has been more productive -even if this was not anticipated in the programme design but emerged on the initiative of the development partnership evaluators (Kaewnetara and Uske, 2004; Potter and Klemisch, 2003) . The evaluation capacities in each development partnership can -potentially -be networked horizontally and, with respect to programme content, strengthen learning processes between development partnership practitioners, independently of the formal evaluation requirements of the programme-level evaluation.
The Development Partnership 'Kompakt'
The development partnership 'kompakt', for whose evaluation my institution is responsible, has the goal of promoting ecological product policies and Evaluation 11 (2) environmental management systems in SMEs (small and medium-sized enterprises) in Germany -in particular through the sensitization of the workforce to sustainability issues and through the promotion of participative mechanisms for involving employees in ecological re-engineering of the enterprise (www. kompaktnet.de). Kompakt is one of the EQUAL partnerships in the thematic field of adaptability (see Box 1[f] ).
The partnership includes the following principal projects, which are independent modules offered by individual operational partners on behalf of the partnership within a common training and information package:
• initial sustainability check for SMEs (selection guidelines for appropriate interventions); • curriculum development for and training of sustainable development specialists (requirements for sustainable development at company level); • personnel and organizational development towards ecological product policy (training, consultancy services for the participating SMEs); • personnel and organizational development towards environmental management systems (group facilitation, consultancy services for the participating SMEs).
These projects -of which the last three listed are the key modules -are heterogeneous in character, even if they work towards a common goal. They are implemented by diverse actors -educational organizations, management consultants, labour movement organizations, independent research institutes -who have individual interests and stakes in marketing and implementing their modules in the partnership, but are equally committed to a joint thematic focus, the promotion of sustainability in SMEs.
Levels and Settings in the 'Kompakt' Evaluation Design
In order to do justice to its diverse audiences, a multi-level design was required to address the following expectations:
• the project partners involved in the delivery of programme composed of many projects need to learn about the quality and acceptance of their services to enterprises and to the workforce in these enterprises; • the development partnership as an entity needs to learn about its own effectiveness as an instrument for managing cooperation among its project partners and as a marketing force for mainstreaming the package of services offered; • the policy analysis community needs to learn whether promoting environmental management systems and ecological product policies through personnel and organizational development contributes to the adaptability and competitiveness of enterprises.
Moreover, given the heterogeneity of the services offered by the project partners, a multi-site design was required that treats the activities of each partner project as a discrete setting. The range of services offered includes:
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• personnel development -the acquisition of new skills for environmental management; • organizational development -the development of new working practices that involve the workforce in monitoring sustainability performance; • inter-organizational collaboration -the vertical consolidation of ecological monitoring along the enterprises of the product chain.
Both with the multi-site and the multi-level components of the task, cluster evaluation approaches are suitable. This applies to the evaluation both of the (multi-site) services within the partnership and of the (multi-level) transfer of evaluation findings to other audiences. We are aware that the demands placed on this evaluation design can lead to overloading the evaluation capability with complexity and overstretching it with competing demands. The evaluation design encompasses operational services, through intra-development partnership activities and inter-partnership networking, to participation in the national evaluation (Klemisch and Potter, 2003) . There are several loci for cluster evaluations:
• clustering lessons from operational services in the development partnership;
• clustering lessons among thematically related development partnerships; • clustering lessons from development partnerships in the national programme evaluation.
There is a further potential cluster level that is not considered in this article (since the kompakt project does not include it), namely the clustering of national programme results at European level. This would surely also be a fruitful area for this evaluation approach, since the transferable lessons can probably only be drawn through communicative techniques.
Project-Partner/Participating-SME Level
At the level of the service provided by operational partners to participating enterprises, the key issues are the specific impact of the services provided by project partners with regard to:
• sensitization of the enterprise and its employees to sustainability issues; • establishment of forums for participation of the workforce progress towards ecological product policy; • progress towards environmental management systems; • progress towards a culture of the learning organization.
The principal instruments are situational observations, participant interviews and electronic forms collecting verbal data. Because of the heterogeneity of the component projects, they cannot be evaluated according to a standardized procedure.
Development-Partnership Level
The evaluation of the development partnership is the forum for a cluster evaluation, in which the components of the cluster are the services of the partner projects. The key issue involves the contribution of the individual partner projects Evaluation 11 (2) to the 'sustainability package' provided by the development partnership. The key issues are as follows.
Processes The internal workings of the development partnership are an instrument for:
• the management of cooperation (internal communication and decisionmaking); • the management of information (mutual learning and external dissemination); • the management of mainstreaming (from the exception to the rule).
Outcomes These are the impacts of the development partnership with respect to:
• the promoting of sustainable enterprise (ecological product policy and environmental management systems); • the promotion of principles of the learning organization (motivation and participation in a new organizational culture); • the adaptability of enterprises in the face of structural economic change.
The principal instrument is the moderated group discussion, undertaking participative interpretation of verbal data generated by electronic forms.
Inter-Development Partnership Level
Collaborative working with evaluators from other development partnerships has the objective of refining the evaluation methodologies applied in each development partnership and providing a forum for negotiating compatibility of evaluation methods. A working group 'Evaluation of multi-level programmes and networks' was established in the German Evaluation Society on the initiative of development partnership evaluators, and this has been active and well received by a surprisingly large evaluation community -around half the EQUAL partnerships have participated in this voluntary activity (cf. Kaewnetara and Uske, 2004; Potter and Klemisch, 2003) . However, there has in practice been limited progress towards any systematic consolidation of findings and production of common learning along the lines of a higher-order cluster evaluation, in which the development partnerships would form the constituent elements of the cluster.
Cluster Evaluation Instruments
Cluster evaluation approaches rely on verbal data. In the context of small samples, open responses to standardized questions can be managed productively using electronic forms for collection of verbal data. The forms limit the number of input characters which encourages respondents to formulate compact and dense statements, obliging them to reflect on their responses quite carefully. With a small number of respondents, it becomes possible to present 'raw data' lists of answers to single questions visually in group sessions for participatory interpretation.
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It is through this kind of communication and dialogue that cluster evaluation methods have most impact. The evaluator adopts the role of facilitator, moderator: 'Evaluators . . . must see themselves as facilitators of dialog, negotiators, and mediators' (Jenness and Barley, 1995: 55) . In addition to the adoption of an appropriate role, the evaluator needs appropriate techniques for generating information which is presentable in group situations (i.e. concise) and which is comprehensible to heterogeneous stakeholders (policy makers, practitioners, beneficiaries). Indeed, a particular strength in cluster methods is the opportunity it gives to involve programme beneficiaries in evaluation, through their involvement in communicative situations. The evaluator therefore also needs skills in the management of group processes. In this respect, the 'metaplan' method seeks to approximate to domination-free communication, providing advantages over nominal group techniques in its interactive aspects. It is also suitable for moderating groups with heterogeneous participants, unlike focus group techniques, which are more suitable as a data collection technique for homogeneous groups. It also has strengths in participative mechanisms of group data interpretation and group decision-making, while offering transparency in the recording of the results of group processes (Beywl and Potter, 1998) .
EQUAL Evaluation at National Programme Level
The EQUAL programme in Germany was conceived as a multi-level programme with a multi-level evaluation. The programme structure provided for evaluation capabilities to be embedded at the level of: the programme, the development partnerships and the constituent projects in the development partnerships. There has been continuity in the involvement of evaluators in the development partnerships from the outset of the programme, and they have in many cases been internal stakeholders rather than external observers. The financial resources available for evaluation have been more generous than in many programmes in Europe -at a guess, they may reach up to 5 percent of the development partnership budgets, while the programme evaluation has a budget for 2002-4 of EUR 2,780,000, a not inconsiderable sum (Icon Institute, n.d.) . These are positive initial conditions. They could have made possible a cluster evaluation design appropriate for an innovative, multi-level, multi-actor programme. In this respect one can speak of a lost opportunity. Of course, in practice the possibilities are constrained by the definition of 'evaluation' used by the Ministry as commissioner of evaluation, and the commissioned agency's own evaluative mission. Moreover, the appointment of a national evaluator for the EQUAL programme in Germany had been long delayed as a result of irregularities on the part of the Federal Labour Ministry in the allocation of contracts for technical assistance. So, the national evaluation did not begin under ideal conditions. This section concludes by outlining the three main qualities of evaluation that characterize cluster evaluation, and which can facilitate the evaluation of innovative multi-level, multi-actor programmes: timely, participatory and communicative qualities.
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Timely Evaluation
Cluster evaluation makes a virtue of feeding back evaluation results rapidly, to allow formative programme improvements. This is achieved through the reporting of interim 'unofficial' evaluation conclusions, especially in verbal presentations and short documents. This also optimizes the chances of evaluation feedback making a difference during the life of the programme. In the EQUAL programme, the first evaluation report has been a 250-page annual report for the year 2002, made available to the public only in mid-March 2004, without a withinprogramme process of debate and learning among programme participants (Icon Institute, 2004) . By this time it is virtually impossible for changes to be made to a running programme whose first phase is due to terminate in mid-2005, so it is just as well that the report concludes that no changes need to be made. One of the strengths of a cluster approach is the production of timely, case-based interim results in communicative, interactive learning situations: 'small (and early) is beautiful'.
Communicative Evaluation
For programme participants it has not been easy to ascertain the evaluative paradigm or strategy for the programme, because the evaluation design has not been disseminated at the outset of the evaluation. The programme evaluation incorporates a limited number of communicative meetings of evaluators during the course of the programme, but the evaluators in the development partnerships have had to continue to rely on 'self-help' in the collaborative development of investigation instruments and in the presentation and sharing of evaluation results amongst themselves. One might have anticipated that the voluntary working group 'Evaluation of multi-level programmes and networks' would have been wound up, if there had been a sufficient provision of communicative and dialogical events within the activities of the programme evaluation. That the informal working group has grown over time in 2003-4 rather than declined is an indicator of the paucity of the communicative aspects of evaluation in the formal EQUAL programme evaluation.
However, the communicative quality should not be reduced to the opportunities for meeting and exchange. It is also a question of the kind of investigative instruments to be employed. A central investigation technique in cluster evaluation is dialogue, in which the boundaries between 'raw data' and 'interpretation' are blurred. In cluster evaluation, dialogical approaches negate traditional role divisions of researcher and research object, instead stressing reciprocal learning. This involves not merely the management and facilitation of group interaction settings, and appropriate forms of recording and processing of results. In the EQUAL programme, the investigative instruments have been as yet too blunt to seize the key qualities of the programme's varied constituent elements (the judgement is the programme evaluator's own: cf. Icon Institute, 2004: 14) . The development of appropriate dialogical instruments is not easy, but it is strongly advisable in contexts of heterogeneous multi-site programmes.
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Participatory Evaluation
Without the establishment of suitable communicative settings for reciprocal learning, there have been no useful opportunities for the evaluators in the development partnerships to be involved in the evaluation design -apart from an initial conference. Therefore, the evaluators at development partnership level have not been able to feed their evaluation questions into the overall evaluation design. As a result, the programme evaluation is driven solely by the interests of the funding agency. Without participatory mechanisms ensuring that other programme stakeholders are integrated in the evaluation design, it is not surprising that the level of 'ownership' of the programme evaluation on the part of the development partnership evaluators is low. Evidence for this is to be found in the low response rate to the 'common minimum' questionnaire on the part of the development partnership evaluators (78 out of 109 in the first round: cf. Icon Institute, 2004) . In this kind of programme, characterized by committed and motivated participants, response rates of 98-100 percent are achievable even without the threat of sanctions (i.e. telling the funding agency). In my own experience, it can be done simply by taking the participants' evaluation interests seriously and setting up authentic participatory mechanisms (Arbeitsstelle für Evaluation, 1999). To do cluster evaluation, this needs to be possible. It is a difficult task, but it is worth making the attempt, in order to make the most of a multi-level evaluation context.
Closely allied to the principle of participation is that of empowerment -a key element in the EQUAL programme transnationally. A programme evaluation driven by the principle of empowerment would, in my expectation, perceive the evaluators of the development partnerships as key stakeholders contributing essential resources in the whole evaluation project.
Conclusion: The Pay-Off from Cluster Evaluation
Cluster evaluation can promote communication and interaction between the different actors (policy makers, planners, evaluators, administrators and service users) involved in the different stages of the process. It can also focus on the communication and interaction between evaluation levels: the stakeholders in local settings (in the terminology of EQUAL, the operational partners), the area interventions (in the terminology of the EQUAL programme, the development partnership) and the overall programme.
In multi-level, multi-site evaluations, in which there is a tension between the knowledge interests of project-level and programme-level evaluations (and evaluators) , it is a challenge to generate inter-project and policy-level learning in innovative programmes of heterogeneous projects, because learning is strongly context-bounded and interest-driven. The approach of cluster evaluation offers a methodology for bridging the gap between case-based learning and policylevel learning and for articulating the evaluation interests of local settings and overarching programmes. It favours communicative learning processes among programme participants, with interactive and dialogue-focused techniques and audience-oriented dissemination. Cluster evaluation is an approach that is Evaluation 11 (2) suitable for thematic programmes of innovative and heterogeneous interventions in field settings with multiple objectives and diverse participants, and in which the interface between local project evaluation and programme evaluation -as in the EQUAL programme in Germany -requires special and sensitive management.
The principles and techniques of evaluation in cluster settings for the generation of learning are relevant not only in the discipline of programme evaluation. More generally they can inform knowledge generation and management in organizational settings involving theme-related networks of heterogeneous -and autonomous -local interventions with multiple goals, including diverse actors with divergent interests. They are particularly suited to European programmes with high heterogeneity and complexity.
