The Hodge-FVH correspondence establishes a relationship between the special cubic Hodge integrals and an integrable hierarchy, which is called the fractional Volterra hierarchy. In this paper we prove this correspondence. As an application of this result, we give a new algorithm for computing the coefficients that appear in the gap phenomenon associated to the special cubic Hodge integrals.
points, ψ i denotes the first Chern class of the i th cotangent line bundle over M g,k , i = 1, . . . , k, and t := (t i ) i≥0 is the infinite vector of indeterminates. Witten's conjecture was first proved by Kontsevich [16] ; see for example [15, 18, 24, 26] for several different proofs.
The Hodge integrals over M g,k are some rational numbers defined by
where λ j is the j-th Chern class of the Hodge bundle E g,k on M g,k , j = 0, . . . , g. For the dimension reason these integrals vanish unless i 1 + · · · + i k + j 1 + · · · + j l = 3g − 3 + k.
(1.1)
They reduce to the ψ-class intersection numbers when j 1 = j 2 = · · · = 0. In this paper we consider the generating series of certain cubic Hodge integrals given by Z cubic (t; p, q, r; ǫ) = e g≥0 ǫ 2g−2 Hg(t) , (1.2) where H g (t), g ≥ 0 are the genus g cubic Hodge potentials
H g (t; p, q, r) = k≥0 i 1 ,...,i k ≥0
Here, C g (z) := g j=0 λ j z j denotes the Chern polynomial of E g,k . It was proven in [6] that the formal series u cubic defined by Geometric significance for these special cubic Hodge integrals is manifested in the localization technique of computing Gromov-Witten invariants for toric three-folds [13, 17, 25] , and by the Gopakumar-Mariño-Vafa conjecture regarding the Chern-Simons/string duality [12, 23] . The conjectural Hodge-FVH correspondence [22] , which is a generalization of Witten's conjecture, states that the cubic Hodge hierarchy for the special cubic Hodge integrals is equivalent to the fractional Volterra hierarchy (FVH). The goal of this paper is to prove this conjecture.
To give a precise statement of the Hodge-FVH correspondence, let us introduce some notations. Denote I 1 := {kp | k ∈ Z >0 } , I 2 = {kq | k ∈ Z >0 } , I := I 1 ∪ I 2 .
(1.5)
The set I will serve as the set of indices. Also introduce the numbers c µ , µ ∈ I by c µ := −µ/r µ/p , µ ∈ I 1 , c µ := −µ/r µ/q , µ ∈ I 2 .
(1.6) In order to prove Theorem 1.1, we will first consider the rational case, i.e., 13) where m and n are coprime positive integers, and h := m + n. The key idea of our proof is to use the uniqueness theorem of solutions to the loop equation given in [20] . We will show that there is a particular tau-function τ top for the FVH satisfying a technical condition required by the uniqueness theorem of [20] , and then show that this tau-function satisfies the Virasoro constraints, which leads to the loop equation and also to the proof of Theorem 1.1 in the rational case. These proofs are given in Sections 3-5. Theorem 1.1 in the general case will be proved by using a continuation argument in Section 5.
As an application of Theorem 1.1, we give a new algorithm for computing the coefficients of the gap phenomenon [20] of the special cubic Hodge integrals, which was proven in [20] for the rational case. Denote H g (x, T ) := H g t(x, T ); 1 m ,
where t(x, T ) is given in (1.10), then the gap phenomenon shown in Corollary 1.4 of [20] means that the dependence of H g (x, T ) on x has a gap in its principal part:
14) 15) where
The coefficients R g (σ 1 , σ 3 ) are hard to compute, and we only gave the expressions of R 2 and R 3 in [20] . Our new algorithm for R g is based on the introduction of the particular tau-function τ top for the FVH. The tau-function τ top corresponds to a solution u top (x, T ; ǫ) to the FVH, whose initial value V (x; ǫ) = u top (x, T = 0; ǫ) ∈ Q[[x − 1; ǫ]] satisfies the following difference equation: We will show in Section 3 that this equation has a unique solution of the form 18) where
Let us introduce a sequence of rational numbers C k (m, n), k ≥ 0 by the generating function
These rational numbers have the following explicit expression:
with B j the j th Bernoulli number, j ≥ 0.
Proposition 1.2
The polynomials R g (σ 1 , σ 3 ) introduced in Corollary 1.4 of [20] can be represented in terms of P g (m, n) and C k (m, n) as follows:
(1.21) Remark 1.3 Recall from Corollary 1.4 of [20] that R g ∈ C[σ 1 , σ 3 ] and that R g have the form
(1.22)
From Proposition 1.2 we obtain special values of R g with σ 1 and σ 3 given by (1.16). By using Lemma 4.1 of [20] , we find that all the coefficients R g;k,l can be determined by the values of R g for sufficiently many pairs (m, n).
Organization of the paper In Section 2 we give two definitions of tau-functions for the FVH, and prove the equivalence of these definitions. In Sections 3-5 we prove Theorem 1.1. As an application of Theorem 1.1, we give in Section 6 an explicit computation for the coefficients of the gap phenomenon of the special cubic Hodge integrals.
Tau-functions for the FVH
In this section, we first recall the definition of the tau-function of a solution u(x, T ; ǫ) to the FVH (1.8) that is given in [22] . Then we give an alternative definition, following the one for the KP hierarchy [3, 28, 29] , of the tau-function in term of the wave functions of the integrable hierarchy, and show the equivalence of these two definitions. We will use the first definition of the tau-function in Section 3 to specify the topological tau-function τ top of the FVH, and to prove that it has the form of the genus expansion required for the derivation of the loop equation [20] from the Virasoro constraints. The second definition will be used in Section 4 to prove that the topological tau-function τ top satisfies the Virasoro constraints. 
where k ≥ 1. For convenience, we will denote
Then the operator L defined in (1.9) has the form
We also extend the gradation deg to the difference operators of the form j∈Z
The definition of the tau-function
We introduced in [22] the following two-point correlation functions in
where µ ∈ I, and res Λ 3 means to take "residue" in the following sense:
) when µ ∈ I 2 . See in [22] for the precise definition of these fractional powers of L.
] to the FVH (1.8). Then the following formulae hold true for any λ, µ, ν ∈ I:
It follows from Proposition 2.1 that for an arbitrary solution
Note that the tau-function τ is uniquely determined by (2.6)-(2.8) up to multiplying by a factor of the form
where a, b, d λ ∈ C((ǫ)) are arbitrary constant Laurent series in ǫ.
Lemma 2.2
The following relations hold true for λ, µ ∈ I :
Here the constants c λ , c µ are defined in (1.6).
Proof From the definition of the fractional powers of L given in [22] we have, for any k ∈ Z,
Then by using the definition (2.2) of Ω λ,µ we find, for any λ, µ ∈ I 1 , that deg Ω λ,µ = 0 and
In the above equality, the following elementary identity (cf. [22] ) is used:
The proof of (2.10)-(2.12) for the cases with λ ∈ I 1 , µ ∈ I 2 or λ, µ ∈ I 2 is similar. The lemma is proved.
An alternative definition of the tau-function
The tau-function of a solution to the FVH can also be defined, following the approach of [3, 28, 29] , via the introduction of wave functions for the FVH. To this end, we first introduce the dressing operators.
] to the FVH (1.8), there exist difference operators Φ 1 , Φ 2 , called dressing operators, of the form
These two operators Φ 1 and Φ 2 are uniquely determined by u up to right-multiplications by operators of the form
where c i,j are arbitrary Laurent series of ǫ with constant coefficients.
Proof The equation
1 is equivalent to the following recursion relations:
On the other hand, by using the FVH (1. 
The assertion of the lemma for Φ 2 can be proved in a similar way.
] to the FVH (1.8), we associate the so-called wave functions ψ 1 , ψ 2 by the following formulae: 20) where Φ 1 , Φ 2 are the dressing operators, 22) and the index sets J 1 , J 2 , J 3 are defined by
It is easy to verify that ψ 1 , ψ 2 satisfy the following equations:
Here λ 1 = z m/h , λ 2 = z n/h , and
We also define the dual wave functions ψ * 1 and ψ * 2 by ψ *
Here we recall that Λ * := Λ −1 , and for two difference operators A and B,
] satisfies the FVH (1.8) if and only if the associated wave functions and their duals satisfy the following bilinear equations: ∀ ℓ ∈ Z,
Lemma 2.5 Two operator-valued formal series of the form
are equal if and only if the following identity holds true: ∀ ℓ ∈ Z,
The proofs of the above Theorem 2.4 and Lemma 2.5 are standard (cf. [1] ). Let us now proceed to the definition of tau-function via the wave functions. The following notations will be used. Denote by φ i and φ * i , i = 1, 2 the following formal series:
Clearly, we have
For an arbitrary function f (T ), denote 
We call (Φ 1 , Φ 2 , τ ) a dressing triple for the FVH. We also call the formal power series τ the Sato type tau-function of the solution u. It is uniquely determined up to a factor of the form (2.9).
Proof We prove the theorem by employing the method used in [29] . Firstly, by using the bilinear equations (2.28), we can prove that
Comparing the coefficients of ζ 0 of the above equations (2.34), (2.35) respectively, we obtain
; ǫ; ξ = 1.
(2.37)
By using these two relations we can eliminate φ * 1 and φ * 2 from (2.34)-(2.36) and obtain
; ǫ; ξ φ 1 (x, T ; ǫ; ζ) , (2.38)
Equations (2.38) and (2.40) imply the existence of two formal series
satisfying the equations
Define f = log τ 2 − log τ 1 , then we obtain from equation (2.39) that
where
, we find that Φ 1 , the new Φ 2 , and τ (x, T ; ǫ) satisfy equations (2.32). Equations (2.33) then follow from (2.37). The uniqueness statement of the theorem can be verified straightforwardly. The theorem is proved.
The equivalence of the two definitions of the tau-function
For an arbitrary solution u ∈ C[[x − 1, T ; ǫ]] to the FVH, let τ s be the tau-function defined in the Section 2.2. We prove in this subsection the equivalence of τ s with the tau-function defined in Section 2.1. In other words, we are to prove that τ s satisfies the relations (2.6)-(2.8). Let us start with the proof of the following lemma.
Lemma 2.7
The following formula holds true:
Proof Let Φ 1 , Φ 2 be the dressing operators for the FVH such that Φ 1 , Φ 2 , τ s form a dressing triple. Recall that Φ 2 has the form Φ 2 = i≥0 a 2,i Λ i 3 . By using the second formula of (2.32) we have
Also, it follows from the formulae (2.18)-(2.19) that
The lemma is then proved by substituting (2.42) in the above formula.
Lemma 2.8 ∀ λ, µ ∈ I, we have the following relations:
Proof Let ψ 1 , ψ 2 be the wave functions associated to Φ 1 , Φ 2 , respectively. It follows from (2.30) and (2.20) that
Observe that the operator L −µ/r − can be represented in the form
] are given by the following recursion relations:
Then from Lemma 2.2 it follows that deg f µ,k = 0. Recalling L −p/r ψ 1 = zψ 1 , we find that formula (2.45) can be written as
From Theorem 2.6 we know that
Then the relations (2.43)-(2.44) for λ ∈ I 1 , µ ∈ I follow from (2.48) and (2.49). The relations (2.43)-(2.44) for λ ∈ I 2 , µ ∈ I can be proved in a similar way. The lemma is proved.
Lemma 2.9 The Sato type tau-function τ s satisfies the relation
Proof Consider the case λ = kp, µ = lp with k, l ≥ 1. From formulae (2.13), (2.14) and (2.47), it follows that the differential polynomials f kp,l must take the form
where f
kp,l = 0, and the constants g kp,i are satisfy
Solving this recursion relation, we obtain
Here we recall that the numbers c µ , µ ∈ I are defined in (1.6). Therefore, from (2.48) we have
On the other hand, from the definition of the Sato type tau-function, we know that the derivatives of log τ s with respect to T ′ s are Laurent series in ǫ with degree being greater or equal to −2. So from (2.32) it follows that
By comparing this formula with (2.52) we obtain
Similarly, we can prove the cases when λ and µ take other values. The lemma is proved.
Proposition 2.10 The function τ s (x + ǫ/2p, T ; ǫ) satisfies the defining relations (2.6)-(2.8) for the tau-function of the FVH.
Proof From equation (2.17) it follows that
Therefore, by using the formula (2.42), we obtain that τ s (x + ǫ/2p, T ; ǫ) satisfies equation (2.6) (which is the first defining equation for τ DZ ), i.e.,
Differentiating the both sides of (2.53) with respect to T µ and T λ , and noticing that the FVH (1.8) can be represented in the form
and using (2.5) we obtain
Therefore,
where the Ker is taken in 
The topological tau-function of the FVH
In this section we restrict our discussions to the rational case, i.e.,
where m, n ∈ N are coprime, h = m + n.
In our previous work [20] , we showed that the formal power series Z(x, T ; ǫ) defined in (1.11) satisfies a collection of Virasoro constraints
and σ 1 is defined in (1.16). We also know from [6] that Z(x, T ; ǫ) has the genus expansion of the form
where A is defined by (1.12), the prime " ′ " means taking derivative with respect to x,
and the Virasoro constraints are equivalent to the so-called loop equation for the functions
The solution to the loop equation is unique, and we can findF g (g ≥ 2) by solving the loop equation recursively.
In order to prove Theorem 1.1, we are to construct in this section a particular tau-function τ top for the FVH which has a genus expansion of the form (3.5), and to prove in the next section that it satisfies the Virasoro constraints L k τ top = 0, k ≥ 0. Then Theorem 1.1 in the rational case follows from the uniqueness theorem of the loop equation that was proven in [20] . The theorem for the general case can be proved from the one for the rational case by using a continuation argument.
Let us present the main results of this section in the following theorem. 
where L 0 is defined in (3.2), and
Moreover, τ top possesses the genus expansion of the same form with (3.5).
We note that the non-trivial tau-function τ top in the above theorem is uniquely determined by (3.6)-(3.7) up to multiplying by a constant factor that is irrelevant for the current study. We call this tau-function the topological tau-function for the FVH.
The construction of the tau-function τ top consists of five steps:
Step I To fix the particular solution u top (x, T ; ǫ) to the FVH, corresponding to τ top , by using the initial value problem for the FVH which is implied by the Virasoro constraint L 0 τ top = 0.
Step II To show that the solution u top (x, T ; ǫ) has the following form of genus expansion:
Step III To show a certain transcendency of the function v top .
Step IV To show the existence of functions F g (z 0 , z 1 , . . . , z 3g−2 ) such that
(3.10)
Step V To construct the tau function τ top satisfying the conditions (2.6)-(2.8), and show that log τ top has the genus expansion of the following form:
Proof of Theorem 3.1. Let us prove the theorem step by step as outlined above.
Step I. To find the solution u top (x, T ; ǫ) to the FVH, let us first fix its initial value u top (x, 0; ǫ) by using the condition (3.6). Assuming the existence of such a solution with the associated tau-function τ top , we apply the operator ǫ(
to the both sides of the equation
, and put T = 0, then we arrive at the equation
By using the defining relation (2.7) for the tau-functions and the fact that
we obtain from (3.12) the following equation:
On the other hand, it follows from (1.9), (3.1) that
Then by using (3.13)-(3.14) and by making a shift x → x − n 2 ǫ, we arrive at equation (1.17) that is satisfied by u top (x, 0; ǫ).
It is easy to show that there exists a unique solution V (x; ǫ) to equation (1.17) 
to the FVH satisfying the initial condition We show next that V (x; ǫ) and u top (x, T ; ǫ) can be represented as power series of ǫ 2 . To see this let us introduce some notations. Let Y denote the set of partitions of non-negative integers, i.e.,
For a partition J = (J 1 , J 2 , . . . ) ∈ Y, denote by l(J) the number of non-zero components of J, by |J| := J 1 + J 2 + . . . the weight of J, and by Y k the set of all partitions of weight k. We have the following lemma.
Lemma 3.3 For each λ ∈ I, we have
where c λ is defined in (1.6), 17) and
Moreover, the coefficients a g,J (λ) (J ∈ Y, g ≥ 1) are polynomials of λ with degrees less than or equal to l(J) + |J|/2.
Proof We first show that, for each λ ∈ I, Λ 19) which shows that Λ 1/m ∈ C u ′ , . . . , u (2g) have the form (3.17) . Note that Proposition 2.1 implies the following tau-symmetry property [6, 9] :
From this equation we arrive at a certain recursion relation for M
[g]
λ , g ≥ 1, and we find that M [g] λ has the required form (3.17) with the coefficients a g,J (λ) being polynomials of λ with degree less than or equal to l(J) + |J|/2. The lemma is proved. 
22)
Proof Note that equation (1.17) can be written as
From Lemma 3.3 it follows that this equation can also be represented in the form 
where the coefficients M
[g] 1 are obtained recursively by using the tau-symmetry condition (3.21) with λ = 1. Then by substituting the expression (3.22) of V (x; ǫ) into (3.24), we can determine the coefficients P g (m, n) recursively and to see that they belong to Q[m, n, m −1 ]. The lemma is proved.
Remark 3.5 Although the formulae (3.23) and (3.24) are equivalent, it is more efficient to compute P g (m, n) by using (3.24) than by using (3.23). We will give some results of such a computation of P g (m, n) in Section 6. Step II. Let us proceed to prove that u top (x, T ; ǫ) has the genus expansion form (3.9) by using the Euler-Lagrange equation that it satisfies. Proposition 3.7 The formal power series u := u top satisfies the following Euler-Lagrange equation: 25) where
Proof Define a power series
where L top := Λ 2 + e utop Λ −1
1 . We are to show F (x, T ; ǫ) ≡ 0. By using the relation (3.16) and equation (2.54) we obtain
Here we denote u top by u, and
] is the power series defined by
Taking T = 0 in (3.26) we obtain
which vanishes since u top (x, 0; ǫ) = V (x; ǫ) satisfies equation (3.23) (or equivalently (1.17)). So from (3.28) it follows that
Then by mathematical induction we know from (3.27)-(3.28) that Then it satisfies the following dispersionless FVH: 
satisfying the homogeneity condition
such that u top (x, T ; ǫ) can be represented in the form
Proof According to Corollary 3.6, u top (x, T ; ǫ) can be represented in the form
where u
. The Euler-Lagrange equation (3.25) for u = u top is then equivalent to (3.33) together with the following equations for u [g] top , g ≥ 1: 38) where b J,G,G ′ are some constants, a g,J (λ) are the coefficients appearing in (3.17) (which are defined to be 0 when |J| = 0), and
Similarly to [14] , define a sequence of power series
It is easy to prove that Q k satisfy the following relations:
So we have
When g = 1, we solve from (3.38) that u
top , v
top , where
It is obvious that A 1 satisfies the conditions (3.34)-(3.35). Assume that we have already found functions
and that u
According to Lemma 3.3, a g,J (λ) are polynomials of λ with degree less than or equal to l(J) + |J|/2, so it follows from (3.39) that
Thus using the fact that λ∈I λ 2 c λ T λ e λmvtop = Q 1 , we solve from equation (3.38) that the unique solution u
top satisfies the properties required by the lemma. The lemma is proved.
Step III. Let us show that formula (3.36) gives the quasi-trivial transformation of the FVH [9, 21] . Namely, for any solution v = v(x, T ) to the dispersionless FVH (3.32) with v ′ ≡ 0,
gives a solution to the FVH. To this end, we first prove the following lemma on the transcendency of the solution v top to the dispersionless FVH (3.32).
be a polynomial in the indeterminates z 1 , . . . , z N with coefficients depending smoothly on z 0 , which satisfies the condition
Proof From the dispersionless FVH (3.32), it follows that
Dividing the right-hand-side of the above equation by e λmvtop we obtain a polynomial in λ with degree N + 1. Since this polynomial vanishes for any λ ∈ I, all its coefficients must vanish.
Thus we obtain
From a similar reason we find that for all k ≥ 1, 0 ≤ j 1 , . . . , j k ≤ N ,
which lead to the vanishing of F . The lemma is proved. Now let us prove that the function u defined by (3.42) satisfies the FVH. Indeed, for any λ ∈ I, it follows from Theorem 1.2 of [19] the existence of a quasi-trivial transformation
which transforms (3.32) to the ∂ T λ -flow of the FVH. Here A λ,g z 0 , . . . , z Ng ∈ z
. . , z Ng , and N g and N ′ g are positive integers. Since u top satisfies the FVH, from (3.36) we know that
Thus by using Lemma 3.9 we arrive at
and we proved that (3.42) is the quasi-trivial transformation of the FVH.
Step IV. We are to prove the existence of the functions F g satisfying equations (3.10) . To this end, we need to use the following lemma which can be proved by applying Theorem 1.2 of [19] to the Hamiltonian structure of the FVH given in [22] .
Lemma 3.10
The quasi-trivial transformation (3.10) transforms the Hamiltonian structure
for the dispersionless FVH to the one for the FVH given by
It follows from the above Lemma that
By using the homogeneity condition (3.35), we know that the constants in the above formula must vanish. Therefore, there exist functions
satisfying the relations
Taking derivatives with respect to z 0 on the both sides of the above equations, respectively, we obtain
from which it follows that B g does not depend on z 0 . By using (3.49), (3.34) we further conclude that
Now let us proceed to prove that B g v ′ , v ′′ , . . . , v (3g−1) can be represented as the xderivative of some function of v and its x-derivatives. We first prove the following lemma.
for some positive integers N, N ′ , N ′′ , then F ≡ 0.
Proof For any λ ∈ I, it is easy to verify that F satisfies the equation
where the operators δ k are defined by
The left-hand-side of (3.53) vanishes due to the condition (3.51). Dividing the right-hand-side of (3.53) by e λmv , we obtain a polynomial in λ of degree N . The vanishing of this polynomial for any λ ∈ I yields ∂F/∂v (k) = 0, k = 1, . . . , N . Thus by using the condition (3.52), we conclude that F ≡ 0. The lemma is proved.
Let us take derivatives with respect to arbitrary T λ , λ ∈ I on the both sides of (3.42). Then by using the FVH (2.54) and its dispersionless limit (3.32), and by integrating with respect to x, we arrive at the equation
Then by using Lemma 2.2, we can represent ∆ λ in the form
where ∆
[k]
λ ∈ (v ′ ) −m λ,k A v for some nonnegative integers m λ,k , and deg ∆
[k] λ = 2k. It follows from the formula (2.5) that
So by using Lemma 3.11 we obtain
which, together with (3.54), yields the relations
By using Lemma 3.11 again we have
By using (3.49) and the above equation we thus arrive at the following proposition.
Lemma 3.12 There exist functions
satisfying the quasi-homogeneous condition
such that the functions A g given in Lemma 3.8 can be represented in the form
Step V. Finally, let us prove the existence of the tau-function τ top . Following the approach of [5] , we define
by the formula
By using the dispersionless Euler-Lagrange (3.33), we find that F 0 has the following properties:
By using Lemma 3.8 and Lemma 3.12, we know the existence of functions
such that
Clearly, F g and F g are related by
where C k (m, n), k ≥ 0 are defined in (1.19). Now let us define a formal power series τ top ∈ C((ǫ))[[x − 1, T ]] by the formula
Then (3.66) can be written as
From the identities (3.64) it follows that
So by using (3.65) and (3.67) we know that τ top satisfies the following conditions:
where the operators L 0 and K 0 are defined by (3.2) and (3.8), respectively. Now it remains to prove that the power series
is a tau-function for the FVH (1.8). For any given λ, µ ∈ I, define two power series in
We are to show that
Firstly, by using the definition (3.69) of τ top , equations (3.62)-(3.63), Lemma 2.2, and Lemma 3.9, we know the existence of
Then using Lemma 2.2, Lemma 3.9, the second equality of (3.73) and the second identity of (3.72) we find 
Next, acting ǫ∂ T λ and ǫ 2 ∂ T λ ∂ Tµ on (3.70), we obtain
Again using Lemma 3.9, we obtain
This, together with formulae (3.75)-(3.76), implies that
Hence the identities (3.74) are true. It follows that the power series τ top satisfies the definition (2.6)-(2.8) for the tau-function for the FVH. Thus we have proved Theorem 3.1.
Virasoro constraints
In this section we prove, following the approach used by Orlov-Shulman [27] and Adler-Shiotavan Moerbeke [1] , that the topological tau-function τ top of the FVH satisfies the Virasoro constraints
We first derive some useful formulae valid for arbitrary power series solutions to the FVH. 
Here J 1 , J 2 , J 3 are defined in (2.23).
2. M 1 and M 2 denote the following difference operators:
3. N 1 and N 2 denote the following generating series of difference operators:
Then we have
Let us note that the operators of the form L k/m belong to the space
3 )) for k ∈ Z, and that of the form L k/n belong to the space A u [[ǫ]]((Λ 3 )). See [22] for the definition of the fractional powers of L.
4. X 1 and X 2 denote the following two operators:
where ϑ 1 , ϑ 2 are defined in (2.21), (2.22).
Denote by
The following formulae hold true:
(4.10)
Proof The generating series N 1 can be written as
Here, the following property of the delta-function is used:
where R is any given ring. So the formula (4.9) holds true. In a similar way we can prove the formula (4.10). The lemma is proved. 
and L k are defined by (3.2)-(3.3).
Proof From the definition (4.8) of Y k and the definitions (4.4), (4.5) of N 1 , N 2 we obtain
In order to prove the formula (4.12), we need to represent − L kh
From (2.24), (2.30) and (2.32), it follows that 
From the above equations and Lemma 2.5 we obtain the first identity of (4.17). The proof for the second identity of (4.17) is similar. By using the identities
we know from (4.17) that
So we have the relations 20) where N 1 is given by
In a similar way we obtain 21) where N 2 is given by
Now by using (4.15) with (4.16), (4.20) and (4.21), we arrive at
which leads to formula (4.12) via a straightforward calculation. The proof of formula (4.13) is similar. The lemma is proved. We are now ready to prove the following theorem for the topological tau-function τ top of FVH. In the proof of the theorem we will use the notations ψ 1 , ψ 2 , Y k , k ≥ 0, etc. defined in the beginning of this section for the tau-function τ top . Proof Recall from Proposition 2.10 that
From the definition of τ top in Theorem 3.1, we know that L 0 τ top = 0, which is, by a shift
It follows from Lemma 4.2 that
Since − (Y 0 ) − and (Y 0 ) + can be represented in the form
By using the above formulae together with Lemma 4.2 and the following identities:
we obtain for arbitrary k ≥ 1 that
This implies
which, by a shift x → x + mǫ 2 , is equivalent to
From the Virasoro commutation relations
it follows that c k (ǫ) = 0 for any k ≥ 1. The theorem is proved.
5 Proof of Theorem 1.1
Let us first prove the theorem for the case when p = 1/m, q = 1/n, r = −1/h, where m, n are coprime positive integers and h = m + n. From Theorem 3.1 we know that log τ top has the following genus expansion:
Here v top and F 0 are determined by the dispersionless Euler-Lagrange equation (3.33) and by (3.60) respectively, they are related by the formula
On the other hand, we have mentioned in the beginning of Section 3 that according to [6] , log Z(x, T ; ǫ) has the genus expansion
where A is defined by (1.12),F 0 (x, T ) = 1 mnh A + H 0 (t(x, T )) , and v H = ∂ 2 t 0 H 0 . We already know that τ top (x, T ; ǫ) and Z(x, T ; ǫ) satisfy the same Virasoro constraints
It is shown in [20] that these Virasoro constraints lead to the loop equation which determines F g (g ≥ 1) from F 0 andF g (g ≥ 1) fromF 0 up to the addition of some constants. In order to prove the theorem, we need to show that By using the relations (1.1), we find that deg H g (t; p, q, r) = 3g − 3. Consequently, we obtain deg w = −1 and deg C k,J (p, q) = l(J) − |J| − k.
From the definition (1.7) of u and that of w we see that they are related by a Miura-type transformation u = pw + 2p 2 + 2pq + q 2 24pq 2 w ′′ ǫ 2 + · · · . (5.10)
By using the relation (1.10), we obtain equations (5.7) from equations (5.9) with C J (p, q; λ) ∈ C p, q, p −1 , q −1 , (p + q) −1 .
Then from equations (5.7) and the fact that deg u = 0, we know that C J (p, q; λ) are homogeneous rational functions of p, q with degrees deg C J (p, q; λ) = 1 − |J|.
The lemma is proved. where C J (p, q; λ) ∈ C p, q, p −1 , q −1 , (p + q) −1 are homogeneous rational functions of p, q with degrees deg C J (p, q; λ) = 1 − |J|.
Proof Similarly to the proof of Lemma 3.3, we can prove this lemma by induction based on the following identity:
, ∀λ ∈ I.
We omit the details here. Proof If f (p, q) ≡ 0, then the set of zero points of f (p, q) can be written as
(p, q) ∈ C 2 a i p + b i q = 0 , for some certain integer N ≥ 1 and a i , b i ∈ C. Obviously, U is not a subset of this set, so f (p, q) must vanish. The lemma is proved. Now by using the validity of Theorem 1.1 for the special rational case and Lemmas 5.1-5.2, we know that the equalities
hold true for arbitrary coprime positive integers m and n. From the homogeneity of C J (p, q; λ), C J (p, q; λ), and Lemma 5.4, it follows the validity of the identities C J (p, q; λ) = C J (p, q; λ), ∀J ∈ Y for arbitrary non-zero p, q ∈ C. Hence the power series u(x, T ; ǫ) given by formula (1.7) is a solution to the FVH (1.8).
To complete the proof of the theorem, we need to show that the power series Z(x, T ; ǫ) given by formula (1.11) is a tau-function for the FVH, i.e., to verify that it satisfies formulae (2. On the other hand, by acting ǫ∂ T λ and ǫ 2 ∂ T λ ∂ Tµ on the both sides of (1.7), and by using equations (2.5) and (2.54), we have
Then by using the transcendency of v(x, T ) (similarly with Lemma 3.9) we have the identities 
The gap phenomenon
In this section, we give an application of Theorem 1.1 to the explicit computation of the coefficients of the gap condition that is given in [20] . Here we consider the case when p = 1/m, q = 1/n, where m, n are coprime positive integers.
Recall that Lemma 3.4 states that the difference equation (1.17), i.e., the equation The expressions for M [3] 1 and M [4] 1 are already quite long, and are not listed here. Then by using (3.24) we obtain
