Grammatik und Logik : Jahrbuch 1979 des Instituts für deutsche Sprache by Ballweg, Joachim & Glinz, Hans
SPRACHE DER GEGENWART
S c h r i f t e n  d e s  I n s t i t u t s  f ü r  d e u t s c h e  S p r a c h e
Herausgegeben  
im Auftrag des Instituts für deutsche Sprache von 
Hans Eggers, Johannes Erben, O d o Leys, W olfgang Mentrup  
und H ugo M oser
Schriftleitung: Ursula H oberg
B A N D  L
GRAMMATIK UND LOGIK
Jahrbuch 1979 des Instituts für deutsche Sprache
Herausgegeben von 
Joachim  Ballweg und Hans Glinz
P Ä D A G O G IS C H E R  V E R L A G  S C H W A N N  
D Ü S S E L D O R F
CIP-Kurztitelaufnahme der Deutschen Bibliothek 
Grammatik und Logik / hrsg. von Joachim 
Ballweg u. Hans Glinz. -  1. Aufl. -  Düsseldorf : 
Pädagogischer Verlag Schwann, 1980.
(Jahrbuch des Instituts für deutsche 
Sprache ; 1979 (Sprache der Gegenwart ;
Bd. 50)
ISBN  3-590-15650-3 
N E : Ballweg, Joachim [Hrsg.)
©  1980 Pädagogischer Verlag Schwann Düsseldorf 
Alle Rechte Vorbehalten ■ 1. Auflage 1980 
Umschlaggestaltung Paul Effert
Herstellung Lengericher Handelsdruckerei, Lengerich (Westf.) 
ISBN  3-590-15650-3
INHALT
V orw ort der Herausgeber 7
Arnold Oberschelp: Prinzipien des Aufbaus von Syntax und
Semantik form aler Sprachen 9
Hannes Rieser: Prinzipien und Anspruch einer grammatischen  
Beschreibung natürlicher Sprachen mit Hilfe formaler 
Sprachen 28
Klaus Brinker: Zur logischen Analyse von natürlich-sprachlichen
Argumenten 5 3
Pieter A.M. Seuren: Dreiwertige Logik und die Semantik
natürlicher Sprache 72
Hans Kamp: K om m entar zu Seurens “ Dreiwertige Logik und
die Semantik natürlicher Sprache” 104
Paul Lorenzen: Rationale Grammatik (Ö ffentlicher V ortrag) 114
Thomas T Ballmer /  Waltraud Brennenstuhl: Zur Semantik
handlungsbezeichnender Verben 134
Walther Kindt: Ziele, Probleme und Leistungen logischer
Analysen in der Linguistik 154
Hans Jürgen Heringer: Lexikalische Luftgebäude.
Eine Kritik an Ballmer /  Brennenstuhl 1 7 4
Gisela Zifonun: Zu den Grundlagen des IdS-Forschungs-
projekts PLID IS: Form allogische Repräsentation für ein 
natürlichsprachliches Inform ationssystem , dargestellt am  
Beispiel der Quantifikation 191
Helmut Frosch , unter M itarbeit von Joachim  Ballweg:
Probleme der semantischen Analyse vager Prädikate 2 1 8
5
Manfred Pinkal: Zur semantischen Analyse von Adjektiven 231
Günter T od t: Behandlung vager Prädikate in formalen
Sprachen 2 6 0
Hans Glinz: Die Position der kritisch-hermeneutischen Sprach­
wissenschaft (dargestellt am Beispiel der Semantik von 
Adjektiven) 282
Schlußdiskussion 306
Herbert E. Brekle: Zusammenfassung der Tagung 341
Das Institut für deutsche Sprache im Jahre 1 9 7 9  345
6
Vorwort der Herausgeber
Der vorliegende Band vereinigt die V orträge, die auf dem Symposium  
‘Grammatik und Logik’ gehalten wurden, das das Institut für deutsche 
Sprache im Frühjahr 1 9 7 9  veranstaltete. Die Absicht der Veranstalter 
und der Organisatoren war dabei, an linguistischen Problemen interessier­
te Logiker sowie mit Mitteln der formalen Logik arbeitende Linguisten 
ins Gespräch zu bringen mit Fachkollegen, die einem solchen Vorgehen  
eher skeptisch gegenüberstehen. Dies sollte vor allem dadurch verwirk­
licht werden, daß zu bestimm ten Themenbereichen jeweils ein ‘logisch 
orientierter Linguist’ ein Referat hielt, zu dem dann ein Logiker und 
ein weiterer Fachkollege kritisch Stellung nahmen.
Der erste dieser Dreierblöcke um faßt die V orträge von Arnold Oberschelp, 
Hannes Rieser und Klaus Brinker. Oberschelp gab einen Einblick in die 
‘Prinzipien des Aufbaus form aler Sprachen’. Rieser form ulierte dann 
‘Prinzipien und Anspruch einer grammatischen Beschreibung natürlicher 
Sprachen mit Hilfe form aler Sprachen’, und Brinker äußerte sich ‘Zur 
logischen Analyse von natürlichsprachlichen A rgum enten’.
Den Them enkom plex der Verwendung von Nicht-Standard-Logiken  
eröffnete Pieter Seuren mit seinem V ortrag ‘Zwei Negationen und drei 
W ahrheitswerte’, zu dem Hans Kamp kritisch Stellung nahm. In diesen 
Them enkom plex läßt sich auch der öffentliche V ortrag von Paul Lorenzen  
einordnen, der die Konstruktion einer ‘Rationalen G ram m atik’ nach den 
Prinzipien der ‘Erlanger Logikschule’ vorschlug.
Der zweite Dreierblock um faßte die Vorträge von Waltraud Brennenstuhl 
und Thomas T Ballmer, Walther Kindt und Hans-Jürgen Heringen B .B ., 
wie sie später genannt wurden, legten ihr Beschreibungsmodell ‘Zur Se­
mantik handlungsbezeichnender Verben’ vor. Der Logiker Walther Kindt 
griff in seinem V ortrag ‘Ziele, Probleme und Leistungen logischer Ana­
lysen in der Linguistik’ zunächst einige der Thesen von Rieser kritisch 
auf, um sich dann im zweiten Teil seiner Ausführungen mit den V or­
schlägen von B.B. auseinanderzusetzen. Hans-Jürgen Heringer müssen 
wir besonders danken, da er tro tz  seiner stimmlichen Indisposition seine 
A ttacke gegen die ‘Lexikalischen Luftgebäude’ von B .B . teils selbst ritt, 
teils von Rudolf Emons reiten (d.h. vorlesen) ließ, wobei Em ons die 
Rolle des “ Diabolus ex  m achina” angemessen auszufüllen wußte.
M itarbeiter des Instituts für deutsche Sprache informierten über interne 
Forschungsprojekte, die sich einschlägiger, d.h. logischer, Mittel bedie­
nen. Gisela Zifonun erläuterte die logischen Grundlagen des PLIDIS-Pro-
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jekts und befaßte sich vor allem mit den Problemen der adäquaten Ab­
bildung der natürlichsprachlichen Q u alifik atio n . Helmut Frosch sprach 
über ‘Probleme der semantischen Analyse vager Prädikate’ und schlug da­
für ein Beschreibungsmodell vor, das auch im Rahmen des Projekts V erb­
valenz (m it einigen Zusätzen) zur Beschreibung von Vorgangsverben ver­
wendet wird. Damit war, wie ein späterer Berichterstatter meinte, das 
‘heimliche H auptthem a’* des Kongresses angesprochen.
Im nächsten Dreierblock sprach zunächst Manfred Pinkal ‘Zur semanti­
schen Analyse von Adjektiven’, wobei er sich besonders auf Probleme 
der Beschreibung von Vagheit und Kontextabhängigkeit konzentrierte. 
Der Logiker Günther T odt gab danach einen kritischen Überblick über 
‘Behandlung vager Prädikate in formalen Sprachen’. Hans Glinz funktio­
nierte seinen Beitrag um zu einem ‘K oreferat zu dem ganzen Kongreß’ 
und griff nicht nur die von Pinkal dargestellten Thesen kritisch auf, son­
dern bezog generell zu den wichtigen Fragekom plexen dieser Tagung 
Stellung. Damit bereitete er den Boden für die allgemeine Schlußdiskus­
sion vor, die wir am Ende des Bandes ebenfalls abgedruckt haben. Will 
man aus dieser facettenreichen Diskussion Hauptthemen herausstellen, 
so findet man wiederum das Problem der Vagheit, das Problem des V er­
hältnisses von Syntax, Semantik und Pragmatik, das Problem des V er­
hältnisses von logischer Semantik einerseits und einer (noch zu formulie­
renden) umfassenden linguistischen Bedeutungstheorie andererseits u.a.m .
Herbert Ernst Brekle faßte abschließend die Tagung kurz zusammen und 
verknüpfte die letzten losen Fäden.
Es bleibt den Herausgebern, die auch das wissenschaftliche Programm  
der Tagung organisiert hatten, noch die angenehme Pflicht, all denen zu 
danken, die zum Gelingen der Tagung vor und hinter den Kulissen bei­
getragen haben. Besonders danken wir Frau Ursula Blum und Frau  
Ursula Erbe für die Herstellung des schwierigen Typoskripts.
Joachim  Ballweg Hans Glinz
'W erner  Wolski, in: Z G L  7 .2 ,  1 9 7 9 ,  2 1 0  - 21 5 .  
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ARNOLD OBERSCH ELP
Prinzipien des Aufbaus von Syntax und Semantik formaler 
Sprachen
Form ale Sprachen sind zuerst von Logikern eingeführt worden, um mit 
ihrer Hilfe logische Begriffe zu explizieren und m athem atische Theorien  
zu analysieren, sie werden jedoch auch in zunehmendem Maße auf die 
Linguistik angewendet. Um einen Eindruck von formalen Sprachen zu 
geben und auch damit die nachfolgende Betrachtung nicht in der L uft 
hängt, sollen in einem ersten Teil einige Beispiele vorgestellt werden. Die 
Beispiele sind so gewählt, daß sie einerseits möglichst einfach sind, ande­
rerseits aber doch wichtige Typen form aler Sprachen repräsentieren. Im 
zweiten Teil werden einige sehr allgemeine Bemerkungen über formale 
Sprachen angeschlossen. In den beiden letzten Teilen entwerfen wir — ver­
deutlicht jeweils an den Beispielen — eine Skizze einer allgemeinen Syn­
tax  und Semantik form aler Sprachen, deren Anwendungsbereich weit 
über die im engeren Sinne logischen Sprachen hinausreicht.
I. Beispiele
Beispiel (1 )
Das A lphabet  von L ;  bestehe aus den Buchstaben A , B. Die •wohlgeform­
ten A usdrücke  von L i  seien genau die W örter der Form :
A n B A n B A n ,
wobei n eine natürliche Zahl (> 0 )  sei und A n die «-fache Verkettung des 
Symbols A  mit sich selbst sei: A n = n f . A  ¿4 ... A.,  Als Grenzfall sei:
A °  = D f  A  (leeres W ort). n-mal
Beispiele für Ausdrücke:
BB, A B A B A , A A B A A B A A  u.ä.
Keine Ausdrücke sind A B A B A A , A A B B A A A .
Eine Interpretation  von L j wird nicht angegeben.
Beispiel (2 )
Das A lphabet  von ¿ 2  S°H aus den Dezimalziffern 0 , 1 , 2 .........8 ,9  bestehen.
A usdrücke  sind 0  und alle nichtleeren W örter über dem Alphabet, die 
nicht mit 0  anfangen.
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Ausdrücke sind z.B. 0, 157,  9 0 0 0 0 ,
keine Ausdrücke sind: 0 0 , 0 0 1 5 7 , 0 1 0 .
Interpretation: Jeder Ausdruck von ist Name einer natürlichen Zahl.
Beispiel (3 )
Das A lphabet  von L j  enthalte die lateinischen G roßbuchstaben A , B,C, 
..., X, Y, Z  sowie ein Zwischenraumzeichen w. . Die A usdrücke  mögen  
aus den intransitiven Verben S IN G T ^  , SC H R E IT L. (genauer gesagt 
diesen Verbform en), dem Eigennamen C A R U SO ^  , den Gattungsnamen  
TENOR^j , BABY-> und den D eterm inatoren und Artikeln J E D E R ^  , 
E/A L. , K E IN l_• , D ERi-, sowie aus Nominalphrasen und Sätzen beste­
hen. Dabei entsteht eine Nominalphrase, wenn man hinter einen Deter- 
m inator oder Artikel einen Gattungsnamen schreibt, und ein Satz, wenn 
man hinter einen Eigennamen oder eine Nominalphrase ein intransitives 
Verb schreibt. Das Zwischenraumzeichen lassen wir künftig weg und stel­
len es durch eine Lücke dar.
Sätze dieser formalen Sprache sind z.B.:
D ER  TENO R S I N G T ,
K E IN  TEN O R S C H R E IT ,
CARU SO  S IN G T ,
JE D E R  B A B Y  S C H R E IT .
Keine Sätze sind:
D ER CARU SO  S I N G T ,
B A B Y  S C H R E IT .
Diese einfache Sprache enthält insgesamt nur 18 Sätze.
Interpretation: Wenn man von der Holperigkeit absieht, die dadurch ent­
steht, daß wir nur ein grammatisches Geschlecht berücksichtigt haben, 
so sind die Sätze von L j  unm ittelbar als Sätze der natürlichen Sprache 
lesbar. Man kann sie deshalb so verstehen, wie die entsprechenden Sätze 
der natürlichen Sprache. In Abschnitt IV kommen wir auf Interpretatio­
nen von L j  zurück.
Beispiel (4 )
Das A lphabet von Lq  bestehe aus den folgenden Symbolen:
- i  , /\ ,  v , —► , <—», V, 3 ,  = ,
( , ) ,
x a , X j ,  x 2 , X 3 ............
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Die Zeichen der ersten Zeile sind die logischen Sy m bole, es folgen die 
Gliederungsklam m ern, die Konstanten  und die Variablen.
Die A usdrücke  von Lq  sind in zwei syntaktische Kategorien eingeteilt, 
nämlich in Term e  und Form eln.
Term e:
(a) Jede Variable ist ein Term .
(b) Wenn a, b Term e sind, so ist auch (a + b) ein Term .
Form eln:
(a) Wenn a, b Term e sind, so sind a = b, a ^ b  Form eln.
(b) Wenn 0 , \p Form eln sind und v Variable ist, so sind
-10, ( 0 a i /O, (0v \p), ( 0 —► i//), ( 0  * \p),
Vv  0 , 3 ^  0  Form eln.
Ein Vorkommen einer Variablen v in einem Ausdruck ist f r e i  genau dann, 
wenn es nicht innerhalb einer Teilformel der A rt Vi> 0  b zw .3tf 0  ist, an­
dernfalls ist das Variablenvorkommen gebu nden .
Beispiele für Form eln:
<t>l  sei Wx0 V x 1  —> 3 x 2 (x a + x 2 ) = x ¡ ) ,
0 2  sei V x 0 V x i  (3 x 2(x 0 + x 2 ) = x x ^ x ¡ ) .
In beiden Form eln komm en keine Variablen frei vor, solche Form eln  
heißen Aussagen.
Interpretationen: Eine Interpretation von Lq  wird gegeben durch eine 
L¿¡.-Struktur, d.h. eine nichtleere Menge als Individuenbereich, sowie 
eine zweistellige Relation  darauf als Interpretation von <  und eine zwei­
stellige V erknüpfung  darauf als Interpretation von +. Für die Interpreta­
tion von Ausdrücken mit freien Variablen muß noch eine B elegung  die­
ser Variablen mit Individuen als W erten gegeben sein. Eine solche Struk­
tur und Belegung (falls erforderlich) induziert dann eine B ew ertung  der 
Ausdrücke, wobei Term e durch Individuen und Form eln durch Wahr­
heitswerte W, F  bew ertet werden. Die Definition der Bewertungen wird 
hier nicht gegeben, sie greift auf ein m etatheoretisches Verständnis der 
logischen Symbole zurück (siehe Abschnitt IV).
Beispiele für Interpretationen:
(a) Der Individuenbereich sei N  (Menge der natürlichen Zahlen), und < ,
+ mögen die übliche arithmetische Bedeutung auf IN haben. Bei die­
ser Interpretation werden <pj, <p2  wahr.
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(b) Der Individuenbereich sei IR (Menge der reellen Zahlen) und < ,  + 
mögen die übliche arithmetische Bedeutung auf IR haben. Bei dieser 
Interpretation ist <pj wahr und 0 2  falsch.
(c) Der Individuenbereich bestehe aus den höheren Beam ten einer gewis­
sen Behörde. <  werde durch die Relation zwischen Beam ten, jünger 
oder gleich alt zu sein, interpretiert. + werde durch die Funktion in­
terpretiert, die je zwei Beam ten den rangniedrigsten gemeinsamen  
Vorgesetzten zuordne (wobei, damit die Funktion stets definiert ist, 
jeder als V orgesetzter von sich selbst aufgefaßt sei). In dieser Inter­
pretation ist 0^ i. allg. falsch. 0 2  ist wahr, wenn in der Behörde das 
Anciennitätsprinzip gewahrt ist.
Beispiel (5 )
Das A lphabet  von Z. 5  bestehe aus den folgenden Symbolen:
A, B, C, D, X , Y , Z, (Buchstaben)
0, 1, 2 , 8 , 9 , (Ziffern)
; ,  t - j . (Sem icolon und Leerzeichen).
Das Leerzeichen stellen wir wieder durch eine Lücke dar.
Die A usdrücke  sind in vier Kategorien eingeteilt, nämlich in Variablen,
Labels, A nw eisungen  und Program m e.
Variablen: Eine Variable ist ein W ort ohne Semikolon, das mit einem
Buchstaben anfängt.
Labels: Ein Label ist dasselbe wie eine Variable.
A nw eisungen: Wenn v Variable und / Label ist, so sind R E A D  v, P R IN T  v,
LB L l, GOTO l, T E S T  v, ICR v, DCR v Anweisungen.
Program m e: Wenn a Anweisung und p  Programm ist, so sind 
a; ,  pa ;
Programme.
Beispiel für ein Program m:
R E A D  X I ;R E A D  X 2 ;
LB L A ;T E S T X I¡G O T O  D ;D CR X I ;
LBL B-.TEST X 2;G O T O  C;DCR X 2;IC R  Y ;IC R  Z;GO TO  B;
L B L C ;T E S T  Z;GO TO  A ;D C R  Z;ICR X 2;G O T O  C;
LBL D .P R IN T  Y;
Interpretation: Die Variablen eines Programms bedeuten Register einer
Maschine, die jeweils eine natürliche Zahl enthalten können und die vor
Beginn einer Rechnung auf Null gestellt sind. Jede Anweisung bedeutet
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einen Rechenschritt, und ein Programm bewirkt eine Rechnung der Ma­
schine, bei der die Anweisungen in der aufgeschriebenen Reihenfolge 
durchgeführt werden, es sei denn, eine Sprunganweisung oder Verzwei­
gungsanweisung legt etwas anderes fest.
Bei R E A D  v wird eine extern bereitgestellte Zahl in das Register v einge­
lesen, bei P R IN T  v wird die Zahl im Register v nach außen abgegeben. 
LBL l ist ein Leerschritt, der nur eine Programmstelle für Sprunganwei­
sungen m arkiert. Bei einer Sprunganweisung GOTO l wird als nächster 
Schritt der bei LBL l stehende Rechenschritt ausgeführt. Falls das Label 
nicht definiert ist, also mehrere Anweisungen L B L l oder gar keine solche 
Anweisung vorkom m t, stoppt die Maschine, ebenso, wenn sie die letzte 
Anweisung des Programmes durchgeführt hat und diese keinen Rück­
sprung bewirkt hat. T E S T  v liefert eine Verzweigung: Wenn Register v 
die Zahl 0  enthält, wird die nächste, sonst die übernächste Anweisung 
ausgeführt. Die beiden letzten Anweisungen entsprechen den arithm eti­
schen Operationen, die die Maschine direkt beherrscht: Bei ICR v wird 
die Zahl im Register v um 1 erhöht (Inkrem entierung), bei DCR v wird 
sie um 1  erniedrigt, sofern sie noch nicht 0  ist und sonst bei 0  belassen 
(Dekrementierung).
Das angegebene Programm bewirkt, daß zwei Zahlen eingegeben und ihr 
Produkt ausgegeben wird, dann erfolgt Stop.
II. Allgemeine Bemerkungen
Diese Beispiele sollen genügen. Sie repräsentieren einige H aupttypen for­
maler Sprachen und können zur Illustration vieler allgemeiner Eigen­
schaften form aler Sprachen dienen.
Es sollen nun allgemeine Feststellungen über form ale Sprachen folgen.
(A ) Form ale Sprachen stehen im Gegensatz zu natürlichen Sprachen, 
sie sind künstlich. Sie müssen in allen Einzelheiten geplant und ex­
plizit eingeführt werden. Das betrifft auch Interpretationen solcher 
Sprachen.
(B) Aus der A rt ihrer Entstehung ergibt sich die Notwendigkeit einer 
M etasprache, in der man die form ale Sprache, dann auch als O b­
jektsprache  bezeichnet, einführt und untersucht. Die Metasprache 
muß bereits inhaltlich verstanden werden. Als M etasprache wird 
oft eine natürliche Sprache genommen.
(C) Die explizite Einführung der formalen Sprachen ermöglicht es, daß 
diese Sprachen präzise und nicht vage sind. Es liegt z.B. eindeutig 
fest, ob eine Zeichenreihe wohlgeformt ist.
13
(D ) Form ale Sprachen werden schriftlich  notiert. Während bei natürli­
chen Sprachen die mündliche Form  oft als die eigentliche Sprache 
gilt und die schriftliche Form  nur als (m ehr oder weniger unvoll­
komm ene) Simulation angesehen wird, ist es bei formalen Sprachen 
umgekehrt. Die Realisierung der Ausdrücke als Zeichenreihen ist 
die einzige relevante Realisierung. Sprechweisen sind sekundär und 
dienen nur der besseren Verständigung über eine formale Sprache 
in der mündlichen M etasprache.
(E ) Form ale Sprachen sind häufig sehr einfach. Die Syntax vieler Spra­
chen kann man in wenigen Minuten lernen. Zwar gibt es auch Pro­
grammiersprachen, deren Syntax viele Seiten um faßt, aber sie rei­
chen nicht an die K om plexität natürlicher Sprachen heran.
(F )  Entsprechend ihrer geringen K om plexität sind form ale Sprachen 
nicht universell, sondern jeweils nur fü r  spezielle Z w ecke  entw or­
fen und brauchbar.
L ¡  ist eine A rt Spielzeugsprache für die W erkstatt eines formalen  
Syntaktikers. Allerdings ist L ¡  so trivial auch nicht, wie es aussieht: 
L ¡  ist nicht kontextfrei.
Die Sprache L 2  ist ein Bezeichnungssystem für natürliche Zahlen.
L 2  steht hier als Repräsentant für N om enklaturen  wie sie z.B. auch 
für chemische Verbindungen, für Elem entarteilchen, für die biolo­
gische Taxonom ie üblich sind.
L j  ist eine form ale Sprache, die ein Fragm ent  der natürlichen 
Sprache simulieren soll. L j  möge auch selbst als Fragm ent bezeich­
net werden. Derartige Fragm ente (m eist wesentlich umfangreicher) 
sind in großer Zahl aufgestellt worden.
L 4  ist eine prädikatenlogische Sprache aus der großen Fam ilie der 
logischen Sprachen, die zur Explizierung logischer Begriffe dienen. 
L j  ist eine einfache Program m iersprache und dient der Komm uni­
kation mit einem Com puter.
(G) Der Zweck form aler Sprachen ist gewöhnlich nicht die Simulation 
der Oberflächenform natürlicher Sprachen. Deshalb ist es nicht als 
Nachteil der Sprachen anzusehen, wenn sie sich äußerlich stark 
von natürlichen Sprachen unterscheiden. Aber natürlich ist die 
Frem dartigkeit auch keine besondere Tugend. Auch form ale Spra­
chen werden von Menschen benutzt. Deshalb sollte man Bezeich­
nungen verwenden, die die Benutzung durch den Menschen unter­
stützen und den Zweck erkennen lassen. Dem dient z.B ., daß man 
in L 5  Variablen und Labels unterscheidet, obwohl es sich um die­
selben Zeichenreihen handelt, und daß man einen m nem otechni-
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sehen  Code verwendet, also “P R IN T "  einen Druckbefehl, “G O TO ” 
einen Sprungbefehl bezeichnet usw. Auch die Verwendung von 
V ,3  für Allquantor und Existenzquantor ist eine auf menschliche 
Benutzer zugeschnittene Bezeichnung. Gute Bezeichnungen sind 
für den Erfolg form aler Sprachen sicherlich wichtig. Für eine theo­
retische Betrachtung formaler Sprachen wird dieser m etapragmati­
sche Aspekt allerdings völlig ausgespart. Doch muß man einräumen, 
daß suggestive Bezeichnungen auch manchmal als Ersatz für eine 
explizit form ulierte Semantik dienen.
Bei Fragm enten vom Typ des Beispiels (3 ) geht es natürlich um die 
Simulation natürlicher Sprachen. Dabei ist aber unbedingte gramm a­
tische K orrektheit nicht das einzige Adäquatheitskriterium . Es mag 
andere Zwecke geben, die höher rangieren (etw a daß das Fragm ent 
nicht zu kompliziert werden soll).
(H) Form ale Sprachen sind rein syntaktisch definiert. Man könnte sagen, 
daß die Syntax  unabhängig von der Semantik ist und daß sie syste­
matisch Priorität vor d er Sem antik  hat. Damit meinen wir, daß die 
Semantik keine Rolle spielt bei der Festlegung, was die wohlgeform­
ten Ausdrücke sind.
Natürlich wird man gewöhnlich bereits von einer intuitiven Seman­
tik bei der Aufstellung einer formalen Sprache geleitet, z.B . so, daß 
man einen entsprechenden m nemotechnischen Code wählt (siehe G). 
Aber die syntaktischen Definitionen können ohne theoretischen  
Rückgriff auf die Semantik gegeben werden. Die Semantik muß da­
gegen die vorliegende (syntaktische) form ale Sprache voraussetzen, 
vielfach m acht sie dann die intuitiven semantischen Vorstellungen 
explizit.
(I) Syntax und Semantik sind beide unabhängig von der Pragmatik, 
die nur in rudimentärer Weise behandelt wird. Viele Aspekte der 
tatsächlichen Verwendung form aler Sprachen spielen theoretisch  
gar keine Rolle. So ist z.B . die Aussage
( ...((0 / a  < p j)r x < p f)  . . . a <t>j) 
wobei etwa 0^ lO ^ m a l miteinander konjunktiv verknüpft sei), 
ebensogut eine wohlgeform te Aussage, wie 0 /  alleine und auch in 
gleicher Weise wahr oder falsch in Interpretationen wie 0 ;  selbst. 
Aber natürlich ist diese Aussage weniger interessant und brauchbar, 
als <t>i. Auch könnte man die Variablen X I , X 2 , Y, Z  des letzten  
Beispiels ebensogut mit A B B C X 5X , A B C X 5C X , B L A B L A , CCC 
bezeichnen und die Labels A , B, C durch HIHI, H A H A , BUMBUM  
ersetzen. Für die Maschine, die nach dem Programm rechnen soll,
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wäre das völlig nebensächlich. Für den Anwender der Sprache wäre 
es unpraktisch oder unseriös.
III. Syntax
Wir wollen jetzt genauer auf die Syntax form aler Sprachen eingehen. 
Alphabete
Zu jeder formalen Sprache gehört ein A lphabet. Das ist eine nichtleere 
Menge von Objekten, die Sy m bo le  oder Z eichen  heißen. Die Symbole 
können graphische Muster sein wie Buchstaben, Ziffern, Interpunktions­
zeichen, m athem atische Zeichen u.ä. Dabei muß man ein Symbol von 
einem V orkom m en  des Symbols in einer Zeichenreihe und dieses wieder 
von einer konkreten M anifestation des Symbols an einer Stelle des m ate­
riellen Trägers der Sprache, einen sog. Token  unterscheiden. So gibt es 
nur einen Großbuchstaben A , der in dem W ort PAPA  zweimal vorkom m t 
und von dem in diesem Satz drei Token zu sehen sind.
Man nimmt oft an, daß das Alphabet endlich  ist und die Symbole geord­
net sind (alphabetische O rdnung). Doch läßt man auch unendliche Alpha­
bete zu (siehe L 4 ). Ein unendliches Alphabet läßt sich oft durch ein end­
liches ersetzen, wenn man Symbole des unendlichen Alphabetes durch 
W örter über dem endlichen Alphabet ersetzt. So könnte man in L 4  die 
Variablen x Q, x j ,  x 2 , ... aus dem Alphabet entfernen und stattdessen die 
Symbole x, 0, 1, 2 , . . . ,  8 , 9  aufnehmen. Die Variablen ließen sich dann 
durch W örter der A rt x W  ersetzen, wobei W ein Ausdruck von L 2  ist. Die 
Reduktion auf endliche Alphabete ist für uns nicht von Belang, wir wollen 
deshalb auch unendliche Alphabete zulassen. Ferner brauchen die Sym bo­
le auch keine graphischen Muster zu sein, es dürfen beliebige Objekte sein, 
z.B. auch Zahlen, Mengen u.ä.
Die Symbole werden oft unterteilt in logische Sy m bole, Konstanten, Va­
riablen, H ilfszeichen, Term inalzeichen  u.ä. Doch müssen solche Festset­
zungen für jede Sprache besonders getroffen werden. Sie sind oft rein 
konventioneller A rt. Z.B. ist die Grenze zwischen logischen Symbolen  
und Hilfssymbolen fließend. Variablen und Konstanten tauchen oft nicht 
bei den Symbolen, sondern bei den Zeichenreihen auf. Allgemein läßt 
sich nur sagen, daß Symbole das Material sind, aus dem Zeichenreihen 
aufgebaut sind.
16
Zeichenreihen, W örter
Es sei jetzt ein Alphabet A gegeben.
Durch V erketten von Sy m bo len  aus A kann man Z eicbenreihen  oder Wör­
ter über A bilden. Die Zeichenreihe, die durch Verkettung der Symbole 
o 0 , O j , a n (in dieser Reihenfolge) entsteht, werde durch a0 ... an 
angegeben. Wir sagen, daß darin a (- an der Stelle i vorkom m t und daß das 
W ort die Länge n+1 hat. So kann man aus den Symbolen P, A , P, A  das 
W ort PAPA  der Länge 4  bilden, in dem P an den Stellen 0  und 2 und A 
an den Stellen 1 und 3 vorkom m t.
Ein besonderes W ort ist das leere Wort, das wir mit A bezeichnen und das 
als einziges die Länge 0  hat.
Die M enge aller W örter über A sei
A* .
Die Verkettung der Symbole induziert eine Verkettung d er Wörter:
Wenn Wj das W ort o 0  . .. a n  und W2  das W ort t q  ... r m  ist, so sei Wj W2  
das W ort a0 ... on t 0 ... Tm. Die Verkettung ist assoziativ, deshalb schrei­
ben wir keine Klammern. Verkettung mit dem leeren W ort bringt keine 
Änderung, deshalb kann A nach Belieben zugefügt oder weggelassen w er­
den.
Die wichtigste Eigenschaft der Verkettungsoperation ist es, daß die durch 
sie gewonnenen W örter der Bedingung der eindeutigen Lesbarkeit genü­
gen, d.h. W örter o0 ... a n  und t 0  ... T m  sind genau dann gleich, wenn 
n = m  und o,- = ry für i = o ,..., n ist.
Wenn die Symbole graphische Muster sind, so gibt man die Verkettung  
durch Hintereinanderschreiben von Token an. Dabei ist allerdings V or­
sicht geboten, damit die eindeutige Lesbarkeit gewahrt bleibt. Es seien 
z.B. in einem Alphabet drei Symbole a0 , a a 2  vorhanden, die folgen­
dermaßen aussehen: * o , », o. Dann entsteht durch Hintereinanderschrei­
ben von a0, ai und von Oy, a2 , Oj beidemale *o *  obwohl a0 Oi und 
a l a2 0 1  als verschiedene Zeichenreihen aufzufassen sind. Eindeutige Les­
barkeit ist genau dann gegeben, wenn die Zeichenreihen umkehrbar ein­
deutig den endlichen Folgen von Symbolen im mathematisch-mengen- 
theoretischen Sinne entsprechen.
Die Ausdrücke form aler Sprachen sollen Zeichenreihen über einem Alpha­
bet sein. Man beachte, daß darin bereits eine Normierung enthalten ist, 
nämlich in der streng linearen A ufeinanderfolge  der Symbole. In der m a­
thematischen Formelschreibweise kommen auch hoch und tief gestellte 
Indizes, Exponenten, Quotientenschreibweisen ^  u.ä. nicht lineare
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Schreibweisen vor. Bei einer Darstellung durch Zeichenreihen muß das 
alles linearisiert werden, z.B. a-/. b statt g-, a * * b  statt a usw.
Syntaktische Kategorien
Eine form ale Sprache L wird dadurch gegeben, daß gewisse W örter über 
einem Alphabet A ausgezeichnet werden als w ohlgeform te Z eichenreihen  
oder auch A usdrücke. Die Definition der Ausdrücke geschieht durch eine 
Grammatik. Wir wollen eine Grammatik in dem Stil angeben, wie er in 
der Logik verbreitet ist und auch in den Beispielen verwendet wurde.
Wir reden von einer rekursiven D efinition  der Ausdrücke. Dabei sind ge­
wisse Ausdrücke explizit zu geben durch die Rekursionsanfänge. Ferner 
sind Regeln zu geben, wie man aus bereits erhaltenen Ausdrücken weitere 
Ausdrücke gewinnt, diese Regeln sind die Rekursionsvorschriften. Es gibt 
durchaus noch andere Darstellungsformen einer Gram matik, etwa die 
Backus-N aur-Form  und die Form  einer Phrasenstrukturgrammatik. Ge­
wöhnlich gibt es mehrere A rten von Ausdrücken. Als erstes Bestimmungs­
stück wählen wir deshalb eine Menge
C A T  ,
die wir die Menge der syntaktischen Kategorien  nennen. Wir wollen die 
Beispiele betrachten.
(1 )  Wir nehmen zwei Kategorien: S  (Sätze), A  64-W örter) und setzen 
also
CATj =n f {S,/4}.
(2 )  Wir nehmen zwei Kategorien ZW  (Zahlw örter), Z F  (Ziffernfolgen) 
und setzen also
CAT2 =D f {ZW , Z F ).
(3 )  Wir nehmen sechs Kategorien, nämlich V  (intransitive Verben),
E  (Eigennam en), N  (N om ina, G attungsnamen), D et (Determina- 
toren und A rtikel), NP  (Nominalphrasen), S  (Sätze) und setzen 
also
CAT3 =Df  {  V, E , N, Det, NP, S }.
(4 ) Wir nehmen fünf Kategorien: 0  (Form eln ), l  (Term e), 2  (Variablen), 
3  (zweistellige Funktionszeichen), 4  (zweistellige Relationszeichen) 
und setzen also:
C A l 4 = Df  { 0 ,1 ,2 ,3 ,4 1
(5 ) Wir wählen sechs Kategorien, nämlich B (Buchstaben), Z  (Ziffern),
V  (Variablen), L (Labels), A  (Anweisungen), P  (Program m e).
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Es sei somit:
CA Tg =Df  [B , Z, V, L, A , P}.
Man sieht, daß wir mehr Kategorien eingeführt haben, als wir in Ab­
schnitt I vorgestellt haben. Bei genauer Ausführung der Syntax kann es 
Vorkommen, daß die ursprünglich ins Auge gefaßten Kategorien besser 
um Hilfskategorien erw eitert oder in Unterkategorien zerlegt werden.
Man beachte, daß eine Kategorie nicht dasselbe ist wie die Menge der 
Ausdrücke dieser Kategorie. Kategorien sind nur Indizes, durch die man 
gewisse Mengen von W örtern kennzeichnet.
Ausdrücke
Der wesentliche Teil der Grammatik besteht darin, für jede Kategorie t 
eine Menge E f der A usdrücke d er Kategorie t zu definieren.
Die Definition soll rekursiv sein.
Als Rekursionsanfänge  ist zu jeder Kategorie t die Menge Bt der Basis­
ausdrücke d er Kategorie t explizit anzugeben.
Das wollen wir für unsere Beispiele tun.
(1 ) Es sei B$ = Bj\ = { A }.
Es gibt also keine Basisausdrücke der Kategorie S, das leere W ort ist der 
einzige Basisausdruck der Kategorie A .
(2 ) Es sei B ^ w  ~ { 0 } .  B z F  =
Basiszahlwort ist das W ort, das nur aus der Ziffer 0  besteht, Basisziffern­
folge ist das leere W ort.
(3 ) Es sei B v = { SING T , , SC H R E IT u_, \ B E = { CARU SO <_i }, 
Bn = { T E N O R S  , B A B Y l., } ,  BD et = [JE D E R  ^  , EIN lj ,
K E IN ^  , D ER  i_i
b NP = B s = d .
Zu den Kategorien NP  und S  gibt es also keine Basisausdrücke.
(4 ) Es sei B0 =Q,B1 = B2 = { * , ’ I * G IN}, B3 = { + } ,  B4 = { < } .
Es gibt also keine Basisausdrücke der Kategorie 0.
Die Variablen bilden die Basisausdrücke der Kategorien 1 und 2.
Bj enthält nur das +~Zcilchen, B4 nur das <-Zeichen.
(5 ) Es sei BB = [A , B, C, X , Y, Z }
Bz = [ 0 , 1 , 2 , . . . . 8 , 9} 
B y = Bl  = Ba = Bp = 0-
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Die Basisausdrücke der Kategorie B  sind also genau die Buchstaben, die 
der Kategorie Z  die Ziffern, die anderen Basiskategorien sind leer.
Nach der Betrachtung der Beispiele kehren wir jetzt wieder zur allgemei­
nen Theorie zurück.
Man verlangt zunächst natürlich, daß die Basisausdrücke insbesondere 
Ausdrücke sind. Man fordert für t G C A T :
<*) Bf Q Et .
Ferner gibt man Rekursionsvorschriften  an, um aus bereits gewonnenen 
Ausdrücken weitere Ausdrücke zu erhalten.
Dazu hat man gewisse syntaktische V erknüpfungen  auf Zeichenreihen:
F  : A* x ...x  A*—*• A* und syntaktische Regeln, die besagen, daß F  ange­
wendet auf z j , . . . ,z n mit Zj G Et . (i = l , . . . ,n )  einen Ausdruck aus Et er­
gibt. Wir schreiben dann auch:
( * * )  Wenn z ¡  G G E tn> so F ( z j , . . . ,z „ )  G Et ■
Die Mengen Et der Ausdrücke der Kategorie t (für t G CAT) sind dann 
definiert als die eindeutig bestimm ten kleinsten Mengen mit (* )  (die also 
die Basisausdrücke enthalten) und mit ( * * )  (die unter den syntaktischen  
Verknüpfungen gemäß den syntaktischen Regeln abgeschlossen sind). 
Dabei müssen die syntaktischen Verknüpfungen und Regeln so gewählt 
sein, daß die Ausdrücke eindeutig lesbar — besser analysierbar — sind. Bei 
syntaktisch ambigen Sprachen wird auf diese letzte Forderung verzich­
tet.
Gewöhnlich führt man für die Mengen Et besondere Bezeichnungen ein 
und benutzt auch besondere syntaktische Variablensorten.
Wir wollen unsere Beispiele betrachten.
(1 )  Wenn z G Ej\, so zA G Ej\.
Wenn z G E^ \, so zBzBz G E$-
Die syntaktische Verknüpfung der ersten Regel ist das Anhängen des 
Buchstabens A , die syntaktische Verknüpfung der zweiten Regel fügt 
den Buchstaben B zwischen drei Exem plare des Argumentes z ein.
Die erste Regel ist in dem Sinne ech t rekursiv, als das Ergebnis einer An­
wendung der Regel wieder als Ausgangspunkt für eine neue Anwendung 
der Regel genom men werden kann. Daraus ergibt sich, daß die Sprache 
L ¡  unendlich viele Ausdrücke hat.
(2 ) Wenn z G E z f > 5 0  z®> z2 ,-- ,z 8 , z9  G E z f -
Wenn z G Egp, so lz , 2 z ,...,8 z, 9z  G E z w •
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( 3) Wenn x  G E[jet, y  G Eff, so xy  G Effp. 
Wenn x  G E& y  G Ey, so xy  G E$. 
Wenn x  G Efjp, y  G Ey, so xy  G E$.
Man beachte, daß diese Regeln nicht in dem echten Sinne rekursiv sind,
wie es oben erläutert wurde. Deshalb hat die Sprache L j  nur endlich
viele Ausdrücke. Zu allen Regeln gehört übrigens dieselbe syntaktische 
Verknüpfung, nämlich das Verketten der beiden Argumente x, y.
(4 ) Wir schreiben FML für E0, synt. Variablen: 0 , \p,
TM für E i,  synt. Variablen: a, b und
VAR für Z?2> synt. Variablen: v, w.
Die Regeln lauten:
Wenn f E E j  und a, b  G TM, so ( a ß )  G TM.
Wenn a, b  G TM, 0 , ^  G FML, v G VAR, Q G E4 , so 
a = b, aQb,~> <p, (<fi a  ty), (<t> v \p),
C0-> \p), (<t> <-*• \p), Vv <)>, 3v <p G FML.
Zu den Regeln muß eigentlich noch ein Zusatz gem acht werden, näm­
lich daß in Vv  0 , 3  v <p die Variable v gebunden ist (s. u .).
Man beachte ferner, daß die logischen Zeichen nicht zu den Ausdrücken 
irgendeiner Kategorie gehören, sie kommen durch die Anwendung der 
syntaktischen Verknüpfungen herein.
(5 )  Wir schreiben BU für Eß, Z I  für E%,
VAR für Ey, L B L  für EL, ANW für EA , 
PRG  für Ep.
Die Regeln lauten:
Wenn * G  BU, y G  Z I,  v G VAR, so x, vx, vy, i>i_i G VAR. 
Wenn x  G VAR, so x G  LBL.
Wenn v G VAR, l G LBL, so
R E A D  v, P R IN T  v, L B L l, GOTO l, T E S T  v,
ICR v, DCR v G ANW. 
Wenn a G ANW, p G PRG so a ;, pa; G PRG.
Hierdurch ist wohl exemplarisch klar geworden, wie man die Ausdrücke 
form aler Sprachen festlegen kann.
Es muß nun noch die Rolle der Variablen erläutert werden.
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Variablenbindung
Die Basisausdrücke in logischen Sprachen  sind oft in Variablen und K o n ­
stanten unterteilt. Dabei ist im Augenblick unerheblich, daß diese oft als 
Zeichenreihen der Länge 1 aufgefaßt und mit entsprechenden Symbolen 
identifiziert werden. Die Variablen spielen eine Sonderrolle. Einerseits 
sind es auch Ausdrücke bestim m ter Kategorien und können entsprechend 
beim Aufbau der Ausdrücke fungieren. Andererseits spielen die Variablen 
eine Sonderrolle als g eb u n d en e  Variablen.
Eine syntaktische Regel kann auch fordern, daß die zugehörige syntakti­
sche Verknüpfung an gewissen Stellen Variablen als Argument nimmt 
und daß einer jeden solchen Stelle gewisse der anderen Stellen als Skopus  
zugeordnet sind. Ein Variablenvorkommen in einer Stelle der zuerst ge­
nannten Art ist ein V orkom m en als Operatorvariable und dieses V orkom ­
men und jedes Vorkom m en dieser Variablen in einem Ausdruck im Sko­
pus, das noch nicht anderweitig gebunden ist, ist bezüglich des O perator­
variablenvorkommen g eb u n d en . Ein Variablenvorkommen, das nicht ge­
bunden ist, ist fre i. In unseren Beispielen tritt Variablenbindung nur in 
Lq  beim Aufbau mit Hilfe der Quantoren V, 3  auf: Das Vorkom m en von 
v in Vv <p bzw. 3  v <p unm ittelbar hinter V bzw. 3  ist ein Vorkom m en als 
Operatorvariable, die Form el <p steht im zugehörigen Skopus.
Eine syntaktische Verknüpfung zusammen mit einer syntaktischen Regel 
möge ein F u n k to r  heißen, wenn dazu keine Skopusrelation gehört und 
somit beim zugehörigen Aufbau der Ausdrücke keine Variablenbindungen 
entstehen. Im anderen Fall reden wir von einem Operator.
Operatoren und gebundene Variablen sind für viele logische Sprachen 
charakteristisch. Sie treten auch in Programmiersprachen auf, allerdings 
noch nicht in der einfachen Sprache L g, die keine Prozeduren kennt. 
Dagegen enthält das Fragm ent L j  keine gebundenen Variablen (sogar 
überhaupt keine Variablen), und genauso ist es bei vielen anderen Frag­
menten.
IV. Semantik
Wir wollen jetzt besprechen, wie man form ale Sprachen interpretieren  
kann. Natürlich gibt es form ale Sprachen, für die man gar keine Interpre­
tationen sucht (siehe Beispiel (1 ) ) .  Im allgemeinen aber wird der Zweck 
verfehlt, den man mit einer form alen Sprache verfolgt, wenn man keine 
Interpretationen angibt. Gleichwohl fehlt oft eine explizite Semantik, 
und man begnügt sich statt dessen mit dem intuitiven Verständnis der 
Ausdrücke, das durch umgangssprachliche Lesarten oder m nemotechnische
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Codes suggeriert wird. In diesem Zustand befand sich z.B. lange Zeit die 
Modallogik, in der man form ale Sprachen mit den Funktoren □ , 0  hatte  
mit den zugehörigen Lesarten “ es ist notwendig, daß” , “ es ist möglich, 
daß” ohne eine darüber hinausgehende Semantik. Es bleibe dahingestellt, 
ob die jetzt übliche Kripke-Semantik für die Modallogik adäquat ist, aber 
jedenfalls ist es eine explizite semantische Theorie, mit der alternative 
Theorien konkurrieren müssen.
Die Semantik geht gewöhnlich so vor, daß den Ausdrücken einer form a­
len Sprache, oder jedenfalls gewissen Ausdrücken, D enotate  zugeordnet 
werden. Eine solche Zuordnung nennen wir eine Bew ertung  oder Inter­
pretation  der Sprache.
Wir wollen statt des W ortes D enotat nicht das W ort B edeutung  verwen­
den. Dieses wird nämlich meist in einer sehr umfassenden Weise verstan­
den, so daß in die Bedeutung eines Ausdrucks alle akzeptablen V erw en­
dungsw eisen  des Ausdrucks eingehen. D enotate dagegen sind geeignete 
O bjekte, die in einer passenden semantischen M etatheorie näher bestimmt 
werden, wobei man sich durch das intuitive Bedeutungskonzept bei der 
Auswahl der D enotate leiten läßt. Von der M etatheorie nehmen wir hier 
an, daß sie m engentheoretische Operationen gestattet. Es sei aber er­
wähnt, daß dieses in der Logik nicht unum stritten ist. Die konstruktive 
Logik und M athematik vermeidet mengentheoretische Existenzannah­
men. ln der operativen Logik z.B. werden die Bedeutungen von Aussa­
gen direkt (d.h. ohne Zwischenschaltung von D enotaten) durch ihre Ver­
wendung in idealisierten Dialogen bestimmt.
Es soll jetzt ein Semantikkonzept skizziert werden, das zu dem im vori­
gen Abschnitt beschriebenen Syntaxkonzept paßt. Es sei also L eine for­
male Sprache mit den syntaktischen Kategorien C A T, wobei zu jeder 
Kategorie t E  C A T  eine Menge B f von Basisausdrücken der Kategorie t 
und eine umfassende Menge E [  von Ausdrücken der Kategorie t gehört.
Für eine Interpretation von L ist dann zunächst einmal zu jeder Katego­
rie t E  C A T  eine Menge Mf der m öglichen D enotate  für Ausdrücke aus 
Et festzulegen.
Wir wollen die Zuordnung, die jeder Kategorie t die Menge zuordnet, 
als einen sem antischen Rahm en  bezeichnen. Jede Interpretation J  über 
einen solchen Rahmen ordnet jedem Basisausdruck a E  Bf direkt ein 
Element
a  E  zu.
Die weitere Bewertung der Ausdrücke erfolgt parallel zu ihrem syntak­
tischen Aufbau:
23
Es sei etwa F k  ein Funktor, der aus Ausdrücken der Kategorien t j  tn
Ausdrücke der Kategorie t aufbaut. Dann gehört dazu eine sem antische 
V erknüpfung F k ^ von x ...x  Mt in M f Und wenn a ,• E  M (■ und off
bereits definiert sind (i = l , . . . .n )  und der Funktor Fk  aus aj,...,ocn den 
Ausdruck a  aufbaut, so sei a ” = F k *
Es sei Op ein O perator, der aus Variablen der Kategorien und
Ausdrücken der Kategorien t j , . . . , t n Ausdrücke der Kategorie t aufbaue. 
Dann gehört dazu eine semantische Verknüpfung O p ^ , die jeweils n 
Funktionen einer gewissen A rt ein Elem ent von M( zuordnet. Diese Funk­
tionen sind dabei m ögliche Wertverläufe, die hier nicht genauer beschrie­
ben werden sollen. Wenn a  mit Hilfe von Op aus Variablen v j ,.. . ,v m  und 
Ausdrücken aufgebaut ist, so bestimmen die W erte von d j , . . . ,a n
bei den Bewertungen, die aus J  durch Abändern der W erte der zugehöri­
gen Operatorvariablen entstehen, derartige W ertverläufe; und Op'* ergibt 
darauf angewendet .
Für manche Zwecke werden die zugelassenen Interpretationen noch ein­
geschränkt, etwa durch Forderungen der A rt, daß für gewisse a  £  Bt 
vorgeschriebene W erte hat, oder daß gewisse Fk^ , Op^ ein für allemal 
festgelegt werden. Auf diese Weise kann man erreichen, daß die zugelas­
senen Interpretationen etwa logische Begriffe respektieren oder in ande­
rer Hinsicht standardmäßig sind.
Wir wollen jetzt zu den Beispielen zurückkehren und betrachten zunächst 
logische Sprachen. Als mögliche D enotate für Form eln benutzt man ge­
wöhnlich die klassischen W ahrheitswerte W (Wahr) und F  (Falsch ), als 
mögliche D enotate für Individuenausdrücke (wie Individuenvariablen, 
Individuenkonstanten, Kennzeichnungen) benutzt man Individuen, d.h. 
Elem ente eines vorgegebenen Individuenbereiches. In der intensionalen 
Logik treten auch kom plexe Objekte als D enotate auf wie Propositionen, 
Individuenkonzepte u .ä., die man mit bestim m ten Funktionen gleich­
setzt, die mögliche W elten, K on texte , Indizes o .ä. auf einfache Objekte 
(wie W ahrheitswerte oder Individuen) abbilden. Wir gehen jetz t in die 
Beispielsprache L^. D ort haben wir fünf syntaktische Kategorien: 0  (F o r­
meln), 1 (Term e), 2  (Variablen), 3  (zweistellige Funktionszeichen),
4  (zweistellige Relationszeichen). Die Mengen der möglichen W erte seien:
M0  = D f  {  WiF] , M i sei eine nichtleere Menge (Individuenbereich),
M2  = D f  Mi, M j sei die Menge aller zweistelligen Verknüpfungen auf 
M i, M4  sei die Menge aller zweistelligen Relationen auf M j.
Der semantische Rahmen ist also durch M i, den Individuenbereich be­
stimmt.
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Eine Interpretation J  bildet Bt in Mt ab (i = 0 , 1 ......4 ).
Dabei ist B q = 'Q,-B¡ = B2  = Menge aller Variablen, B j  enthält nur das 
+-Zeichen, B4 das <-Z eichen . Die Interpretation besteht also zunächst 
einmal aus einer Belegung der Variablen und einer Bedeutung für + und 
einer Bedeutung für < .  Die Fortsetzung von J  auf alle Ausdrücke von L 4  
wird dann eindeutig in der folgenden Weise vorgenommen:
Ein gewisser Funktor liefert aus dem Funktionszeichen + und Termen  
a, b den Term  (a + b). Die zugehörige semantische Verknüpfung liefert 
aus + J  , , b ^ den W ert: angew endet a u f a^ , .
Ein weiterer Funktor liefert aus dem Relationszeichen <  und den Termen  
a, b die Form el a <  b. Die zugehörige semantische Verknüpfung liefert 
aus , aJ , b^  den W ert W genau dann, wenn a u f  «J , zutrifft,
sonst F. Zu dem Funktor, der aus Term en a, b  die Form el a = b liefert, 
gehört folgende semantische Verknüpfung: Aus , b^  m acht sie W, 
wenn dasselbe O bjekt wie b^ ist, sonst F.
Die Bewertung der mit Junktoren - i ,A  ,V  , —■*■ , «—► aufgebauten Form eln  
übergehen wir und besprechen nur noch einen Q uantorenschritt.
Dabei sei für x  & M2 und eine Variable v J  vx  die Bewertung, die genau 
so gegeben ist wie J  , bis auf den Umstand, daß v m it x  belegt werde. Wir 
betrachten den O perator, der aus v und 0  die Form el Vv <p m acht. Die 
zugehörige semantische Verknüpfung nimmt als Argumente Funktionen  
an, die jedem x& M 2 den W ert zuordnen und hat als W ert W genau 
dann, wenn dieser Wertverlauf stets den W ert W hat, sonst F. Kurz ge­
sagt: Vv  = W genau dann, wenn fü r  alle x £ M 2  gilt: 0  “  ■* = W.
In diesem Beispiel sind die W erte a  J  der Basisausdrücke von der Logik 
her beliebig wählbar, während die zu den Funktoren und Operatoren ge­
hörigen semantischen Verknüpfungen (die logischen Konstanten entspre­
chen) fest vorgeschrieben sind.
Das hier beschriebene semantische Konzept paßt gut für logische Spra­
chen. Es ist jedoch bemerkenswert, daß es"auch für Fragm ente vom Typ  
des Beispiels (3 )  paßt. Das ist von R. Montague entdeckt worden, der 
erstmals logische Sprachen und Fragm ente in einheitlicher Weise syntak­
tisch und semantisch behandelt hat. Wir betrachten deshalb zum Ab­
schluß die Beispielsprache L j .  Diese ist zwar syntaktisch trivial. Doch  
läßt sich in der Semantik die M ontaguesche Interpretation der Quantoren  
demonstrieren, die keineswegs trivial ist.
Die Sprache L j  hat die Kategorien: S, E , N, V, NP, D et. Wir legen zu­
nächst einen semantischen Rahmen fest. Dabei sei B  = {  W,F] (Menge 
der W ahrheitswerte) und ID eine nichtleere Menge (Individuenbereich).
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Sodann sei:
%  = d / » . %  = d / d .
Mn  = M y = p f  M enge aller Fu nk tion en  von D  in IB,
Mn P ~ D f  M enge aller F u nk tion en  von M y  in B ,
M oet = D f  M enge aller F u nk tion en  von M fj in M ^p.
Für die Basisausdrücke fordern wir:
C A R U SO J  E M E , T EN O R ^ E  MN, B A B Y ^  6 MW, S IN G T ^  E  M y, 
S C H R E IT ^  E  M y. Von logischer Seite her werden die W erte dieser Ba­
sisausdrücke nicht weiter festgelegt, doch legen wir die W erte der anderen 
Basisausdrücke, die den Charakter von logischen Konstanten haben, fest.
JE D E R  ^ sei diejenige Funk tion  aus M pet’ die jed er Funktion  f  • D  —*• B  
diejenige Funktion  g  E  M fjp zuordnet, die jed er  Funk tion  b . D  —*• B  den  
Wert Vigenau dann zuordnet, w enn h an jeder Stelle, an d er f  den  Wert W 
annim m t, auch den Wert W annim m t.
E IN ^ , K E IN ^ seien entsprechend definiert, wobei das in der oben 
stehenden Definition unterstrichene " jed er” durch "e in e r” bzw. “k e in e r” 
ersetzt wird.
D E R ^ sei diejenige Funk tion  aus MDet die jed er  Funktion  f ; D  —*■ B  
diejenige Funktion  g  S  Mjyp zuordnet, die je d e r  Funk tion  h  . D —► B  
den  Wert W genau dann zuordnet, w enn f  an genau einer Stelle W ist und  
h dort auch W ist, andernfalls ist g (h ) = F.
Schließlich setzen wir:
Wenn a  E  EDet< ß e  ^N> 5 0  = ^  ^
w enn  a  E  Epjp, ß E  E y , so (a ß )J  = a  J  ), 
w enn ct E  E g, ß E  E y , so (a ß )J  = ß^  (a  J  ).
Eigennamen haben wir direkt durch Individuen interpretiert, Verben und 
auch Nomina durch Funktionen von Individuen in W ahrheitswerte (der 
Funktionswert ist W, wenn die entsprechende Eigenschaft zutrifft). Man 
beachte aber, daß Nominalphrasen und Eigennamen ganz unterschiedlich  
interpretiert werden, obwohl sie sich syntaktisch bei der Bildung von 
Sätzen ganz gleichartig verhalten. Es ist ja auch semantisch nicht möglich, 
JE D E R  TEN O R ^ , K E IN  B A B Y ^ mit einem Individuum gleichzu­
setzen, auf das dann etwa S IN G T '*  zuträfe. Deshalb operiert nicht 
SIN G T  J  auf JE D E R  TEN O R S  (wie es bei C A R U SO ^  der Fall ist), 
vielmehr ist es umgekehrt:
JE D E R  TENOR*) ist die Funktion, die SIN G T  J  den Wert W zuordnet, 
wenn auf jedes Individuum, auf das “.n ’  DR^ zutrifft, auch S IN G T J
26
zutrifft. JED ER**  ist dann die Funktion, die TENO R  J  in diese Funk­
tion JE D E R  T EN O R ^ überführt. Aus diesem Grunde ist die Interpre­
tation von JE D E R  und analog die von EIN , K EIN , D ER  komplizierter, 
als die aller anderen Ausdrücke dieses Fragm entes.
Die Tatsache, daß Syntax und Semantik von logischen Sprachen und von 
formalisierten Fragm enten natürlicher Sprachen in völlig gleichartiger 
Weise entwickelt werden können, hat das gegenseitige Interesse von Lin­
guistik und Logik aneinander in den letzten Jahren sehr belebt.
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1. Einleitung
1.1 . Form ale Sprachen und linguistisches Interesse
“ Soll man zur Analyse natürlicher Sprachen form ale Sprachen verwen­
den?” Die Diskussion dieser Frage hat in der Sprachphilosophie eine 
längere und breitere Tradition als in der Linguistik. In der Sprachphilo­
sophie haben sich zwei Paradigmen herausgebildet, in deren Rahmen die 
Analyse von natürlichen Sprachen betrieben w ird: Das erste Paradigma 
beschreibt natürliche Sprachen (oder besser: Aspekte von natürlichen 
Sprachen) ohne expliziten Bezug auf eine semiotische Theorie m it Hilfe 
von natürlichen Sprachen. Beispiele für diese Vorgehensweise finden sich 
in den Arbeiten von Ryle, Austin, Grice, Searle und Schiffer. Das zweite 
Paradigma steht in der Tradition von Frege, Carnap, Ajdukiewicz und 
Reichenbach. Im Rahmen dieses zweiten Paradigmas werden Fragm ente  
von natürlichen Sprachen mit Hilfe form aler Sprachen beschrieben. Nicht 
selten geschieht dies auch in der Absicht, exegetische A rbeit zu leisten
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und bestimmte Begriffe, z.B. den Carnapschen Intensionsbegriff oder 
die Fregesche Redeweise von den “ obliquen” (oder “ indirekten” ) Kon­
texten  zu rekonstruieren. Die Existenz dieser beiden Paradigmen wird 
immer dann deutlich, wenn die Frage erörtert wird, welches von ihnen 
vorzuziehen sei. Zwischen beiden Paradigmen gibt es eine Reihe von 
Übergängen und es kom m t auch vor, daß ein Philosoph sowohl das eine 
als auch das andere Metier beherrscht.
In der Grammatikschreibung besteht meiner Überzeugung nach eine solche 
Alternative nicht. Sowohl wissenschaftliche als auch pädagogische Gramma­
tiken verwenden systematische Abkürzungen, Strukturm uster, Diagramme 
und eine stark reglementierte Fachsprache, insbesondere ein ganzes Arse­
nal von Beschreibungskategorien. Ich neige dazu, die heute ziemlich weit 
verbreitete Verwendung form aler Sprachen bei der Analyse natürlicher 
Sprachen als eine konsequente W eiterentwicklung dieser Praxis anzusehen. 
Natürlich ist der gegenwärtige Stand der Verwendung form aler Sprachen  
nicht denkbar ohne die Breitenentwicklung der verschiedenen Strukturalis­
men, ohne die logikorientierte Sprachphilosophie und ohne die M ethoden­
diskussion in den Philologien.
Nicht alle form alen Sprachen üben auf die Linguisten dieselbe A ttraktion  
aus: Unter den form alen Sprachen sind gegenwärtig für die Linguisten 
vor allem jene von Interesse, die durch ein interpretiertes formales System  
erzeugt werden. Die Syntax eines solchen formalen Systems legt fest, wel­
che Zeichenketten aufgrund welcher Regeln aus einem vorgegebenen Voka­
bular gebildet werden können. Insbesondere bestim m t die Syntax, welche 
Ausdrücke als wohlgeform t gelten. Zusätzlich kann die Syntax auch spezi­
fizieren, welcher syntaktischen Kategorie die erzeugten Ausdrücke ange­
hören. Die Interpretation dieser Ausdrücke kom m t aufgrund semantischer 
Regeln zustande. Die semantischen Regeln legen die Bedeutung von Basis­
ausdrücken fest und bestimmen, wie daraus die Bedeutung zusammenge­
setzter Ausdrücke errechnet werden muß . 1 Ohne weiterführende Analyse 
sieht man bereits, daß zwischen natürlichen Sprachen und formalen Spra­
chen Analogien bestehen. Ich will mich nun zunächst mit der Frage aus­
einandersetzen, welche Eigenschaften von natürlichen Sprachen einer 
Beschreibung m it Hilfe form aler Sprachen zugänglich sind.
1 .2 . Einige Eigenschaften natürlicher Sprachen, genauer: einige Eigen­
schaften, die natürlichen Sprachen und deren Sprechern zugeschrie­
ben werden
Damit man überhaupt Grammatiken schreiben kann, muß man schon 
bestimmte Leithypothesen und methodologische Prinzipien entwickelt 
haben. Das wichtigste davon ist, daß natürliche Sprachen Regularitäten
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haben, d.h. wiederkehrende Strukturm uster zeigen. Die Grammatik be­
schreibt solche Strukturm uster und entwickelt diese zu Paradigmen.
Aus der griechisch-lateinischen G ram matiktradition wissen wir, daß eine 
solche Annahme nicht selbstverständlich ist. Am Beginn der tradierten  
griechischen Grammatikschreibung steht die Kontroverse zwischen Ana- 
logisten und Anom alisten . 2  Die Annahme, daß die natürliche Sprache 
Regularitäten besitze, wurde zum ersten Mal von den Analogisten for­
muliert, streng genommen aber nur für das Griechische. Diese Annahme 
hat sich allmählich durchgesetzt: Die philologische A rbeit nach dem  
Analogieprinzip hat zu einer immer feineren Kategorisierung zunächst 
des Griechischen geführt und zeitigte als Resultat jene Paradigmen für 
Deklination, Konjugation und Lexis, wie wir sie heute für viele Sprachen 
kennen. Nach dem Analogieprinzip sind auch jene Sprachwissenschaftler 
verfahren, die sich um die Rekonstruktion unvollständig tradierter Spra­
chen und Sprachstufen bemüht haben.
Mit der Auffassung, daß natürliche Sprachen regulär seien (ich nenne diese 
Auffassung kurz “ Regularitätshypothese” ), hängen noch eine Reihe von 
weiteren Annahmen zusammen. Diese weiterführenden Annahmen sind 
vor allem für strukturalistische Grammatik- und Sprachtheorien wichtig 
geworden . 3 Die erste davon ist, daß die Ausdrucksseite einer natürlichen 
Sprache aus diskreten Einheiten aufgebaut ist. Nur diskrete Elem ente gehen 
in die grammatischen Relationen ein. Diskrete Elem ente auf der phonetisch- 
phonologischen Ebene gewinnt man dadurch, daß man arbiträre Schritte  
in kontinuierliche Ereignisse legt. Die Verwendung von ausschließlich 
diskreten Elementen ist wichtig dafür, daß Komm unikation überhaupt 
zustande kommen kann. Komm unikation ohne Akkumulation von Irr- 
tümern bei der Wahrnehmung von Lautsequenzen und ihrer Wiedergabe 
verlangt jedoch nicht nur, daß diskrete Elem ente zur Verfügung stehen. 
Voraussetzung für Komm unikation ist vielmehr, daß Sprecher und Hörer 
gleichermaßen über diese diskreten Elem ente, d.h. letztlich über eine 
geeignete Sparchkom petenz, verfügen: Der Hörer kann aufgrund seiner 
eigenen phonetischen Kom petenz eine Wiederholung einer Äußerung 
liefern. Er ist nicht etw a darauf angewiesen, eine Äußerung zu imitieren.
Die Tatsache, daß Sprecher und Hörer über ein Inventar diskreter gram­
m atischer Elemente verfügen, ermöglicht es wiederum, daß linguistische 
Zeichen arbiträr sein können: In der Regel erlauben die Laute, aus denen 
ein W ort besteht, keinen Hinweis auf die Bedeutung dieses W ortes. Sowohl 
die Ausdrucksseite als auch die Inhaltsseite der Verwendung von natürlicher 
Sprache in einer historisch gewachsenen Sprachgem einschaft ist durch  
Konventionen gesteuert.
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Die zweite Annahme, die m it der Regularitätshypothese zusammenhängt, 
ist, daß man in bezug auf natürliche Sprachen Ebenen unterscheidet. Man 
geht davon aus, daß natürliche Sprachen hierarchisch organisiert sind. 
Phoneme werden als die kleinsten gramm atischen Bausteine angesehen, 
Folgen von Phonemen ergeben Morpheme, Kombinationen von M orphe­
men W örter, Folgen von W örtern Sätze und Folgen von Sätzen T exte  
oder Diskurse. Syntaktische Einheiten können linear angeordnet werden. 
Jede syntaktische Inform ation kann linear dargestellt werden, selbst, wenn 
sie diskontinuierliche Konstituenten oder Intonationsmorpheme betrifft.
Eine dritte Annahme (oder besser: Überlegung) ist, daß Sprecher nur 
endlich viele Mittel zur Verfügung haben, um eine Sprache zu erlernen.
Die Menge der arbiträren grammatischen Elem ente und Operationen, 
Phoneme, Morpheme, W örter, Klassifikationsregeln, Regeln, welche zu­
sammengesetzte Ausdrücke erzeugen, muß daher endlich sein. Die Sätze 
einer Sprache sind von endlicher Länge. Für die Länge von Sätzen gibt 
es keine obere Grenze. Man kann sie immer um eine Konstituente ver­
längern, ohne ihre G ram m atikalität zu verletzen.
Diese Eigenschaft von Sätzen wird m it Hilfe von rekursiven Regeln be­
schrieben. Daraus ergibt sich, daß die Menge der Sätze einer Sprache ab­
zählbar unendlich ist.
Eine weitere Annahme bezieht sich auf die Urteilsfähigkeit von Sprechern  
und den hierarchischen Aufbau von Sprache: nicht alle Folgen von Pho­
nemen gelten als Sätze. Da nicht alle Kombinationen von Phonemen auf- 
treten, ist es möglich, größere Einheiten (das sind M orpheme) als Restrik­
tionen über den Kombinationen kleinerer Elem ente (das sind Phoneme) 
anzugeben. Analoges gilt für W örter: Nicht alle Kombinationen von 
Morphemen ergeben W örter. Die Tatsache, daß nur bestim m te Phonem­
oder Morphemfolgen zulässig sind, m acht es dem Hörer möglich, Morphem-, 
Wort- und Satzgrenzen zu erkennen. Nicht alle endlichen M orphem folgen' 
gelten als Sätze. Daher ist es möglich, M orpheme oder W örter so in Klas­
sen einzuteilen, daß man m it ihrer Hilfe die Struktur von Sätzen angeben 
kann. Nicht alle Kombinationen von Elem enten, seien es nun Phoneme 
oder M orpheme, können als zulässige Sätze einer Sprache betrachtet 
werden. Infolgedessen ergibt sich für die gramm atische Beschreibung das 
Problem, Folgen von Phonemen oder Morphemen, die als Sätze der Spra­
che gelten können, zu unterscheiden von solchen Phonem- oder M orphem­
folgen, bei denen dies nicht der Fall ist. Für jede der W ortfolgen, welche 
die abzählbar unendliche Menge der Sätze einer Sprache ausmachen, muß 
es eine feststellbare Regularität geben. Wäre dem nicht so, könnten wir 
nicht die Auffassung vertreten, daß es endlich viele grammatische Mecha­
nismen gibt, die rekursiv operieren.
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In der Spätphase des Strukturalismus wurde die Trennung der linguisti­
schen Objekte in Sätze einerseits und N icht-Sätze andererseits als das 
Hauptproblem der grammatischen Beschreibung angesehen. Unter den 
V ertretern des Strukturalismus herrschte Einvernehmen darüber, daß es 
Regularitäten in der Kombination von Wortklassen (oder Wortklassen­
folgen) gibt, welche die Satzstrukturen einer Sprache ergeben. Nur für 
wenige Strukturalisten ist das Verhältnis zwischen einem Satz und dem  
in der Sprachrealität vorfindlichen linguistischen Objekt zu einem Problem  
geworden. Zu diesen gehört Z.S. Harris. Sätze sind nach seiner Auffassung 
nicht direkt beobachtbar. Jede Sprache bestehe vielmehr aus einer Menge 
von T exten  (oder, in seiner Redeweise, einer Menge von Diskursen). T exte  
können segmentiert werden. Resultat einer solchen Segmentierung ist ein 
linguistisches Objekt, das aus einer wohlgeformten Folge von Wortklassen 
besteht. Diese linguistischen Objekte werden Sätze genannt und die wohl­
geform te Folge von Wortklassen Satzstruktur oder Satzm uster. Jede Spra­
che hat endlich viele Satzmuster. Harris hat auf einen wichtigen Gesichts­
punkt aufmerksam gem acht, der in der generativen Transform ations­
grammatik nicht konsequent genug them atisiert wurde: Der Versuch, 
Sätze von Nicht-Sätzen zu unterscheiden, müsse berücksichtigen, daß die 
Grenze zwischen Sätzen und Nicht-Sätzen unscharf sei. Die Grammatikali- 
tät von Sätzen hänge von einer Reihe von (heute würden wir sagen “ kon- 
textuell bestim m ten” ) Faktoren ab. Aus diesem Grund verwende man 
den Begriff “ Menge” , wenn man über die Sätze einer natürlichen Sprache 
spreche, nicht im üblichen Sinn. Mengen in diesem unüblichen Sinne seien 
Kollektionen von W ortfolgen, welche bis zu einem gewissen Grad als Sätze 
gelten könnten. Will man den Mengenbegriff in einem wohldefinierten 
(und wohlverstandenen) Sinn verwenden, könne man eine arbiträre Gren­
ze für die Eigenschaft festlegen, als Satz einer Sprache zu gelten.
Die strukturelle Sprachbeschreibung hatte die Festlegung von M orphemen, 
ihre Einteilung nach Klassen, die Festlegung von W örtern und Wortklassen, 
sowie die Feststellung von Satzmustern zum Ziel. Diese Vorgehensweise 
führte zu einer sehr detaillierten morphologischen Syntax.
Eine analoge Vorgehensweise, wie ich sie für die Syntax beschrieben habe, 
wäre im Prinzip auch für die Semantik vorstellbar. 4  Ausgehend von seman­
tischen Regularitäten und diskreten Bedeutungen könnte man die Bedeu­
tungen von Morphemen und W örtern festlegen. Im Anschluß daran wären 
Projektionsregeln zu formulieren. Solche Projektionsregeln sollten es er­
lauben, die Bedeutung zusammengesetzter Ausdrücke aus den Bedeutun­
gen ihrer Konstituenten und den Konstituenten ihrer Konstituenten zu 
erm itteln. Dabei wäre darauf zu achten, daß syntaktische Konstruktion  
und Bedeutungszuordnung eng aufeinander bezogen werden.
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Wenn wir so Vorgehen, so wird deutlich, daß zwischen der grammatischen  
Beschreibung und einem formalen System bestimm te Analogien bestehen: 
Wir haben endlich viele Morpheme vorgegeben und bilden aus diesen nach 
bestimmten Anweisungen W örter, Satzkonstituenten und Sätze. Morphemen 
werden Grundbedeutungen zugeordnet. Jeder syntaktische Konstruktions­
schritt erhält ein semantisches Pendant. Ich will die Betonung auf die 
A n a l o g i e  zwischen gramm atischer Beschreibung und formalem  
System legen. Ich will damit nicht der H ypothese Vorschub leisten, daß 
natürliche Sprachen formale Sprachen seien.
2. Prinzipien der Verwendung form aler Sprachen
2.1 . Primat der strukturellen Beschreibung und Anti-Logizismus
Bei der Verwendung form aler Sprachen im Rahmen der grammatischen  
Beschreibung hat es seit Bloomfield zwei Hauptrichtungen gegeben. Die 
erste davon ist: Man entw ickelt aufgrund von H ypothesen, die man über 
die natürliche Sprache hat (z .B . die erwähnte Regularitätshypothese),
Klassen von M orphemen und Klassen von syntaktischen Operationen. 
Sodann m acht man sich eine form ale Sprache zurecht, welche die Re- 
gularitäten beschreibt, die man erm ittelt hat. Man greift also nicht auf 
ein bereits bestehendes form ales System zurück. Beispielhaft für eine 
solche Vorgehensweise ist die Beschreibung von Sprache, wie sie Harris 
in seinem Buch “ M ethods in Structural Linguistics” (^ 1 9 6 9 )  und später 
in “ M athematical Structures of Language” (1 9 6 8 )  gegeben hat. Harris 
will ein abstraktes System konstruieren, welches die natürliche Sprache 
zu beschreiben erlaubt. E r will dies erreichen, indem er zunächst die na­
türliche Sprache untersucht, Klassen von Elementen etabliert, Relationen  
zwischen Klassen und diese schließlich in einem Modell systematisiert.
Die aufgrund dieser Vorgehensweise resultierende form ale Sprache bildet 
dann jene Eigenschaften ab, die man der natürlichen Sprache zuschreibt.
Die Eigenschaften der verwendeten formalen Sprache rückten weder bei 
Harris noch bei den anderen Strukturalisten in das Zentrum des m etho­
dologischen Interesses. Es kam ihnen vielmehr darauf an, eine möglichst 
ausdrucksfähige und objektnahe Wissenschaftssprache zu verwenden.
In diesem Zusammenhang m öchte ich auf zwei Entwicklungen hinweisen, 
die m. E. auch in der gegenwärtigen linguistischen Methodologiediskussion 
noch aktuell sind.
Zur ersten Entwicklung: Die Strukturalisten betonten den Unterschied  
zwischen natürlichen und formalen Sprachen. Bloomfiled sagt zu diesem  
Thema in “ Linguistic Aspects of Science” (1 9 3 9 ) ,  form ale Sprachen seien
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nicht die Paradigmen, denen natürliche Sprachen entsprechen sollten. Die 
linguistische Analyse natürlicher Sprachen sei völlig unabhängig von der 
Untersuchung form aler Sprachen, wie sie in der formalen Logik betrieben  
werde. Form ale Sprachen sollte man nicht als Sprachen in einem eigent­
lichen Sinn betrachten. Der Ausdruck Sprache möge für Äußerungen, d.h. 
lautlich realisierte Gebilde, reserviert bleiben. Form ale Sprache könnten  
nur in schriftlicher Form  existieren, da es keine phonetisch-phonologischen  
Mittel gäbe, um den Skopus von Quantoren zu markieren. Schriftlich fixier­
te Ausdrücke seien nur als Sprachersatz zu betrachten.D ies erklärt vielleicht 
auch, warum die Strukturalisten keine der bestehenden formalen Sprachen  
zu Analysezwecken verwandten, sondern selbst eine “ sprachgerechte” Be­
schreibungssprache erfinden wollten, ln der T at haben sie dabei vor allem  
auf die Eigenschaften gesprochener Sprache Bezug genommen, z.B. auf 
W ortakzent, Tonhöhenverlauf, Betonung und Typen auf Satzintonationen: 
Im Strukturalismus wurden die ersten systematischen Beschreibungen 
prosodischer Elem ente geliefert.
Zur zweiten Entwicklung: Nicht nur Bloomfield, sondern auch Harris 
betonte den Interessengegensatz zwischen Logikern und Linguisten. Harris 
vertrat die Auffassung (Harris ^ 1 9 6 9 , p. 16), daß die Logiker von einer 
Analyse der natürlichen Sprache absehen würden. In dieser Ansicht wurde 
er durch mißverständliche Formulierungen von Carnap bestärkt, der häu­
figer auf die Schwierigkeiten der Beschreibung natürlicher Sprachen mit 
Hilfe form aler Sprachen hingewiesen hatte (vgl. Carnap ^ 1 9 6 8 , pp. 1 - 9 ) ;  
Carnap hatte eine solche Beschreibung aber keineswegs ausgeschlossen.
Chomsky schloß sich in einer frühen Arbeit (1 9 5 5 )  den Argumenten von 
Harris an. In einer Auseinandersetzung m it Bar-Hillel (1 9 5 4 )  behauptet 
er, daß die Logik keine empirisch relevanten Erklärungen für linguistische 
Fakten wie die Synonym ie- oder die Folgerungsbeziehung bereitstellen  
könne. Insbesondere richtete sich Chomsky gegen die Verwendung 
Carnapscher Bedeutungspostulate in der linguistischen Semantik.
So kam die kontroverse Logik-versus-Linguistik-Diskussion ins Rollen. 
Interessant ist dabei von einem wissenschaftshistorischen Gesichtspunkt 
aus, daß die damals bekannten Logiksprachen von den in der Theorie­
diskussion führenden Linguisten nicht als kreative Instrumente begriffen 
wurden. Dies, obwohl m it Hans Reichenbachs “ Analysis of Conversational 
Language” bereits ein Beispiel für eine solche kreative Verwendung vor­
lag.
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2 .2 . Die Methode der Beschreibung von Sprachfragmenten
2 .2 .1 . Primat der schrittweisen Annäherung an die Eigenschaften  
von natürlichen Sprachen
Die als erste dargestellte Methode der Verwendung form aler Sprachen 
zeichnet sich häufig durch Einfachheit und M orphologienähe aus. Man 
braucht nicht sehr viele theoretische Einheiten einzuführen, die in der 
zu beschreibenden natürlichen Sprache nicht realisiert sind. Die größten  
Erfolge wurden damit daher auf den Gebieten Morphologie und Syntax  
erzielt. Dagegen haben diese Ansätze keine fruchtbaren Ergebnisse für 
die Semantik geliefert. Semantische Fragen wurden entweder ausge­
klammert, oder es blieb ungeklärt, welche Aufgaben eine Semantik im 
Rahmen einer grammatischen Beschreibung zu erfüllen hat. Ersteres gilt 
für den Strukturalismus bis in die 50er Jahre, letzteres für den späten 
Strukturalismus (z.B . das Buch “M athematical Structures of Language” 
von Harris) und auch noch für die Semantiktheorien im Umkreis der 
klassischen generativen Transform ationsgram m atik.
Eine davon verschiedene Methode ist, ein formales System zu nehmen 
und dann nach und nach Eigenschaften von natürlichen Sprachen in das 
System einzubauen . 5 Diese Taktik ist natürlich auch an eine spezifische 
Methodologie gebunden: Man beschreibt die natürliche Sprache m ittel­
bar, nämlich über die einschlägigen Intuitionen . 6  Man muß aber seine 
Intuition durch Beispielanalysen schon sehr weit präzisiert haben, damit 
sie einer formalen Behandlung überhaupt zugänglich ist. Dann muß man 
zu klären versuchen, auf welche Ebene der natürlichen Sprache die 
Intuition Bezug nimmt, ob auf morphologische, semantische oder sonst­
weiche Fakten oder ob sie alle Ebenen gleichermaßen um faßt, wie z.B. 
bei Intonations- und W ortstellungsproblemen. Auch muß man bedenken, 
wie sich die form ale Analyse zu möglichen Erweiterungen verhält, ob sie 
z.B. auch noch bestehen kann, wenn die Datenbasis vergrößert wird.
Der Vorteil einer solchen Vorgehensweise besteht darin, daß man das zu 
studierende Phänomen unter genau angebbaren Bedingungen untersuchen 
kann und nicht durch sprachliche Fakten beeinflußt wird, die der Ana­
lyse eher hinderlich als förderlich sind oder die das Analyseresultat ver­
zerren könnten. Auf diese A rt und Weise kann man, ausgehend vom  
Modell einer formalen Sprache, immer reichere formale Sprachen ent­
wickeln. Die aufeinanderfolgenden formalen Sprachen können so ein 
linguistisches Faktum  immer feiner approximieren oder es können 
schrittweise immer mehr verwandte linguistische Fakten erklärt werden. 
Ab einem bestimmten Komplexitätsgrad werden die resultierenden form a­
len Systeme interessante Beschreibungen von Fragm enten von natürlichen 
Sprachen.
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Diese Vorgehensweise sichert einem optimale m ethodologische Start­
bedingungen. Sie sind durch die Struktur des gewählten formalen Systems 
gegeben. Jede Erweiterung kann unter kontrollierten und nachvollzieh­
baren Bedingungen vor sich gehen. Andererseits entfernen sich die Er­
weiterungen in der Regel sehr weit von den Ausgangspunkten.
Der Zuwachs an K om plexität bringt das Problem mit sich, daß streng ge­
nommen auch die metalogischen Eigenschaften solcher Erweiterungen  
geklärt werden müßten, wenn man den methodologischen Startvorteil 
nicht wieder einbüßen will. Die Beziehungen zwischen Erweiterungen  
untereinander sind ebenfalls nicht unproblematisch und müssen Gegen­
stand allgemeiner m ethodologischer Reflexion sein. Erweiterung kann 
ja vielerlei bedeuten, z.B. Vergrößerung der Datenbasis, K orrektur einer 
vorhergegangenen Rekonstruktionsstufe, Einführung neuer Techniken, 
Abänderung oder Ergänzung der methodologischen Prämissen. Die meisten  
der existierenden linguistischen und sprachphilosophischen Ansätze dieser 
A rt haben für die Abfolge und die Begründung von Erweiterungen noch  
keine brauchbare M ethodologie entwickelt. Die Erweiterungen folgen 
eher wissenschaftspraktischen Gesichtspunkten und orientieren sich an 
den Problemen, die für lösenswert und für lösbar gehalten werden. Viel­
fach spielen dabei Aspekte eine Rolle, die eng an die Verteidigung von 
Paradigmen gekoppelt sind.
Soweit mir bekannt ist, hat diese Methode am konsequentesten Th.
Ballmer in seinen “ Sprachrekonstruktionssystem en” entwickelt. Die 
M ethode der strikt kontrollierten Erweiterung von formalen Systemen  
wurde bereits vorher mit großem Erfolg in der philosophischen Logik 
verwandt, ohne daß man dabei aber gezielt auf linguistische Interessen 
Rücksicht genommen hätte.
Ganz offensichtlich hängt der Erfolg eines solchen Unternehmens davon 
ab, ob der gewählte Startpunkt, das am Beginn stehende formale System , 
seiner Struktur nach flexibel genug ist, um sprachliche Fakten auf ver­
schiedenen Ebenen zu beschreiben. Dies betrifft Syntax und M orpholo­
gie ebenso wie Semantik und Pragmatik. Das A pproxim ationspotential 
des formalen Systems muß groß genug sein, um linguistische Beschrei­
bungsinteressen abzudecken. Folglich kann z.B. die Aussagenlogik nicht 
als vernünftiger Startpunkt gelten. Nach Auffassung vieler Linguisten 
und Sprachphilosophen gilt Analoges für die Prädikatenlogik erster Stufe.
Man sieht, daß auch bei der Durchführung dieser Methode Gesichtspunkte 
eingehen, die mit den Annahmen über die Struktur natürlicher Sprachen 
zu tun haben. Der intuitive Vergleich, hier der ganze Reichtum  einer 
natürlichen Sprache, da ein kärglich ausgestattetes formales System, hat
36
zu Fehleinschätzungen und nutzlosen Kontroversen geführt: Entw eder 
es wurde der Nachweis, daß eine Eigenschaft einer natürlichen Sprache 
in einem formalen System  prinzipiell nicht beschrieben werden kann, 
nicht ernsthaft versucht, oder das form ale System wurde nicht als 
kreatives Instrument aufgefaßt. Die Arbeiten einer Reihe von Sprach- 
philosophen und Linguisten zeigen aber, daß man form ale Systeme als 
kreative Instrumente begreifen kann, die dazu nützlich sind, eine linguisti­
sche Intuition so weit zu präzisieren, daß man über sie diskutieren kann . 7
Wir haben bisher im Rahmen der zweiten M ethodologie, die man als 
“ Fragm enttechnik” beschreiben kann, ein Prinzip der Anwendung for­
maler Sprachen kennengelernt, nämlich die schrittweise Annäherung 
an den komplexen Gegenstand natürliche Sprache. Ein weiteres wichtiges 
Prinzip ist die Reflexion darüber, Objekte welcher A rt man als natürliche 
Sprache bezeichnen will.
2 .2 .2 . Natürliche Sprache, abstrakte Sprache, Sprache im Gebrauch
Dem Ausdruck “ natürliche Sprache” ist ohne Explikation in einem theo­
retischen Rahmen kein klarer Sinn zuzuordnen. N icht umsonst greift 
man dann, wenn man über natürliche Sprachen spricht, auf Beispiele wie 
das Deutsche, das Englische usw. zurück und beseitigt damit eine nicht­
überschaubare Unklarheit durch eine überschaubarere. Das, was wir vom  
deskriptiven Standpunkt aus unter natürlicher Sprache oder einer natür­
lichen Sprache verstehen, ist meist eine A bstraktion, die aus pragmati­
schen Gründen erfolgt. Grammatische Beschreibung m it Hilfe formaler 
Sprachen setzt voraus, daß man Klarheit darüber schafft, was man f ü r  
d i e  Z w e c k e  d e r  A n a l y s e  unter (natürlicher) Sprache verstehen  
will. Dieses wird nicht in allen Fällen das sein, was man sich von einem  
vortheoretischen Standpunkt aus erw artet. Trotzdem  halte ich es für 
nützlich und notwendig, über geeignete Explikanda zu streiten. Ich meine, 
daß sich die Linguistik gerade dadurch von Logik und Sprachphilosophie 
unterscheidet, daß sie sich in bezug auf ihr Explikandum äußerst skrupu­
lös zeigt.
Jene Wissenschaftler, die sich der Fragm enttechnik bedienen, wollen in 
einem stark eingeschränkten Bereich die K om plexität einer natürlichen 
Sprache approximieren. Sie wählen dabei zunächst die nach einem intui­
tiven Gesichtspunkt elementaren Phänomene aus, deren Analyse eine 
konstruktive Vorgehensweise zuläßt. Eine wichtige Unterscheidung, die 
in diesem Zusammenhang häufig gem acht wird, ist jene zwischen natür­
licher Sprache als einem abstrakten System und der Verwendung eines 
solchen Systems. D. Lewis (1 9 7 2 )  hat diese Unterscheidung so beschrie­
ben: “ Ich unterscheide zwei Them en: erstens die Beschreibung von
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möglichen Sprachen oder Grammatiken als abstrakte semantische Systeme, 
durch die die Symbole mit Aspekten der W elt verbunden werden; und 
zweitens die Beschreibung der psychologischen und soziologischen T at­
sachen, aufgrund derer ein bestimmtes von diesen abstrakten semantischen 
Systemen von einer Person oder einer Sprachgemeinschaft benutzt wird.
Es gibt nur Verwirrung, wenn man diese beiden Themen durcheinander­
bringt” . M. Cresswell hat eine analoge Unterscheidung vorgeschlagen.
Das Absehen vom Gebrauch und das Konzept einer abstrakten Sprache 
liegt auch der M ethodologie N. Chomskys zugrunde. Chomsky markiert 
einen wichtigen Punkt in der Diskussion natürliche vs. formale Sprache.
In den “ Syntactic Structures” (1 9 5 7 )  b etrachtet er Sprache allgemein 
als eine endliche oder unendliche Menge von Sätzen. Seiner Auffassung 
nach sind natürliche Sprachen Sprachen in diesem Sinne. Dies deshalb, 
weil sie aus endlich vielen Phonemen aufgebaut sind und jeder Satz als 
endliche Folge von Phonemen darstellbar ist. Die wichtigste Aufgabe 
der Grammatik einer Sprache L ist es dann, die grammatischen Folgen, 
die Sätze von L  sind, zu trennen von den ungrammatischen Folgen, die 
keine Sätze von L  sind. Gleichzeitig damit muß die Struktur der gram­
matischen Folgen, d.h. der Sätze, angegeben werden. Chomsky nimmt 
(1 9 5 7 )  an, daß die Menge der grammatischen Sätze (in seinem Falle des 
Englischen) vorgegeben sei, und stellt die Frage, welcher Apparat diese 
Menge aufzählen könne. Im N achw ort zu den “ Syntactic Structures” 
sagt er zwar, daß diese Annahme zu stark sei, sieht aber keine Notwendig­
keit, sie zu revidieren. Diese Annahme ist insofern weitreichend, als sie 
es erlaubt, m engentheoretische Redeweisen in bezug auf natürliche Spra­
chen einzuführen und mit linguistischen Konzepten zu verknüpfen. Ein 
Beispiel für eine solche Verknüpfung ist die Identifikation des Gramma- 
tikalitätsbegriffs mit dem Wohlgeformtheitsbegriff. Erst wenn die syn­
taktische Struktur aufgebaut ist, kann nach Chomsky (1 9 5 7 )  untersucht 
werden, wie diese Sprache verwandt wird. Diese Hypothese von Chomsky 
ist auch unter dem Namen “ autonom e S yn tax” bekannt geworden.
Jüngere formale Ansätze gehen zwar ebenfalls vom Unterschied zwischen 
abstrakter Sprache und Sprache im Gebrauch aus, heute wird jedoch eher 
die These vertreten, daß die Semantik parallel zur Syntax aufgebaut wer­
den soll. Es wird nicht als fruchtbar angesehen, Syntax ohne Berücksich­
tigung semantischer Fakten zu betreiben. Verschoben hat sich also die 
Einschätzung der Relation zwischen Syntax und Semantik, nicht ver­
schoben hat sich dagegen die Trennung in abstrakte Sprache und ge­
brauchte Sprache.
Über seinen eigenen Ansatz einer mathematischen Linguistik sagt Harris 
(1 9 6 8 ) , daß er versuche, die natürliche Sprache als ein System von Mengen
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zu c h a r a k t e r i s i e r e n ,  aber auch nicht mehr als dieses: In der 
Linguistik wird, soweit ich weiß, der Unterschied zwischen zu beschrei­
bendem Objekt, Theorie (G ram m atik) und in dieser Theorie verwandter 
form aler Sprache immer beachtet. Die These, daß natürliche Sprachen  
formale Sprachen s e i e n ,  gibt m .E . auch den M ontagueschen Stand­
punkt nicht korrekt wieder.
Bei der Trennung abstrakte Sprache — Sprache im Gebrauch handelt es 
sich um ein methodologisches Verfahren, dessen Rechtfertigung erst 
post hoc erfolgen kann. Dann nämlich, wenn es sich als fruchtbar er­
wiesen hat. Was als eine solche Sprache im abstrakten Sinn zu gelten hat 
oder welche Ausdrucksmöglichkeiten der natürlichen Sprache als approxi­
mierbar durch eine abstrakte Sprache gelten, hängt vom Forschungsstand  
ab. Man sieht das sehr gut an der Behandlung von kontextabhängigen  
Ausdrücken: Deiktische Ausdrücke, Pronom ina, Temporal- und Lokal- 
adverben oder Partikel werden bereits im Rahmen abstrakter Sprachen  
behandelt. Konversationspostulate, Implikaturen und sprechakttheore­
tische Fragestellungen dagegen noch weitgehend im Rahmen von Gebrauchs­
theorien. Erste Grenzüberschreitungen kommen aber bereits vor: Ganz 
offensichtlich handelt es sich bei der Unterscheidung abstrakte Sprache — 
Sprache im Gebrauch um eine forschungspraktische Entscheidung, die, 
wie alle Entscheidungen dieser A rt, von der Sache her (d.h. von der natür­
lichen Sprache her) nicht zu motivieren ist.
Bei der Beschreibung von natürlichen Sprachen, für die eine lange Gram­
m atiktradition existiert, hatte die Koppelung der Fragm enttechnik mit 
der Unterscheidung Sprache als abstraktes System  — Sprache im Gebrauch  
gravierende Folgen: Sie führte dazu, daß man im Rahmen von Gramma­
tiktheorien zunehmend, überwiegend oder gänzlich auf die linguistische 
Analyse gesprochener Sprache verzichtet hat. Unter dem Druck einer 
großen G ram m atiktradition setzt man sich dabei leicht der Gefahr aus, 
an die Stelle von Intuitionen über mögliche Äußerungen ein irgendwie 
erworbenes, normatives Grammatik- und Sprachverständnis zu setzen.
Damit fällt man hinter die deskriptive Position der verschiedenen Struk­
turalismen zurück. Eine weitere Gefahr der Koppelung ist die Betonung 
von abstrakter Syntax und Semantik, die wenig Rücksicht auf m orpho­
logische und phonologische Strukturen nimmt. Ein Indiz dafür ist der 
Verzicht, suprasegmentale M orpheme systematisch in die syntaktische 
Beschreibung zu integrieren oder die Tendenz, Stellungsvarianten, Be- 
tonungs- und Intonationsm orphem e ad-hoc zu semantisieren (z.B. als 
Satzmodus, als T opic und Com m ent, als Topikalisierung, oder als akzent­
abhängige Implikaturen).
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Die zuerst besprochene Haltung bei der Anwendung form aler Sprachen, 
die formale Sprachen entwickeln will, welche v o n  v o r n h e r e i n  
den natürlichen Sprachen angepaßt sind, entgeht dieser Gefahr. Diese 
formalen Sprachen (oder Ansätze dazu) sind morphologienahe konzi­
piert und nehmen infolgedessen auch auf nicht-segmentale Morpheme 
Rücksicht.
Wir haben also einerseits die Auffassung “jeder natürlichen Sprache ihre 
eigene formale Sprache” (der die Strukturalisten anhingen) und anderer­
seits die Trennung in abstrakte Sprache — Sprache im Gebrauch.
Eine Alternative dazu, welche die Vorteile beider Lösungen auf sich ver­
einigt und den Nachteilen beider Lösungen entgeht, ist m .E ., von vorn­
herein einen reicheren Sprachbegriff zu akzeptieren. Man muß dann zwar 
Konsequenzen daraus ziehen, z.B. im Hinblick darauf, daß die Intuitionen  
dazu noch nicht so ausgeprägt sind und die Analyse komplizierter wird, 
braucht aber auf die Fragm enttechnik keineswegs zu verzichten. Einen  
Vorschlag für eine derartige Charakterisierung hat Th. Ballmer in seinem 
Buch “ Sprachrekonstruktionssystem e” gem acht (p. 2 8 ) ;  es heißt d ort; 
“ Unter einer Sprache sei die Menge der möglichen Sprechhandlungen und 
unter einer natürlichen Sprache sei die Menge der möglichen Sprechhand­
lungen eines Sprechers in einer natürlich gewachsenen Sprachgemeinschaft 
und in einer Menge von K ontexten zu verstehen” . Eine derartige Charak­
terisierung der natürlichen Sprache erm öglicht es im Prinzip, subjektive 
u n d in der Sprachgemeinschaft gültige semantische Relationen zu spezi­
fizieren, Ausdrücke kontextabhängig zu interpretieren und komplizierte, 
z.B. fiktionale, K ontexte zu berücksichtigen. “M öglich” besagt, daß die 
Sprechhandlungen nicht tatsächlich vorgekommen sein müssen oder Vor­
kommen müssen. Darüber hinaus legt die Charakterisierung die Beachtung  
eines Natürlichkeitsprinzips nahe, insofern als man eine ganze Sprech­
handlung vor Augen hat und nicht etwa nur eine von Phonologie und 
Morphologie abstrahierte Struktur. Im Sinne einer deskriptiven Linguistik 
form uliert man hier sein Explikandum bereits so, daß die Funktion proso- 
discher Merkmale, sei sie nun morphologischer, syntaktischer oder se­
m antisch-pragmatischer A rt, von allem Anfang an berücksichtigt werden 
kann und muß. Intonationsm uster drücken ja, im K on text bereits geäußerte 
Sätze und im Zusammenhang m it W ortstellungsvarianten, aus, um wel­
chen Satztyp es sich handeln soll. Intonation und Betonung drücken 
Haltungen des Sprechers zu Sachverhalten aus (was für den Sprecher re­
levant ist, ob er jemanden w arnt oder bewundert, ob er m it seiner Äuße­
rung ein Gegenargument Vorbringen will u. dgl. mehr). Intonation oder 
Betonung können auch die Rolle von Partikeln übernehmen . 8  Man sieht 
daraus, daß prosodische Elem ente eine wichtige grammatische Funktion
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haben; ohne ihre Berücksichtigung kann man z.B. keine semantischen 
Relationen definieren, welche Aspekte der Semantik vorkommender 
Rede erklären können . 9  An der Linearisierbarkeit prosodischer Infor­
mationen besteht seit den Strukturalisten kein Zweifel m ehr; sie wurde 
mit Erfolg praktiziert, wenn dabei auch Detailfragen, z.B. ein komposi­
torisches Prinzip für prosodische Merkmale, ungeklärt geblieben sind.
Befaßt man sich, wie die meisten an der G ram m atiktheorie interessierten 
Linguisten d e  f a c t o ,  mit der Beschreibung schriftlich fixierter Äuße­
rungen, dann muß man auch überprüfen, ob es sinnvoll ist, in die Dar­
stellung ihrer Struktur prosodische Elem ente einzubeziehen. Nimmt man 
einen solchen Standpunkt ein, dann liegen noch andere, weiterführende 
methodologische Annahmen nahe, z.B. oberflächennahe Grammatiken  
zu bevorzugen oder eine realistisch orientierte Arbeitsteilung zwischen 
Morphologie und Syntax auf der einen Seite und Semantik und Prag­
matik auf der anderen Seite vorzunehmen.
2 .2 .3 . Zum Kategorisierungsproblem in der wissenschaftlichen Grammatik
Ich habe darauf hingewiesen, daß bei der Verwendung form aler Sprachen 
in der grammatischen Beschreibung zwei Haupttendenzen zu beobachten  
sind: Einerseits entwickeln Linguisten selbst form ale Sprachen zur Be­
schreibung natürlicher Sprachen, andererseits erweitern sie eine bereits 
bekannte form ale Sprache um Eigenschaften natürlicher Sprachen. Zwi­
schen diesen beiden Positionen gibt es eine Reihe von vermittelnden 
Zwischenstufen. Nicht kontrovers unter diesen Richtungen ist heute, 
daß man zwischen der morphologisch-syntaktischen Strukturen von Aus­
drücken und deren Bedeutung unterscheiden kann und daß eine wissen­
schaftliche Grammatik den Zusammenhang zwischen Form  und Bedeu­
tung zu explizieren hat. Demnach muß eine Gram matik spezifizieren, was 
als Ausdruck einer Sprache zu gelten hat, und sie muß Ausdrücken Be­
deutungen zuordnen. Die traditionelle normative Gram matik und die 
vorstrukturalistische wissenschaftliche Grammatik haben sich um die 
Einteilung von Morphemen nach W ortarten bemüht, ebenso um die Fest­
legung von Satzmustern und elementaren syntaktischen Funktionen wie 
Subjekt-von oder Objekt-von. Sie haben aber Semantik nicht als selbstän­
dige Teildisziplin betrieben. Man kann mit R ech t sagen, daß infolgedessen 
die Morphologie und Syntaxtradition in der Grammatikschreibung 
besser ausgeprägt ist als die Semantiktradition. Semantische Fakten und 
Intuitionen sind zudem weniger leicht faßbar als syntaktische.
Sprechhandlungen im oben erwähnten Sinn (vgl. 2 .2 .2 .)  werden durch 
Nachahmung und Gebrauch in verschiedenen K ontexten  erlernt. Eine 
wichtige Rolle bei der Erlernung vieler Kernfakten von Syntax und
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Semantik spielt die norm ative, pädagogische Grammatik. Die wissen­
schaftliche G ram matik hat zumindest im 20 . Jahrhundert an Profil 
dadurch gewonnen, daß sie in Opposition zu dieser Grammatik getre­
ten ist; dies geschah nicht immer unter Beachtung der unterschiedlichen  
Interessen, die wissenschaftliche und pädagogische Gram matik verfolgen. 
Ein Hauptkritikpunkt der wissenschaftlichen an der pädagogischen Gram­
matik war die Definition der grammatischen Kategorien . 10  Wenn wir die 
europäische G ram m atiktradition betrachten, so sehen wir, daß sich die 
W ortarten der griechisch-lateinischen Gramatik noch immer behaupten.
Wir finden z.B. in heute verwandten Grammatiken, besonders in solchen  
für die Grundschule, jene W ortarten, wie sie bereits Aristarch von Samo- 
thrake (2 1 7  - 1 4 5 ) “ definiert”  hatte, und jene syntaktischen Operationen, 
die Apollonios Dyskolos (2 . Jahrhundert n. Chr.) zusammengestellt und 
kanonisiert h atte . 11  Die “ Definitionen” , die den W ortarten und den 
syntaktischen Operationen zugrundegelegt sind, sind M ischformen, die 
sowohl auf semantische Inform ationen, morphologische Merkmale und 
syntaktisch-strukturelle Eigenschaften Bezug nehmen. Die pädagogische 
Grammatik trennt zwischen diesen verschiedenen Typen von Inform ationen  
nicht. Wenn man die Auffassung vertritt, daß die wissenschaftliche Gram­
matik exakt aufgebaut sein soll, so stellt sich heraus, daß die aus der nor­
mativen Tradition bekannten W ortarten für einen solchen Aufbau nicht 
brauchbar sind. Sie ergeben keine genauen Klassifikationsprinzipien; die 
Grenze zwischen den postulierten W ortarten ist unschaft, ohne daß man 
angeben könnte, wie diese Unschärfe aufzulösen ist: Der Einteilung der 
Morpheme nach W ortarten liegt kein einheitlicher Maßstab zugrunde.
Seit dem Strukturalismus ist die wissenschaftliche Gram matik darum  
bemüht, eine einheitliche Definition der W ortarten zu erzielen. Dieses 
Ziel versucht man aufgrund der Verwendung form aler Sprachen zu er­
reichen. Ein einheitlicher Gesichtspunkt, der zur Definition ausgenutzt 
werden kann, ist die Charakterisierung von W örtern nach syntaktischen  
Funktionen (denen in der Regel semantische Funktionen zugeordnet 
werden können). Dies wird erzielt durch die Festlegung der strukturellen  
Rolle, die W örter beim Aufbau komplexer Ausdrücke und schließlich beim 
Aufbau von Sätzen spielen.
Diese Idee liegt sowohl strukturalistischen als auch nach-strukturalisti- 
schen W ortarttheorien zugrunde. Die einzelnen W ortarttheorien unter­
scheiden sich aber stark danach, ob der Syntax im Rahmen der gramm a­
tischen Beschreibung eine autonom e Rolle zugeschrieben wird, oder ob 
die Syntax in direktem Zusammenhang m it der Semantik konzipiert wird. 
Ist ein solches Program m der Redefinition der W ortarten durchführbar, 
dann dient es langfristig auch dazu, den Mängeln der traditionellen Satz­
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lehre abzuhelfen. Die traditionelle Satzlehre konnte nämlich nur exem ­
plarische Regularitäten formulieren und keine Regeln im strengeren Sinn.
Ein formales System, das sich gut dazu eignet, W ortarten nach einheit­
lichen Prinzipien zu klassifizieren, ist z.B. die auf Husserl und Lesniewski 
zurückgehende Kategorialgrammatik. Ajdukiewicz hat das Paradigma einer 
solchen Kategorialgrammatik skizziert und gezeigt, wie man natürlich­
sprachliche und formalsprachliche Ausdrücke dam it beschreiben kann. 
Kategorialgrammatiken wurden Ende der 60er und Anfang der 70er  
Jahre enorm w eiterentwickelt und stellen heute das wahrscheinlich pro­
duktivste Paradigma der grammatischen Beschreibung dar . 12
3. Ansprüche im Zusammenhang mit der Verwendung form aler Sprachen
3.1. Intuition und gramm atische Beschreibung
Das Umgehen mit interpretierten formalen Sprachen bringt für den 
Linguisten den V orteil, daß er mit dem Idealfall einer konventionell 
geregelten Sprache konfrontiert wird. E r lernt, wie eine form ale Syntax  
aufgebaut wird, wie Basisausdrücke interpretiert werden und wie die 
Bedeutung komplexer Ausdrücke erm ittelt wird. Ist die Funktionsweise 
der formalen Sprache klar, kann man nach ihrer deskriptiven Adäquatheit 
fragen. Man kann untersuchen, welches Fragm ent einer natürlichen Spra­
che durch die formale Sprache beschrieben wird und welche Intuitionen  
durch diese Beschreibung abgedeckt werden. In den meisten Fällen stellt 
sich heraus, daß nur einige wenige Aspekte eines intuitiv erfaßten Zu­
sammenhangs beschrieben werden können. Das heißt aber dann nicht, 
daß das gewählte form ale System nicht zu gebrauchen wäre, sondern, 
daß es eben nur einen Ausschnitt abdeckt.
Ein solcher Fall liegt z.B. vor, wenn man Intuitionen über die Bedeutung 
von Ausdrücken und den heute gängigen sprachphilosophisch-logischen 
Bedeutungsbegriff zueinander in Beziehung setzt.
Der an der linguistischen Tradition ausgerichtete Bedeutungsbegriff ist 
zweifellos reicher als der sprachphilosophisch-logische. Dies kann man 
an den verschiedenen Kompetenzbegriffen illustrieren: Der sprach- 
philosophisch-logische Kom petenzbegriff geht davon aus, daß seman­
tische Kom petenz darin bestehe, in bezug auf beliebige, vollständig 
spezifizierte Situationen zu entscheiden, ob ein gegebener Satz wahr 
oder falsch sei.
Wenn man an geläufige Explikationen von “ semantischer K om petenz”  
oder an Hypothesen der strukturellen Semantik, ebenso wie der Merk-
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malssemantik denkt, so mögen einem zunächst Zweifel darüber kommen, 
ob dieser Kom petenzbegriff etwas mit der Fähigkeit von Sprechern zu 
tun habe, Ausdrücken Bedeutungen zuzuordnen. Damit man dies ent­
scheiden kann, muß man die Frage stellen, wie Kompetenzbegriff, Be­
deutungsbegriff und Sprecherverhalten korreliert werden können. Die 
Bedeutung eines Ausdrucks ist nach sprachphilosophisch-logischer A uf­
fassung eine Funktion von bedeutungsbestimmenden Faktoren (z.B. 
K ontextm erkm alen) in eine passende Extension. Bei genauerem Hinsehen 
entdeckt man, daß diese Auffassung, Bedeutungen seien Funktionen von 
bedeutungsbestimmenden Faktoren in Extensionen, eine wichtige Eigen­
schaft natürlicher Bedeutungen modelliert. So eine Funktion stellt eine 
Annäherung an eine Bedeutungsregel dar, welche die Verwendung eines 
Ausdrucks bestimm t. Dies kann man sich am Beispiel der Satzbedeutungen  
klarmachen: Satzbedeutungen sind Funktionen von bedeutungsbestim­
menden Faktoren in W ahrheitswerte . 13  Diese Auffassung ist plausibel, 
denn Sprecher, welche die Bedeutung eines Satzes kennen, sind sicherlich 
auch in der Lage, in bezug auf eine beliebige, vollständig spezifizierte 
Situation zu sagen, ob dieser Satz wahr ist oder nicht. Der linguistische 
Bedeutungsbegriff schließt dagegen Merkmale ein, die weniger m it der 
Referenz von Ausdrücken zu tun haben als mit Vorstellungen, die Spre­
cher in bezug auf das Verhalten von Gegenständen besitzen. Solche 
Merkmale können nicht in die Wahrheitsbedingungen von Ausdrücken 
eingehen, da sie meist nur für bestimm te K on texte gelten. In den letzten  
Jahren ist man auch in der Sprachphilosophie auf Merkmale dieser A rt 
aufmerksam geworden und versucht sie zu systematisieren: H. Putnam  
hat sie unter dem Titel “ Stereotype” diskutiert, G. Harman unter dem  
Begriff “ conceptual role”-Semantik.
Bisher gibt es nur wenige Versuche, Referenzsem antik und Stereotyp­
semantik im Rahmen einer einheitlichen, allgemeinen Theorie abzuhan­
deln . 1 4  Da Ausdrücke von Sprechern für Zwecke das Referierens ver­
wandt werden, muß eine linguistische Semantik eine Referenzsem antik  
enthalten. Ist man bereit, die Existenz von Stereotypen zu akzeptieren, 
dann muß sie noch andere Kom ponenten berücksichtigen als die Referenz. 
Man kann aber, ganz im Sinne der Fragm enttechnik sagen, daß eine 
linguistsiche Semantik schon sehr viel abdeckt, wenn sie die Referenz 
von Ausdrücken erklärt.
3.2. Zur heuristischen Funktion formaler Sprachen
Form ale Systeme können für die grammatische Beschreibung eine wichti­
ge Kontrollfunktion übernehmen. Sie erlauben es einzuschätzen, wie 
leistungsstark ein Vorschlag ist und aufgrund welcher Intuitionen über
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die natürliche Sprache er verbessert werden muß. Sie dienen dazu, einen 
Teil der eigenen Intuition präzise zu fixieren und die Konsequenzen dieser 
Intuition zu überprüfen. Dies kann in vielen Fällen zur Einsicht führen, 
daß die Intuition vage, verschwommen oder nur an spezifischen, typischen  
K ontexten orientiert war. Eine andere Möglichkeit ist, daß durch die F o r­
malisierung ein Lerneffekt erzielt w ird : die Intuition für strukturelle 
Analysen kann dadurch geschult werden, daß die Prinzipien, die mit einer 
formalen Sprache verbunden sind, zu einer Kategorisierung von Elementen  
führt, wie sie einer naiven, ungeschulten Intuition nicht zugänglich ist. 
Beispiele dafür sind: Die Kategoriengleichheit von Adverben und Präpo- 
sitionalgruppen und die Kategorienverschiedenheit von sehr in präadver­
bialer und präadjektivischer Position. Ganz generell kann dadurch, daß 
man gezwungen ist, die Intuition in allen Details zu fixieren usw. eine 
Sensibilisierung eintreten, die, langfristig gesehen, eine Erweiterung des 
linguistischen Wissens zur Folge hat. So ein Wissenszuwachs aufgrund 
der Verwendung form aler Sprachen wurde in den vergangenen zehn Jahren  
z.B. bei den Konditionalsätzen, in der Verbklassifikation, in der Adjektiv­
semantik und in der Analyse bestimm ter Ausdrücke wie glauben  erzielt.
Schließlich können heuristische Prozesse zur Einsicht führen, daß ein 
gewähltes formales System  ohne Erweiterung nicht adäquat ist, um z.B. 
das semantische Verhalten von Ausdrücken zu beschreiben. Verwendet 
man eine klassische zweiwertige Logik, um natürliche Sprache zu beschrei­
ben, so sieht man bald, daß diese nicht ausreicht. Die natürliche Sprache 
ist nicht zweiwertig. Man kann grammatisch korrekte Sätze bilden, die 
nicht entweder wahr oder falsch sind, sondern wahr in einem K ontext, 
falsch in einem anderen und weder-wahr-noch-falsch in einem dritten. 
Beispiele dafür sind Sätze, die Deiktika, vage Ausdrücke oder Ausdrücke 
enthalten, die nicht referieren . 15  In solchen und ähnlichen Fällen bedarf 
es der Begründung, warum ein formales System zur Beschreibung nicht 
ausreicht. Es bedarf einer genauen Argum entation, die aufzeigt, warum  
und wie ein formales System  erw eitert werden muß, um die fraglichen 
Beispiele abzudecken. Auch der Zwang zur Begründung ist nicht zu unter­
schätzen. Er kann durchaus zur Einsicht führen, daß eine geplante E r­
weiterung nicht notwendig ist, neue Elem ente und Techniken werden 
in ein bestehendes System somit kontrolliert eingeführt. Sie werden ein­
geführt aufgrund des Nachweises ihrer Notwendigkeit und der Demon­
stration ihrer Fruchtbarkeit. Eine solche Vorgehensweise setzt die Lin­
guisten auch in die Lage zu sagen, was sie in einem speziellen Fall unter 
“ Idealisierung” , “ abstrahieren von etw as” , “ schrittweise A pproxim ation  
an die natürliche Sprache” oder “ empirisch” verstehen.
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Dies führt zu einem weiteren Vorteil der Verwendung form aler Sprachen: 
Die Argumente sind überprüfbar; man kann sie nachkontrollieren, A r­
beiten, die größere Datenmengen beschreiben, werden leichter überschau­
bar. Aufgrund der damit erzielten größeren Durchschaubarkeit ist es 
schwerer, Immunisierungsstrategien aufzubauen, Feh leru n d  Irrtümer 
können schneller erkannt und einfacher korrigiert werden. Dadurch 
wird in der Linguistik etwas möglich, was in den Humanwissenschaften  
im allgemeinen nur schwer erreichbar ist: Man kann abschätzen, welche 
Fortschritte bei der Lösung eines bestimm ten Problems, z.B. bei der E r­
stellung einer Semantiktheorie für attributive und prädikative Adjektive, 
erreicht wurden und welche Probleme als nächste zu lösen sind. Dies 
wiederum bedeutet, daß man einerseits leichter Konsens über bestimm te 
Intuitionen hersteilen kann. Andererseits erzielt man auch leichter 
Konsens darüber, m it welchen formalen Mitteln eine intuitive Analyse 
expliziert werden soll und wann eine Beschreibung als adäquat gilt. Es 
bilden sich somit sowohl schärfere empirische als auch schärfere m etho­
dologische Standards bei der Verwendung form aler Sprachen für Zwecke 
der grammatischen Beschreibung heraus. A uf diese Weise entstehen nach 
und nach Paradigmen des wissenschaftlichen Arbeitens auf dem Gebiet 
der wissenschaftlichen Grammatikschreibung, die im Prinzip einer ratio­
nalen Bewertung und Kontrolle zugänglich sind. Selbst wenn man nicht 
so recht zu glauben vermag, daß das Wissenschaftsgeschäft überwiegend 
mit rationalen, argumentativen Mitteln betrieben wird, kann man doch  
nicht umhin, Rationalität als einen positiven W ert anzusehen und auf 
Rationalität abzuzielen.
3 .3 . Zur instrumentalen Funktion form aler Systeme
Selbst in komplizierten Fällen kann man intuitive Adäquatheitsbedingun­
gen für die Konstruktion form aler Modelle angeben: Das formale Modell 
muß alle jene Charakteristika enthalten, die für die Behandlung eines 
bestimmten Phänomens relevant sind. Die Relevanz muß mit Hilfe von 
Argumenten, Beispielen und Gegenbeispielen nachgewiesen werden. Daß 
es möglich ist, intuitive Adäquatheitsbedingungen anzugeben, gilt für die 
Beschreibung immer reicherer Sprachfragmente. Es gilt aber auch für 
“ pilot studies” , die Aufschlüsse darüber verm itteln, welche Param eter 
das Funktionieren sprachlicher Ausdrücke, seien es nun M orpheme oder 
Folgen von Sätzen, ermöglichen, welche davon zentral sind und von wel­
chen man kurzfristig absehen kann. Solche “ pilot studies” schaffen in 
den meisten interessanten Fällen erst die Voraussetzung dafür, daß man 
erfolgreich mit der Methode der Sprachfragmente arbeiten kann.
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Wenn man Kritik an einer formalen Darstellung linguistischer Strukturen  
übt, dann kann sich diese Kritik nicht gegen die form ale Methode als 
solche richten, sondern dagegen, daß die Rekonstruktion eine komplexe 
Intuition nicht korrekt, d.h. lückenhaft, überpräzise, sonstwie defekt oder 
sogar falsch wiedergegeben hat. Es entspricht aber gerade der Methode 
der formalen Rekonstruktion, aufgrund plausibler Gegenargumente einen 
neuen Rekonstruktionsversuch zu unternehmen. Beim neuen Rekonstruk­
tionsversuch kann man auch, wenn es unbedingt notwendig ist, die zu 
Darstellungszwecken gewählte form ale Sprache um zusätzliche Aus­
drucksmöglichkeiten erweitern. Natürlich müssen für einen neuen Rekon­
struktionsversuch gewichtige Gründe vorhanden sein; auch eine Erwei­
terung einer formalen Sprache oder eines formalen Systems sollte nicht 
ohne sorgfältige Überprüfung der Notwendigkeit eines solchen Schrittes 
vorgenommen werden. Häufig tritt, wenn man m it formalen Sprachen 
arbeitet, der Fall auf, daß die für sicher gehaltenen Intuitionen für eine 
präzise Beschreibung doch zu unstabil oder schwammig gewesen sind. 
Oder es wird erst nach mehreren Rekonstruktionsversuchen klar, wie 
kompliziert ein Problem eigentlich ist. In diesem Fall tragen wiederholte 
Rekonstruktionsversuche maßgeblich zu unserem Verständnis eines be­
stimmten Problems bei:
Jedenfalls kann man nicht behaupten, daß die natürliche Sprache Eigen­
schaften habe, die ihre formale Beschreibung prinzipiell ausschließen 
würden. Sicherlich ist es so, daß eine form ale Sprache, die viele Aspekte 
eines größeren Fragm ents einer natürlichen Sprache beschreibt, sehr 
komplex und unübersichtlich wird. Sie besitzt dann die Vorteile einer 
einfachen und leicht handhabbaren formalen Sprache nicht mehr. Aber 
auch dabei muß Folgendes bedacht werden:
Die Prinzipien des Aufbaus der gewählten formalen Sprache sind genau 
festgelegt. Infolgedessen ist die formalsprachliche Darstellung leichter 
verstehbar als eine noch so genaue natürlichsprachliche Beschreibung.
In diesem Zusammenhang m öchte ich noch auf ein interessantes Neben­
produkt hinweisen. (Ich komm e damit zu meinem letzten Punkt): Die 
Methode der Beschreibung von Sprachfragmenten mit formalen Sprachen  
kann nicht nur dazu verwandt werden, immer umfangreichere und kom­
plexere Datenmengen zu erfassen. Sie kann auch dazu verwandt werden, 
die einfachste formale Beschreibung bei gleichbleibender Ausdrucks­
starke zu finden. Dadurch kann die grammatische Beschreibung selbst 
zur kontrollierten Entwicklung immer leistungsfähigerer form aler Spra­
chen beitragen.
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Anmerkungen
Diese A rbeit wurde im  R ahm en des P ro jekts “ K o n te x tth e o r ie” (U niversitätsschw er­
punkt M athem atisierung der Einzelw issenschaften der U niversität Bielefeld) erstellt. 
D er V ortragstext wurde n ich t verändert. Ich  danke allen K ollegen, die D iskussions­
beiträge zum V ortrag  gem acht haben, insbesondere Hans G linz, A rnold O berschelp, 
Christoph Schw arze und Roger van de V elde. Ich habe m ich bem üht, K ritik , E r­
gänzungen, Präzisierungen u. dgl. in den A nm erkungen zu berücksichtigen und 
eine k orrek te W iedergabe der Diskussion zu erreichen.
1 Eine genaue D arstellung dieser Regeln gibt der Beitrag  von A. Oberschelp 
“ Prinzipien des A ufbaus von Sy n tax  und Sem an tik  form aler Sprachen, in 
diesem Band, pp. 9 - 2 7 .
2 Ich schließe m ich , was die Interp retation  der zugänglichen Fak ten  angeht, 
hier an R o b in s (1 9 5 1 )  an, kann aber einer D iskussionsbem erkung von 
Hans Glinz zustim m en, daß näm lich die A nom alisten keinesfalls die H ypo­
these vertreten haben, die Sprache besitze keine R egu laritäten . Als einiger­
m aßen gesichert sehe ich aber an, daß wir den Analogisten das m eth od o­
logische Prinzip der Paradigm enentw icklung verdanken, vgl. R ob ins (1 9 5 1 )  
und M cM ahon (1 9 7 6 ) ,  pp. 95  - 2 0 4 .
3 Die folgenden Ausführungen schließen eng an die einleitenden A bschn itte  
in Harris (1 9 6 8 )  an, vgl. dort insbesondere pp. 6  - 4 9 .
4  Sie wurde von den am erikanischen Strukturalisten  n ich t durchgeführt.
Eine Ursache dafür ist darin zu sehen, daß m an keine sem antischen O pera­
tionen en td eckte , die es an G enauigkeit m it den distributioneilen V erfahren 
hätten aufnehm en können. Eine w eitere ist im strukturalistischen Credo 
begründet, daß die G ram m atik ein Korpus von Äußerungen beschreiben 
müsse. E rst die H ypothese, daß die G ram m atik die K om petenz von Sprechern 
rekonstru iere, h at es erm öglicht, sem antische K on zep te aufgrund von Spre­
cherurteilen einzuführen. Vgl. dazu Lyons (1 9 6 9 ) ,  pp. 4 4 3  - 4 8 1 .
5 Diese M ethode wurde z.B . program m atisch in Cresswell (1 9 7 3 )  pp. 1 - 13 
form uliert. E ine system atische Anwendung dieser M ethode h at Thom as 
Ballm er (1 9 7 5 )  für eine Folge interessanter Sprachfragm ente vorgelegt.
6  Der hier verw andte In tu ition sbeg riff entsp rich t dem in der M athem atik
und Logik üblichen, er h at n ich ts m it dem C hom skyschen K om p eten zbegriff 
zu tun.
7 Der gem einte T atbestand  ist hier etw as verkürzt w iedergegeben. Ich kann 
an dieser Ste lle  einem  Form ulierungsvorschlag von Christoph Schw arze 
folgen: " . . .  eine linguistische Intu ition  sow eit zu präzisieren, daß man sie 
h insichtlich  ihrer Beziehungen zu den In tu itionen  anderer Linguisten und 
h insichtlich  ihrer K onsequenzen für die linguistische T heorie kontrollieren  
kann” .
8 Eine genauere A nalyse dieser M öglichkeiten find et sich in Halliday (1 9 6 7 )  
und in Pheby (1 9 7 5 ) .
9 Die neueren Sem antiktheorien  gehen, sow eit sie an die philosophische 
Logik anschließen, von sem antischen R elation en  zwischen Sätzen  aus. Die 
N icht-Berücksichtigung prosodischer M erkm ale führt dazu, daß einerseits
Theorien  en tw ick elt w erden, die w ichtige U nterschiede vernachlässigen, 
z .B . jenen  zwischen “ o ffen e r” und “ geschlossener A ltem ativfrage” (vgl. 
dazu Pheby (1 9 7 5 ) ,  p. 5 7 ) , und andererseits generell n ich t geklärt wird, 
w elches der Beitrag prosodischer M erkm ale zur A nalyse von Äußerungen 
ist oder w elche R elation en  zwischen prosodischer und m orphologisch­
syn taktischer Stru k tu r bestehen.
A lle Überlegungen, die in den letzten  Jah ren  zur G riceschen Sem an tik  an­
gestellt wurden, zeigen deutlich , daß m an einen schw ächeren B egriff als den 
der sem antischen Folgerung b enötig t. Schw ächere sem antische R elationen 
werden häufig durch prosodische M erkm ale angezeigt.
Allgem ein .läßt sich sagen, daß die gegenwärtig populären G ram m atik theo­
rien auf die norm ative G ram m atik oder au f strukturelle G ram m atiken zu­
rückgreifen, die von M orphem -, W ort- und Satzgrenzen ausgehen.
E ine G ram m atik theorie, die prosodische M erkm ale system atisch zu Sy n tax
'  und Sem an tik  in Beziehung setzt, m uß dagegen Sprechsilben und Phrasie­
rungseinheiten oder Tongruppen als grundlegende (und infolgedessen 
“ theoriesteuernd e” ) Param eter akzeptieren.
10 Vgl. z .B . R eichenbach  (1 9 6 6 ) ,  pp. 251  - 2 5 5 . D er A bsch n itt h e iß t bezeichnen­
derweise “ T he d eficiencies o f  traditional gram m ar” . Ein  neuerer Beleg für 
diese A rt von K ritik  ist F . von K utscheras Diskussion gram m atischer K ate­
gorien, wie sie z .B . in der D uden-G ram m atik verwandt w erden, c f. v. K utschera 
(1 9 7 1 ) ,  pp. 32 - 52 .
11 Ich  m öchte h ier einerseits die V erdienste der griechischen und röm ischen 
G ram m atiker n ich t geschm älert wissen (zu einer Beurteilung ihrer Leistung 
vgl. Glinz (1 9 5 6 / 5 7 )) und andererseits auch n ich t behaupten , daß es keine 
F o rtsch ritte  in der schulgram m atischen Behandlung der Kategorienfrage 
gibt. E s gibt in der T a t Vorschläge, die exp lizit auf eine Verbesserung der 
deskriptiven gram m atischen Kategorien abzielen , in diesem Zusam m enhang 
m öch te ich au f die G linzschen “ Forderungen an G ram m atik in der Schule 
und an dafür geeignete Sprachbücher”(G linz (1 9 7 8 ) )  verweisen.
Zwischen den deskriptiv verwandten gram m atischen Kategorien und denen, 
wie sie im R ahnen neuerer w issenschaftlicher G ram m atiken definiert werden, 
k la fft aber tro tz  Reform bem ühungen n och  eine w eite Lücke, da es für die 
deskriptiv verwandten kein einheitliches Abgrenzungskriterium  gibt. Ein 
w eiteres Problem  ist, daß die Kategorien der Schulgram m atik keine U nter­
scheidung in Sy n tax  und Sem antik  erlauben. Sie m achen som it eine strengere 
Behandlung sem antischer Fragestellungen unm öglich.
Eine ganz andere Frage ist, wie genau eine gram m atische (syntaktische, sem an­
tische und pragm atische) Beschreibung sein soll, dam it man sie für den Ausbau 
des Erstsprachenerw erbs und im Zw eitsprachenerw erb m it N utzen verwenden 
kann.
12 Die H auptvorteile von K ategorialgram m atiken liegen darin, daß sie eine ge­
naue Bestim m ung der syntaktischen  R o lle  eines W ortes erlauben, und, im 
Zusam m enhang dam it, eine au f einfachen Prinzipien beruhende Form ulierung 
seiner Sem antik  (vgl. dazu die A rgum ente in Lewis (1 9 7 2 ) ) .  S ie  erm öglichen 
die A ngabe eines sem antischen W erts für Ausdrücke, für die sicherlich keine 
Sprecherurteile m ehr zu erhalten sind, zum indest keine spontanen; z .B . für 
das erste sehr in ein sehr sehr sehr schöner Sommertag. So  lange wir im Zuge
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der gram m atischen Beschreibung größere F o rtsch ritte  dabei erzielen zu 
lernen, wie kom plex die natürliche Sprache ist, als F o rtsch ritte  bei der 
adäquaten Beschreibung, ist dagegen n ichts einzuw enden. In Fällen  wie 
diesem lassen wir die T heorie für uns “ en tsch eid en” .
Längerfristig gesehen, wäre es natürlich optim al, w enn wir für das genannte 
sehr eine Sem an tik  entw ickeln  könnten , die eine H ypothese über seine na­
türlichsprachliche Bedeutung darstellt und die n ich t nur das em pirieunab­
hängige R esu lta t einer form alsprachlich fix ierten  O peration ist.
Ä hnlich sehe ich die Problem lage in bezug auf die O ntologie, die m an seiner 
Sem antik zugrundelegt. Für den gegenwärtig erreichbaren Stand der B e­
schreibung von natürlichen m it H ilfe form aler Sprachen mag die geläufige 
O ntologie, wie sie von Kategorialgram m atikern verwandt wird, genügen. 
V ielleich t lassen sich aber plausible A rgum ente dafür beibringen, daß man 
(aus em pirischen Gründen) eine sehr viel reichere O ntologie akzeptieren 
m uß, z.B . eine, in der H andlungen, Prozesse, Zustände u. dgl. m ehr zuge­
lassen w erden.
Beide P roblem e können im R ahm en der Fragm en ttechn ik  behandelt w erden: 
Man m uß eben darauf achten , daß die Fragm entbeschreibungen im mer m ehr 
den C harakter em pirischer H ypothesen annehm en. Nützliche Hinweise zu 
analogen Problem en in der L exikologie finden sich in Ballm er/Brennenstuhl 
(1 9 7 8 )  und (1 9 7 9 ) .
13 Die D efin ition  der Satzbedeutung h ält sich an Lewis (1 9 7 2 ) .  Zu den bedeu­
tungsbestim m enden Fak toren  gehört auch der K o n te x t.
14  Eine solche T heorie  stellt Eikm eyer/Rieser (1 9 7 8 )  dar. In dieser A rbeit wird 
auch ein system atischer Ü berblick über die Entw ick lung der hyperintensio- 
nalen Sem antik  und die Stereotyp sem an tik  gegeben.
15 A. O berschelp h at m ich dankensw erterw eise darauf aufm erksam  gem acht, 
daß auch in einer zweiwertigen Logik die Form eln  n ich t wahr oder falsch 
(an sich) seien, sondern nur bezüglich einer Interp retation , die sich o ft 
aus dem K o n te x t ergibt. S ie  könnten  dann w ahr in einer Interp retation  
und falsch in einer anderen sein. D ie D eiktika änderten n ich ts an der Zwei­
w ertigkeit, weil man davon ausgehen könne, daß der K o n te x t die Interpre­
tation  der deiktischen  Ausdrücke liefere. Das Einzige, was in einer zweiwer­
tigen Logik n ich t passieren dürfe, sei, daß Form eln  in einer Interp retation  
w eder-w ahr-noch-falsch seien. D iesem  A rgum ent entsprechend schlägt
A. O berschelp folgende K orrek tu r vor: “ D ie natürliche Sprache ist n ich t 
zweiwertig. Man kann gram m atisch korrek te  Sätze b ilden , die in gewissen 
K on texten  weder wahr n och  falsch sind. Beispiele dafür sind Sätze, die 
vage Ausdrücke oder Ausdrücke enth alten , die n ich t referieren” .
Literaturverzeichnis
A jdukiew icz, Kazim ierz: 1 9 6 7 , Sy n ta ctic  C on nexion . In : M cCall, S . (ed .): Polish 
Logic, O xford , pp. 2 0 7  - 2 3 1 .
Ballm er, Thom as T : 1 9 7 5 , Sp rachrekonstruktionssystem e. Kronberg/Ts.
50
Ballm er, Thom as T ./Brennenstuhl, W altraud: 1 9 7 8 , Zum V erbw ortschatz der 
deutschen Sprache. In : Linguistische B erichte 55/78, pp. 18 - 37 .
 : 1 9 7 9 , Zur Sem an tik  handlungsbezeichnender V erben , in diesem Band,
pp. 1 3 4 -  153 .
Ballweg, Jo ach im : 1 9 7 2 , A briß einer V erbvalenzgram m atik m it logisch-sem an­
tischer Basis. M annheim .
 : 19 7 7 , Sem antische Grundlagen einer T heorie der deutschen kausativen
V erben. Tübingen.
Bar-Hillel, Y ehoshu a: 1 9 5 4 , Logical syn tax and sem antics, ln : Language 30, 
pp. 2 3 0 - 2 3 7 .
 : 1 9 7 1 , Pragm atics o f  N atural Language. D ordrecht.
B artsch , Renate/Vennem ann, T heo (ed s.): 1 9 7 3 , Linguistik und N achbarwissen­
schaften . Kronberg/Ts.
B loom filed , Leonard: 1 9 3 3 , Language. New Y o rk .
 : 1 0 1 9 6 9 , Linguistic A spects o f  Scien ce . Chicago.
Carnap, R u d olf: 2 1 9 6 8 , Logische Sy n tax  der Sprache. W ien, New Y o rk .
Chom sky, N oam : 1 9 5 5 , Logical syntax and sem antics: T h eir linguistic relevance. 
In : Language 31 , pp. 3 6  - 4 6 .
 : 1 9 5 7 , S y n tactic  Structu res. T he Hague.
 : 1 9 6 5 , A spects o f  th e T h eory  o f  Sy n tax . Cam bridge, Mass.
Cresswell, M ax J . :  1 9 7 3 , Logics and Languages. London.
Davidson, G./Harman, G. (ed s.): 1 9 7 2 , Sem antics o f  N atural Language. D ordrecht.
Eikm eyer, H .-J./Rieser, H.: 1 9 7 8 , V agheitstheorie. M S, U niversität B ielefeld , 
Schw erpunkt M athem atisierung.
Glinz, Hans: 1956/ 57 , Die Begründung der abendländischen G ram m atik durch 
die Griechen und ihr V erhältn is zur m odernen Sprachw issenschaft.
In : W irkendes W ort, H eft 3, Jg . 7 , pp. 12 9  - 1 3 5 .
 : 1 9 7 8 , Forderungen an G ram m atik in der Schule und an dafür geeignete
Schulbücher. In : Engel, U./Grosse, S . (ed s.): G ram m atik und D eutsch­
unterricht (= Sprache der G egenw art, Bd. 4 4 ) ,  Düsseldorf, pp. 12  - 2 5 .
 : 1 9 7 0 , Logisches, V or-Logisches und A ußer-Logisches in der Sprache.
In : B o rck , K.H./Henss, R . (ed s.): Der Berliner G erm anistentag 1 9 6 8 . 
Heidelberg, pp. 135 - 156 .
Halliday, M .A .K .: 1 9 6 7 , Intonation  and Gram m ar in British English. T he Hague.
Harris, Zellig, S .: 8 1 9 6 9 , S tru ctu ral Linguistics. Chicago, London.
 : 1 9 6 8 , M athem atical Structu res o f  Language. New Y o rk , London.
Herm anns, F ritz : 1 9 7 7 , Die Kalkülisierung der G ram m atik . Heidelberg.
Hoang, Chong In : 1 9 7 7 , Die Grenzen der G ram m atik . Phil. Diss. Bonn.
H ook, Sidney (ed .): 1 9 6 9 , Language and Philosophy. New Y o rk .
51
Kasher, A sa: 1 9 7 5 , Linguistics and L og ic: Conspectus and Prospectus. Kronberg/Ts.
K indt, W alther: 1 9 7 9 , Z iele, P roblem e und Leistungen logischer A nalysen in 
der Linguistik, in diesem Band, pp. 15 4  - 1 7 3 .
v. K utschera, Franz: 1 9 7 1 , Sprachphilosophie. M ünchen.
 : 1 9 7 6 , Einführung in die intensionale Sem antik . Berlin, New Y o rk .
Lewis, David: 1 9 7 2 , G eneral Sem antics. In : Davidson/Harman (eds), pp. 16 9  - 2 1 9 .
Lyons, Jo h n : 1 9 6 9 , In trod u ction  to  T h eoretical Linguistics. Cambridge.
M cM ahon, William E .: 1 9 7 6 , Hans R eichenbach 's Philosophy o f  Gramm ar.
T he Hague.
M iller, George A ./Johnson-Laird, Philip N .: 1 9 7 6 , Language and Perception . 
Cambridge.
Nagel, E./Suppes, P./Tarski, A. (ed s.): 1 9 6 2 , Logic, M ethodology and Philosophy 
o f  Science. S tan ford , California.
O berschelp, A rnold: 1 9 7 9 , Prinzipien des A ufbaus von Sy n tax  und Sem an tik  
form aler Sprachen, in diesem Band, pp.
Paul, L othar: 1 9 7 8 , G esch ich te der G ram m atik im G rundriß. W einheim und Basel.
P etö fi, Ja n o s S .: 1 9 7 7 , M athem atische M ethoden in der Linguistik. M S, Univer­
sitä t Bielefeld .
 : 1 9 7 5 , D er W issenschaftsbegriff der Linguistik. In : Studia Leibnitiana,
Sond erh eft 5 , D er W issenschaftsbegriff in den N atur- und in den G eistes­
w issenschaften, pp. 24 1  - 2 7 1 .
 : 1 9 7 7 , T h eorie  der natürlichen Sprachen oder angew andte Logik? In :
Osnabrücker Beiträge zur Sp rachtheorie 3. Them enschw erpunkt: Theorie 
der Sprachw issenschaft, pp. 67  - 9 0 .
Pheby, Jo h n : 1 9 7 5 , In tonation  und G ram m atik im  D eutschen. Berlin.
Pinkal, M anfred: 1 9 7 7 , K o n te x t und Bedeutung. Tübingen.
R eichenbach , Hans: 1 9 6 6 , E lem ents o f  Sy m bolic  Logic. New Y o rk .
R ieser, Hannes: 1 9 7 7 , textgram m atik , schulbuchanalyse, lex ikon . Hamburg.
R obins, R .H .: 1 9 5 1 , A n cien t and Medieval G ram m atical T heory  with 
Particular R eferen ce  to  M odern Linguistic D octrin e. London.
Staal, J .F .  (ed .): 1 9 6 9 , Form al Logic and N atural Languages (A Sym posium ).
In: Fou nd ations o f  Language 5 , pp. 2 5 6  - 2 8 4 .
v. Savigny, E ike (ed .): 1 9 7 6 , Problem e der sprachlichen Bedeutung.
Kronberg/Ts.
Schilpp, A rthur P. (e d .) : 1 9 6 3 , T h e  Philosophy o f R u d o lf Carnap.
Cambridge.
52
KLAUS B R IN K ER
Zur logischen Analyse von natürlich-sprachlichen Argumenten
In seinem “ABC der modernen Logik und Sem antik” (1 9 7 4 )  definiert 
Stegmüller die Logik “ in einer ersten Annäherung als die Lehre von den 
Prinzipien des korrekten Argumentierens” . Zentraler logischer Grund­
begriff, um dessen Explikation und Präzisierung es der Logik gehe, sei 
der Begriff der logischen Folgerung. Unter dem Aspekt der Anwendung 
werde von der Logik “die Bereitstellung von Kriterien zur Beurteilung 
der Gültigkeit beliebiger angeblicher A rgum ente” verlangt. 1
In traditionellen Lehrbüchern der Logik (etw a von Copi 19 7 2  oder von 
Salmón 1 9 7 3 ) wird unter “ A rgum ent” eine geordnete Folge von Aussagen 
(oder Behauptungen) verstanden, von denen eine als die Konklusion und 
die anderen als die Prämissen bezeichnet werden. Die Konklusion reprä­
sentiert eine Aussage, die auf den anderen Aussagen in der Weise gründet, 
daß die Prämissen die Evidenz für die Konklusion liefern . 2  Die zwischen 
der Konklusion und den Prämissen eines Arguments bestehenden logi­
schen Relationen werden sprachlich durch folgende Ausdrücke angegeben: 
“ folgen aus” , “ ableiten aus” , “ zurückführen auf” , “ implizieren” , “ indi­
zieren” , “ unterstützen” u .a . 3 W eiter wird unterschieden zwischen der 
Argum entform  oder dem A rgum enttyp (repräsentiert z.B. durch Aussagen­
variablen wie “ p” , “ q” , “ r” ) und den konkreten Argumenten, die sich 
durch Substitution der Variablen durch bestimm te Behauptungssätze er­
geben und die als die Realisierungen der Argum enttypen anzusehen sind . 4
In den Lehrbüchern kommen zwei H aupttypen von Argumenten vor, die 
deduktiven und die induktiven A rgum ente; zwischen ihnen bestehen 
fundamentale Unterschiede . 5 Für die deduktiven Argumente gilt erstens, 
daß — vorausgesetzt die Prämissen sind wahr — dann notwendigerweise 
auch die Konklusion wahr ist. Oder anders ausgedrückt: “ Ein gültiger 
Schluß kann unmöglich wahre Prämissen und eine falsche Konklusion 
haben . ” 6
“ Der deduktive Schluß ist also .wahrheitskonservierend in dem Sinne, 
daß sich die Wahrheit der Prämissen auf die Konklusion überträgt. ” 7  
Daraus folgt zweitens, daß die gesamte Inform ation, der faktische Inhalt 
der Konklusion bereits (zumindest implizit) in den Prämissen enthalten  
ist; das heißt, bei deduktiven Argumenten kann der Gehalt der Konklusion 
den der Prämissen nicht übersteigen; deduktive Argumente sind “ nicht 
gehaltserweiternd” . 8  Für die induktiven Argumente gilt demgegenüber:
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Selbst wenn alle Prämissen wahr sind, folgt daraus nicht notwendig, 
daß die Konklusion auch wahr ist; die Konklusion kann zwar mit hoher 
Wahrscheinlichkeit wahr sein, sie muß es aber nicht; denn die Konklusion 
enthält bei induktiven Argumenten Inform ationen, die nicht (auch nicht 
implizit) in den Prämissen enthalten sind; der Gehalt der Konklusion 
übersteigt prinzipiell den der Prämissen. Induktive Argumente zeichnen 
sich dadurch aus, daß die Konklusion gegenüber der oder den Prämissen 
gehaltserweiternd ist. 9  Ohne hier auf die Induktionsproblematik eingehen 
zu können10, ist mit Stegmüller festzuhalten11, daß es korrekte wahrheits­
konservierende Erweiterungsschlüsse nicht geben kann: “ Entw eder ist 
ein Schluß korrekt, dann ist er zwar wahrheitskonservierend, aber nicht 
gehaltserweiternd. Oder aber er ist gehaltserweiternd, dann haben wir 
keine Gewähr dafür, daß die Konklusion wahr ist, selbst wenn sämtliche 
Prämissen richtig sind.”
Deduktive Argumente werden als gültig oder ungültig bezeichnet. Es han­
delt sich dabei um eine formallogische Relation zwischen den Prämissen i 
und der Konklusion. Ob die Prämissen tatsächlich wahr sind, das zu unter­
suchen, wird nicht als Aufgabe der Logik angesehen. Die logische Gültig­
keit oder Ungültigkeit von Argumenten ist somit unabhängig von der 
faktischen Wahrheit der Prämissen und deshalb auch vollständig ausdrück- 
bar durch Bezug auf die form ale (syntaktische) Struktur des Argum ents . 12  
Bei den induktiven Argumenten können die Begriffe “ gültig” bzw. “ un­
gültig” nicht angewandt werden; es ist auch mißverständlich von “ korrekt” 
oder “ nicht korrekt” zu sprechen (wie Salmón es tu t). Die induktiven 
Argumente werden wohl angemessener m it den Kategorien “ besser” bzw. 
“ schlechter” bew ertet, je nachdem welchen Grad an Wahrscheinlichkeit 
oder Plausibilität oder Evidenz die Prämissen der Konklusion verleihen13; 
ihre Qualität kann deshalb auch nicht auf der Grundlage form aler (syntak­
tischer) Term e allein beschrieben werden. Die Bewertung induktiver A r­
gumente ist vielmehr nur vor dem Hintergrund bestim m ter K ontexte oder 
Argumentationsbereiche möglich, die die Standards für eine solche Beur­
teilung liefern; sie übersteigt damit die Möglichkeiten der formalen Logik. 
Wir kommen noch darauf zurück.
Die logische Analyse von Argumenten orientiert sich am Begriff des de­
duktiven Arguments oder der logischen Folgerung . 14  Für die Klasse der 
deduktiven Argumente sind die seit der Antike bekannten Argum entfor­
men des Syllogismus besonders typisch . 15  Es wird in der Regel zwischen 
dem kategorischen und dem bedingten Syllogismus unterschieden . 16
Der kategorische Syllogismus besteht aus zwei Prämissen und einer K on­
klusion, die jeweils in bestimm ten Standardform en, in sog. kategorischen
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Aussagen, ausgedrückt werden (A-, E-, I-, O -Form ). Jed er Syllogismus 
enthält drei Term e, den Subjekts-, den Prädikats- und den M ittelterm . 
Während der M ittelterm  (M) einmal in jeder Prämisse vorkom m t, er­
scheinen Subjekts- (S) und Prädikatsterm (P) in der Konklusion (als 
grammatisches Subjekt und grammatisches Prädikat) und je einmal in 
einer der beiden Prämissen. Nach der Verteilung von S, P und M ergeben 
sich vier Schlußfiguren. Da in jeder der vier Schlußfiguren jeder der drei 
Sätze eine A-, E-, I- oder O -Form  haben kann, kom m t man in jeder Figur 
auf 4  ^ = 6 4  mögliche Schlußform en, also auf insgesamt 2 5 6  Form en des 
Syllogismus, von denen aber nur ein kleiner Teil (2 4 ?  ) Gültigkeit im lo­
gischen Sinn beanspruchen kann . 17
Als Beispiel für einen kategorischen Syllogismus kann die Äußerung des 
Vaters in dem folgenden jüdischen W itz18  b etrachtet werden:
D er alte Tortschiner klärt seinen Sohn über ökonom ische Zusam ­
m enhänge auf: “Alles, was selten ist, ist teuer. Ein gutes Pferd ist 
selten, darum  ist es teuer. ” — “A b er  Papa”, w endet d er Sohn ein, 
“ein gutes Pferd, das billig ist, ist d o ch  noch selten er”.
Der Äußerung des Vaters liegt die folgende syllogistische Figur zugrunde:
P j : M — P (realisiert die A -Form : Alle X  sind Y )
? 2  '■ S — M (A -Form )
K : S — P (A -Form )
Es handelt sich um die 1. Schlußfigur der Syllogistik, wobei jede katego­
rische Aussage eine A -Form  repräsentiert; wir haben som it den sog. “Mo­
dus Barbara” vor uns.
Neben den kategorischen Syllogismen behandelt die traditionelle Logik  
noch die bedingten Syllogismen (unterschieden in hypothetischen Syl­
logismus, disjunktiven Syllogismus und Dilemma) . 19  Als die bekanntesten  
Form en des bedingten Syllogismus können der “ modus ponens” (a) und 
seine Umkehrung, der “ modus tollens” (b ), gelten. Sie lassen sich schema­
tisch folgendermaßen darstellen:
(a) p ->• q (b) p -> q
p -  q
q -  P
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Beispiele:
(a) Wenn A ein M ensch ist, ist A sterblich.
A ist ein M ensch.
A lso: A ist sterblich.
(b) Wenn A  ein M ensch ist, ist A sterblich.
A ist nicht sterblich.
Also: A ist kein M ensch.
In der kommunikativen Praxis kommen Argumente in der Form  von 
Syllogismen selten vor. Manche Argumente lassen sich zwar um form u­
lieren, d.h. in die klassischen Form en transform ieren; die Mehrzahl 
der tatsächlich vorkom menden Argumente kann aber gar nicht auf 
syllogistische Typen zurückgeführt werden . 2 0
Die klassischen Lehrbücher geben eine Reihe von Hinweisen für die 
Transformation oder Übersetzung konkreter Argumente in vollständige 
Syllogismen der Standardform en . 21  Nach Salmón sind die folgenden 
Schritte zu unterscheiden:
1. Argumente müssen erkannt werden, d .h ., ungestützte Behauptungen 
sind von Konklusionen in Argumenten zu unterscheiden.
2. Ist ein Argument aufgefunden w orden, so müssen die Prämissen 
und die Konklusion identifiziert werden.
3. Die Prämissen und die Konklusion müssen in die sog. kategorischen  
(bzw. disjunktiven oder konditionalen) Aussagen transform iert 
werden.
4. Liegen unvollständige (aber rekonstruierbare) Argum ente vor, so sind 
die fehlenden Aussagen zu ergänzen.
Erst wenn diese Schritte erfolgt sind, kann das betreffende Argument 
auf seine Gültigkeit hin geprüft werden.
Es wird deutlich, daß das Verfahren nicht in einem vollständigen Satz 
von Transformationsregeln, sondern in einer Reihe von informellen 
Techniken besteht; es beruht wesentlich auf der Intuition des Analy­
sierenden, der auf Grund seiner kommunikativen und sprachlichen K om ­
petenz darüber zu entscheiden hat, ob die erstellte Standardform , die 
sog. Explizitfassung, auch wirklich eine adäquate Paraphrase des zugrunde 
liegenden Arguments darstellt. 2 2
Die Problematik einer am Konzept des Syllogismus orientierten Analyse 
der logischen Struktur natürlich-sprachlicher Argum entationen soll nun 
in aller Kürze an einem W erbetext dem onstriert werden, der am 1 6 .1 0 .1 9 7 2  
im “ Spiegel” erschienen ist.
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Der T e x t lautet:
(1 )  Wenn Sie w eder A rtischocken  
noch französische M ädchen noch  
Aperitifs noch  eine gewisse 
A m biance m ögen, dann ist es 
völlig gleichgültig, w elche Fluglinie  
Sie fliegen.
(2 ) D enn technisch p erfek t sind alle 
heutzutage.
(3 )  Im  N am en aller Fluglinien.
(4 )  Ihre A ir France.
Wenn wir Satz (1 )  als die Prämisse eines Arguments auffassen, so erhalten 
wir vor dem Hintergrund unseres Wissens über W erbetexte und deren In­
tentionen das folgende Schlußschema:
(I) — p -*  q p = Sie m ögen A rtischocken  ...
(p) q = Es ist gleichgültig, w elche Fluglinie
___________ Sie fliegen.
(— q) ()  = implizierte Aussagen
Der Leser soll den T e x t so verstehen, daß in der zweiten (implizierten)
Prämisse das A ntecedens (p) der Konditionalaussage eindeutig bejaht 
(explizit: Natürlich m ögen Sie A rtischocken ... ;  w er mag diese D inge  
nicht !) und in der implizierten Konklusion dann das Konsequens (q) 
verneint wird (explizit: Es ist nicht völlig gleichgültig, w elche Fluglinie 
Sie fliegen). Nur so kann der intendierte Bezug zur werbenden Flugge­
sellschaft (der Air France) hergestellt werden.
Obwohl dieses rekonstruierte Argument in unserer Alltagswelt ohne 
Zweifel als korrekt gilt, repräsentiert das Schema eine nicht-gültige 
Argum entform , da in logischer Hinsicht die W ahrheit des Antecendens 
nicht die Falschheit des Konsequens impliziert. 2 3  Das kann noch deut­
licher an dem folgenden Beispiel gezeigt werden: Aus dem Satz Wenn 
Peter nicht wegläuft, wird er von einem  A u to  angefahren  ist — logisch 
gesehen — nicht abzuleiten, daß Peter — wenn er wegläuft — nicht von 
einem A uto angefahren wird. Es besteht hier allerdings ein wesentlicher 
Unterschied zwischen der logischen und der kommunikationssemanti­
schen Interpretation. In der kommunikativen Praxis sind Konditional­
sätze mit verneintem Antecedens in der Regel umkehrbar. Das heißt:
Mit der Äußerung des oben angeführten Satzes wird zugleich ausgesagt, 
daß Peter — wenn er wegläuft — (m it Sicherheit, m it hoher Wahrschein­
lichkeit) n i c h t  angefahren wird. Wir können somit für natürlich-
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sprachliche A rgum entation die folgende Transform ationsregel aufstellen: 
(wenn nicht p, dann q) => (wenn p, dann nicht q). Diese Regel ist zwar 
nicht formal-logisch, wohl aber kommunikationssemantisch begründbar, 
und zwar unter Hinweis auf die von Grice form ulierten Konversations­
m aximen der Q uantität und der Relation . 2 4  Die Äußerung Wenn du  
nicht wegläufst (—p), wirst du von einem  A uto angefahren  (q ) wäre weder 
informativ noch relevant, wenn sie nicht implizieren würde, daß bei Zu­
treffen von p der in q ausgedrückte Sachverhalt n i c h t  ein tritt . 2 5
Die Transformationsregel ist auch auf unseren W erbetext anwendbar:
Satz (1 ) kann ohne jegliche Bedeutungsänderung in Satz ( 1 ’) transfor­
miert werden.
( 1 ’) Wenn Sie A rtischocken, französische M ädchen, A peritifs  
und eine gewisse A m bian ce m ögen, dann ist es n i c h t  
völlig gleichgültig, w elche Fluglinie Sie fliegen .
Wenn wir nun die Leseart ( 1 ’), die — wie bereits angedeutet — durch  
eine pragmatisch-kommunikative Analyse des T extes gestützt wird, als 
die erste Prämisse des Arguments (I) ansetzen, erhalten wir das folgen­
de g ü l t i g e  Schlußschema ( ! ’), das als eine Variante des “ modus 
ponens” zu betrachten ist2 6 :
(I ’) p -»• —q 
(p)
( - - q )
Zusammenfassend ergibt sich, daß die Übersetzung natürlich-sprachlicher 
Argumente in logische Form en keine mechanische Prozedur darstellt.
In unserem Textbeispiel ist es bereits problematisch, Satz (1 ) in logischer 
Hinsicht als eine Konditionalaussage der Form  (— p -*• q) zu kennzeichnen. 
Die Bedeutung der logischen Implikation (der sog. materialen Implikation) 
entspricht keinesfalls den vielfältigen semantischen W erten, die Wenn - 
dann- Konstruktionen in der natürlichen Sprache signalisieren können 
(z.B . kausale, tem porale, irreale Verknüpfung) . 2 7  O ft ist eine natürlich­
sprachliche W enn-dann-Vcrb'mdung gar nicht exakt auf eine bestimm te 
logische Interpretation (etw a ob eine hinreichende, notwendige oder 
hinreichende und notwendige Bedingung vorliegt) festzulegen, wie das 
auch in unserem Beispieltext der Fall ist. Der inhaltliche Zusammenhang 
der beiden Teilsätze von Satz (1 ) ist dafür nicht eng genug (etw a im Unter­
schied zu der Aussage Wenn es regnet, dann ist die Straße naß, bei der 
eine kausale Implikation vorliegt, wobei das Antecedens eine hinreichende 
Bedingung für das Konsequens ausdrückt).
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Es zeigt sich weiter, daß bei der logischen Analyse nicht einfach von der 
Oberflächenform der Aussagen ausgegangen werden kann. Bei unserem  
Textbeispiel führt ein solches Vorgehen zu der oberflächlichen und vor 
dem Hintergrund unseres Textverständnisses auch inadäquaten Feststel­
lung, daß die Argum entation des T extes auf einer nicht-gültigen Argument­
form  beruht. Erst die pragmatisch-kommunikative Analyse, die den T e x t  
in Bezug auf den sozio-kommunikativen K on text betrachtet, in dem er 
produziert und rezipiert wird, kann deutlich m achen, daß die Argumen­
tation des T extes implizit auf einer Prämisse ( 1 ’) aufbaut, die zwar nicht 
in logischer, wohl aber in kommunikationssemantischer Hinsicht von 
Satz (1 ) vorausgesetzt wird. Der logischen Analyse und der Übersetzung 
natürlich-sprachlicher Argumente in formal-logische Schem ata hat somit 
eine genaue semantisch-pragmatische Textanalyse vorauszugehen, die in 
der syllogistischen Konzeption gerade nicht vorgesehen ist. 2 8
Die Begrenztheit des syllogistischen Schemas zeigt sich auch darin, daß 
es nur auf einfache, nicht aber auf mehrschichtige (kom plexe) Argumen­
tationen anwendbar ist. 2 9  Das kann ebenfalls an unserem W erbetext 
deutlich werden. Der T e x t enthält nämlich noch ein weiteres Argument
(II), das den zweiten Teilsatz von Satz (1 )  m it Satz (2 ) verbindet; dieses 
Argument ist insofern enthym em isch, als die erste Prämisse nicht ausfor­
muliert ist; sie kann aber ohne weiteres erschlossen werden. In expliziter 
Fassung repräsentiert das Argument den “ modus ponens” in seiner klassi­
schen Form  (s .o .):
(II) (r  -v q ) :  Wenn alle Fluglinien technisch p erfek t sind, dann
ist es gleichgültig, -welche Fluglinie Sie fliegen.
r : A lle Fluglinien sind technisch perfekt.
q : Es ist gleichgültig, w elche Fluglinie Sie fliegen.
Mit Hilfe des syllogistischen Schemas läßt sich nun nicht darstellen, welche 
Beziehung zwischen den beiden der Argum entation des Textes zugrunde 
liegenden Syllogismen (I ’) und (II) besteht; das aber wäre notwendig, um 
die Gesamtargum entation des T extes beschreiben zu können.
Schließlich ist eine Anwendung syllogistischer Schem ata auf natürlich­
sprachliche Argum entation auch insofern nur beschränkt möglich, als 
die Syllogistik ausschließlich am Begriff des formal-gültigen (deduktiven) 
Arguments orientiert ist und damit die vielfältigen Form en induktiven 
Argumentierens, die sich sowohl in der Alltagswelt als auch im Bereich  
der empirischen Wissenschaften finden, undifferenziert (und damit in­
adäquat) in die Negativklasse der ungültigen Argumente einordnet. 3 0
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Wenn auch in Einzelfällen das Heranziehen syllogistischer Muster für die 
Darstellung logischer Beziehungen zwischen Aussagen hilfreich sein kann, 
so ist doch grundsätzlich festzuhalten, daß die Syllogistik keine geeignete 
Basis für die Analyse natürlich-sprachlicher Argum entation darstellt. Hier 
kann das von Toulmin entwickelte Argumentationsschem a weiterführen, 
auf das nun eingegangen werden soll.
ln seinem Buch “ The Uses of Argum ent” (1 9 5 8 )  wirft Toulmin der for­
malen Logik vor, daß sie sich in ihrem Begriff der Gültigkeit zu einseitig 
am Paradigma des Syllogismus orientiert habe, einer Argum entform , die 
bei der Beurteilung tatsächlich vorkom m ender Argum entationen ziemlich 
unwesentlich sei. Um den verlorengegangenen Bezug der Logik zur prak­
tischen Argum entation wiederherzustellen, sei es notwendig, die logische 
Theorie völlig neu zu ordnen und die traditionelle “ idealisierte Logik” 
(“ idealised logic” ) durch eine sie integrierende umfassendere Logik der 
tatsächlich stattfindenden Argum entation zu ersetzen. Nur eine solche 
praxisbezogene Logik (“ working logic” ) sei in der Lage, sowohl analy­
tische als auch nicht-analytische (Toulmin nennt sie substantielle, also 
inhaltlich gefüllte, induktive) Argumente zu beschreiben und im Hinblick  
auf ihre Stärke zu beurteilen . 31
Wir können hier nicht im einzelnen auf Toulmins Kritik an der formalen  
Logik eingehen; sie ist in vielen Punkten zweifellos zu verkürzt und zu 
vereinfachend . 3 2  Es sei lediglich e i n zentraler Einwand Toulmins gegen 
das Konzept des Syllogismus kurz behandelt, da er die Motivierung für 
sein eigenes Schema darstellt. Toulmin kritisiert, daß im syllogistischen 
Konzept die Prämissen zu undifferenziert behandelt würden, denn die 
hier immer wieder vorkom menden universellen Aussagen (Alle A sind B — 
K ein A ist B  ) seien im Grunde zweideutig .33  Sie könnten entweder als 
allgemeine empirische Aussagen (etw a statistische Berichte wie: Die rela­
tive H äufigkeit d er  A , die auch B sind, ist 1 0 0 % )  aufgefaßt oder als Schluß­
regeln verstanden werden, d.h. als hypothetische Aussagen, welche die 
Brücke zwischen bestimm ten Daten und der Konklusion, die durch diese 
Daten begründet werden soll, repräsentieren, also den Übergang von den 
Daten zur Konklusion rechtfertigen. Das Aussagenschema A lle A sind B 
verdecke som it in seiner täuschenden Einfachheit diesen gravierenden 
Unterschied zwischen den beiden Funktionen, die Toulmin begrifflich 
durch die Termini “ w arrant” (in der deutschen Übersetzung “ Schluß­
regel” ) und “ backing” (in der Übersetzung “ Stützung” ) voneinander 
abhebt. Die Stützung (Jed es  A hat sich als B herausgestellt) rechtfertigt 
die Verwendung der Schlußregel: Von einem  A kann man m it Sicherheit  
annehm en, daß es auch B ist. 34 Die syllogistische D ichotom ie von Prä­
missen und Konklusion wird bei Toulmin somit ersetzt durch die vierfache
6 0
Unterscheidung zwischen “ datum ” (D atum ), “ claim ” (Konklusion, 
These), “ w arrant” (Schlußregel) und “ backing” (Stützung).
Die Differenzierungen führen dann zu dem folgenden Schem a35, das die 
allgemeine Struktur einer Argum entation mit Hilfe von sechs funktional 
definierten Kategorien darstellt:
D -------------- > So, Q, C
Since
W
On account of
Unless
R
B
Abkürzungen (in K lam m ern die Term ini der deutschen Ü bersetzung): C = “ claim ” 
(K onk lu sion); D = D atum ; W = “ w arran t" (Sch lu ßregel); B = “ backing” (Stützung); 
Q =  “ qualifier” (O p erator); R  = “ reb u tta l” (Ausnahm ebedingung)
Zu einer Konklusion (C ), die in der praktischen Argum entation als Aus­
gangsbehauptung einer Argum entation fungiert, werden als Begründung 
bestimmte Tatsachen (D aten ) 3 6  angeführt. Allerdings muß dieser Schritt 
von D zu C durch die Angabe einer Schlußregel (W) legitimiert werden. 
Die Schlußregel stellt eine allgemeine hypothetische Aussage dar und 
besitzt einen anderen logischen Status als das Datum. Sie hat die Form : 
“Wenn D, dann C ” — oder expliziter: “ Vorausgesetzt daß D, dann kann 
man annehmen, daß C” . Die Stützung (B ) dient zur Begründung der Zu­
lässigkeit (“ authority” ) der Schlußregel und kann — im Unterschied zur 
Schlußregel — wie das Datum als eine kategorische Tatsachenaussage 
(“ categorical Statement of fa c t” ) form uliert werden. Es ist aber zu be­
achten, daß Datum und Stützung in der Argum entation eine unterschied­
liche Rolle spielen: Ohne die Angabe von Daten, auf die man sich als un­
m ittelbare Belege für die aufgestellte Konklusion berufen muß, gibt es 
keine Argum entation. Die Stützung für die verwendete Schlußregel kann 
demgegenüber unausgesprochen bleiben — zumindest zu Beginn der Argu­
m entation. Als weitere Kategorien führt Toulmin noch die Modalopera­
toren (“ modal qualifiers” ) und die Ausnahmebedingungen (“ conditions 
of rebuttal” ) ein. Die M odaloperatoren drücken den Grad der Stärke aus, 
den die Daten der Konklusion aufgrund der Schlußregel verleihen; die
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Ausnahmebedingungen geben die Umstände an, unter denen die Schluß­
regel den Übergang von den Daten zur Konklusion nicht gestattet.
Wie bereits angedeutet, unterscheidet Toulmin zwischen analytischen  
und substantiellen Argum enten . 37  E r nennt ein Argument “ analytisch” , 
wenn die Stützung für die Schlußregel genau die Inform ation enthält, die 
auch in der Konklusion präsentiert wird. Das heißt: die Konklusion folgt 
hier aus dem Datum (D ) und der Stützung (B ). Als Beispiel wird angeführt:
C: A n n e  hat rote Haare.
D: A n n e  ist eine d er Schw estern von Ja ck .
W: Je d e  Schw ester von Ja ck  hat rote Haare (im  Sinne von:
Man kann annehm en, daß  jed e  Schw ester von Ja ck  rote Haare hat).
B: Je d e  Schw ester von Ja ck  hat rote Haare (wie eine einzeln du rch ge­
füh rte  Prüfung e rg a b ).
Das syllogistische Paradigma wird — wie Toulmin m eint38— in erster 
Linie durch den Typ des analytischen Arguments repräsentiert (durch  
den sog. analytischen Syllogismus).
Die substantiellen Argumente Toulmins entsprechen demgegenüber in 
etwa dem oben als “ induktiv” gekennzeichneten A rgum enttyp . 39  Nach 
Toulmins Definition enthält in einem substantiellen Argument die Stützung 
für die Schlußregel nicht die Inform ation, die in der Konklusion ausge­
drückt wird; das heißt: die Konklusion folgt hier n i c h t  aus den Daten  
und der Stützung.
Zur Bedeutung der beiden Argum enttypen für die Praxis der Argum entation  
erklärt Toulmin, daß die meisten Argumentationen, die wir praktisch ver­
wenden können, nicht dem T yp des analytischen, sondern dem des sub­
stantiellen Arguments angehören .4 0  Das gilt nicht nur für die Alltagskom­
munikation, sondern auch für die Argum entation in den empirischen Wis­
senschaften. Für die Linguistik hat dies Botha in seiner breit angelegten 
Untersuchung “The Justification of Linguistic Hypotheses” (1 9 7 3 )  gezeigt. 
Er m acht am Beispiel der generativen Transformationsgram matik deutlich, 
daß gerade induktive (also im Sinne der deduktiven Logik nicht gültige, 
aber gehaltserweiternde) Form en der Argum entation (s.o .) eine große 
Rolle im K on text der Rechtfertigung von gramm atischen und allgemein­
linguistischen H ypothesen spielen (z.B . die Argum entform  “ p j ist ein q, 
p2  ist ein q, pn ist ein q ; also: Alle p’s sind q’s” — oder der T yp: “wenn 
p, dann q ; nun aber q; also p” ) . 4 1
Wir wollen nun an unserem W erbetext exemplarisch prüfen, was das Toul- 
minsche Argumentationsschem a als Analyseinstrum ent für tatsächlich  
vorkommende Argum entation leistet, d .h., ob und inwieweit es erlaubt,
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natürlich-sprachliche Argumente in ihrer K om plexität angemessener zu 
beschreiben als das syllogistische Schema.
Toulmin gibt weder Übersetzungsregeln noch informelle Transform ations­
techniken an. Das ist auch kaum möglich; die Zuordnung einzelner T e x t­
segmente zu den Kategorien des Argumentationsschemas kann nicht 
mechanisch erfolgen; ihr hat eine Analyse des Textes vorauszugehen, 
die sich an einem textlinguistischen Beschreibungsmodell orientiert, das 
— sprachtheoretisch gesehen — zumindest eine semantisch-thematische 
von einer pragmatischen Beschreibungsebene abhebt.4 2  Je  nachdem, auf 
welcher sprachtheoretischen Ebene die Analyse vorgenommen wird, er­
gibt sich eine andere Strukturbeschreibung.
Die erste Analyse (Analyse A ) beschränkt sich darauf, den T e x t unter 
semantisch-thematischem Aspekt zu explizieren und in dieser Form  auf 
die Kategorien des Toulminschen Schemas zu beziehen. Dem T e x t kann 
dann die folgende A rgum entationsstruktur zugeordnet werden:
C = Es ist gleichgültig, w elche Fluglinie Sie fliegen.
D = A lle Fluglinien sind technisch p erfek t heutzutage.
Anm erkung: A ls D fungiert hier eine generelle und n ich t — wie bei T oulm in  — 
eine singuläre Aussage. Die W endung Ci) Im Namen aller Fluglinien unter­
streicht, daß die Aussage (2 ) als eine Tatsachenangabe gem eint ist, die n ich t 
w eiter h interfragt zu werden brau cht. Sp rechak tth eoretisch  gesehen stellt sie 
eine V ersicherung dar, daß Satz  (2 )  eine w irkliche Sachlage ausdrückt 
(expliz it: Das können wir im Namen aller Fluglinien — also auch der K on­
kurrenz — feststellen . )
W: Wenn alle Fluglinien technisch p erfek t sind, dann ist es gleichgültig,
w elche Fluglinie S ie  fliegen.
B: T echnische Perfektion wird allgemein als G rundvoraussetzung fü r
das Fliegen  angesehen, was auch in den  gelten den  Sicherheitsbe­
stim m ungen u.a. zum A usdruck  kom m t.
A B: Es sei denn:
Sie m ögen A rtischocken , französische M ädchen, A peritifs und eine  
gewisse A m biance.
A nm erkung: D ie L exem e bzw . lexem atisch en  Fügungen Artischocken, 
französische Mädchen usw. erhalten in ihrer K om bin ation  hier eine über 
ihre jew eiligen lexikalischen  Inhalte hinausgehende Gesam tbedeutung, die 
etw a durch W endungen wie “ eine besondere N o te” , “ eine exklusive A tm os­
phäre” um schrieben w erden kann.
Die semantisch-thematische Analyse (A ) geht aus von den im T e x t reali­
sierten Propositionen und expliziert lediglich die Schlußregel und ihre
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Stützung, die als implizite (mitzudenkende) Glieder der Argum entation  
betrachtet werden. Wir erhalten dann eine Strukturbeschreibung, die 
unterstellt, daß der T e x t darauf abziele, die These Es ist gleichgültig, 
w elche Fluglinie S ie  fliegen  (Satz lb ) zu begründen. Eine solche Inter­
pretation entspricht aber keinesfalls unserem intuitiven Textverständnis. 
Danach soll ja gerade d i e Aussage gelten, die in der Strukturbeschreibung 
unter der Kategorie “ Ausnahmebedingung” erscheint; das bedeutet, daß 
nach unserem Textverständnis der Argum entation eine andere These oder 
Konklusion (als lb ) zugrunde liegen muß.
Wir stellen der semantisch-thematisch ausgerichteten Analyse (A ) deshalb 
die Analyse B gegenüber, die den T e x t unter pragmatischem Aspekt, d.h. 
insbesondere unter Berücksichtigung seiner kommunikativen Funktion, 
expliziert. Unter Heranziehung der Toulminschen Kategorien erhalten wir 
nunmehr die folgende Strukturbeschreibung:
C: Sie sollen/sollten mit d er A ir  Fra n ce  fliegen.
D: D ie A ir  F ra n ce  bietet über die allen Fluglinien gem einsam e
technische P erfektion hinaus eine besondere N ote, eine exklusive  
A tm osphäre  o.ä.
W: Das Fliegen  sollte sich nicht in technischer P erfektion erschöpfen,
sondern kann und sollte Ihnen m eh r bed eu ten , Ihnen  m ehr g eb en  ...
B: Dieses “M eh r"  trägt dem  allgem einen Bedürfnis R echnung, das
Beste aus allen Lebenssituationen zu m achen, d.h. in allen Situa­
tionen  (auch d er  des Fliegens) die Schö n h eiten  des L eben s zu g e ­
nießen, d.h. g u t zu leben  (s.u. Anzeige 2 ).
A nm erkung: Die Stützung drückt die W ertbasis aus, die der Schreiber des 
T extes m it seinen Lesern zu teilen glaubt bzw . bei seinen Lesern als vorhanden 
unterstellt. S ie  ist in dieser A nzeige nur im pliziert, in einer anderen Anzeige 
der A ir France (erschienen im “ Spiegel” vom 2 .1 0 .1 9 7 2 )  aber exp liz it form u­
liert:
Es gibt einige sehr erfolgreiche Männer, die machen Geschäftsreisen nach 
Hongkong, Rio, New York und Gott w eiß wohin.
Und plötzlich eines Tages sind diese Männer alt und fragen sich, ob sie gut 
gelebt haben.
Wir versuchen, diese Männer ein bißeben gut leben zu lassen, wenn wir sie 
nach Hongkong, Rio, New York und Gott weiß wohin fliegen.
Weiterhin viel Erfolg.
Ihre Air France.
Ein Vergleich der beiden Analysen A und B ist in textanalytischer Hin­
sicht besonders fruchtbar. Wir ziehen zur Verdeutlichung eine Unter­
scheidung heran, die Habermas in seinem Aufsatz “W ahrheitstheorien” 
(1 9 7 3 )  trifft. Er differenziert hier zwischen “ theoretisch-em pirischem ”
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und “ praktischem Diskurs” und zeigt, daß die Toulminschen Kategorien  
auf beide Diskurstypen anwendbar sind, daß sie in beiden Diskurstypen 
aber unterschiedliche Sprechhandlungstypen enthalten. Im theoretischen  
Diskurs werde der Geltungsanspruch von “ Behauptungen” und im prak­
tischen Diskurs der Geltungsanspruch von “ G eboten” und “ Bewertungen” 
argumentativ eingelöst; im theoretischen Diskurs bestehe die Schlußregel 
in der Angabe von “ empirischen Gleichförmigkeiten” , “Gesetzeshypo­
thesen” usw. und die Stützung enthalte “ Beobachtungen” , “ Befragungs­
ergebnisse” , “ Feststellungen” usw.; im praktischen Diskurs gebe dem­
gegenüber die Schlußregel “ Handlungs”- bzw. “ Bewertungsnormen” oder 
“ -prinzipien” an und die Stützung “ gedeutete Bedürfnisse (W erte)” , 
“ Folgen” , “ Nebenfolgen” usw .4 3
Wenn wir diese Unterscheidung auf unsere Analysen anWenden, so läßt 
sich sagen, daß die Strukturbeschreibung A den T e x t als Ausdruck einer 
theoretischen Argum entation behandelt, während die Beschreibung B den 
T e x t — vor dem Hintergrund unseres Wissens und unserer Annahmen über 
die kommunikative Funktion des T exttyp s “Werbeanzeige” — als Beispiel 
einer praktischen Argum entation ausweist. Die Diskrepanz beider Analy­
sen und der ihnen zugrunde liegenden Textparaphrasen kann deutlich  
machen, daß der T e x t in sprachlicher Hinsicht einen hohen Grad an In­
direktheit aufweist. Die Indirektheit besteht darin, daß sich der T ext  
explizit als theoretische Argum entation gibt (die realisierten dominie­
renden Sprechhandlungen gehören zur Klasse der Repräsentative), wäh­
rend er implizit als eine kom plexe Aufforderungshandlung gemeint ist 
und auch so verstanden wird (diese eigentliche Funktion des Textes wäre 
aber in direkter Perspektive durch Sprechhandlungen aus der Klasse der 
Direktive zu signalisieren — wie auch die der Analyse B zugrunde liegende 
Textparaphrase zeigt) . 4 4
Wir wollen es hier bei dieser textanalytischen Andeutung bewenden lassen 
und einige Folgerungen ziehen.
Auch das Toulminsche Argumentationsschem a darf in seiner Bedeutung 
für die Analyse natürlich-sprachlicher Argum entation nicht überschätzt 
werden. Allen Anwendungsversuchen hat die Erstellung einer Explizit­
fassung der vorliegenden Argum entation als Ergebnis einer linguistischen 
Textanalyse vorauszugehen.
Im Unterschied zum syllogistischen Schema sind aber die Toulminschen  
Kategorien auch auf kom plexe Argumentationen aus verschiedenen A r­
gumentationsbereichen anwendbar. Das Strukturschem a kann zumindest 
ansatzweise dazu beitragen, unterschiedliche Textverständnisse (etwa von 
verschiedenen Rezipienten) intersubjektiv nachvollziehbar und damit ver­
65
gleichbar darzustellen. Zudem führt das Toulminsche Schema aus der 
für die Analyse tatsächlich vorkom mender Argum entation unbefriedi­
genden Gegenüberstellung von deduktiven und induktiven Argumenten  
heraus. Von besonderer Wichtigkeit ist die Toulminsche Differenzierung 
der Prämissen von Argumenten. In der Unterscheidung von “ w arrant” 
und “ backing” drückt sich die Erkenntnis aus, daß (substantielle) Argu­
mente — wie Toulmin sagt — kontext- und bereichsabhängig sind4 5 , daß 
ihre Gültigkeit also davon abhängt, in welchen Erfahrungsbereichen die 
Argumentation jeweils stattfindet. Die Stützung ( “ backing” ) läßt die in 
den verschiedenen Bereichen der Argum entation jeweils geltenden Stan­
dards explizit werden. Die Toulminschen Ausführungen zur Kategorie 
des “ backing” machen somit deutlich, daß sich eine adäquate Analyse 
natürlich-sprachlicher Argum entation nicht in der Feststellung form al 
gültiger bzw. ungültiger Schlüsse mit den Mitteln der deduktiven Logik 
erschöpfen kann4 6 , sondern daß sie die Geltung und Akzeptabilität von 
Argumenten vor dem Hintergrund der konkreten Argumentationssitua­
tion und der in dem zugrunde liegenden Relevanzbereich4 7  bestehenden  
(herrschenden) spezifischen inhaltlichen Standards zu explizieren hat.
Für die logische Analyse von Argumenten bedeutet dies, daß sie nicht 
“ zeitlos und universal” 4 8  Vorgehen kann; sie ist vielmehr in eine (w eit­
gehend noch zu entw ickelnde) pragmatisch orientierte Argumentations­
analyse zu integrieren. Das Toulminsche Argumentationsschem a bedeutet 
einen ersten Schritt in dieser Richtung.
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Kap. 6  und 7 ; W underlich 1 9 7 4 , S. 6 6  ff .
17 Vgl. dazu Siebei 1 9 7 5 , S. 6 9  ff .,  S . 7 4  ff . (“ Gültigkeit der M odi” und “Prüf­
verfahren” ) ;  vgl. auch zu den M ethoden zur Prüfung der Gültigkeit von 
aussagenlogischen Schlüssen Segeth 1 9 7 1 , S . 9 2  f f .;  Wall 1 9 7 3 , S. 6 8  ff . — 
und von prädikatenlogischen Schlüssen Segeth 1 9 7 1 , S . 173 f f .;  Wall 1 9 7 3 ,
S. 10 9  ff.
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18 S . Landm ann, Jüdische W itze, 1 9 6 8 , S . 6 2  (z it. nach U lshöfer 1 9 7 5 , S . 3 1 ).
19 Vgl. Salm on 1 9 7 3 , S . 2 4  f f . ;  Copi 1 9 7 2 , S . 23 1  f f .;  Segeth 1 9 7 1 , S . 17 2  f.
2 0  Z .B . bei m ehr als drei verschiedenen Term en, bei eingeschränkten Allaussagen, 
bei kom plexen Sätzen  (vgl. W underlich 1 9 7 4 , S . 6 9 ) .
21 Vgl. Copi 1 9 7 2 , Kap. 7 ; Salm on 1 9 7 3 , S . 7 und S. 5 6 .
22  Das gilt in gleicher Weise für das in der logischen Sprachanalyse angew endete 
Form alisierungsverfahren natürlich-sprachlicher Sätze, das aus diesem Grunde 
auch “ intuitives Standardverfahren” genannt wird (vgl. Stegm üller 1 9 7 5 ,
S. 4 4  f . ;  L in k 1 9 7 6 , S . 1 1 2  f .) .
23  Zur logischen Äquivalenz zwischen dem K onditional (-p -> q ) und der Dis­
ju nk tion  (p v q ) vgl. Copi 19 7 2 , S. 2 3 2 ;  Salm on 1 9 7 3 , S. 4 0  und 4 4 .
2 4  Vgl. dazu W underlich 1 9 7 2 , S. 5 4  ff .
25 Der Sprechhandlungstyp “ D rohen” wird vielfach durch K onditionalsätze 
dieses T yps signalisiert (wenn du nicht A tust, dann strafe ich dich mit B)\ 
Äußerungen dieser A rt werden im m er als indirekte A ufforderungshandlungen 
verstanden, bei deren Ausführung die angedrohte Strafe  n ich t e in tr itt (exp lizit: 
Tue A und ich strafe dich nicht mit B).
2 6  Vgl. zu dieser A rgum entform  Salm on 1 9 7 3 , S . 2 6  f.
2 7  Vgl. dazu Wall 1 9 7 3 , S . 38 f f .;  Stegm üller 1 9 7 4 , S. 9 f . ;  Copi 1 9 7 2 , S . 26 1  f f .;  
Salm on 1 9 7 3 , S . 3 8 ; Segeth 1 9 7 1 , S. 5 6  ff .
2 8  Vgl. W underlich 1 9 7 4 , S. 7 4  : “ In dem syllogistischen Sch em a w erden zeit­
lose E n titä ten  verw endet, w elche ausgedrückt w erden in Sätzen  einer nor­
m ierten Stand ardsprache.”
2 9  Vgl. W underlich 1 9 7 4  ebd.
30  Vgl. dazu die K ritik  Toulm ins (1 9 5 8 , S. 172  f .) ,  daß die Bew ertung eines 
Argum ents als “ logically im possible” bedeute, daß “ ... the problem  never 
really got under w ay, since the proposed solution tu m ed  out to  be one 
w hich, for reasons o f  consisten cy alone, was ruled out from  th e Start.”
31 Zur K ritik  an der logischen Trad ition  seit A ristoteles vgl. Toulm in 1 9 5 8 ,
Kap. IV  (bes. S . 14 7  f f .)  und S. 2 5 3 ;  eine knappe Zusam m enfassung findet 
sich bei A lexy 1 9 7 8 , S . 113  f.
32 Vgl. Schm id t 1 9 7 5 , S. 5 9  f.
33 Vgl. Toulm in  1 9 5 8 , S. 9 9  und S . 113  ff . (deutsche Ü bersetzung S. 103 ff .) .
34  Vgl. Toulm in  1 9 5 8 , S . 1 07  f f .,  bes. S . 111  f. und S . 1 1 4  (deutsche Über­
setzung S . 9 8  - 1 0 4 ).
35 Vgl. hierzu und zum Folgenden Toulm in 1 9 5 8 , S . 9 7  - 10 7  (deutsche Ü ber­
setzung S. 8 8  - 9 8 ) ;  das Schem a befin d et sich au f S. 1 0 4  (D er Pfeil sym boli­
siert die Beziehung zwischen den D aten und der K onklusion, zu deren 
Stützung sie angegeben w erden — S . 9 9 ).
36  Der B egriff “ D atum ” ist n ich t im objektiv istischen  Sinne zu verstehen; als 
“ D aten” können die Aussagen gelten, die in einer konkreten  A rgum entation 
von den K om m unikationspartnern  als T atsachenfeststellungen (U rsachen,
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M otive, Gründe usw .) akzeptiert und n ich t w eiter problem atisiert 
werden.
37  Vgl. dazu T oulm in  1 9 5 8 , S. 123  - 1 27  (deutsche Ü bersetzung S . 111 - 1 1 4 ); 
das Beispiel fin d et sich au f S. 123  f.
38 Vgl. dazu Toulm in  1 9 5 8 , S . 14 8  f.
39  Toulm in (1 9 5 8 , S. 1 4 7 , S. 1 4 9 ) leh n t die G egenüberstellung “ deduktiv” — 
“ induktiv” als zu undifferenziert ab ; wir können das in unserem  Zusam­
m enhang vernachlässigen.
4 0  Vgl. Toulm in  1 9 5 8 , S . 1 2 4 .
4 1  Daß diese Schlüsse n ich t gültig sind, h eiß t nur, daß die K onklusion n ich t 
notw endig aus den Präm issen fo lgt (vgl. Wall 1 9 7 3 , S. 6 7 ) .
4 2  Vgl. dazu Brinker 1 9 7 9 , S . 3 f f .,  w o das zugrunde liegende textlinguistische
Beschreibungsm odell en tw ick elt und im einzelnen begründet wird.
4 3  Habermas 1 9 7 3 , S. 2 4 2  f.
4 4  Zum B egriff der Ind irekth eit und den verschiedenen Sprechhandlungstypen
vgl. Searle 1 9 7 3 , S. 1 1 6  f f .,  S . 1 22  ff .
4 5  Zum B eg riff “ field-dependence” (in  der Ü bersetzung: “ Bereichsabhängigkeit” ) 
vgl. T oulm in  1 9 5 8 , S . 1 0 4 , S. 1 1 2 , S . 2 5 5 : “W hat has to  be recognised first
is th at validity is an intrafield , n o t an inter-field  n o tio n . Argum ents w ithin 
any field  can be judged b y  standards appropriate w ithin  th a t field , and som e 
will fall sh ort; b u t it m ust be exp ected  th at the standards will be field- 
dependent, and th at th e m erits to  be demanded o f  an argum ent in one field
will be found to  be absent (in the nature o f  things) from  entirely m eritorious
argum ents in an oth er.”
4 6  Vgl. Toulm in  1 9 5 8 , S . 17 2  f.
4 7  “ Verhaltensräum e und V erhaltenszeiten  ..., in denen jew eils bestim m te
H andlungsbereiche relevant sind” , w erden bei D reitzel (1 9 7 2 , S . 1 5 7 ) als 
“ R elevanzbereiche” bezeich net.
4 8  Vgl. W underlich 1 9 7 4 , S . 7 4 .
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P IE TER A . M . S E U R E N
Dreiwertige Logik und die Semantik natürlicher Sprache
1. Zwei Negationen und drei W ahrheitswerte
1.0. Als Strawson Anfang der fünfziger Jahre Freges Voraussetzungs­
begriff wiederbelebte und Russells Behandlung (1 9 0 5 )  referierender Aus­
drücke ohne echtes Referenzobjekt kritisierte, löste er damit einen Sturm  
von Reaktionen im philosophischen Blätterwald aus, von denen die meisten 
Russell beisprangen und Strawsons leichtfertigen Umgang mit den Grund­
lagen der Logik kritisierten. Die Heftigkeit der Reaktion war ein Zeichen 
des allgemeinen Unbehagens, das man gegenüber Russells Kennzeichnungs­
theorie hegte (die für Strawson leichtfertig m it den Tatsachen der natür­
lichen Sprache umging), und ebenso der Fu rch t der Logiker vor dem  
Chaos, das eine Übernahme von Strawsons Begriff der Präsupposition  
(den Frege “ Voraussetzung” genannt hatte) in der überkommenen Logik  
angerichtet hätte. Strawsons Vorschlag bestand wesentlich darin, daß 
Sätze (oder in jedem  Fall Träger von W ahrheitswerten) keinen Wahrheits­
wert zugeschrieben bekommen sollen, wenn eine Kennzeichnung in dem 
Satz (insbesondere das Subjekt) kein eigentliches Referenzobjekt hat. 
Russells Beispiel vom König von Frankreich war der paradigmatische 
Fall: da es gegenwärtig keinen König von Frankreich gibt, erhält nach 
Strawson der Satz D er gegenw ärtige K önig von Frankreich  ist kahl 
keinen Wahrheitswert. Wenn dieser Satz andererseits einen Wahrheits­
w ert hat, folgt, daß es einen König von Frankreich gibt. Manchmal 
spricht Strawson (1 9 5 0 )  von einer neuen logischen Beziehung und manch­
mal von einer Bedingung, die im Äußerungskontext erfüllt sein muß: der 
Bedingung der identifizierenden Kenntnis (1 9 6 4 ) . Jener Artikel endet 
wie folgt:
Lassen Sie m ich  anm erken, daß ich n ich t behaupten  w ill, m ehr getan zu 
haben als einen F a k to r zu erw ähnen, der sich m anchm al als relevant dafür 
erweisen mag, daß eine T h eorie  der W ahrheitsw ert-Lücke des radikalen 
Referenz-V ersagens für m anche Fälle intuitiv attraktiver ersch ein t als 
in anderen.
Im Folgenden werde ich dafür eintreten, daß Strawson im wesentlichen  
recht hatte und daß es einen formalen Begriff der Präsupposition gibt, 
der sowohl eine neue logische Beziehung darstellt, als auch — und dies 
wegen der in der Semantik natürlicher Sprache operativen Intension — 
ein Lieferant identifizierender Kenntnis ist.
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Die zwei D efinitionen, die Strawson für den Präsuppositionsbegriff anbot, 
kristallisierten sich Ende der sechziger Jahre langsam zu zwei einander 
entgegengestellten Theorien der Präsupposition, der logischen oder seman­
tischen Theorie bzw. der pragmatischen Theorie. Die V ertreter der logischen 
Theorie stellten fest, daß der klassische zweiwertige Kalkül nicht in der 
Lage ist, Strawsons Begriff der logischen Präsupposition unterzubringen 
oder auszudrücken, und daß dieser Begriff im Rahmen des klassischen 
zweiwertigen Kalküls ohnehin höchst problematisch ist. Wenn die Pro­
position p die Proposition q präsupponiert, dann folgt q sowohl aus p 
wie aus nicht-p. Und dies heißt, daß nicht-q sowohl zu nicht-p wie zu p 
führt (nach Modus tollens nämlich), und daß somit q eine notwendige 
Wahrheit ist. Was jedoch der klassische Kalkül nicht ausdrücken kann, ist, 
daß nach Strawson nicht-q (d.h. das Präsuppositions-Versagen) zu einem 
Fehlen eines W ahrheitswertes überhaupt führt. Zu den wenig wünschens­
werten Konsequenzen dieses Präsuppositionsbegriffs gehört die paradoxe 
Tatsache, daß ein wahrer Satz wie etwa D er gegenw ärtige K önig von 
Frankreich  existiert nicht nicht als wahr angesehen werden kann. W eiter­
hin ist natürlich jene merkwürdige Beschränkung von Präsuppositionen  
auf notwendige W ahrheiten total inadäquat für eine ernsthafte Behand­
lung von Präsuppositionen. Diese und andere Punkte sind von verschie­
denen A utoren ausführlich behandelt1 , und es ist heute allgemein akzep­
tiert, daß nicht-triviale M odifikationen des logischen Kalküls erforderlich  
sind, will man den Begriff der logischen oder semantischen Präsupposi­
tion aufrechterhalten. Gazdar (1 9 7 9 :9 1 )  schreibt dazu:
D er einzige Ausweg aus dieser Schw ierigkeit, den der V ertreter der sem an­
tischen Präsupposition hat, besteh t in einer Logik, in der der M odus tollens 
n ich t gilt. D ie nächstliegende M öglichkeit ist h ier eine dreiw ertige Logik.
Verschiedene A utoren haben diese Herausforderung angenommen. Einige 
schlagen dreiwertige Systeme vor, und einer, van Fraasen (1 9 7 1 ) ,  schlägt 
ein komplexes zweiwertiges System mit sog. “ Supervaluationen” vor.
Diese Vorschläge führen jedoch zu gegenintuitiven Folgerungen und 
erreichen in jedem Fall zu wenig, als daß die großen theoretischen Investi­
tionen gerechtfertigt wären. Insbesondere Gazdar (1 9 7 9 :  9 1 -1 0 3 )  hat 
diese Schwächen herausgestellt. Weiterhin folgt er Wilson (1 9 7 5 )  in seiner 
Behauptung, daß eine dreiwertige Behandlung der Präsuppositionen not­
wendigerweise impliziere, daß der N egationsoperator in natürlicher Spra­
che ambig sei: daß er in einer Lesart Präsuppositionen aufrechterhalte 
und in der anderen Präsuppositionen lösche. Doch gebe es, so meinen 
Wilson und Gazdar, keinerlei Evidenz dafür, daß die Negation in der 
Sprache in dieser Weise mehrdeutig sei. Sie behaupten, daß die rein 
wahrheitsfunktionale Definition der Negation sich so verhalte, daß Prä-
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suppositionen nicht aufrechterhalten werden: Strawson und andere, die 
davon ausgingen, daß sowohl p als auch nicht-p die Präsupposition q als 
logische Folge haben, hätten sich einfach geirrt. W ahrheitsfunktional 
lösche die Negation in der Sprache die Präsuppositionen ebenso wie sie 
logische Folgen lösche. Der bestehende zweiwertige Kalkül sei entsprechend  
auch für die Sprache vollkommen in Ordnung.Unsere Intuitionen, daß eine 
logische Folge in manchen Fällen spezifische Eigenschaften habe, die uns 
meinen machen, daß wir es mit einer besonderen Kategorie zu tun hätten, 
müßten in einer separaten Theorie unter dem Namen “ Pragmatik” be­
handelt werden. Ihr Grund für die Behauptung, daß die Negation Prä­
suppositionen lösche und daß es daher kein logisches Problem gebe, liegt 
in der Tatsache, daß wir z.B. ohne Widerspruch sagen können:
(1 ) D er K önig von Frankreich ist nicht kahl: es gibt keinen  K önig  
von Frankreich.
(2 )  Harry bedauert nicht, daß seine Katze gestorben  ist: sie ist nicht 
gestorben.
Man m öchte sagen, daß (1 )  präsupponiere, daß es einen König von Frank­
reich gibt, und daß (2 )  präsupponiere, daß Harrys Katze gestorben ist; 
doch wenn das so ist, dann bleiben, nach Gazdar und Wilson, diese Prä­
suppositionen unter der Negation nicht erhalten. Man vergleiche die fehlen­
de Widersprüchlichkeit in (1 ) und (2 ). Die Tatsache, daß wir angesichts 
von (3 ) normalerweise folgern, daß es einen König von Frankreich gibt, 
und angesichts (4 ) , daß Harrys Katze gestorben ist:
(3 ) D er K önig von Frankreich  ist nicht kahl.
(4 )  Harry bedauert nicht, daß seine Katze gestorben  ist.
verweisen sie auf Prinzipien der Kom m unikation, wie sie von Grice (1 9 6 8 )  
form uliert sind. Solche Schlüsse sind “ Im plikaturen” und keine logischen 
Folgerungen. In den genannten Fällen geht es um die Erwartung des Hörers, 
daß der Sprecher dem König von Frankreich keine Eigenschaft absprechen  
würde, wenn es keine solche Person gäbe, bzw. daß der Sprecher Harry 
kein Bedauern absprechen würde, wenn es nichts zu bedauern gäbe. Solche 
Erwartungen werden in Grices Theorie in der einen oder anderen Weise 
als institutionalisiert angesehen, so daß sie einen Teil der Bedeutung von 
Äußerungen oder Sätzen bestimmen, oder jedenfalls teilweise bestimmen, 
wie Sätze normalerweise verstanden werden. Nur unter als markiert anzu­
sehenden Umständen würde der Implikatur-Teil von Sätzen gelöscht.
1 .1 . Für meine Zwecke ist es keineswegs nötig zu zeigen, daß Grice,
Wilson und Gazdar Unrecht haben. Ich halte es in der T at ernsthaft für 
möglich, daß Grices Konversationsmaximen etwas m it der zugrunde-
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liegenden funktionalen Basis des logischen Systems zu tun haben, das, wie 
ich meine, die Sprache regiert. Was ich allerdings zurückweisen muß, ist 
die Annahme, daß eine pragmatische Erklärung m it einer logischen E r­
klärung dessen, was Pragmatiker “ Im plikatur” nennen, inkompatibel sein 
sollte. Und ich muß auch die Annahme von Gazdar und Wilson zurück­
weisen, daß die Negation in natürlicher Sprache nicht ambig sei. Ich wer­
de dafür argumentieren, daß es zwei wahrheitsfunktional unterschiedene 
Negation in natürlicher Sprache gibt und entsprechend drei Wahrheits­
w erte.2
Das Argument für die letztere Annahme wird in zwei Stufen entwickelt. 
Zuerst werde ich zeigen, daß die Löschung von Präsuppositionen unter 
Negation bei weitem nicht jene einfache Angelegenheit ist, als die sie 
Gazdar und Wilson darstellen wollen. Eine genauere Untersuchung der 
Erscheinung legt in hohem Maße nahe, daß es zwei Negationen und drei 
W ahrheitswerte gibt; es kann jedoch nicht behauptet werden, daß diese 
Folgerung in der T at zwingend wäre. Der zweite Schritt des Arguments 
zielt darauf ab zu zeigen, daß wir keine andere Wahl haben, als ein drei­
wertiges System mit zwei Negationen zu akzeptieren. Doch dieser Teil 
der Argum entation ist implizit in der explanativen Stärke des Systems 
insgesamt. Mit anderen W orten, wir meinen, daß nicht alle dreiwertigen 
Lösungen des Problems jener Kritik zum Opfer fallen, die gegen bereits 
bestehende Lösungen vorgetragen wurde.
Linguisten3 haben festgestellt, daß natürliche Sprachen über sogenannte 
negative Polaritätsausdrücke (N PA) und positive Polaritätsausdrücke (PPA) 
verfügen. Diese Ausdrücke sind gewöhnlich lexikalische Ausdrücke, können 
jedoch auch Konstruktionstypen oder lexikalische Ausdrücke in bestimm­
ten Konstruktionen sein. NPA verlangen in einfachen Aussagesätzen eine 
Negation: ohne Negation werden die Sätze ungrammatisch. Fragen, mit 
w enn  oder (kom parativem ) als eingeleitete Nebensätze und andere K on­
struktionen lassen jedoch wenigstens einige NPA auch ohne Negation 
auftreten. Dies hat einige Linguisten veranlaßt, für diese Konstruktionen  
zugrundeliegende Negationen anzunehmen. Beispiele für NPA sind u.a. 
die folgenden:
überhaupt etwas kann jdn . stören
überhaupt + Adjektiv 
im geringsten  
jemals
brauchen  + zu  + Infinitiv 
m ehr  (als tem porales Adverb)
es m acht (jdm .) etwas aus 
es interessiert jdn ., daß  
so + Adjektiv + wie
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Die im einfachen Aussagesatz erforderliche Negation kann eine andere 
sein als ein gewöhnliches nicht und kann Teil eines komplexen lexika­
lischen Ausdrucks sein, wie etwa schw er (im Sinne von schwierig) oder 
unhöflich. Entsprechend haben wir im Deutschen die folgenden Sätze:
(5 ) Es fällt M ax s c h w e r  zuzugeben, dass e r  sich j e m a l s  geirrt hat.
(6 )  Es ist u n h ö f l i c h ,  eine D am e ü b e r h a u p t  nach ihrem  
A lter zu fragen.
und die folgenden ungrammatischen Sätze:
(7 ) *Es fällt M ax l e i c h t  zuzugeben, dass e r  sich j e m a l s  geirrt hat.
(8 )  *Es ist h ö f l i c h ,  eine D am e ü b e r h a u p t  nach ihrem  A lter
zu fragen.
PPA andererseits schließen nicht, wie man erwarten könnte, in einfachen  
Aussagesätzen die Negation absolut aus. Sie lassen das A uftreten einer 
Negation zu; jedoch wenn die Negation als höherer O perator auftritt 
(d.h. mit dem PPA in ihrem Skopus), erhalten wir einen sog. ‘E ch o ’-Effekt. 
Die Liste von PPA im Deutschen ist, wie in vielen oder allen natürlichen 
Sprachen, ziemlich lang; ihr Verhalten ist jedoch, wie auch das Verhalten  
von NPA, nicht vollkommen einheitlich. Die folgenden Beispiele geben 
uns ungefähr eine Vorstellung:
herrlich
In dieser Sichtweise sind NPA und PPA ihrem Verhalten nach nicht 
sym m etrisch: NPA verlangen eine Negation (oder einen negativen lexi­
kalischen Ausdruck), wenn sie in einfachen Aussagesätzen auftreten; 
andernfalls werden die Sätze ungrammatisch. PPA schließen jedoch  
eine Negation nicht in dieser Weise aus, sondern führen einen Echo-Effekt 
herbei, wenn sie unter einem negativen O perator auftreten. (9 )  und (1 0 )  
sind entsprechend gramm atisch und (1 1 )  ist ungram m atisch; (1 0 )  zeigt 
einen Echo-Effekt:
( 9 ) Harald w ohnt nicht m ehr in Paris.
(1 0 )  Harald w ohnt nicht noch  in Paris.
(1 1 )  * Harald w ohnt m ehr in Paris.
wirklich einige
vielleicht w eit davon entfernt
sicherlich d er  ganze H aufen
wahnsinnig nicht
schrecklich ein H erz und eine S eele  sein
noch
eine M enge  + NP
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Doch dies ist nicht alles. Satz (9 )  enthält eine Präsupposition, die (1 0 )  
nicht hat, nämlich daß Harald bis vor kurzem in Paris gewohnt hat. Die­
selbe Präsupposition tritt mit (1 2 )  auf:
(1 2 )  Harald w ohnt noch  in Paris.
Entsprechend antw orten viele Leute, wenn sie nach der Verneinung von
(1 2 )  gefragt werden, m it (9 )  und nicht mit (1 0 )  und sehen (9 )  und nicht 
(1 0 )  als die normale Verneinung von (1 2 )  an. Daß (9 ) tro tz  der Negation  
die Präsupposition bewahrt hat, ist m it der Widerspruchsfreiheit von (1 4 )  
und der Widersprüchlichkeit von (1 3 )  offenbar:
(1 3 )  ! Harald w ohnt nicht m eh r in Paris; e r  ist noch  nie in Frankreich
gew esen.
(1 4 )  Harald w ohnt nicht noch  in Paris; e r  ist noch  nie in Frankreich  
gew esen.
Wir sehen, daß die Negation, die m it m ehr  auftritt, präsuppositions- 
bewahrend ist, die Negation des PPA noch  in (1 0 )  andererseits bewahrt 
die Präsupposition nicht.
Diese Erscheinung tritt allgemein auf: die Negation, die die NPA verlangen, 
ist immer präsuppositions-bewahrend, und die Negation, die bei PPA zu­
gelassen ist, ist immer präsuppositions-löschend. Nehmen wir als Beispiel 
die NPA etwas kann jdn . stören, etwas m acht (jdm .) etwas aus, die nicht 
nur NPA, sondern auch faktive Prädikate sind, im Gegensatz zu b em er­
ken, bedauern  oder wissen, die zwar faktive Prädikate, aber keine Polari­
tätsausdrücke sind. Entsprechend erhalten wir in den folgenden (m it (2 )  
zu kontrastierenden) Sätzen Widersprüchen:
(1 5 )  ! Es kann H arry nicht stören, daß  seine Katze gestorben  ist; sie
ist nicht gestorben.
(1 6 )  ! Es m acht nichts aus, daß Harrys Katze gestorben  ist; sie ist
nicht gestorben.
(1 7 ) ! Harry gibt nichts darauf, daß seine Katze gestorben ist; sie ist
nicht gestorben .
(1 8 )  ! Es interessiert Harry nicht, daß seine Katze gestorben  ist; sie
ist nicht gestorben .
Man beachte, daß etwas m acht (jdm .) etwas aus, etwas kann jdn . stören, 
es interessiert jdn ., daß  zu einer Unterklasse von NPA gehören, die das 
Fehlen zulassen, wenn starke Betonung des Verbs bzw. Hilfsverbs auf­
tritt:
(1 9 )  Es m acht etwas aus, daß Harrys Katze gestorben  ist.
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(1 9 )  ebenso wie (2 0 )
(2 0 ) Es m acht nichts aus, daß Harrys Katze gestorben ist.
präsupponieren, daß Harrys Katze in der T at gestorben ist. Diese Prä- 
supposition kann in (2 0 )  nicht gelöscht w erden.4
Dies zeigt, daß die Griceschen Prinzipien allgemeine funktionale Gründe 
angeben können für die Tatsache, daß die Semantik natürlicher Sprachen  
so gebaut ist, daß es leichter und natürlicher ist, sinnvolle Dinge zu sagen 
(Dinge, die — wie wir sagen werden — eine Intension haben) als sinnlose 
Dinge. Doch sind diese Prinzipien oder Maxime als direkte Erklärung 
semantischer Beobachtungen unzureichend: es gibt ein logisch-seman­
tisches System , das die A rt und Weise, in der wir Sätze verstehen, be­
schränkt und oft determiniert. Diese Schlußfolgerung wird bestärkt durch  
die Beobachtung, daß faktive Prädikate wie erfreut sein, daß, oder es ist 
gut so, daß, die außer daß sie faktiv sind, auch die Eigenschaften von 
PPA haben, wenn sie unter einer Negation auftreten, keineswegs die 
Folgerung herbeiführen, daß das, was in ihrem Objektausdruck steht, 
wahr ist:
(2 1 )  H erbert ist nicht erfreut, daß Ilse eine Bank ausrauben will.
Der natürliche Schluß ist hier, daß jemand gesagt haben muß, daß Herbert 
erfreut sei, daß Ilse eine Bank ausrauben will, und daß der Sprecher die 
faktive Präsupposition in Zweifel zieht. Konversationsprinzipien würden 
sagen, daß es normalerweise nicht sehr sinnvoll ist zu verneinen, daß jemand  
erfreut sei, daß p, wenn p nicht tatsächlich der Fall ist; (2 1 )  sollte demnach  
die Implikatur haben, daß Ilse eine Bank ausrauben will. Sie enthalten je­
doch keine Vorkehrungen für sprachliche Ausdrücke, die für den unge­
wöhnlichen Fall reserviert scheinen. (2 1 )  ist ein solcher Ausdruck, und ihm 
fehlt deutlich die angegebene Implikatur. Jene Prinzipien können eben­
falls nicht erklären, warum manche Ausdrücke ausschließlich für den 
Standardfall reserviert sind, so daß die Implikatur nicht entfallen kann.
1.2. Die minimale Folgerung aus dem Vorhergehenden ist, daß es wenigstens 
zwei Gebrauchsweisen des Negativoperators in der Sprache gibt: eine 
präsuppositions-bewahrende und eine präsuppositions-löschende. Die Fra­
ge ist je tz t: wie können wir dieser Tatsache auf optimale Weise Rechnung 
tragen? Zwei wahrheitsfunktional distinkte Negationsoperatoren, zwei 
strukturell verschiedene Positionen für ein oder denselben O perator, oder 
eine dritte M öglichkeit? In jedem Fall, welche Lösung auch immer vorge­
schlagen oder vorgezogen wird, ist es erforderlich, den Präsuppositionsbe- 
griff auf der Basis eines logischen Systems zu definieren: angesichts der 
angegebenen Beobachtungen können wir nicht länger akzeptieren, daß
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Präsuppositionen in logischer Hinsicht sich nicht von logischer Folge 
unterscheiden. Logische Folgebeziehungen bleiben unter Negation nicht 
erhalten; (1 9 )  und (2 0 )  jedoch zeigen, daß Präsuppositionen sehr wohl 
erhalten bleiben können.
Bevor wir uns jedoch einer formalen Beschreibung zuwenden, wollen 
wir uns noch einmal die zwei Negationen oder die zwei Gebrauchsweisen 
der Negation ansehen. Nehmen wir die folgenden Satzpaare5 :
( 2 2 ) a. ! M ein N achbar hat nichts gesagt. Ich  habe keinen Nachbarn.
b. M ein N achbar hat nicht etwas gesagt. Ich  habe keinen  
Nachbarn.
(2 3 ) a. ! Susis M ann braucht sich um  G eld keine So rgen  zu m achen : 
sie hat keinen Mann.
b. Susis M ann m u ß  sich nicht Sorgen um  G eld m achen : sie 
hat keinen Mann.
(2 4 ) a. 1 B ernhard ist nicht so g ro ß  wie seine F reu n d in : e r  hat keine  
Freundin .
b. Bernhard ist nicht ebenso g ro ß  wie seine F reu n d in : er hat 
keine Freundin.
Diese Beispiele sind nichts als weitere Illustrationen zu dem oben form u­
lierten Prinzip: die Negation, die bei NPA auftreten muß, erhält Prä­
suppositionen, und die Negation, die bei PPA auftreten kann oder die 
auftritt, ohne daß Polaritätsausdrücke vorhanden sind, bewahrt Präsuppo­
sitionen nicht notwendigerweise. Die NPA braucht in (2 3 a ) und so- 
Adjektiv-wiV in (2 4 a ) sind also verantwortlich für die in diesen Sätzen  
dann auftretenden Widersprüche, wenn die Präsuppositionen verneint 
werden. Andererseits die PPA müssen in (2 3 b ), ebenso-Ad]e\it\v-wie 
in (2 4 b ) und der hinsichtlich Polarität neutrale Ausdruck in (2 3 b ) er­
klären die Widerspruchslosigkeit der (b)-Sätze. D och nicht immer sind 
die Unterschiede so klar. Von den folgenden drei Sätzen ist (a) wider­
sprüchlich, (b) problematisch und (c ) ist deutlich nicht widersprüchlich:
(2 5 )  a. ! Willy läßt seine K in der nie nachts allein: e r  hat keine  
Kinder.
b. ? Willy läßt nie seine K in der nachts allein: er hat keine
Kinder.
c. Willy läßt seine K in der nicht m anchm al nachts allein: 
er hat keine Kinder.
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Warum (b) weniger deutlich widersprüchlich ist als (a ), weiß ich nicht. 
Doch die fehlenden Widersprüchlichkeiten von (c ) liegt deutlich an dem  
PPA m anchm al: (2 5 c )  sagt, daß der als Echo widergegebene Satz Willy 
läßt m anchm al seine K inder nachts allein in der einen oder anderen Weise 
fehl am Platz ist: er m acht eine Annahme, die nicht fundiert ist.
Neben NPA und PPA finden sich jedoch noch andere Unterschiede 
zwischen dem, was wir von jetz t an “ minimale Negation”  (d.h. die prä- 
suppositions-bewahrende Negation) und dem, was wir “ radikale Negation” 
(d.h. die präsuppositions-löschende Negation) nennen wollen. Eine allge­
meine grammatische Bedingung verlangt, daß radikale Negation nur in 
der sogenannten kanonischen Position im Satz auftreten kann, d.h. zu­
sammen mit der finiten V erbform : in allen anderen Positionen im Satz 
ist die Negation minimal. Ein paar Beispiele illustrieren dies. In
(2 6 ) Karl hat nicht alle Schlösser kontrolliert: es gab keine Schlösser.
kann die Negation als radikal angesehen werden. Dieser Satz ist nicht 
widersprüchlich, solange wie die Negation als radikale betrachten. Wenn 
wir jedoch die Passiv-Version dieses Satzes ansehen, die den Skopus der 
Operatoren unverändert läßt, dann wird die Negation eine Teilkonstituen­
te des Subjekts, und es tritt ein Widerspruch auf:
(2 7 )  1 N icht alle Schlösser w urden von Karl kontrolliert: es gab keine
Schlösser.
Oder nehmen wir ein Beispiel, in dem die Negation in einem Infinitiv- 
Komplement au ftritt; auch hier ist es unmöglich, die Interpretation der 
radikalen Negation anzuwenden:
(2 8 )  ! Harry scheint bei d er B eerdigung seiner Schw ester nicht zu viel
getru nk en  zu haben: e r  hatte nie eine Schw ester.
Ohne scheint  jedoch erlaubt der Satz sehr wohl eine radikale Negation:
(2 9 )  Harry hat nicht b ei d er  B eerdigung seiner Schw ester zu viel 
getru nk en : er hatte nie eine Schw ester.
Lexikalisch inkorporierte Negationen sind immer minimal und nie radi­
kal:
(3 0 ) a. Das Problem  ist nicht gelöst; es gab gar kein Problem . 
b. ! Das P roblem  ist ungelöst; es gab gar kein Problem .
Oder, anders ausgedrückt, es gibt eine Lesart, in der (3 1 a ) wahr ist, aber 
es gibt keine Lesart, in der (3 1 b ) wahr sein kann:
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(3 1 )  a. Wasser ist nicht sym m etrisch.
b. Wasser ist asym m etrisch.
Die radikale Negation unterliegt einer Reihe gram m atischer Bedingungen. 
Sie ist ausgeschlossen zusammen mit NPA6 , sie muß in der kanonischen 
Negationsposition auftreten, und weitere Bedingungen werden zweifellos 
noch festzustellen sein, sobald die Frage eingehender untersucht ist. Bisher 
jedoch verstehen wir die Gram matik der radikalen gegenüber der minima­
len Negation noch nicht sehr gut. Ich bin lediglich in der Lage gewesen, 
einige wenige Generalisierungen aufzuführen, doch diese zeigen nur einen 
Teil des Systems. Vielerlei Komplikationen können festgestellt, jedoch  
nicht sogleich aufgelöst werden. So ist etw a klar, daß das A uftreten in 
kanonischer Negationsposition eine notwendige, jedoch keine hinreichen­
de Bedingung dafür ist, daß die Negation als radikale interpretiert werden 
kann. Nehmen wir als Beispiel:
(3 2 ) N ur w enige L eu te  glaubten nicht an die g u te  A bsicht des Lehrers.
Hier steht die Negation in kanonischer Position. Dennoch ist nur eine 
minimale Interpretation zugelassen, die beinhaltet, daß die meisten Leute 
an die gute Absicht des Lehrers glaubten. Nach (3 2 )  kann man nicht fort­
fahren und ohne Widerspruch sagen N iem and glaubte an seine gu te  A b ­
sicht. Die passive Entsprechung
(3 3 )  A n  die gu te  A bsicht des L ehrers w urde nicht von nu r w enigen  
L eu ten  geglaubt.
läßt nur die radikale Negation zu: die Folge, daß die meisten Leute an 
seine gute Absicht glaubten, ist hier verschwunden. Man kann ohne 
weiteres fortfahren m it N iem and glaubte an seine gu te  Absicht. Warum 
dies so ist, ist nicht klar. Keine begründete Lösung ist hierfür vorhanden, 
auch wenn man geneigt sein mag zu meinen, daß die komplexen Opera­
toren nur und w enige  in jedem  Fall eine Lesart blockieren, je nach 
ihrer verschiedenen Position hinsichtlich nicht. T rotz der verbleibenden 
Unklarheiten ist jedoch eins vollständig klar: daß es nämlich im Grunde 
falsch wäre, m it Gazdar und Wilson anzunehmen, daß Präsuppositionen  
unter Negation gelöscht werden. Im Gegenteil gibt es systematische Un­
terschiede zwischen radikaler und minimaler Negation (oder radikalem  
und minimalem Gebrauch der Negation) sowohl in gram m atischer wie 
in semantischer Hinsicht.
Wie bereits gesagt, besteht die Frage darin festzustellen, ob wir es m it zwei 
wahrheitsfunktional verschiedenen Negationen zu tun haben oder mit 
lediglich einer Negation im klassischen zweiwertigen Kalkül, jedoch mit 
strukturell unterschiedenen Positionen. Die erste Annahme verlangt eine
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dreiwertige Logik, etwa mit den W erten ‘w ahr’, ‘minimal falsch’ und 
‘radikal falsch’ ( ‘ 1 ’, ‘0 ’ und V  beziehentlich). Die dreiwertige Lösung 
erscheint attraktiv, weil radikale Falschheit nur mittels radikaler Nega­
tion zur Wahrheit werden kann und minimale Negation radikale Falsch­
heit unangetastet läßt: dies deutet auf einen wahrheitsfunktionalen Un­
terschied. Auch andere haben in der Vergangenheit in diese Richtung  
argum entiert, wenn auch aus anderen Gründen . 7  Doch erwiesen sich, 
wie gesagt, die anderweitig entwickelten System e als explanatorisch nicht 
hinreichend stark, um die hohe Investition eines dritten W ahrheitswertes 
zu rechtfertigen. Die Erfolglosigkeit dreiwertiger System e bisher hat je­
doch wenig Bedeutung für dreiwertige System e allgemein, da ein vollstän­
diger dreiwertiger Kalkül von den sehr fragmentarischen Beobachtungen, 
die vorliegen, stark unterdeterm iniert ist. Was wir oben im Zusammen­
hang mit PPA und NPA aufgezeigt haben, deutet lediglich darauf hin, daß 
eine dreiwertige Lösung funktionieren könnte. Doch um darauf ein ta t­
sächliches dreiwertiges System , das man vielleicht vorschlagen m öchte, 
präzise determinieren zu können, sind jene Beobachtungen hoffnungslos 
unzureichend. Das System , das wir im Folgenden vorschlagen werden, 
unterscheidet sich wesentlich von allen dreiwertigen Logiken, die auf dem  
Markt sind. Der Grund für die Auswahl gerade dieses Systems ist genau 
der, daß diese Variante der Dreiwertigkeit (und keine andere) in ihrer 
Zusammenstellung der W ahrheitswerte gerade die logischen Folgen fest­
legt, die wir haben wollen. Der folgende A bschnitt wird sich m it der 
eigentlichen Logik, die wir vorschlagen wollen, beschäftigen.
2. Der dreiwertige Propositionenkalkül
2 .0 . Wir wollen uns jetzt einer Logik m it zwei wahrheitsfunktionalen  
Negationen zuwenden, einer minimalen Negation W  und einer radikalen 
Negation ‘ca’ und drei W ahrheitswerten: ‘ 1 ’ für wahr, ‘0 ’ für minimal 
falsch  und ‘» ’ für radikal falsch. Radikal falsch mag informell als ‘in p 
liegt ein Präsuppositions-Versagen vor’ interpretiert werden; die minimale 
Negation von p mag interpretiert werden als ‘vorausgesetzt die Präsuppo- 
sitionen von p sind erfüllt, dann trifft p nicht zu’. Als minimale Falsch­
heit von p nehmen wir die Falschheit lediglich dessen, was in p ausgesagt 
wird, nicht dessen, was präsupponiert wird. Radikale Falschheit von p 
andererseits ist anzusehen als Falschheit von p aufgrund der Falschheit 
einer oder m ehrerer Präsuppositionen von p. Eine form ellere Definition 
dieser Begriffe folgt weiter unten; im Augenblick mag es ausreichen, die 
Wahrheitstabelle zu geben:
82
p ~ p ~  p
1 0 0
0 1 0
* * 1
Tabelle 1: Negation
Nehmen wir weiter an, daß die Konjunktion entsprechend am gleichen 
Prinzip definiert ist wie im klassischen zweiwertigen Kalkül, nämlich daß 
Falschheit über W ahrheit dom inant ist. In unserem Fall heißt das, daß 
radikale Falschheit gegenüber minimaler Falschheit dominant ist, und daß 
minimale Falschheit gegenüber W ahrheit dominant ist. Damit erhalten  
wir die folgende Tabelle:
q
A 1 0 »
1 1 0 *
0 0 0 *
* * * *
Tabelle 2 : Konjunktion
Entsprechend ist die Disjunktion definiert, d.h. nach dem klassischen 
Prinzip, daß Wahrheit gegenüber Falschheit dom inant ist. In unserer 
Logik heißt dies, daß W ahrheit gegenüber minimaler Falschheit und 
minimale Falschheit gegenüber radikaler Falschheit dom inant ist. So­
mit erhalten wir die folgende Tabelle:
q
V 1 0 *
1 1 1 1
0 1 0 0
* 1 0 *
Tabelle 3: Disjunktion
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Man beachte, daß der klassische zweiwertige Kalkül vollständig intakt 
bleibt: solange nur minimale Negation verwendet wird und nur die Wahr­
heitswerte ‘0 ’ und ‘ 1 ’ in Betracht kommen, bleibt die vertraute Maschinerie 
unverändert. Dies heißt nichts weiter, als daß die zweiwertige Logik in 
Ordnung ist, solange alle Präsuppositionen erfüllt sind. Im normalen wis­
senschaftlichen Diskurs ist dies gewöhnlich der Fall. Oder eher: Äußerun­
gen, die im K on text einer wissenschaftlichen Disziplin gem acht werden 
und deren Präsuppositionen nicht erfüllt sind, bleiben außerhalb jedweden  
Kalküls, der in jener Disziplin verwendet wird. Solche Äußerungen werden  
ausgeschlossen, und die Angelegenheit wird nicht weiter verfolgt. Doch  
in der Sprache ist dem nicht so. Wenn wir annehmen, daß solche Äuße­
rungen in der normalen menschlichen Kom m unikation eine Rolle spielen 
und daß die Sprache also ein dreiwertiges System hat, kann ein guter Teil 
der Diskrepanzen zwischen der Sprache und der zweiwertigen Logik 
eliminiert werden.
Eine Mahnung ist hier am Platz hinsichtlich der in dieser Logik definierten  
O peratoren: es ist darauf zu achten, daß ‘a \ V ’ und andere tradi­
tionelle Symbole nicht auf die traditionelle Weise zu lesen sind. Ihre Defi­
nition ist durch Hinzufügung des dritten W ahrheitswertes verändert. Wenn 
auch der klassische Kalkül ein echter Teil des hier gegebenen Kalküls ist 
und daher die Theorem e der klassischen Logik aich in dieser Logik für die 
O peratoren, so wie sie in der klassischen Logik definiert sind, gelten, so 
gelten die Theorem e der klassischen Logik dennoch nicht allgemein in 
unserer Logik für die O peratoren, so wie sie hier definiert sind. Es wäre 
klarer gewesen, neue Symbole für unsere O peratoren einzuführen; doch  
hätte dies die Lesbarkeit des T extes beeinträchtigt. Wir werden also die 
O perator-Symbole, so wie sie hier definiert sind, verwenden.
Analog dem Im plikatonsoperator der klassischen Logik ‘D ’, der der Dis­
junktion des negierten Antezedens mit der Konsequenz äquivalent ist, 
können wir jetzt zwei Implikationsoperatoren definieren, radikale und 
minimale Implikation, je nach der verwendeten Negation. (Es ist wichtig, 
darauf hinzuweisen, daß bisher nichts impliziert ist hinsichtlich der logi­
schen Eigenschaften des Ausdrucks w enn  in natürlicher Sprache. Es ist 
ausreichend bekannt, daß die Beziehungen zwischen w enn  und ‘O ’, wie 
zwischen allen logischen O peratoren und ihren sprachlichen Gegenstücken, 
ziemlich gespannt sind.) Der O perator der minimalen Implikation wird 
wie folgt definiert:
3 (p .  q) = D e f v ( ~ p .  q)
8 4
Somit erhalten wir die folgende W ahrheitstabelle:
q
D 1 0 *
1 1 0 0
0 1 1 1
* 1 0 *
Tabelle 4 :  M inim alelm plikation
Radikale Implikation ist wie folgt definiert:
3  (p, q) = D ef V ( ~ p , q )  
mit der W ahrheitstabelle:
q
2 1 0 *
1 1 0 0
0 1 0 0
* 1 1 1
Tabelle 5 : Radikale Implikation
2 .1 . Tabelle 5 ist hinsichtlich einer formalen Definition der Präsupposition  
besonders interessant. Wie auch der Begriff der logischen Folge, so gehört 
der Begriff der Präsupposition der M etasprache des Kalküls an. Wir defi­
nieren ‘q folgt logisch aus p (oder ‘p I ( -  q’) dann und nur dann wenn es 
niemals der Fall ist daß p wahr ist und q falsch’. Nach logischem Usus, 
der durch Frege eingeführt wurde, verwenden wir den M etaoperator der 
logischen Folge ebenfalls als einstelliges Prädikat ( ‘Gültigkeit’) :  ‘ I h  p 
dann und nur dann wenn p immer wahr ist’. Der Ausdruck ‘immer wahr’ 
sagt hier, daß die Eigenschaften von p im Kalkül dafür sorgen, daß p wahr 
ist, und zwar unabhängig von jeglichem Referenzbereich, zu dem irgend­
eine Instantiierung von p in Bezug steht, lediglich aufgrund der Eigenschaf­
ten von p, wie es im Kalkül definiert ist. In unserem System  ist also v  
(p , ~  p) nicht gültig (oder: 11— (V (p, ~  p ) ) ist falsch). D.h. das Prinzip
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des ausgeschlossenen Dritten (PAD) gilt n icht; und zwar aus dem offen­
baren Grund, daß p den dritten W ert annehmen kann. D och I I—(V  
(p, V (~  p, ~  p ) ) ) ,  oder das äquivalente I I— ( V( V (p, ~  p), ~  p ))g ilt.8
Wenn wir aufgrund rein form aler Kriterien eine Menge von Propositionen  
P und eine Menge von Propositionen Q  auswählen könnten, derart daß 
es für alle p 6  P ein q £ Q gib t, so daß 11— Z> (p, q ), dann wäre es sinnvoll, 
diese besondere Form  der Gültigkeit auszusondern und mit einem beson­
deren Namen zu belegen. Doch es sieht nicht danach aus, als ob solche 
Mengen für minimale Implikation angegeben werden könnten; oder es 
sieht jedenfalls nicht danach aus, als ob dam it viel erreicht wäre. Minimale 
Implikation scheint allgemein für die Analyse natürlicher Sprache nicht 
viel zu bieten zu haben. Als Äquivalent für w enn  kom m t minimale Impli­
kation nicht in Frage, da keine A rgum entstruktur der folgenden Form  
bekannt ist: (a) w enn d er K önig von Frankreich  gern  fisch en  geht, ist 
Belgien eine R epu blik ; (b) es gibt keinen K ö nig  von Frankreich ; (c ) ergo  
ist Belgien eine R epublik .
Doch für 11— ¡2 (p , q) ist die Lage anders. Hier können wir eine Menge 
von Propositionen P und eine Menge von Propositionen Q  wählen, derart 
daß es für alle p €  P ein q £  Q gib t, derart daß D (p, q) immer wahr ist. 
Woran wir denken, sind natürlich Fälle, in denen man würde sagen wollen, 
daß p q präsupponiert. Es ist schnell einzusehen, daß Tabelle 5 hier die 
möglichen W ahrheitswert-Kombinationen für p und q angibt: wenn p q 
präsupponiert, ist entweder sowohl p als auch q wahr, oder p ist minimal 
falsch und q ist wahr, oder p ist radikal falsch (und der W ahrheitswert 
von q spielt keine Rolle). Es ist dam it begreiflich, daß wir versucht sind, 
nach einer formalen Charakterisierung von P und Q  innerhalb unseres 
Kalküls zu suchen, so daß wir die besondere Folgebeziehung der Präsuppo- 
sition ( > )  wie folgt definieren können:
p >  q genau dann wenn II— D  (p, q)
Um dies zu erreichen, müssen wir einige unorthodoxe Schritte nehmen. 
Insbesondere müssen wir den Begriff des Kalküls über seine üblichen 
Grenzen hinaus ausdehnen. Gewöhnlich arbeitet die form ale Logik im 
Propositionen-Kalkül mit unanalysierten atom aren Propositionen, und 
der Kalkül ist durch die wahrheitsfunktionalen Propositions-Operatoren  
definiert. Im Prädikatenkalkül erster Ordnung wird mit Analysen atom arer 
Propositionen gearbeitet, die m it Prädikatenvariablen, wahrheitsfunktio­
nalen Quantoren (die Individuenvariablen binden), und wahrheitsfunk­
tionalen Propositions-Operatoren arbeiten. McCawley (1 9 7 2 )  schlug vor, 
daß diese Trennung von Prädikaten- und Propositionen-Kalkül, wenn sie 
auch nicht inkorrekt sei, doch eine Verallgemeinerung, die beim Studium
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der logischen Aspekte der natürlichen Sprache von nicht-trivialem expla- 
natorischem Wert ist, unausgedrückt lasse. Es ist die Generalisierung, daß 
alle logischen Analysen, sowohl im Prädikaten- wie im Propositionenkal­
kül, so verstanden werden können, daß sie eine Prädikat-Argument- 
Struktur haben. E r b etrachtet die Propositions-Operatoren als Prädikate 
und ihre Operanden als Argumente. Ebenso sind Q uantoren Prädikate, 
die ihre propositionalen Funktionen als Argumente haben. Dies ist nicht 
nur vom logischen Standpunkt eine wohltuende Vereinheitlichung der 
beiden Kalküle, sie erlaubt uns auch den logischen Analysestrukturen  
etikettierte Baum strukturen im vertrauten linguistischen Sinne zuzu­
schreiben. Logische Analysen wurden dam it ein gutes Stück näher an die 
grammatische Theorie herangebracht, als es bisher der Fall gewesen w ar. 9
Wir können dieses Prinzip weiter ausweiten und noch drastischere Folgen  
herbeiführen. Die Behandlung logischer O peratoren als Prädikate führt 
natürlicherweise zu dem weiteren Schritt, alle lexikalen Prädikate einer 
Sprache, etwa des Deutschen, dem Kalkül einzufügen. Der Prädikaten- 
kalkül analysiert Propositionen dann nicht mehr m it Hilfe von Prädikaten- 
variablen, sondern unter Gebrauch tatsächlicher Prädikatensymbole. Die 
Carnapsche Unterscheidung zwischen Bedeutungspostulaten und Regeln 
des Schließens verschwindet damit. McCawley (dem nächst, Kapitel 1) 
verteidigt diesen Gedanken, jedoch ohne weiter Gebrauch davon zu 
machen. Die traditionelle Ansicht, daß der form ale Charakter der Logik 
genau dadurch erhalten wird, daß lexikale Prädikate nicht in logischen 
Analysen auftreten, ist nur insoweit korrekt, als lexikale Prädikate keine 
formalen Schlüsse erlauben. Lexikale Prädikate erlauben jedoch formale 
Schlüsse, und dam it besteht im Prinzip kein Hinderungsgrund, sie in das 
logische Vokabular aufzunehmen. Nach unserer Definition der Gültigkeit 
müssen analytische Propositionen also gültig sein, vorausgesetzt ihr ana­
lytischer Charakter kann strukturell aufgezeigt werden. Selbstverständ­
lich sind nur wenige Prädikate in dem Sinn wahrheitsfunktional, daß die 
W ahrheitswerte von Propositionen, die solche Prädikate führen (vgl.
Anm. 14 ), entweder aus den W ahrheitswerten oder den Satisfaktions­
klassen der Argumente folgen (W ahrheitsfunktionalität im propositio­
nalen bzw. quantifikationalen Sinn). D och W ahrheitsfunktionalität ist, 
wenn auch eine starke und hinreichende, so doch keine notwendige Be­
dingung für logisches Schließen. Wir haben Inferenzsysteme für modale 
Prädikate, Glaubensprädikate, Präferenzprädikate, Zeitprädikate und 
sogar für M achtsprädikate . 1 0
Wenn wir som it das Vokabular unserer logischen Sprache um die Prädi­
kate des Lexikons einer natürlichen Sprache erw eitert haben11, brauchen 
wir, um Präsupposition als besondere Form  der logischen Folge zu defi­
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nieren, sie nur noch auf strukturell regelmäßige A rt mit Eigenschaften  
von Prädikaten zu verbinden. Dies können wir tun, indem wir jedem  
Prädikat nicht nur eine Menge von Wahrheitsbedingungen, sondern auch 
eine (möglicherweise leere) Menge von Vorbedingungen für seine Argu­
mente zuschreiben. Wir stipulieren, daß der dritte W ahrheitswert vorliegt, 
wenn diese Vorbedingungen nicht erfüllt sind. Präsuppositionsversagen 
fällt somit zusammen mit dem, was normalerweise ein Kategorienfehler 
heißt. Wir müssen uns hier m it ein paar Beispielen begnügen.
Jene Präsuppositionen, die besonders in der linguistischen Literatur dis­
kutiert wurden, sind vom gegenwärtigen Standpunkt her unproblematisch. 
Beschuldigen  beispielsweise12  sagt wahrheitskonditional aus, daß das 
Objekt der Urheber einer Handlung ist, verlangt jedoch präsuppositional, 
daß jene Handlung moralisch verwerflich ist. Ein A ttentat a u f  jem anden  
verüben sagt aus, daß das Subjekt (das menschlich sein muß) das Objekt 
(das ebenfalls menschlich sein muß) ungesetzlich und m it V orbedacht 
tö tet, verlangt jedoch präsuppositional, daß das Objekt von beträcht­
lichem Sozialstatus ist.Das deutsche Prädikat blond  bezeichnet nicht 
nur eine Farbe, deren Eigenschaften mittels Wahrheitsbedingungen an­
gegeben werden können, es verlangt auch, daß das Subjekt ein Mensch 
ist (so daß das Prädikat auf das Haar des Menschen zu trifft); die gleiche 
Farbe erhält andere Namen, wenn sie bei Subjekten anderer Kategorien  
auftritt: gelb, sandfarben  etc. Das englische bald  verlangt ein Subjekt, 
das normalerweise Haar hat. Seine deutsche Übersetzung kahl jedoch  
ist den Präsuppositionen nach weniger restriktiv: hier reicht es aus, wenn 
das Subjekt normalerweise m it Haar, Blätter od er wie auch immer be­
wachsen ist. Wir können von kahlen Feldern , kahlen B äum en, kahlen  
Bergen  etc. sprechen, jedoch lediglich in stark m arkierter M etapher im 
Englischen von bald fields, bald trees, bald hills. Die Faktivität von Prä­
dikaten ist, wie bekannt ist, lexikal festgelegt.
Eine besondere Gruppe bilden die sogenannten Existenz-Präsuppositio- 
nen13, die vornehmlich in der philosophischen Literatur besprochen  
sind; dies wegen der offenbaren philosophischen Implikationen der Sache. 
Sie waren es in der T at, die an der Wiege der präsuppositionalen Seman­
tik standen. Auch Existenzpräsuppositionen werden, wenngleich sie ge­
wöhnlich mit dem bestimm ten D eterm inator, insbesondere dem be­
stimmten Artikel assoziiert werden und angenommen wird, daß sie dort 
ihren Ursprung haben, viel günstiger behandelt, wenn sie als Vorbedin­
gungen angesehen werden, die mit dem Prädikat verbunden sind, das 
von dem entsprechenden Nominalausdruck prädiziert wird. Kahl oder 
weise z.B. verlangen wirklich bestehende Subjekte (außerhalb inten- 
sionaler K on texte jedenfalls), so daß ein Kategorienfehler auftritt,
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sobald sie von nicht-existenten Dingen wie ‘dem gegenwärtigen König 
von Frankreich’ behauptet werden. Doch ähnlich sehen  z.B. verlangt 
von seinen Subjekten und Objekten keine wirkliche Existenz; wir kön­
nen ohne Kategorienfehler, d.h. wahrheitsgemäß oder m it minimaler 
Falschheit behaupten, daß Sankt Nikolaus dem W eihnachtsmann ähnlich 
sieht; dies unabhängig davon, daß keiner von beiden wirklich existiert. 
Alles was ähnlich sehen  verlangt, ist, daß Subjekt und Objekt intensional 
definiert sind, d.h. in einem kohärenten Diskurs oder einer kohärenten  
Geschichte auftreten. Einige Verben lassen intensionale Objekte zu, ver­
langen jedoch wirklich existierende Subjekte: jagen, suchen, denk en  an, 
glauben an etc. Auch hier wiederum ist nur eine intensionale Definition  
des Objekts verlangt und keine Existenz in der Wirklichkeit. Ebenso 
verlangt das Prädikat existieren  keine wirkliche Existenz seines Subjekts, 
sondern nur eine intensionale Definition. Wenn dies anders wäre, kämen 
wir in Schwierigkeiten: wenn existieren  ein wirkliches Subjekt verlangen 
würde, könnte eine Behauptung wie Gott existiert niemals minimal falsch 
sein, sondern könnte nur die Werte ‘radikal falsch’ oder ‘w ahr’ haben.
Ich schlage damit vor, alles Präsuppositionale in der Sprache als aus lexi- 
kalen Vorbedingungen entstehend anzusehen, die sich auf die Kategorien­
zugehörigkeit von Argumenten von Prädikaten beziehen. Mit der Hinzu­
fügung von lexikalen Prädikaten zum logischen Vokabular werden wir in 
der Lage sein, form al zu definieren, was es heißt, daß p q präsupponiert 
(p >  q). ‘p >  q’ ist definiert als’ 11— D  (p, q )’. Die für diese Gültigkeit 
benötigte Menge P enthält diejenigen Propositionen unserer logischen 
Sprache L L , die Prädikate mit präsuppositionalen Vorbedingungen be­
züglich des einen oder anderen ihrer Argumente führen14; und die Menge 
Q  enthält alle präsuppositionalen Vorbedingungen, die im Lexikon for­
muliert sind.
2 .2 . Wir können jetzt etwas zu dem bekannten Projektionsproblem sagen,
d.h. zu dem Problem, welche der Präsuppositionen von Teilsätzen zusam­
mengesetzter Sätze Präsuppositionen des zusammengesetzten Satzes 
bleiben und welche herausgefiltert werden. Zu diesem Problem besteht 
ein Großteil L iteratur15, und eine ganze Reihe Lösungen ist vorgeschlagen 
worden. Viele A utoren sind sich darin einig, daß Karttunens ursprüng­
liches System von Stöpseln, Löchern und Filtern (plugs, holes, filters) ein 
“ sehr differenzierter doch im Wesentlichen ein ad hoc Versuch war, ein 
noch weniger angemessenes semantisches System auszuflicken” 16 . Und 
alle A utoren sind sich darin einig, daß Karttunens System  unangemessen 
war. In diesem Zusammenhang ist es bemerkenswert, daß unser Kalkül 
— soweit er bisher entwickelt ist — das Projektionsproblem wenigstens 
teilweise eliminiert.
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Wir können für unseren Kalkül das folgende Theorem  form ulieren:
Th-1 Wenn p >  q UND q >  r dann p >  r
D.h. die Präsuppositions-Relation ist transitiv. Der Beweis ist offensicht­
lich: wenn sowohl die W ahrheit wie die Falschheit von p die Wahrheit 
von q garantiert, und wenn die Wahrheit oder Falschheit von q die Wahrheit 
von r garantiert, dann muß die W ahrheit oder Falschheit von q die Wahrheit 
von r garantieren. Dies ist für das Projektionsproblem insofern relevant, 
als es sich auf die Fälle bezieht, in denen q ein Nebensatz von p ist, wie 
z.B. bei Faktiva. Hiermit ist erklärt, warum (3 5 )  folgt, unabhängig davon, 
ob (3 4 a ) oder (3 4 b ) wahr oder minimal falsch ist:
(3 4 )  a. Julius bem erkte, daß  seine Fahrkarte nicht m ehr
gültig war.
b. Daß seine Fahrkarte nicht m eh r gültig war, überraschte
Julius.
(3 5 ) Julius hatte eine Fahrkarte, die gültig gew esen war.
Nehmen wir (3 4 a ) oder (3 4 b ) als p und den Nebensatz (daß seine F a hr­
karte nicht m ehr gültig w a r) als q. Und nehmen wir (3 5 )  als r. Nun gilt 
p >  q aufgrund der Faktivität von bem erken  und überraschen. Ebenfalls 
gilt q >  r aufgrund von gültig und nicht m ehr. Th-1 erlaubt uns, auf 
p >  r zu schließen.
In Karttunens Terminologie sind faktive Prädikate Löcher, da sie alle 
Präsuppositionen ihrer Nebensätze durchlassen. Diese Loch-Eigenschaft 
ist nun m it der Transitivität der Präsuppositionen erklärt (T h -1). Andere 
Löcher wären Aspektverben wie etwa anfangen  oder aufhören  und auch  
Implikativa17  wie etwas schaffen  oder etwas fertigbringen . Th-1 erklärt 
einige dieser Löcher wie etwa aufhören  + zu + IN F, oder aufgeben  + zu  
+ INF. Diese haben nicht nur die Präsupposition, daß die Objekt-Neben­
sätze durativ oder repetitiv sind, sondern auch die Präsupposition, daß 
das Subjekt die im Objekt-Satz genannte A ktivität eine ganze Weile aus­
geübt hat. Entsprechend folgt (3 6 b ), wenn (3 6 a ) wahr ist oder minimal 
falsch ist:
(3 6 )  a. Trudi hörte auf, ihren M ann über ihre A ffä ren  a u f dem
laufenden zu halten.
b. Trudi hatte einen M ann, un d  auch A ffä ren .
Nehmen wir (3 6 a ) als p und Trudi p flegte  ihren M ann über ihre A ffä ren  
a u f dem  laufenden zu halten  als q, und nehmen wir (3 6 b ) als r. Nun 
garantiert die Transitivität der Präsupposition, daß p >  r.
9 0
Th-1 trägt jedoch nicht solchen Löchern Rechnung wie dem Aspektverb  
anfangen  (in seinen zwei Bedeutungen; vgl. Perlm utter 1 9 7 0 ). D .h., wenn 
ich in der Annahme richtig gehe, daß anfangen  nicht die Präsupposition 
hat, daß das Subjekt jemals getan hat, was im Objekt-Satz ausgesagt wird 
(vgl. E r fin g  nicht einm al an zu produzieren). Ebenfalls wird dem impli- 
kativen Aspektverb etwas schaffen  18  nicht Rechnung getragen, das, wie 
mir scheint, die Präsupposition hat, daß das Objekt m it gewisser Mühe 
versucht, das zu tun, was im Objekt-Satz ausgedrückt ist, und das aussagt, 
daß das Subjekt darin Erfolg hat.
Für diese Fälle haben wir das Theorem :
Th-2 Wenn p 11— q UND q >  r dann p I I— r
D.h. wenn q aus p logisch folgt und r von q präsupponiert wird, dann 
folgt r aus p (wird jedoch nicht von p präsupponiert) . 19  Wenn (3 7 a ) wahr 
ist, folgt also (3 7 b ):
(3 7 )  a. Jürgen schaffte es, mit dem  Gespenst, das im Turm  hauste, 
ins Gespräch zu kom m en.
b. Im  Turm  w ohnte ein Gespenst.
Aus (3 7 a ) folgt, daß Jürgen mit dem Gespenst, das im Turm  hauste, ins 
Gespräch kam ; dies aufgrund des assertiven (wahrheitskonditionalen) 
Inhalts von etwas schaffen. Diese Folgerung präsupponiert ihrerseits 
(3 7 b ). Daher also die Tatsache, daß (3 7 b ) folgt. Interessanterweise folgt 
(3 7 b ) jedoch nicht, wenn (3 7 a ) minimal falsch ist. 2 0  Es war damit dann 
von Anfang an nicht ganz korrekt, etwas schaffen  (bzw. anfangen) als 
Löcher zu klassifizieren.
Im Prinzip haben wir damit Karttunens L öcher behandelt. Ihre Eigen­
schaften hinsichtlich ihrer Durchlässigkeit für Präsuppositionen folgt 
direkt aus dem Kalkül, soweit er bisher form uliert ist. Weiterhin hat 
Karttunen die Kategorie der Stöpsel: d.h. Prädikate, die die Präsuppo­
sitionen der Kom plem entsätze blockieren. Diese Klasse deckt sich mit 
dem, was Morgan (1 9 6 9 )  die Klasse der “W elt-eröffnenden” Verben 
nannte, und dem was wir “ intensionale Verben” nennen werden, also 
etwas sagen, glauben, träum en, müssen, können , dürfen.
Es sieht ganz danach aus, als wären Verben, die ein Nebensatzkomple­
ment verlangen und nicht-faktiv, nicht-aspektuell und nicht wahrheits­
funktional sind, intensionale Verben . 21  Sie sind nicht dadurch charak­
terisiert, daß sie alle Präsuppositionen des Komplementsatzes durchlassen 
oder blockieren, sondern dadurch, daß sie sozusagen einen Teilbereich  
der Interpretation, einen intensionalen Interpretationsbereich eröffnen. 
D.h. daß die Präsuppositionen des Komplementsatzes einfach die des
größeren Interpretationsbereichs des jeweiligen intensionalen Prädikats 
sind (möglicherweise des Wahrheitsbereichs der wirklichen W elt), solange 
kein vorgängiger K on text einen neuen Teilbereich der angebenen A rt spezi­
fiziert hat. In solchen Fällen sind diese Verben keine Stöpsel, sondern 
Löcher. Ohne weitere Angabe dessen, was B ert glaubt, präsupponiert (3 8 a )  
(3 8 b ):
(3 8 ) a. Bert glaubt, daß sein Sohn in K en tu ck y  w ohnt.
b. B ert hat einen Sohn.
Wenn jedoch eine vorgängige Angabe von Berts Annahmen stattgefunden  
hat, derart daß die Präsuppositionen des Kom plem entsatzes nur in Berts 
Glaubenswelt erfüllt sind und nicht in dem übergeordneten Bereich (bzw. 
der W elt), dann verhält sich das intensionale Prädikat wie ein Stöpsel. 
Angenommen ich habe behauptet, daß Bert glaube, es gebe einen zehnten 
Planeten, den er Minerva nennt. Dann kann ich m it (3 9 a ) fortfahren, ohne 
dabei (3 9 b ) zu präsupponieren:
(3 9 )  a. Bert glaubt, daß d er  Planet M inerva bew ohnt ist.
b. Es gibt einen Planeten Minerva.
Dies gilt für alle intensionalen Verben, einschließlich der modalen Prädi­
kate der Notwendigkeit und M öglichkeit. 2 2  Wir können die relative 
Selbständigkeit der intensionalen Teilbereiche hinsichtlich der Wahrheits­
wert-Zuschreibung und allgemein hinsichtlich semantischer Interpretation  
mit Hilfe von Morgans Beispielen (1 9 6 9 :1 7 1 f .)  vorführen (wir geben hier 
deutsche Entsprechungen):
(4 0 )  a. ! Ich  träum te, daß  d er  gegenw ärtige K önig von
Frankreich  kahl sei.
b. Ich träum te, daß es einen K önig von Frankreich g eb e  
und daß er kahl sei.
c. ! Ich  träum te, daß d er gegenw ärtige K önig von Fran k­
reich kahl sei und  daß es einen K ö nig  von Frankreich  gebe.
In (4 0 a ) präsupponiert der Kom plem entsatz, daß es einen König von 
Frankreich gibt. Vorausgesetzt, der von träum en  eröffnete Teilbereich  
ist neu, überträgt sich diese Präsupposition auf den ganzen Satz. In (40b ) 
wird der (wie wir annehmen wollen) neue Teilbereich zunächst m it einem  
König von Frankreich bevölkert (daß es einen K ö nig  von Frankreich  g eb e ), 
und das zweite Konjunkt des Teilbereichs (daß e r  kahl s e i ) kann nun ohne 
Präsuppositionsversagen interpretiert werden. (4 0 a ) haben wir mit einem  
Ausrufezeichen m arkiert, da seine Präsupposition in der wirklichen Welt 
nicht erfüllt ist, d.h. in dem übergeordneten Bereich gibt es keinen König
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von Frankreich. (4 0 b ) jedoch leidet nicht unter einem solchen Präsuppo- 
sitionsversagen: die Präsupposition ist in dem Teilbereich erfüllt. Für 
(4 0 c )  ist dies nicht der Fall. D ort enthält der Teilbereich dieselben Kon- 
junkte wie in (4 0 a ), jedoch in umgekehrter Reihenfolge.
2 .3 . Um solche Phänomene richtig behandeln zu können, brauchen wir 
form ale Definitionen der Begriffe “ Intension” und “ Interpretationsbe­
reich” (IB ) . 2 2  Hier müssen wir uns jedoch auf eine informelle Beschrei­
bung beschränken. Diese Begriffe, soviel muß deutlich sein, stehen in der 
hier vorgestellten logisch-semantischen Theorie absolut zentral.
Wir wollen den Begriff der Intension so definieren, daß wir dem intuitiven 
Begriff dessen “ was die Proposition sagt” gerecht werden. Zu diesem 
Zweck sprechen wir von “ direkter Folge” , d.h. von all dem, was aus einer 
Proposition folgt ohne Zuhilfenahme logischer Mittel. Wenn wir also die 
Proposition'Grün (der A p fel)’ als wahr annehmen, ist die direkte Folge 
oder Intension die Zugehörigkeit des von dem Ausdruck des A p fels  be- 
zeichneten Objekts zur Klasse der grünen Dinge. Dies jedenfalls im ein­
fachsten extensionalen Fall von Bereichen, um deren W ahrheitswert, d.h. 
um deren Beziehung zur wirklichen Welt es geht. D och wir benötigen  
Intensionen auch für Bereiche, die in übergeordnete (intensionale) Be­
reiche eingebettet sind. Wir wollen also sagen, daß die direkte Folge oder 
Intension einer Proposition durch dasjenige definiert ist, was der Fall ist, 
wenn die Proposition wahr ist. Doch diese Formulierung ist noch zu weit, 
da wir ja Intensionen auf das beschränken wollen, was ohne Zuhilfenahme 
logischer Mittel erm ittelt werden kann. Der Grund für diese Absicht ist 
klar: Wenn Fritz glaubt daß p, dann wollen wir p, d.h. den Gegenstand 
seines Glaubens, durch die Intension von p charakterisieren. Doch wenn 
die Intension alles das ist, was der Fall ist, wenn p wahr ist, einschließlich 
aller logischen Folgen aus p, dann wäre es für Fritz und für jedermann  
unmöglich, inkohärente Glaubensannahmen zu machen. Und wir wissen, 
daß viele Menschen solche Annahmen machen, die inkompatible Propo­
sitionen enthalten. Wenn wir also Glaubensobjekte als Intensionen defi­
nieren wollen, dann können Intensionen nicht als Mengen aller Folge­
rungen von gegebenen Propositionen angegeben werden, sondern müssen 
auf so etwas wie direkte Folgen beschränkt werden. Karttunen (1 9 7 4 :1 8 4 )  
spricht einfach von der “ logischen F o rm ” , die einem K on text “ hinzuge­
fügt” wird. Er erklärt jedoch nicht was das heißt, einem K on text eine 
logische Form  “ hinzuzufügen” .
Es ist viel leichter einzusehen, was mit Intension oder direkter Folge 
gemeint ist, wenn wir nicht daran denken, was der Fall ist, sondern da­
ran, was mit Hilfe von p konstruiert oder was durch p ausgedrückt wird,
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je nachdem, ob wir den Standpunkt des Hörers oder des Sprechers ein­
nehmen. Wir können eine Proposition vom Sprecher her als den Ausdruck  
eines mentalen Prozesses sehen (eines Gedanken vielleicht), und, was den 
Hörer angeht, als ein Programm zur Konstruktion des gleichen oder eines 
analogen mentalen Prozesses. Dieser Prozeß kann, wenn wir dies wollen, 
einem W ahrheitstest unterworfen werden und kann dann einen Wahrheits­
w ert erhalten, einen von dreien. Logische Probleme treten hierbei nicht 
auf.
Intensionen benötigen wir vor allem für zwei Zwecke. Erstens definieren 
sie, wie gesagt, die Objekte intensionaler Verben. Die direkteste Möglich­
keit, dies zu erreichen, ist die Stipulation, daß die Intension von p die 
Extension oder das Referenzobjekt von p ist. (Frege ta t dies zwar für 
eingebettetes p, nahm jedoch für p in absoluter Verwendung den Wahr­
heitswert als Extension). Zweitens werden IB aus Intensionen aufgebaut. 
Ein IB wird durch die fortlaufende Akkumulation der Intensionen eines 
kohärenten Textes aufgebaut. Der IB entw ickelt sich w eiter mit der F o rt­
führung des kohärenten Diskurses; sozusagen als eine gemeinsame kogni­
tive Struktur von Sprecher und Hörer. Wenn wir uns in die Lage des Hörers 
versetzen, sehen wir, daß der Effekt einer Proposition p oder dessen, was 
mittels p konstruiert wird, entweder in der Eröffnung eines neuen IB 
besteht (dann nämlich, wenn wir keinen vorgängigen Diskurs haben), 
oder aber in der Erweiterung eines laufenden IB. Die Intension von p 
determiniert genau, welchen Beitrag p zu einem vorhandenen oder neuen 
IB liefert, d.h. welche Folgerungen dem IB hinzugefügt werden. Wenn p 
Es gibt einen K önig von Frankreich  ist, dann wird der IB mit der Folge­
rung, daß es einen König von Frankreich gibt, angereichert. Wir möchten  
nun, daß diese Anreicherung ausreicht, die präsuppositionellen A nforde­
rungen zu erfüllen: wenn es gelingt, dies zu erreichen, dann haben wir 
erklärt, warum (4 0 b ) nicht als Präsuppositionsversager empfunden wird, 
obgleich es in der wirklichen Welt keinen König von Frankreich gibt.
Wir lassen also den Begriff der Präsupposition von Bereichen abhängen. 
Wenn wir z.B. sagen, kahl präsupponiere, daß sein Subjekt tatsächlich  
existiert (und normalerweise mit Haar etc. bewachsen ist), nehmen wir 
dies als Abkürzung des Ausdrucks ‘kahl präsupponiert, daß der Bereich, 
in dem es auftritt, zur Folge hat, daß das Subjekt von kahl tatsäch­
lich existiert und normalerweise (m it Haar etc .) bewachsen ist’. 
Angenommen nun, daß in (4 0 b ) durch das Hauptverb träum en  ein 
neuer Teilbereich eingeführt wird, dann treten für uns keine Probleme 
auf, denn nach dem ersten Konjunkt des Komplements von träumen  
folgt aus dem Teilbereich, daß es einen König von Frankreich gibt; und
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dies unabhängig davon, ob das in der wirklichen Welt der Fall ist oder 
nicht. Die Welt kom m t nicht eher ins Spiel, als wir dam it beginnen, Wahr­
heitswerte zuzuschreiben. Das Entscheidende ist, daß die tatsächliche Zu­
schreibung von W ahrheitswerten nichts als ein marginaler Fall ist; aber der 
ganze Apparat, mit dessen Hilfe wir Äußerungen verstehen und interpre­
tieren, scheint als Funktion möglicher Wahrheitswert-Zuschreibungen  
aufgebaut zu sein.
In diesem Zusammenhang müssen wir unterscheiden zwischen der Identi­
fikationsfunktion des bestimm ten Determ inators, insbesondere des be­
stim mten Artikels, und den Existenzpräsuppositionen. Wir haben oben 
dafür argum entiert, daß Präsuppositionen nicht am bestimm ten Deter- 
minator, sondern an Prädikaten festgem acht werden sollten. Die Rolle 
des bestimm ten D eterm inators ist eine rein kontextuelle: wenn ein ge­
gebener IB ein Elem ent oder eine Menge von Elem enten enthält, die 
unmißverständlich durch ein einfaches oder komplexes Prädikat charak­
terisiert werden können, dann ist der definite D eterm inator das rechte 
Mittel, um dies zu tun. Hiermit wird der Sprecher/H örer in die Lage ver­
setzt, genau auszumachen, auf welche intensionalen Objekte ein gegebenes 
Prädikat zutrifft. Wenn ein bestim m ter Nominalausdruck ein Elem ent 
oder eine Menge von Elem enten charakterisiert, die sich nicht im laufen­
den IB befinden, wird der T e x t uninterpretierbar. Aus den bisherigen 
Ausführungen folgt, daß wenn ein gegebener IB wahr ist, d.h. wenn seine 
Folgerungen alle wahr sind, daß dann die in ihm auftretenden intensio­
nalen Elem ente (nicht notwendigerweise jedoch die in seinen Teilbereichen 
auftretenden Elem ente) wirklichen Entitäten entsprechen. (Die Entspre­
chung ist nicht immer direkt: wir können es m it intensionalen Entitäten wie 
‘dem D urchschnittsdeutschen’ zu tun haben). Die Frage, genau welche 
wirklichen Entitäten in solchen Fällen eine Rolle spielen, ist die große 
Frage der Referenz. Wenn wir je tz t die Frage nach dem Ursprung der 
Referenz (d.h. danach, wie intensionale Elem ente überhaupt m it Enti­
täten der wirklichen Welt in Zusammenhang gebracht werden) beiseite 
lassen, sehen wir leicht, daß, sobald eine Referenzbeziehung einmal ge­
geben ist, der definite D eterm inator ein unentbehrliches Instrument zur 
Aufrechterhaltung der Referenz ist: eine gegebene Referenzbeziehung 
wird im Verlauf eines kohärenten T exts m it Hilfe der identifizierenden 
Funktion des bestimm ten D eterm inators aufrechterhalten.
2 .4 . Selbstverständlich könnte und sollte noch sehr viel mehr über diese 
Dinge gesagt werden. D och wir müssen uns auf die naheliegendsten 
Probleme beschränken. Unser Exkurs auf das Gebiet der Intensionalität 
war durch das Projektionsproblem hervorgerufen worden, und wir wer­
den im Folgenden davon Gebrauch machen, ohne jedoch in diesem Auf-
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satz zu einer systematischen Behandlung kommen zu können.
Kehren wir also zu Karttunens Stöpsel zurück. Wenn wir annehmen, 
daß Stöpsel, also intensionale Prädikate, neue Teilbereiche der Inter­
pretation eröffnen, ist damit klar, daß Präsuppositionen möglicherweise 
nur im jeweiligen Teilbereich erfüllt sind, ohne im übergeordneten Be­
reich erfüllt zu sein. Mit anderen W orten, wenn p eine Proposition im 
Teilbereich ist und p ^  q, dann können wir zwar für den Teilbereich  
folgern, daß q aber nicht für den höheren Bereich. Und genau dies ist 
mit dem Ausdruck gemeint, daß diese Prädikate Stöpsel seien. Doch wie 
können wir erklären, daß Präsuppositionen sich vom Teilbereich auf den 
übergeordneten Bereich übertragen, wenn der Teilbereich neu ist, wie in 
(3 8 a ) oder (40 a )?  Bisher haben wir für diese Klasse von Fällen in denen 
sich die Stöpsel wie Löcher verhalten, keine Vorkehrungen getroffen. 
Doch die Frage ist für die Semantik zentral. Vorläufig stipulieren wir, 
daß neue Teilbereiche mittels intensionaler Prädikate an den höheren  
Bereich angeschlossen werden und daß jeder neue Teilbereich damit be­
ginnt, daß er alle Folgerungen vom höheren Bereich ererbt. Im Lexikon  
kennzeichnen wir intensionale Prädikate als intensional hinsichtlich spe­
zifischer Komplementsätze. Nun folgt, daß (3 8 a ) (3 8 b ) präsupponiert, 
vorausgesetzt, daß der Teilbereich neu ist. D.h. für die W ahrheit oder 
minimale Falschheit von (3 8 a ) ist es nötig, daß (3 8 b ) wahr ist. 2 4  Doch  
wenn der Teilbereich nicht neu ist, wie in (3 9 a ), dann braucht die ent­
sprechende Präsupposition (3 9 b ) nicht in dem höheren Bereich erfüllt zu 
sein, um (3 9 a ) entweder wahr oder minimal falsch sein zu lassen. Hier 
muß die Präsupposition im bestehenden Teilbereich erfüllt sein, um die 
Wahrheit oder minimale Falschheit von (3 9 a ) zu erlauben.
Dies ist eine vereinfachte Wiedergabe meiner Vorschläge zur Behandlung 
von Karttunens Stöpseln. Es muß jedoch darauf hingewiesen werden, daß 
manche Prädikate, die tatsächlich intensional sind, Löchern täuschend  
ähnlich sehen. Ich denke hier an Verben wie sich w eigern, erlauben, b e ­
schließen. Sie können bei einer ersten Beurteilung leicht als Löcher 
durchgehen, da — wenn auch fälschlich — die Sätze in (4 1 )  für das naive 
Auge (4 2 ) zu präsupponieren scheinen:
(4 1 ) a. A n to n w eigerte sich, seine Frau zu schlagen.
b. A n to n erlaubte seiner Frau, zur K irche zu gehen.
c. A n to n beschloß, seine Frau im Krankenhaus zu besuchen.
(4 2 )  A n to n  hatte eine Frau,
In der T at präsupponieren jedoch die Sätze in (4 1 )  (4 2 )  nur dann, wenn 
der Teilbereich neu ist. Und aus Gründen, die mit dieser Welt und nicht
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m it dem Sprachsystem zu tun haben, ergibt es sich zufällig so, daß Teil­
bereiche, die von diesen Verben eröffnet werden, ausnahmsweise nicht 
neu sind; dies im Unterschied zu Verben wie sagen, glauben  oder möglich. 
Wir können uns sehr gut vorstellen, daß Anton paranoid ist und in seiner 
eigenen Phantasiewelt lebt, in der er m it einer imaginären Frau verheiratet 
ist, und wo sich so allerlei Dinge abspielen. Ich kann dann wahrheitsgemäß  
oder minimal falsch jeden der Sätze in (4 1 )  behaupten, ohne daß präsuppo- 
niert wäre, daß Anton tatsächlich eine Frau hat. (Pirandellos Schauspiel 
“ Heinrich IV ” gibt uns ein hübsches dramatisch ausgespieltes Beispiel 
einer Person, die hinsichtlich nicht-existenter Personen Dinge verweigert, 
erlaubt oder beschließt.). Man beachte, daß hier ein Problem auftreten  
würde, wenn diese Verben Löcher wären, da weder sich weigern, noch  
erlauben, noch beschließen  ihre Komplementsätze weder präsupponieren  
noch als Folgerungen haben, und daß entsprechend Th-1 und Th-2 nicht 
anwendbar sind.
Was nun noch vom Projektionsproblem übrig bleibt, ist der verwirrende 
Fall der Filter, die deshalb so genannt werden, weil sie manchmal Prä- 
suppositionen durchlassen und manchmal nicht (doch, wie wir soeben 
gesehen haben, gilt für Stöpsel das gleiche). Diese Klasse besteht aus 
und, oder  und wenn. Wir können hier aus Platzgründen nicht auf dieses 
Problem eingehen, da zunächst weitere Untersuchungen nötig wären, um 
etwas Klarheit über die logischen Entsprechungen der Filterprädikate zu 
schaffen. Es kann keineswegs davon ausgegangen werden, daß die Ent­
sprechungen einfach a  , V und zs wären.
2 .5 . Es folgen jetz t noch einige Bemerkungen über das offensichtliche 
Problem, wie die Komm unikation in einer einigermaßen intelligenten und 
reibungslosen Form  verlaufen kann, wenn doch die Negation hinsichtlich 
ihrer minimalen und ihrer radikalen Interpretation ambig ist. Woher 
kom m t die Disambiguierung? Die A ntw ort liegt im Prinzip in der T at­
sache, daß in normaler Komm unikation die Erwartung dominiert, daß 
die Gesprächspartner nichts Irrelevantes sagen. Wir übersetzen dies in 
unseren Kalkül und sagen, daß eine Proposition nur dann relevant ist, 
wenn sie einen klassischen Wahrheitswert hat (d.h. minimal falsch oder 
wahr ist),oder, allgemeiner, daß ihre Präsuppositionen erfüllt sein müssen. 
Dies bedeutet, daß wenn gilt p >  q, ein Hörer aud q schließen wird, wenn 
~  p gegeben ist (d.h. in dem vorliegenden Bereich ist), aufgrund der A n - 
n ä h m e , d a ß  d e r  S p r e c h e r ,  w e n n  e r  ~ p  ä u ß e r t ,  
e t w a s  R e l e v a n t e s  s a g t .  Dies ist eine minimale pragmatische 
Annahme für reibungslose sprachliche Komm unikation. Vorausgesetzt 
der Sprecher sagt mit ~  p etwas, das relevant ist, folgt q aus dem bloßen 
Äußern von ~  p (innerhalb des IB) genau dann wenn p >  q.
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Wir nehmen weiterhin an, daß die Interpretation sich ausschließlich 
mit den zwei klassischen Wahrheitswerten begnügt; es sei denn, daß 
dann ein Widerspruch auftritt, oder allgemein: eine Absurdität, oder 
daß dann eine Proposition nicht falsch sein kann und also trivial wahr 
ist. Wir fallen also auf radikale Negation nur zurück, wenn wir dazu ge­
zwungen sind, um eine K ontradiktion, eine Absurdität oder eine triviale 
Wahrheit zu vermeiden — vorausgesetzt die Sprache und die Satzstruktur 
lassen dies zu. Entsprechend wird die betonte Negation in
(1 )  D er K ö nig  von Frankreich  ist nicht kahl; es g ibt keinen  
K önig von Frankreich.
(2 ) Harry bedauert nicht, daß seine Katze gestorben  ist; 
sie ist nicht gestorben .
als radikale Negation interpretiert, da bei minimaler Negation ein Wider­
spruch auftreten würde. In (1 3 )  jedoch
(1 3 )  Harald w ohnt nicht m eh r in Paris; e r  ist noch  nie in 
Frankreich gew esen.
oder auch in (1 5 )  - (1 8 )  oben ist eine Interpretation als radikale Negation 
aufgrund des A uftretens der NPA ausgeschlossen. Bei PPA unter Negation, 
wie oben (1 4 )  oder (2 1 ) ,  ist eine Interpretation als minimale Negation  
ausgeschlossen: dort m acht der Sprecher durch seine Auswahl eines PPA  
unter der Negation deutlich, daß der nicht-negative Satz eine unerfüllte 
Präsupposition hat und damit (im gegenwärtigen IB) irrelevant ist. (Daher 
wahrscheinlich auch der Echo-Effekt des nicht-negativen Satzes in seiner 
radikal negierten Version). Wir fassen nun die zwei Annahmen, daß radi­
kale Falschheit keine Funktion in der Komm unikation hat und daß radi­
kale Negation herangezogen wird lediglich zur Vermeidung von radikaler 
Falschheit, K ontradiktion, Absurdität oder trivaler Wahrheit unter dem  
Namen “ p r a g m a t i s c h e s  P r i n z i p ” zusammen.
Das pragmatische Prinzip trägt der Tatsache Rechnung, daß in
(4 4 ) Hans w eint um  den  Tod seines K aninchens; e r  hat nicht bem erkt, 
daß es n o ch  leb t.25
unter normalen Kommunikationsbedingungen die minimale Interpretation  
ausgewählt wird, so daß (4 4 )  zur Folge hat, daß Hans’ Kaninchen noch  
lebt. Diese “ normalen Kommunikationsbedingungen” können in dem  
schwierigen W ort aber ausgedrückt werden, das in einer seiner Funktio­
nen nicht so sehr Folgerungen, als vielmehr Erwartungen blockiert, die 
sich normalerweise aus einer geäußerten Proposition ergeben. Eine nor­
male Erwartung (und keine logische Folge, da ja w einen um  kein Fakti- 
vum ist), die sich aus der Äußerung von Hans w eint um  den  T od  seines
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rKaninchens  ergibt, ist die, daß sein Kaninchen in der T at to t ist. Es ist 
deutlich weniger normal anzunehmen, daß ein vorhergehender Sprecher 
irrigerweise präsupponierte, daß Hans’ Kaninchen noch lebt, was dann 
durch ein radikales nicht  in (4 4 )  korrigiert werden könnte. Ähnlich 
müßte auch der Tatsache Rechnung getragen werden, daß (45a) nicht 
hinsichtlich minimaler und radikaler Negation ambig ist, unabhängig 
von den Bedingungen der Komm unikation, während (4 5 b ), wie auch
(4 4 )  eine radikale Interpretation zulassen, wenn die Kommunikations­
bedingungen nicht “ norm al” sind:
(4 5 )  a. Hans w eint um  den  Tod seines K aninchens, aber e r  hat
nicht bem erkt, daß es noch lebt.
b. Hans w eint um  den  T od seines Kaninchens, un d  er hat 
nicht bem erkt, daß es noch lebt.
Über die Implikationen hieraus für eine semantische Beschreibung von 
aber m öchte ich mich hier jedoch nicht festlegen.
Anmerkungen
1 In den letzten  Jah ren  z .B . W ilson ( 1 9 7 5 :2 4 f .) ,  Gazdar ( 1 9 7 9 :9 0  - 10 2 ).
2 Eine K ritik  von Gazdars System s findet sich in van der Sandt.
3 Z .B . Baker (1 9 7 0 ) ,  Seuren (1 9 7 3 ) .
4  D etaillierte Beobachtungen weisen schnell au f K om plikation en , die nicht 
danach aussehen, als seien sie schnell aufzulösen. D ennoch habe ich bisher 
keine Fälle finden können, die die hier vorgetragene A uffassung widerlegen 
würden.
E ine w eitere Bem erkung ist hier am P latz: die A n tw ort Nein scheint all­
gemein m inim al in terp retiert zu werden. S o  ist etw a die A ntw ort Nein auf 
die Frage Hat er jem als damit aufgehört, seine Kunden zu betrugen? prä- 
suppositions-bew ahrend.
5 (2 4 a ) und (2 4 b ) zeigen einen kom plexen U nterschied: nicht so groß wie 
hat als Folgerung ‘kleiner als’ , wohingegen nicht ebenso groß wie zur 
Folgerung h at ‘kleiner als, größer als, oder der V ergleich ist unangem essen’.
6  In der hier gegebenen A nalyse verhalten sich NPA und PPA vollkom m en 
sym m etrisch: NPA verlangen m inim ale N egation und PPA schließen sie aus.
7 Z .B . K eenan (1 9 7 2 )  und auch Blau (1 9 7 8 ) ,  der w eitaus am besten  ausge­
arbeitete V ersuch au f diesem  G ebiet. Blaus H auptthese ist, daß die Sem antik 
natürlicher Sprache am natürlichsten in einer dreiw ertigen Logik ausgedrückt 
wird; diese Logik wird dann klar und elegant präsentiert. W enngleich Blau 
und ich in vieler H insicht zu den gleichen Ergebnissen kom m en, sind seine 
W ahrheitstabellen anders als die hier gegebenen, und ich  fürchte daher, daß 
sie sich als inadäquat heraussteilen werden, wenn sie an den kritischen Bei­
spielen aus der L iteratu r überprüft w erden. Allgem ein scheint Blaus Studie,
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wenn sie auch in form aler G ründlichkeit sich auszeichnet, die kritischen 
Problem e, die sich in der gegenwärtigen Sem an tik  herauskristallisiert 
haben, nur schw ach in den G riff zu bekom m en.
8 Daß A und V in diesem System  assoziativ sind, ist le ich t zu sehen: w enn 
ein • für eine K onstituen tenp roposition  einer A -R eih e au ftritt, ist das R esu l­
tat « . Wenn kein « a u ftritt, ist der G esam tw ert 0 , falls eine 0  in der R eihe 
au ftritt. D er G esam tw ert 1 tr itt  nur auf, w enn alle K on stitu en ten  1 sind.
Das Konverse gilt für die V -R eihen .
Als allgem eines Prinzip der Logik ist das Prinzip des ausgeschlossenen D ritten 
besser form u liert als das Prinzip des ausgeschlossenen (n + l)-te n  für n-wertige 
Logiken.
9 In Seuren (1 9 7 4 )  argum entiere ich dafür, daß die sprachlichen Gegenstücke 
der w ahrheitsfunktionalen  O peratoren in der T a t ein V erhalten  zeigen, das 
sie m it gew öhnlichen O berflächenprädikaten gemeinsam  haben, insbesondere 
ihre E igenschaft als N egationsheber, die z .B . au f glauben  und müssen ebenso 
zu trifft wie au f und oder alle.
10  Zur Logik der M acht vgl. Pöm  (1 9 7 0 ) .
11 E s gehört zu diesem  un orthod oxen  S ch ritt , au f dem Niveau der logischen 
Analyse alle L exikon elem en te einer natürlichen Sprache als Prädikate 
anzusehen, die n ich t rein gram m atisch sind. N icht nur O berflächenprädikate 
(e inschließlich A d jektive), sondern auch Adverbien, N om ina, Präpositionen, 
Q uantoren, koordinierende und subordinierende K on ju nk tionen  werden 
natürlicherw eise in der logischen Sprache als Prädikate beschrieben , sow eit 
es ihren lexikalen  Inh alt angeht.
12 Vgl. Fillm ore (1 9 7 1 a ) , (1 9 7 1 b ) .
13 Daß existen tielle  und spezielle Kategorie-Präsuppositionen unterschiedliche
Klassen bilden, wird von einem  psycholinguistischen E xp erim ent bestätigt, 
das R eichgelt (1 9 7 9 )  ausführte. In diesem E xp erim en t gaben sieben V er­
suchspersonen skalierte W ahrheitsbew ertungen für 15 Sätze, von denen
5 neutral waren und die übrigen 10  aus Paaren bestanden, in denen jew eils 
ein Satz erfüllte und der andere n icht-erfü llte Präsuppositionen h atte . Die 
Präsuppositionen waren entw eder ex isten tiell oder vom T yp  der spezifischen 
Kategorie-Präsupposition. Die R esu ltate zeigen eine d eutliche T endenz in 
die R ich tu n g  von ‘kann unm öglich wahr sein ’ für den letzteren  Präsuppo- 
sition en typ , je d o ch  ‘falsch , aber k önn te wahr sein’ für Existenzpräsuppo- 
sitionen.
14 Ich  verwende den A usdruck “ führen” in “ eine Proposition  p führt ein 
Prädikat P ” in dem Sinn , daß das h ö ch ste  Prädikat von p P ist.
15 In letzter Zeit wieder verschiedene Beiträge in C hoon-K yu O h / Dinneen 
(1 9 7 9 ) ;  vgl. auch M cCaw ley (dem nächst)K ap . 9 , A bsch n itt d.
16 Gazdar ( 1 9 7 9 :5 8 ) .
17 Im  allgem einen “ im pllkativ” genannt, da es aussagt, daß das S u b jek t die 
im K om plem entsatz genannte Handlung verrichtet.
18  etwas schaffen  scheint aspektuell zu sein, da es den konativen Charakter 
dessen, was gesch afft wird, w iderspiegelt und auch die T atsache, daß etwas 
zu einem  erfolgreichen  A bschluß gebracht wird.
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19 A uch hier ist le ich t zu sehen, warum dies so ist. W enn p | q, dann 
garantiert die W ahrheit von p die W ahrheit von q ; w enn p >  r, garantiert 
die W ahrheit von q die W ahrheit von r. Also garantiert die W ahrheit von p 
die W ahrheit von r.
2 0  Man könn te einw enden, daß in dem Fall, daß die N egation von (3 7 a ) wahr 
ist und (3 7 b ) falsch ist, radikale N egation ins Spiel kom m t und die Präsup- 
position zerstört. D och  dies scheint n ich t so zu sein, da keines der gew öhn­
lichen M erkm ale radikaler Negation (z .B . In to n atio n ) vorhanden ist oder 
vorhanden zu sein brau ch t, w enn ich sage Er versuchte immer wieder aber 
schaffte es nicht, das Gespenst zum Sprechen zu bringen, weil es natürlich 
überhaupt kein Gespenst gibt. Ein stärkeres A rgum ent würde von einem  
im plikativen V erb G ebrauch m achen, das ebenfalls ein NPA ist, so daß 
radikale N egation ausgeschaltet ist. Im  Englischen k ön n te pull o f f  ein 
solches V erb sein , w ie in He didn 't pull it o ff. In He tried and tried to 
m ake the ghost speak, but he didn ’t pull it o ff, o f  course, because there 
was no ghost tr itt  dann auch kein  W iderspruch auf. Sch ließlich  können 
wir n och  den in A nm . 4  vorgeschlagenen nein-Test anw enden: Hat Julius 
es geschafft, das Gespenst zum Reden zu bringen ? Nein, natürlich nicht; 
es gibt gar kein Gespenst scheint keinen W iderspruch zu enthalten.
21 M anche V erben können zwei Satzkom plem en te haben, eines als Su b jek t, 
das andere als O b jek t. Aus unbekannten Gründen ist der S u b jek tsa tz  
solcher V erben im m er faktiv  (wir sprechen hier von O berflächenverben 
dieser A rt, n ich t V erben  einer T iefensprache oder logischen Sprachen).
Der O bjektsatz  je d o ch  kann einen intensionalen Bereich  erö ffn en ; beweisen, 
bedeuten, andeuten  sind V erben dieser A rt. Entsprechend sollten V erben 
nach Fak tiv itä t, A spekt, In ten sion alität e tc . jew eils h insichtlich  spezifischer 
K om plem ente klassifiziert werden.
2 2  H ierm it sind Fälle der in W ilson ( 1 9 7 5 :1 0 7 )  zitierten  A rt erklärt: Der Lama 
von A berdeen kann die Preise überreichen  für den Fall, daß jed er w eiß, daß 
A berdeen keinen solchen Würdenträger hat. N orm alerw eise dringen die 
existentiellen  Folgerungen von P ropositionen unter m odalen (intensionalen) 
Prädikaten in den höheren Bereich  du rch ; doch dieser Prozeß ist b lo ck iert 
und die Folgerung b le ib t im niedrigeren Bereich, w enn der höhere Bereich 
die Existen z des intensional gefolgerten Individuum s ausschließt. Dies ist 
der Fall, wenn der höhere Bereich zur W elt in Bezug steh t und vorhandenes 
Wissen zur Folgerung hat, daß je n es intensionale Individuum n ich t existiert. 
Form al sind dafür zwei A nalysen des Satzes erford erlich  (Der Lama von 
Aberdeen kann die Preise überreichen) plus ein analytischer A pparat, der 
den U nterschied ausdrückt.
23  N icht alles dies ist völlig neu. Stalnaker (1 9 7 2 ;  1 9 7 3 ) skizzierte eine inten­
sionale T heorie der Präsupposition, wie wir sie hier präsentieren (wenn er auch 
verwirrenderweise von “ pragm atischer P räsupposition” sprich t). K arttunen 
(1 9 7 4 )  geht ein Stück w eiter in dieser R ich tu ng ; doch  auch sein A nsatz b leibt 
eine Skizze. E ine ebenfalls inform elle Diskussion fin d et sich in Seuren (1 9 7 7 ) .  
S ch ließlich  wäre au f M cCaw ley (dem n. , Kap. 9 f .)  zu verweisen.
2 4  Eine bekann te K om plikation  tr itt  m it der N egation von Sätzen  auf, die 
glauben  als Hauptverb haben. Bert glaubt nicht, daß sein Sohn in Kentucky 
wohnt is m ehrdeutig zwischen (a) Bert glaubt, daß sein Sohn nicht in
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Kentucky wohnt, (b ) Es ist nicht der Fall, daß Bert glaubt, daß sein Sohn 
in Kentucky wohnt. In der Lesart (a) h at N egationshebung stattgefunden 
(vgl. A nm . 9 ) . Es ist in diesem  Zusam m enhang interessant, darauf hinzuw ei­
sen, daß die N egation in (b) nur radikale N egation sein kann-, hier liegt ein 
E ch o -E ffek t vor, und der Satz  ist auch au f natürliche Weise m it der V ernei­
nung der Präsupposition zu vereinbaren: Bert besteht ja  gar nicht.
Der natürliche Sch lu ß  ist, daß glauben  ein PPA ist. D a das gleiche Phänom en 
bei allen negationshebenden Prädikaten au ftritt, scheint es so, als seien alle 
negationshebenden Prädikate PPA.
25  Dieses Beispiel verdanke ich R ob  van der Sandt.
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HANS KAMP
Kommentar zu Seurens “ Dreiwertige Logik und 
die Semantik natürlicher Sprache”
1 .
(1 )  D er K önig von Frankreich  ist nicht kahl.
(2 ) Es gibt einen K ö nig  von Frankreich.
Darf ich aus deiner Behauptung von (1 )  schließen, daß (2 )  wahr ist? 
Bekanntlich ist eine solche Folgerung nicht immer legitim; denn man 
kann unter Umständen sagen:
(3 ) D er K önig von Frankreich  ist nicht kahl. Es gibt gar keinen  
K önig von Frankreich . ,
ohne sich selbst zu widersprechen.
Da die Folgerung, wenn überhaupt, nur in bestimm ten K ontexten erlaubt 
ist, liegt es nahe, eine pragmatische Erklärung dafür zu suchen, wann sie 
gestattet ist und weshalb. Namentlich Wilson hat sich, wie Seuren erwähnt, 
für eine solche Erklärung eingesetzt. Diese soll ihrer Ansicht nach ungefähr 
die folgende Form  haben: (2 )  ist eine logische Folgerung von (4 ) :
(4 ) D er K önig von Frankreich  ist kahl,
also keine Folgerung von (1 ) ;  vielmehr wird (1 )  von der Verneinung von
(2 ) , (5 ) , impliziert.
(5 )  Es gibt keinen K önig von Frankreich .,
Man verletzt also ein bekanntes Konversationsprinzip, wenn man in einer 
Situation, in der man weiß, daß (5 )  gilt, das schwächere (1 ) behauptet; 
denn (5 ) wäre sowohl informativer wie auch kürzer und deshalb dem Satz 
(1 ) vorzuziehen. In den Fällen, wo ich, der Hörer, gute Gründe habe anzu­
nehmen, daß der Sprecher Bescheid weiß, ob es einen König von Frank­
reich gibt oder nicht, kann ich aus der Tatsache, daß er (1 )  behauptet, 
unter Annahme, daß er sich an die Regeln der Konversation hält, schließen, 
daß (2 )  der Fall sein muß. Es ist wichtig, nicht zu übersehen, daß diese 
Analyse in der gegebenen Form  nicht vollständig sein kann. Denn ein 
Satz wie (4 ) impliziert viele andere, und manche von diesen sind von 
gleicher oder sogar geringerer Länge. So impliziert z.B. der Satz
( 6 ) D er K önig von Spanien ist kahl 
den Satz
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(7 ) (Wenigstens) ein K önig ist kahl.
Trotzdem  wird ein Sprecher, der weiß, daß (7 )  nicht wahr ist, im allge­
meinen keine Konversationsregel verletzen, wenn er ( 8 ) behauptet, anstatt 
das stärkere und kürzere (9 ) :
( 8 ) D er K önig von Spanien ist nicht kahl.
(9 ) N icht ein K önig ist kahl.
Das Prinzip, das den Sprecher verpflichtet, (5 )  zu behaupten und nicht
(1 ) , muß also auf einer speziellen Beziehung zwischen (4 )  und (2 ) be­
ruhen, die sich von der Implikationsrelation unterscheidet. Nur wenn 
die Sätze s und t in dieser ‘Präsuppositionsbeziehung’ stehen, erlauben 
die Konversationsprinzipien die Folgerung von t aus nicht-s . 1
Eine solche pragmatische Analyse ist also nicht imstande, den Präsuppo- 
sitionsbegriff zu eliminieren. Und es sieht nicht danach aus, daß er sich 
in irgendeiner Weise ganz auf andere pragmatische und semantische Be­
griffe reduzieren ließe, ln dieser Hinsicht sind Seuren und ich wohl der 
gleichen Meinung.
2. Auch wenn man sich von der Unmöglichkeit, die Präsuppositions- 
relation explizit mit Hilfe anderer Begriffe zu definieren, überzeugt hat, 
so bleiben noch sehr viele verschiedene Wege zu einer umfassenden Prä- 
suppositionstheorie offen. Seuren schlägt als Basis seiner Theorie eine 
dreiwertige Logik vor. Er ist sich zwar völlig bewußt, daß alle früheren Ver­
suche, eine linguistisch adäquate Präsuppositionstheorie auf einer solchen 
Logik aufzubauen,scheiterten, aber er glaubt, daß seinem System die 
Makel dieser älteren A nsätze nicht anhaften. Tatsächlich sind einige 
seiner Wahrheitstabellen verschieden von denen, die man in der Präsup- 
positionsliteratur vorfindet, doch ich bin nicht sicher, ob diese Ände­
rungen viel nützen.
Mittels eines dritten W ahrheitswertes kann-man zwar unterscheiden  
zwischen dem Fall, wo alle Präsuppositionen eines Satzes s wahr sind, 
und dem, wo wenigstens eine Präsupposition nicht gilt. Aber was die 
Präsuppositionen von s sind, sagt uns sein W ahrheitswert nicht. Die De­
finition der Präsuppositionsrelation, die Seuren vorschlägt, ist der Form  
nach aus der Literatur bekannt: t ist eine Präsupposition von s dann 
und nur dann, wenn jede Valuation, die s den W ert ‘w ahr’ oder den Wert 
‘falsch’ zuordnet, t den W ert ‘w ahr’ gibt (Seuren form uliert diese Defi­
nition mit Hilfe eines vorher eingeführten dreiwertigen Implikationsjunk- 
tors; aber das ist, soweit ich sehe, für die Theorie von keiner Bedeutung).
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Seuren sieht deutlich, daß eine solche Definition im Rahmen eines Aus­
sagenkalküls, dessen einzige Valutationsbeschränkungen die Wahrheits­
tabellen für die Junktoren  ~ ,  c*, V, A, =>, 2  sind, unmöglich m it den 
Daten der natürlichen Sprache im Einklang sein kann. Damit sich die 
Definition richtig auswirkt, hat man sie im Rahmen eines viel umfassen­
deren Systems logischer oder semantischer Repräsentationen sprachlicher 
Ausdrücke anzuwenden; und in dieses System müssen die mit den seman­
tisch atom aren Elementen (also den W örtern oder ihren formalen Reprä­
sentanten) verbundenen Präsuppositionsbeziehungen explizit eingebaut 
werden. Seuren bem erkt — meines Erachtens mit R echt —, daß solche 
Präsuppositionsbeziehungen immer mit W örtern assoziiert sind, die Funk­
tionen bedeuten und daß sie die Form  von Bedingungen haben, denen die 
Argumente dieser Funktionen genügen müssen. Die Postulate des Systems, 
die diese Beziehungen axiom atisieren, nennt er Bedeutungspostulate; und 
tatsächlich ist ihre Rolle den Bedeutungspostulaten von Carnap oder 
Montague sehr ähnlich. Innerhalb eines solchen Systems hat Seurens 
Präsuppositionsdefinition erheblich bessere Chancen. Namentlich wird 
sie die einfachen Beziehungen richtig erfassen. Z.B. wird sie dem Satz 
Karl w ohnt nicht m ehr in Paris den Satz Karl hat schon vorher in Paris 
gew ohnt als Präsupposition zuordnen; und dem Satz Es g ib t einen  
K önig von Frankreich  als Präsupposition dem Satz D er K önig von F ran k­
reich ist kahl. Aber das ist natürlich kaum überraschend, denn diese Be­
ziehungen sind unm ittelbare Folgen von den entsprechenden Bedeutungs­
postulaten (für noch  und d e r l ) .
Welche Satzpaare wird die Definition sonst noch als Elem ente der Prä- 
suppositionsrelation bestimmen?
Das Einzige, was sich definitiv darüber aussagen läßt, muß man den Seuren- 
schen Wahrheitstabellen entnehmen. Denn weitere Valuationsbeschrän- 
kungen hat er in seinem Papier nicht angegeben. Die Paare, die auf Grund 
dieser Tabellen zu der von der Definition bestimm ten Relation gehören, 
werden immer wenigstens eine K om ponente besitzen, in der wenigstens 
einer der von Seuren eingeführten Junktoren vorkom m t. Ist die Defini­
tion für solche Satzpaare empirisch adäquat?
Diese Frage eindeutig zu beantw orten, ist nicht möglich, da Seuren zu 
wenig über das Verhältnis sagt, in dem die Junktoren seiner dreiwertigen 
Logik zu den Junktoren der natürlichen Sprache (also im Deutschen den 
W örtchen und, nicht, od er  usw.) stehen. Es ist aber deutlich, daß die 
dreiwertigen Junktoren nicht als direkte Repräsentanten der deutschen  
Junktoren aufgefaßt werden können. Denn diese deutschen Junktoren  
sind, wie Seuren selbst betont, ‘F ilter’. So ist z.B.
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(1 0 )  Karl besitzt ein K aninchen  
eine Präsupposition von
(1 1 )  E ntw eder Karl hat keinen H und oder sein K aninchen hat Tollwut. 
aber nicht von
(1 2 )  E ntw eder Karl hat kein  K aninchen oder sein K aninchen hat Tollwut.
Wenn wir die deutsche Disjunktion direkt mit Hilfe von Seurens V inter­
pretieren würden, gäbe die Definition also für eines der zwei Paare 
<  (1 0 ) , (1 1 )  >  und <  (1 0 ) ,  (1 2 )  >  die falsche A ntw ort. Ebenso können 
Konjunktion und Konditional nicht mit den dreiwertigen Junktoren  
gleichgesetzt werden . 2
In einer weiteren Ausarbeitung seiner Theorie, für die leider im Beitrag 
zu diesem Band kein Raum war, hat Seuren Vorschläge zu der Analyse 
der Filtereigenschaften der Junktoren gem acht, die eigentlich an dieser 
Stelle diskutiert werden sollten. Da aber dieser Abschnitt der Theorie, 
soweit ich weiß, noch nicht publiziert worden ist, w äre es unangebracht, 
auf dessen Einzelheiten einzugehen. Etwas soll aber doch zu diesem 
Thema gesagt werden, damit die vorangehenden Bemerkungen nicht in 
einem falschen Licht erscheinen. Seuren skizziert in seinem Beitrag eine 
Theorie von Teilbereichen für die Analyse intensionaler Verben wie sagen 
glauben, können  u .a., die mir in ihren Hauptlinien völlig richtig erscheint. 
In dem hier nicht publizierten Abschnitt wendet Seuren diese Theorie 
auch auf die Junktoren an. Ich werde den Hauptgedanken für den Fall 
des Konditionals kurz erläutern.
Die semantische Funktion des Konditionals ist, global gesprochen, diese:
Es sagt von einer Menge von möglichen Situationen aus, daß in jeder dieser 
Situationen die vom Folgesatz ausgedrückte Bedingung gilt. Die Situations­
menge wird mittels des Antezedens identifiziert; sie besteht ausschließ­
lich aus mit diesem Antezedens kompatiblen Situationen (aber genau 
welche dieser kompatiblen Situationen zu der Menge gehören, ist eine 
recht komplizierte Frage, mit der sich jede moderne Theorie des Kondi­
tionals herumgeschlagen hat). In Seurens Term inologie läuft dies darauf 
hinaus, daß das Antezedens einen neuen Teilbereich schafft. Die Prä- 
suppositionen des Folgesatzes werden also immer dann gelöscht werden, 
wenn sie von dem Antezedens impliziert sind — denn in dem Fall ist ga­
rantiert, daß sie in dem vom Antezedens eingeführten Bereich gültig sind.
Es ist zu bemerken, daß die Erklärung, wie ich sie hier skizziert habe, 
nicht deutlich m acht, warum der Konditionalsatz nicht immer die Prä- 
suppositionen seines Folgesatzes blockiert. Diese Frage präsentiert sich
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übrigens nicht nur im Zusammenhang m it den Präsuppositionen des 
Folgesatzes, sondern auch mit denen des A ntezedens; und das gleiche 
Problem zeigt sich auch in allen anderen Fällen, wo man die Theorie der 
Teilbereiche anwendet. Wie man die Tatsache erklären soll, daß inten- 
sionale Verben nicht immer als Stöpsel fungieren (sondern daß die Prä­
suppositionen sich, wie Seuren es ausdrückt, typischerweise von dem Teil­
bereich auf den ihm übergeordneten Bereich vererben), ist mir nicht klar.
Seuren kombiniert seine Theorie der Teilbereiche m it den W ahrheits­
tabellen für V und 2 ,  um die recht komplizierten Daten zu beschreiben, 
die mit den Filtereigenschaften von Disjunktion und Konjunktion zu tun 
haben. Ob die Tabellen für eine solche Erklärung tatsächlich nötig sind, 
ist eine Frage, die ich hier aus dem oben angegebenen Grund nicht weiter 
diskutieren m öchte.
Für die von Seuren vorgeschlagene Definition der Präsuppositionsrelation  
liefern diese Tabellen aber, soweit ich sehen kann, keinen positiven Bei­
trag.
3. Dieser K om m entar wäre unvollständig und auch ungerecht ohne eine 
Betrachtung der Negation. Denn es sind die Beobachtungen an verneinten 
Sätzen, die Seuren dazu führen, seine dreiwertige Logik zu postulieren. 
Seine Beispiele sollen zeigen, daß es in der natürlichen Sprache — oder 
jedenfalls im Deutschen — zwei verschiedene Verneinungsoperatoren gibt— 
einen, der Präsuppositionen erhält, und einen, der sie löscht.Diese Ope­
ratoren können zwar innerhalb der dreiwertigen, aber nicht innerhalb 
der klassischen zweiwertigen Logik voneinander unterschieden werden.
Ich m öchte zu der Begründung dieses Unterschiedes drei Bemerkungen 
machen.
1) Es ist mir nicht klar, wieso die Negation in einem Satz, der einen 
negativen Polaritätsausdruck enthält, unbedingt als eine präsuppositio- 
nenerhaltende gesehen werden soll. Das Eigentümliche solcher Sätze ist 
ja doch, daß sie nicht die Verneinungen von positiven Sätzen sind, die 
selbständig Vorkommen (und deren Präsuppositionen von der Negation 
durchgelassen werden).
2) Wie könnten Beispiele überhaupt zeigen, daß es in der Sprache zwei 
Negationsoperatoren gibt und nicht einen, der sich in verschiedenen 
K ontexten verschieden benimmt? Die O peratoren, die Seuren postuliert, 
manifestieren sich syntaktisch in gleicher A rt (durch das W örtchen nicht 
und seine Verwandten nie, nirgends, kein  usw.). Wenn uns klar ist, daß 
in zwei gegebenen Beispielen B j und B 2  diese W örtchen verschiedene
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Funktionen haben, dann deutet das darauf hin, daß wir offenbar imstande 
sind, die verschiedenen Funktionen dieser W örtchen im Rahmen der 
K on texte , in denen sie auftreten, zu erkennen (die Beispiele geben uns 
ja gerade solche K on texte). Natürlich kann man die Frage, ob es zwei 
Operatoren gibt oder aber nur einen mit variabler Funktion, auf der Basis 
der linguistischen Daten nicht entscheiden. In dem Sinne ist die Frage eine 
Scheinfrage. Ich habe sie aber doch form uliert, um damit die Aufmerk­
samkeit zu lenken auf unsere K apazität, die Funktion dieser W örtchen  
auf Grund ihrer Umgebung zu erkennen. Wilson hat ganz richtig in ihrem  
Buch betont, daß es in einem solchen Fall nicht genügt, die Ambiguität 
in der Theorie zu postulieren, oder auch durch eine Mehrzahl symbolischer 
Repräsentanten des ambigen Ausdrucks explizit zu m achen, wenn man 
sich nicht gleichzeitig bemüht, den Mechanismus aufzudecken, auf dem  
die Fähigkeit beruht, innerhalb eines K ontexts zu disambiguieren. Meiner 
Ansicht nach konzentriert sich Seuren zu sehr auf die Ambiguität als solche 
und kümmert sich zu wenig um den offenbar existierenden Disambiguie- 
rungsmechanismus.
3) Zum Schluß m öchte ich die Frage erörtern, ob der Unterschied zwischen 
minimaler und radikaler Negation dazu ausreicht, die Daten bezüglich 
Verneinung und Präsupposition adäquat zu repräsentieren.
Betrachten wir z.B.
(1 3 )  M ein H und war außerstande, dem  K aninchen Ih rer Nachbarin  
etwas anzutun. Ich  habe nämlich gar keinen H und.
(1 4 )  M ein H und war außerstande, dem  K aninchen Ih rer N achbarin  
etwas anzutun. S ie  hat ja überhaupt keins.
Meiner Intuition nach ist (1 4 ) akzeptabel, aber (1 3 )  nicht . 3
Wenn ich (1 3 )  und (1 4 )  richtig beurteilt habe, folgt, daß die Negation 
des Satzes, den diese beiden Beispiele gemeinsam haben, weder als mini­
male noch auch ohne weiteres als radikale aufgefaßt werden kann. Denn 
einerseits läßt sie eine Präsupposition durch, andererseits wird eine andere 
Präsupposition von ihr blockiert. Die einzig mögliche Lösung wäre, sie als 
radikale Negation aufzufassen, aber mit einem Skopus, der den Satzteil, 
mit dem die nicht blockierte Präsupposition assoziiert ist (also hier das 
Subjekt), ausschließt.
Ein gleichartiges Problem begegnet uns, wenn wir uns genauer den Ein­
fluß überlegen, den bestim m te Sätze auf den K on text, in dem sie ge­
braucht werden, ausüben. Seuren erwähnt zwar das Problem, wie und 
wann man (2 ) aus (1 )  folgern kann, aber nachdem er seine zwei Nega­
tionsoperatoren eingeführt hat, kom m t er nicht mehr darauf zurück.
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Es ist daher nicht deutlich, ob er die Ansicht vertritt, daß die Negation 
eines Satzes wie (1 ) immer den gleichen O perator repräsentiert, oder ob 
der Satz in verschiedenen K ontexten verschieden analysiert werden soll, 
manchmal mit Hilfe der minimalen und manchm al mit Hilfe der radikalen 
Negation. Im ersten Fall müßte der O perator wohl der radikale sein. Denn 
in einem K on text, in dem man mit (5 )  fortfährt, kom m t die minimale 
Negation nicht in Frage.
Nehmen wir zuerst an, die Negationen von Sätzen wie (1 )  seien immer 
radikal. Unter dieser Annahme käme für den Schluß von (2 )  aus (1 )  nur 
eine pragmatische Erklärung, wie sie von Wilson und Gazdar vorgeschlagen 
wurde, in Betracht. Wir haben zwar schon gesehen, daß eine solche E r­
klärung nicht ohne eine unabhängige Charakterisierung der Präsuppo- 
sitionsbeziehung zwischen (2 )  und (4 )  auskom m t. Aber für die Charakte­
risierung dieser Beziehung braucht man die beiden Negationsoperatoren  
nicht. Es wäre also Seurens Analyse solcher Folgerungen von (2 ) aus (1 )  
von der von Wilson und Gazdar vertretenen nicht zu unterscheiden, und die 
minimale Negation würde in ihr überhaupt keine Rolle spielen.
Wie ich schon sagte, bin ich von Seurens Analyse der Sätze mit negativen 
Polaritätsausdrücken nicht überzeugt. Es ist mir daher nicht klar, ob die 
minimale Negation, wenn wir schon annehmen, daß sie in Sätzen wie (1 )  
nie auftritt, überhaupt noch in der Analyse der natürlichen Sprache einen 
Beitrag leistet. Wenn wir hingegen annehmen, daß (1 ) ambig sei zwischen 
einer Form  mit der radikalen und einer mit der minimalen Negation, und 
daß ihm die letztere Form  immer dann zugeschrieben werden muß, wenn 
keine speziellen Umstände (wie z.B. wenn in diesem K on text (5 )  geäußert 
wird) eine radikale Interpretation erzwingen, so ergibt sich folgendes. In
(1 7 )  M ein H und hat Hildes K aninchen nicht gebissen. S ie  hat gar 
kein Kaninchen.
ist die Präsupposition, daß Hilde ein Kaninchen besitzt, gelöscht, was 
auf radikale Negation zu deuten scheint. Aber die Präsupposition, daß 
ich einen Hund besitze, ist nicht getilgt, und insofern sollte die Negation 
des ersten Satzes in diesem K on text die minimale sein. Wir finden hier 
also wiederum, daß weder die minimale noch die radikale Negation paßt. 
Und wieder wäre wohl der einzige Ausweg, den O perator als radikal, aber 
mit beschränktem Skopus zu sehen. Die Beispiele (1 3 )  - (1 6 )  hätte man 
vielleicht noch als marginal zur Seite schieben können; im Zusammen­
hang m it Folgerungen, wie die von (2 ) aus (1 ) , ist das aber unmöglich.
Beide Typen von Beispielen deuten darauf hin, daß der Unterschied zwi­
schen minimaler und radikaler Negation, wenn er überhaupt eine Funktion
besitzt, zu einfach ist. Die Negation kann sozusagen bestim m te Präsuppo- 
sitionen selektieren, die von ihr blockiert werden, während sie die übrigen 
durchläßt. Es wäre m ethodologisch absurd, für eine jede solche mögliche 
Selektion einen neuen O perator einzuführen. Vielmehr sollten wir uns 
mit e i n e r  Negation begnügen und genau zu analysieren versuchen, wie 
sie in jedem  Einzelfall die richtigen Präsuppositionen aussondert.
Wie könnte aber ein Verneinungsoperator eine Teilmenge der Präsuppo­
sitionen ‘aussondern’? Es gibt da zwei mögliche Mechanismen. Erstens 
wäre es möglich, daß der O perator, wie ich oben schon suggerierte, einen 
beschränkten Skopus hat und so die Präsuppositionen, die mit den Satz­
teilen verbunden sind, die außerhalb seines Skopus liegen, nicht löscht 
(Damit er die übrigen wohl löscht, müßte er, wenn wir uns innerhalb des 
von Seuren entworfenen Rahmens halten, radikal sein).
Es gibt eine zweite Möglichkeit, die uns aber weiter von Seurens Theorie 
entfernt: Vielleicht ist der Satz, auf den der Verneinungsoperator wirkt, 
selbst ambig. Sei z.B. s ein Satz mit einer Präsupposition t. Seuren nimmt 
an, daß, wenn t nicht wahr ist, s radikal und nicht minimal falsch ist. Ich 
glaube aber, daß der Sprachgebrauch nicht eindeutig bestim m t, ob s unter 
solchen Umständen der radikale oder der minimale W ahrheitswert zu­
kom m t. Und diese Unbestim mtheit zeigt sich in unserer schwankenden  
Haltung gegenüber der Verneinung von s.
Innerhalb der dreiwertigen Logik ließe sich diese Ambiguität folgender­
maßen erfassen. Wenn s nur eine Präsupposition t  hat, ist s ambig zwischen 
zwei Lesarten, die man mit Hilfe der dreiwertigen Logik darstellen könnte 
als s bzw. s&t, wo & durch die Tabelle
& 1 0 *
1 1 0 *
0 0 0 0
* * 0 *
definiert ist. Was Seuren beschreiben m öchte als den Unterschied zwischen 
~  s und s, zeigt sich jetzt als der K ontrast zwischen ~  s und ~ (s & t) .
Es scheint mir, daß beide Mechanismen in der Erklärung der Selektivität 
der Negation eine Rolle spielen: während (1 3 )  und (1 4 )  den ersten M echa­
nismus illustrieren (die Unmöglichkeit, die m it dem Subjekt verbundene 
Präsupposition als gelöscht zu interpretieren, zeigt das), so spielt in der 
Frage, ob man (2 )  aus (1 )  schließen kann, der zweite Mechanismus mit 
(Wo die Ambiguität der Verneinung von einer Ambiguität in s herrührt,
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sollen beide Lesarten immer möglich sein. Nur in bestimm ten K ontexten, 
wie z.B. dem in (3 )  gegebenen, werden manche dieser Lesarten eliminiert.).
In einer Theorie, die diese beiden Mechanismen in B etracht zieht, braucht 
man, wenn nicht eine richtige dreiwertige Logik, so doch wenigstens 
partielle und nicht nur totale zweiwertige Valuationen (die partiellen 
Valuationen geben uns den Unterschied zwischen (minimal) falsch und 
‘ohne W ahrheitswert’ oder ‘unbestim m t’). Die Theorie braucht aber nur 
e i n e  Negation — die Negation, die ‘unbestim m t’ auf ‘unbestim mt’ ab­
bildet und also die natürliche Erweiterung der klassischen zweiwertigen 
Negation auf den Bereich der partiellen Valuationen darstellt. (Form al 
ähnelt dieser Operator Seurens minimaler N egation; aber die Motivierung 
ist wohl verschieden).
Ob eine derartige Theorie von Präsupposition und Verneinung sich bei 
genauerer Betrachtung der Daten aufrechterhalten läßt, muß man abwar- 
ten ; aber keine von Seuren erwähnten Fakten sind m it ihr inkompatibel.
Der Ton der letzten zwei Abschnitte dieses Kom m entars könnte den Ein­
druck erweckt haben, daß ich Seurens Arbeit nur negativ gegenüberstehe. 
Ich m öchte aber versichern, daß ich mit vielen seiner Einsichten und 
Beobachtungen (und namentlich m it seiner Theorie der Teilbereiche) 
durchaus einverstanden bin. Ich hoffe, er wird seine weiteren Arbeiten  
in dem hier skizzierten Rahmen bald veröffentlichen, so daß man die 
Theorie in ihrer Totalität wird beurteilen können. Nur dann wird sich 
feststellen lassen, ob die dreiwertige Logik ihr tatsächlich unentbehrlich  
ist.
Anmerkungen
1 Der vielleicht unzw eideutigste Hinweis darauf, daß s t  präsupponiert, ist 
der U m stand, daß, wenn du s behauptest und ich w eiß, daß n ich t nur s, 
sondern auch t unwahr ist, ich n ich t einfach m it nein reagieren darf, sondern 
dir sagen soll, daß t n ich t der Fall ist. E benso , wenn du m ich fragst, ob s 
der Fall ist (indem  du, sagen wir, den s entsprechenden Interogativsatz b en u tzt), 
ist ein schlichtes nein m einerseits eine unakzeptable A n tw ort. Wenn wir 
versuchen, die pragm atische Analyse auf dieses Phänom en anzuwenden, 
begegnen wir einem  neuen (obw ohl dem vorigen verw andten) Problem :
Die Behauptung, daß t  n icht der Fall ist, ist deutlich um ständlicher als 
das einfache nein. Hier sind also die Prinzipien, daß man sich so inform a­
tiv wie m öglich bzw . so kurz wie nur m öglich ausdrücken soll, anscheinend 
m iteinander in K onkurrenz. D aß die längere A ntw ort in solchen Fällen tro tz ­
dem obligatorisch sein kann, deutet noch  stärker darauf h in , daß eine be­
sondere Beziehung zwischen s und t bestehen m uß, die es im allgemeinen 
zwischen einem  Satz  und seinen Folgerungen n ich t gibt.
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2 Man kön n te sich vorstellen, daß die Lage im Falle der Im plikation 
kom plizierter sei, da Seuren zwei Im plikationsoperatoren  einführt.
Es ließe sich also allenfalls denken, daß das K on dition al im D eutschen 
einm al m it dem einen, einm al m it dem anderen dreiw ertigen Ju n k to r 
id entifiz iert w erden so llte . D ie zwei Ju n k to ren  fu nktion ieren  aber in 
Bezug au f die Bew ertungsfunktion V  im entscheidenden Punkt in gleicher 
W eise: sow ohl V  (p 5 q) wie V ( p 3 q )  sind * w enn V  (q) = • und 
V  (p) #  * . D ie Präsuppositionen der Folge eines K onditionalsatzes würden 
also im m er durchgelassen, ohne Rücksicht darauf, durch w elchen dieser 
zwei Ju n k to ren  m an das K onditional darstellt.
3 Seuren gibt verschiedene Beispiele ((2 2 )  - (2 5 ) ) ,  von denen er b eh au p tet, 
ihre Präsuppositionen seien im m er erhalten. Sein e Beispiele ließen sich 
leicht umwandeln in Illustrationen des gleichen Phänom ens, das auch von 
(1 3 )  und (1 4 )  dem on striert w ird; z .B .
(1 5 )  Mein Nachbar läßt seine Kinder nie im Hause seiner Schwiegermutter.
Ich habe gar keinen Nachbarn.
(1 6 )  Mein Nachbar läßt seine Kinder nie im Hause seiner Schwiegermutter.
Er hat gar keine Schwiegermutter.
Ich bin aber n ich t sicher, daß in diesen Sätzen die m it dem Su b jek t verbundene 
Präsupposition unter allen Umständen beibeh alten  w erden m uß (also, daß (1 5 ) 
einen W iderspruch en th ält).
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PAU L LO REN ZEN
Rationale Grammatik 
(öffen tlich er V ortrag)
Rationale Gram matik ist ein Teil der Linguistik, also ein Teil der Sprach­
wissenschaft. Ich werde daher heute abend zu Ihnen über das Sprechen 
sprechen. Schon diese geläufige Wendung über das S p rech en  sprechen  
zeigt eine Ausnahmesituation an: man kann nicht zum Reisen reisen, 
oder das Hören hören usw.. Alle Tätigkeiten, die einen Gegenstand ha­
ben — man reist an einen Ort, man hört einen T on  usw. — sind von die­
sem Gegenstand verschieden. Das ist normalerweise auch beim Sprechen  
so: man spricht über Reisen, über Töne usw.. Man spricht ü b e r  vom  
Sprechen v e r s c h i e d e n e  Gegenstände. Die Ausnahme ist: man 
kann auch ü b e r  das Sprechen sprechen. Etw as Ähnliches gibt es nur 
noch in der M athem atik: man kann m athem atische Theorien über m athe­
matische Theorien aufstellen. Das hat den Namen “M etam athem atik” 
bekommen.
Wer über Sprache spricht, spricht aber keine M etasprache — alles, also 
auch sich selbst zum Gegenstand nehmen zu können, gehört schon zu 
den Fähigkeiten der Sprachen primitiver Kulturen, in denen es keiner­
lei Wissenschaft, keinerlei M athematik gibt. Nun gut, w o r ü b e r  auch 
immer ich sprechen werde, ich werde jedenfalls s p r e c h e n ,  ich wer­
de Sprache benutzen.
Wir benutzen Sprache in unserer Lebenspraxis, der D ichter benutzt 
Sprache und der Wissenschaftler benutzt Sprache.
Aufgrund der Einladung des Instituts für deutsche Sprache spreche ich 
als Wissenschaftler zu Ihnen.
Wissenschaftliches Reden kann sich bei uns stets auf Traditionen beru­
fen. Zur Einführung eines wissenschaftlichen Problems verweist man 
darauf, daß schon seit alters her — oder jedenfalls neuerdings von be­
rühmten Kollegen — gerade dieses Problem als ein besonders interessan­
tes behandelt worden sei. *
Für unser heutiges Problem einer rationalen G ram matik trifft das eben­
falls zu. Unsere europäische Tradition einer Gram m atik, die in der anti­
ken Sophistik beginnt, verblaßt zwar gegenüber Paninis rationaler Sanskrit- 
Grammatik — aber dafür haben wir im 17 . Jh ., zu dem Pascal und Leibniz 
gehören, z.B . die Grammaire raisonné von P ort Royal und vielerlei Ent-
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würfe rationaler Kunstsprachen. Die Linguistik ist gegenwärtig bei uns 
als generative Grammatik und als Transformationsgram matik wesentlich 
an der modernen Logik orientiert. Logik gilt sogar für einen großen Teil 
der analytischen W issenschaftstheoretiker als d i e  Syntax aller wissen­
schaftlichen Kunstsprachen, also als d i e  rationale Syntax schlechthin. 
Ich m öchte dies als Ausgangspunkt meines Vortrags nehmen, um — in 
Distanzierung hiervon — für eine kritischere, über sich aufgeklärtere Lin­
guistik zu plädieren. Ich werde dazu insbesondere auf eine rationale Syn­
ta x  der Elem entarsätze zu sprechen komm en, die es in der logischen 
Syntax überhaupt nicht gibt — und auf die Probleme einer über die Syn­
tax hinausreichenden rationalen Semantik. Um die graue Theorie etwas 
bunter zu m achen, werde ich dazu die Normierung von Farbw örtern be­
handeln.
Am Beispiel des Tetraeders der Begriffstheorie
werde ich schließlich versuchen zu zeigen, wie sich Linguistik durch wis­
senschaftliches Reden, also gewissermaßen am eigenen Zopf, aus dem  
Sumpf des Durcheinandergeredes über Begriffe ziehen könnte.
Erlauben Sie mir aber, bitte, noch in dieser Einführung auf eines hinzu­
weisen: diese Einführung hat sich — bisher — nur auf Traditionen berufen. 
Ich habe statt des Aufweises eines Problems nur auf einige Fakten der 
Wissenschaftsgeschichte hingewiesen, die zu dem Stichw ort “ Rationale 
Gram matik” gehören.
Als ein Wissenschaftler, der auf W issenschaftstheorie spezialisiert ist, 
m öchte ich daher in dieser Einführung doch noch den Versuch machen, 
das Problem “ Rationale G ram m atik” systematisch in den Zusammen­
hang der Wissenschaften einzuordnen — und die Wissenschaften syste­
matisch in den größeren Zusammenhang unseres Handelns.
Dazu gehe ich von der vorwissenschaftlichen Lebenspraxis aus. Schon in 
ihr stellen sich z.B. technische Probleme, die nur durch viel Nachdenken 
zusammen mit systematisch geprüften Erfahrungen gelöst werden konn­
ten. Alle physikalischen Theorien lassen sich auf diese Weise als Stützungen 
unserer technischen Praxis interpretieren.
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“Wissenschaft” läßt sich daher allgemein definieren als theoretische  
Stützung von Praxis. Da die Technik nur die Aufgabe hat, M ittel zur 
Erreichung von Zwecken bereitzustellen, hat die politische Praxis, die 
die Einigung über Zwecke erst erm öglicht, Priorität vor der technischen  
Praxis.
Politische Praxis dient dem norm ativ-geordneten Zusammenleben der 
Menschen. Der Mensch als “ zoon politikon” unterscheidet sich von den 
sozial lebenden Tieren dadurch, daß es für ihn keine naturale Ordnung 
des Zusammenlebens gibt, er muß sich selber Normen setzen. Normen  
werden im einfachsten Falle durch generelle bedingte Imperative darge­
stellt — die politische Ordnung, ohne die Menschen nicht als Menschen 
leben können, setzt also schon Sprache und Logik voraus. Ob es uns nun 
gefällt oder nicht, wir leben in Staaten, in denen über die Änderung von 
Normen dauernd argum entiert werden muß. Wir haben daher eine Rede­
praxis des Argumentierens über Normen. Diese Redepraxis ist ein Teil 
der politischen Praxis — und hat daher Priorität vor jeder technischen  
Praxis.
Eine theoretische Stützung dieser Redepraxis sollte daher ebenfalls Prio­
rität vor jeder technischen Theorie haben. Es liegt nahe zu vermuten, 
daß die politischen W issenschaften eine theoretische Stützung der Nor­
mensetzung (also, wie es üblicherweise heißt: der Gesetzgebung) liefern. 
Leider ist das faktisch kaum der Fall — die Politologen vergrößern eher 
die Konflikte. Auch der engagierteste Linguist wird wohl nicht auf die 
Vermutung komm en, daß dieser desolate Zustand der politischen Wissen­
schaften n u r an den vielen Verständigungsschwierigkeiten läge, die die 
Politologen unter sich haben. Aber daß sprachliche Mißverständnisse 
die Schwierigkeiten, zu einem wissenschaftlichen Konsens zu kommen, 
noch z u s ä t z l i c h  vergrößern — diese Vermutung scheint mir plau­
sibel. Und schon diese Vermutung rechtfertigt die Mühe, sich zu überle­
gen, wie man wohl — für die Zwecke wissenschaftlichen Argumentierens — 
unsere traditionellen Bildungssprachen (eine H ochform  der sog. natürli­
chen Sprachen) r e f o r m i e r e n ,  notfalls sogar schließlich durch  
eine künstliche Wissenschaftssprache (etw a wie das scholastische Latein) 
ersetzen könnte.
Das ist die Aufgabenstellung, unter der ich mich nun der “ rationalen 
G ram matik” zuwende. Wir leben in W estdeutschland 7 9  relativ gut m it­
einander, allerdings leben wir mehr oder weniger gut — und daß die 
Chancen schon gerecht verteilt seien, das kann man auch nicht sagen.
Es bleibt genug zu denken und zu tun für jeden, der sich um mehr Ge­
rechtigkeit Sorgen m acht.
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International sind die Ungerechtigkeiten sogar von den praktischen Poli­
tikern, obwohl dieser Meister der Rhetorik sind, nicht wegzureden.
Der Terminus “ G erechtigkeit” m acht hier keine Schwierigkeiten. Er 
braucht noch nicht definiert zu werden — es genügt zunächst exemplarisch  
auf Fälle hinzuweisen, die jeder, der überhaupt Deutsch versteht, “ unge­
recht” nennt. Dadurch weiß man, wovon die Rede ist: solche und ähnli­
che Ungerechtigkeiten sollten weniger häufig werden.
Was ist nun zu tun, wenn Wissenschaftler, die versuchen, für diese A uf­
gabe wenigstens langfristige Richtlinien zu erarbeiten, in Verständigungs­
schwierigkeiten geraten? Als Wissenschaftler sind sie verpflichtet, wissen­
schaftlich zu argumentieren. Das soll heißen: für jede Definition und für 
jeden Satz, den sie benutzen wollen, müssen sie a u f  e i n e  k o n s e n s ­
f ä h i g e  W e i s e  argumentieren. Ein Konsens heißt dabei: gemeinsame 
Zustimmung, gemeinsame Ablehnung — oder gemeinsame Enthaltung  
vom Urteil. In der römischen Rechtssprache form uliert heißt der Konsens 
also: Sic, Non oder Non-liquet. Vernachlässigt man hier das Non-liquet — 
zu deutsch: es ist noch ungeklärt — so verlangt man von der politischen 
Wissenschaft, daß sie jede einschlägige Frage entscheiden solle. Das tun  
aber selbst die technischen Wissenschaften nicht. A uf die Frage, ob es 
unendlich viele Primzahlzwillinge gibt oder nicht, darauf lautet die A nt­
w ort der M athematiker z .Z t.: Non-liquet. Nur Wissenschaften können  
sich diesen scheinbaren Luxus des Non-liquet leisten — in der Praxis, ob 
sie nun technisch oder politisch ist, muß entschieden werden. Die F o r­
derung nach konsensfähigem Argumentieren, das bei faktischem Dissens 
eben nur ein Non-liquet, eine gemeinsame Enthaltung vom Urteil, ergibt, 
unterscheidet dieses auch von jeder Rhetorik, die den anderen von einer 
Meinung überzeugen will. Stim m t der andere nicht zu — besteht also 
faktisch Dissens — so heißt das in der Rhetorik nur, daß jeder bei seiner 
Meinung bleibt.
Unter Wissenschaftlern heißt faktischer Dissens aber für alle Beteiligten  
gemeinsam, daß das Problem noch ungeklärt ist. Es muß noch weiter ar­
gum entiert werden — und bis dahin bleibt keiner bei seiner Meinung.
Privat mag jeder so seine Vermutungen oder Wünsche haben. Es gehört 
aber zur Disziplin des wissenschaftlichen Denkens, bei faktischem Dissens 
ein Non-liquet anzuerkennen. Jeder W issenschaftler erkennt dadurch den 
anderen als Wissenschaftler an. Diese Disziplinierung des Redens zum  
wissenschaftlichen Argumentieren lernt man nur, indem man eine Wissen­
schaft lernt.
Nehmen wir also an, daß zwei Politologen, die in der besten Absicht auf 
diese Weise miteinander diskutieren, trotzdem  in Verständigungsschwie-
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rigkeiten geraten. Als Wissenschaftler wollen sie diese Hürde gemeinsam  
nehmen. Was tun?
Nun, in der M etaphorik des Hürdenlaufens gesprochen: sie sollten ge­
meinsam weit genug zurückgehen, um dann mit einem neuen, längeren 
Anlauf die Hürde zu nehmen.
Was heißt das aber ohne M etaphern? Es heißt, daß die Wissenschaftler 
sich zunächst eines gemeinsamen Grundbestandes von sprachlichen Mit­
teln vergewissern sollten. Erst danach sollten sie — gemeinsam schritt­
weise vorgehend — diesen Grundbestand so erweitern, daß sie dann 
auch wieder über das Problem sprechen können, bei dem sie in Schwie­
rigkeiten geraten waren. Das gibt keine Garantie zur Entscheidung, son­
dern führt vielleicht nur zu einem Non-liquet — das ist aber dann ein ge­
meinsames Non-liquet zu einer Frage, die von beiden in gleicher Weise 
verstanden wird.
Angenommen, unsere Wissenschaftler seien besonnen genug, wenigstens 
diesen Vorschlag zu akzeptieren, so werden sie also damit beginnen, 
nach einem gemeinsamen Grundbestand von sprachlichen Mitteln zu su­
chen.
In üblicher Bildungssprache form uliert, werden sie also nach gemeinsa­
men K a t e g o r i e n  suchen. So nennt man ja Grundbegriffe, mit de­
nen weitere Begriffe erst definierbar werden.
Sind unsere Wissenschaftler unglücklicherweise so gebildet, daß sie bei 
“ Kategorie” sofort solche W örter wie “ R aum ” , “ Z eit” , “ Ursache” , 
“ Zw eck” , “ Sein” oder “W erden” assoziieren, so wird ihnen wohl nichts 
übrig bleiben, als schließlich R at bei professionellen Philosophen zu su­
chen.
Ich m öchte stattdessen empfehlen, daß sie zu einem historisch gebildeten 
Linguisten gehen: dieser würde sie darüber belehren, daß der Terminus 
“ Kategorie” von Aristoteles herkom m t und dort zunächst nur für syn­
taktische Unterscheidungen gebraucht wird. Sie betreffen nur die Form  
der Sprache, nicht die M aterie (den Inhalt, wie wir in einem schiefen 
Bild sagen). Man nehme daher eine gemeinsame M aterie — an ihr kann 
man, indem alle inhaltlichen Schwierigkeiten vermieden werden, sich zu­
nächst einer gemeinsamen Syntax vergewissern.
Da eine rationale Syntax unabhängig von den Besonderheiten der natür­
lichen Sprachen sein sollte, b itte ich Sie, sich vorzustellen, daß etwa ein 
chinesischer und ein russischer Wissenschaftler — ich geben ihnen die 
Namen Mao und Leo — den Versuch machen, für einen neuen Anlauf bis 
auf einen gemeinsamen Grundbestand an syntaktischen Mitteln zurück­
zugehen.
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Als unproblem atische Materie nehmen sie etw a das Ballspielen: jeder 
hat ja wohl wenigstens als Kind Ball gespielt.
Man kann Ball auch ohne W orte spielen. In dieser vorsprachlichen Praxis 
kann man sich des Gebrauchs einfacher W örter “ em praktisch” — wie 
Bühler das genannt hat — vergewissern.
Da ich nun nicht weiß, welche natürliche Sprache unsere beiden Gelehr­
ten beim Ballspielen gebrauchen werden, gebe ich ihre Äußerungen mit 
deutschen W u r z e l  Wörtern wieder. S tatt dessen könnte man z.B. 
auch Basic English verwenden.
Ich hoffe, daß es für Sie leicht ist, sich praktische Situationen vorzustel­
len, in denen Leo I m p e r a t i v s ä t z e  äußert, die die folgenden 
Form en haben
I. ! Wirf
! W irf Ball 
Mao ! W irf Ball
oder I n d i k a t i v s ä t z e  der Form en
II. Ball tut Fall 
Nicht: Mao tut W irf
Da uns materiale Unterscheidungen, wie etwa zwischen Werfen und 
Rollen nicht interessieren, achten wir nur auf die Syntax. Wir lernen in 
I. Imperativsätze, T atw örter und Dingwörter kennen, außerdem einen 
Eigennamen. Diese Termini gehören zu einer r a t i o n a l e n  Gram­
matik, nicht etwa nur zur empirischen Grammatik natürlicher Sprachen  
— es kom m t gar nicht darauf an, daß z.B. im Indogermanischen T at­
w örter anders flektiert werden als Dingwörter. Auch die Stellung des 
Dingwortes n a c h  dem T atw ort ist selbstverständlich bloß konventio­
nell. Die Unterscheidung zwischen T at und Ding (als Objekt der T at, 
wie man sagt) ist aber rational: sie ist der Praxis, hier dem Ballwerfen, 
angemessen. T atw örter sind diejenigen W örter, die schon allein einen 
Imperativsatz bilden können, Dingwörter ergänzen diese Imperativsätze.
In II. lernen wir Indikativsätze kennen, für die hier — konventionell — 
eine Kopula (tut) verwendet wurde. Indikativsätze dienen der Orientie­
rung vor weiterem Handeln. Sie treten affirmativ oder negativ auf, w o­
bei hier — wiederum konventionell — für die A ffirm ation kein W ort, 
für die Negation ein N egator (nicht) verwendet wurde. International 
wird in der Logik für den N egator ein spezielles Minuszeichen ( ~ 1 ) als 
Schriftzeichen gebraucht.
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Was im Deutschen selbstverständlich ist, daß nämlich der Ball ebenso 
wie der Mensch Mao als T äter auftritt, ist aber schwerlich als “ rational” , 
also transkulturell zu empfehlen. An Menschen gerichtet, ist der Im pe­
rativ IW irf angemessen, an Bälle Imperative zu richten, ist nicht ange­
messen. Der Ball tu t nichts, er ist bloß in Bewegung. Für eine rationale 
Grammatik m öchte ich daher zwei Kopulae vorschlagen: n  für Taten,
«für Bewegungen. Taten und Bewegungen m öchte ich dann term inolo­
gisch als G eschehnisse  zusammenfassen.
Die Welt g e s c h i c h t e  besteht dadurch per definitionem aus Taten  
und Bewegungen von Dingen. T at, Bewegung und Ding sind nämlich die 
— bisher einzigen — Kategorien unserer rationalen Syntax.
Die T äter der Taten sind Menschen oder Tiere, wobei diese Unterschei­
dung darauf beruht, daß Menschen als Sprecher auftreten, Tiere sind 
nicht-sprechende T äter. Man nennt Menschen und Tiere nach alter Tradi­
tion zusammen L e b e w e s e n . '  Dazu ist aber zu bemerken, daß die 
Unterscheidung der sich bloß bewegenden Dinge in belebte (diese heißen 
dann: Pflanzen) und in unbelebte Dinge — daß diese Unterscheidung 
keine syntaktische Unterscheidung ist. “ Leben” ist keine Kategorie. Es 
ist nur in der Biologie begründbar, die Pflanzen m it Tieren und Menschen 
zur “ Lebensfamilie” zu rechnen, weil sie nach der Abstammungslehre 
mit diesen verwandt sind, d.h. gemeinsame Vorfahren haben. Die Unter­
scheidung belebt — unbelebt ist in unserer Kultur selbstverständlich, 
Sprachen anderer Kulturen brauchten sie aber nicht zu haben — sie ge­
hört nicht zur rationalen Grammatik.
Die bisher empraktisch begründeten Satzform en lassen sich noch vor der 
Einführung logischer Partikeln auf mehrere Weise erweitern. Ich beschrän­
ke mich dabei auf affirmative Indikativsätze. Der Satz L eo tut w irf Ball 
besteht aus einem Eigennamen, der Kopula 7r, einem T atw ort und einem 
Dingwort.
Rational rekonstruierbar sind Erweiterungen, die im Deutschen mit Lokal­
präpositionen gebildet werden: der Ball wird z.B. z u M ao  oder i n (ein) 
F enster  geworfen. Mindestens 2 1 6  solcher Lokalpräpositionen lassen 
sich leicht rational begründen. Das ist dann eine K onstruktion, die über 
bloße Rekonstruktion hinausgeht.
Ferner können die Dingwörter nicht nur — wie bisher — als sog. direkte 
Objekte verwendet werden, sondern auch als indirekte. Das geschieht 
durch Begründung von Kasus, z.B. des Instrumentalis (wenn der Ball etwa 
m i t (einer) Schleu d er  geworfen wird) oder des Dativs (wenn der Ball 
etwa dem  L eo  gegeben wird). Geben und Nehmen setzen dabei allerdings 
schon eine Kulturstufe voraus, in der es Eigentum und Tausch gibt.
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Welche Kasus in den natürlichen Sprachen vorhanden sind, ob sie eigene 
Kasusmorpheme haben, Präpositionen oder Postpositionen, das gehört 
zur empirischen Grammatik. Die rationale Grammatik kann nur einige 
Kasus aus dem “ Sitz im Handeln” , den sie haben, rekonstruieren. Sie 
bleibt dabei als rationale Grammatik jederzeit offen für Erweiterungen.
Das Lexikon unserer wissenschaftlichen Kunstsprache enthält damit 
(Eigennamen seien vom Lexikon ausgeschlossen) vor allem Geschehnis­
w örter und Dingwörter. Das sind Verba und Substantiva in der lateini­
schen Grammatik. Außerdem haben wir als “ Partikeln” Kopula, Lokal­
präpositionen und Kasusmorpheme.
Als Erweiterung läßt sich dann die Verwendung von Beiwörtern zu den 
Geschehnis- und Dingwörtern begründen — nämlich dann, wenn es auf 
zusätzlichen Unterscheidungen im Handeln ankom m t. Z.B. kann der 
Ball flach oder steil geworfen werden, und der Ball kann leicht oder 
schwer sein. Das führt zu “ Beiw örtern” , die im Lateinischen als Adverbien 
oder Adjektive auftreten: Geschehnisbeiwörter und Dingbeiwörter. Oft 
sind diese zusätzlichen Unterscheidungen durch Beiw örter für das Handeln 
so wichtig, daß es sich empfiehlt, in eigenen Indikativsätzen zu formulie­
ren, ob der Ball nun leicht oder schwer i s t ,  ob der W urf nun flach 
oder steil i s t .  Im Deutschen gebrauchen wir eine eigene Kopula ist, 
das ist konventionell — die Unterscheidung dieser Sätze von bisherigen 
G e s c h e h n i s s ä t z e n  ist aber rational, transkulturell begründbar.
Für eine rationale Syntax m öchte ich daher eine Kopula e vorschlagen, 
so daß wir als weitere Indikativsätze solche S e i n s s ä t z e  wie Ball e 
schw er, W u rfe  flach  erhalten. Die W örter vor der Kopula heißen Subjekte, 
die Beiwörter heißen Prädikate. Snell hat in seinem berühmten “ Aufbau 
der Sprache” für Beiw örter als Prädikate eine andere Kopula vorgeschla­
gen als für Ding- oder Geschehniswörter, die als A rt- bzw. Gattungsprädi­
kate verwendet werden. D arf ich Ihnen hier — aus Zeitgründen — nur 
trocken versichern, daß man sich auch mit einer Kopula behelfen kann.
Ich erwähne nur, daß die Prädikate ein- oder mehrstellig sind.
Auch diese Seinssätze aus Subjekten und einem Prädikat können erwei­
tert werden, insbesondere wäre eine rationale Rekonstruktion der Parti­
kel, die wir im Deutschen als bestimm te und unbestim mte Artikel kennen, 
jetzt angebracht. Ich verzichte wieder aus Zeitgründen darauf, es bliebe 
ja auch dann bei einem Lexikon, das nur 4  W ortarten und Partikel ent­
hält.
Der deutsche Satz L eo tut einen schw eren Ball flach  in ein F en ster w er­
fe n  enthält diese 4  W ortarten und Partikel.
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Gegenüber dem Versuch, Syntax auf Logik zu reduzieren, ist dabei zu 
betonen, daß dieser Satz logisch elementar ist: er enthält auch bei ratio­
naler Rekonstruktion keine logischen Partikeln.
Diese logischen Partikeln treten vielmehr erst auf, wenn Elem entarsätze 
schon zur Verfügung stehen. Die W örter werden aus einem Lexikon ent­
nommen und dann nach einer Syntax zusammengesetzt. Die einfachsten  
logischen Partikeln verbinden Elem entarsätze zu kom plexen Sätzen, sie 
heißen daher “Ju n ktoren ” . Ein Sonderfall ist der Negator, der vor einen 
Satz gesetzt wird. Hier entsteht ein logisch-komplexer Satz durch Erw ei­
terung e i n e s  Satzes.
Die Junktoren verbinden stets z w e i  Sätze. Aber wozu? Wo ist der 
“ Sitz im Handeln” für solche Verbindungen? Ich erläutere dies hier nur 
für den Fall des Subjunktors, der rational rekonstruiert, was im D eut­
schen als Bedingungsgefüge auftritt.
Den einfachsten Fall liefern bedingte Imperative, z.B. Wenn Sie Frau  
M ey er treffen , grüßen Sie sie, bitte, von m ir!
Abgesehen von den Pronom ina (die als V ertreter für Eigennamen rational 
zu rekonstruieren wären) haben wir hier zwei Elem entarsätze, deren 
rationale Struktur schon geklärt ist. Diese beiden Sätze B und A werden 
verbunden durch
Wenn B, dann bitte A ,  symbolisiert:
B -*■ ! A
Was zu tun ist, um dieser B itte zu folgen, ist empraktisch leicht zu lernen. 
Alle Rechtsnorm en, wie z.B. die archaische Norm “M örder werden mit 
dem Tode bestraft”  sind generelle bedingte Imperative. Vorausgesetzt 
ist nämlich eine Rechtsorganisation, in der für den R ichter der Imperativ 
gilt: Wenn x  ein M örd er ist, bestrafe x  m it dem  T odei.
Der Imperativ ist generell, weil er mit einer Variablen x  form uliert ist.
Für diese ist hier jeder Eigenname einsetzbar. Genauer haben wir es also 
mit einer F o r m  von Imperativsätzen zu tun, die erst durch Vorsetzen  
des Allquantors fü r  alle x  wieder zu einem Satz wird.
Die Quantoren, der Allquantor und der Einsquantor, sind logische Parti­
keln, die aus Satzform en Sätze machen: die Variablen der Satzformen  
werden durch die Q uantoren gebunden.
Daß die Variablen in Rechtsnorm en Variable für Eigennamen sind, ist 
logisch irrelevant. Die Standardlehrbücher der Logik führen die Quantoren  
zwar stets nur für Subjektvariable in elementaren Seinssätzen ein, in denen
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ein (oder m ehreren) Subjekten ein Prädikat zugesprochen wird — aber 
das ist eine dogmatische Beschränkung der Syntax der Elem entarsätze, 
die dadurch nicht besser wird, daß man sie “logischen Atom ism us” oder 
gar eine “Ontologie” nennt.
Wenn z.B. ein Schreibwarengeschäft annonciert, daß Filzstifte in allen 
Fa rben  vorrätig seien, so haben wir hier einen A llquantor, der eine Variable 
für Farbw örter (das sind Adjektive, also Dingbeiwörter) bindet: F ü r alle 
x  sind x-farbige Filzstifte vorrätig.
Neben den beiden Q uantoren und dem Negator gibt es außer dem Sub- 
junktor noch zwei Junktoren: Konjunktor und A djunktor, für die im 
Deutschen gewöhnlich und  bzw. od er  gebraucht werden. Hat man den 
Subjunktor zur Verfügung, so sind Konjunktor und Adjunktor leicht zu 
begründen. Ich habe vorhin z.B. vom Adjunktor Gebrauch gem acht, als 
ich nach den Taten und Bewegungen (die nur exemplarisch eingeführt 
wurden) den Terminus “ Geschehnisse” dadurch definiert habe, daß 
“ Geschehnis” für “T at oder Bewegung” stehen soll. Alle Geschehnisse 
sind per definitionem Taten o d e r  Bewegungen. Für den Nicht-Logiker 
ist es manchmal verwirrend, daß man diese Definition auch folgender­
maßen formulieren kann: Taten u n d  B ew egungen sollen G eschehnisse  
heißen. Das ist in der T at eine mißverständliche Form ulierung. Es soll 
ja nicht alles, was eine T at und (zugleich) eine Bewegung ist, ein Gescheh­
nis heißen, sondern alle T aten sollen Geschehnisse heißen u n d  alle Be­
wegungen sollen Geschehnisse heißen.
Diese Konjunktion der beiden Bedingungssätze
(1 ) Wenn etwas Tat ist, dann auch G eschehnis
und
(2 )  Wenn etwas B ew egung ist, dann auch G eschehnis  
ist äquivalent mit dem einen Bedingungssatz
(3 ) Wenn etwas Tat o d e r  B ew egung ist, dann auch Geschehnis.
Diese Äquivalenz, die aufgrund des redepraktischen Umgangs mit und  
und od er  beweisbar ist, ist dann zugleich die praktische Begründung für 
die Verwendung eines Adjunktors/
Mit den angeführten 6  logischen Partikeln (dem  N egator, 3 Junktoren  
und 2 Q uantoren) ist die Logik vollständig: alle weiteren logischen Unter­
suchungen gelten dem denkökonomischen Gebrauch dieser 6  Partikel.
Es ließe sich allenfalls darüber streiten, ob die Theorie der Gleichheit 
(insbesondere der Identität) einschließlich der Theorie der Kennzeich­
nungen offiziell noch zur Logik gerechnet werden sollte — oder als eine
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Theorie, die nur insofern allgemein ist, als sie überall da nützlich ist, wo 
eine Synonym ität verwendet wird.
Das ist nur ein term inologischer Streit — die logischen Partikeln, insbe­
sondere die Quantoren, sind jedenfalls auch für Elem entarsätze anwend­
bar, die keine Eigennamen enthalten.
Ich verlasse damit die empraktische Begründung der logischen Partikeln  
in der Hoffnung, daß deutlich geworden ist, daß Logik etwas ist, was 
zur rationalen Syntax der Elem entarsätze hinzukomm t: Logik ist kein 
Ersatz für eine rationale Syntax, sondern eine Erweiterung.
Nach der rationalen Syntax sei jetzt die rationale Semantik behandelt. 
Diese können wir gleich am obigen Beispiel des Geschäfts mit Filzstiften  
in allen Farben studieren. Verlangen Sie etwa einen rotgelben Filzstift! 
Nehmen wir an, Sie bekommen ihn, indem zusätzlich etwas von orange 
gemurmelt wird. Anschließend verlangen Sie einen gelbroten Filzstift. 
Eferaus wird sehr wahrscheinlich schon eine Diskussion über semantische 
Probleme entstehen. Es wird etwa argum entiert, daß die Farbe orange 
heiße und rotgelb  nur ein deutschtümelndes Synonym  sei, ebenso wie 
gelbro t — letzteres allerdings nur G oethe zuliebe. Oder ob Sie etwa 
braun  meinten? Verneinen Sie das, weil Ihnen Braun ein d u n k l e s  
Rotgelb sei, dann wird Ihnen vielleicht ein hellbrauner Stift gezeigt — 
na ja, dann verteidigen Sie einmal, daß nach Ihrer Meinung auch Hell­
braun noch eine Mischung von Rotgelb sei, die zwar Weiß enthalte 
aber auch S c h w a r z ,  und Ihnen in diesem Sinne zu dunkel sei.
Es ist ein Kreuz mit einer rationalen Semantik der Farbw örter. Schopen­
hauer forderte einmal, daß ein Buch eines Kollegen polizeilich verboten  
werden sollte, weil dieser darin ein grünliches R o t erwähnt hatte. Syn­
taktisch ist das ersichtlich einwandfrei. Welche Instanz norm iert den 
Gebrauch der W örter über die Syntax hinaus? Syntax wird in allen Schu­
len gelehrt, wie die Orthographie, warum gibt es keine staatliche Ortho- 
semantik?
Soweit es die Farbw örter angeht, sind wir im Deutschen noch gut daran, 
denn es gibt bei uns für Lichtquellen eindeutig vier Hauptfarben: R ot, 
Gelb, Grün und Blau.
Seitdem die Physiker an unserer Bildungssprache m itm ischen, ist es ra­
tional, die reinen Farben (d.h. diejenigen ohne Weiß- oder Schwarzan­
teil) auf einem Kreis anzuordnen und dabei Komplementärfarben (die 
additiv gemischt Weiß ergeben) einander gegenüber anzuordnen. Das 
läßt sich mit den germanischen vier Hauptfarben leicht machen.
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rot
(in Goethescher Anordnung: R ot oben und steigende Frequenzen gegen 
den Uhrzeigersinn)
Schopenhauer war mit seinem V erbot also rational im R echt (ob aller­
dings die Polizei dafür zuständig sein sollte, ist eine andere Frage). Physi­
kalisch sind alle Übergänge von R o t zu Gelb, zu Grün, zu Blau und zu­
rück zu R ot kontinuierlich. Wieviel Differenzierungen sind sprachlich 
vernünftig? G oethe hat in seinen Untersuchungen über die sinnlich-sitt­
lichen Wirkungen der Farben dafür plädiert, daß die komplementären  
Intervalle des Blauen und Gelben differenziert werden sollten. Dadurch 
entsteht aus dem Viererkreis ein Sechserkreis:
rot
Das Gelb ist jetzt kom plem entär zum Rotblau (auch V iolett geheißen)
— und das begründet sich dadurch, daß V iolett die letzte sichtbare Spek­
tralfarbe (vor dem Ultraviolett) ist. Grün erhält dadurch den Status einer 
Zwischenfarbe, und so entsteht das G oethesche Farbdreieck:
rot
Das ist ein gleichseitiges Dreieck, das auf jeder Seite noch eine Zwischen­
farbe trägt.
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Die Goetheschen Zusatzbegründungen für dieses Dreieck, daß nämlich 
Blau getrübtes Schwarz, Gelb getrübtes Weiß sei, sind leider falsch. Hier 
irrte G oethe, obwohl er sonst in seiner Farbenlehre tausendmal Recht 
hatte gegen die Physiker.
Ethymologisch kann man allerdings sagen, daß Blau für ‘dunkelgänzend’ 
steht, Gelb  für ‘hell-glänzend’. Während R ot bis ins Indogermanische als 
Farbw ort zurückgeht, Grün jedenfalls mit Gras stammverwandt ist (und 
daher sprachlich als ‘Grasgrün’ bestimmt ist), ist Gelb  mit Glanz verwandt, 
die indogermanische Wurzel steht — laut Duden — für ‘bläulich, grünlich, 
gelblich glänzend’ oder ‘blank’. Blank ist aber m it blau verwandt, hier 
steht die indogermanische Wurzel ebenfalls — laut Duden — für ‘glänzend’. 
Blei repräsentiert den dunklen Glanz, die Bjelorussen sind aber keine 
Blaurussen, sondern Weißrussen. A uf Ethym ologie ist eben kein Verlaß, 
wenn man einen rationalen Sprachgebrauch sucht. Differenziert man 
nicht — wie G oethe — nur das Paar Blau — Gelb, sondern — wie seit 
Helmholtz üblich — in einem zweiten Schritt auch das Paar Grün — R ot, 
dann entsteht ein Achterkreis
rot
Rot ist hier ausgezeichnet als erste sichtbare Spektralfarbe (nach dem  
Infrarot). Die Zwischenfarbe Blaurot heißt traditionell Purpur. Läßt 
man das Purpur weg, so bleiben die 7 Farben des Regenbogens übrig.
Die vier Hauptfarben bilden jetzt ein Farbtrapez, das vier Zwischenfar­
ben trägt. A uf seine Basis gedreht, sieht es so aus
grün gelb
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Um den Streit zu beenden, der zwischen den V ertretern des Sechser- 
bzw. Achterkreises besteht, hat Ostwald eine 24-er Teilung vorgeschla­
gen, da 2 4  das kleinste gemeinsame Vielfache von 6  und 8  ist. Für die 
Semantik der Farbw örter hilft das allerdings nichts, weil dadurch z.B. 
nicht entschieden wird, welcher der Farbtöne zwischen V iolett und 
Blaugrün nun Blau heißen soll. Mir scheint, daß dies keine sinnvolle Frage 
mehr ist. Das Farbtrapez ist jedenfalls eine angemessene Differenzierung 
des ursprünglichen Viererkreises. Wären die Physiker m it ihrer Theorie 
des Regenbogens nicht dazwischengekommen, so hätte ja der Viererkreis 
sowieso gereicht: die Praxis nimmt zu den Hauptfarben nur Farbw örter 
hinzu, die zu besonderen Dingen gehören, z.B . den Veilchen, den Purpur­
schnecken oder den Türkissteinen. Und kapriziert man sich nicht — wie 
die Physiker — auf reine Farben, sondern nimmt man z.B. die viel häufiger 
vorkommenden verblaßten Farben, dann genügt nach meiner Erfahrung 
von einem gewissen Helligkeitsgrad an schon der Viererkreis der Haupt­
farben.
Für die Normierungsprobleme einer rationalen Semantik habe ich die 
Farbw örter herausgegriffen — ähnliche Probleme stellen sich fast auf je­
dem Gebiet, über das man spricht. Modern sind ja “ semantische Strate­
gien” bei den praktischen Politikern. Das haben aber die Rhetoren schon 
in der Antike m it Erfolg praktiziert. Nur für die wissenschaftliche Politik 
stellt sich das Problem einer r a t i o n a l e n  Normierung auch solcher 
W örter wie Freiheit  und G erechtigkeit.
Das Beispiel der Farbw örter zeigt, wie ich hoffe, deutlich, daß eine ratio­
nale Semantik nicht auf Definitionen beschränkt ist. Man hört ja immer 
wieder in Diskussionen, daß der eine auf Definitionen besteht — und der 
andere dann mit dem wahren Satz antw ortet, daß man nicht a l l e  W ör­
ter definieren könne: einige W örter dürfe, ja müsse man Undefiniert ver­
wenden. Dieser Satz ist zwar wahr, er ist aber selbstverständlich nur des­
halb wahr, weil hier der Terminus “ D efinition” so verwendet wird, daß 
eine Definition eines W ortes immer schon andere W örter voraussetzt, 
mit denen definiert wird. Die empraktische Einübung in die Verwendung 
eines W ortes wird also nicht zur Definition gerechnet. Gerade auf sie 
kommt es aber bei “ Undefinierten” W örtern an.
Trotzdem  sind ersichtlich Definitionen für eine rationale Semantik zweck­
mäßig — nämlich wiederum zur Sprachökonom ie. Die wissenschaftlichen 
Fachsprachen machen denn auch reichlichen Gebrauch von Definitionen.
In den natürlichen Sprachen sind Definitionen selten, ein klarer Fall von 
Definitionen sind aber gewisse Verwandtschaftsbezeichnungen im D eut­
schen, z.B.
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Schw ager ±r Bruder des Ehepartners oder Ehepartner einer
Schwester oder beides, z.B . wenn zwei Schwestern  
m it zwei Brüdern verheiratet sind.
O nkel ^  Bruder der M utter oder des V aters oder Ehepartner 
einer Schwester der M utter oder des Vaters.
Die im Definiens vorkom menden Prädikate lassen sich — außer dem 
2-stelligen Prädikat E hepartn er  — per definitionem weiter zurückführen 
auf das 2-stellige Prädikat K ind  (x  ist Kind von y) und die Beiwörter 
männlich  und w eiblich, z.B.
x  ist M utter von y ^  y ist Kind von x  und x  ist weiblich
x  ist V ater von y  ^  y  ist Kind von x  und x  ist männlich.
Ein B ruder  von x  ist dann ein männliches Kind mit demselben V ater und 
derselben M utter wie x  (aber von x  verschieden). Schw ester wird entspre­
chend definiert.
Zur Angabe von Definitionen sind also gewisse W örter als Basiswörter 
auszuzeichnen. Das sind diejenigen W örter, die nach Ersetzung aller Defi­
nita durch ihr Definiens übrigbleiben.
Wenn sich die Wissenschaftler, wie in unserem Beispiel Mao und Leo bis 
zu gemeinsamer Praxis, notfalls bis zum Ballspielen, zurückbemühen 
würden — und dann in gemeinsamer Arbeit Schritt für Schritt Basiswör­
ter empraktisch an Exem peln einüben würden, um dann durch semanti­
sche Normierungen und Definitionen über die bloße Syntax hinauszu­
kommen, ja, dann sollte man doch meinen, daß theoretische Politiker 
(von der Rhetorik der praktischen Politiker rede ich nicht) auch bis zu 
einem Konsens über die Verwendung von W örtern wie Freiheit  und G e­
rechtigkeit kommen sollten. Der Konsens könnte z.B. ein Non-liquet 
sein: man beschließt gemeinsam, das W ort Freiheit  bis auf weiteres über­
haupt nicht zu gebrauchen. Die rationale Gram matik wäre auf diese 
Weise eine Grunddisziplin, die insbesondere für die politischen Wissen­
schaften sehr nützlich wäre.
Aber das ist gegenwärtig “ utopisch” , d.h. es ist weder kurz- noch m ittel­
fristig erreichbar.
Langfristig soll man bekanntlich gar nichts Voraussagen, denn setzt man  
die Frist nur lang genug an, so wird eben alles Mögliche möglicherweise 
auch erreichbar.
Es gibt m .E . gegenwärtig vor allem eine Schwierigkeit, die schon die 
Linguistik selbst am Ausbau einer rationalen Grammatik hindert: das ist 
die Schwierigkeit des zu Anfang erwähnten Tetraeders
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Begriff
Ich m öchte zum Schluß versuchen, aufzuzeigen, wo hier die Schwierig­
keit liegt.
Bisher habe ich nur von W örtern und Gegenständen gesprochen: Gegen­
stände sind dabei die Geschehnisse und die Dinge.
Wir sprechen mit W örtern über Gegenstände. Stellt man sich vor einen 
Baum und sagt man Baum  — nun ja, das ist die erste Dimension problem­
loser Praxis. Alles ist konkret, wie man sagt. Da hier in diesem Vortrags­
raum aber kein Baum ist, haben Sie sich eben nicht vor einen Baum ge­
stellt. Sie haben sich nur einen Baum v o r g e s t e l l t .  Auch das ist 
noch ziemlich problemlos: ein elementares Stück Vorstellungspsychologie 
und damit eine zweite Dimension — lernt jeder, der eine Sprache lernt. 
Man lernt, nicht nur über das zu reden, was gerade gegenwärtig ist. Man 
erinnert sich z.B. an Vergangenes, man hat also Erinnerungsvorstellungen 
— und über diese redet man, als ob man noch in der Vergangenheit wäre. 
Ersichtlich haben auch Tiere Erinnerungen, sie reden aber nicht darüber. 
Daher vergessen sie auch schneller — und vor allem teilen sie nicht die 
Freuden und Leiden der menschlichen Phantasievorstellungen. Man neh­
me die Mitteilung von Erinnerungen durch W örter und Sätze. Bloße Neu­
kombination dieser W örter und Sätze liefert neue Vorstellungen. So ent­
stehen Phantasievorstellungen — und auch über diese kann man reden, 
man kann sie mitteilen.
Die Vorstellungstätigkeit, ob Erinnerung oder Phantasie, ist eine Tätigkeit 
der Menschen, die — wie jede andere Tätigkeit — zu einer bestimmten  
Zeit geschieht. Der Mensch befindet sich an einem bestimmten Ort — und 
jetzt stellt er sich z.B. einen Baum vor, kurz danach etwas anderes oder 
gar nichts. Das ist gem eint, wenn man sagt, daß die Vorstellungen in 
Raum und Zeit stattfinden. Und deshalb heißen auch die Vorstellungen  
noch k o n k r e t ,  obwohl das Vorstellen ein i n n e r e s  Tun ist, im 
Unterschied zum ä u ß e r e n  Tun, bei dem wir unseren Körper in Raum  
und Zeit bewegen.
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Das Dreieck aus den K onkreta: W ort, Gegenstand und Vorstellung birgt 
keine ernsthaften Schwierigkeiten. Schwierig wird es erst, wenn das W ort 
B e g r i f f  hinzukommt. Wir müssen uns jetzt aus der Ebene der K on­
kreta in eine dritte Dimension erheben, in die Dimension der abstrakten  
Begriffe. Was immer auch Begriffe sind, sie sind keine K onkreta. Deshalb 
heißen sie Abstrakta. Aber das W ort B eg riff  ist konkret, und die Schwie­
rigkeit besteht darin, eine angemessene Verwendung dieses W ortes zu be­
gründen.
Die leider fast überall übliche Lösung besteht darin, daß man die Begriffe 
doch zu K onkreta m acht. Entw eder heißen plötzlich gewisse W ö r t e r  
B egriffe, insbesondere wenn es sich um Termini einer Wissenschaftssprache 
handelt — oder die zu diesen W örtern gehörenden V o r s t e l l u n g e n  
heißen B egriffe. Heißen schon die W örter B egriffe, dann heißen die zuge­
hörigen Vorstellungen meistens Begriffsinhalte.
Damit bleibt man aber selbstverständlich in der Ebene der Konkreta.
Eine Erhebung in die Höhe der Abstraktion hat noch nicht stattgefunden. 
Das ist also keine Lösung der Schwierigkeit, sie m acht die Schwierigkeit 
nur deutlicher.
Es steht allerdings jedem an dieser Stelle frei, sich eine Weltanschauung 
zuzulegen, indem er behauptet, es gäbe nur K onkreta. Wir leben in einem 
pluralistischen Rechtsstaat. Weltanschauungen sind also staatlich geschützte 
Rechtsgüter.
Das war im M ittelalter anders. Wer sich zu deutlich zum Nominalismus 
bekannte, der Lehre, daß es — neben den K onkreta: Gegenständen oder 
Vorstellungen — nur W örter gäbe, nomina sunt flatus vocis, war der K et­
zerei verdächtig.
Da war man schon sicherer, wenn man behauptete, die Begriffe seien eine 
zweite A rt von Vorstellungen: es gäbe neben den gewöhnlichen V orstel­
lungen, den Einzelvorstellungen, eine zweite A rt, die sog. Allgemeinvor­
stellungen. Dies seien die Begriffe.
Dieser Versuch, die Begriffe psychologisch einzuordnen, ist bis in die Ge­
genwart sehr beliebt. Man nennt das heute “ Psychologismus” . E r ist seit 
Frege und Husserl wissenschaftlich widerlegt — aber da keine Inquisition 
Irrlehren verfolgt, trifft man diese Lehre noch häufig an. Das Bedeutungs­
wörterbuch gibt z.B . ohne weiteres als Bedeutung von B eg riff  auch ‘V or­
stellung’ an.
Als letztes bleibt noch die Behauptung übrig, die Begriffe seien neben 
den konkreten Gegenständen eine zweite A rt von Gegenständen. Auch  
diese Lehre wurde schon im M ittelalter vertreten: man nennt das Realismus
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nach dem lateinischen W ort res für ‘G egenstand’. Der Realismus ist z.Zt. 
noch herrschende Lehre bei den M athematikern — und daher z.B. auch 
bei mathem atischen Linguisten. M athematiker haben es nicht mit Gegen­
ständen zu tun, sondern nur mit Symbolen. Sie behaupten aber, ihre Sym ­
bole seien Eigennamen für eine nur ihnen zugängliche A rt von Gegenstän­
den, eben abstrakten Gegenständen wie Zahlen, Mengen und Funktionen.
Dieser Realismus wird üblicherweise vermischt m it dem Streit um die pla­
tonische Ideenlehre, nach der die G eom etrie von Gegenständen eigener 
A rt handele: Die Ebene der G eom etrie sei als Idee verschieden von allen 
realen Ebenen, z.B . aus Holz, Stahl oder Glas. Aristoteles meinte, die 
Ideen seien Begriffe — und Aristoteles war außerdem Psychologist, zu­
mindest war er kein Realist. So ist es gekom m en, daß der Realismus 
auch Platonismus heißt.
Sie sehen, wie man bei dem Versuch, sich in die Höhen der Abstraktion  
zu erheben, vielmehr in einen Sumpf von Lehrmeinungen gerät. Für den 
Versuch, aus diesem Sum pf herauszukommen, lasse ich die Geometrie 
— und also die Ideenlehre — beiseite. Wir beschränken uns auf Begriffe, 
und das heißt auf den Versuch, für das W ort B e g riff  eine solche Verwen­
dung zu begründen, daß im Endresultat Begriffe keine Konkreta sind.
Die Begründung, die ich jetzt skizzieren m öchte, wird üblicherweise un­
ter dem Titel “ A bstraktionstheorie” vorgetragen. Vorläufer von ihr las­
sen sich bei Aristoteles und z.B. Leibniz finden, deutlicher wird sie bei 
Frege — sie wird aber erst in der konstruktiven W issenschaftstheorie kon­
sequent für alle A bstrakta, z.B. auch für die Mengen der M athematiker 
zugrundegelegt.
Hier haben wir es nur damit zu tun, daß wir bildungssprachlich nicht nur 
z.B. von dem V/ort M ensch  reden, sondern auch von dem Begriff Mensch, 
nicht nur von dem W ort G erechtigkeit, sondern auch von dem Begriff 
Gerechtigkeit.
Nach der Abstraktionstheorie ist diese Rede von Begriffen dadurch zu 
rekonstruieren, daß man von der Synonym ität von W örtern ausgeht.
Aber schon hier begegnet man der Schwierigkeit, daß es aussichtslos er­
scheint, zu definieren, wann zwei W örter einer natürlichen Sprache syno­
nym sind. Leichter ist es bei W örtern aus verschiedenen Sprachen. Z.B. 
wird das englische saturday  ( ‘Saturntag’) ins H ochdeutsche als S o n n ­
abend  übersetzt. Diese Übersetzbarkeit, die bei W ochentagen kein Problem  
ist, heißt auch “ Synonym ität” . Ethym ologisch ist saturday  auch mit 
Samstag ( ‘Sabbathstag’) nicht verwandt. Die beiden deutschen W örter 
sind aber synonym zu saturday. Sie sind auch zueinander synonym, denn 
zwei W örter, die zu einem dritten synonym sind, sind eben auch zueinander 
synonym.
Das ist ein Lehrsatz, der sich aus der Definition der Synonym ität ergibt. 
Eine solche Definition läßt sich für W örter der natürlichen Sprachen aber 
nicht finden — gegen alle Versuche einer Definition sind immer wieder 
Gegenbeispiele gefunden.
Für eine rational konstruierte W issenschaftssprache, die neben einer ratio­
nalen Syntax auch eine rationale Semantik enthält, also explizite Normen  
für die Verwendung der W örter — für eine solche Wissenschaftssprache 
ist die Synonym ität jedoch auf ganz einfache Weise zu definieren: zwei 
W örter heißen synonym , wenn für sie dieselben Verwendungsnormen gel­
ten.
Übersetzt man z.B . von einer W issenschaftssprache in eine andere Wissen­
schaftssprache, so braucht nur kontrolliert zu werden, ob bei der Über­
setzung alle semantischen Normierungen der einen Sprache auch in seman­
tische Normierungen der anderen Sprache übergehen — und umgekehrt.
Innerhalb einer W issenschaftssprache ist es dagegen unzweckmäßig, syno­
nyme W örter zu verwenden: man solle die Entitäten  nicht ohne N ot ver­
größern, empfahl schon Ockham, der große Nominalist der Spätscholastik.
Nehmen wir z.B . Termini der rationalen Syntax, wie Tat, Geschehnis  
oder Ding. Bei einer Übersetzung ins Englische würde statt D ing  etwa 
thing gesagt. Das W ort Ding  hat vier Buchstaben, das W ort thing  ist aber 
— glücklicherweise — kein four-letter-w ord. Die Anzahl der Buchstaben, 
so könnte man hier bildungssprachlich sagen, betrifft nur die W örter, sie 
betrifft nicht den B e g r i f f ,  der durch die beiden synonymen W örter 
d a r g e s t e l l t  wird.
Diese Rede von Begriffen ist leicht rekonstruierbar. Man m acht Aussagen, 
in denen ein Terminus einer wissenschaftlichen Sprache — hier z.B . das 
W ort D ing  — vorkom m t. Manche dieser Aussagen, z.B . Aussagen über die 
Anzahl der Buchstaben, sind für den Terminus aus der einen Sprache 
wahr, für den synonymen Terminus aus einer anderen Sprache nicht. Sol­
che Aussagen heißen “ nicht-synonym itätsinvariant” . Wenn das geklärt 
ist, so beschränke man sich anschließend auf synonymitätsinvariante 
Aussagen über die Termini einer wissenschaftlichen Sprache.
Wird z.B. der Terminus Gegenstand  ins Englische durch entity  übersetzt, 
dann ist Dinge sind G egenstände  eine synonymitätsinvariante Aussage: 
sie geht über in: things are entities.
Durch die Beschränkung auf synonym itätsvariante Aussagen begibt man 
sich in die Höhe der A bstraktion: es wird von der Lautgestalt der synony­
men W örter abstrahiert, allein die Verwendungsnormen sind noch rele­
vant. Statt nun im Falle einer synonymitätsvarianten Aussage A über
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einen Terminus T explizit hinzuzufügen, daß diese Aussage synonymi- 
tätsinvariant ist, reformuliert man die Aussage A jetzt als eine Aussage 
über den Begriff T . Weil D inge sind G egenstände  synonymitätsinvariant 
ist, reformuliert man diese Aussage als
Ding ist ein U n terbegriff von Gegenstand.
Damit hat man die Höhe der Abstraktion erreicht. Der Abstraktions­
prozeß, der hier vollzogen wird — nämlich die Beschränkung auf synony- 
mitätsinvariante Aussagen — ist kein psychischer Prozeß, und erst recht 
kein Prozeß mit außersprachlichen Gegenständen, der Abstraktionsprozeß  
ist ein sprachlicher Prozeß.
Es sei ein sprachlicher Trick, so hat man auch gesagt. Quine, der berühm­
te amerikanische Logiker, spricht hier von “ innocent abstraction” , weil 
man hier von Begriffen nur so redet, a l s  o b  es neue Gegenstände im 
Unterschied zu den W örtern und konkreten Gegenständen wären. Die 
Behauptung ist hier immer, der M athematiker habe es nicht nur m it sol­
chen abstrakten Gegenständen zu tun, die sich einer Fiktion verdanken. 
Demgegenüber zeigt die konstruktive M athematik, daß man m it dieser 
Fiktion auskom mt, daß man sich also weder auf den Psychologismus 
noch auf den Realismus einlassen muß, um auch moderne M athematik  
(ich muß hinzufügen: so weit sie technisch nützlich ist) treiben zu kön­
nen.
Für unser Problem einer rationalen Gram matik ist von diesem Grundla­
genstreit der M athematiker nur wichtig, daß man sich von ihm nicht irri­
tieren läßt. In einer rationalen Sprache ist die Rede von Begriffen per 
abstractionem  leicht einzuführen. Das sollte den Linguisten genügen.
Mit den Überlegungen zu einer rationalen G ram matik, zu rationaler Syn­
tax  und rationaler Semantik, begibt sich der Linguist in ein Gebiet, das 
z w i s c h e n  dem Gebiet der empirischen Sprachforschung und dem  
Gebiet der M athematik liegt.
Es besteht daher stets die Gefahr, sich dogmatisch an die M ethoden eines 
dieser angrenzenden Gebiete anzuschließen. Weil die rationale Gramma­
tik aber im Zusammenhange der Wissenschaften eine Grunddisziplin 
aller politischen Wissenschaften ist, in denen es um rationales Argumen­
tieren über politische Normen geht, deshalb sollte, so scheint mir, ratio­
nale Grammatik trotz dieser Gefahren studiert werden.
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THOMAS T B A L L M E R / W A L T R A U D  BRE NN ENS TU HL
Zur Semantik handlungsbezeichnender Verben
1. Einleitung
Das Ziel unseres Vortrages soll sein, eine s p r a c h l i c h  f u n d i e r t e  
l o g i s c h e  Analyse h a n d l u n g s b e z e i c h n e n d e r  Verben vorzu­
stellen. Es muß aber von Anfang an darauf hingewiesen werden, daß beim  
jetzigen Forschungsstand noch keine endgültigen und unumstößlichen  
Lösungen vorgelegt werden können. Dazu ist der Verbalkomplex viel zu 
groß und das logische Instrumentarium immer noch zu unerprobt.
Trotzdem  wollen wir uns auf den Weg machen und eine Reihe von uns 
wichtig erscheinenden Problemen thematisieren, deren Betrachtung  
unseres Erachtens weiterhilft, das Ziel einer s p r a c h l i c h  f u n d i e r t e n  
l o g i s c h e n  Analyse h a n d l u n g s b e z e i c h n e n d e r  Verben voran­
zutreiben.
Bevor wir mit dem eigentlichen Them a beginnen können, müssen vorweg 
noch einige Dinge geklärt werden. Erstens wollen wir eine Bemerkung zur 
Auswahl des Objektbereiches h a n d l u n g s b e z e i c h n e n d e r  Verben  
machen. Unser Vorschlag ist dabei, diesen Bereich etwas auszudehnen 
und ihn in den Rahmen der V o r g a n g s -  oder p r o z e ß b e z e i c h ­
n e n d e n  Verben einzubetten. Die Semantik von vorgangsbezogenen 
Verben einerseits und handlungsbezogenen Verben andererseits zeigt der­
artig hervorstechende Ähnlichkeiten, daß diese vorrangig vor den allen­
falls vorhandenen Unterschieden zu behandeln sind. 1 Zweitens wollen 
wir von Anfang an klarstellen, welche Auffassung wir hier vertreten.
Dies erleichtert, so glauben wir, eine kritische Überprüfung unserer 
Aussagen, gibt uns aber auch die Möglichkeit, uns präziser auszudrücken 
und gewisse Fehlentscheidungen zu vermeiden. Unsere Position ist knapp 
Umrissen folgende. Der erw artete Durchbruch der l o g i s c h e n  S p r a c h ­
a n a l y s e  ist, so wie sich uns die Forschungslage auf diesem Sektor prä­
sentiert, in der amerikanischen und europäischen Linguistik im großen 
und ganzen noch ausgeblieben. Es besteht ganz im Gegenteil eine weit­
gehende Abkehr von formalen Ansätzen, sogar auch im syntaktischen  
Bereich. Die logische und formale Sprachanalyse ist auf einige wenige 
Forschergruppen in der Welt konzentriert. Sie gehört außerdem keines­
wegs zur regulären Grundausbildung eines jeden Linguisten. A uf der 
anderen Seite kann aber die i n f o r m e l l e  Linguistik auch keinen
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übermäßigen Erfolg verbuchen. Die Situation der beiden angesprochenen  
Positionen läßt sich unseres Erachtens nur dadurch verbessern, daß deren 
Vorzüge in methodisch sinnvoller und system atischer Weise v e r e i n t  
werden.
Wir plädieren dementsprechend für eine in der s p r a c h l i c h e n  I n t u i ­
t i o n  v e r a n k e r b a r e  l o g i s c h e  A n a l y s e  s p r a c h l i c h e r  G e ­
g e b e n h e i t e n .  Im Gegensatz zu den meisten logisch-analytisch orien­
tierten Linguisten, die ihre Form alism en nur auf einige wenige Beispiele 
stützen, wollen wir s y s t e m a t i s c h e  i n f o r m e l l e  Studien sprach­
lichen Materials vorausschicken, und im Gegensatz zu den informellen 
Linguisten wollen wir uns durchaus bemühen, diese systematischen Stu­
dien über sich hinauszuführen zu einem sprachlich fundierten logischen 
System.
Die Logik soll, etwas anders ausgedrückt, nicht der Sprache übergestülpt, 
sondern aus ihr heraus entw ickelt werden.
Einen dritten Punkt, den wir in dieser Einleitung noch ansprechen wollen, 
ist der, daß wir für die natürliche Sparche von einem etwas modifizierten  
Logikbegriff ausgehen müssen. In den traditionelleren Auffassungen der 
Logik spielt ein auf dem Wahrheitsbegriff begründeter Folgerungsbegriff 
eine zentrale Rolle. Man sagt etwa, daß ein Satz A  aus einem anderen B 
folgt gdw. A  immer wahr ist, wenn auch B wahr ist, oder etwas ausführ­
licher ausgedrückt, wenn A in jeder Situation (K on text, möglichen Welt) 
wahr ist, in der auch B wahr ist. Ein derart strikter Folgerungsbegriff ist 
für die natürliche Sprache n i c h t  direkt verwendbar. E s  g i b t  k e i n e  
d e r a r t  s t r i k t e n  F o l g e r u n g e n .  Es gibt zu jeder natürlich-sprach­
lichen Folgerung Ausnahmen. Ein Junggeselle kann unter Umständen 
verheiratet sein, ein Rabe weiß und ein Mann weiblich, verformen muß 
nicht implizieren, die Form  zu verändern (wie man an einem Beispiel 
sieht, wo man durch verformen einer quellenden Masse gerade dafür 
sorgt, daß die Form  dieselbe bleibt), gehen muß nicht heißen, sich vom  
Fleck  zu bewegen (wie einem ein Pantom im e bestätigen kann). Solche 
Ausnahmen sind darin begründet, daß man p r i n z i p i e l l  nicht alle 
Fälle berücksichtigt bzw. berücksichtigen kann. Für Normalfälle stimmen 
die Folgerungen durchaus. Verändern sich gesellschaftliche Normen und 
Bräuche, oder bezieht man sich auf außergewöhnliche Fälle, bei denen 
verschiedene Dinge in unerw arteter Weise Zusammentreffen, so b r e c h e n  
d i e  s p r a c h l i c h e n  B r ü c k e n  zusam men!
Eine gangbare Alternative sehen wir in einer geeigneten Abschwächung 
des Begriffes der logischen Folgerung. In Anlehnung an die “ Bay-Area 
Linguistics” vertreten wir auch die Auffassung, daß sprachlich-analytische
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Folgerungen nur in sogenannten p r o t o t y p i s c h e n  S i t u a t i o n e n  
valide sind und daß, sobald sprachliche Ausdrücke bezüglich untypischen  
Situationen verwendet werden, analytische Folgerungen nicht mehr im 
ursprünglichen Sinne zulässig sind. Die Implikationen sprachlicher Aus­
drücke sind, anders ausgedrückt, nur solange tragfähig, wie sie in proto- 
typischer Weise verwendet werden. Die n i c h t - p r o t o t y p i s c h e  
Verwendung sprachlicher Ausdrücke ist aber durchaus m ö g l i c h  und 
durch (i.a. prototypische) Verwendung anderer Ausdrücke sogar genau 
spezifizierbar. 2  Beispiele, die diese Stärke der Sprache beleuchten, sind 
(Um -) Definitionen und Explikationen sprachlicher Ausdrücke. Man kann 
beispielsweise, indem man auf einen Fernseher zeigt, sagen: D iese Klaps­
mühle hat m ich schon oft geärgert. Damit wird eine lokale Umdefinition 
des W ortes Klapsmühle vorgenommen, was man daran sieht, daß im V er­
lauf des weiteren G e s p r ä c h s  mit Klapsmühle Fernseher gemeint 
wird. Einige für Klapsmühle typischen Folgerungen sind beibehalten (wie 
zum Beispiel: Institution für geistig M inderbem ittelte), andere sind aller­
dings aufgehoben.
Durch solche Beispiele wird auch unsere eigene Bedeutungstheorie illu­
striert. Wir vertreten dabei eine von der Bay-Area Linguistik etwas ver­
schiedene Position. D ort wird davon ausgegangen, daß die prototypischen  
Bedeutungen die nicht-prototypischen Verwendungsweisen von Ausdrücken 
in einer bestimm ten Weise festlegen. Wir meinen aber, daß prototypische  
Bedeutungen (und Implikationen daraus) die Bedeutungen in nicht-proto­
typischen Verwendungsweisen höchstens soweit festlegen, insofern sie 
durch die explizite Situationscharakterisierung nicht aufgehoben werden. 
Ein Beispiel soll diesen Punkt illustrieren.
M ann impliziert prototypischerw eise ‘männliches G eschlecht’ und ist 
prototypischerweise inkompatibel mit ‘weiblichem G eschlecht’. D ieser 
Mann ist w eiblich  kann aber wahr sein in einer nicht-prototypischen  
Situation, nämlich, falls wir es m it einem Transsexuellen zu tun haben, 
etwa vor seiner geschlechtsverändernden O peration. Diese Situation hebt 
die Inkompatibilität von ‘Mann’ und ‘weiblichem G eschlecht’ auf. Die 
Situation muß aber klar gem acht werden, sonst besteht tatsächlich ein 
(analytischer) Widerspruch. Eine solche K o n t e x t v e r ä n d e r u n g  ist 
im allgemeinen durch prototypisch verwendete Ausdrücke herstellbar, 
so wie wir es eben in unserem Beispiel gem acht haben.
Unsere Bedeutungstheorie betrifft also prototypische und nicht-proto­
typische Verwendungsweisen sprachlicher Ausdrücke. Die Bedeutung 
in nicht-prototypischen Fällen wird t e i l s  d u r c h  d i e  p r o t o t y ­
p i s c h e  B e d e u t u n g  festgelegt, t e i l s  d u r c h  e i n e  (sprachliche)
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K o n t e x t v e r ä n d e r u n g  spezifiziert. Erst so gewinnt eine lingui­
stische Semantik die notwendige A d ä q u a t h e i t  und F  1 e x  i b i - 
1 i t  ä t , die ihr die Wendigkeit der natürlichen Sprache abverlangt, die 
ja in proto- und nicht-prototypischen Situationen funktionieren muß.
2. Anforderungen an eine Verbsemantik
Wir suchen nun eine logische Analyse im prototypisch abgeschwächten  
Sinne (die Einzelheiten einer nicht-prototypischen Analyse werden wir 
an einer anderen Stelle, mit Bezug auf eine Kontextveränderungs-Theorie 
[K ontextveränderung und K ontextm anipulation] behandeln), die die 
folgenden Anforderungen erfüllen sollte.
1) Um eine Reihe typischer Fehler einer r e i n  f o r m a l e n  Vorgehens­
weise zu vermeiden, wollen wir die logischen Strukturen von hand­
lungsbezeichnenden Verben bzw. prozeßbezeichnenden Verben aus 
einer Lexikonanalyse entwicklen. Die Lexikonanalyse ist im wesentlichen 
auf zwei semantischen Relationen begründet, einer B e d e u t u n g s -  
b e n a c h b a r k e i t s  relation und einer V o r a u s s e t z u n g s ­
relation. Diese Relationen beziehen sich auf prototypische und nicht 
auf abartige Verwendungen der in einfachen Sätzen eingebauten Ver­
ben. (Näheres dazu siehe Ballmer/Brennenstuhl 1 9 7 8 , Zur Struktur
des deutschen Verbw ortschatzes, in den “ Linguistischen Berichten” ).
2 ) Insbesondere soll aus der W ortschatzstruktur abgeleitet werden, was 
Verben bezeichnen. Es kann gezeigt werden, daß für die meisten 
Verben (ausgenommen den abstrakten Verben) die Voraussetzungs­
relation Anlaß zu einer Dimension gibt, die man üblicherweise Aktions­
art nennt. Paraphrasen der Verben, in denen Verben wie anfangen, 
ablaufen, aufhören  Vorkommen, weisen auf lexikalischer Basis auf 
eine prozessuale Interpretation hin. Verben, bei denen ein derartiger 
lexikalisch fundierbarer Bezug auf Phasen eines Prozesses ausmachbar 
ist, nennen wir prozeßbezeichnende Verben. Mit diesen werden wir 
uns beschäftigen.
3) Aufgrund der lexikalisch begründbaren Tatsache, daß die uns interes­
sierenden Verben Prozesse (Ereignisse, Abläufe und dgl.) bezeichnen, 
stehen wir in der Nähe einer Davidsonschen Analyse. Die Frage drängt 
sich dann auf, wie a d v e r b i a l e  E r g ä n z u n g e n ,  allgemeiner 
Adform en, behandelt werden können und sollen. Adsätze, Präpo- 
sitionalphrasen, Kasus, Adjektive stehen dabei zur Diskussion.
137
4) Eine Inadäquatheit der logischen Sprachanalyse, die immer wieder 
in die Augen fällt, aber bisher noch nicht endgültig aufgelöst ist, ist 
die identische Analyse von Verben und Nomina als Prädikate von 
Individuen. Diese Inadäquatheit soll m it unserem Vorschlag elimi­
niert werden. Sie zeigt sich am klarsten darin, daß eine Form el 
Vx(H aus (x ) und Brennen (x ))  sowohl EIN HAUS BREN N T wie 
EIN BREN N EN  HAUST repräsentieren kann. Diese Inadäquatheit 
kann mit beliebig vielen Beispielen belegt werden. EIN E FA R B E  
DECKT und EIN E D ECK E FÄ R B T , EIN L E H R E R  STU D IER T und 
EIN STU D IER EN D ER  L EH R T , EIN E NACHT D U N K ELT H EREIN  
und EIN D U N K EL N ACH TET H ER EIN  sind selbstverständlich alle 
nicht äquivalent. O ft ist auch einer von zwei solchen Ausdrücken be­
deutungslos: EIN P F A R R E R  SINGT /  »EIN  SÄN G ER P FA R R T ,
»EIN EN TBREN N EN  S T R E IT E T  /  EIN ST R EIT  EN TBREN N T,
EIN REG EN  KOMMT /  *EIN  KOMMEN REG N ET.
5) Die logische Analyse soll branching time als Zeitkonzept enthalten  
können (vgl. Ballmer 1 9 7 5 ).
6 ) Die logische Analyse soll kursive (m iterlebende) wie komplexive 
(zusammenfassende) Betrachtungsweise von Prozessen ausdrücken 
können. Das beinhaltet, daß Implikationen, Voraussetzungen und 
Erwartungen von vornherein festgelegt werden können.
7) Sie soll Schlüsse über die A ktanten einer Handlung erlauben, und 
zwar nicht nur, welche Aktanten an der Handlung in welchen Rollen  
beteiligt sind, sondern auch in welchen Phasen der Handlung sie je­
weils aktiv werden.
8 ) Die logische Analyse soll eine Alternative zu Zeno Vendlers Klassi­
fizierung der Verben in states, activities, achievements und accom p- 
lishments liefern.
Das ist lediglich eine Auswahl aus einer wesentlich längeren Liste von
Bedingungen.
3. Grundüberlegungen zur Verbsemantik
Es geht also darum, eine adäquate, möglichst allen der genannten Be­
dingungen entsprechende Verbsemantik zu entwickeln.
Dazu müssen wir hier und da auf unsere lexikalische A rbeit zurückblenden,
um unsere Entscheidungen zu begründen.
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Ausgangspunkt dieser Verbwortschatzanalyse sind die etwa 2 0 .0 0 0  
Verben, wie sie in M ater (1 9 6 6 )  aufgelistet sind. Dialektale Varianten, 
Fachterm ini und zusammengesetzte Verben wurden, weil zurückführbar 
auf die restlichen Verben, zunächst eliminiert. Es verblieben etwa 8 .0 0 0  
gemeinsprachliche, unzusammengesetzte Verben. Diese wurden in Be­
deutungsähnlichkeitsgruppen eingeteilt und m it dem allgemeinsten Verb 
der Gruppe betitelt. Solche betitelte Verbgruppen nannten wir V erbkate­
gorien. Es gibt etwa 8 0 0  derartige Kategorien. Zu bemerken ist hierbei, 
daß wir die sprechhandlungsbezeichnenden Verben (etw a 5 .0 0 0 )  nicht 
nochmals berücksichtigt haben. Diese geben zu etw a 5 0 0  weiteren Kate­
gorien Anlaß.
Die 8 0 0  Verbkategorien wurden aufgrund ihrer Bedeutungsnähe nochmals 
in Gruppen zusammengefaßt, und bezüglich ihrer gegenseitigen Voraus­
setzungsbeziehungen geordnet. Das Resultat waren strukturierte Felder 
von W ortfeldern (V erbkategorien), sogenannte Modelle . 3
Um die Verbkategorien und die Modelle r e i n  s p r a c h l i c h  zu 
r e c h t f e r t i g e n ,  sind wir wie folgt vorgegangen. Wir starteten  
dabei von der unseres Erachtens vertretbaren Annahme, daß sprechende 
Menschen in einem gewissen Umfange die Fähigkeit besitzen, Paraphrasen 
zu einfachen sprachlichen Ausdrücken bilden zu können, ohne sich dabei 
notwendigerweise auf etwas Außersprachliches zu beziehen. (Wenn sie es 
doch machen sollten, spielt das für die weitere Argum entation insofern 
keine Rolle, daß nämlich dieser Bezug auch wieder sprachlich expliziert 
werden müßte, sich also in einer Erweiterung der schon begonnenen 
Paraphrase m anifestiert.)
Diese Paraphrasen, so hat es sich herausgestellt, haben durchwegs eine 
ziemlich einheitliche Struktur, die etwa wie folgt aussieht. Den Kern  
bildet ein Verb, das durch Aktionsartenverben wie beginnen, andauem , 
aufhören  e tc ., durch Nominalphrasen und Adverbialphrasen (speziell 
Adverbien) näher bestim m t wird. Etw as vereinfacht ausgedrückt besteht 
so eine Paraphrase aus einem Kern (einem Verb) und Adform en (als E r­
gänzungen). Die tatsächlich vorkom menden Paraphrasen sind insofern 
noch etwas kom plexer, daß Paraphrasen der eben genannten A rt mit 
Konjunktionen verschiedener A rt (und, w enn ... dann, falls, weil, ...)  
und durch Einbettungen verknüpft sind.
Die Kernverben solcher Paraphrasen können immer wieder in einer 
ähnlichen Weise w eiterparaphrasiert werden. Interessant ist, daß dieses 
Verfahren abbricht (bei etw a 10  sogenannten Grundverben) und n i c h t  
(wie in einem alphabetischen Lexikon üblich) zirkulär wird!
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Die Struktur der (elem entaren und kom plexeren) Paraphrasen sagt nun 
Wesentliches über die Verbsemantik aus. Die Verbsemantik ist durch die 
Paraphrasen sozusagen sprachlich manifest gew orden . 4  
Die (elem entaren) Paraphrasen zeigen uns beispielsweise , daß Verben 
b i s  a u f  e i n e n  v e r b a l e n  K e r n ,  der je nach Analysetiefe der Para­
phrasierung enger oder weiter ist (und im Extrem fall nur noch Grund­
verben um faßt), in erster Linie a d v e r b i a l e n  Charakter haben — 
Nominalphrasen werden als besondere Adverbialphrasen aufgefaßt — . 
Die “ modale” Aktionsarten-Charakterisierung ist dam it auch näherungs­
weise erfaßt. Erstens können M odifikationen mit Aktionsartenverben  
auch als adverbiale M odifikationen b etrachtet werden, zweitens sind die 
Aktionsartenverben selbst auch weiter in elem entarere Verben und A d­
verbien auflösbar.
Verben werden in Sätzen verwendet. Auch dann spielen adverbiale Modi­
fikationen eine zentrale Rolle. Was aber in diesem Zusammenhang auch  
sehr wichtig wird, sind die Gegenstände, die in den von den Verben be- 
zeichneten Prozessen Vorkommen. Dabei gehen wir von folgender Kon­
zeption aus.
Die V erbw ortschatzstruktur, die wir aus dem lexikalischen Material ge­
wonnen haben, stellt sich so dar:
Verben bezeichnen, wie es sich aus einer inhaltlichen Analyse der Verb­
wortschatzstrukturen ergibt, ( i m  a l l g e m e i n e n ,  abgesehen von den 
abstrakten Verben) physische Prozesse, Teile oder Aspekte von solchen  
Prozessen. Die gesamte V erbw ortschatzstruktur läßt sich aufgrund der 
Form  der Paraphrasen in der in Figur 1 gezeigten Weise in drei Dimen­
sionen anordnen . 5
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Wir nennen diese drei Dimensionen I, A und E. Wir können diese drei 
Dimensionen auch inhaltlich deuten. Wir würden dann sagen, daß I eine 
A rt I n t e n s i t ä t  des Ablaufs eines fraglichen Prozesses ist und A  
die A k t i o n s a r t ,  das heißt der Grad des Fortgeschrittenseins des 
Prozesses ( S t a d i u m  des Prozesses, oder auch Z e i t  des Prozesses). 
Ein Prozeß selbst ist dann eine Funktion von der Zeit (Stadium , Aktions­
art) in seine Intensität. Die dritte Dimension E charakterisiert verschie­
dene Prozesse danach, wieviele Mitspieler wie stark am Verlauf des 
Prozesses beteiligt sind (und ihn insbesondere bestimm en, d.h. beeinflus­
sen u n d  sogar kreieren). Diese Dimension heißt deswegen E i n g r i f f s -  
g r a d. — Im Extrem fall, bei sehr niedrigem Eingriffsgrad gibt es gar keine 
(them atisierten) Mitspieler (außer dem Prozeß), die eingreifen.
Bei niedrigem Eingriffsgrad laufen Prozesse in einer einfachen Form  ab, 
ohne Mitspieler, ohne besondere Alternativmöglichkeiten. Bei Steigerung 
des Eingriffsgrades nimmt die K om plexität der Prozesse immer mehr zu, 
es gibt Alternativmöglichkeiten des Prozeßablaufes, es gibt mehr Mitspie­
ler, Mitspieler in verschiedenen Rollen, wobei Mitspieler immer mehr 
Kontrolle über den Ablauf und die Entstehung des Prozesses bekommen.
Die in einem Satz, der vermittels seinem Verb einen Prozeß beschreibt, 
vorkom menden Nominalphrasen beschreiben die Mitspieler und ihre 
Rollen. Die die Prozesse beschreibenden Sätze werden som it m it dem  
Eingriffsgrad auch s y n t a k t i s c h  immer komplizierter.
Eine Verbsemantik muß der Tatsache Rechnung tragen, daß die Mitspie­
ler (m it der Steigerung des Eingriffsgrades) sozusagen aus dem Prozeß her­
auswachsen. Bildlich könnte man sich das so vorstellen, daß m it der 
Komplizierung von Prozessen Zusammenballungen, eben die Mitspieler 
im Prozeß, entstehen, so ähnlich wie Sterne aus einer Gaswolke, oder 
Kristalle in einer übersättigten Lösung.
Wie dem auch sei, es scheint uns gerechtfertigt, Prozesse als den Mitspielern 
(das heißt also insbesondere Gegenständen) vorrangig zu betrachten, und 
zwar auch in einem physisch ontologischen Sinne.
Eine Verbsemantik muß dieser Betrachtungsweise Rechnung tragen kön­
nen.
4 . Das Programm
A uf dieser Grundlage besteht nun unsere Aufgabe darin, eine Semantik  
für G r u n d v e r b e n  (und auch Kernverben, zentrale Verben) vorzu­
schlagen, die eine p r o z e ß - f u n d i e r t e  S e m a n t i k  ist, eine 
Semantik für a d v e r b i a l e  E r g ä n z u n g e n  vorzuschlagen, die
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grundsätzlich erlaubt, auch die Semantik der Verbkategorien und Einzel­
verben zu erfassen, und schließlich eine N o m i n a l - S e m a n t i k ,  
die auf Prozessen begründet ist, und die außerdem zusammen mit der 
vorher gewonnenen Verbal- (und Adverbial-) Semantik die prototypischen  
Bedeutungen von Sätzen festlegt. N icht-prototypische Verwendungen 
müßten dann — was hier aber nicht ausgeführt werden wird — über eine 
Weiterentwicklung der Kontextveränderungs-Linguistik aus den hier vor­
geschlagenen Ansätzen gewonnen werden . 6
5. Adverbialsemantik
In kurzen Zügen wollen wir hier die für unsere Zwecke passende Adver­
bialsemantik entwickeln. Dazu müssen wir zunächst einmal bemerken, 
daß wir Adform en (d.h. Adverbien, Adsätze, Adnom ina [= A d jek tive]) 
generell behandeln wollen und uns nicht auf Adverbien im engeren Sinne 
festlegen wollen. Dementsprechend werden wir auch unsere Beispiele 
wählen.
Wir wollen als erstes eine für modifikationelle Ausdrücke (= Adform en) 
geeignete M e t  a 1 o g i k entwickeln. Die n o r m a l e  M e t a l o g i k  
liefert zwar einen für uns grundlegenden, aber nicht so sehr im Vorder­
grund stehenden Folgerungsbegriff. Für Adform en brauchen wir ein ver­
feinertes Raster von Folgerungsbegriffen, wie man folgenden Beispielen 
entnehmen kann.
Zuerst ist es leicht einzusehen, daß man neben einem strikten Folgerungs­
begriff m it dem man von grün  zu farbig  gelangt (aus ‘grün’ folgt ‘farbig’) 
noch einen schwächeren Folgerungsbegriff benötigt. Aus blau-grün läßt 
sich nämlich grün  zwar nicht mit Bestim m theit folgern, doch besser als 
etwa blau und zugegebenermaßen viel besser als etw a rot, farblos  oder 
gar schnell. Aus grün-blau läßt sich genauso m it einer gewissen Unbe­
stim m theit blau folgern, und wesentlich weniger gut grün. Eine Ab­
schwächung des strikten Folgerungsbegriffs ist also angezeigt. Grün läßt 
sich außerdem genauso gut oder schlecht aus grün-blau folgern wie blau 
aus blau-grün. Folgerungspräzisionen lassen sich som it miteinander ver­
gleichen. Ein gelbes Blau-grün ist in e r s t e r  Linie grün, in z w e i ­
t e r  Linie blau (oder bläulich) und erst in d r i t t e r  Linie gelb  (oder 
gelblich). Das heißt, ein verfeinerter Folgerungsbegriff für Sequenzen 
(oder gar Halbordnungen) von Präzisionsgraden muß zur Verfügung 
stehen.
Allerdings ist es noch nicht ganz eindeutig, was für eine Sequenz (oder 
Halbordnung) von Präzisionsgraden man zur Verfügung stellen müßte. 
Denn man hätte im eben verwendeten Beispiel auch folgendermaßen
142
Vorgehen können: Ein gelbes Blau-grün ist in erster Linie grün, in 
zweiter Linie blau-grün und in dritter Linie gelbes Blau-grün.
In der ersten Vorgehensweise bezieht man sich nur auf die Korrekturen, 
während in der zweiten Vorgehensweise man sich auf K orrektur u n d  
Grundwert bezieht. Der Ausdruck ‘in n-ter Linie’ ist also mehrdeutig.
Welche Möglichkeiten der M ehrdeutigkeit es gibt, wollen wir am Beispiel 
von n-adischen Brüchen (wie zum Beispiel Dezimal oder Dualbrüchen) 
illustrieren, die ja eine gewisse System atik verfeinerbarer A pproxim a­
tionen präsentieren. Aus 1 , 3 2  kann man nämlich in einer Redeweise 
in erster Linie folgern, daß es sich um eine 1 handelt, in zweiter Linie 
um eine 3 und in dritter Linie um eine 2. Wir notieren das kurz:
( 1 ) 1 ,3 2  G U I -  1 S t e l l e n w e r t  A p p r o x i m a t i o n
( “ relative” A pproxim ation) 
r-Stellenwert A pproxim ation:
1 ,3 2  II 0 .1  I-  2  r = 1 ; 0 , 1 ; 0 ,0 1 .. .
1 .3 2  II 0 .0 1  I-  3
Oder man kann sagen, daß aus 1 ,3 2  in erster Linie 1, in zweiter Linie 
1 ,3 , in dritter Linie 1 ,3 2  folgt, was wir wie folgt notieren:
(2 )  1 ,32  | 1 I— 1 W e r t  A p p r o x i m a t i o n
(“ absolute” A pproxim ation)
  r-Wert A pproxim ation:
1 .32  | 1.1 I-  1 ,3, r = 1 ; 1, 1 ; 1 , 1 1 . . .
1 ,3 2  1 1 .11  I-  1 ,32
Aber man könnte schließlich auch sagen, daß man aus 1 ,3 2  in erster 
Linie 1, in zweiter Linie 0 ,3  und in dritter Linie 0 ,0 2  folgern kann. 
Wir würden das wie folgt notieren:
(3 )  1 ,32  I 1 I-  1 r-W e r t  A p p r o x i m a t i o n  
r-Wert A pproxim ation für 1 ; 0 , 1 ; 0 ,0 1  ..
1 ,32 0.1 0,3
1 ,3 2  I 0 .0 1  I-  0 ,0 2  
Für unsere umgangssprachlichen Beispiele oben würde das zu folgenden 
Form eln Anlaß geben:
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(4 ) (Stellen)
3. 2. 1.
gelbes Blau-grün grun
gelbes Blau-grün 1 grün
gelbes Blau-grün | 0 .1  |-> blau
gelbes Blau-grün | 0 .1  |-> bläulich
gelbes Blau-grün 1 1 .1. |-» blau-grün
gelbes Blau-grün || 0 .0 1  -* gelb
gelbes Blau-grün 0 . 0 1  |-> gelblich
gelbes Blau-grün 1 .11  | -> gelbes Blau-grün
Noch weitergehend in der Verfeinerung solcher Folgerungsbegriffe könn­
ten sogar mehrere Approxim ationsstellen ausgeblendet werden:
(5 ) 1 .3 2  | 0 .1 1  |->-
1 .32  fl 0 .1 1  \+ 
gelbes Blau-grün 
gelbes Blau-grün
0 .3 2
3.2
0.11
0.11
gelb-bläulich
gelb-blau
Wir sind der Überzeugung, daß die Logik verschiedener A pproxim ations­
grade an die “W ahrheit” essentiell für die Semantik natürlichsprachlicher 
Ausdrücke ist. Diese (M e t a -) L o g i k ist auch noch sehr wenig stu­
diert. Sie kann als Erweiterung der herkömm lichen Vagheits- und Fuzzy- 
Logiken gesehen werden . 7  Approximationslogiken wirken sich aber auch 
im klassischen Bereich aus, wie man aus folgendem umgangssprachlichen  
Beispiel entnehmen mag. Frau M eyer geht Einkäufen. Sie verlangt einen
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Radiergummi. Nun, es gibt keinen. Der Verkäufer, ein arbeitsloser Philo­
sophiestudent, schließt, daß ein Radiergummi doch ein Gegenstand ist 
und gibt Frau Meyer deshalb einen solchen statt des Radiergummis (der 
Gegenstand war zufälligerweise ein Kerzenständer).
Nun, viele Leute sehen das Problem im Verlangen, daß man nämlich, 
wenn man etwas verlangt, nicht auch noch das verlangt, was impliziert 
wird von dem, was man verlangt.
Wir sehen das anders. Wir glauben, daß man alles, was man aus dem Ver­
langten folgert, auch mitverlangt, nur: m a n  f o l g e r t  e b e n  n i c h t  
s o  v i e l  wie das ein Philosophiestudent tut. Nur in selteneren Fällen  
folgert jemand im  u m g a n g s s p r a c h l i c h e n  K o n t e x t  
aus R adiergum m i Gegenstand. Der inklusive Folgerungsbegriff (der 
klassische sowie der intensionale) wird als Grenzfall zwar in einer Hierar­
chie von approximativen Folgerungsbegriffen Vorkommen müssen, wird 
aber auch in einem anderen und neuen Licht erscheinen. Er wird nicht 
mehr so gradlinig mengentheoretisch verstanden werden können. Stärkere 
mathematische Strukturen werden eine Rolle zu spielen beginnen, wie in 
anderen Approximationskalkülen (vgl. die physikalischen, statistischen  
Ansätze, z.B. die Störungsrechnung der Quantenphysik). Die notorischen  
Schwierigkeiten in der doxastischen und deontischen Logik geben uns 
recht (m an vergleiche hierzu das Rossche Paradoxon). N icht alles, was 
logisch impliziert wird, wird mitgeglaubt oder mitgesollt: nur was in 
irgendeinem Sinne verwandt ist, approxim ativ dasselbe ist. Wie die Gren­
zen der A pproxim ation im Einzelfall festzulegen sind, ist Sache der be­
teiligten Sprecher und der sich eingependelt habenden Konventionen. 
Kontextveränderungsm echanismen sind auch hier wieder wirksam.
Wenn der Verkäufer Frau M eyer einen Tintengummi oder eine Radier­
flüssigkeit gegeben hätte, wäre sie — so wird wohl jeder zugeben müssen — 
aller Wahrscheinlichkeit nach zufrieden gewesen. W om it sie zufrieden 
sein kann, hängt ab von ihrer Toleranz, d.h. von ihrer Toleranz, A pproxi­
mationen zuzulassen. In gewissen Fällen, kontextuell bedingt, wird sie 
nur einen ganz bestim m ten, sonst immer im betreffenden Laden zu be­
kommenden Radiergummi akzeptieren. Man sieht, der umgangssprach­
liche Folgerungsbegriff muß auf andere Füße gestellt werden. Die Proble­
me der Doxastik und Deontik lösen sich dann auf. Eine auf epistemischen  
Strukturen (Lexikon, Fram es und K ontext-Strukturen), der semantischen  
Toleranz und der Kontextveränderungslogik aufgebaute Konzeption löst 
d i e s e  Probleme einwandfrei.
Ein erster Vorschlag, wie man (kontextveränderungslogisch) eine (sehr 
grobe) Interpretation erhalten könnte ist folgender.
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Die Approxim ationslogik muß mit gewissen objektsprachlichen Mitteln 
ausgestattet werden. Ohne auf Details einzugehen, definieren wir eine 
Approxim ationskonjunktion
( 6 ) h (P ( x ) i v Q ( x ) )  = P ( x ) a  [AP (Q )] (x )
h ( (P  (x )-isQ  (x ) ) ^ R  ( x ) ) =  P (x ) a  Ap (Q) (x ) A A ^ p  (Q )(R ) M
Prädikate sind dabei als Punkte in einem (m etrisierbaren?) Raum aufge- 
faßt, X Y  A x Y  als Funktion, die das Prädikat X  Y-mäßig modifiziert. 
Dabei soll diese M odifikation eine Größenordnung kleiner als der Einfluß 
des Prädikates X  sein.
Eine Randbemerkung: Gricesche Postulate zur Rettung strikt logischer 
Folgerungen und exhaustiv logischer Folgerungen sind mit unserem A n­
satz nicht nötig.
Weitere Beispiele einer approximativen Folgerung sind:
(7 ) sehr gro ß
sehr gro ß  
sehr gro ß  
sehr gro ß
1 1 b g ro ß
II 0 . 1 b mords
1 0 . 1 1- sehr (= m ordsm äßig)
1 1 . 1
1 -► sehr g ro ß
Oder in verbalem Bereich:
( 8 ) ab-leben I 1 b leben
ab-leb en | 0 . 1 I -* ab
ab-sterben 1 1 b sterben
ab-sterben | 0 . 1 b ab
Das interessante an Beispiel ( 8 ) ist erstens zu dem onstrieren, daß die 
Approximationslogik insbesondere auch für Verben funktioniert, und 
daß zweitens eine A ktionsart als M odifikation auftritt. Drittens ist für
( 8 ) speziell interessant, daß die morphologisch ausgezeichnete Inform a­
tion leben  bzw. sterben  in erster Linie gefolgert wird, die sich wider­
spricht, obwohl ableben  und absterben  “ logisch” (quasi) synonym sind.
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6. Verbalsemantik
Die Verbalsemantik baut auf folgenden Gedanken auf. Aus der Verb­
w ortschatzstruktur ergab sich, daß Verben Prozesse bezeichnen. Ge­
nauer, es ergab sich, daß die zentralen Verben (Verbkategorien) von 
Verbmodellen einen Prozeß bezeichnen. Dieser Prozeß wird durch die 
einzelnen Verbkategorien im Modell in seinen einzelnen Phasen erfaßt. 
Einem solchen Prozeß kann eine “ H utstruktur” zugeordnet werden, die 
die Aktivitätsstufe (Intensität) des Prozesses in seinen einzelnen Phasen 
anzeigt. Am Anfang eines Prozesses passiert nichts, am meisten und am 
charakteristischsten passiert etwas im Zentrum des Prozesses, und am  
Schluß passiert wieder nichts mehr. Ein Beispiel:
(9 )  laufen
X
loslaufen
vorausgesetzt erw artet
Was häufig vorkom m t, ist eine gewisse Korrelation zwischen der M orpho­
logie der Verben und den Prozeßphasen, die sie bezeichnen.
Der gesamte Prozeß sowie der Teil, den wir zentralen Prozeß nennen, 
wird durch das (zentrale) Verb laufen  bezeichnet. “ Laufen” kann weiter 
und enger gefaßt werden. W eiter gefaßt besteht dieser Prozeß aus (min­
destens) drei Teilprozessen, dem ¿oslaufen, dem Laufen (im engeren 
Sinne) und dem /laslaufen. Prozesse sind in dieser Weise (fast) immer wei­
ter aufgliederbar. Prozesse fassen wir demgemäß als Summe von anderen 
Prozessen auf. Bildlich:
(1 0 )  Prozeßablauf
Ein Individuum wollen wir auch als einen Prozeß auffassen, seine E xi­
stenzkurve hat auch eine prozeßähnliche H utform :
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(11 Ind ividualleben
Im Gegensatz zu Prozessen ist es bei Individuen vergleichsweise leichter, 
Teilprozesse zu isolieren und sprachlich zu thematisieren. Deswegen wollen 
wir Individuen nicht als S u m m e n ,  sondern als M e n g e n  von Pro­
zessen betrachten (bei Summen lassen sich die Teile nicht mehr einzeln 
erkennen, bei Mengen wohl).
Eine solche Auffassung ist auch semantisch interessant. Ein Satz, so fassen 
wir hier nämlich die Semantik auf, bestehend beispielsweise aus Namen 
(Subjekt) und (intransitivem) Verb, ist genau dann wahr, wenn der vom  
Verb bezeichnete Prozeß ein Elem ent des vom Namen bezeichneten In­
dividuums — d.h. der ihm zugeordneten Menge von Prozessen — ist.
Nun geht es nur noch darum, diese Semantik zu verfeinern und auf hin­
reichend allgemeine Fälle, zum Beispiel Sätze m it mehrstelligen Verben, 
zu verallgemeinern.
Dazu ist zunächst zu bemerken, daß Verben höchstens in bestimmten  
K ontexten genau einen Prozeß bezeichnen, nämlich falls ein schon indi- 
viduierter Prozeß zur Diskussion steht. Sonst müßte man eher davon aus­
gehen, daß ein Verb eine gewisse Klasse von Prozessen bezeichnet. Ge­
nauso müßte ein Nomen eine Klasse von Individuen bezeichnen, d.h. 
eine Klasse von Prozeßmengen. Ein aus N a m e n  und i n t r a n s i ­
t i v e m  V e r b  bestehender Satz wäre in dem (allgemeineren) Fall ge­
nau dann wahr, wenn es einen Prozeß gäbe, der in der vom Verb bezeich­
neten Menge von Prozessen liegt und auch in der vom Individuum be­
zeichneten Menge liegt.
Für beide Fälle einer Semantik gilt aber: N o m i n a  und V e r b e n  
bezeichnen nicht dasselbe! Nomina bezeichnen Mengen von Individuen 
(die selbst Mengen von Prozessen sind), Verben bezeichnen Prozesse 
(die höchstens Summen von Prozessen sind) . 8
Um die Verallgemeinerung auf mehrstellige Verben — oder anders aus­
gedrückt auf Prozesse, an denen mehrere Individuen beteiligt sind — ver­
ständlich zu m achen, sei ein typisches Beispiel diskutiert.
Wir benutzen dabei die N otation x q  als ein über dem (Zeit-)Intevall 0 
definiertes Funktionsstück, expliziter x q  = Xt [ ( t  e i? ) x  (t ) ] . x q  sei außer­
halb 6 nicht definiert.
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Des weiteren wollen wir uns klarmachen, daß — abgesehen von “ Plural”- 
Fällen — die verschiedenen Individuen, die an einem Prozeß beteiligt 
sind, verschiedene Rollen haben. Die Nomina, die auf sie referieren, 
stehen in verschiedenen Kasus. O ft, allerdings nicht immer, lassen sich 
direkt einzelne Prozeßstücke den einzelnen Rollen zuordnen. Beispiels­
weise spielt der Geber in der Anfangsphase, das Gegebene in der Haupt­
phase und der Empfänger in der Endphase des Gebens die H a u p t ­
r o l l e .  Selbstverständlich gibt es Überschneidungen. Das ist aber für 
die Illustration, die wir hier verfolgen, unwesentlich, weil es in der m athe­
matischen Form  nicht ins Gewicht fällt.
Einen Satz wie
( 12)  A b i gibt B ebi das S ch n u b i gratis. 
würde dann die folgende logische Form  erhalten:
( 13)  ag(gebg) £Abi a  obj (geb^) GSchnubi a  rec (geb#)
GBebi a  gratis (gebg) A  s s ta ttf (geb$)
Was wie folgt zu verstehen w äre: gebg ist der im (Z eit-) Intervall 0 ab­
laufende Geben-Prozeß. Verschiedene Funktionen wie ag, obj, rec blen­
den gewisse Teile des Prozesses gebg aus, die Teile in denen der Agens, 
das Objekt bzw. der Rezipient eine besondere Rolle spielen. Adverbien 
wie gratis erlegen dem Geben-Prozeß geb$ besondere Bedingungen auf, 
auch Satzadverbien wie stattfinden  (welches nicht explizit an der Ober­
fläche erscheint).
7. Schlußbemerkung
Die Adverbialsemantik und die Verbalsemantik greifen in der von uns 
spezifizierten Semantik ineinander aufgrund dessen, daß die Kasus, 
Aktionsarten etc. als adverbiale Ergänzungen fungieren.
Eine auf der Grundlage unserer Lexikonerfahrung weitergehende Ana­
lyse der Verbsemantik, die die Vendlersche “ Vierteilung” der Verben 
ersetzt durch ein “ humaneres”  Verfahren mußten wir leider hier aus 
Platz/Zeitgründen weglassen. Unser Vorschlag beinhaltet eine zwischen 
Grundverben ( «  10  Stück) und Verbkategorien ( »  8 0 0  Stück) liegende 
Ebene der Klassifikation in, wie wir es nennen m öchten, geometro-dyna- 
mische A rchetypen von sprachlich erfaßbaren Prozessen.
Mit dieser Stufe ist dann ein Stadium erreicht, wo das Ziel, ein rein logi­
sches Lexikon prototypischer Verbbedeutungen, nicht mehr fern ist. Ein 
solches Lexikon hat dann die Fo rm  eines alphabetischen W örterbuches,
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wobei die die W ortbedeutung explizierenden Umschreibungen ergänzt 
sind durch eine logische Form el. Diese Form el erfaßt den prototypischen  
Bedeutungskern. Die Prädikate der benutzten Form elsprache sind nicht 
willkürlich, sondern auf die geometro-dynamischen A rchetypen und die 
durch die Grundverben bezeichneten Grundaspekte von Prozessen bezo­
gen.
8 . Nachtrag
Wir sind sehr dankbar für die große Mühe, die sich eine ganze Reihe von 
Wissenschaftlern bei der kritischen Auseinandersetzung m it unseren V or­
schlägen zur Verbsemantik gem acht haben. Es ist von uns aber nicht beab­
sichtigt, hier auf die vielen Bemerkungen, Einwände und weiterführenden 
Anregungen einzugehen, da eine umfassende Beantwortung der aufgewor­
fenen Probleme nicht mit einem Federstrich erledigt werden kann. Um  
Mißverständnisse zu klären, seien uns aber doch einige Ausführungen er­
laubt.
Obwohl unser Ansatz von vielen sehr positiv aufgenommen wurde, mußten  
wir doch feststellen, daß wir für manche Linguisten in so etwas wie in 
ein Wespennest gestochen haben. Wenn wir die Lage richtig einschätzen, 
so sind für die Reserven, die unserem Ansatz entgegengebracht werden, 
allerdings ganz verschiedenartige Gründe verantwortlich. In diesem Stadium  
des Projekts ist dies ganz natürlich. Das unserer A rbeit zugrundeliegende 
Verblexikon (Ballm er/Brennenstuhl 1 9 8 0 ) ist zwar fertiggestellt, aber 
noch keineswegs sprachtheoretisch in allen Fazetten  durchleuchtet. Eini­
ge unserer Behauptungen mußten deshalb auf Erstaunen, Unverständnis 
oder gar heftige Kritik stoßen. Wir sind aber an einer offenen, wissen­
schaftlichen Diskussion interessiert, die sachlich fair und m it großem  
Ernst geführt wird, und keinesfalls an einer em otional verhaltenen Ver­
schlossenheit. Aus diesem Grunde sind wir Walther Kindt und Hans- 
Jürgen Heringer zu großem Dank verpflichtet. Sie haben von verschiedener 
Warte aus positive wie negative Punkte gesammelt und ausgewertet. Bei 
der Kürze unserer Darstellungen, die manche unserer Gedanken unexpliziert 
ließ, ist es verständlich, daß viele ihrer kritischen Bemerkungen durchaus 
in unserem Sinne sind und zum Teil explizit m achten, was wir eigentlich 
auch hätten sagen sollen. Schwächen der (m om entanen) Prototypentheo­
rie, die Präzision unserer Analysen (was das Detail anbelangt) wären hier 
zu nennen. Viele unserer Vorschläge haben noch vorläufigen Charakter. 
W orauf es uns aber ankom m t, und da glauben wir den richtigen Weg ein­
geschlagen zu haben, ist einen Ansatz zur s y s t e m a t i s c h e n ,  wenn 
auch z u e r s t  nur a p p r o x i m a t i v e n  Fundierung form aler Be-
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schreibungssysteme a u f  d e r  B a s i s  l i n g u i s t i s c h e r  D a t e n  zu 
erarbeiten. Wir zielen in die Richtung, die linguistische Semantik auf eine 
empirische Basis zu stellen. Wir sind allerdings noch nicht an diesem Ziel 
angekommen. Der Weg, den wir einschlagen wollen ist einer, der vom  
G r o b e n  ins D e t a i l  geht, vom o b j e k t i v e n  A n s a t z  zur s u b ­
j e k t i v e n  E r f a s s u n g , v o m  I n f o r m e l l e n  zum F o r m a l e n ,  
vom H e u r i s t i s c h e n  z um E x p l i k a t i v e n  und R e c h t f e r ­
t i g e n d e n ,  vom (prototypisch) S e m a n t i s c h e n  zum (episodisch) 
P r a g m a t i s c h e n ,  von der K o n t e x t f r e i h e i t  zur K o n t e x t ­
a b h ä n g i g k e i t  (und zum Kontextbezogenen und Kontextm anipulati­
ven). Wir glauben Gründe dafür angeben zu können, warum diese Forschungs­
strategien fruchtbarer sind als etwa die umgekehrten, deren Angabe wir 
wegen Platzmangel entfallen lassen müssen. Trotzdem  scheint es uns rich­
tig zu sein, e i n e  Sache nochmals ganz deutlich hervorzuheben: Um  
die semantische Struktur der Sprache herauszupräparieren ist es n o t ­
w e n d i g ,  einen ganzheitlichen W ortschatzteil zu analysieren. S t r u k ­
t u r  ist eine Eigenschaft einer G a n z h e i t .  Da wir Wissenschaftler, und 
damit auch wir beiden A utoren, alle m it nur beschränkten intellektuellen, 
zeitlichen, räumlichen, instrumentellen und finanziellen Mitteln ausge­
rüstet sind, gilt es ein Optimierungsproblem zu lösen: wie können wir 
diese Mittel so einsetzen, daß wir schließlich hinter die gesamte semanti­
sche Struktur der natürlichen Sprache (speziell der deutschen Sprache) 
kommen. Daraus leitet sich zwingend ab: entweder geben wir auf — das 
ist wohl im wesentlichen Heringers Ratschlag — oder wir bescheiden uns 
a n f ä n g l i c h  m it approxim ativen Lösungen und p r ä z i s i e r e n  
unsere Resultate im Verlaufe unserer zukünftigen Forschungsarbeit. Hinwei­
se, wie solche Präzisierungen vorzunehmen wären, versuchten wir hier und da 
in unsere Ausführungen einzuflechten. Heringers Anmerkungen, eine 
schöne Sammlung klassischer Einwände gegen jede A rt theoretisch lingui­
stischer A rbeit, im Guten wir im Schlechten, geht — das müssen wir fest- 
halten — an zwei Stellen an den Intentionen unserer A rbeit vorbei. 
E r s t e n s  wird der Vorläufigkeit unserer A pproxim ationen nicht Rech­
nung getragen und z w e i t e n s  ist seine Denkweise, wie man an seinen 
konkreten Analysen von w ünschen  und w ollen9  sieht, s e m a s i o l o -  
g i s c h  und nicht — wie unsere Arbeit angelegt ist! — o n o m a s i o -  
l o g i s c h  orientiert; und an den wesentlichen Stellen nicht einmal 
s e m a n t i s c h .  Ein bißchen Präzision darf man von den kritisierenden 
Herren Linguisten schon erwarten, gerade dann, wenn sie sich in ihren 
unempirischen L e h n s t u h l ( L e h r s t u h l )  der Kritik setzen und 
Despektierliches verantw orten wollen . 10
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1 Handlungen werden h i e r  also als spezielle Prozesse behandelt.
2 Dieser Gedanke m uß b e to n t w erden. Wir m einen also w e d e r ,  daß sprach­
liche Ausdrücke nur p rototypisch  verwendet w erden, n o c h  daß die proto- 
typischen Verw endungen (ein Ausdruck kann selbstverständlich m ehrere 
davon haben) andere, weniger typische schon definitiv  festlegen würde.
Unsere M einung ist vielm ehr die, daß w e n i g e r  t y p i s c h e  Verw en­
dungsweisen von sprachlichen Ausdrücken durch den K o n te x t, durch K o n te x t­
veränderungen (passive K o n te x t ä n d e r u n g  und aktive K o n te x t m a n i p u - 
1 a t i o n ) determ inierbar sind. Das h eiß t, untypische Bedeutungen können 
zum Beispiel durch das gezielte E insetzen schon verstandener Ausdrücke er­
zielt werden. A u f diese W eise werden n ich t nur neue V orstellungs- und B e­
griffszusam m enhänge erstellt, sondern auch lokale I n t e r p r e t a t i o n s ­
v e r ä n d e r u n g e n  vorgenom m en, die sich sogar stabilisieren und dam it 
einen neuen P roto typ  inaugurieren können. Unsere T heorie schließt also über 
die M echanism en der K ontextveränderung (vgl. Ballm er 1 9 7 8 ) die untypische 
Verwendung von sprachlichen Ausdrücken und sogar die Sch affu ng  neuer 
Prototypen  m it ein.
3 Zur V erbw ortschatzstru ktu r (K ategorisierung) vgl. insbesondere Ballmer/ 
Brennenstuhl (1 9 7 8 )  S. 1 9 - 2 2  (insbesondere S . 2 1 - 2 2 ) .
4  Zur Paraphrasierung vgi. insbesondere Ballm er/Brennenstuhl (1 9 7 8 )  S. 22  
unten, S . 25 oben .
5 Zur V erbw ortsch atzstru ktu r (R ela tion aler Zusam m enhang der K ategorien) 
vgl. insbesondere Ballm er/Brennenstuhl (1 9 7 8 )  S . 25  - 2 6  und S. 32 .
6  Zur Prozeß-Sem antik  vgl. auch L R S  13 in Ballm er (1 9 7 8 )  S . 1 8 0 - 1 8 5 ;  
zur Kontextveränderungslogik vgl. Ballm er (1 9 7 8 ) .
7 Hierzu ist folgendes anzum erken: Die klassische Logik hat sich letztlich  
dam it etab lie rt, daß es G ödel (1 9 3 0 )  gelang, einen in einer klassischen 
M etalogik geführten Vollständigkeitsbew eis des logischen Funktionskalküls 
(d.h. im w esentlichen der Prädikatenlogik erster S tu fe ) zu führen. D am it ist 
gezeigt w orden, kurz aber bündig ausgedrückt, daß es m öglich ist, sich in der 
Prädikatenlogik k orrek t und belieb ig  präzise auszudrücken. Das analoge 
Resu ltat für die intu ition istisch e Logik gelang kürzlich Vim  V eitm ann zu 
zeigen. Die intu ition istisch e Logik ist korrek t und vollständig, und der B e­
weis dafür kann in einer — intuitionistischen  M etasprache geführt werden.
Und wiederum  ist dadurch form al gerech tfertigt w orden, daß man Sachver­
halte intu ition istisch  k o rrek t und belieb ig  ex a k t (vollständig) erfassen kann.
Das intu ition istische D enken ist voll legitim iert.
Ein ähnliches R esu lta t ist n ich t bekan nt für unscharfe oder approxim ative 
Logiken. D er hier in diesem  Papier erö ffn ete  Weg soll aber in die R ich tu ng 
weisen, eine entsprechende M etalogik zu entw ickeln. Bezüglich einer solchen 
M etalogik wird dann die Frage der K o rrek th eit und V ollständigkeit einer 
unscharfen oder approxim ativen Logik besonders relevant. E ine K orrek th eit 
und V ollständigkeit bezüglich einer klassischen Logik brau ch t näm lich über­
haupt n ich t zu existieren . D aih it en tfä llt auch eine K ritik  ä la Morgan /
Pelletier (1 9 7 9 ) .
Anmerkungen
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8 Wir halten an einer solchen Sem an tik  vorläufig fest, G egenargum ente haben 
uns bisher n och  n ich t überzeugen kön nen , insbesondere weil sie bisher n ich t 
fundiert genug sind.
9  Daß wollen  keinen Im perativ haben soll, will uns n ich t in den K opf:
Will doch  endlich begreifen !
10  Der ursprüngliche T ite l von Heringers K ritik  war “ D espektierliche B em er­
kungen zu Ballm er/Brennenstuhl” .
Wir m öch ten  insbesondere auch H. G linz und Ch. Schw arze für ihre U nter­
stützung in der D iskussion unseres Papiers danken.
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W A LTH ER KINDT
Ziele, Probleme und Leistungen logischer Analysen in der 
Linguistik
In meinem V ortrag m öchte ich in einem ersten, längeren Teil in W eiter­
führung und Ergänzung des Vortrags von H. Rieser einige grundsätzliche 
Überlegungen zum Problem logischer Analysen (im weiten Sinne) in der 
Linguistik anstellen. Im zweiten, kürzeren Teil werde ich dann zu der 
Arbeit von Ballmer und Brennenstuhl “ Zur Semantik handlungsbezeich­
nender Verben” Stellung nehmen. Mit den allgemeinen Überlegungen 
verbinde ich zum einen den Zweck, einen Rahmen zu skizzieren, der 
Ihnen die Einordnung meiner kritischen Bewertung des Ansatzes von 
Ballmer und Brennenstuhl erleichtern soll. Zum anderen m öchte ich Ih­
nen meine persönliche Position zum Problem kom plex “ Linguistik und 
Logik” vorstellen; und zwar ist dies die Position eines Mathematikers 
und Logikers, der seit 6  Jahren im Bereich der Linguistik bzw. teilweise 
auch der Literaturwissenschaft tätig ist und der zugleich die dortige Wis­
senschaftssituation mit einer spezifischen Distanz beobachten kann. Da­
mit die Charakterisierung dieser Position nicht zu abstrakt gerät, will 
ich meine Darstellung teilweise anhand der Diskussion von Problemen  
konkretisieren, die ich selbst bearbeitet habe.
Worin kann eigentlich das Interesse eines Logikers bestehen, sich mit der 
Wissenschaft “ Linguistik” auseinanderzusetzen. Ich will zwei Interessens­
typen unterscheiden:
1. Ein Logiker kann sich für linguistische Argum entationen interessieren.
2 . Er kann sich für den Gegenstandsbereich der Linguistik, also für Spra­
che und Kom m unikation interessieren.
Diese beiden Interessenstypen schließen sich natürlich nicht aus, es ist 
aber möglich, sich schwerpunktmäßig jeweils auf einen der beiden Typen  
zu konzentrieren und den anderen nur beiläufig zu berücksichtigen.
In Bezug auf das mögliche Interesse von Logikern an Argumentationen  
ist die Linguistik selbstverständlich nicht vor anderen Wissenschaften 
ausgezeichnet. Vielleicht kann man aber sagen, daß die Linguistik des­
halb ein reizvolles Studienobjekt ist, weil die Theorieentwicklung in vie­
len Forschungsgebieten der Linguistik so weit gediehen ist, daß die Her­
stellung logisch konziser theoretischer Darstellungen — ich sage nicht 
formaler Darstellungen — erreichbar ist.
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rUmgekehrt hat das Interesse von Logikern am Gegenstandsbereich der 
Linguistik einen speziellen Grund: es gibt bekanntermaßen ähnliche oder 
aneinander angrenzende Problemstellungen in der Behandlung natürlicher ' 
und form aler Sprachen. Ich habe die Unterscheidung der beiden Interes­
senstypen eingeführt, um daran anknüpfende Zielsetzungen differenzier­
ter darstellen zu können. Aus dem Interesse an wissenschaftlichen Argu­
m entationen lassen sich für den Bereich der Argumentationsanalyse Ziel­
setzungen z.B. deskriptiver, klassifikatorischer oder norm ativer A rt ab­
leiten. Insgesamt gesehen bin ich der Meinung, daß man sich in der Wis­
senschaftsphilosophie, wo traditionellerweise das Geschäft der logischen 
Rekonstruktion betrieben wird, viel zu wenig der Linguistik angenommen  
hat. Dies betrifft alle drei genannten A rten von Zielsetzungen. Abgesehen 
von berechtigten individuellen M otivationen, Argumentationsanalysen  
durchzuführen, kann oder sollte die Durchführung solcher Analysen na­
türlich nicht als Selbstzweck gelten. Vielmehr ist in jedem Einzelfall zu 
fragen, welche Funktion die entsprechende Analysr 'laben soll. Ich kann 
und will hier nicht versuchen, eine angemessene Zk,;>etzungs- und Funk­
tionsdiskussion zu führen; ich m öchte aber einige der hier für mich wich­
tigen Aspekte an einem Beispiel aus dem Bereich der historischen Lingui­
stik skizzieren (einem Bereich, der m .E . zu Unrecht aus dem Blickfeld 
der meisten Linguisten geraten ist).
Schon vor längerer Zeit haben mein Kollege J . Wirrer und ich uns mit 
dem Aufsatz “ Eine Ausnahme der ersten Lautverschiebung” von Karl 
Verner aus dem Jah re 1 8 7 7  auseinandergesetzt und die Argumentation  
Verners im Detail analysiert (vgl. Kindt/W irrer 1975 und 1 9 7 7 ). Verner 
geht es in seiner Arbeit darum, für eine bestim m te Klasse von Ausnahmen 
zu den Gesetzen der Lautverschiebung eine Erklärung zu finden;genauer 
gesagt versucht Verner, Bedingungen zu form ulieren, unter denen genau 
die konstatierten Ausnahmeerscheinungen auftreten. Zunächst gebe ich 
drei Beispiele für solche Gesetze an:
( 1 ) idg. / k /  -*  germ. / h /
( 2 ) idg. / t /  -*  germ. /* > /
(3 ) idg. / p /  -*■ germ. / f /
Solche Gesetze werden häufig gelesen als z .B .: das indogermanische 
Phonem / k /  geht über in das germanische Phonem / h / .  Mit dieser Les­
art sind allerdings in der Regel implizite Sprachentwicklungshypothesen  
verbunden, die sehr problematisch sind. Eine neutralere Lesart wäre etwa: 
das indogermanische Phonem / k /  ist ersetzbar durch das germanische 
Phonem / h / .  Die Aussage der Gesetze kann z.B. an folgenden W ortpaa­
ren veranschaulicht werden:
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(4 ) aind. dagan -» germ. tetyan ( ‘zehn’)
(5 ) aind. saptan  -» germ. sejgan ( ‘sieben’)
(4 ) ist ein Beispiel zu (1 )  und (5 )  ein Gegenbeispiel zu (3 ) . Die Analyse 
des Aufsatzes von Verner zeigt, daß Verners A rgum entation, die ihn zur 
Formulierung der gesuchten Bedingungen für die Ausnahmen führt, ins­
gesamt beurteilt trotz großer K om plexität klar gegliedert, systematisch  
angelegt, empirisch fundiert und konsequent durchgeführt ist. Bewunderns­
wert ist z .B ., wie Verner schrittweise den Kreis der möglichen Gründe 
für die Ausnahmeerscheinungen einschränkt oder wie er das auf diese 
Weise indirekt gewonnene Resultat, daß der variierende Akzent den ge­
suchten Grund abgibt, auch direkt durch einen raffinierten Vergleich von 
indogermanischen und germanischen Daten bestätigt. Eine Analyse wie 
die unsrige kann m .E. zunächst eine wissenschaftshistorische Bedeutung 
haben, wenn — exemplarisch — gezeigt wird, welcher Argum entations­
standard in einem Forschungsgebiet zu einem bestimm ten Punkt erreicht 
wurde. Darüber hinaus kann eine solche Analyse vielleicht eine normative 
Funktion haben, wenn — wie im Beispiel von Verner — die analysierte 
Arbeit als positives Beispiel für das Bemühen um empirisch fundierte 
und stringente Argum entation herausgestellt werden und einen gewissen 
V orbildcharakter erhalten kann.
Argumentationsanalysen werden natürlich bestimm te Argum entations­
lücken aufdecken: bestim m te Voraussetzungen sind implizit geblieben 
oder bestimm te notwendige Schlüsse sind nicht explizit durchgeführt 
worden. Der Hinweis auf solche Defekte könnte und sollte gerade die 
Funktion haben, den Forschern bewußt zu m achen, daß ein größtm ög­
liches Maß an Explizitheit in der Argum entation anzustreben ist. Zusätz­
lich erweist sich die Analyse solcher Defekte aber immer dann als beson­
ders fruchtbar, wenn durch die Argumentationslücken bestimmte theo­
retisch ungelöste Probleme verdeckt werden und man durch die Analyse 
dazu gebracht wird, die zugehörige Theorie zu verbessern. Im Falle von 
Verners Arbeit will ich dies an zwei Punkten demonstrieren (diese Punkte 
konnten zu Verners Zeit wohl nicht gesehen werden, und insofern dürfen 
sie Verner nicht besonders angelastet werden).
Wenn man die von Verner als Beispiele oder Gegenbeispiele zu den L aut­
verschiebungsgesetzen angeführten Daten näher betrachtet, stellt man 
fest, daß es gar nicht immer unm ittelbar evident ist, ob diese tatsächlich  
Beispiele oder Gegenbeispiele darstellen. In einer solchen unklaren Situa­
tion fragt man sich als Logiker sofort: Was heißt eigentlich genau die in 
den Lautverschiebungsgesetzen gem achte Aussage, das Phonem x  geht 
über in (oder: ist ersetzbar durch) das Phonem y. Und das überraschende
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Resultat von Nachforschungen in der einschlägigen Literatur nach einer 
Definition von “ ist ersetzbar durch” lautet: es finden sich hierzu keine 
präzisen, sondern nur sehr vage und dazu noch unterschiedliche Angaben, 
und diese Angaben, versucht man für sie Präzisierungen zu finden, rei­
chen auch nicht aus, die zugrundeliegenden theoretischen Probleme ab­
zustecken. Die zwei wesentlichen kritischen Fragen, die man an die In­
terpretation der Gesetzesaussage stellen muß, sind die folgenden.
Erste Frage: A uf welche Paare von W örtern bezieht sich eigentlich diese 
Aussage, d.h. welchen Bedingungen müssen zwei W örter genügen, damit 
man an ihnen die Möglichkeit der Phonemersetzung überprüfen kann?
Ich will die Berechtigung dieser Frage an zwei Beispielen demonstrieren.
( 6 ) lat. caecus  ( ‘blind’) got. haiha ( ‘einäugig’)
(7 )  lat. m ater ( ‘M utter’) got. aipei ( ‘M utter’)
i______________________»
Bedeutungsgleichheit der W örter ist also weder eine notwendige noch 
eine hinreichende Bedingung.
Zweite Frage: Auf welche Bedingungen muß man achten, damit man 
die Ersetzungsmöglichkeit an den richtigen Stellen in den beiden Wör­
tern überprüft?
( 8 ) lat, pacisci ( ‘Übereinkommen’)— germ. fa n h an  ( ‘fangen’)
Das Beispiel ( 8 ) zeigt, daß die Ersetzung auch nicht stets die gleichen 
Stellen betrifft. Um es kurz zu m achen: die beiden Fragen sind nur ver­
nünftig beantw ortbar, wenn man eine theoretische und nur teilweise
empirisch interpretierbare Korrespondenzrelation für die W örter der be­
treffenden Sprachen einführt, von der aber zugleich auch die Stellenzu­
ordnung geregelt werden muß. Um eine partielle empirische Interpreta­
tion zu erlauben, muß man außerdem versuchen, Kriterien zu formulie­
ren, wann zwei W örter mit einer bestimm ten Stellenzuordnung als kor­
respondierend gelten sollen; in solche Kriterien müssen dann Bedingun­
gen der semantischen und morphologischen Ähnlichkeit eingehen. Der 
erste Punkt, den ich hier deutlich machen will, ist der folgende: durch 
Argumentationsanalysen wird manchmal überhaupt erst geklärt, welche 
Grundbegriffe man für seine Theorien benötigt und wo deren empirische 
Anschlußstellen liegen. Entsprechende Erfahrungen kann man auch in 
anderen Zusammenhängen machen, z.B . in der Semantik bei der Expli­
kation des Bedeutungsbegriffs. Der zweite Punkt, auf den ich hinaus 
will, betrifft generell das K onzept partiell empirisch interpretierbarer 
Begriffe, die eine sehr interessante wissenschaftstheoretische Rolle spie­
len, weil die Ausdehnung ihrer Interpretation jeweils auch vom Entwick-
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lungsstand der zugehörigen Theorie abhängig ist. Ich will das hier an der 
Korrespondenzrelation veranschaulichen. Zum Zeitpunkt 0  der Entw ick­
lung der Lautverschiebungstheorie wird man Korrespondenzbeziehungen  
nur mit Hilfe sehr starker und natürlich theorieunabhängiger Kriterien 
postulieren können. Beispielsweise kann man als Bedingungen etwa Be­
deutungsgleichheit und phonem atische Differenz in höchstens einer Po­
sition fordern. Zu einem späteren Zeitpunkt, wo man aufgrund der Un­
tersuchung korrespondierender W örter schon Lautverschiebungsgesetze 
aufgestellt hat, ist man in der Lage, mit Hilfe dieser Gesetze neue, schwä­
chere Korrespondenzkriterien aufzustellen und die empirische Interpre­
tation der Korrespondenzrelation damit zu erweitern. Wenn man z.B. zu­
nächst das Lautverschiebungsgesetz (3 )  aufgestellt hat, kann man damit 
schon besser die Korrespondenz von pacisci und fanhan  in ( 8 ) postulie­
ren und somit als i hstes das Gesetz (1 )  stützen.
Die Quintessenz ist für mich die folgende: anhand von Argum entations­
analysen kann man bestimm te generelle Probleme von Argumentationen  
in empirischen Wissenschaften studieren und die analysierten Beispiele 
als Lernmodelle für die Anwendung in anderen Fällen benutzen. Und 
auch in dieser Hinsicht sehe ich bei dem diskutierten Beispiel viele Paral­
lelen zu Argumentationsproblemen, die in der aktuellen Forschung dis­
kutiert werden (vgl. Kindt 1 9 7 9 a ). Ich will hier z.B. nur die Frage er­
wähnen, wann eine Äußerung einen bestimm ten Sprechakt realisiert.
Ich m öchte in meinen Überlegungen nun auf den zweiten Interessenstyp  
zu sprechen komm en, der sich auf den Gegenstandsbereich der Linguistik 
selbst bezieht. Die hier einschlägigen Zielsetzungen und Funktionen so­
wie die Möglichkeiten für geeignete forschungsstrategische Vorgehens­
weisen hat H. Rieser bereits ausführlich geschildert, so daß ich darauf 
nicht mehr im einzelnen einzugehen brauche. Ich m öchte hier aber drei 
Punkte noch einmal hervorheben bzw. ergänzend hinzufügen.
Erstens: Um einmal die Perspektive zu wechseln, die Beschäftigung eines 
Logikers mit linguistischen Problemen kann natürlich auch die Funktion  
haben, den Gegenstandsbereich der Logik zu erweitern. Daß dies faktisch  
in wesentlich geringerem Ausmaß der Fall ist als umgekehrt logische Me­
thoden in der Linguistik adaptiert werden, hat — neben anderen Grün­
den — vermutlich den Grund, daß es leichter ist, als nützlich erscheinen­
de M ethoden einer fremden Wissenschaft zu übernehmen, als den Be­
reich der als einschlägig anerkannten Probleme zu verändern. Immerhin 
darf man wohl behaupten, daß hauptsächlich die in der Vergangenheit 
geführten sprachphilosophischen Diskussionen bewußtseinsverändernd  
auf die Disziplin “ Logik” gewirkt haben.
158
Zweitens: Ausgangspunkt für den \fersuch von Logikern, sich mit Proble­
men von natürlichen Sprachen zu beschäftigen, ist ihre Erfahrung im Um­
gang mit form alen Sprachen, die eine explizite Syntax und Semantik ha­
ben. Von daher ergibt sich auf natürliche Weise der forschungsstrategische 
Ansatz, möglichst einfache bzw. theoretisch leicht zugängliche aber eben 
explizite Sprachmodelle und deren generelle Eigenschaften zu studieren. 
Dieser Ansatz hat jedoch nicht die Konsequenz — und dies scheint ein 
häufiges Mißverständnis zu sein —, daß sämtliche zur Vereinfachung ein­
geführten Prämissen bereits als angemessene Idealisierungen eingeschätzt 
werden würden und daß die aus dem Studium der Modelle abgeleiteten 
Generalisierungen umstandslos als generelle Eigenschaften von natürlichen 
Sprachen interpretiert werden würden (ein anderes Problem ist es, daß 
oft ungerechtfertigte Interpretationen vertreten werden). Die Wahl dieses 
Ansatzes bedeutet auch nicht, daß die K om plexität von natürlichen Spra­
chen unterschätzt wird. Ein Beispiel: wenn in einer Grammatik Regeln 
eingeführt werden, die unbeschränkt oft anwendbar sind und damit be­
wirken, daß die erzeugte Sprache unendlich wird, so ist dies empirisch 
insofern inadäquat, als natürlichsprachliche Sätze bestehend aus mehr 
als — sagen wir mal — hunderttausend W örtern nicht Vorkommen oder 
jedenfalls uninteressant sind. Daß derartige Regeln üblicherweise tro tz ­
dem nicht eingeschränkt werden, hat — wenn man einmal die K om petenz­
diskussion außer A ch t läßt — lediglich den Grund einfacherer Beschreibbar- 
keit. Nun gibt es aber die empirisch und theoretisch wichtige Frage, ob 
die Eigenschaft von W ortfolgen, grammatisch korrekt gebildet zu sein, 
entscheidbar ist oder nicht. Wie gezeigt wurde, ist diese Frage für bestimm­
te  Typen form aler Grammatiken zu verneinen. Man darf ein derartiges 
Ergebnis aber nicht als Unentscheidbarkeitsresultat für natürliche Spra­
chen mißverstehen, sondern dies geht voll zu Lasten der aus Zweckmäßig­
keitsgründen so und nicht anders gewählten Gram matikmodelle, die in 
dieser Hinsicht zwar empirisch inadäquat sind, dafür aber anderen Problem­
lösungsansprüchen genügen.
Mein dritter Punkt hängt sehr eng mit dem eben Gesagten zusammen. 
Gegenüber der Darstellung von H. Rieser m öchte ich die besondere Bedeu­
tung der Zielsetzung hervorheben, Modelle zu entwickeln, die von vorn­
herein nur bestimm te spezielle Problemaspekte abbilden sollen und von 
denen auch nicht notwendigerweise verlangt wird, daß sie zu einem spä­
teren Zeitpunkt weiter ausdifferenzierbar oder in ein komplexes Sprach- 
modell integrierbar sind. Nach meinen Erfahrungen geschieht es immer 
wieder, daß bestimm te sprachtheoretisch relevante Probleme sehr lange 
Zeit auf einem sehr allgemeinen und unverbindlichen Diskussionsniveau 
ohne großen Erkenntnisgewinn hin und her geschoben werden, bis end­
159
lieh jemand versucht, die betreffenden Probleme in einem geeigneten 
formalen System dingfest zu machen und dabei auch von anderen Proble­
men abzulösen, die in der allgemeinen Diskussion oft mit eingemischt 
sind und daher nur Verwirrung stiften. Ich will die Methode der Entw ick­
lung partieller Modelle wieder an einem Beispiel verdeutlichen.
Ein uraltes Problem in der Logik und Sprachtheorie ist das Problem der 
Antinomie des Lügners, das auf Schwierigkeiten der korrekten inner­
sprachlichen Verwendung des Prädikats ist wahr basiert. Wenn ich sage 
der Satz, den ich jetzt gerade äu ßere, ist nicht wahr, habe ich dann eigent­
lich einen wahren oder einen falschen Satz geäußert? Beide Annahmen  
führen offensichtlich zum Widerspruch. Also was ist zu tun? Über dieses 
Problem ist sehr viel nachgedacht worden. Das erste handfeste Resultat 
hierzu lieferte Alfred Tarski im Jahre 1 9 3 5 , der im wesentlichen nachwies, 
daß im Rahmen von klassisch logischen formalen Sprachen das Wahrheits­
prädikat nicht konsistent definierbar ist. Aus diesem Resultat wurde häu­
fig die Schlußfolgerung gezogen, daß auch in den natürlichen Sprachen  
eine konsistente Verwendung dieses Prädikats nicht möglich sei. Diese 
Schlußfolgerung blieb jedoch um stritten, u.a. weil sie zu sehr unplausiblen 
Annahmen führt. Erstens: beweist nicht die Verwendung des Wahrheits­
prädikats in der Alltagskommunikation, daß dieses Prädikat ohne Schwie­
rigkeiten handhabbar ist? Nach meinen Beobachtungen können Kinder 
im A lter von drei Jahren schon problemlos m it diesem Prädikat umgehen. 
Zweitens: was mich persönlich immer besonders gestört hat und mich 
veranlaßte zu versuchen, für das Problem eine Lösung zu finden, war die 
vielfach als notwendig postulierte Auffassung, auch für natürlichsprach­
liche T exte  mit entsprechendem V orkom m en des Wahrheitsprädikats 
müßten analog der von Tarski eingeführten M etasprachenhierarchie zu­
gehörige Stufenzuordnungen definiert werden, bzw. genereller die Auf­
fassung von natürlicher Sprache als Sprachenhierarchie, bei der es auf 
allen Stufen zugehörige W ahrheitsprädikate gibt, die allerdings einheitlich 
morphologisch repräsentiert werden. Eine solche Konstruktion erschien 
mir einfach als zu kompliziert. Seit Tarskis Arbeit hat es eine große A n­
zahl von Publikationen gegeben, in denen die Problem atik immer wieder 
neu aufgeworfen wurde, in denen neue Interpretationen gesucht oder 
Lösungsvorschläge gem acht wurden. Dabei ist aber lange Zeit niemand 
auf die naheliegende Idee gekom men, an einem einfachen Modell — also 
etwa an einer prädikatenlogischen Sprache — zu studieren, was denn ge­
schieht, wenn man konstruktiv versucht, die Sprache um ein Prädikat zu 
erweitern, das — sofern möglich — die natürlichen Eigenschaften eines 
Wahrheitsprädikats erhalten soll, d.h. also wenn man versucht, einen ent­
sprechenden Erweiterungsprozeß wirklich schrittweise durchzuführen.
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Erstmalig 1 9 7 5 /7 6  erschienen drei verschiedene Arbeiten, die die Wahr­
heitsprädikatproblematik in einem solchen systematisch theoretischen  
Rahmen von Spracherweiterungen behandelten (vgl. Kripke 1975 /  Kindt 
1976a ,b  /  M artin/W oodruff 1 9 7 6 ). Das Ergebnis ist, daß es eben doch  
möglich ist, adäquate innersprachliche W ahrheitsprädikate einzuführen, 
allerdings nur unter V erzicht auf die Verwendung der klassisch logischen 
Negation, die dann nicht mehr konstruktiv definierbar ist. Zugleich wird 
der Satz vom Lügner als ein sogenannter unfundierter Satz klassifiziert, 
der deshalb weder wahr noch falsch ist, weil er nicht auf andere wahre 
oder falsche Sätze zurückführbar ist. Im übrigen ist das Wahrheitsprädikat 
im Unterschied zu vagen Prädikaten ein Beispiel für ein Prädikat, das prin­
zipiell nicht total definierbar ist.
ln meinen bisherigen Überlegungen ging es mir hauptsächlich um die Dis­
kussion von Zielsetzungen und Funktionen der Verwendung logischer 
Instrumentarien. Auf eine dieser Funktionen und damit zusammenhängen­
de Probleme m öchte ich noch kurz gesondert eingehen. Ich meine die 
Funktion, durch den Einsatz logischer M ethoden den Rekurs auf Intuitio­
nen und die Verwendung heuristischer Verfahren weitgehend abzulösen. 
Nun hat aber z.B . das eben diskutierte Wahrheitsprädikatbeispiel doch  
auch gezeigt, wie wichtig es sein kann, an seinen Intuitionen festzuhalten. 
Dieses anzuerkennen bedeutet aber nicht unbedingt einen Widerspruch 
zu dem Ziel, intuitive Urteile zu ersetzen. Solange man in einem Problem­
bereich bestimm te Fragen nicht auf andere, “ härtere” Weise beantworten  
kann, ist es vernünftig und notwendig, sich von seinen Intuitionen leiten 
zu lassen, immer aber mit dem Bewußtsein, daß gerade bei komplexen  
Problemstellungen Intuitionen sehr oft fehlgehen (ein solches Bewußtsein 
sollte also dazu führen, daß man in seinem A uftreten nicht eine mögliche 
falsche Sicherheit vorspiegelt). Und zugleich sollte man es — langfristig 
gesehen — nicht bei intuitiven Kontrollen der Forschungstätigkeit belas­
sen. An die Tatsache von Sinnestäuschungen etc. hat man sich längst ge­
w öhnt; wie schief aber oft auch Alltagstheorien liegen, auf die man sich 
so häufig stützt, das ist immer wieder erstaunlich. Ich will hierzu ein in­
teressantes, nichtlinguistisches Beispiel angeben. Man führe folgendes 
Gedankenexperim ent durch: Man spannt einerseits um die Erde und an­
dererseits um einen Fußball im ersten Schritt ein Band und verlängert 
dieses im zweiten Schritt in beiden Fällen um einen M eter. Die anschlie­
ßende Frage: Wie verhalten sich die beiden Radiuszuwächse zueinander? 
Die A ntw ort widerspricht jeglicher Alltagserfahrung bezüglich V ertei­
lungsproblemen; die intuitive Argum entation besagt, der eine Meter muß 
sich bei dem großen Erdumfang viel stärker verteilen als bei dem Fußball. 
Demgegenüber zeigt sich mit Hilfe der Kreisumfangsformel, daß der Zu-
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wachs in beiden Fällen ungefähr 16 cm beträgt: 
U2 Ui + 1 i
In der Linguistik ist in den vergangenen fünfzehn Jahren die Semantik 
ins Zentrum des Forschungsinteresses gerückt. Nach meinen Erfahrungen  
sind die Intuitionen gerade in diesem Bereich sehr schwach ausgeprägt 
und häufig falsch. Das könnte ich an vielen Beispielen belegen; ich will 
hier nur ein bei der Transformationsgram matik auftretendes Problem be­
nennen: Ein kritischer Punkt sind die Postulate, daß bestimm te Transfor­
mationen bedeutungserhaltend seien; z.B . wurde in diesem Sinne die Be­
deutungsgleichheit von die A u ffin d u n g  des S tud en ten  erregte A u fseh en  
und daß der Stud en t a u fgefu nd en  w urde, erregte A u fsehen  behauptet. 
Ohne über eine empirische Bedeutungstheorie zu verfügen, in der solche 
Postulate überprüft werden können, sollte man m .E . eine Transform ations­
grammatik nicht m it so weitreichenden Annahmen versehen (vgl. Kindt 
1 9 7 4 ). Was m .E . ebenfalls im Zusammenhang m it der durchaus berech­
tigten Kritik an der experimentellen psychologischen Forschung m anch­
mal verwechselt wird: es sind nicht etwa die empirischen oder formalen  
M ethoden dafür verantw ortlich, daß mit ihnen unplausible Hypothesen  
zustande kommen können; verantwortlich dafür ist der oftm als sorglose 
Umgang mit den Voraussetzungen, unter denen die Untersuchungen 
durchgeführt werden, oder einfach voreilige Interpretationen der Ergeb­
nisse. Genau dies ist auch der wesentliche Punkt beim W ahrheitsprädikat­
beispiel.
Um es abschließend auf eine Form el zu bringen: Es geht einerseits nicht 
um eine Diskreditierung von Intuitionen und heuristischen Verfahren; 
gerade die Arbeiten in der Konversationsanalyse haben jüngst gezeigt, 
daß halbinterpretative Verfahren — wenn sie methodisch kontrolliert 
angewendet werden — überhaupt erst einen empirischen Zugang zu be­
stimmten Problemen ermöglichen. Andererseits muß es immer das Ziel 
sein, die nicht voll kontrollierbaren Verfahren zu ersetzen; immer wenn 
bestimmte intuitive Urteile zu grundlegenden Wissenschaftsdogmen er­
starren, ich denke z.B. an die in der Literaturwissenschaft häufig noch 
vertretene These, es gebe prinzipiell keinen objektivierbaren empirischen 
Zugang zu Bedeutungen, immer dann besteht die Gefahr einer folgen­
reichen Stagnation der Wissenschaftsentwicklung.
Die Verwendung logischer Verfahren in der Linguistik bringt auch eine 
große Anzahl von Problemen mit sich, die auf dieser Tagung mitdisku­
tiert werden sollten, und ich m öchte zu dieser Diskussion einige Bemer-
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kungen beisteuern. Von Interesse sind u.a. die methodologischen Proble­
me, also z.B. die schon angesprochene Übertragungsproblematik bezüglich 
Voraussetzungen und Generalisierungen bei der Modellbildung. Eine an­
dere wichtige Frage ist die folgende: In welcher Situation, d.h. unter wel­
chen Bedingungen lohnt sich überhaupt ein Einsatz logischer Instrumen­
tarien? Im Hinblick auf diese Frage muß ich an der Praxis in der Linguistik 
harte Kritik üben, was die Verwendung form aler Beschreibungen und for­
maler Modelle betrifft. Diese Mittel sind nicht für sich genommen schon 
nützlich, dadurch werden nicht schon autom atisch Probleme gelöst. 
Außerdem darf nicht logisch konzise mit form aler Darstellung verwech­
selt werden. Allzu oft wurde in der Linguistik in jüngster Vergangenheit 
einerseits von trivialen und unnötigen Formalisierungen Gebrauch ge­
m acht und andererseits wurden relativ komplizierte form ale Systeme 
schematisch eingeführt, mit denen aber nicht produktiv weitergearbeitet 
wurde bzw. wegen mangelnder inhaltlicher Füllung auch gar nicht gear­
beitet werden konnte (dies ist natürlich auch ein Dilettantismusproblem). 
Beispielsweise nützt die schematische Ausdifferenzierung des K on text­
parameters in 8  oder in 2 7  Koordinaten theoretisch überhaupt nichts, 
wenn nicht zugleich irgendwelche Vorgaben über gewisse im formalen 
System repräsentierbare Eigenschaften dieser Koordinaten gem acht wer­
den. Es wäre einer eigenen Arbeit w ert, anhand von Beispielen und Ge­
genbeispielen zu demonstrieren, wo der Bereich sinnvoller Anwendung 
des bestehenden formalen Instrumentariums liegt. Daß diese Anwendungs­
problematik in der Linguistik nicht ausreichend reflektiert und vielfach 
nicht richtig eingeschätzt worden ist, ist zwar historisch verstehbar, hat 
aber — wissenschaftspolitisch — sehr negative Konsequenzen gehabt. Zwei 
zentrale Forderungen, auf deren Erfüllung in Zukunft mehr geachtet 
werden sollte, sind für mich die folgenden. Erstens, form ale Modellierung 
muß stärker gekoppelt sein an die Bestimmung empirischer Anschluß­
stellen, damit eine Überprüfung der Modelle möglich wird. Zweitens, die 
Verwendung von form aler Modellierung und Formalisierung ist auf sol­
che Fälle zu beschränken, wo diese M ittel funktional angemessen sind; 
zugleich sollte in Darstellungen, wo diese Mittel angewendet werden, 
darauf geachtet werden, daß Voraussetzungen und Ergebnisse dieser An­
wendung auch im normalen fachsprachlichen Rahmen form uliert werden. 
Mit dem letzten Punkt ist ein Problem angesprochen, das auf die wissen­
schaftssoziologische Ebene führt, auf die ich jetzt kurz eingehen m öchte.
Die Adaption von M ethoden einer fremden Wissenschaft schafft stets be­
stim mte Probleme und zwar insbesondere Kommunikationsprobleme. 
Insofern scheint es eine selbstverständliche Forderung zu sein, daß man 
sich bei Verwendung solcher M ethoden in besonderem Maße um V er­
163
ständlichkeit seiner Darstellung bemühen muß, damit auch Forschern, 
die diese Methoden nicht anwenden oder beherrschen, noch die Möglich­
keit zur Auseinandersetzung mit den erzielten Resultaten offenbleibt. 
Umgekehrt scheint es ebenso selbstverständlich zu sein, daß Forscher, 
die in einem Problembereich arbeiten, in dem diese M ethoden verwendet 
werden, schrittweise selbst die Kompetenz erwerben, diese M ethoden  
anzuwenden oder wenigstens deren Anwendung nachvollziehen zu kön­
nen. Von dem durch diese Forderung charakterisierten Idealzustand sind 
wir in der Linguistik, bezogen auf die form alen M ethoden, weit entfernt. 
Daß dies so ist, hat viele gewichtige Gründe, über die im einzelnen nach­
zudenken sich lohnen würde. Einer der tiefer liegenden Gründe ist m .E ., 
daß bereits während der Sozialisation in Schule und Elternhaus W ert­
systeme übernommen werden, die zu unterschiedlichen Bewertungen z.B. 
bezüglich bestimm ter gesellschaftlicher Problembereiche, bezüglich Dar­
stellungsfragen und auch bezüglich form aler M ethoden führen können. 
Ablesbar ist dies z.B . an den Erwartungen, die Studenten haben, die ein 
sprachwissenschaftliches oder philologisches Studium beginnen. Neben 
der Analyse von Gründen für den faktischen Zustand ist es wichtig, sich 
über die tatsächlichen oder potentiellen negativen Folgeerscheinungen  
dieses Zustands klarzuwerden, um M otivationen für eine Änderung des 
Zustandes zu gewinnen. Ich will hier nur schlagwortartig einige negative 
Tendenzen benennen:
— fortschreitende Polarisierung und gegenseitige Abgrenzung eines for­
malen und eines nicht-formalen Lagers
— Beschränkung gemeinsamer Diskussionen auf einen Schlagabtausch 
mit gegenseitigen Darstellungen der unterschiedlichen methodologi­
schen und wissenschaftsideologischen Positionen
— Propagierung von Klischeevorstellungen über die jeweils andere Frak­
tion bzw. Immunisierung der eigenen Position durch Entwicklung 
stilisierter Selbstbilder
— Verfestigung von bestimm ten Form en gruppenspezifischen Imponier­
verhaltens
— Entwicklung idiosynkratischer Terminologien und theoretischer Syste­
me einzelner Forscher und Forschergruppen.
Ich meine, daß solchen Tendenzen, die ich durchaus nicht überbewerten 
will, langfristig dadurch entgegengewirkt werden kann, daß zwischen 
V ertretern unterschiedlicher Positionen mehr problem- als m ethodolo­
giebezogen diskutiert wird, daß mehr W ert auf die Eröffnung von Zu­
gangsmöglichkeiten zu den eigenen Forschungsansätzen gelegt und daß
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vor allem mehr von Form en kooperativen Arbeitens Gebrauch gem acht 
wird. Diesen letzten Punkt halte ich deshalb für besonders wichtig, weil 
man einerseits in der Regel nicht erwarten kann, daß ein und derselbe 
Forscher sowohl mit formalen als auch m it empirischen Methoden glei­
chermaßen produktiv arbeiten kann und außerdem noch möglichst große 
Sprachenkenntnisse besitzt. Andererseits gibt es nach meinen Erfahrun­
gen genügend positive Beispiele kooperativer Forschungen, bei denen die 
verschiedenen Beteiligten jeweils ihre spezifischen Kompetenzen einbrin- 
gen konnten.
Über die Leistungen des Einsatzes logischer Verfahren in der Linguistik 
hat allgemein H. Rieser schon gesprochen, zwei Beispiele habe ich bereits 
angeführt. Man darf wohl sagen, daß die entsprechenden Arbeiten gene­
rell in Syntax, Semantik und Pragmatik einerseits und speziell in dem  
Arbeitsbereich “Computerlinguistik” nicht mehr wegzudenken sind. Ich 
hoffe, daß insgesamt auf dieser Tagung die Leistungsfähigkeit dieser V er­
fahren deutlich wird. Besonders augenfällig wird diese Leistungsfähigkeit 
immer in solchen Fällen, wo mit großem Aufwand und über lange Zeit 
diskutierte sprachtheoretische Probleme im Rahmen eines form alsprach­
lichen Modells sozusagen aus dem Stand gelöst werden können. Markante 
Beispiele für solche Probleme sind die zahlreichen Paradoxien. Ich m öch­
te hiervon noch ein weiteres Beispiel erwähnen, nämlich das sog. Bach- 
Peters-Paradox. Die Veranstalter dieser Tagung haben mir unbeabsichtigt 
den Gefallen getan, das Problem dieses Paradoxes bereits auf der Tagungs­
ankündigung am Beispiel des bekannten Mig-Piloten-Satzes graphisch zu 
demonstrieren; ich will hier allerdings zur Demonstration eine (der Wirk­
lichkeit besser entsprechende) Variation des Beispielsatzes verwenden, 
den U. Mönnich 1 9 6 9  diskutiert hat:
D er Ju n g e , der sich ihn wünschte, erhielt nicht den  Preis, den  er
verdiente.
Im Rahmen der Transform ationsgram m atik wurden nun bestimm te  
Pronominalisierungsregeln diskutiert, die bei derartigen Sätzen in der 
Lesart, wo beide Relativsätze restriktiv interpretiert werden, zu einem 
infiniten Regreß zu führen scheinen, und zwar in dem folgenden Sinne: 
Das Personalpronomen ihn  ist von dem Ausdruck den  Preis, den  er ver­
diente  abzuleiten, das Personalpronomen e r  aber von d er Ju n g e , d er  sich 
ihn wünschte. Wenn man also entsprechende Rückführungsoperationen  
durchführen will, gerät m an in die auf den ersten Blick verwirrende Situa­
tion, daß die Pronom ina, die man gerade ersetzt hat, im nächsten Schritt 
wieder auftauchen.
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D er Ju n g e , d er sich (den Preis, den e  r verdiente) w ünschte, er­
hielt nicht den  Preis, den  (der Ju n g e , d er sich i h n w ünschte) ver­
diente.
Der wesentliche Punkt an diesem Beispielsatz ist, daß die zum A uftreten  
des Paradoxes gehörige restriktive Lesart gar nicht existiert und daß man 
autom atisch, ohne sich darüber klarzuwerden, eine schwächere Lesart 
wählt, also z.B. für einen der beiden Relativsätze eine explikative Lesart 
oder eine gewisse schwache restriktive Lesart, die Ballmer vorgeschlagen 
hat (vgl. Ballmer 1 9 7 7 ) , die ich jetzt aber nicht genauer charakterisieren  
will. Vernünftig theoretisch diskutierbar ist das Paradox erst im Rahmen  
einer geeigneten interpretierbaren formalen Sprache, in der unfundierte 
Deskriptionen Vorkommen können, dann aber m acht die Auflösung des 
Paradoxes keine Probleme mehr (vgl. Kindt 197 9 b ). Abschließend m öch­
te ich meine Position zum Thema “ Logische Analysen in der Linguistik” 
noch einmal — stark verkürzt — so umschreiben: Solche Analysen halte 
ich für unbedingt erforderlich, und es gibt für sie die verschiedensten  
Anwendungsgebiete und Anwendungsarten. Man sollte aber auch die 
Probleme solcher Anwendungen nicht vergessen und gerade in der gegen­
wärtigen Situation stärker reflektieren; zu diesen Problemen gehören  
insbesondere: die Funktionsfrage, die Angemessenheitsfrage, die Über­
tragbarkeitsfrage und die Darstellungsfrage.
Ich komme nun zum zweiten Teil meines Vortrags, der sich mit der A r­
beit von Ballmer und Brennenstuhl beschäftigen soll. Vorausschicken  
muß ich einige skizzenhafte Bemerkungen über meine generelle Einschät­
zung der Forschungssituation im Bereich der Semantik. T rotz aller a n ­
weisbarer Erfolge der letzten Zeit sehe ich eine Reihe von Schwachstellen, 
die m .E . entweder noch nicht erkannt oder nicht zielstrebig genug ange­
gangen worden sind.
1. Die Einsicht in die Notwendigkeit einer handlungstheoretischen Fu n ­
dierung der Linguistik hat sich zwar durchgesetzt, die Frage aber, 
welche Konsequenzen dies für Bedeutungstheorien hat, wird selten 
gestellt. Speziell ist das Problem, ob und inwieweit eine von der Prag­
matik autonom e Semantik betrieben werden kann, nicht ausdisku­
tiert.
2 . Teilweise werden semantische Theorien im Rahmen von Konzepten  
der logischen Semantik mit einem so großen Differenzierungsgrad 
ausgearbeitet, wie es sich m .E . erst lohnen würde, wenn man davon 
überzeugt ist, daß die Rahmenvoraussetzungen der Theorien empirisch 
ausreichend adäquat sind. Dies würde ich für viele der Theorien be-
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streiten. Beispielsweise sollte man in dieser Hinsicht die Montague- 
grammatik nicht als “ heilige Kuh” betrachten: einige der im Montague- 
rahmen entwickelten Analysevorschläge sind m .E . so offensichtlich  
inadäquat, daß die Funktion von Fortschreibungen dieses Grammatik­
modells kritisch überprüft werden muß.
3. Von wenigen Ausnahmen abgesehen, werden nach wie vor eher stati­
sche als dynamische Bedeutungstheorien propagiert. Ich halte eine 
Berücksichtigung der dynamischen Aspekte von Bedeutungskonstitution  
aber für unbedingt erforderlich.
4. Die theoretische Modellierung bedarf der Ergänzung durch empirische 
Forschung. Eine systematische empirische Semantikforschung gibt es 
nur ansatzweise. Beispielsweise müßten Bedeutungskompositionsprin­
zipien, wie sie ja in den verschiedenen Theorien vorgesehen sind, empi­
risch getestet werden. Umgekehrt werden bestim m te Forschungsergeb­
nisse z.B. der Psycholinguistik noch gar nicht berücksichtigt. Im übrigen 
bin ich bezüglich der Frage, wer die empirischen Untersuchungen  
durchführen sollte, anderer Meinung als gestern J .  Ballweg. Auch Lin­
guisten sollten — am besten in Zusammenarbeit mit Psychologen und 
Soziologen — derartige Forschungen betreiben. Das Dilettantismus­
problem betrifft nämlich in diesem Forschungsbereich ebenso die 
beiden anderen Disziplinen; es wäre unvernünftig, den Forschern aus 
diesen Disziplinen das Feld zu überlassen, weil die allein auch dilettie- 
ren, und zwar in Bezug auf Sprachtheorie.
Nun also zur A rbeit von Ballmer und Brennenstuhl. Grundsätzlich halte 
ich die generelle A rt der Vorgehensweise, eine solche Materialanalyse 
durchzuführen, für sehr positiv. In der T at: Von der Beispielsatz-Linguistik 
muß man zu empirisch ergiebigeren Verfahrensweisen übergehen. Eine 
andere Frage ist, ob die spezifische, für die Kategorisierung gewählte heu­
ristische Vorgehensweise angemessen ist. Eine solche Frage kann nie ab­
solut beantw ortet werden, sondern sie muß immer relativ zu bestimmten  
Problemlösungsansprüchen gesehen werden. Wenn es zunächst nur darum  
geht, eine empirisch motivierte und gegenüber bisherigen Vorschlägen 
verbesserte Klassifikation der Verben zu erreichen, dann ist die gewählte 
Vorgehensweise sicherlich ausreichend genau. Am Ergebnis gemessen 
erscheint mir beispielsweise die Begründung für die Einführung neuer 
Verbklassen, die nicht so recht in das Schema von Zustands-, Vorgangs­
und Handlungsverben passen, sehr plausibel zu sein. Wenn man aber an 
bestimm te Globalansprüche auch in Bezug auf empirische Relevanz 
denkt, wie sie Ballmer und Brennenstuhl in ihrem Artikel in den “ Lin­
guistischen Berichten” form ulieren, dann sehe ich die Angemessenheits­
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frage in einem anderen Licht. Die vorgenommene Kategorisierung basiert 
wesentlich auf der Handhabung der Voraussetzungs- und der Paraphrasen­
relation. Für weitergehende empirische Ansprüche scheint mir die Inter­
pretation dieser Relationen dann doch zu undifferenziert und in Einzel­
fällen zu problematisch zu sein. So wird beispielsweise behauptet, daß 
im Sinne der Voraussetzungsrelation wollen und tun  eher zueinander ge­
hören als wollen und w ahrnehm en; solange diese Relation nicht weiter 
präzisiert ist, kann man aber z.B. behaupten, daß Wahrnehmungen eine 
sehr wichtige Voraussetzung für Intentionen sein können. Meine Kritik  
geht in diesem Punkt eigentlich nur dahin, daß man nicht zu viel auf ein­
mal an Ansprüchen proklamieren sollte. Demgegenüber m öchte ich als 
positiv festhalten, daß auch eine solche grobe, mehr heuristisch gewonne­
ne Kategorisierung ein erster, unbedingt n o t w e n d i g e r  Forschungs­
schritt für nachfolgende differenziertere oder spezialisiertere Arbeiten  
ist; in entsprechenden späteren Arbeiten wird man auf eine empirische 
Interpretation derartiger Relationen allerdings nicht verzichten können.
Der sem antiktheoretische Ansatz von Ballmer und Brennenstuhl enthält 
als grundlegendes K onzept das Konzept der prototypischen und der nicht 
prototypischen Bedeutungen. Die Einführung dieses Konzepts trägt be­
stimmten Schwierigkeiten Rechnung, die innerhalb der Analytizitätsdis- 
kussion lange Zeit Verwirrung stifteten. Für einen ersten Einstieg in die 
Bemühung, diese Schwierigkeiten zu überwinden, halte ich dieses Konzept 
für geeignet. Bei näherer Analyse wird m .E . aber deutlich, daß dieses 
Konzept zunächst in zweierlei Hinsicht unzureichend ist.
Erstens gibt es sicherlich nicht d i e prototypische und verschiedene 
nichtprototypische Verwendungsweisen eines Ausdrucks, sondern man 
muß davon ausgehen, daß auch jeweils mehrere prototypische Verwen­
dungsweisen existieren, deren Auswahl kontextabhängig ist; zugleich ist 
es — langfristig gesehen — vermutlich sogar in der Lexikonarbeit notwen­
dig, strukturierte System e von prototypischen Situationen anzunehmen, 
um die Zusammenhänge unterschiedlicher prototypischer Bedeutungen  
erklären zu können. Wichtiger ist mir noch ein zweiter Punkt. In der 
Diskussion von Ballmer und Brennenstuhl werden m .E . noch zwei ver­
schiedene Dinge miteinander vermischt, nämlich Abweichungen von 
Sachverhaltsregularitäten und Abweichungen von Sprachgebräuchen.
An einem Beispiel konkretisiert; das Problem, daß es auch weiße Raben  
gibt, ist zu unterscheiden von dem Problem, daß ein Fernseher auch 
Klapsmühle genannt werden kann. Dementsprechend müssen auch die 
von diesen beiden Problem typen induzierten Folgeproblem e z.B. hin­
sichtlich des Folgerungsbegriffs auf unterschiedliche Weise behandelt 
werden. Im übrigen ist mit dem zweiten Problem typ (nämlich abweichen-
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der Sprachgebrauch) gerade die fehlende Berücksichtigung handlungstheo­
retischer Aspekte von Semantik angesprochen: Bedeutungen sind nicht 
nur relativ zu objektiv beschreibbaren Situationen zu erm itteln, es ist 
auch zu berücksichtigen, daß Bedeutungen interaktiv von den Beteiligten  
konstituiert werden.
Es gibt schließlich einen wichtigen Zusammenhang zwischen der Möglich­
keit einer Prototypen-Sem antik und der Möglichkeit einer autonomen  
Semantik. Wenn es möglich und sinnvoll wäre, wie Ballmer und Brennen­
stuhl vorschlagen, ausgehend von den prototypischen Bedeutungen der 
Bestandteile eines Satzes oder T extes zu prototypischen Bedeutungen 
des Satzes oder T extes selbst zu gelangen, dann hätte man eine Semantik, 
bei der die Bedeutungsermittlung unabhängig wäre von den speziellen 
Kontextbedingungen in realen Komm unikationssituationen. Eine solche 
Semantik wäre für Anwendungszwecke aber nur unter zwei Bedingungen 
brauchbar. Erstens dürfte die Zahl der prototypischen Gesamtbedeutungen  
des Satzes oder T extes nicht allzu hoch sein, damit die notwendigerweise 
anzuschließende K om ponente der Bedeutungsentscheidungsregeln noch 
praktisch handhabbar bleibt. Zweitens müssen die prototypischen Bedeu­
tungen noch auswertbare Grundinformationen für die in realen Kom m u­
nikationssituationen zugeordneten Bedeutungen liefern und nicht nur 
irrelevante Sonderfälle dieser Bedeutungszuordnungen darstellen. Nach 
meiner Einschätzung ist es — vorsichtig gesagt — zweifelhaft, ob diese 
beiden Bedingungen erfüllt sind. Vorsicht ist insofern geboten, als “ här­
tere” empirische Untersuchungen, aufgrund derer eine genauere Beurtei­
lung möglich wäre, gänzlich fehlen. Aufgrund von Praktikabilitätserwägun­
gen und aufgrund bestim m ter Erfahrungen im Rahmen konversationsana­
lytischer Untersuchungen erscheint mir eine derartige Semantik aber nicht 
als realistisch, u.a. weil die kotextuell bedingte Steuerung der Interpreta­
tion so stark ist, daß einerseits Bedeutungsentscheidungsregeln nicht erst 
nach Erzeugung der Menge möglicher prototypischer Bedeutungen ange­
schlossen, sondern parallel zur Bedeutungskonstitution angelegt werden 
sollten. Andererseits scheint von der K onstitution nichtprototypischer 
Bedeutungen in der Komm unikation ständig Gebrauch gem acht zu wer­
den, so daß die Erklärungs-/Prognose-Kapazität einer Prototypen-Sem an­
tik nicht allzuhoch einzuschätzen ist.
Ich m öchte nun etwas zu den Vorstellungen von Ballmer und Brennen­
stuhl bezüglich Folgerungen sagen. Aufgrund der generellen intuitiven 
Erfahrungen, daß es bei Folgerungen offensichtlich auch Abstufungen 
gibt, ist es zunächst konsequent, einen theoretischen Ansatz wie etwa 
die fuzzy-logic zugrunde zu legen. Ob ein solches K onzept brauchbar ist, 
muß m .E . letztlich wiederum empirisch entschieden werden. Man kann
169
allerdings auch vorher schon sagen, daß dieser Ansatz höchstens dann 
erfolgreich sein wird, wenn er noch ein Problem berücksichtigt, das vor­
hin schon angesprochen war, nämlich das Problem, daß theoretisch wohl 
zu unterscheidende Typen von Gründen dafür verantwortlich sein kön­
nen, daß unterschiedliche Folgerungen gezogen werden. M.a.W.: ganz 
ohne Berücksichtigung von Faktoren, die das Ziehen von Schlußfolgerun­
gen steuern, wird ein fuzzifizierter Folgerungsbegriff möglicherweise 
wenig nützen, weil ggf. keine charakteristischen Verteilungen zustande 
kommen.
Das von Ballmer und Brennenstuhl praktizierte Verfahren, anhand von 
Beispieldiskussionen ihre teils sehr starken Behauptungen bezüglich approxi­
mativer Folgerungen zu begründen, lehne ich ab, weil ich in diesem Punkte 
den dabei bemühten Intuitionen zu sehr mißtraue. Beispielsweise sind mir 
die Behauptungen über das Verhältnis von ableben  und absterben  suspekt. 
Ebensowenig sehe ich die Argum entation bei dem Beispiel mit dem R a­
diergummi ein; speziell verhält es sich bei diesem Beispiel ja gerade so, 
daß Gegenstand  eine prototypische Folgerung aus R adiergum m i ist und 
daß in der Verkaufssituation weder aufgrund von Sachverhaltsirregulari­
tät noch von Sprachgebrauchsabweichung ein Grund besteht, diese F o l­
gerung nicht zu ziehen.
Vollkommen unbegründet ist vorerst auch der Wunsch, als Metalogik eine 
Approximationslogik zugrundezulegen; dies für die objektsprachliche L o­
gik zu tun, würde zunächst ausreichen.
Als letzten Punkt will ich kurz die Idee des Prozeßmodells ansprechen.
Diese Idee und die daran anknüpfende Unterscheidung in Intensität, 
Aktionsart und Eingriffsgrad halte ich in dem Sinne für verfolgenswert, 
daß generell in der Semantik versucht werden muß, m it reicheren on to­
logischen Konzepten zu arbeiten als bisher. In entsprechender Weise in­
terpretiere ich auch Ansätze in der Psycholinguistik, teilnehmerorientierte 
Kategorisierungssysteme zu entwickeln. Ich meine allerdings, daß man 
— langfristig gesehen — gerade bei Prozeßfolgen mit noch reicheren Struk­
turierungen arbeiten muß, und denke dabei an die konversationsanalyti­
schen Bemühungen, bestim m te Normalformen für Handlungsschemata 
herauszuarbeiten.
Der von Ballmer und Brennenstuhl vorgeschlagene Erklärungsansatz 
eines Interpretationsunterschiedes von Nomina und Verben leuchtet mir 
allerdings überhaupt nicht ein. Beispielsweise ist der kleine Rasmus 
Ballmer für mich keine Menge von Prozessen, und es ist schon gar nicht 
so, daß ich die Wahrheit des Satzes Rasmus fliegt durch die Luft  dadurch  
bestimme, daß ich in der Menge der Rasmus zugehörigen Prozesse nach­
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schaue, ob der Prozeß des durch  die L u ft fliegens  darin enthalten ist. So 
berechtigt der Wunsch ist, Nomina und Verben zu trennen, der zugrun­
degelegte theoretische Ansatz ist für eine solche Trennung noch zu be­
schränkt.
Ich komm e nun zu einer abschließenden Gesamtbewertung. Th. Ballmer 
ist in zweierlei Hinsicht ein Punktespezialist. Einerseits denke ich an sei­
ne Punktgram matik, andererseits pflegt er theoretische Ansätze mit einer 
der fuzzy-Ideologie entsprechenden differenzierten Punktevergabe zu be­
werten, also etwa im Rahmen einer Skala, die von “ sehr sehr unintuitiv” 
bis “ sehr sehr intuitiv” reicht. Ich will diese Praxis hier gerne aufnehmen; 
entsprechend meinem kategorischen Imperativ der funktionalen Ange­
messenheit begnüge ich mich aber mit einer zweiwertigen Punkteskala 
“ halte ich für negativ” und “ halte ich für positiv” . Ich m öchte Ihnen 
meine Bewertung in folgender Tabelle vorstellen.
Kategorisierungsansatz +
Dynamisches K ontextver­
änderungskonzept +
Prototypen-Sem antik +
Approximationslogik (theoretischer
Ansatz) +
Prozeßmodell +
Objektivistische Semantik —
Metalogik —
Empirische Fundierung des
Folgerungsbegriffs —
Nomen-/Verbdifferenzierung —
Gesamturteil
Das Zustandekommen meines Gesamturteils muß ich noch näher erläu­
tern. Es basiert nicht nur auf dem Übergewicht der Pluspunkte (5 : 4 ),  
sondern entspricht auch meiner internen Gewichtung der verschiedenen 
beurteilten Punkte. Zudem habe ich meine kritischen Einwendungen 
absichtlich scharf form uliert; von einer höheren W arte aus betrachtet 
kann man aber sagen, daß es oftm als notwendig ist, den Mut zu haben, 
bestimm te theoretische Ansätze konsequent auszuprobieren und dabei
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gewisse Fehler zu machen. Auch dies ist eine wichtige heuristische Funk­
tion logischer Analysen.
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HANS JÜ R G E N  H ERIN G ER
Lexikalische Luftgebäude
Eine Kritik an Ballmer /  Brennenstuhl *
1. Meine Aufgabe in diesem Kolloquium soll ein kritisches Koreferat 
zum Papier von Ballmer/Brennenstuhl sein. Herr Ballweg als Planer hatte  
mir also eine Wolfsrolle zugedacht. Als mir das Programm zu Gesicht 
kam, habe ich mich aber eher als Lamm unter Wölfen gefunden. Je tz t,  
nach dem bisherigen Verlauf und besonders nach dem Einblick in den 
Gegenstand der erwünschten Kritik, keimt allerdings Hoffnung in mir: 
Vielleicht könnte ich ein Lamm unter Läm m ern — ich sage nicht ein 
Schaf unter Schafen — sein. Nun, wir werden sehen.
Die Hauptthese des BB-Beitrags — ich kürze die Namen so ab, weil das 
angenehme Assoziationen w eckt — sehe ich in der Forderung nach einer 
"sprachbezogenen Analyse” handlungsbezeichnender Verben. In Lingui­
stenkreisen klingt das etwa so, wie wenn ein Politiker den Wahlslogan 
vertritt: “ Wir wollen das G ute.” Als Linguist zu betonen, man wolle eine 
sprachbezogene Analyse machen, ist nur sinnvoll, wenn man sich vielleicht 
von den eigenen Taten der Vergangenheit distanzieren will oder als Kampf­
slogan in dem Sinn, daß andre dies gerade nicht tun, aber tun sollten. Es 
ist also die Eröffnung eines M ethodenstreits.
Sie werden bald merken, meine Damen und Herrn, daß ich in einem sol­
chen Streit nicht auf der anderen Seite kämpfe, sondern mich eher so 
fühle, als sei ich durch die Reihen der Gegner hindurchgeschritten und 
warte dort auf BB.
Die Forderung einer sprachbezogenen Analyse glaube ich an zwei spezifi­
scheren Forderungen BBs festm achen zu dürfen:
(i) Die Analyse muß auf Sprachmaterial basieren. Es sollten beispiels­
weise “ G esam tw ortschätze” untersucht werden.
(ii) Die verwendeten M ethoden müssen dem Sprachmaterial angemessen 
sein. Sie müssen präzis sein und Überprüfung zulassen.
Das ist natürlich auch noch nicht aufregend. Es kann aber spannend wer­
den, — und das deutet sich schon an, wenn man BBs Darstellung der F o r­
schungslage in ihrem Beitrag in LB kennt. 1 Dort heißt es über den Stand 
der lexikographischen Forschung:
“ Es werden keine sprachtheoretischen  und m ethodologischen K riterien zur 
R echtfertigu ng der dargestellten Lexikon stru ktu ren  angegeben, und noch
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weniger K riterien  zur A bsicherung von V orschlägen zur W ortschatzstruktu­
rierung im allgem einen.” (L B  S . 18)
Diese Beurteilung teile ich nicht, wenigstens sehe ich nicht, inwiefern BB 
etwa über Hallig-Wartburg der frühen Sechziger oder die sog. strukturelle 
Semantik hinauskommen. Eine solche historische Wertung ist aber nicht 
mein Fall. Ich will es darum bei dieser provokativen Andeutung lassen, 
bin aber natürlich bereit, die Details zu diskutieren.
Meine Aufgabe hier sehe ich in einer methodischen Kritik des Ansatzes 
von BB. Um diese Kritik einigermaßen plausibel zu m achen, war ich zu 
zweierlei gezwungen. Erstens: Bei meiner Lektüre des BB-Beitrags bin 
ich öfter auf Stellen gestoßen, die mich zum Widerspruch gereizt haben. 
Die Diskussion solcher widersprüchlicher oder komischer Behauptungen 
wäre sicher nicht uninteressant, aber ich will mich nicht an Einzelpunkten  
aufhängen, sondern eine zusammenhängendere Kritik versuchen. Zweitens: 
Der mir vorgelegte BB-Beitrag war recht abstrakt, gedacht als eine A rt 
summa einer größeren Arbeit. Er enthielt darum keine stringente und aus­
führliche Diskussion von Beispielen. Das ist natürlich kein Zufall, weil da­
hinter mindestens die Meinung steht, ein solches Vorgehen sei sinnvoll. 
Diese Meinung teile ich nicht. Ich werde darum einige Beispiele diskutie­
ren und greife dazu — wie BB es ja anregen — auch auf deren Beitrag in 
LB zurück.
Ich gehe im folgenden so vor, daß ich nacheinander die beiden Grund- 
postulate diskutiere, also erstens die Frage des Bezugs auf sprachliches 
Material und dabei besonders, wie weit BB dieses Postulat einlösen, und 
zweitens die Frage der methodischen Angemessenheit, dabei insbesondere 
den Prototypism us, die Ausführungen über Folgerungen und die Verwen­
dung von Paraphrasen.
2. Eine wiederkehrende Forderung BBs ist, man müsse sprachbezogen 
arbeiten, Sprachmaterial untersuchen, die sprachliche Ordnung aus der 
Sprache heraus entwickeln (L B  S. 19) und sprachlich rechtfertigen (S .139  
in diesem Band). Ich brauche nicht zu wiederholen, daß mir das sehr 
sympathisch klingt. Wie sieht es aber in der Realisierung aus?
BB gehen aus von Listen von Verben, also von Einzelwörtern. Diese 
W örter werden nach ihrer Bedeutung geordnet. Was die Bedeutung eines 
W orts ist, wird aus eigener Kompetenz geschöpft. Es ist nicht völlig un­
bekannt, wohin man so geraten kann. BB liefern (S. 1 4 6 )  ein unfreiwilli­
ges Beispiel dafür, wo sie die beiden Verben ableben  und absterben  zu 
Demonstrationszwecken behandeln. Es heißt dort unter anderem, die bei­
den seien logisch synonym . Wenngleich ich dies nicht recht deuten kann,
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scheint es mir doch bedenklich, so einfach die Existenz eines Verbs ab­
leben  anzunehmen. Jedenfalls wäre das ein recht defektives Verb, weil es 
keine oder fast keine flektierten Form en hat: Sie leben ab, e r  ist/hat a b ­
gelebt  usw. Gebräuchlich ist nur das Substantiv, etwa in sein A b leb en  e r­
füllt uns mit tiefer Trauer und ein partizipähnliches Adjektiv abgelebt, 
allerdings mit etwas anderer Bedeutung. Wie soll aber bei dieser Sachlage 
Vergleichbarkeit von ableben  und absterben  gegeben sein?
M ethodisch interessant ist hierbei folgendes: Wenn man einzelne W örter 
als Beispiele behandelt, so behandelt man sie doch in einem Zusammen­
hang. Gutwillige Hörer — und sicherlich waren auch Sie solche — deuten  
die W örter gemäß diesem Zusammenhang so, daß das ganze einen Sinn 
ergibt. Man kann sich als Deutschsprechender gut denken, daß es ein Verb 
ableben  in einer oberflächlichen Analogie zu absterben  gibt2 , wenngleich 
auch dafür BBs Analyse insofern irreführend ist, als das Präfix ab in bei­
den Fällen natürlich nicht die gleiche Funktion hat. Man kann aber ein 
Verb ableben  in ganz andere Zusammenhänge bringen, etwa mit abm agern  
oder mit abreagieren, ausleben  oder in Fügungen wie seine Zeit ableben. 
Nach den Wortbildungsregeln des Deutschen gibt das einen guten Sinn.
Mein Fazit ist: Sprachliches Material können nicht W ortlisten sein. Sprach­
liches Material sind vielmehr Kom m unikationen, in denen die fraglichen 
Ausdrücke verwendet wurden. Ein einigermaßen empirisch orientierter 
Linguist wird versuchen, hieraus die Verwendungsweisen zu ermitteln. 
Andernfalls ist er in der Gefahr, nur seine eigene Kom petenz darzustellen. 
Das mag nicht nur peinlich werden, es gelingt ihm auch nur, wenn er 
sehr gut ist, weil er meistens nicht einmal seine eigenen Verwendungswei­
sen überblickt. Er wird fehlgeleitet durch den aktuellen Zusammenhang, 
in dem er seine Beispiele verwendet, darunter oft genug die eigene theo­
retische Fixierung.
BBs Ziel ist es, (in einem eigentümlichen Verständnis von logisch) die lo­
gische Ordnung der Verben zu erm itteln. Sie ordnen sie dazu in K ate­
gorien mit je charakteristischem Verb und ordnen auch die Kategorien  
untereinander. Diese Ordnung beruht auf der Relation der Voraussetzung. 
So setze wollen, daß man etwas tut, voraus, daß man es auch wünscht.
Hinzukommt öfter eine Ordnung nach einer vorher-nachher-Relation, 
wobei allerdings nicht ganz deutlich ist, ob dies nur innerhalb der K ate­
gorien oder auch für die Kategorien untereinander gilt.
Nun bilden wollen und w ünschen  gerade Kategorien. Allerdings ist ihre 
Ordnung mit einem großen, immunisierenden Fragezeichen versehen.
Heißt es doch (L B  S. 2 2 ) :
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“W ohlgem erkt beziehen wir uns dabei auf typische F ä lle ; es ist uns klar, daß 
durch Bezug au f genügend extrem e K o n texte  ‘G egenbeispiele’ konstruiert 
und gefunden werden kö n n en .”
A uf die Gefahr hin, als spinnerter Beispielsucher oder Beispielkonstruk­
teur abgetan zu werden, will ich Ihnen doch einiges zu diesen beiden Ver­
ben w ünschen  und wollen  vorführen.
Ich schicke voraus, daß dieses Paar die ersten beiden Kategorien charak­
terisiert in einer Serie von Kategorien, deren Ordnung gewonnen ist nach 
dem einfachen Strickm uster für Handlungen: Ich wünsche es, dann will 
ich es, dann plan ich es, dann tu ich es.
Gemäß meiner Zielsetzung kom m t es auf die Überprüfung folgender Be­
hauptungen an:
(i) Das Wünschen ist eine Voraussetzung des Wollens.
(ii) Das Wünschen geht dem Wollen voraus.
Ich formuliere das absichtlich so untechnisch wie BB, muß aber gleich 
sagen, daß mein Verständnis der beiden Behauptungen nicht weit genug 
geht. Ich verstehe die Bedingungen mal folgendermaßen:
(iii) Wenn man etwas will, dann muß man es vorher gewünscht haben.
Schauen wir uns ein paar Beispiele an. Damit Sie mich nicht allzuleicht 
als Spinner ansehen können, habe ich mich vom Grimmschen W örter­
buch inspirieren lassen. Übrigens: Es enthält allein zu wollen 4 0  Spalten, 
so einfach scheint es mit seiner Bedeutung also nicht zu stehen. Meine 
Beispiele sind so gewählt, daß sie Ihre Phantasie anregen. Ich habe es mir 
nicht so einfach gem acht, manche schlicht als abweichend zu kennzeich­
nen. Weitere Anregung bekommen Sie, wenn Sie jeweils w ünschen  durch 
wollen ersetzen und vice versa.
(1 )  Ich wünsche dir eine Revolution.
(2 ) Ich will gehen .
(3 )  Ich wünsche zu gehen .
(4 )  Ich  wünsche, daß ich gehe.
(5 ) Ich will, daß es regnet.
( 6 ) Ich  wünsche, daß es regnet.
(7 )  Ich  wünsche, daß ich bald dort bin.
(8 )  Ich wünschte, daß ich bald dort wäre.
(9 )  Das will mir nicht gefallen.
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( 1 0 ) Analysieren will gelern t sein.
( 1 1 ) Es will regnen.
( 1 2 ) Gut D ing will Weile.
(1 3 ) Unser F ifi wünscht zu schlafen.
(1 4 ) Unser F ifi wünscht m orgens zu schlafen.
(1 5 ) Wolle ein X !
(1 6 ) Wünsch dir ein X !
(1 7 ) Wollt ihr wohl R u he geb en !
(1 8 ) Wollen wir aufhö ren?
(1 9 ) E iner will geseh en  haben, wie N. übern Zaun stieg.
( 2 0 ) Ich will.
( 2 1 ) Wohin willst d u ?
( 2 2 ) Sein eiserner Wille.
(2 3 ) E ine g u te  N acht wünscht E u ch  Hans Sachs.
Lassen Sie mich m it einer rudimentären gramm atischen Analyse anfangen! 
Man kann grob drei K onstruktionstypen beider Verben unterscheiden, 
die zwar parallel im Sinn möglicher Paraphrasen sind, aber syntaktisch  
schon Unterschiede zeigen, die ich hier jedoch übergehe. Erster Typ ist 
der m it einer NP als Ergänzung:
(2 4 )  Ich  will X .
Ich wünsche m ir X.
Der zweite Typ ist der m it infinitivischer Ergänzung:
(2 5 )  Ich will V-en.
Ich wünsche zu V-en.
Der dritte Typ schließlich ist der mit propositionaler Ergänzung:
(2 6 )  Ich will, daß S.
Ich wünsche, daß S.
Die Parallelität geht natürlich nicht so weit, wie es auf den ersten Blick  
scheint. Beispielsweise gibt es im ersten Typ zu ich wünsche dir ein X  
keine Entsprechung bei wollen. Der Unterschied zwischen ich wünsche 
mir eine Revolution  und ich wünsche dir eine Revolution  ist m it wollen 
schwer darstellbar. Man müßte in einen anderen Typ ausweichen. Es bie­
te t sich Typ 3 an, weil ich will X  oft umschrieben werden kann als ich 
will X  haben  oder je nach Kategorie des X  auch mit spezifischen Verben.
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Im Typ 3 ergäbe das dann: Ich will, daß du  X  hast/bekom m st etc. Aber 
das scheint in Fällen wie (1 )  o ft schlecht möglich, weil man kein geeig­
netes Verb findet.
Die Parallelität kom m t noch an zwei anderen Stellen ins Wackeln. Der 
zweite Typ zeigt insofern keine volle Parallelität, als in vielen Fällen ich 
wünsche zu V-en komisch wirkt, oft klingt das wie Ausländerdeutsch  
oder Film synchronisation, etwa ein calque des englischen I want to V.
Und dann ist im dritten Typ die wüwscAew-Konstruktion oft komisch, 
wenn Hauptsatz und Nebensatz das gleiche Subjekt enthalten, was zeigt, 
daß (4 ) beispielsweise gerade keine rechte Parallele zu ich will gehen  sein 
kann. Am deutlichsten ist dies, wenn es um Handlungen geht wie in 
Beispiel (4 ) . Das hat auch zur Folge, daß man Sätze wie (7 )  und ( 8 ) so 
versteht, daß der Wünschende sich nicht selbst den Wunsch durch Handeln 
erfüllt, sondern eher darauf hofft, daß er ohne eigenes Zutun in Erfüllung 
geht, ähnlich also wie (5 ) und ( 6 ). Offenbar kann man eigene Handlungen 
zwar gut wollen, aber schwer wünschen, falls man sich nicht als schizo­
phren hinstellt.
W eitere Unterschiede lassen sich leicht herausschälen. Die Beispielgruppe
(9 )  - (1 4 )  verdeutlicht, daß an Subjektstelle bei w ünschen  nicht alles 
möglich scheint, was bei wollen möglich ist. Tieren beispielsweise schrei­
ben wir nicht so leicht Wünsche zu. Dies hängt sicher damit zusammen, 
daß wünschen  aktähnlicher ist als wollen. Man erkennt das an der Bei­
spielgruppe (1 5 )  - (1 8 ) . Wollen ist sicher kein Handlungsverb, was nicht 
nur am mangelnden Imperativ, sondern auch an anderen Abweichungen 
deutlich wird. W ünschen hingegen scheint A ktcharakter zu haben, ja es 
scheint in vielen Fällen sogar als Sprechakt anzusehen zu sein oder zu­
mindest doch sehr eng mit Sprechakten zusammenzuhängen. Darum ist 
auch schwer etwas über die Wünsche von Hunden zu sagen.
Nimmt man mit BB an, das Wünschen müsse dem Wollen vorausgehen 
und das Wollen dem Tun, so ergibt sich leicht der bekannte Zirkel aus 
der philosophy of mind. Wenn nämlich Wünschen ein Akt ist, also ein 
Tun, so muß ihm das Wollen und damit das Wünschen vorausgehen. Ich 
müßte also wünschen zu wünschen usf. und käme zu nichts anderem mehr.
Diesem Zirkel liegen wie der Behauptung, das Wünschen sei eine zeitliche 
Voraussetzung des Wollens, mindestens zwei Fehlannahmen zugrunde.
Es ist nämlich erstens nicht so, daß das Wünschen dem Wollen voraus­
gehen muß. Das ist gar nicht möglich, weil nicht alles, was wollen kann, 
auch wünschen kann und weil ich nicht alles wünschen kann, was ich 
wollen kann. Und zweitens ist es nicht so, daß das Wollen dem Tun voran­
ginge. Für Handlungstheoretiker wie für Juristen ist klar, daß es ungewoll-
179
tes Tun gibt, eben gerade solches, bei dem kein Wollen beteiligt ist. Ich 
glaube, man kann sogar zeigen, daß auch dem gewollten Tun das Wollen 
nicht vorangeht. Aber das will ich mir hier ersparen . 3
Der Trick, wie man dieser Argum entation zu entgehen glaubt, ist mir 
natürlich bekannt. Es ist die Abmagerung. Man schaltet nacheinander 
Typen von Beispielen aus und glaubt, so zu einem Gerüst zu kommen, 
das hält. Zwar ist ein solches Verfahren schon viel besser als das schlichte 
Ignorieren von Gegenbeispielen und die Behandlung nackter Verben, 
aber es reißt zu voreilig die Einheit von W örtern auseinander und gibt da­
für in der Regel keine plausiblen Begründungen. Zumindest ist mir die 
gängige Argum entation mit unterschiedlichen Paraphrasen oder Über­
setzungen nicht plausibel, m acht sie doch schlicht die Unterschiede in 
der sog. Beschreibungssprache zum Kriterium des Unterschieds der Ver­
wendungsweisen. Wählt man eine andere Beschreibungssprache, sieht die 
Sache oft schon anders aus. Methodisch einwandfreie und nicht-zirkuläre 
Begründungen für die Ausschaltung sind schwer angebbar. Warum solche 
Begründungen aber notwendig sind, will ich unten zeigen.
3. Ein zweiter wichtiger Gesichtspunkt in der Frage, ob BB sprachbezo- 
gen arbeiten und nicht der Sprache ein äußerliches Raster überstülpen, 
ist die A rt, wie Bedeutungen hier beschrieben werden. Sym ptom atisch  
ist ihre Fragestellung, was Verben bezeichnen (S. 1 3 7 ) ,  und die A ntw ort, 
daß Verben Prozesse, Abläufe etc. (S. 1 4 0 )  bezeichnen. Bei dieser Frage­
stellung gewinnt man die semantische Ordnung der Verben durch Reflexion  
über Prozesse, die einen etwa zu Erkenntnissen führt wie (S. 1 4 1 ) :
“ Bei niedrigem Eingriffsgrad laufen Prozesse in einer einfachen Form  ab,
ohne M itspieler, ohne besondere A lternativm öglichkeiten .”
Und so weiter. Ein analoges Beispiel der Reflexion über Prozesse führt 
zur sog. Hutstruktur, die ein scheinbar plausibles Bild für den Ablauf 
von Prozessen gibt. Solche Bilder sind vielleicht für didaktische Zwecke 
brauchbar, sie sind aber kaum als Darstellung der Bedeutung irgendwel­
cher Verben anzusehen. Denn sicher wird mir jeder zugestehen, daß man 
Verbbedeutungen nicht malen kann. Als Veranschaulichung ist die Hut­
struktur aber viel zu allgemein, weil sie keine spezifischen Prozeßabläufe 
erfaßt und beispielsweise keine Proportionen berücksichtigt. In Anbe­
tracht der Vielfalt der Verben ist sie aber auch zu speziell, weil sie gerade 
nicht für alle möglichen Prozesse gebraucht werden kann . 4  Wie sähe etwa 
die Hutstruktur für wackeln, platzen, verstehen  und dergleichen aus?
Es bleiben noch mehr Fragen offen. Beispielsweise: Wenn Verben Prozes­
se bezeichnen und jeder Prozeß eine Hutstruktur hat, dann muß, da los-
1 8 0
laufen  ein Verb ist, der entsprechende Prozeß auch Hutstruktur haben.
Es würde einleuchten, daß diese Hutstruktur der von laufen  vorgeordnet 
wäre. Dann müßte es aber ein Tal zwischen beiden geben. Oder aber wir 
haben einen Hut im Hut, wie BB es auch in einem ändern Bild darstellen. 
Selbstverständlich muß dann auch im Hut im Hut ein H ut sein usf. Wir kom­
men in einen infiniten Regreß. “ Das braucht uns nicht zu stören” , wird manch- 
einer sagen. Ich frage mich aber: Was entspricht der Anfangsphase beim 
Loslaufen in unserer Sprache? A nfängen  loszulaufen?  Und dem Anfang 
dessen?
Ich muß gestehen, daß ich außerstande bin, dieses Vorgehen als eine 
sprachbezogene Analyse anzusehen. Ich sehe darin eine spekulative On­
tologie, in der ein Weltbild unter anderen, vielleicht das Weltbild eines 
einzelnen oder das einer Gruppe entwickelt werden soll. Besonders stö­
rend finde ich, daß es nicht mein Weltbild, sondern ein technisiertes, 
verwissenschaftlichtes Weltbild ist. Keinesfalls ist aber diese erdachte Ord­
nung als Ordnung unserer Sprache anzusehen. Sie wird zwar mit sprach­
lichen M itteln eingeführt, dabei wird diese Sprache aber verwendet, nicht 
untersucht. Die Verwendung der Sprache wird sich natürlich auf die 
Möglichkeiten und Ergebnisse solcher Spekulation auswirken. Man wüßte 
aber zu gern, wie.
Die Konstruktion einer Ontologie mag so unauffällig bleiben, weil
(i) die ordnenden W örter wie Prozeß, A b la u f  etc. selbst dem Analyse­
prozeß entzogen bleiben;
(ii) diese W örter so gewählt werden, daß sie uns unvertrauter sind als die 
zu analysierenden. Darum lassen sie ohne weiteres eine normierende 
Deutung zu, sei es als Ergebnis der jeweiligen Spekulation, sei es durch 
Festlegung und Aufnahme in die uneinnehmbare Burg der M etasprache.
Andrerseits ist natürlich klar, daß die Untersuchung einer Sprache etwas 
mit der Entwicklung der zugehörigen Welt zu tun hat. Nur das m acht sie 
interessant: “ ... indem wir die Sprache erörtern, erörtern wir faktisch  
die Frage, was als zur Welt gehörig  angesehen w erden soll. ” 5 Da geht es 
aber darum, die Ordnung zu entwickeln, die der Sprache innewohnt, 
ich würde lieber sagen: die Welt vorzustellen, die zu dieser Sprache ge­
hört. Dies muß allerdings eine Welt sein, die alle Sprecher der Sprache 
teilen, so weit sie die Sprache teilen. Sie hat nur entfernt m it dem idio- 
synkratischen Wissen oder Glauben von BB zu tun.
Darum kann die BBsche Verbtypologie auch kein Ersatz für die Vendler- 
sche bieten. Denn Vendler entwickelt seine Typologie gerade aus der 
englischen Sprache heraus. E r untersucht die Verwendungsweisen von 
Ausdrücken, um so allgemeingültige, konstitutive Regeln für die mensch-
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liehe Erkenntnis zu form ulieren .6  Er komm t aufgrund der Präsupposi- 
tionsverhältnisse von A weiß, daß p  zu Aussagen wie “Man kann nichts 
Falsches wissen” .
Man könnte natürlich diese Überlegungen weiterführen und ihre innere 
Verbindung zu einer Bedeutungstheorie aufweisen, deren Grundlage Be­
schreibungssätze sind wie:
(2 7 ) A usdruck X  bezeichnet Y .
Das will ich mir hier verkneifen, weil die Argumente dagegen ausführlich 
dargelegt sind. 7  Festzuhalten ist aber, daß dieser Ansatz, der seine seman­
tische Ordnung durch Reflexion über die Welt gewinnt, gerade in Wider­
spruch steht zu einem, der die Ordnung in der Sprache ans Licht bringen 
will. Es wäre möglicherweise ungerecht, BB generell als Anhänger einer 
solchen Bedeutungsauffassung hinzustellen. Man muß aber deutlich m a­
chen, daß die meisten Philosophen, die ja auf diese Weise “ einen von der 
Sprache her begründeten Aufschluß über den Aufbau der W irklichkeit” 
(LB  S. 35) erhalten sollten, sich heutzutage für ontologisierende Speku­
lationen bedanken werden.
Der alternative Ansatz zu den ontologisierenden Bedeutungsbeschreibun­
gen ist bekanntlich derjenige, der davon ausgeht, in der Bedeutungsbe­
schreibung würden bestimm te Ausdrücke in Beziehung gesetzt, etwa im 
stärksten Fall für den zu beschreibenden Ausdruck ein Synonym angege­
ben. Diese M ethode — die man sicherlich zu rech t als sprachbezogen 
bezeichnen darf — ist BB auch nicht fremd, ln ihren Paraphrasierungen 
streben sie gerade dies an, und ich wage zu verm uten, daß es eigentlich 
diese M ethode ist, die sie als sprachbezogen ansehen, und daß die on to­
logisierende Redeweise vielleicht ein Substrat einer nicht bewältigten 
Vergangenheit ist.
Geht man mit dieser Voraussetzung an die einschlägigen Behauptungen 
BBs heran, so bleibt mancherlei offen. Darf man die Behauptung, daß 
Verben Prozesse bezeichnen, so deuten, daß a u s / 1  V-t folgt, daß A sich 
in einem Prozeß befindet? Das hätte komische Konsequenzen. Nach mei­
ner Kompetenz wäre es sehr unüblich zu sagen, daß, wer grüßt, sich da­
rum in einem Prozeß befindet. Mir scheint weit verbreitet — und die W ör­
terbücher bestätigen das —, Prozesse als nicht willentlich beeinflußbar 
und damit gerade im Gegensatz zu Handlungen zu sehen. Vielleicht darf 
ich daran erinnern, daß Festlegung des Gebrauchs von P rozeß  in diesem 
Modell nicht zulässig ist.
Selbstverständlich sind all diese Überlegungen zur Sprachbezogenheit 
schon methodische Überlegungen. Wir können ja nicht ohne theoretische
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Vorkenntnisse und damit ohne methodische Voraussetzungen und Konse­
quenzen darüber diskutieren, was sinnvoll Gegenstand linguistischer Be­
handlung sein soll und wie dieser Gegenstand sinnvoll zu behandeln ist.
Ich komme jetzt aber zu spezielleren methodischen Mitteln, die BB für 
eine angemessene Beschreibung benützen.
4. Ich erinnere an das zweite B B ’sche G rundpostulat, daß die verwende­
ten Methoden dem Sprachmaterial angemessen sein müssen. Die zentralen  
Mittel, die hier zu diskutieren sind, scheinen mir der Prototypism us, der 
Folgerungsbegriff und die Paraphrase. B B ’s wichtigster Gesichtspunkt ist, 
daß der Flexibilität natürlicher Sprachen Rechnung zu tragen ist. Dem  
kann man nur applaudieren.
Ein Mittel, der Flexibilität Herr zu werden, ist die Unterscheidung harter, 
prototypischer Verwendungen und flexibler, nicht-prototypischer Ver­
wendungen, die auch als abartig oder als Ausnahmen bezeichnet werden.
Diese Idee der prototypischen Bedeutungsbeschreibung ist ein Chamäleon, 
das wir in den verschiedensten Erscheinungsformen kennen. Sei es, daß 
man wie Erdmann annim m t, jedes W ort habe einen festen Bedeutungs­
kern m it unscharfen Randzonen; sei es, daß man jedem W ort eine feste 
Denotation und variable K onnotation zuschreibt; sei es, daß man von 
einem sog. normalen Gebrauch ausgeht und zusätzlich sog. m etaphori­
schen, ironischen usw. Gebrauch zuläßt; sei es schließlich, daß man eine 
feste Menge von Implikationen und eine Menge von kürzbaren Implika­
tionen annimmt. All diesen Annahmen ist gemeinsam, daß sie in der 
Praxis so verwendet werden, daß man erst einmal das beschreibt, was 
man beschreiben kann, einen Kern, und hofft, der Rest werde sich schon 
ergeben. BB formulieren das klassisch: “ Eine nicht-prototypische Be­
schreibung wird auf später verschoben” (S. 1 3 7 ) .
Mir scheint diese Vorgehensweise willkürlich und verhängnisvoll. Ich hät­
te zum Beispiel Angst, daß alle Fälle beim w ollen:w ünschen-Beispiel, 
die nicht ins vorgefaßte Bild passen, als nicht-prototypisch ausgeschieden 
würden. Diese Kur scheint mir aber zu radikal gegen die Krankheit, daß 
man unbedingt Gemeinsamkeiten aller Verwendungsweisen sucht und 
keine findet. Wenn es verschiedene Fälle gibt, so ist das kein Grund, einen 
Fall auszuzeichnen. Erscheint das aber notwendig — und ich gebe gern 
zu, daß ich öfter forschungsstrategisch so vorgehe, es also auch für sinn­
voll halte —, so muß man sich m ethodische Selbstbeschränkung auferle­
gen:
(i) Prototypism us darf nicht zur Immunisierung verwendet werden in 
dem Sinn, daß man gerade das beschreibt, was einem selbst einfällt oder
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was man mit bestimm ten M itteln gerade beschreiben kann. Dies ist zwar 
üblich, aber ein m ethodischer Zirkel.
(ii) Darum ist prototypisches Vorgehen nur akzeptabel, wenn man das 
Prototypische einmal im weiteren Rahmen ausgrenzt und begründet, in­
wiefern es prototypisch ist. Das bedeutet, man muß die Grenze ziehen 
und begründen, also einen Begriff von dem haben, was man ausschließt.
Wenn ich es richtig sehe, gehen BB gerade so vor, wie ich es als Immuni­
sierung gekennzeichnet habe. Sie haben als Beschreibungsmittel die ana­
lytische Folgerung und beschränken die Verwendungsweisen der Aus­
drücke auf einen Kern, der gerade definiert ist durch eine konstante F o l­
gerungsmenge. Gilt für eine Verwendung eine dieser Folgerungen nicht, 
so ist sie eben nicht prototypisch. Aber: Entw eder die konstante Folge­
rungsmenge ergibt sich aus den prototypischen Verwendungsweisen, dann 
ist sie als Kriterium unbrauchbar, weil zirkulär. Oder wir legen die Fol­
gerungsmenge fest, dann ist sie willkürlich. Wir brauchen also ein zusätz­
liches Kriterium.
Aber welches könnte das sein? Lehrreich scheint mir die Metapherndis­
kussion, die sich stets einer petitio principii schuldig m acht, wenn sie von 
vornherein metaphorische Verwendungen von nicht-metaphorischen un­
terscheidet, aber theoretisch nicht rechtfertigen kann, wo die Grenze zu 
ziehen ist. Als einzige Lösung sehe ich hier, auf die Kom petenz der Spre­
cher zu rekurrieren. Denn offenbar wissen die Sprecher, ob ein normaler 
oder ein metaphorischer Gebrauch vorliegt. Sie wissen es genau in dem  
Sinn, daß sie sagen können, daß sich gewisse als normal angesehene F o l­
gerungen, d.h. die sich bei der normalen Verwendung ergäben, nicht er­
geben.
Ich will aber gleich darauf aufmerksam m achen, daß dies der Flexibilität 
noch eine neue K om ponente hinzufügt, da verschiedene Sprecher hier 
unterschiedliche Einschätzungen haben. Sie werden dabei auch ihren 
Partner einbeziehen, so daß eine Analyse des gemeinsamen Wissens not­
wendig wird. Das bedeutet wieder, daß man hier nicht als einzelner vor­
eilig Grenzen ziehen und sein eigenes Verständnis verabsolutieren sollte. 
Man braucht vielmehr verständige und akribische Analysen von K om m u­
nikationen, aus denen man einerseits allgemeine Prinzipien für die Kürz- 
barkeit von Folgerungen oder die Einführung neuer Folgerungen gewinnt 
und außerdem natürlich für spezifische Fragen der N orm alität Untersu­
chungen der Kom petenz von Sprechern oder Sprechergruppen. Aber das 
führt natürlich direkt zum methodischen Gegenbild, alle möglichen Ver­
wendungen zu untersuchen.
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5. Für BB stellt sich die Frage des Prototypischen im wesentlichen als 
Frage einer konstanten Folgerungsmenge für die prototypischen V er­
wendungen eines Ausdrucks dar. Sie vertreten “ die Auffassung, daß 
sprachlich-analytische Folgerungen nur in sogenannten prototypischen  
Situationen valide sind . . .” (S. 1 3 5 f.). Nach meiner Meinung dürfte sich 
das auch bei kommunikativer Analyse als richtig erweisen. Mir ist aller­
dings nicht ganz deutlich, was BB eigentlich tun in jener Passage, wo sie 
einen schwächeren Folgerungsbegriff einführen wollen. Mir scheint, daß 
sie hier verschiedene Dinge durcheinanderwerfen. Ihr Beispiel gelbes  
Blau-grün und eine Reihe andrer trifft den Nagel nicht auf den K opf, weil 
es hier um Fragen der syntaktischen Struktur geht und nicht um Fragen  
unterschiedlicher Verwendungsweisen. Ich nehme aber an, daß es sich 
nur um eine unglückliche Exemplifizierung handelt. Sehr komisch ist 
dann aber, daß aus 1 .32  in erster Linie 1 folgt, in zweiter Linie 3 usw. 
Abgesehen davon, daß wohl nur Propositionen auseinander folgen, irri­
tiert mich, daß dies doch sicher keine Abschwächung ist derart, daß eins 
weniger sicher sei als das andre. Bei gehöriger Umformulierung folgt viel­
mehr alles drei gleich sicher, nämlich todsicher und analytisch.
Ganz anders gelagert scheint mir nun wieder Frau M eyers Erlebnis. Hier 
liegt ein kommunikatives Problem vor, das man nicht lösen kann durch 
das Postulat, wenn man etwas verlange, verlange man alles Implizierte 
mit. Denn selbstverständlich ist der Philosophiestudent ein kommunika­
tiver Idiot, der annimmt, daß alles mitverlangt sei, was er (m an? Frau  
M eyer?) aus dem Verlangten folgert. Verlangen  verlangt einen intensio- 
nalen K on text, und bekanntlich darf man darin nicht so folgern, wie 
m a n  folgert. Wenn man einen Radiergummi verlangt, wird ein Gegen­
stand nur mitverlangt in dem Sinn, daß es uns wundern würde, wenn einer 
einen Radiergummi, aber keinen Gegenstand wollte. Der Vorteil der 
Griceschen Analyse — die BB nach ihrer Analyse für überflüssig halten — 
ist, daß sie zeigt, daß es abweichend wäre, einen Radiergummi zu verlan­
gen, wenn man nur einen x-beliebigen Gegenstand wollte.
Zurück zur Folgerung und ihrer Abschwächung! Das Problem der Kür­
zung von Folgerungen bei der Verwendung einzelner Ausdrücke muß an 
sich noch nicht die Abschwächung der Folgerung erfordern. Eine genauere 
Analyse der Verwendungsweisen wird vielmehr zu Bedingungen für Kür­
zungen kommen. Dann aber löst sich das Problem einfach dadurch, daß 
man eben q nicht aus p allein folgern darf, sondern nur zusammen aus p 
und r, der Verwendungsbedingung bzw. je nach Formulierungskunst ih­
rem Negat. Dies ist aber selbstverständlich eine ganz normale Folgerung.
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V.
Die Flexibilität natürlicher Sprachen besteht aber in einigem mehr. Sie 
besteht in einer möglichen Kreativität — wenn man so will: Regellosig­
keit — neuer Verwendungen, so daß gerade nicht mittels Bedingungen 
angegeben werden kann, welche neuen Folgerungen jetzt gelten bzw. 
welche alten nicht mehr. Und sie besteht in der historischen Veränderung, 
d.h. in der Änderung der Regeln. Beide Fälle kann man kaum mit F o l­
gerungen in den Griff kriegen, auch nicht mit abgeschwächten. Im V or­
gehen BBs sehe ich nur den untauglichen Versuch, Offenheit durch dif­
ferenziertere Rigidität zu ersetzen. Dies wird der wirklichen Flexibilität 
der natürlichen Sprache nicht gerecht.
6 . Ein weiteres wichtiges methodisches Mittel ist für BB die Paraphrase. 
Sie bilden zu den einzelnen Verben jeweils Paraphrasen und ordnen die 
Verben dann nach wiederkehrenden Teilen der Paraphrasen. In LB bei­
spielsweise geben sie als Paraphrase von schaffen  den Ausdruck nach 
Pflicht tätig sein. Die Ordnung der Verben wird hier durch den charakteri­
stischen Teil tätig sein  bestim m t, der sich noch in vielen anderen Para­
phrasen wiederfindet.
Ich muß Ihnen gestehen, daß mich der Gebrauch von Paraphrasen schon  
immer aufgeregt hat, und zwar nicht, weil Paraphrasen nicht nützlich 
seien, sondern weil der ganze Paraphrasenbegriff so unklar ist, daß er als 
theoretisches Mittel kaum brauchbar sein dürfte. Man kom m t zum Bei­
spiel sehr oft in die Verlegenheit, daß man die Paraphrasen nicht ver­
steht oder daß man sie nur versteht, weil man den paraphrasierten Aus­
druck versteht und annim mt, es handle sich tatsächlich um eine Para­
phrase. Dieser Fall liegt auch im angeführten BB-Beispiel vor. Denn so 
recht weiß ich nicht, was nach Pflicht tätig sein  heißt. Solche komischen  
Ausdrücke eignen sich dann natürlich auch gut zur definitorischen Fest­
legung der Paraphrase, wie es die K atz-Fodor-Fans im Sinn hatten und 
die generativen Semantiker.
Die Paraphrasen-M ethode leidet natürlich am gleichen M anko, wie ich es 
bei wünschen  .- wollen  herausgearbeitet habe: Sie ist extrakom m unikativ. 
Will man diese Paraphrasen auf verwendete Ausdrücke anwenden, ent­
steht Amüsantes.
Versuchen Sie’s mal m it:
(2 8 ) Ich  habs geschafft.
(2 9 ) Schaffe, schaffe, Häusle baue!
Mit solchen Fällen, die übrigens keine Einzelfälle sind, wird der Para- 
phrastiker fertig, indem er sie zu anderen Verwendungsweisen deklariert.
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Er sollte sich aber daran erinnern, daß er vorgegeben hat, d a s  Verb 
schaffen  zu paraphrasieren, und nun hat er vielleicht nur einige Verwen­
dungsweisen paraphrasiert.
Der große Vorteil der Paraphrasenmethode ist nach BB, daß sie eine empi­
rische Überprüfung durch die Sprecher ermöglicht (LB  S. 34). Das ist ein 
Argument. Allerdings empfehle ich nicht, daß man Sprecher nachträglich 
bestätigen läßt, was der Theoretiker erfunden hat. Vielmehr müßte man 
doch die Paraphrasen der Sprecher als Grundlage empirischer Arbeit neh­
men. Ich bin unsicher, ob BB das getan haben. Eine Stelle (S. 1 3 9 )  legt 
es nahe, wenn sie sagen: “ So hat es sich herausgestellt” , daß die Para­
phrasen eine einheitliche Struktur haben. Das wäre ja keine sinnvolle 
Redeweise, wenn sie selbst die Paraphrasen gem acht hätten. Trotzdem  
glaube ich, daß sie sie selbst gem acht haben. Ich bin nämlich der festen 
Überzeugung, daß die Paraphrasen von Sprechern eine bunte Sammlung 
wären, die zwar schönes Material ergäbe, die aber nicht ohne weiteres 
die gewünschte Struktur stützte. Die B B ’schen Paraphrasen sind hingegen 
oft künstliche oder komische Ausdrücke, die nach meiner Meinung Spre­
cher so nicht produzieren und auch nicht überprüfen können.
Bei der extrakom munikativen Bildung von Paraphrasen für Einzelwörter 
ist der Sprecher natürlich in der gleichen Lage wie der Linguist. Alle Kri­
tikpunkte, die ich bezüglich des Sprachmaterials vorgebracht habe, gelten 
also auch hier. Und zusätzlich könnte einer die Bedeutung zwar gut ken­
nen, sie aber schlecht erklären können. Es ist eine verfehlte Hoffnung, 
daß Sprecher die Arbeit des Linguisten besser machen können als dieser 
selbst.
Wenn man die notwendigen Befragungen m acht, muß man methodische 
Konsequenzen ziehen und auch die Aufgabenstellung in die Untersuchung 
einbeziehen, denn man wird den Sprecher ja nicht nach Paraphrasen fra­
gen. Läßt man ihn aber erklären, was ein Ausdruck bedeutet, so werden 
viele nach einem Zusammenhang fragen. Sie kennen das ja alle aus der 
Erklärung von Ausdrücken einer fremden Sprache. Oder der Sprecher 
wird sich eine Verwendungsweise herauspicken, eben die, die ihm ein­
fällt.
Eine andere m ethodische Konsequenz wäre die Integration in eine kom ­
munikative Analyse. Bedeutungen erklären ist doch ein Sprechakt, der 
auch dementsprechend zu untersuchen wäre: Unter welchen Umständen 
soll die Bedeutung erklärt werden? Für wen? Wie m acht man das? usw. 
Und dann gibt es natürlich gute und schlechte Erklärungen. Was ist aber 
der Standard hierbei? Wer beurteilt die Erklärungen? Offenbar doch der 
Linguist, und dann braucht er ein Kriterium, ob eine Paraphrase vorliegt 
oder nicht.
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Ich fände es gut im Sinn der theoretischen Einheitlichkeit, man würde 
hier die semantischen Relationen heranziehen. Man könnte beispielswei­
se Paraphrasieren als Angeben eines synonymen Ausdrucks verstehen.
Ich glaube, daß viele Theoretiker dies tatsächlich tun. Das geht aber nur 
bei einem sehr biegsamen Synonymiebegriff, bei dem etwa die syntakti­
sche Struktur keine Rolle spielt. Danach wären vielleicht “ 2 + 2 ” und 
“ 2 x  2 ” synonym. Daß man einen strengeren Synonym iebegriff, etwa 
Carnaps structural isomorphism, braucht, ist seit langem klar. Es zeugt 
darum auch nicht gerade von methodischem Bewußtsein, wenn man als 
Linguist sagt, die syntaktische Struktur der Paraphrasen sei einem egal, 
es gehe um die Bedeutung. Was soll denn bei dieser Bedeutungsauffassung 
noch “ sprachbezogen” heißen?
Nach der von mir vertretenen Bedeutungstheorie wäre natürlich die F o r­
derung nach gleichem Gebrauch als Kriterium der Synonym ie sinnvoll. 
Dies ist aber ein Sieb ohne Löcher. Man wird so kaum Synonym e finden. 
Und das ist ja auch die Quintessenz dieser K onzeption, die davon aus­
geht, daß der Gebrauch von Ausdrücken nicht so schlicht ist, daß man 
ihn so einfach beschreiben könnte, und außerdem , daß es natürlich nicht 
zu jedem Ausdruck in einer Sprache noch ein Gegenstück gibt, mit dem  
man genau das gleiche sagen könnte.
Aber irgendein Gleichheitskriterium müßte es doch geben! Nun, nach 
der B B ’schen Bedeutungstheorie scheint das klar: Zwei Ausdrücke sind 
synonym, wenn sie das gleiche bezeichnen. Naheliegend bei Sätzen wäre: 
S1 und S2 sind synonym , wenn sie die gleiche Proposition bezeichnen.
Zu dieser verbreiteten Vorstellung hat Quine ausführliche Gegenargumen­
tationen gegeben. Ich will nur auf folgendes hinweisen: Behauptet ein 
Linguist, S1 und S2 seien synonym, denn sie bezeichneten die gleiche 
Proposition, dann fragt ein widerborstiger Gegner natürlich, welche Pro­
position.
Hier wird der Linguist sich nun gezwungen sehen, einen weiteren Satz 
anzugeben, der auch noch diese Proposition bezeichnet. Das heißt: Er 
hat mit seiner Definition gar nichts außerhalb der Sprache gefunden, an 
dem er die Synonym ie festm achen könnte. Das ganze bleibt eben eine 
Beziehung zwischen Sätzen.
7. Ich darf zum Schluß zusammenfassen. Die Grundforderungen nach 
Behandlung von Sprachmaterial und nach Sprachbezogenheit sind sinn­
voll und wichtig. Denkt man sie zu Ende, so wenden sie sich aber gegen 
B B ’s M ethode selbst.
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— Sprachmaterial sind nicht einzelne W örter. Und, ob eine Analyse auf 
sprachlichem Material basiert, ist nicht eine Frage der Menge der be­
handelten W örter, sondern der Qualität der Bedeutungsanalyse.
— Sprachmaterial kann nicht einfach aus der Kom petenz des Linguisten 
geschöpft werden. Zwar kennt jeder die Bedeutung von Ausdrücken, 
so weit er an der Sprache teilhat. Aber die Einheitlichkeit der Sprache 
ist eine Fiktion, ebenso wie die Annahme, wer die Bedeutung kennt, 
könne sie auch offen darlegen.
— Darum soll unsre Devise nicht Abmagerung sein, sondern Erfassen der 
Buntheit unsrer Sprache. Nicht Prototypism us, sondern Periskopie.
Wir sollten die unterschiedlichen Verwendungsweisen methodisch aus­
loten und gegebenenfalls auch unterschiedliche Sprecher und Sprecher­
gruppen berücksichtigen.
— Die K om plexität natürlicher Sprachen läßt sich nicht durch unange­
messene Simplifizierung in einfachen Modellen fassen. In welchem  
Sinn die Flexibilität erfaßbar ist, bleibt zu klären.
— Der W ortschatz einer Sprache ist nicht so simpel strukturiert, daß man 
Gruppen und Untergruppen bilden kann und so zum Porphyrschen  
Baum als dem Ziel aller Wünsche gelangt.
Sie werden sich vielleicht fragen, warum denn solche Modelle so attraktiv  
sind. Ich habe mich das auch lange gefragt. Meine A ntw ort ist die: Erstens 
sind diese Modelle spekulativ. Und Spekulation ist ein erlebnisreiches 
A benteuer für den Forscher wie für den Rezipienten. Zweitens schaffen 
solche Modelle Ordnung und scheinbare Klarheit. Ordnung zu schaffen 
sehen aber viele als Hauptaufgabe der Wissenschaft, und Ordnung erfüllt 
offenbar ein elementares Bedürfnis vieler Menschen. Was aber für den 
einen Unordnung ist, kann für den ändern Ordnung sein. Man muß sich 
eben auskennen.
Mein A ntidot ist, die Ordnung in der Sprache zu erkennen und keine 
neue, scheinbare Ordnung zu schaffen. Die Sprache ist schon recht ordent­
lich, nur nicht einfach. Was wir brauchen, um uns in ihr auszukennen, 
ist eine durchdachte Analysem ethode und eine akribische Analyse. Ein­
fache Ordnungen, wo es sie wirklich gibt, liefert diese Analyse als fall out.
Nun verlange ich natürlich nicht das M enschenunmögliche, etwa eine 
Analyse von 8 0 0 0  Verben, in der A rt, wie ich sie für wollen : wünschen 
angefangen habe. Ich will auch nicht behaupten, daß die B B ’sche Verb­
ordnung nicht für irgendwelche Zwecke brauchbar sein könnte. Aller­
dings muß der Zweck die Form  und Begründung der Ordnung bestim­
men. Sonst sind wir — um in einem berühmten Bild zu sprechen — wie
189
Kinder, die etwas auf ein Blatt kritzeln und anschließend den Erw achse­
nen fragen, was das ist.
Wir sollten uns stets vor Augen halten, um welchen Preis man eine solche 
Ordnung erkauft, und wir sollten auf dem Teppich bleiben, was ihre Ver­
wendung betrifft. Zur Lösung der Probleme, die Philosophen mit der 
Ordnung der Welt haben, trägt diese Arbeit beispielsweise nicht bei.
Anmerkungen
* Ich  b itte  den Leser, davon auszugehen, daß m eine Z itationen korrek t und 
getreu sind. U nstim m igkeiten gehen au f nachträgliche Änderungen und Zu­
sätze im Beitrag von Ballm er/Brennenstuhl zurück.
1 T h. Ballmer/W . Brennenstuhl, Zum V erbw ortsch atz  der deutschen Sprache, 
in L B  55 (1 9 7 8 ) ,  S. 18  - 37 .
2 Es gibt auch Belege dafür, vgl. etw a Trübners D eutsches W örterbuch s.v.
Ob dies allerdings als lexikalisiert anzusehen ist, ist eine andere Frage.
3 Vgl. etw a G. R y le , T h e  C on cep t o f  M ind, Lon d on  1 9 4 9 .
4  Der K ritiker ist hier in einer etw as unglücklichen P osition , weil B B  ö fter 
behaupten, V erben  bezeichneten  Prozesse, dies aber so o ffenb ar falsch ist, 
daß man es kaum  ern sth aft kritisieren kann. B B  vergessen an m ehreren 
S tellen , daß sie selbst anfangs ihren Gegenstand auf sog. prozeßbezeichnende 
V erben eingeschränkt haben, weshalb es auch sehr kom isch ersch ein t, daß 
sie später (S . 1 4 7 ) sagen, es “ ergab sich, daß V erben  Prozesse b ezeich nen ” . 
M eine A rgum entation  geht fairerw eise nur au f solche V erben , die B B  zu 
ihrem G egenstandsbereich rechnen m üßten.
5 P. W inch, Die Idee der Sozialw issenschaft und ihr V erhältn is zur Philosophie, 
Frankfurt/M . 1 9 6 6 , S .  2 5 .
6  Dies ist erö rte rt in Z. V endler, L inguistics in P hilosoph y, Ithaca, N .Y . 1 9 6 7 , S. 
2 6 . Die Allgem eingültigkeit ist allerdings nur vordergründig: Zwar stim m t es, 
wenn m an beispielsw eise in der R egelform ulierung das untersuchte V erb 
know  verw endet. E s wird aber problem atisch , wenn m an die V endlersche 
Forderung überdenkt, die Regel müsse zw ecks Allgem eingültigkeit gu t über­
setzt sein. Die Frage ist: Wie gut ist sie überhaupt in eine andere Sprache 
übersetzbar? L eu te , die ein universales begriffliches System  entw ickeln  w ol­
len, setzen an Ste lle  dieser Frage eine p etitio  principii, indem sie schlicht 
behaupten, die Stru k tu ren  fänden sich in jed er Sprache wieder, ohne daß sie 
eine adäquate A nalyse der jew eiligen Sprache kennen.
7 Zusam m enfassend in H .J. H eringer, P ractical Sem antics, D en Haag-Paris 
1 9 7 8 , Kap. 1, von w o man auch zu spezifischeren A rgum enten w eiterfind et.
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G ISELA  ZIFONUN
Zu den Grundlagen des IdS-Forschungsprojekts PLIDIS:
Form allogische Repräsentation für ein natürlichsprachliches Inform a­
tionssystem , dargestellt am Beispiel der Q u alifik atio n .
0. Ausgangspunkt und Argum entationsstruktur
Ausgangspunkt der folgenden Überlegungen ist die Feststellung, daß in 
dem Forschungsprojekt PLIDIS des IdS eine form ale Sprache zur Sprach- 
interpretation, genauer zur Interpretation eines Fragm ents des Deutschen, 
benutzt wird.
Im folgenden soll versucht werden, die Wahl einer speziellen formalen 
Sprache zu begründen. Dies soll geschehen, indem die gewählte formale 
Sprache kontrastiert wird — wenn auch nicht durchgängig — m it anderen 
formalen Kandidaten-Sprachen, vorzugsweise vom T yp der Montague- 
Grammatiken. Die Kontrastierung gerade mit form alen Sprachen dieses 
Typs ist mit der unter formalen Sprachbeschreibern unbestritten hervor­
ragenden Rolle der M ontague-Grammatik zu erklären.
Der Vortrag wird sich daher große Strecken weit m it der Begründung 
bestimm ter konzeptioneller Entscheidungen im Bereich der form al­
sprachlichen Repräsentation befassen, und es werden nur gegen Ende 
Teile des Formalismus selbst vorgestellt, und zwar für den Bereich der 
Quantifikation im Deutschen oder genauer, der Repräsentation von mit 
die, einige, alle und jed er  determinierten Nominalphrasen.
Dieser Vorgehensweise liegt folgende Überlegung zugrunde: Bei der gegen­
wärtigen Lage der Künstlichen-Intelligenz-Forschung in ihrem Verhältnis 
zur Linguistik und Logik erscheint es sinnvoller, argumentativ bestimmte 
Entscheidungen, die im Rahmen eines Projektes zur Künstlichen Intelli­
genz fallen, und die vom Standpunkt des Linguisten oder auch Logikers 
her zunächst unverständlich sind, abzuklopfen, um sie verständlicher zu 
machen, als einen perfekten Formalismus für einen Teilbereich zu präsen­
tieren . 1
0 .1 . Das Inform ationssystem PLIDIS
Das System PLIDIS (problemlösendes /nform ationssystem  m it Deutsch  
als /nteraktionssprache) ist ein autom atisches Inform ations- oder Frage­
antw ortsystem  (IS), das anwendungsorientiert ausgelegt ist und zur Zeit 
Daten zur Kontrolle von Industrieabwässern im Bereich des Landes Baden-
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Württemberg enthält. Daten über diesen Anwendungsbereich, z.B. Daten  
über Betriebe, die der Überwachung durch eine W asserwirtschaftsbehörde 
unterliegen, ihre Abwasseranlagen und die Protokolle der einzelnen Über­
wachungsvorgänge, der sogenannten Probeentnahm en, sind in der D a t e n ­
b a s i s  des Systems abgespeichert. Anfragen, die sich auf die in der D aten­
basis des Systems gespeicherten Daten beziehen, können in Deutsch ge­
stellt werden. Sie werden vom System morphosyntaktisch analysiert, 
in eine interne Repräsentationssprache übersetzt und dann vermittels 
der Problemlösungskomponente gegenüber der Datenbasis ausgewertet, 
d.h. zu beantw orten versucht. Dies geschieht durch einen Vergleich der 
in der internen Repräsentationssprache reform ulierten Inform ationsan­
forderung m it den in der Datenbasis enthaltenen Inform ationen. Um zu 
einer A ntw ort zu gelangen, sind unter Umständen logische Verknüpfun­
gen von abgespeicherten Einzelinformationen erforderlich . 2
1. Form ale Repräsentation im Inform ationssystem
Zurückkommend zum Ausgangspunkt stelle ich zunächst die vorgängige 
Frage: Warum wird hier, in einem System, das natürliche Sprache ver­
arbeitet, überhaupt eine form ale Sprache verwendet? Die Beantwortung 
dieser Frage führt diesesmal nicht in die wohlbekannten Rechtfertigungs­
strategien dafür, warum wir formale Theorien machen. Bei solchen Stra­
tegien laufen die Argum entationen über die Begriffe Explizitm achen, E r­
klären, Disambiguieren. Die A ntw ort ist hier, zumindest auf einer ersten 
Ebene sehr viel nüchterner und praxisorientierter und führt anscheinend 
nicht an jenen gefährlichen Punkt, an dem den Form alisten die natür­
liche Sprache als letzte M etasprache vorgehalten wird. Sie lautet: Mit 
einer formalen Sprache kann in einem Com putersystem  besser umge­
gangen werden. Alle bekannten Verfahren zur Auswertung, Ableitung 
und Kombination von Inform ationen, spricht Aussagen über irgendwel­
che Fakten, sind für form ale Repräsentationsm ittel definiert. Dies schließt 
nicht aus, daß die interne Repräsentationssprache über diesen praktischen  
Begründungszusammenhang hinaus auch als form ales Übersetzungskorre­
lat eines gewissen Ausschnittes einer natürlichen Sprache betrachtet wer­
den kann. A uf das Verhältnis von Repräsentationssprache und natürlicher 
Sprache kann dann das von Montague eingeführte Interpretationsverfah­
ren angewandt werden, bei dem die für die formalsprachlichen Ausdrücke 
gültige semantische Interpretation durch Induktion auf die entsprechen­
den natürlichsprachlichen Ausdrücke übertragen wird . 3
In diesem Sinn kann dann die form ale Sprache als S e m a n t i k ­
s p r a c h e  des Deutschen betrachtet werden, die zum Zwecke der 
semantischen Beschreibung und Erklärung entw orfen wurde.
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1.1. Die Datenbasis des Systems als Modell
Wie verhalten sich die in der Datenbasis abgespeicherten Informationen  
und die in der formalen Sprache reformulierten deutschen Fragen zu­
einander? Um diese Frage zu beantw orten, betrachten wir die stark ver­
einfachte Datenbasis eines fiktiven Inform ationssystem s . 4
Diese minimale fiktive Datenbasis bestehe aus folgenden Einträgen:
(Beispiel 1)
(B R U D E R  EVA  HANS)
(B R U D ER  EVA  FR IT Z )
(B R U D ER  LINDA OTTO)
(K O LL EG E  LINDA K A R L)
(K O LL EG E  LINDA EGON)
Diese Datenbasis ist die Kodierung eines Modells im modelltheoretischen  
Sinne, und zwar eines endlichen Modells. Abfrageformulierungen für dieses 
Modell sind theoretisch zu verstehen als Aufforderungen zur B e w e r ­
t u n g  der in ihnen enthaltenen Aussagen gegenüber dem Modell. D.h. 
wenn a  das in der Datenbasis repräsentierte Modell ist und ip eine Ab­
frageformulierung und d eine Belegungsfunktion für Variable, so ist
Val (ip, a ,  d ) 
zu bestimmen.
Wenn V eine ja/nein-Frage ist, so ist Val (<£, a ,  d) ein W ahrheitswert. Er 
ist W oder F  (wahr oder falsch), je nachdem, ob ^  in a  gültige Relationen  
spezifiziert oder nicht.
(Beispiel 2)
Ist Hans B ru der von Eva?
Val (Hans ist B ru d er von Eva, OL, d) = W ->• ja
Wenn 'P eine W-Frage (Ergänzungsfrage) ist, so ist Val (V ,CL, d) eine 
Menge von Entitäten, die $  gemäß a  erfüllen.
(Beispiel 3)
Welche B rüder hat Eva?
Val (die B rüder von Eva, OL, d) = {H ans, F r i tz }
Dabei gehe ich von einer bestimm ten Auffassung der W-Frage mit w elche  
aus: Sie ist modelltheoretisch semantisch gleichzusetzen mit der be­
stimmten Deskription einer Menge von Elementen. Als pragmatischer 
Anteil der Bedeutung von w elche-Fragen kom m t noch die Aufforderungs­
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handlung hinzu: Der Frager fordert den Adressaten auf, genau diese 
Menge von Elem enten zu erm itteln bzw. zu benennen.
1 .2 . Das Verhältnis von deutschen Fragen und Aussagen zur internen 
Repräsentationssprache und zum Datenbasis-Modell
Als Abfragesprache wird in PLIDIS Deutsch verwendet. Die interne 
Repräsentationssprache muß som it als Semantiksprache für den zur 
Abfrage verwendeten Ausschnitt des Deutschen dienen. Sie sollte daher 
auch nicht durch den Anwendungsbereich und das Faktenwissen darüber 
bestimm t sein, sondern durch die semantische und kommunikative Struk­
tur des Deutschen.
Wenn man nun annimmt, daß auch abzuspeichernde Inform ationen als 
Aussagen des Deutschen form uliert werden können, so muß die zu 
wählende Repräsentationssprache auch für sie, für Aussagen, als Seman­
tiksprache dienen. Eine in unser fiktives System einzugebende Inform a­
tion sei:
(Beispiel 4)
Helga und Erna sind b efreu n d et m it Eva.
Diese Aussage, bzw. ihre interne Repräsentation, kann zerlegt werden  
in die atom aren Aussagen
( FR EU N D  EVA  H ELG A )
( FR EU N D  EV A  ERN A )
Diese atom aren Form eln können nun als dynamische Erweiterung der 
Datenbasis aufgefaßt werden. Abgespeicherte Aussagen haben also in 
einem Inform ationssystem eine gewisse Ambiguität. Sie werden als 
elementare und als wahr m arkierte Aussagen der internen Repräsenta­
tionssprache verstanden; gleichzeitig dienen sie als Kodierung des Mo­
dells. An dieser Stelle wird also letztlich die natürliche Sprache auf dem  
Umweg über die Repräsentationssprache doch als Repräsentationsm ittel 
für ihre eigene Semantik verwendet.
2 . Bedingungen an eine interne Repräsentationssprache
Wir haben bisher festgestellt, daß eine form ale Sprache als interne Reprä­
sentationssprache für deutsche Ausdrücke verwendet wird, daß diese 
Sprache Semantiksprache für den entsprechenden Ausschnitt des D eut­
schen sein soll, daß sie aber für den Anwendungszweck des Inform ations­
systems geeignet sein muß.
Es ist also nicht ausreichend, eine prospektive interne Repräsentations­
sprache so zu definieren, daß sie zur Erklärung der anstehenden seman-
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tischen Phänomene des Fragm ents des Deutschen geeignet ist.
Von den bisher genannten Gesichtspunkten her — m odelltheoretische 
Interpretation, Übersetzungsrelation zur natürlichen Sprache, Fakten­
wissen-Unabhängigkeit — läge die Wahl einer an Montague orientierten  
Sprache nahe, denn Sprachen dieses Typs erfüllen die genannten Bedin­
gungen.
Der Anwendungszweck des Systems schließt jedoch m it ein, das sagt 
schon der Name des Projekts, daß Problemlösungen mit Hilfe logischer 
Schlußfolgerungen möglich sein müssen. A utom atische Theorembeweiser, 
die solche logischen Schlüsse syntaktisch umsetzen, stehen in vollem 
Umfang nur für die Prädikatenlogik erster Stufe (P L 1) zur Verfügung. 5
Dies ist das erste Eckdatum  für die Bestimmung der Repräsentationsspra­
che. Es bedeutet nicht, daß sie identisch sein muß m it P L 1 — dies ist aus 
verschiedenen Gründen, zumal wegen der relativ starken Strukturähn- 
fichkeit zwischen natürlichen Sprachen wie dem Deutschen und P L 1, die 
sich für den autom atischen Übersetzer ungünstig auswirken würde, nicht 
sinnvoll. Es bedeutet wohl aber, daß für eine wohldefinierte Untermenge 
von formalsprachlichen Ausdrücken gilt, daß sie entweder direkt identi­
fizierbar sind mit PL  ^ Ausdrücken oder daß sie
a) semantisch äquivalent sind mit PL  ^ Ausdrücken und
b) aufgrund von a) autom atisch in PL  ^ Ausdrücke überführt 
werden können bzw. daß auf sie prädikatenlogische Beweis­
verfahren induziert werden können.
Diese Untermenge ist genau bestimm t als die Untermenge über der man 
prädikatenlogische Schlußmöglichkeiten zulassen m öchte. Wir bezeichnen  
sie als das PL  ^ A nalogon der internen Repräsentationssprache.
Diskutiert werden müssen also zwei Kom plexe:
(1 )  Welche Eigenschaften muß die Restmenge interne Repräsentations­
sprache minus PL^A nalogon haben, um den Anforderungen des 
Inform ationssystems gerecht zu werden?
(2 )  Rechtfertigen die zu (1 ) anzuführenden Eigenschaften eine Sprache, 
die bezüglich ihrer Konstruktionsprinzipien stark von PL* abweicht, 
z.B. modallogische, intensionale oder typentheoretisch differen­
zierte Sprachen. Diese Gründe müssen schon recht gewichtig sein, 
denn sie müßten den wohl beträchtlichen Aufwand für die Über­
führung des P L 1-Analogons in P L 1 oder eine gleichwertige Deduk­
tionen erlaubende Behandlung dieses Ausschnittes aufwiegen.
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3. Mögliche Eigenschaften, die für eine über PL* hinausgehende 
Repräsentationssprache sprechen
3.1. Inhaltliche Aspekte
Ich m öchte auf drei mögliche in der Repräsentationssprache zu berück­
sichtigende Eigenschaften natürlicher Sprache eingehen, die über die 
Repräsentation in Form  von PL^-Propositionen hinausgehen würden:
— Sprechaktindikationen
— Deiktische Indizes
— Intensionale K ontexte
3 .1 .1 . Sprechaktindikationen
Der Handlungszusammenhang ‘Inform ationssystem ’ ist, zumindest so, 
wie er anwendungsorientiert gebraucht wird und wie er in PLIDIS rekon­
struiert vorliegt, ein Diskurs über Fakten, die als intersubjektiv gültig 
b etrachtet werden. Einstellungen vom Sprecher — d.h. hier Inform a­
tionssystem-Benutzerseite — zu diesen Fakten wie ‘glauben’, ‘bezweifeln’, 
‘hoffen’ werden nicht them atisiert. Die einzigen zugelassenen Verhaltens­
weisen zu propositionalen Gehalten sind das Behaupten, das Negieren 
und das Fragen, eventuell die Rückfrage und ähnliche reaktive oder 
korrektive Handlungen, die dem Fortgang einer unbehinderten Inter­
aktion dienen. Behaupten, das heißt im K on text des IS, Einträgen des 
propositionalen Gehaltes in die Datenbasis. N egieren  heißt Löschen  
des propositionalen Gehaltes aus der Datenbasis, Fragen  heißt Bewerten  
des propositionalen Gehaltes gegenüber der Datenbasis. Diese Sprechakte 
haben also eine prozedurale Interpretation, d.h. sie schlagen sich nieder 
in konkreten Handlungen des Systems. Ihre Berücksichtigung in der Re­
präsentationssprache hat eine reine Markierungsfunktion für diese Sy­
stemhandlungen. Es kom m t den sprechaktmarkierenden Ausdrücken 
also keine m odelltheoretische Bedeutung zu, sie müssen nicht als Ele­
mente alternativer Modellwelten, in denen es z.B. der Fall wäre, daß der 
Benutzer etwas behauptet, fragt usw., m itrepräsentiert werden — dies 
wäre sogar widersinnig.
3 .1 .2 . Deiktische Indizes
Mit “ indexicals” im Sinne von Montague, d.h. also deiktischen Aus­
drücken, deren Interpretation abhängig ist vom G ebrauchskontext 
( “ con text of use” ) wie ich, du, jetzt, m orgen, hier, dieses, kann in 
einem Inform ationssystem ebenfalls prozedural verfahren werden.
Dies geschieht dadurch, daß das System aus dem Sitzungsprotokoll 
oder mit Hilfe eines Perzeptionsorgans die Bezüglichkeiten deiktischer
196
Zeit-, Orts- und Sprecherbezeichnungen erm ittelt und für die deiktischen 
Ausdrücke die entsprechenden Namen oder Deskriptionen einsetzt. Wenn 
z.B. in einer Benutzerfrage, die am 2 2 .1 0 .7 8  an das System  gestellt wird, 
der Ausdruck gestern  verwendet wird, z.B. in W urden gestern bei F irm en  
in Stuttgart A bw asserproben g ez o g en ? so ersetzt das System  im Laufe 
seines autom atischen Übersetzungsprozesses von der natürlichen in die 
form ale Sprache den deiktischen deutschen Ausdruck gestern  durch die 
absolute Zeitangabe 2 1 .1 0 .7 8 .
3 .1 .3 . Intensionale K ontexte
Intensionale K ontexte sind sprachliche Umgebungen, die es verhindern, 
die Bedeutung eines Ausdrucks, der in ihnen vorkom m t, m it seiner E xten ­
sion, d.h. dem W ahrheitswert bei Sätzen und der bezeichneten Entität 
bei Namen oder Kennzeichnungen, zu identifizieren. Die Intension eines 
Satzes nennen wir die ihm entsprechende Proposition, die Intension einer 
Kennzeichnung oder eines Namens das ihm entsprechende Individuen­
konzept.
In einem Inform ationssystem  der A rt von PLIDIS ist nun weder mit 
Intensionalität aufgrund von “ propositional attitudes”  zu rechnen6 , noch  
mit Intensionalität, die durch die Einführung unterschiedlicher Wissens­
oder Vorstellungswelten entsteht. Aussagen nach dem Paradigma seek a 
u n ico m  sind in PLIDIS — oder in jedem anderen rein faktenbezogenen  
Inform ationssystem — sinnvollerweise nicht vorgesehen. Wenn jemand 
etwas sucht, so doch wohl etwas real, d.h. in der repräsentierten Modell­
welt Existierendes. Die Verwendung von durch wahrscheinlich, vielleicht 
modifizierten Aussagen ist immerhin denkbar, sie kom m t allerdings in 
PLIDIS nicht vor. Intensiv werden, zwar nicht in PLID IS, aber in anderen 
Projekten zur Künstlichen-Intelligenz-Forschung, vage Ausdrücke behan­
delt7  ; sie führen aber wohl nicht zu intensionalen K ontexten. 
Intensionalität als ernstzunehmendes Problem tauchte in unserem K ontext 
bisher in zwei Fällen auf.
3 .1 .3 .1 . Ungültige Schlüsse
Wir haben einen quasi-deontischen K on text, und zwar in Aussagen über 
die zulässigen Normen für Abwasserinhaltsstoffe. Eine solche Aussage 
ist z .B .:
(Beispiel 5)
D er G renzw ert fü r  den  A nteil an A rsen  in Abw asser­
pro b en  ist 1 mg/l.
D er A n teil an A rsen  in A bw asserproben d a rf  
1 m g/l nicht überschreiten.
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Bei solchen Beispielen könnte Anlaß zu ungültigen Schlüssen gesehen 
werden. Gehen wir zunächst von folgenden Prämissen aus:
(1 ) Fü r alle A  bw asserproben gilt:
D er G renzw ert fü r den  A n teil an A rsen  in einer  
P robe ist 1 mg/l.
(2 ) D er A n teil an A rsen  in d er P robe b ei Laum ann ist 2 ,5  mg/l.
Ersetzen wir in (1 )  den allquantifizierten Ausdruck durch die entsprechen­
de Kennzeichnung aus (2 ) , d.h. nehmen wir die Instanziierung durch einen 
Individuenterm vor, so gelangen wir zunächst zu
(3 ) D er Grenzw ert fü r  den  A n teil an A rsen  in d er P robe bei Laum ann  
ist 1 mg/l.
Zusammen mit (2 )  könnte folgender Schluß gezogen werden:
(4 ) D er Grenzw ert fü r  2 ,5  m g/l ist 1 mg/l.
Dieser ungültige Schluß ähnelt sehr stark dem in Montague PTQ8  erörter­
tem Beispiel des Schlusses:
(5 ) The tem perature is ninety.
(6 ) T he tem perature rises.
(7 )  N inety rises.
Montague erklärt die Ungültigkeit des Schlusses damit, daß das intransi­
tive Prädikat rise nicht über Individuen prädiziere, sondern über Indivi­
duenkonzepte, d.h. rise schaffe hier bezüglich seines Subjekts einen 
intensionalen K ontext.
Zwar ist im Vergleich zu unserer Beispielreihe (1 ) bis (4 )  in Montagues 
Fall kein deontischer K on text im Spiel. Dieses Aspekt scheint mir für die 
Ungültigkeit des Schlusses (1 )  bis (4 ) , d.h. für die Nicht-Substituierbar- 
keit der Kennzeichnung d er A nteil an A rsen  in d er Probe bei Laum ann  
und des Namens 2 ,5  m g/l, auch nicht entscheidend zu sein. Ebenso­
wenig *:h eint mir in Montagues Beispiel der Versuch, einen versteckten  
Zeitindex als Ursache der Nicht-Substituierbarkeit und som it der Inten- 
sionalität der K ontextes anzunehmen, wie M ontague es tu t, ganz ange­
messen zu sein. Denn, auch wenn die “ referential op acity” 9  beseitigt 
wird, die aus dem versteckten Zeitindex in the tem perature  und aus 
dem zeitindexverändernden Verb rise resultiert, bleiben entsprechende 
Schlüsse zumindest “ seltsam” :
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( 8 ) D ie Tem peratur, d ie  in diesem  Raum  um  9  Uhr herrschte, 
war angenehm .
(9 ) D ie Tem peratur, die in diesem  Raum  um  9  U hr herrschte, 
war 2 0 ° .
( 1 0 ) 2 0 0 war angenehm
Ich halte daher für die Ursache der Nicht-Substituierbarkeit in beiden 
Schlußreihen, (1 )  bis (4 )  und (5 )  bis (7 ) , nicht irgendwelche Parameter 
wie Zeitindex, deontischer K on text, die Intensionalität hervorrufen  
könnten, sondern die inhaltliche Inkommensurabilität zwischen einer 
beschreibenden Kennzeichnung wie die T em peratur, d er  A n teil an 
A rsen  in d er P robe bei Laum ann  und einem Zahlenwert wie 2 0 °  oder 
2 ,5  mg/l.
Die Nicht-Substituierbarkeit von Kennzeichnung und Name scheint in 
dem vorliegenden Fall, wo Kennzeichnung und Z a h l  einander gegen­
überstehen, besonders ausgeprägt zu sein. Sie ist aber auch in anderen 
Fällen beobachtbar, gerade auch in K ontexten, die nicht erkennbar 
intensional sind. So haben
David Bronstein is David Bronstein.
und
David Bronstein is the author o f  2 0 0  O pen Games.
nicht die gleiche Bedeutung, auch wenn David Bronstein  und the author 
o f  2 0 0  O pen Games dasselbe Individuum bezeichnen . 1 0
Eine Schlußfolgerung aus diesen Beobachtungen ist, daß es keine klar 
abgegrenzten K ontextparam eter gibt, relativ zu denen bei der Interpre­
tation von Term en nicht-extensional verfahren werden muß. Eine Kon­
sequenz daraus wäre, generell einen nicht-extensionalen Ansatz zu wählen 
und nur mit Individuenkonzepten, nicht mit Individuen als Designaten 
von Termausdrücken der formalen Sprache zu arbeiten . 11 
Diese Vorgehensweise ist jedoch im Rahmen von PLIDIS unannehmbar, 
da sie unvereinbar ist m it dem Prinzip, am P L 1-Analogon festzuhalten.
Die Lösung, die für PLIDIS akzeptabel erschien, ist, Aussagen wie (2 )  
nicht als Identitätsaussagen zu betrachten, was die Substitution von 
Kennzeichnung und Name erlauben würde, sondern als Wertzuweisung. 
Wertzuweisung als eine mögliche Interpretation des Verbs sein  wie z.B. 
in
(2 )  j D er A n teil an A rsen in d er Probe bei Laum annt t istt
Kennzeichnung Wertzuweisung T>Jame
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ist so definiert, daß sie keine Ersetzung der Kennzeichnung durch den 
Namen beim Schlußfolgern erlaubt.
3 .1 .3 .2 . Die Zeit als möglicher Grund für intensionale K ontexte
Die zweite und sehr viel wichtigere Quelle von Intensionalität in PLIDIS  
ist die Zeit. Sie spielt in einem Inform ationssystem , in dem es um exakte  
Fixierung von Ereignissen geht, eine große Rolle, allerdings nicht in der 
typischen Indexfunktion, weder bei Sätzen noch bei Kennzeichnungen. 
D.h. Sätze wie
Es regnet. 
oder D ie Lage ist schlecht.
deren Wahrheitswert relativ zu Zeitintervallen wechselt oder Kennzeich­
nungen wie
die Probe b ei Laum ann
d er Präsident d er Vereinigten Staaten
deren Designat zeitabhängig ist, sind im IS nicht zugelassen. Wir lassen 
nur Ausdrücke der internen Sprache zu, die entweder z e i t i n d  e x ­
u n a b h ä n g i g  oder z e i t i n d e x s t a b i l i s i e r t  sind.
Zeitindexunabhängig ist z.B. die Aussage
B recht ist P robenehm er.
Diese Aussage gilt für alle Zeitintervalle des in der Datenbasis abgebilde­
ten Modells.
Zeitindexunabhängig sind auch kennzeichnende Ausdrücke (Term e) wie 
d er Vater von Hans
d er  2 7 . Präsident d er V ereinigten Staaten.
Zeitindexstabilisiert sind Ausdrücke, die absolute Zeitangaben enthalten. 
Beispiel für eine zeitindexstabilisierte Form el und einen zeitindexstabili­
sierten Term  aus dem PLIDIS-Bereich sind jeweils:
A m  2 5 . 7 .7 7  w urde bei Laum ann eine A bw asserprobe  
entnom m en.
und die Probe bei Laum ann vom 2 5 .5 .7 7 .
Damit haben wir bezüglich des Zeitindex extensionale K ontexte geschaffen 
Die Interpretation von die Probe bei Laum ann vom 2 5 .7 .7 7  liefert die­
jenige Entität, die am 2 5 .7 .7 7  Probe bei Laumann ist. Da wir uns generell 
nur in einer Welt befinden, in der realen W elt des historischen Ablaufs, 
haben wir es aufgrund der zeitlichen Stufung m it einem Modell zu tun, 
das in sich strukturiert ist als Serie von Modellen, die eine besondere
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Ähnlichkeitsstruktur haben. Bezüglich dieser zeitlichen Serie von Model­
len sind Eigennamen selbstverständlich “ rigid designators” 12, dasselbe 
gilt für den referentiellen Gebrauch von zeitindexstabilen Kennzeichnun­
gen, die wir ja als einzige zulassen. Der attributive13  Gebrauch würde aller­
dings noch ein Problem darstellen — die Frage ist, ob wir ihn benötigen.
De dicto und re re Interpretationen von in anderen Repräsentations­
form en zeitindexabhängigen Kennzeichnungen sind in diesem Ansatz 
an der unterschiedlichen Quantifizierung von Zeitintervall-Variablen zu 
unterscheiden:
(Beispiel 6 )
The prim e m inister o f  New Zealand will always 
b e a British su b ject*  4 :
de dicto : Für alle x lnt gilt: Dasjenige
Individuum, das an x int Premierminister von
Neuseeland ist, ist an x int britischer Bürger.
de re: Für alle x lnt, für alle y int gilt:
Dasjenige Individuum, das an x lnt Premierminister
von Neuseeland ist, ist an y ,nt britischer Bürger.
Bezüglich der realen Welt und den Zeitindizes bezeichnen alle Entitäten­
term e somit entweder eine zu dem Zeitindex existierende Entität oder 
die N ullentität. 1 5  Es ist nicht notwendig, mit Individuenkonzepten zu 
arbeiten. Bei der Interpretation von Prädikaten muß in der Weise vorge­
gangen werden, daß sie jeweils die passenden Indizes “ treffen” , d.h. 
diejenigen Indizes, an denen die beteiligten Individuen existieren. Dabei 
wird vorausgesetzt, daß Prädikate nur “ w ohlgeform t” gebraucht werden. 
Für diesen wohlgeformten Gebrauch von Prädikaten ist jeweils ein spe­
zielles Indexverhältnis gültig, an dem die beteiligten Entitäten zu existie­
re n  haben. Erfüllen die beteiligten Entitäten dieses Indexverhältnis, ist 
der Satz semantisch w ohlgeformt, d .h ., er kann wahr oder falsch sein.
Dieser Sachverhalt soll am Beispiel einer Verwendungsweise von erzählen  
erläutert werden. Wir nehmen an, daß erzählen  ein 3-stelliges Prädikat mir 
folgendem Inhalt ist: Eine Person erzählt zu einem Zeitpunkt bzw. in einem  
Zeitintervall j;, der innerhalb der Lebensdauer der Person liegt, von einer 
Person oder einem Geschehnis, wobei dasjenige worüber erzählt wird, be­
reits existiert hat bzw. zu existieren begonnen hat, d.h. die betreffende Per­
son lebt an jj bereits, bzw. hat gelebt oder das entsprechende Geschehnis 
ist an jj bereits vorbei bzw. es hat begonnen sich zu ereignen.
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Wir analysieren mit diesen Vorgaben den Satz Eva erzählt am 2 3 . 7 .79 
von Hans, ordnen den Argumenten arg l, arg2 und arg3 die Zeitinter­
valle, die die Dauer ihrer “ Existenz” ausmachen, zu und überprüfen, ob 
dieser Satz das für erzählen  festgelegte Indexverhältnis erfüllt:
(Beispiel 7)
Eva erzählt am 2 3 .7 .7 9  von Hans. 
argl arg2 arg 3
j 1= 2 0 .1 .1 9 6 0  j 2 = 2 0 .7 .7 9  j 3 = 1 7 8 0 -  1 8 3 0
Das für erzählen  gültige Indexverhältnis ist:
j (a rg l) c  j (arg2) A j (arg3) <+ j (arg2)
Dabei bezeichnet ‘c ’ die Teilmengenbeziehung zwischen 
Zeitintervallen und *<+’ die Relation ‘vorher sein oder 
vorher beginnen’.
Es zeigt sich, daß unser Beispiel das Indexverhältnis 
erfüllt, wobei j (a rg l) den W e rtjj  annimmt, 
j (arg2) den W ert j 2  und j (arg3) den W ert j 3 .
Dagegen würde das Beispiel
(Beispiel 8 )
Eva erzählt am 2 3 .7 .7 9  von Hans. 
argl arg2 arg 3
j 1= 1 7 3 0 -1 7 9 9  j2 = 2 3 .7 .7 9  j 3 = 1 7 8 0 -1 8 3 0
das Indexverhältnis von erzählen  nicht erfüllen. Solche Sätze wollen wir 
im Rahmen des Inform ationssystems als nicht wohlgeformt betrachten.
Diese Überlegungen zur Intervallsemantik für ein IS sind noch sehr vor­
läufig. Wir können jedoch zusammenfassend festhalten: Wir brauchen  
eine Sprache, deren Ausdrücke relativ zu einem konstanten Weltindex 
wQ und einer Menge von Zeitindizes bzw. Tupeln von Zeitindizes inter­
pretiert werden. Da der Zeitindex, bzw. das Tupel von Zeitindizes, bei 
der Interpretation des zu interpretierenden Ausdrucks jeweils bereits 
einen festen W ert angenommen haben, z.B. das Zeitindextupel < j j , ..., jn>  
sind der Interpretationsfunktion m it (w Q, <^ j ^, . . . ,  jn > )  die Argumente 
vorgegeben und sie kann berechnet werden. Die Funktion (Intension) 
kann mit ihrem W ert (Extension) identifiziert werden.
3.2. Typenlogischer Aspekt
Nachdem diese Vorklärung bezüglich der Intensionalität erreicht ist, ist 
zu überprüfen, ob eine extensionale Typenlogik das geeignete Instrument
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zur internen Repräsentation in einem Inform ationssystem ist.
Eine typenlogische Sprache hätte den V orteil, daß die Kategoriendiffe­
renzierungen der Syntax der natürlichen Sprache auf die interne Reprä­
sentationssprache als Typen übertragen werden könnten. Darüberhinaus 
kann man argumentieren, daß natürliche Sprachen höherstufig im Sinne 
der Typentheorie sind, sie enthalten Prädikate über Prädikate (quickly ), 
Q u alifik atio n en  über Prädikate, Mengen und ähnliches — zumindest 
kann man bestimm te Ausdrücke so interpretieren.
Für die Verwendung in einem Inform ationssystem stellen sich zwei 
Fragen:
— Liefert die autom atische Syntaxanalyse bereits die Analysestrukturen  
einer Kategorialgrammatik, aufgrund deren Typenzuordnungen erfol­
gen können, oder auch liefert sie die der M ontagueschen Kategorial- 
syntax äquivalente transform ationsgram m atische Tiefenstruktur, die 
eine ebenso eindeutige Zuordnung von Teilbäumen und typenspezi­
fischen Ausdrücken der form alen Sprache zuläßt? 16
— Werden im K on text des IS Entitäten höheren Typs gebraucht?
Zu der ersten Frage, Syntax, muß ich im Falle PLIDIS sagen, daß wir 
weder über ein kategorialgrammatisches Analysesystem verfügen noch  
über eine genügend differenzierte phrasenstrukturelle Syntaxanalyse, 
um Typenzuordnungen zu machen. Kategorialgrammatische Analyse­
systeme sind noch kaum im G ebrauch . 17
Auf die zweite Frage wird wieder die für den K on text ‘Inform ations­
system ’ typische pragmatische A ntw ort gegeben: Zwar kann nicht aus­
geschlossen werden, daß Ausdrücke im System verwendet werden, die 
als höherstufig einzustufen wären, wie z.B. D ie Fa rbe d er  Probe ist die  
Fa rbe gelblich. D ie A nzahl d er Proben ist 5 . ;  diese Gebräuche spielen 
jedoch eine marginale Rolle.
Im Kernbereich des IS, den abzuspeichernden und abzufragenden Infor­
mationen, allerdings, in dem gewissen Entitäten gewisse Eigenschaften  
zugesprochen werden, d.h. im Bereich der Prädikation, Quantifikation  
über Entitäten und der Referenz auf sie, da sollte die interne Repräsen­
tationssprache möglichst nicht m it Entitäten höheren Typs arbeiten, da 
ja gerade dieser Bereich die Domäne von PL^ ist, an der der Deduktions­
apparat von PLIDIS ansetzt. Aus sicher guten Gründen arbeitet die 
Montague-Grammatik gerade in diesem Bereich nicht einfach mit Prä­
dikaten und Individuen, sondern m it Entitäten höheren Typs.
Term e (Eigennamen und Kennzeichnungen) werden in UG ind PTQ  nicht 
als Individuennamen oder als Individuenkonzeptnamen aufgefaßt, also
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vom Typ e bzw. <  s, e > ,  sondern als “ properties of properties” (Eigen­
schaften von Mengen von Individuenkonzepten), also vom Typ  
<  s, «  s ,«  s, e > , t » ,  t » . Sie werden funktional angewandt auf 
Prädikatsausdrücke; das Verhältnis von Argument und Prädikat wird 
umgedreht.
Aufgrund der bei Montague aufgeführten Bedeutungspostulate läßt sich 
jeder rein extensionale Fall der Kombination von Prädikat und Term en  
aus der komplexen Struktur auf P L* zurückführen. Dies läßt sich an der 
schrittweisen Extensionalisierung des folgenden Beispiels zeigen:
(Beispiel 9)
A lle M änner lieben Eva.
X P  A x  [m ann’ (x ) -*• P  { x }  ] (lie b ^ (e v a *))
< s ,  « s ,  e > ,  t »
< s ,  « s ,  e > ,  t » ,  t »
A  x  (m ann’ (x )  -» (lieb’ (e v a * ) ) { x }
A x  (m ann’ (x )  -> (lieb’ „ (x , eva*)
Die explizite Rückführung solcher Fälle innerhalb des Informationssystems 
mittels Regeln, die den Montagueschen Bedeutungspostulaten entsprechen, 
wäre nur sinnvoll, wenn sie nicht generell stattfände, d .h ., wenn inten- 
sionale K ontexte und “ echte” Höhertypigkeit in größerem Umfang vor­
lägen. 18
Andernfalls, d .h ., wenn keine intensionalen K on texte und Höhertypig­
keit in höherem Umfang vorliegen, ist eher die umgekehrte Strategie 
empfehlenswert. Sie wird in PLIDIS verfolgt: Anstelle einer umfang­
reichen PL^-Reduzierung aller “ unechten” Höhertypisierungen werden 
in der internen Repräsentationssprache intensionale K on texte , nicht- 
extensionale Adjektive, u.a. gesondert gekennzeichnet, sie fallen nicht 
in das PL^-K orrelat der Sprache.
4. Einführung der internen Repräsentationssprache KS
A uf die in PLIDIS verwendete interne Repräsentationssprache, die 
“ Konstruktsprache” (K S), treffen einige der angeführten Argumente zu. 
Allerdings ist die Entwicklung eines Darstellungsmittels auch eine Sache 
der Praxis, und manche der zuvor vorgetragenen Argumente erscheinen 
auch mir selbst als Argumente ex  post facto.
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KS ist ein Lambda-Kalkül mit einer auf die Semantik von P L 1 reduzierten  
Semantik.
Die Bedingung des PL^-Analogons ist hier der effektivsten Weise erfüllt, 
insofern als PL^, bzw. eine sortenlogische Variante von PL^, eine echte  
Untermenge von KS darstellt.
Ich kann hier keine volle Regelgrammatik für KS einführen . 19  Ich ver­
nachlässige auch den Aspekt der Sortiertheit vollkommen. Es werden 
nur diejenigen Aspekte der Sprache eingeführt, die für die Behandlung 
der Quantifizierung, die als Beispielbereich dienen soll, notwendig sind.
Die zentrale Überlegung dabei ist folgende: Entsprechend den Gegeben­
heiten des Inform ationssystems, dessen Datenbasis ein endliches Modell 
darstellt, können quantifizierte Ausdrücke innerhalb von Frageformulie- 
rungen gegenüber der Datenbasis zu Verknüpfungen, sogenannten Listen, 
von Individuen ausgewertet werden. Eine Theorie der Interpretation  
quantifizierter Ausdrücke für ein Inform ationssystem hat daher eine 
der Bedeutung unterschiedlich determ inierter und quantifizierter Nomi­
nalphrasen (m it und ohne Plural-Artikel, quantifiziert durch alle, jeder, 
einige, ein usw.) entsprechende Auswahl und Verknüpfung von Entitäten  
aus dem Modell zu ermöglichen.
Die Ausdrucksseite dieses Quantifikationsteils der Sprache sollte diesem  
Ansatz der Reduktion der Quantifikation durch Aufzählung entgegen- 
kommen, indem sie bezeichnende Ausdrücke (Term e) für Verknüpfungen 
von Entitäten zuläßt. Die Konstrukte der Sprache, die dies ermöglichen, 
werden im folgenden beschrieben.
4 .1 . Zur Konstruktion elem entarer KS-Ausdrücke
KS unterscheidet zwischen Prädikatsausdrücken und Termausdrücken.
Diese Unterscheidung ist jedoch keine absolute, sondern eine k on text­
bezogene. Auf der Ebene der Basiskategorien ist noch eine Trennung da:
Basisprädikatsausdrücke: B R U D ER , K O LL E G E , FR EU N D , ...(m-stellig)
Metavariable: P, Q
Basistermausdrücke: HANS, EV A , L IN D A ,..........(Basiskonstante)
x.per, x .o r t ,  (sortierte Variable)
Metavariable: tj, ( i € l N )
Basistermausdrücke sind Termausdrücke, Basisprädikatsausdrücke sind 
Prädikatsausdrücke.
Aus einem m-stelligen Prädikatsausdruck gefolgt von m Termausdrücken  
in der Form
( P ri •••• tfn)
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bilden wir eine atom are Form el. A tom are Form eln sind Form eln . 2 0  
Eine atom are Form el, in der P ein Basisprädikatsausdruck ist und 
t l> —> l m Basistermausdrücke sind, ist eine atom are Basisformel.
Die Elemente der Datenbasis sind atom are Basisformeln, die keine 
Variablen enthalten.
Wenn ifi eine Form el ist oder ein kom plexer Ausdruck, so ist
(LAM BDA x .a  V5)
ein kom plexer Ausdruck. Wird ein komplexer Ausdruck als Argument 
verwendet, d.h. steht er nicht unm ittelbar rechts von einer formelein­
leitenden Klammer, so ist er ein kom plexer Term ausdruck, sonst ein 
komplexer Prädikatsausdruck. Wir lassen derzeit allerdings nur 1-stellige 
LAM BDA-Abstrakte als kom plexe Termausdrücke zu.
In
(1 )  (K O LLEG E (LAM BDA x.per (B R U D ER  x.per O TTO )) K A R L) 
‘Karl ist Kollege derjenigen, deren Bruder O tto ist’
ist der LAM BDA-Ausdruck Term ausdruck, in
(2 ) ((LAM BD A  x.per (K O LLEG E LINDA x .p er)) K A R L) «-*•
(K O LLEG E LINDA K A R L)
‘Karl ist Kollege von Linda’
Prädikatsausdruck.
Es wird hier systematisch von der Möglichkeit Gebrauch gem acht, LAMB- 
DA-Abstrakte als Prädikate bzw. je nach Kalkül als Funktionen zu be­
trachten oder auch als deren Extension, d.h. als Mengen bzw. Tupel- 
mengen. Semantisch heißt das, wir betrachten LAMBDA-Ausdrücke 
einerseits als Bezeichnungen für “ properties”
‘die Eigenschaft, Kollege von Linda zu sein’.
Als solche können sie auf Entitäten zutreffen oder nicht zutreffen. 
Andererseits gelten sie als Bezeichnungen für Mengen von Entitäten, 
die bestimmte Form eln erfüllen:
‘die Menge der Kollegen von Linda’
Ähnliche Doppelfunktion hat LAM BDA-Abstraktion auch bei Montague.
Komplexe Termausdrücke wie in (1 )  sind nun jedoch nicht als höher- 
typig im Sinne von Mengenbezeichnungen gegenüber Individuenbezeich­
nungen (Basistermausdrücken) aufzufassen. Vielmehr sind alle Term aus­
drücke gleichen Typs, wenn wir auch nicht von Typen sprechen.
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Das entspricht dem semantiksprachlichen Gebrauch, den wir von komplexen  
Termausdrücken machen wollen: Sie sollen kennzeichnende Nominal­
phrasen, u.zw. singularische und pluralische, bezeichnen. Da im “ norm a­
len” Gebrauch pluralischer NP, im sogenannten distributiven Gebrauch, 
nicht über die höherstufige E n tität ‘Menge’, sondern über die Elemente 
einer Menge geredet wird, besteht kein Typenunterschied zu Basiskon­
stantenausdrücken :
In
Karl ist K ollege von Linda.
und
D ie B rüder von Eva sind keine K ollegen von Linda.
wird gleichermaßen über Individuen gesprochen.
Um die Einheitlichkeit des Formalismus zu gewährleisten, sagen wir, 
daß alle Termausdrücke ein- oder mehrelementige Listen (i.e. nicht­
höherstuf ige Mengen) bezeichnen:
Hans -Ö-* HANS kurz für (LIST E HANS)
die B rüder von Eva (“ distributiv” )
(LAM BD A x.per (B R U D ER  EV A  x.p er ) ) 21
Jeder “ beschreibende” kom plexe Term ausdruck kann gegenüber der 
Datenbasis ausgewertet werden, u.zw. zu einer “ Liste” :
[Hans, Fritz]
Für diese Liste wiederum gibt es eine aufzählende Bezeichnung, indem 
jeder Entität ihr Name zugeordnet wird und ein listenbildender O perator 
zur Verknüpfung benutzt wird.
(LIST E HANS FR IT Z )
Wir gehen im folgenden davon aus, daß jeder beschreibende komplexe 
Term ausdruck gegenüber der Datenbasis in dieser Weise aufgelöst werden 
kann. Wir nennen dieses Vorgehen R e d u k t i o n  d u r c h  A u f z ä h ­
l u n g  (R A ). Dies ist möglich in einem endlichen Modell.
Wir untersuchen jetzt die Interpretation natürlichsprachlicher pluralischer 
NP, die als kom plexe beschreibende Termausdrücke repräsentiert werden.
Wir nehmen an, die Aussage
(3 )  D ie B rüder von Eva sind Beam te.
sei abzuspeichern. Sie wird übersetzt:
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-Ü* (BEA M TER  (LAM BD A x.per (B R U D E R  EV A  x .p er)))
wobei BEA M TER ein 1-stelliger Basisprädikatsausdruck ist.
(R A ) (B EA M T ER  (L IS T E  HANS F R IT Z ))
Zerlegung in atom are Basisformeln:
(B EA M T ER  HANS)
A (B EA M T ER  FR IT Z )
Interessant wird die Kombination von mehreren pluralischen definiten 
NP:
(4 ) D ie B rüder von Eva sind m it den  K ollegen von Linda  
befreundet.
Ä -  (FR EU N D  (LAM BD A x.p er (B R U D E R  EV A  x.per))
(LAM BDA y. per (K O LL EG E  LINDA y. per)))
(R A ) (FR E U N D ) (LIST E HANS FR IT Z )
(L IS T E  K A R L EGON))
4 .2 . “Tiefenstrukturelle” KS-Repräsentation
An dieser Stelle müssen wir uns zunächst noch mit einem mehr formalen  
Problem befassen. Wir sind bisher davon ausgegangen, daß ein komplexer 
Termausdruck wie
(LAM BDA x.per (B R U D E R  x .p er))
die Interpretation einer definiten pluralischen Nominalphrase ist. Der 
“ Quantifikator” die  wird nicht mitrepräsentiert. Wir sagen daher, der 
komplexe Term ausdruck sei ‘unquantifiziert’. Um die Parallelität des 
unquantifizierten Falles m it den anderen Fällen, in denen z.B. A L L  
(alle) oder EIN (einige) als Q uantifikator des kom plexen Termausdrucks 
auftritt, zu gewährleisten, schreiben wir als Marker des quantifizierten  
Falles ‘U’. Wie semantische Überlegungen, auf denen unten z.T. einge­
gangen wird, zeigen, sind die Marker U, A L L  und EIN nicht als Term ­
präfixe zu betrachten, sondern als Operatoren, bzw. in ihrer Kombina­
tion als O peratorenw örter, die aus dem Paar, das gebildet wird aus dem  
Prädikatsausdruck und dem Tupel der Argumentsausdrücke, eine Form el 
machen.
D.h. eine Form el 
(P t j  ... tm )
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wo t j  tm kom plexe Termausdrücke sind, betrachten wir als KS-Ober-
flächenstruktur der tiefenstrukturellen Form el
Dabei bezieht sich das Präfix U an der Stelle i (i £  { 1 , . . .  , m }  ) auf den 
Argum entterm  tj.
Im Beispielsfall ist die Tiefenstruktur von (4 )
Generell gilt für die Bildung von quantifizierten KS-Form eln die Regel:
Wenn Q U j , . . . ,  QUm Quantifikatoren von KS sind, P ein Prädikatsaus­
druck ist und t j , ... , tm kom plexe Termausdrücke sind, so ist
eine tiefenstrukturelle K S-Form el.
Kommen wir nach diesem Exkurs zur KS-Syntax auf die inhaltliche 
Problematik von (4 ) zurück.
4 .3 . Die Interpretation definiter pluralischer Nominalphrasen
Wir müssen uns hier für eine bestimm te Interpretation kookkurierender 
definiter pluralischer NP entscheiden. Sie werden im Deutschen sicher­
lich in mehreren verschiedenen Weisen gebraucht, wobei diese Gebrauchs­
weisen kontextabhängig variieren und zudem eine gewisse Vagheit auf­
weisen. Ich stütze mich bei der Festlegung, die ich hier vornehme, auf 
Langendoen 1978 .
Er interpretiert Sätze mit 2 pluralischen NP -  sein Beispiel ist 
The w om en released the prisoners.
wie folgt: Um den Satz wahr zu machen, muß jedes Elem ent der einen 
Liste (die F ra u en ) zu mindestens einem Elem ent der zweiten Liste 
(die Soldaten) in der genannten Relation (released) stehen und jedes 
Elem ent der zweiten Liste muß zu mindestens einem Elem ent der ersten 
Liste in der Umkehrrelation stehen . 2 2  Langendoen beschäftigt sich übri­
gens selbst m it dem Problem der Vagheit des Gebrauchs: Ist nicht auch 
die Wahrheitsbedingung erfüllt, wenn fast alle Frauen die Soldaten be­
freit haben — z.B. alle bis auf eine?
m-mal
(4-T ST R )
((U  U ) FR EU N D  < (  LAM BDA x.per (B R U D ER  EV A  x.per)),
( LAM BDA y.per (K O LL EG E  LINDA y .p e r ) )> ) .
((Q U ^ .Q U m ) P < t 1 , . . . , t m »
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Nach diesem Interpretationsschem a kommen wir zu folgender Zerlegung 
für (4 ) :
( ( ( FR EU N D  HANS K A R L) v  ( FR EU N D  HANS EGON) )
A ( ( FR EU N D  FR IT Z  K A R L) v  ( FR EU N D  FR IT Z  EGON ) ) )
A ( ( ( FR EU N D  HANS K A R L ) v  ( FR EU N D  FR IT Z  K A R L ) )  )
A ( (F R E U N D  HANS EG O N ) v  (FR E U N D  FR IT Z  E G O N )))
Machen wir nun die Reduktion durch Aufzählung rückgängig, so ergibt 
sich als quantorenlogische Umschreibung für (4 ) :
(4 -P L 1) (V x .p e r  (B R U D E R  EV A  x.per) -► 3  y.per (K O LL EG E  LINDA y.per)
A  (FR EU N D  x.per y.per) )
A (V  y.per (K O LL EG E  LINDA y.per) ->• 3  x.per (B R U D E R  EV A  x.per)
A (FR EU N D  x.per y .p e r ) )
Wir wollen nun diese prädikatenlogische Umformulierung jedoch nicht 
syntaktisch vollziehen, wie eben dem onstriert, sondern semantisch, d.h. 
wir führen die Interpretation von (4 ) als Reduktion auf die Semantik  
von P L 1 durch. Genau das geschieht durch den Auswertungsalgorithmus 
von KS-Ausdrücken gegenüber der Datenbasis.
Val (((U  U) FR EU N D  < (LAM BD A x.per (B R U D ER  EVA  x .p er)),
(LAM BDA y.per (K O LL EG E  LINDA y .p e r))> )
a ,d )  = T
gdw
€ u  u(V al (FR E U N D , a , d), <V al((LA M B D A  x.per (B R U D E R  EV A  x.per)),
a,  d),
Val ((LAMBDA y.per (KOLLEGE LINDA y.per)),
a,  d ) > )
Hier zeigt sich nun die durch die tiefenstrukturelle Umformung von (4 )  
zu (4-T S T R ) erreichte Analogie von S yn tax und Semantik: 6 y  y  *st die 
semantische Interpretation des Q uantifikatorenw ortes ‘(U  U )’, y  
ist eine zweistellige Relation zwischen einer Tupelmenge, der Interpre­
tation des Prädikats, und einem Tupel von Entitäten, der Interpretation  
des Argumentterm tupels. Die Relation u  ist rückführbar auf eine 
bestimm te wahrheitsfunktionale Verknüpfung von G-Aussagen. Dabei 
wird eine G-Aussage der Form
£ (  a lt a2 )
wie üblich interpretiert als ‘a2  ist Elem ent von a j ’.
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£ (j u  wird auf eine a  -Verknüpfung von y  Verknüpfungen von £  -Form eln  
zurückgeführt, die im Falle der Interpretation von (4-T S T R ) zu folgender 
Zerlegung führt. Dabei nehmen wir an, daß die beiden eingebetteten Val- 
Ausdrücke bereits ausgewertet sind zu jeweils [Hans, Fritz] und [Karl,
Egon]. Dies geschieht rekursiv ebenfalls mit Hilfe des £-Prädikats.
£ u  U (Val (FR E U N D , a ,  d), < [Hans, F r i tz ] , [K arl, Egon] > )  =
( ( €  (Val (FR EU N D , a ,  d ), <H ans, K a r l »
V £  (Val (FR EU N D , a ,  d), < H ans, E g o n > ))
A ( £  (Val (FR EU N D , a ,  d), < F r itz , K a r l> )
V £  (Val (FR EU N D , a , d), < F r itz , E g o n » ) )
A ( ( £  (Val (FR EU N D , a , d), <H ans, K a r l »
V £  (Val (FR EU N D , a , d ) ,  < F r itz , K a r l » )
A ( £  (Val (FR EU N D , a , d), <H ans, E g o n »
V £  (Val (FR EU N D , a , d ) ,  < F r itz , E g o n > )))
Mit dieser Zerlegung haben wir das m odelltheoretische Analogon von
(4 -P L 1) erreicht.
4 .4 . Die Interpretation von a lle /je d e r  und die alle-ein-Ambiguität
In Abhängigkeit von der Stelligkeit des Prädikats, d.h. der Anzahl der 
eingebetteten komplexen Term e und dem Präfix der eingebetteten  
Term e sind die Indizes der £-R elation  definierbar. Der Index ‘U U’ 
steht, wie wir gesehen haben, für zwei unquantifizierte komplexe Term e, 
die uns zwei pluralische i/ie-Artikel repräsentierten.
Wollen wir hingegen den Satz
(5 ) D ie B rüder von Eva sind mit jed em  d er K ollegen von Linda  
befreundet.
interpretieren, so gelangen wir zunächst zu folgender Repräsentation: 
(5-T ST R )
( ( U A L L ) FR EU N D  <  (LAM BDA x.per (B R U D E R  EVA  x .p er)),
(L A M B D A y.per(K O L L EG E  LINDA y .p e r ) ) »
Die Interpretation von (5-T S T R ) lautet:
Val (((U  A L L ) FR EU N D  <  (LAM BDA x.per (B R U D E R  EVA x .p er)),
(LAM BDA y.per (K O LL EG E  LINDA y.per))>),
a,  d) =  T gdw
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i
e U A L L (V al<FR EU N D - ¿Z ,d),<V al((LA M BD A  x.per (B R U D E R  EVA x.per»,
a,  d),
Val((LAMBDAy.per(KOLLEGE LINDA y.per)),
CU d ) > )
Nach Auswertung der eingebetteten Val-Ausdrücke gegenüber der D aten­
basis ergibt sich:
£ u  A L L  (Val (FR EU N D , a,  d ) ,<  [Hans, F r i tz ] , [Karl, Egon] >  ) =
£  (Val (FR EU N D , a,  d), <  Hans, K a r l »
A £  (Val (FR EU N D , a ,  d ), <  Hans, Egon > )
A £  (Val (FR EU N D , a,  d), <  Fritz , K a r l »
A €  (Val (FR EU N D , a ,  d), <  Fritz, Egon > )
Diese Zerlegung entspricht dem intuitiven Verständnis von (5 ), gemäß  
dem beide Brüder von Eva m it beiden Kollegen von Linda befreundet sein 
müssen.
Ich kann hier nicht mehr ausführlich darauf eingehen, wie mithilfe von 
LAM BDA-Abstrakten, die als Prädikatsausdrücke gebraucht werden, 
Skopusambiguitäten bewältigt werden können.
Nur ein Beispiel sei angeführt:
( 6 ) A lle B rüder von Eva lieben eine Freu nd in  von Eva.
Die A rt der Am biguität solcher Beispiele ist vielfach erörtert worden.
Wir bedienen uns zur Disambiguierung der beiden komplexen Prädikats­
ausdrücke
(6 a) (LAM BD A x.per (LAM BD A  y.per (L IE B  x .per y .p er))) 
und
(6 b) (LAM BDA y.per (LAM BD A x.per (L IE B  x.p er y .p er))).
( 6 a) ist ein Prädikat, dessen Semantik informal so verstanden werden 
kann, daß es von einer Person (x .p er) prädiziert, daß sie jemanden (y.per) 
liebt, während ( 6 b) so zu verstehen ist, daß es von einer Person (y.per) 
prädiziert, daß sie von jemandem (x .p er) geliebt wird.
Es handelt sich also um zwei semantisch verschiedene Prädikate, deren 
Verwendung in Form eln wir wie folgt interpretieren: In Analogie zu der 
Verwendungsweise der LAM BDA-Abstraktion und der Applikation von 
LAM BDA-Abstrakten bei ähnlichen Fällen in Cresswell 1 9 7 3  sagen wir, 
daß bei einer Verwendung von ( 6 a) in einer tiefenstrukturellen Form el 
das Argument, das als W ert von y.per erscheint, so interpretiert wird, als 
stünde es im Skopus des Argumentes, das als W ert von x .per erscheint, in 
( 6 b) dagegen umgekehrt.
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In der ersten Lesart von (6 ) :
1. Lesart von ( 6 ) = D ie B rüder von Eva lieben eine, jeweils verschiedene
Freundin  von Eva.
ist der Ausdruck eine Freu nd in  von Eva, der als W ert des y.per-Argu- 
mentes aufzufassen ist, im Skopus des Ausdrucks alle B rüder von Eva, 
der als Wert des x.per-Argum entes aufzufassen ist, denn wir umschreiben  
hier so: Fü r alle B rüder gibt es eine Freu nd in , s o d a ß ...
Daher ergibt sich für die erste Lesart die folgende tiefenstrukturelle KS- 
Repräsentation:
(6-1  T STR )
( ( EIN A L L ) (LAM BDA x.per (LAM BD A y.per (L IE B  x.per y .p er))) 
< (L A M B D A u .p e r (FR EU N D  EVA  u.per)),
(LAM BD A z. per (B R U D ER  EV A  z .p e r ) ) »
Ich übergehe jetzt die Schritte der Anwendung der Val-Funktion und der 
Auswertung der eingebetteten Term e gegenüber der Datenbasis.
Danach wird ausgewertet zu:
£ e i n  A LL^Val ((LAM BD A  x.per (LAM BD A y.per (L IE B  x.per y .p er))) a ,d )  
< [  Helga, E rn a ] , [Hans, Fritz] >  ) = T gdw
( 6  (Val (L IE B , a,  d), <  Hans, Helga > )
V €  (Val (L IE B , a, d), < H a n s , E r n a > ) )
A ( £  (Val (L IE B , a,  d), <  Fritz, H elga> )
V  €  (Val (L IE B , a , d ) ,  <  Fritz, E r n a > ) )
2. Lesart von ( 6 ) = D ie Brüder von Eva lieben alle ein und
dieselbe Freu nd in  von Eva.
Hier ist dagegen alle B rüder von Eva (W ert von x.per) im Skopus von 
eine Freu nd in :
( (  A L L  EIN ) (LAM BDA y.per (LAM BD A  x.per (L IE B  x.per y .p er))) 
<(LA M B D A  z.per (B R U D E R  EV A  z.per)),
(LAM BDA u.per (FR EU N D  EVA  u .p e r)) > )
Dieser Ausdruck wird interpretiert als:
£ a L L  EIN (Val ( (LA M BD A  y.per (LAM BD A x.per (L IE B  x.per y .p er))),
a,  d),
<  [Hans, F r i t z ] , [Helga, Erna] >  ) = T gdw
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( e  (Val (L IE B , a , d ) ,  < H an s, H elga> )
A £  (Val (L IE B , a ,  d ), <  Fritz, Helga > ) )
V ( £  (Val (L IE B , a ,d ) ,  < H an s, E r n a > )
A £  (Val (L IE B , a ,  d), <  Fritz, E r n a > ) )
Die beiden Auflösungen in Verknüpfungen von £ -Aussagen spiegeln genau 
den Bedeutungsunterschied zwischen den beiden Lesarten in der konkre­
ten Anwendung auf ein endliches Modell wieder: In der Interpretation  
von Lesart 1 steht Hans in der Relation ‘Lieben’ zu Helga oder Erna, das­
selbe gilt für Fritz ; in der Interpretation von Lesart 2 stehen s o w o h l  
Hans a l s  a u c h  Fritz  in der Relation ‘Lieben’ zu Helga o d e r  in der 
Relation ‘Lieben’ zu Erna.
Der Übergang von indizierten £-Aussagen zu den jeweiligen Verknüpfun­
gen von einfachen £ -Aussagen ist regelhaft beschreibbar und somit auch 
algorithmisierbar.
5. Schlußbemerkung
Das Fragm ent einer Analyse und Interpretation quantifizierter deutscher 
Nominalphrasen für ein Inform ationssystem, das hier gegeben werden 
konnte, sollte einige Eigenschaften von KS verdeutlichen: KS bietet 
gegenüber PL^ eine strukturell angemessenere Repräsentation von Nomi­
nalphrasen, indem sie sie als Argumente — somit als Besetzer von “ Valenz­
stellen” — der Prädikate einbettet. Die Repräsentation von Nominalphra­
sen als komplexe Termausdrücke, die gegenüber dem Modell zu Listen  
auswertbar sind, bietet den Ansatz zu einer Operationalisierung modell­
theoretischer Interpretation. Die Berücksichtigung der Quantifikatoren- 
w örter erm öglicht den semantisch angemessenen Übergang von listen­
enthaltenden Relationen zu elementaren, nur Individuen enthaltenden  
Relationen.
Theoretische Reflexion der ersten Kapitel und beispielhafte Analyse der 
Quantifikation zeigen, daß der Anwendungsfall ‘semantische Analyse für 
ein Inform ationssystem ’ besondere Bedingungen setzt. Diese Bedingungen, 
Kommunikation in einem faktischen Diskurs, Möglichkeiten der Exten- 
sionalisierung, Rückbezug auf ein endliches Modell, und die sich daraus 
ergebenden Konsequenzen für die Konstruktion semantischer Beschrei­
bungssprachen sind nicht ohne Interesse für die Bedeutungsanalyse auch 
außerhalb dieses K ontextes.
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1 Zur Forschungsrichtung ‘Künstliche Intelligenz’, speziell ihrem  sprach- 
orien tierten  Zweig, vgl. z .B . Wulz/Zifonun 1 9 7 9 . Sieh e d ort auch w eitere 
Literaturangaben.
2 Zum Inform ationssystem  P L ID IS  vgl. den Beitrag  von Berry-Rogghe/
Lu tz 19 7 9 .
3 Zu diesem Interpretationsverfahren  vgl. M ontague UG und Kam p 1 9 7 8 .
4  Dieses fiktive Inform ationssystem  te ilt m it einem  anwendungs­
orien tierten  System  wie P L ID IS  diejenigen Eigenschaften , die unter 
den eher th eoretischen  G esichtspunkten , die hier e rö rtert werden sollen, 
relevant sind. A uch der in K apitel 4 . dargestellte sprachliche Anwendungs­
teil, die R epräsentation  quantifizierter Ausdrücke, bezieh t sich au f den all­
gem einsprachlichen Bereich  jed es beliebigen Inform ationssystem s m it 
D eutsch als Interaktionssprache, n ich t au f die spezielle Fachsprache der 
Abwasserüberwachung.
5 Es gibt allerdings V ersuche, m odallogische Theorem bew eiser und Beweis­
verfahren für ty p en th eoretisch e Sprachen zu entw ickeln , vgl. dazu z.B. 
Stephan 1 9 7 5 .
6  Zur N icht-Berücksichtigung von propositionalen Einstellungen wie ‘glauben’, 
‘w issen’, ‘erw arten’, ‘h o ffe n ’ vgl. oben  im Zusam m enhang m it Sp rechak t­
indikationen.
7 Vage Ausdrücke w erden z .B . in dem K ünstlichen-Intelligenz-Projekt 
HAM-RPM ( ‘Hamburger Redepartner-M odell’) behan delt, vgl. dazu W ahlster
19 7 7 .
8 M ontague PTQ , S. 2 6 3  f., vgl. dazu auch die Bem erkungen Thom asons in 
der “ In trod u ction ” zu dem Band, S. 62  ff .
9 M ontague 1 9 7 4 , In trod u ction , S. 6 2 .
10  Das Beispiel stam m t aus M ondadori 1 9 7 8 , S . 17.
11 Diese Konsequenz zieh t M ontague, sie ist für eine rein spracherklärende 
Theorie ohne Anwendungsbezug w ohl angem essen.
12 “ Rigid designators” sind Ausdrücke, die bezüglich aller in Frage stehenden 
R eferenzpunkte oder m öglichen W elten dasselbe Individuum bezeichnen, 
vgl. dazu M ondadori 1 9 7 8 , S . 21 ff .
13 A ttributiver G ebrauch liegt z .B . vor in The man who murdered Smith is 
insane. (P artee 1 9 7 2 , S. 4 1 8 ).
14  Das Beispiel stam m t aus Cresswell 1 9 7 3 , S. 6 8  ff .
15 Die N ullentität wird z .B . in Bressan 1 9 7 8  in diesem Sinne ben u tzt.
16 Die Zuordnung von Teilausdrücken einer intensionalen Sprache zu einer 
transform ationsgram m atischen T iefen stru k tu r besch reib t C ooper 1 9 7 8 .
17 In dem P ro jekt von J .  Friedm an und ihren M itarbeitern  wird ein autom a­
tisches Syntaxanalysesystem  für kategorialgram m atische Strukturen  en t­
w ickelt, vgl. Friedm an 1 9 7 8 , 2.
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18 Solche Rückführungen (“ extensional reductions” ) geschehen in Com puter­
system en au f der Basis von M ontague-G ram m atiken, so in den Ansätzen von 
Friedm an 1 9 7 8 , 1, Sondheim er 1 9 7 8  u. Janssen  1 9 7 8 . M öller-Pantleon 197 8  
beschreibt ebenfalls einen th eoretischen  Ansatz zur Extensionalisierung inten- 
sionaler Ausdrücke für ein Frage-A ntw ort-System . Sie gibt auch einen Ü ber­
b lick über die Problem e logischer R epräsentation  für Inform ationssystem e.
19 Zu einer detaillierteren  Beschreibung vgl. Z ifonun 1 9 7 9  und Dilger/Zifonun
19 7 8 .
2 0  Zur Bildung n ich t-atom arer Form eln , die nach prädikatenlogischem  V orbild 
erfolgt, vgl. Z ifonun 1979 .
21 Das Zeichen ‘ “*•’ steh t für ‘wird in K S übersetzt als’.
2 2  Langendoen 1 9 7 8 , S. 185
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HELM UT FROSCH, unter M itarbeit von JOACHIM BALLW EG
Probleme der semantischen Analyse vager Prädikate1
1. Was sind vage Prädikate?
Ich m öchte zu Beginn versuchen, etwas zu präzisieren, in welchem Sinn 
im folgenden von Vagheit sprachlicher Ausdrücke, speziell von Prädika­
ten, gesprochen werden soll.
1 .1 . Bevor geklärt werden kann, was ein vages Prädikat ist, muß gesagt 
werden, was hier unter dem Terminus “ Prädikat” selbst zu verstehen ist. 
In der Sprachwissenschaft wird häufig der aus Verb und Objekten be­
stehende Satzteil Prädikat genannt, etw a wenn man von der Subjekt- 
Prädikatstruktur bestim m ter Sprachen redet. A uf diese Verwendung 
von Prädikat beziehe ich mich hier nicht.
Ich beziehe mich im folgenden vielmehr auf Prädikate im Sinn der Prä- 
dikatenlogik erster Stufe, d.h. auf sprachliche Ausdrücke, die zum Prä- 
dizieren über Dinge verwendet werden können. Eine solche Charakteri­
sierung ist zunächst problematisch, wenn sie nicht ergänzt wird durch  
die Angabe einer form alen Sprache, in deren Rahmen Prädikate eine ge­
nau festgelegte syntaktische und semantische Rolle spielen. Aber auch 
wenn eine solche Sprache definiert ist, bleibt die Frage, welche natürlich­
sprachlichen Ausdrücke den Prädikaten dieser Sprache entsprechen sollen 
und welche nicht. Das bedeutet, daß außerdem noch eine Theorie der 
korrekten Formalisierung erstellt werden müßte, wenn die Definition  
einer prädikatenlogischen Sprache zur Klärung dieses Problems beitragen  
soll.
Das kann alles natürlich nicht in Kürze geleistet werden2 , es bleibt daher 
nur die Möglichkeit, einige Beispiele anzugeben, die hinreichend deutlich  
machen, welche deutschen Ausdrücke hierfür in Frage kommen. Häufig 
sind solche Ausdrücke nicht elementar, also Lexem e, sondern zusammen­
gesetzt. Man kann z.B. nur sagen: Dies ist ein Haus, wenn man von dem  
Ding, das durch dies bezeichnet wird, prädizieren will, daß es ein Haus 
ist. Als Prädikat fungiert hier also der zusammengesetzte Ausdruck  
ist ein Haus. Trotzdem  kann in solchen Fällen abkürzend das Nomen  
Haus als Prädikat bezeichnet werden, weil die Kopula und der Artikel 
in einer entsprechenden Formalisierung nicht auftauchen würden.
Anstelle des Nomens kann auch ein Adjektiv stehen, z.B. Dies ist rot.
Hier fungiert der Ausdruck ist rot  als Prädikat. Entsprechend kann auch
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das Adjektiv rot allein in der abkürzenden Redeweise als Prädikat be­
zeichnet werden. Prädikate sind schließlich auch Verben, wie rennt in 
Hans rennt oder liebt in Hans liebt Inge. Das intransitive Verb rennt 
ist — wie die Nomina und Adjektive — ein einstelliges Prädikat, liebt ein 
zweistelliges.
Im folgenden sei von Prädikaten immer in diesem Sinn die Rede. Gleich­
zeitig sei vorausgesetzt, daß immer, wenn über bestimm te deutsche Aus­
drücke geredet wird, eigentlich Übersetzungen dieser Ausdrücke in eine 
geeignete prädikatenlogische Sprache gemeint sind. Ob ein solches V or­
gehen in einigen Fällen die natürlichsprachlichen Fakten zu stark verein­
facht, sei dahingestellt. Es erleichtert aber die Darstellung, weil es erlaubt, 
von bestimmten Komplikationen bei der Analyse abzusehen, die nicht 
unmittelbar mit Vagheit zu tun haben.
Nach dieser Vorüberlegung kann untersucht werden, was unter der Vag­
heit von Prädikaten zu verstehen ist.
1.2. Als erste Annäherung können wir sagen: Ein (einstelliges) Prädikat 
P ist vage, unscharf, wenn nicht von jedem Individuum eindeutig feststeht, 
ob P auf dieses Individuum zutrifft oder nicht. Anders ausgedrückt, P ist 
vage, wenn nicht für jede beliebige Individuenbezeichnung a der Satz P (a) 
eindeutig wahr oder falsch ist. Daraus ergibt sich unm ittelbar, daß 
der Begriffsumfang des Prädikates P nicht eindeutig bestimm t ist.
Demnach ist grün  ein vages Prädikat. Denn, angenommen, a ist ein 
Gegenstand, dessen Farbe zwischen Grün und Blau liegt, dann ist der 
Satz grün  (a) nicht ohne weiteres als wahr oder falsch zu bewerten.
Nicht vage, oder besser: weit weniger vage als grün  ist dagegen z.B. 
vierbeinig  oder Primzahl. Ist der Satz D ie kleinste Primzahl ist vier­
beinig. also falsch, und D ie kleinste Primzahl ist nicht vierbeinig, wahr? 
Auch das ist nicht klar, trotzdem  m öchten wir aus diesem Beispiel nicht 
folgern, daß vierbeinig vage ist. Es liegt hier ein sogenannter Kategorien­
fehler vor, d.h. Zahlen sind Dinge einer Kategorie, von denen vierbeinig 
nicht sinnvoll prädiziert werden kann. Was in diesem Zusammenhang 
“ sinnvoll” heißen soll, kann hier nicht weiter analysiert werden, jedoch  
sollten diese Fälle nicht unter den hier verwendeten Vagheitsbegriff fal­
len. Ebenso m öchte ich ausschließen, daß aufgrund nicht erfüllter Exi- 
stenzpräsuppositionen von Individuenbezeichnungen Prädikate als vage 
definiert werden müßten. So soll z.B. kahl nicht deshalb als vage be­
trachtet werden, weil es gegenwärtig in Frankreich keinen König gibt 
und aus diesem Grund der Satz D er gegenw ärtige K ö nig  von Frankreich  
ist kahl, nicht eindeutig wahr oder falsch ist.
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Schließlich ist M ehrdeutigkeit von Vagheit zu unterscheiden. Prädikate 
können auf verschiedene Weise mehrdeutig sein, am offensichtlichsten  
ist der Fall lexikalischer Am biguität, z.B. Sch lo ß  als Gebäude oder als 
Türschloß. Hierüber braucht nicht weiter gesprochen zu werden, weil aus 
der obigen Definition nicht folgt, daß Schlo ß  allein deshalb schon vage 
ist, weil es mehrere Bedeutungen hat.
Ein Ausdruck natürlicher Sprachen kann aber auch in dem Sinn mehr­
deutig sein, daß verschiedene Sprecher m it diesem Ausdruck mehr oder 
weniger verschiedene Bedeutungen verbinden. In diesem Sinn mehrdeutig 
ist z.B. das W ort Prädikat. (Deswegen mußte ich ja anfangs angeben, in 
welchem Sinn ich es hier verwenden will.) Diese A rt von Mehrdeutigkeit 
ist keineswegs auf fachsprachliche Ausdrücke begrenzt, z.B. könnte ein 
Sprecher S j den Gegenstand a im Beispiel als grün bezeichnen, ein Spre­
cher S2  als nicht grün (sondern blau).
Der Satz a ist grün  hat hier also keinen eindeutigen W ahrheitswert, einmal 
ist er wahr, einmal falsch, dementsprechend wäre nach der oben gegebenen, 
vorläufigen Definition grün  ein vages Prädikat. Da umgekehrt dieser Satz 
für S j und S2  jeweils einen eindeutigen W ahrheitswert hat, wäre Vagheit 
auf eine Sprechergruppe zu relativieren.
Diese Beobachtung darf allerdings nicht zu dem Trugschluß verführen, 
daß Vagheit immer verschwindet, wenn nur eine genügend kleine Spre­
chergruppe betrachtet wird. Nehmen wir eine Sprechergruppe, die nur 
aus S j besteht. Dann gibt es sicher einen Gegenstand b derart, daß S j  
den Satz b ist grün  nicht eindeutig als wahr oder falsch bezeichnen könn­
te. Ebenso gibt es sicher einen Gegenstand c, den Sprecher S2  nicht ein­
deutig als grün oder nicht grün klassifizieren könnte.
Im Fall des Ausdrucks Prädikat ist die Situation dagegen anders. Für den 
einzelnen Logiker oder Linguisten ist der Begriffsumfang von Prädikat 
jeweils völlig scharf, oder sollte es im Idealfall jedenfalls sein.
Tatsächlich liegen hier zwei ganz verschiedene Phänomene vor: in dem  
einen Fall handelt es sich darum, daß verschiedene Sprecher jeweils par­
tiell verschiedene Sprachen verwenden. Im anderen Fall hat ein Ausdruck  
der Sprache e i n e s  Sprechers keine scharfe Bedeutung und entsprechend  
keine scharfe Extension.
Da Sprachvariation kein Gegenstand der semantischen Analyse ist, soll 
hierauf nicht weiter eingegangen werden. Entsprechend soll hier Vagheit 
als semantischer Begriff verwendet werden, d.h. wenn Bedeutungsun­
schärfe in einem Idiolekt vorliegt. Die gerade vorgeschlagene Relativie­
rung der Definition auf eine Sprechergruppe ist also auf einen einzelnen 
Sprecher zu beschränken.
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Da auch bei einem einzelnen Sprecher Sprachvariationen auftreten — die 
Sprache einer Person ändert sich ja im Laufe der Zeit — ist darüber hinaus 
Vagheit auf den Sprachgebrauch eines Sprechers an einem Zeitpunkt zu 
relativieren. Eine derart eingegrenzte Sprache soll m it einem Ausdruck  
von Ulrich Blau “ Punktsprache” genannt werden . 3 Im folgenden wird 
“ vage” immer im Sinn von “ vage in einer Punktsprache” verwendet.
2. Die Analyse vager Prädikate einer Punktsprache
2 .1 . Für eine Diskussion vager Prädikate ist es nützlich, an eine auf Max 
Black zurückgehende Überlegung anzuschließen. Black beschreibt4  ein 
imaginäres Museum für angewandte Logik, in dem die verschiedenartigsten 
Stühle und stuhlartigen Gegenstände ausgestellt sind.
Diese Gegenstände sind nach ihrer Stuhlartigkeit in einer Reihe aufge­
stellt, wobei am einen Ende dieser Reihe, sagen wir ganz links, ein ein­
facher Holzklotz steht, am anderen Ende ein schön gearbeiteter Chippen­
dale-Stuhl. Zwischen je zwei benachbarten Exponaten besteht dabei im­
mer nur ein minimaler Unterschied. Ein Besucher des Museums, der auf­
gefordert wird, einen genauen Schnitt zwischen Nichtstühlen und Stühlen 
anzugeben, wird zögern, bzw. darauf hinweisen, daß er einige der Gegen­
stände in der M itte der Reihe weder eindeutig als Stuhl noch eindeutig als 
Nicht-Stuhl klassifizieren kann. In der Punktsprache des Besuchers ist 
also das Prädikat Stuhl vage. E r kann höchstens m it einiger Sicherheit 
angeben, welche Objekte er auf jeden Fall als Stuhl klassifizieren würde 
und welche auf keinen Fall.
Wir stellen uns nun vor, daß in dem Museum dieselben Gegenstände wie 
vorher ausgestellt sind, diesmal aber in einem Zufallsarrangement. Ein 
Besucher des Museums wird nun aufgefordert, die Gegenstände nach 
ihrer Stuhlartigkeit in eine Reihe zu bringen.
Wenn er Gegenstände als gleichstuhlartig klassifiziert, sei ihm dabei er­
laubt, diese Gegenstände hintereinander zu stellen.
Diese Aufgabe kann der Besucher ohne Probleme lösen, da er nur syste­
matisch für je zwei Gegenstände entscheiden muß, ob sie gleichstuhlartig 
sind, oder ob der eine stuhlartiger als der andere ist.
2 .2 . Die Aufgabe des Museumsbesuchers, einen Schnitt zwischen Stühle 
und Nicht-Stühle zu legen, rekonstruiert nun die Situation eines Sprechers, 
der von beliebigen Gegenständen a, b, c ... Stuhl prädizieren soll. Die 
Aufgabe, die E xponante nach ihrer Stuhlartigkeit zu ordnen, rekonstruiert 
dagegen die Situation, in der ein Sprecher das zweistellige Prädikat
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m indestens so stuhlartig wie auf Paare von Gegenständen (a, b ) , <c, d ) , . . .  
anwenden soll.
Das einstellige Prädikat ist vage, während das zweistellige, komparative 
Prädikat nicht vage ist. 5 Man würde nun annehmen, daß scharfe Prädikate 
für die Kommunikation geeigneter als vage sind, daher ist es zunächst selt­
sam, daß im Deutschen solche Wendungen wie a ist stuhlartiger als b oder 
a ist m indestens so stuhlartig wie b fast nie Vorkommen, bzw. schon an 
der Grenze der Akzeptabilität liegen.
Bei Adjektiven, wie z.B. lang, gibt es hier die Möglichkeit, den K om para­
tiv länger zu bilden, man kann also klassifizierend a ist lang sagen und 
vergleichend a ist länger als b. Im Unterschied zu Stuhl ist lang aller­
dings kontextabhängig — ein langer Eisenbahnzug ist länger als ein langer 
Straßenkreuzer — und vielleicht mehrdeutig. Diese Param eter seien nun 
durch einen K on text gegeben, z.B. sei die Rede von lauter gleichdicken 
Stücken Tau von verschiedener Länge. Man kann dann eindeutig angeben, 
welches von je zwei Taustücken das längere ist. Hier ist noch deutlicher 
als im SfttM-Beispiel, daß das komparative Prädikat völlig scharf ist: 
mögliche Unsicherheiten beim Längen vergleich entstehen auf keinen 
Fall dadurch, daß die Bedeutung von länger als nicht präzise genug ist. 
Auf der anderen Seite gibt es auch hier keine scharfe Grenze zwischen 
langen und nicht langen Taustücken.
In bezug auf Vagheit verhält sich also das Adjektiv lang genau wie das 
Nomen Stuhl.
2 .3 . Auch wenn bei Prädikaten, die deutschen Nomen oder Verben ent­
sprechen, sprachlich nur der Positiv ausgedrückt werden kann, rechtfer­
tigt diese Übereinstimmung meines Erachtens die folgende These: eben­
so wie komparative Begriffe bei Adjektiven grundlegend für die Bedeu­
tung des Positivs sind, ist jedes klassifikatorische Prädikat natürlicher 
Sprachen von einem entsprechenden hypothetischen komparativen Prä­
dikat abzuleiten. Das klassifikatorische Prädikat ergibt sich aus dem kom ­
parativen dadurch, daß ein Vergleichsobjekt (oder eine Menge von Ver­
gleichsobjekten) einen Standard vorgibt derart, daß alle Objekte die diesen 
Standard beim Vergleich mindestens erreichen, in der Extension des klassi- 
fikatorischen Prädikats liegen. Die Extension von Stuhl wäre demnach 
die Menge der Dinge, die mindestens so stuhlartig wie der Standardstuhl 
sind.
Ein klassifikatorisches Prädikat ist dann vage, wenn es kein eindeutiges 
Standardobjekt gibt. Da im Stuhlmuseum ein Standardstuhl nicht ein­
deutig gegeben ist, hat entsprechend Stuhl keine genau abgegrenzte 
Extension.
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2 .4 . Bis hierher wurde immer vorausgesetzt, daß erstens Prädikate einer 
Punktsprache analysiert werden, und daß zweitens diese Punktsprache 
in einem vorgegebenen K on text verwendet wird. Im folgenden soll die 
Verwendung einer Punktsprache in verschiedenen K ontexten untersucht 
werden. Die Annahme, daß ein Sprecher in verschiedenen K ontexten die­
selbe Punktsprache sprechen kann, ist natürlich eine Idealisierung des 
tatsächlichen Sprachverhaltens. Ich denke aber, daß diese Idealisierung 
nicht allzu problematisch ist, weil nur solche K ontextvarianten betrachtet 
werden sollen, in denen der Sprecher im wesentlichen dieselbe Sprache 
spricht. K ontextbedingter Wechsel von der Umgangssprache in eine Fach ­
sprache und ähnliches werden also nicht untersucht. Am einfachsten lassen 
sich K ontextw echsel wieder im imaginären Museum für Logik simulieren. 
Wenn man dort z.B. alle Exponate entfernt, die nicht eindeutig als Stuhl 
oder Nicht-Stuhl klassifiziert wurden, außerdem vielleicht auch einige 
eindeutige Beispiele, ergibt sich folgendes: die relative Reihenfolge der 
übrig gebliebenen Objekte bezüglich ihrer Stuhlartigkeit ist dieselbe wie 
vorher. In diesem Fall gibt es dagegen einen eindeutigen Standardstuhl, 
und entsprechend definiert m indestens so stuhlartig wie d er Standardstuhl 
in diesem K on text ein scharfes klassifikatorisches Prädikat.
Wieder ein anderer K on text ergibt sich, wenn von den im ersten Fall nicht 
eindeutig klassifizierten E xponaten  etwa die Hälfte entfernt wird, die 
näher bei den Nicht-Stühlen steht. Es bleibt also außer den klaren Fällen 
die andere Hälfte der im ersten K on text unklaren Fälle übrig. Zwischen 
diesen und dem ersten Stuhl gibt es nach wie vor minimale Unterschiede. 
Zu den Nicht-Stühlen entsteht aber ein größerer, signifikanter, Sprung. 
Dadurch ist in diesem K on text eine klare Grenze zwischen Nicht-Stühlen 
und den anderen Objekten gegeben. Diese anderen Objekte sind entwe­
der Stühle oder Fast-Stühle, wobei “ Fast-Stuhl” nur heißen soll, daß die 
übriggebliebenen unklaren Fälle stuhlartiger sind als die weggefallenen.
2 .5 . Ich denke, daß für diese Situation nicht voraussagbar ist, wie der 
Museumsbesucher auf die bekannte Frage antw ortet, es gibt da mehrere 
M öglichkeiten: entweder er sieht die Fast-Stühle nach wie vor als un­
klare Fälle an, oder er schlägt sie zu den Stühlen, oder er verschiebt die 
Grenze zwischen Stühlen und unklaren Fällen. Welche dieser Alternativen  
er tatsächlich wählt, kann eine s e m a n t i s c h e  Analyse wohl kaum  
klären, für sie ist nur interessant, daß es verschiedene Möglichkeiten gibt. 6  
Daraus folgt nämlich, daß der Standard, dem ein Ding mindestens ent­
sprechen muß, um als Stuhl zu gelten, von den äußeren Umständen ab­
hängt und davon, wie ein Sprecher diese Umstände im Einzelfall gewich­
te t . 7  In gewissen Grenzen ist nicht nur die Schärfe oder Unschärfe eines 
klassifikatorischen Prädikats durch den K on text gegeben, ganz allgemein
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kann von der Extension eines solchen Prädikats nur in bezug auf einen 
K ontext gesprochen werden. Das heißt nicht, daß sich die Bedeutung 
— im intuitiven Sinn — in den verschiedenen K ontexten ändert. Der ent­
sprechende komparative Begriff ist ja weitgehend kontextunabhängig, 
es ist sozusagen der Fixpunkt, auf den der Sprachgebrauch quer durch  
die K on texte bezogen ist.
Da Sprache immer in einem K on text verwendet wird, wäre es umgekehrt 
sozusagen ein unnötiger Luxus, wenn die zugrundeliegenden kompara­
tiven Begriffe immer als komparative Prädikate realisiert wären, so ist der 
Satz a ist ein Stuhl eben kürzer und einfacher gebaut als a ist m indestens  
so stuhlartig wie d er  Standard. Die Extension von Stuhl ist dagegen immer 
über die Extension des fiktiven m indestens so stuhlartig wie und den 
Standard zu bestimmen.
3. Vagheit und Logik
3 .1 . Ich m öchte schließlich einige Konsequenzen diskutieren, die sich 
aus diesen Überlegungen für die logische Analyse vager Prädikate ergeben. 
Damit ist die Konstruktion einer formalen Sprache L gemeint, die vage 
Prädikate enthält. Außerdem soll diese Sprache gewisse Eigenschaften  
besitzen, die sie zu einer Logiksprache machen. Unter semantischen Ge­
sichtspunkten gehört dazu vor allem eine Bestimmung der wahren Sätze 
von L bei einer gegebenen Interpretation. Wenn eine solche Bestimmung 
gegeben ist, können ja die übrigen logischen Begriffe, wie Gültigkeit, Fo l­
gerung etc. definiert werden.
Das Grundproblem für den konkreten Aufbau einer derartigen Sprache L  
ist, daß das Bivalenzprinzip der klassischen Logik in Frage gestellt wird, 
wenn Vagheit ins Spiel kom m t. Soweit ich sehe, sind im Grund zwei ver­
schiedene Lösungsstrategien für dieses Problem denkbar und vorgeschlagen 
worden. Die eine besteht darin, mindestens teilweise auf das Bivalenz­
prinzip zu verzichten. Diese Strategie führt zu mehrwertigen Logiken 
oder der konstruktiven Logik. Die andere Strategie versucht, das Bivalenz­
prinzip in der eigentlichen Logik zu erhalten, indem sie Vagheit als elimi­
nierbar ansieht. Diese Strategie wird von der Supervaluationstheorie ver­
folgt.
Es ist hier natürlich nicht möglich, auf Einzelheiten dieser Ansätze einzu­
gehen8 , ich m öchte lediglich zu zeigen versuchen, daß die oben angestell- 
ten Überlegungen m it beiden Strategien kompatibel sind.
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3.2 . Wenn z.B. in einem gegebenen K on text K ein Gegenstand a eine 
Farbe zwischen grün und blau hat, ist der Satz a ist grün  intuitiv weder 
wahr noch falsch. Interpretationssem antisch kann das so rekonstruiert 
werden: dem komparativen m indestens so grün wie entspricht eine 
Relation >  g nin auf der Menge der (farbigen) Dinge. Die Relation >  g nin 
ist reflexiv, und transitiv . 9  Durch den K on text K ist kein eindeutiger 
Standard s für grün  gegeben, vielmehr gibt es verschiedene s ^ , ..., sn , w o­
bei gilt: sm + j sm und s,^ # sm + i für alle m m it 1 >  m >  n -  1 .
Die Sj ... sn _ j sind also gerade die Dinge, die nicht eindeutig grün 
(oder blau) sind. Wir können nun definieren:
x  ist grün  ist wahr gdw.
x  — grün  sn 
x  ist grün  ist falsch gdw.
s l  Zgrün *  u n d s i  *  *
(x  sei dabei das von “ x ” bezeichnete Ding) 
a ist grün  ist damit weder als wahr noch als falsch definiert, wenn 
sn - l  —g r ü n a — g r ü n sl-
3 .3 . Im Vagheitsbereich sind demnach n -  1 Fälle unterscheidbar. Wenn 
der positive und negative Fall dazugenommen wird, ließen sich auf diese 
Weise vielleicht n + 1 W ahrheitswerte rechtfertigen; so hat z.B. Lakoff 
anhand ähnlicher Beispiele die Verwendung einer unendlichwertigen Logik 
zur Sprachanalyse gefordert . 10
Dagegen spricht aber folgendes: die Anzahl der so motivierbaren Wahr­
heitswerte schwankt erheblich von Prädikat zu Prädikat. Im einen E xtrem ­
fall, wenn ein Kontinuum von Übergängen vorhanden ist, lassen sich 
vielleicht überabzählbar viele W erte rechtfertigen, im anderen E xtrem ­
fall nur zwei, wenn nämlich Prädikate vorliegen, die in keinem K on text 
unscharf sind, wie z.B. Primzahl. Vielleicht sollte hier erwähnt werden, 
daß solche Prädikate trotzdem  über zugrundeliegende komparative Be­
griffe erklärt werden können, es fallen dabei allerdings die komparativen 
und klassifikatorischen Begriffe zusammen, wenn man vom formalen  
Unterschied absieht.
Obwohl also nicht gefolgert werden kann, daß eine mehr- oder unendlich­
wertige Logik anzusetzen ist, kann trotzdem  die Anzahl der Unterschei­
dungsmöglichkeiten bei einem gegebenen Prädikat ausgenützt werden, um 
ein Maß für den Grad der Realisierung des Prädikats anzugeben . 11
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3.4 . Zusätzlich zu “ wahr” und “ falsch” läßt sich aber höchstens ein 
dritter W a h r h e i t s  w ert für den unbestimmten Fall rechtfertigen, 
weil unabhängig von der Bedeutung einzelner Prädikate weitere Diffe­
renzierungen arbiträr bleiben. Die Frage, ob eine dreiwertige Logik ta t­
sächlich benötigt wird, ist damit allerdings noch nicht beantw ortet.
Das Problem beim Aufbau einer Logik ist nun nicht primär, welche Wahr­
heitswerte konkrete atom are Sätze haben können, sondern hauptsächlich: 
was ist der W ahrheitswert eines komplexen Satzes, wenn die Werte seiner 
atom aren Teilsätze beliebig vorgegeben sind? Welchen W ert hat beispiels­
weise a ist grün und nicht grün  ? Für den Fall, daß a ist grün  wahr oder 
falsch ist, ergibt sich m it Mitteln einer Zweiwert-Logik: der Satz ist falsch, 
und zwar in beiden Fällen. Ist dagegen der atom are Satz unbestim mt, er­
gibt sich m it den M itteln (plausibler) D reiwert-Logiken: der komplexe  
Satz ist unbestimmt.
Nun ist für den Supervaluations-Theoretiker dieses Resultat ein logischer 
Skandal: kom plexe Sätze wie dieser seien Kontradiktionen. Wenn aber 
eine Dreiwert-Logik hier zu anderen Ergebnissen komme, gebe sie soviel 
Grundsätzliches auf, daß sie als Logik unbrauchbar wird. Man hat dagegen 
folgendes zu tun: wenn in einem gegebenen K on text ein Prädikat vage 
ist und der entsprechende Satz keinen klassischen W ahrheitswert hat, wird 
der Wahrheitswert des komplexen Satzes bestim m t, indem man nachsieht, 
welche Werte sich ergeben, wenn das Prädikat durch K ontextw echsel oder 
Präzisierung seiner Bedeutung scharf ist. Dann ist klar: a ist grün und nicht 
grün  wird bei jeder Präzisierung falsch. Von einem sozusagen “ höheren  
Standpunkt” kann damit der Superwert “ falsch” angegeben werden.
Liegt dagegen ein Satz wie a ist grün und b ist grün  vor, wobei a und b 
dieselbe Farbe haben, liefern die möglichen Präzisierungen für grün  kein 
eindeutiges Ergebnis: mal sind beide atom are Sätze falsch, mal sind beide 
wahr. In diesem Fall kann ein klassischer Superwert nicht angegeben wer­
den, sondern “ unbestim m t” . Hier liefert eine Dreiwert-Logik dasselbe 
Ergebnis.
Der Unterschied zwischen beiden Ansätzen ist also nicht der, daß ein 
dritter W ahrheitswert akzeptiert oder abgelehnt wird. Lediglich die Frage, 
auf welche Weise der W ahrheitswert kom plexer Sätze “berechnet” wird, 
wenn Unbestim mtheit ins Spiel kom m t, wird verschieden beantw ortet.
Der Supervaluations-Theoretiker negiert die M öglichkeit, allein unter Be­
zugnahme auf die W ahrheitswerte der Einzelsätze den W ert eines komplexen  
Satzes zu berechnen, wenn dabei der W ert “ unbestim m t” vorkom m t. Zu­
sätzlich muß die Bedeutung der Einzelsätze bzw. die Bedeutung von deren 
Prädikaten mitberücksichtigt werden. Denn die möglichen Spezifizierungen
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eines Prädikats ergeben sich ja gerade aus seiner Bedeutung.
Ich denke, daß dieser Gedankengang im oben dargestellten Rahmen  
folgendermaßen rekonstruiert werden kann: die möglichen Präzisie­
rungen für grün  sind gegeben durch die Relation > g rlln und die mög­
lichen Standards für grün, das sind die Elem ente des Bereichs der Re­
lation. Der Superwert “ falsch” für den Satz a ist grün und nicht grün 
ergibt sich, indem für jeden vorgegebenen Standard nach der oben gege­
benen Definition und der klassischen Logik der W ahrheitswert berechnet 
wird. Man könnte aber auch die Präzisierungen angeben, die in einem ge­
gebenen K on text möglich sind, indem nur die im K on text vorhandenen 
Standards betrachtet werden.
3 .5 . Die Supervaluations-Theorie liefert nun all die Resultate, die vom  
Standpunkt der klassischen Zweiwert-Logik zu fordern sind. Sie muß 
dabei allerdings voraussetzen, daß Prädikate im Prinzip präzisierbar sind. 
Für das hier diskutierte Beispiel bedeutet das, daß im Prinzip der Stan­
dard für grün so fixiert werden kann, daß a entweder mindestens dem 
Standard entspricht oder darunter liegt. Wenn nun a genau an der Grenze 
zwischen Blau und Grün liegt, wird a durch eine solche Präzisierung z.B. 
dem grünen Bereich zugeschlagen. Mit demselben R ech t kann man aber 
auch eine Präzisierung annehmen, die a zu Blau schlägt. Beides erscheint 
arbiträr. Welchen Sinn soll es also haben, hier überhaupt von Präzisierung 
zu sprechen?
Gegen diesen Einwand kann man Vorbringen, daß solche Präzisierungen 
natürlich fiktiv sind, daß aber, ganz gleich wie präzisiert wird, a niemals 
gleichzeitig grün und nicht grün werden kann. Damit sei aber gerecht­
fertigt, den Satz a ist grün und nicht grün  als Kontradiktion zu betrach­
ten.
Das Problem bei dieser Analyse ist nun nicht das logische Resultat, son­
dern die intuitive Adäquatheit dieses Resultats. Es ist mindestens außer­
ordentlich zweifelhaft, ob ein Sprecher in einem fixierten K on text diesen 
Satz als falsch betrachtet. Denn wenn der Satz in dem K on text interpre­
tiert wird, oder, um es einmal so auszudrücken, daraufhin geprüft wird, 
ob er die Gegebenheiten beschreibt, dann wird gerade dieser K on text 
zugrunde gelegt und nicht seine möglichen Präzisierungen.
Eine Dreiwert-Logik, die das nachzeichnet, muß vor allem sprachanaly- 
tisch fundiert sein. Dazu gehören z.B. Überlegungen, ob die Negation 
eines unbestimmten Satzes im K on text intuitiv wieder als unbestimmt 
betrachtet wird. Dasselbe gilt für die übrigen logischen Verknüpfungen. 
A uf dieser Basis erhält man eine Logik, die die konkrete Sprachverwen- 
dung im K on text beschreibt. 12
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4. Als Fazit ergibt sich nun vielleicht folgendes: die Vahgeit natürlich­
sprachlicher Prädikate ist im Zusammenhang m it ihrer Kontextabhängig­
keit zu analysieren. Für die Logik der natürlichen Sprache folgt daraus, 
daß es im wesentlichen darauf ankom m t, ob eine Logik der Sprachver- 
wendung im K on text konstruiert werden soll oder eine Logik des Sprach­
systems. Der letztere Aspekt wird von der Supervaluations-Theorie nach­
gezeichnet, der andere von einer Theorie, die das Bivalenzprinzip nicht 
voraussetzt. Anhand des zuletzt diskutierten Beispiels können diese ver­
schiedenen Aspekte noch einmal verdeutlicht werden. Der Sprachbenutzer, 
der vor der Aufgabe steht, den Satz a ist grün und nicht grün  zu bewerten, 
kom m t nur dann zu dem Ergebnis “ falsch” , wenn er Gründe hat, a in nicht 
arbiträrer Weise als grün bzw. nicht grün zu klassifizieren.
Sprachsystematisch ist dagegen zunächst a ist grün und nicht grün  in be­
zug auf mögliche K ontexte zu interpretieren, d.h. im hier vorgeschlagenen 
Rahmen: in bezug auf die möglichen Standards für grün. Nun ist jede 
Wahl eines Standards unabhängig von einem vorgegebenen K on text arbi­
trär, daher können prinzipiell eindeutige Standards angenommen werden. 
Bei jedem eindeutigen Standard wird unser Beispielsatz aber falsch.
Anmerkungen
1 Die hier dargelegten G edanken sind Beiprodu kte der in Ballweg/Frosch
(1 9 7 9 )  en tw ickelten  sem antischen Beschreibung von Vorgangsverben. Diese 
U ntersuchung wurde im R ahm en des von der D eutschen Forschungsgem ein­
schaft geförderten P ro jekts eines V erbw örterbuchs am IdS von Joach im  
Ballweg und m ir durchgeführt. D en M itgliedern der Projektgruppe “ V erb­
valenz” und H artm ut Kubczak (H eidelberg) sei an dieser Stelle  für die 
K om m entierung und K ritik  einer früheren Fassung dieses Papiers gedankt, 
ebenso den Teilnehm ern des Colloquium s “ G ram m atik und L ogik” für die 
anregende Diskussion des Vortrags.
2 Es sei hierzu auf Blau (1 9 7 7 ) ,  vor allem  Kap. 1„ verwiesen. Dieser ausge­
zeichneten A rbeit verdankt das vorliegende Papier m ehr, als in der einzelnen 
Anm erkungen zum A usdruck kom m en kann.
3 Blau (1 9 7 7 ) ,  S. 2 .
4  Black (1 9 4 9 ) ,  Kap. II .
5 Günter T o d t zeigt in seinem  Beitrag “ Behandlung vager Prädikate in fo r­
m alen Sprach en ” , daß diese Feststellung nur eingeschränkt zu trifft. Sein 
Beispielsatz (1 3 )  Angela ist schöner als Barbara, kann in einer S itu ation  
unbestim m t sein, in der (1 4 )  Angela ist schön. z .B . wahr ist. D a dies nur 
dann der Fall ist, w enn im selben K o n te x t auch Barbara ist schön, wahr 
ist, scheinen sich hier die Spezifikationsverhältnisse gegenüber dem  Stuhl- 
Beispiel geradezu um zukehren: die K om parativform  tilgt n ich t die Unbe­
stim m theit, sondern erzeugt sie erst. Allerdings setz t die U nbestim m theit
2 2 8
von (1 3 )  auch n ich t einen klassischen W ahrheitsw ert von (1 4 )  voraus, 
sondern nur daß (1 4 )  und Barbara ist schön, beide gleichartig bew ertet 
werden. E ine A nalyse von (1 3 )  hat dies sicher zu berücksichtigen, darüber- 
hinaus w ohl folgende Fragen: wie verhält sich (1 3 ) zu Barbara ist schöner 
als Angela? Ist die U n bestim m theit von (1 3 )  verwandt m it der higher-order- 
vagueness? W elches V erhältn is besteh t zwischen der ob jektsp rachlichen  
K om parativform  schöner als und dem  h yp oth etisch en , bzw . m etasprach­
lichen, mindestens so schön wie?
6 Man kann annehm en, daß in der zuletzt geschilderten S itu ation  ein Sprecher 
tatsächlich  dazu neigen wird, die Fast-Stühle zu den Stühlen zu schlagen, 
w enn keine anderen Fak toren  zur Bestim m ung eines Standardstuhls eine 
R o lle  spielen. D abei m uß man aber voraussetzen, daß erstens die Stuh l­
artigkeit der O b jek te  m etrisierbar ist, und daß zw eitens der Standard an
der größten D istanz au f einem  solchen “ Stu h lm aß” festgem ach t wird. 
Letzteres ist eine Frage der P sychologie, n ich t der Sem antik . Ob eine 
M etrisierung für rein sem antische Zw ecke sinnvoll ist, sei dahingestellt.
7  Hierzu sei au f M anfred Pinkals Beitrag  “A d jektivsem an tik” in diesem Band 
und Pinkal (1 9 7 7 )  verwiesen.
8  E in e ausführliche Diskussion dieser A nsätze fin d et sich in Günter T odts 
Beitrag  in diesem  Band, ebenso L iteraturhinw eise.
9  > griin ist also eine Quasiordnung, keine H albordnung, weil d ie A ntisym - 
m etrie n ich t vorausgesetzt w erden darf: je  zwei verschiedene Gegenstände 
können gleich grün sein . Es kann aber eine H albordnung au f der Menge der 
Äquivalenzklassen gleichgrüner Dinge m ith ilfe von ~>gf n^ d efin iert werden.
10 L a k o ff (1 9 7 2 ) .
11 Ein allm ählicher Vorgang, z .B . Peters E inschlafen, läß t sich dam it als all­
m ähliches Steigen  des Grads der Realisierung von schlafen  durch Peter 
beschreiben , vgl. Ballweg/Frosch (1 9 7 9 ) .
12 Zur sprachanalytischen R echtfertigu ng  vgl. den Beitrag  von P ieter Seuren 
in diesem Band, sowie vor allem  Blau (1 9 7 7 ) .
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M AN FRED  PIN KAL
Zur semantischen Analyse von Adjektiven1
1. Der Phänomenbereich
1.1 . Als N icht-Fachm ann denkt man beim Stichw ort ‘Adjektiv’ mög­
licherweise an eine relativ einheitliche Gruppe von Lexem paaren wie
( 1 ) groß-.klein-, stark-.schwach -, billig, teuer-, hell.dunkel-, jung-.alt
auf der lexikalischen Ebene; starke und schwache Flexion, Positiv, 
Komparativ und Superlativ, prädikative und attributive Verwendung 
auf der m orpho-syntaktischen Ebene; und auf der semantischen Ebene 
daran, daß es sich bei den Wortpaaren aus (1 )  um A ntonym e handelt; 
daß Grenzfälle Vorkommen: Menschen, die weder richtig groß noch 
richtig klein, weder richtig jung noch richtig alt sind; daß ein kleiner 
Bernhardiner in der Regel ein großer Hund ist, während eine große Mücke 
immer kleiner als der kleinste Bernhardiner bleibt. All dies ist gesichertes 
Faktenwissen über Adjektive; all dies ist — m it Ausnahme der zwei Fle­
xionsreihen — für eine Semantik des deutschen Adjektivs relevant.
1 .2 . Es kom m t aber noch einiges hinzu. Niemand wird den unter (2a)  
aufgeführten W örtern den Adjektivstatus absprechen wollen, obwohl sie 
sich in jeweils verschiedenen Gesichtspunkten von der kompakten Gruppe
(1 ) unterscheiden (s.u. 3 .6 .) . Und wohl oder übel wird man auch die 
‘atypischen’ Fälle unter (2b ) zu den Adjektiven zählen müssen.
( 2 ) (a) viereckig, tot, blau, traurig, begabt 
(b) möglich, vorgeblich, damalig
An semantisch relevanten syntaktischen Vorkom m enstypen von Adjektiven 
gibt es ebenfalls erheblich mehr als den schulgrammatischen Standard. Im 
folgenden eine Zusammenstellung, die aus semantischen Gründen quer 
zur Morphologie sortiert ist. Aus Gründen der Einheitlichkeit sind die 
Beispiele so gewählt, daß das Adjektiv als Prädikat oder im Prädikat der 
parallel strukturierten Sätze vorkom m t . 2
( 3 ) (a) A x e l ist a l t
(b) seh r a l t
(c ) a l t  fü r einen Studenten
(d) gro ß  fü r  sein A lter
(e) a l t ,  verglichen mit seinen K ollegen
(f) a l t  gegen  T heo
(g) ein a l t e r  Stud en t
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(h) ein ä l t e r e r  Student
(i) a l t  gew orden
(4 )  (a) A x e l ist ä l t e r  als Theo
(b) ä l t e r  als 3 0  Ja hre
(c ) ä l t e r  als klug
(d) g rö ß er als die Z im m erdeck e h o ch  ist
(e) ä l t e r  gew orden
(f) viel ä l t e r  als Theo
(g) am ä l t e s t e n
(h) der  ä l t e s t e  Stud en t
(5 )  (a) A x e l ist zu a 1 1
(b) a l t  gen u g
( 6 ) (a) A x e l ist 31  Ja h re  a l t
(b) so a 1 1 wie Theo
Es stellt sich unm ittelbar die Frage, ob die Vielfalt von Verwendungen 
semantisch einheitlich beschrieben werden kann. Die Frage stellt sich 
anders und dringlicher als etwa die nach der semantischen Beziehung 
zwischen den starfc-Verwendungen in (7 ).
(7 )  (a) Theo ist s t a r k
(b) Das Blech ist 3  m m  s t a r k
(c ) Sei  s t a r k
(d) Zyankali ist s t ä r k e r  als D D T
(e) S t a r k e  R aucher sind gefährdet
(f) D ein Verhalten fin d e  ich s t a r k
Zwar besitzen die Stärke von Theo, Blech und Zyankali sicher Gemein­
samkeiten; man kann sich aber notfalls auf den Standpunkt stellen, daß 
hier die syntaktsiche Vielfalt mit lexikalischer Ambiguität Hand in Hand 
geht, und starka bis starkf im Lexikon als Polyseme verbuchen, bis sich 
eine bessere Lösung findet.
Anders bei den «/¿-Verwendungen in (3 ) bis ( 6 ) :  hier wird wohl niemand 
ernsthaft in Frage stellen wollen, daß es sich um ‘dasselbe W ort’ handelt; 
die Annahme von zwanzig oder auch nur fünf lexikalisierten Varianten  
wäre schon deshalb unbefriedigend, weil hunderte von Adjektiven syn­
taktisch und semantisch dem gleichen Muster folgen. Die Suche nach 
einer gemeinsamen Beschreibungsbasis für die verschiedenen Verwen­
dungen gehört mithin zu den vordringlichen Aufgaben einer Adjektiv­
semantik.
2 3 2
1.3 . Zu dieser Aufgabe steht die Frage in enger Beziehung, welche der 
Adjektiwerwendungen als primär aufgefaßt werden kann. Die Frage er­
laubt verschiedene A ntw orten, je nach dem Gesichtspunkt, unter dem  
die Vorkom m enstypen verglichen werden. Morphologie und prälinguistische 
Intuition sprechen eindeutig für den Positiv. Er ist unmarkiert und reprä­
sentiert seit je das Adjektiv im Lexikon. In der T at gibt es verschiedene 
Versuche, Verwendungen des Positiv zum Ausgangspunkt auch der seman­
tischen Adjektivanalyse zu machen. Der Ansatz von Zadeh und Lakoff 
geht von der prädikativen Verwendung des Positiv aus (wie in 3a), Montague 
legt die attributive Verwendung (3g), Cresswell in (1 9 7 6 )  die explizite 
Maßangabe ( 6 a) zugrunde.
Semantische Kriterien scheinen allerdings eher für den Kom parativ zu 
sprechen: Allen Adjektiven des in (1 ) exemplifizierten Typs (im folgenden 
kurz: Gradadjektive) ist eine Ordnungsrelation inhärent, die sich an der 
syntaktischen Oberfläche am deutlichsten in der normalen Komparativ­
konstruktion (4a) wiederspiegelt. Die meisten der übrigen Verwendungen 
lassen sich leicht auf den Kom parativ beziehen: der Superlativ (4g, h) 
als verkappte Allquantifizierung, die attributive Positivverwendung (3g) 
als verdeckte, die prädikative Verwendung als elliptische Komparativ­
konstruktion, ebenso wie deren wertende Erweiterung (5a ). All diese 
nicht-komparativen Adjektivvorkommen kann man im folgenden Para­
phrasenschema zusammenfassen:
(8)
1[ ® 1I Ir normal (für Y ) (a lle  V arianten  aus ( 3 ) ) 3
A is t J deutlich > A D J -er als « alle (F ) (4g , h)
(_ viel J 1L wünschenswert (5a )
Im Schema sind für A  Kennzeichnungen, für F  (fakultativ) Prädikate 
und für Y  (fakultativ) alle möglichen Nominalphrasen einsetzbar. deutlich  
ist zur Paraphrasierung fast aller Verwendungen unter (3 )  erforderlich  
(die Ausnahme ist (3 h )), viel paraphrasiert unter anderem das sehr von 
(3b ). Die Paraphrase von (3g) wird, wie die von (3 h ), vom Schema nur 
unvollständig gegeben. Die vollständige Paraphrase wäre (9a).
(9a) A x e l ist ein Stu d en t und älter als norm al fü r  einen Studenten.
(9b ) A x el ist nicht älter als T heo und T heo ist nicht älter als A xel.
Nicht berücksichtigt im Schem a sind die Beispiele unter ( 6 ) ;  sie können, 
da in ihnen Gleichheit behauptet wird, nur auf kompliziertere Weise, 
aber ansonsten völlig unproblematisch, mit dem Kom parativ paraphra­
siert werden (9b ). Ähnlich verhält es sich m it (5 b ), wo statt der >  -Rela-
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tion die >  -Relation vorliegt. Hier muß man für eine akzeptable Kompa­
rativparaphrase das A ntonym  ju n g  benutzen.
Wichtiger als diese Anmerkungen zu einzelnen Verwendungen sind die 
zwei folgenden K om m entare zum Schema ( 8 ).
Erstens: Auch wenn man von den genannten Unzulänglichkeiten absieht, 
ist das Paraphrasenschema kein schlagendes Indiz für die semantische 
Priorität des Komparativs. Paraphrasen sind auch in umgekehrter Rich­
tung möglich. In (1 0 a ) etw a wird die komparative Verwendung von alt 
in (4a) auf den prädikativen Gebrauch zurückgeführt, und in (1 0 b ) auf 
eine Verwendung, die der attributiven sehr nahe steht.
(1 0 )  (a) D er Sachverhalt, daß A x e l  alt ist, trifft in höherem  M aße zu 
als d er  Sachverhalt, daß Theo alt ist.
(b) Für je d e  Eigenschaft gilt : w enn T heo alt fü r  einen Inhaber 
dieser E igenschaft ist, so auch A x e l, aber nicht um gekehrt.
Daß diese Paraphrasen schwerfälliger und intuitiv weniger deutlich sind, 
ist zwar unschön; für beide sind jedoch — wie für ( 8 ) — explizite form al­
semantische Beschreibungsrahmen konstruierbar, und eine Entscheidung 
über die semantische Basis der Adjektivanalyse muß sich auf einen Lei­
stungsvergleich der verschiedenen Theorien stützen.
Zweitens: Das Paraphrasenschema ist noch keine semantische Beschreibung. 
Die Paraphrasen erscheinen mir zwar intuitiv ziemlich überzeugend, sind 
aber selbst nicht unproblem atisch, und dies aus einem systematischen  
Grund: als adäquate Paraphrasen lösen sie die semantische Problematik  
der Adjektive nicht auf, sondern spiegeln sie wieder. Ihre Leistung besteht 
darin, daß sie den Problem kom plex facettenartig zerlegen; die Einzel­
probleme finden sich in den Partikeln und Phrasen wieder, die im Schema 
den relationalen Kern ergänzen.
So ist zum einem unklar, um wieviel älter A xel sein muß, um deutlich  
oder viel älter als normal zu sein. So ist zweitens im allgemeinen nicht 
klar (und kann nur im K on text geklärt werden), m it Bezug w orauf ein 
bestimmtes Maß norm al oder w ünschensw ert ist (woraus sich erklärt, 
warum der Bernhardiner manchmal klein und manchmal groß ist). So 
ist drittens — wenn der Bezug geklärt ist — immer noch unklar, was 
normal fü r  einen B ernhardiner oder norm al fü r  das A lter von A x e l  ist.
Und viertens kann gewöhnlich nur aus der Situation heraus klar werden, 
auf welchen Bereich von Dingen/Personen sich alle in der Superlativ­
paraphrase bezieht. 4
Eine adäquate Semantik des Adjektivs hat diese Probleme zu berücksich­
tigen, die zugrundeliegenden Phänomene in die Bedeutungsanalyse einzu­
beziehen, als da w ären:
2 3 4
(i) die Vagheit,
(ii) die Kontextabhängigkeit,
(iii) die Möglichkeit expliziter Modifikation und Präzisierung.
Sie hat außerdem — das war der Ausgangspunkt der Diskussion —
(iv) einen einheitlichen form alen Beschreibungsrahmen für die 
verschiedenen syntaktischen Adjektivvorkommen zu erstellen.
Und sie muß schließlich
(v) zu den Gradadjektiven aus (1 ) die verschiedenen in (2 ) exempli­
fizierten Lexem gruppen in Beziehung setzen.
1 .4 . Soweit das Programm — ehe ich auf einzelne Ausführungsversuche 
eingehe, einige allgemeinere Bemerkungen zur Einordnung dieser Unter­
suchung. Der kurze Durchgang durch den Phänomenbereich kann natür­
lich keinen Anspruch auf Vollständigkeit erheben. Es ist schon angemerkt 
worden, daß in der Beispielsammlung (1 ) bis ( 6 ) eine Reihe von Verwen­
dungen nicht aufgeführt sind. Daß nur Prädizierungen über menschliche 
Subjekte betrachtet wurden, ist kein Mangel, solange für andere Indivi­
duen (Weine, Bücher, Theorien, Marsmonde zum Beispiel) intuitive Klarheit 
und Einigkeit darüber besteht, was mit A lter gemeint ist (etw a ‘Zeitspanne 
seit der Entstehung’). Gravierender ist schon, daß Lücken in der Vertei­
lung von alt kom m entarlos durch andere Adjektive ersetzt wurden (3d ,
4d ), ohne zu klären, ob diesem Sachverhalt Ideosynkrasien oder systema­
tische semantische Eigenschaften von alt zugrundeliegen (wie mit Sicher­
heit im Falle von (4 d )); oder wenn offensichtliche Ambiguitäten still­
schweigend übergangen werden: m it alter S tud en t  kann jemand gemeint 
sein, der schon lange studiert (vgl. alter F reu n d ) ; wenn man von A xel 
sagt, er sei alt gew orden, wird man in der Regel nicht die Trivialität mit- 
teilen wollen, er sei deutlich älter als früher (eindeutig ist das verbale 
Derivativ altem ).. Nicht nur die Beispielsammlung, auch das Paraphrasen­
schema ist nicht kom plett — selbst wenn man sich auf etwas wie ‘Standard­
bedeutungen’ beschränkt und von den oben schon erwähnten Einschrän­
kungen absieht. So wird bei der prädikativen Verwendung von Adjektiven  
das Subjekt häufig nicht an einem N ormalwert, sondern an einem Erw ar­
tungswert gemessen. Und was zw g ro ß  ist, kann von durchaus erwünsch­
ter, aber unzulässiger oder unzuträglicher Größe sein (z .B . die Höhe von 
Nebeneinkünften).
Ideosynkrasien, Ambiguitäten und feinere Bedeutungsdifferenzierungen  
werden auch im folgenden außer acht bleiben müssen. Darüber hinaus 
wird das Blickfeld der Untersuchung zunächst noch stärker eingeschränkt. 
Der folgende Teil des Aufsatzes enthält einen Längsschnitt durch die zen­
235
trale Problematik von K on text und Vagheit, beginnend bei der primitiv­
sten Version der Adjektivsemantik, die weit hinter den Stand des im 
ersten Teil informell Diskutierten zurückgeht. Es sollen dann sukzessive, 
unter Bezug auf das Paraphrasenschema, reichere adjektivsemantische 
Theorien skizziert und diskutiert, schließlich ein alternativer Ansatz vor­
gestellt werden. Anschließend wird dann untersucht, wie weit der Ansatz  
auf die Einzelphänomene des in 1 .2 . und 1.3. abgesteckten Bereichs an­
wendbar ist. Daß es eine Anzahl wichtiger adjektivsemantischer Probleme 
gibt, die völlig außerhalb dieses Bereichs liegen und auch gar nicht erwähnt 
worden sind, kann ich hier nur feststellen. Abschließend werde ich eine 
kurze Aufzählung solcher Probleme geben, sie inzwischen aber weitgehend 
ignorieren, wo sie in Satzbeispielen die in dieser Untersuchung zentrale 
Problematik überlagern.
2. Lösungsversuche für die Adjektivsemantik
Die folgende Übersicht über Interpretationsansätze für das Adjektiv geht 
von der primitivsten, form al am wenigsten problematischen Version aus 
(und damit weit hinter den Stand des im ersten Teil informell Diskutier­
ten zurück); sie führt dann in möglichst kleinen Schritten spezifische 
Mängel der jeweiligen Version an und diskutiert die zu deren Behebung 
erforderlichen formalen M odifikationen. Die logisch-semantischen Theo­
rien, die dazu herangezogen werden, werden — intuitiver Einfachheit 
halber — nur in ihrer extensionalen Version charakterisiert . 5
2 .1 . Die Urversion der Adjektivanalyse differenziert nur syntaktisch  
zwischen Adjektiven, Substantiven und intransitiven V erben: Adjektive 
werden ansonsten als scharfe und konstante Prädikate interpretiert, sie 
bezeichnen eine Menge von Gegenständen. Dieser Sachverhalt wird in
(1 1 ) graphisch verdeutlicht; das äußere R echteck  rahm t hier — wie in 
den noch folgenden Skizzen — einen Individuenbereich U ein (die Menge 
der Gegenstände, über die prädiziert werden kann). Die jeweilige “ Bild­
unterschrift” ist als knapper Hinweis zur formalen Realisierung der 
informell skizzierten Adjektivinterpretation zu verstehen; für das Ver­
ständnis der Argum entation in diesem Aufsatz sind die eingestreuten  
Form eln entbehrlich.
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(1 1 ) Adjektivdenotat: M ^  U
Für viereckig  und verheiratet funktioniert die archaische Analyse hervor­
ragend: Steigerungsformen und Modifikationen gibt es bei ihnen nicht, 
und die attributive Verwendung m acht keine Schwierigkeiten.
( 1 2 ) und (1 3 )  sind äquivalent.
(1 2 )  Theo ist ein verheirateter Student.
(1 3 )  Theo ist verheiratet und Theo ist ein Student.
Umso größer sind die Schwierigkeiten bei den Gradadjektiven der Gruppe 
(1):
Die Menge aller alten Städte, Bäume, Goldhamster, Weine, Fußballspieler, 
Studenten und Bernhardiner als semantischer W ert von alt nimmt sich 
intuitiv nicht sehr überzeugend aus; und das anfangs erwähnte Beispiel 
des kleinen Bernhardiners, der ein großer Hund ist, ist ein hartes Gegen­
argument. Behandelt man diese Beispiele nämlich entsprechend (1 3 ) , er­
gibt sich ein unerwünschter Widerspruch.
2 .2 . Ein Alternativvorschlag zur Behandlung von Adjektiven im Rahmen  
der klassischen Logik stam m t von M ontague: Adjektive können, aus den 
eben genannten Gründen, keine Prädikate im üblichen Sinne sein. Aber 
Adjektive ergeben zusammen mit Prädikaten neue Prädikate (als A ttri­
bute): Zwar kann man eine Menge von Gegenständen nicht als generellen 
semantischen W ert von alt ausmachen, wohl aber als D enotat eines 
komplexen Ausdrucks wie alte Stadt, alter Baum , alter Goldham ster 
usw. Adjektive machen aus Prädikaten (S tu d en t) neue Prädikate (alter 
S tud en t), ihre Bedeutung läßt sich — in extensionaler Redeweise — als 
Abbildung von Mengen von Gegenständen in Mengen von Gegenständen 
fassen. Das Schaubild (1 4 )  gibt einen exemplarischen Ausschnitt der Zu-
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Ordnung wieder. Man kann die linksschraffierte Fläche als D enotat von 
H und, die rechtsschraffierte Fläche als D enotat von B ernhardiner ver­
stehen; die starkschraffierten Flächen entsprechen den Mengen der je­
weiligen “großen” Exem plare. Der diskutierte Problemfall betrifft den 
starkumrandeten Bereich, der sich um den innersten Kreis legt.
(1 4 )  Adjektivdenotat: P (U )  -*■ P  (U )
Diese Interpretation hat den Vorzug großer Allgemeinheit. Sie umfaßt 
Gradadjektive, die den Umfang des Prädikats einschränken (ein alter 
Student ist immer ein Student; die Umkehrung gilt in der Regel nicht), 
und als Untergruppe Adjektive wie viereckig  und verheiratet, die sich 
zusätzlich wie Prädikate verhalten; darüber hinaus auch die Exoten  
vorgeblich  und scheinbar, bei denen Ausgangsprädikat (S tu d en t) und 
resultierendes Prädikat (vorgeblicher S tu d en t)  einander ausschließen.
Sie vermeidet außerdem die krassen Fehlinterpretationen, die sich bei 
der Anwendung der Version 2 .1 . auf Gradadjektive ergeben. Allerdings 
beseitigt sie die Unstimmigkeiten nicht, sondern mildert sie nur ab. Ob 
ein Student m it 2 8  oder erst m it 35 Jahren ein alter Student ist, läßt 
sich nicht eindeutig festlegen, und während ein deutscher Wein schon 
mit 6  Jahren alt genannt werden kann, muß man die Altersgrenze in 
Frankreich wohl ein Jahrzehnt höher ansetzen. Kontextabhängigkeit 
und Vagheit sind auch in der attributiven Verwendung feststellbar. 
Außerdem bleibt die prädikative Verwendung des Adjektivs ungeklärt. 
Weder (1 5 a ) noch (1 5 b ) sind geeignete Paraphrasen für (3 a )6 .
(1 5 ) (a) A x e l ist ein altes Individuum .
(b ) Es gibt ein Prädikat, so daß A x e l  a u f  dies Prädikat bezogen alt ist.
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Man kann (3a) allerdings als elliptisch betrachten. Das hieße, daß der 
Satz aus dem K on text zu ergänzen wäre. Und das hieße für eine konse­
quente semantische Analyse, daß die Suche nach einem spezifizierenden 
Prädikat in die Semantik des Adjektivs einzubeziehen ist. Und damit ist 
man ebenfalls beim Problem der Kontextabhängigkeit angelangt.
Montagues Adjektivanalyse hält sich vollständig im klassisch-logischen 
Rahmen und ist genau deshalb nicht in der Lage, Adjektive als vage und 
kontextabhängige Ausdrücke adäquat zu beschreiben. Zur Lösung des 
Problems muß offenbar der Rahmen modifiziert werden. Zwei Gruppen 
von M odifikationen, die eine in Richtung auf eine Vagheitssemantik, die 
andere auf eine K ontextsem antik zielend, sollen im folgenden skizziert 
werden. Beide Entwicklungsstränge sind nicht ausschließlich durch die 
Adjektivproblematik motiviert, und ihre Ergebnisse betreffen auch andere 
Bereiche des Lexikons: Fast der gesamte W ortschatz der deutschen Spra­
che ist mehr oder weniger vage, und auch für das Phänomen der K on text­
abhängigkeit gibt es eine große Zahl von nicht-adjektivischen Belegen. Ich 
werde im folgenden allerdings ausschließlich auf die Relevanz der Ansätze 
für das Adjektiv eingehen.
2 .3 . Adjektive sind vage Prädikate insofern, als man für bestimm te Gegen­
stände nicht sagen kann, ob sie unter das Prädikat fallen oder nicht. Ad­
jektive bilden zusammen mit den Kennzeichnungen für bestimm te Gegen­
stände Sätze, von denen man nicht sagen kann, daß sie wahr oder falsch 
sind. Sätze in der klassischen Logik sind aber wahr oder falsch, ein Drittes 
ist ausgeschlossen. Es liegt deshalb nahe, die Logik um ein ‘D rittes’ zu er­
weitern: einen W ahrheitswert für Unbestim mtheit. Und ein Prädikat inter­
pretiert man, indem man die Menge aller Gegenstände in drei Teilmengen 
zerlegt: solche, die eindeutig unter das Prädikat fallen, solche, die ein­
deutig nicht unter das Prädikat fallen; übrig bleiben Gegenstände in der 
‘Unbestim mtheitszone’.
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(1 6 )  Adjektivdenotat: <  M+ , M >  G P (U ) X P  (U )
Die Lösung trägt dem Phänomen der Unbestim m theit des Randbereichs 
Rechnung. Aber sie tu t dies, indem sie statt einer scharfen Grenze zwei 
einführt, was der Intuition ‘fließender’ Übergänge im Vagheitsbereich 
zuwiderläuft.
2 .4 . Die Lösung scheint wiederum vorgezeichnet: S tatt einem dritten  
Wahrheitswert nim m t man ein Kontinuum von Wahrheitsgraden an, 
statt einem Unbestimmtheitsbereich bei Prädikaten eine Zone kontinuier­
lich abnehmender Mengenzugehörigkeit. Form al geht man so vor, daß man 
Sätze als W ahrheitswerte reelle Zahlen zwischen 0  und 1 zuordnet, und daß 
man für jedes Prädikat jedem Gegenstand 0 , 1 oder einen W ert zwischen 
0  und 1 zuordnet. Eine Adjektivbedeutung wäre nunmehr eine Funktion  
vom Individuenbereich in das Intervall 0 , l . 7
(1 7 )  A djektivdenotat: U -*■ [ 0 , 1] 
2 4 0
Diese unendlichwertige Logik mit partiellen W ahrheitsw erten ist als 
‘fuzzy logic’ von Zadeh und Lakoff auf den Adjektivbereich angewandt 
worden. Sie erlaubt plausible Analysen der G radpartikeln sehr  und 
ziemlich  und außerdem die Interpretation des K om parativs entsprechend  
der Paraphrase (1 0 a ), und zwar in solcher Allgem einheit, daß auch der 
problematische Fall (4 c ) im Sinne von (1 8 )  einbezogen wird.
(1 8 ) D er Sachverhalt, daß A x e l  alt ist, trifft in h ö h erem  M aße zu 
als d er  Sachverhalt, daß A x e l  klug ist.
Den positiven Eigenschaften des fuzzy-logic-Ansatzes stehen jedoch zwei 
grundsätzliche Einwände gegenüber, deren einer nicht überraschen dürfte: 
Mehrwertige Logiken modellieren den Vagheitsaspekt, sie lassen die Kon­
textabhängigkeit von Adjektiven unberücksichtigt. Farbw örtern  wie 
blau, sauer, krank  kann man — mit Einschränkungen — fuzzy sets ein­
deutig zuordnen. Zitronensaft ist eindeutig sauer, eine reife Orange im 
Normalzustand eindeutig nicht-blau, und wer an einer Leberzirrhose 
leidet, ist in jeder Hinsicht krank. Für die Gradadjektive unter (1 )  ist ein 
situationsunabhängiger Kernbereich definitiver Mengenzugehörigkeit 
jedoch schlechthin nicht festlegbar; eine sinnvolle Interpretation von 
groß, teuer, hell, alt kann die fuzzy logic in der beschriebenen Version 
also nicht leisten. Die Frage, inwieweit diesem Mangel abzuhelfen ist 
— sie kom m t im weiteren Verlauf der Untersuchung noch zur Sprache — 
wird durch das zweite Gegenargument berührt. Dies zweite Argument 
kann ich hier nur kurz skizzieren — ohne auf seine Stichhaltigkeit und 
die Stichhaltigkeit möglicher Gegenargumente näher einzugehen . 8  — 
Informell könnte man es folgendermaßen form ulieren:
Logisch-semantische Sprachanalyse betreibt man m it dem Ziel, lexikali­
sche Bedeutungen in einen Rahmen einzubetten, in dem  ihre Beziehung 
untereinander, ihre Beziehung zur Satzbedeutung (K om positionalität) 
und die Beziehungen von Satzbedeutungen untereinander (logische F o l­
gerung) eindeutig und widerspruchsfrei geklärt sind. Während diese Be­
dingungen in der klassischen zweiwertigen Logik tatsächlich erfüllt sind, 
stellt sich bei mehreren W ahrheitswerten (zumal bei unendlich vielen) 
die Frage, wie etwa die logischen Konstanten (z.B . Konjunktion und 
Implikation) zu interpretieren sind. In welchem Grade ist (1 9 )  wahr, 
wenn der erste Teilsatz den W ahrheitswert 0 , 7 , der zweite den Wahr­
heitswert 0 , 3 hat?
(1 9 )  A x el ist alt und T heo  ist ein g ro ß er Bernhardiner.
Die Festlegung des logischen Rahmens ist willkürlich, durch Intuitionen  
über partielle W ahrheitswerte höchstens schwach gestützt. Schlimmer 
noch: sie kann nur so erfolgen, daß sie m it der klassischen Logik in
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Konflikt gerät. So läßt es sich nicht vermeiden, daß in bestimmten Fällen  
Tautologien, Widersprüche und kontingente Aussagen (korrekter: Sätze, 
die die Form  von Tautologien usw. haben) denselben W ahrheitswert zu­
gewiesen bekommen. Der Vorteil der fuzzy logic — ihre strikte Wahrheits­
funktionalität, die direkte Berechenbarkeit der semantischen W erte 
komplexer Ausdrücke — entpuppt sich als Nachteil, da vage Ausdrücke 
natürlicher Sprachen nicht im strengen Sinn kompositioneil sind. Sepzielle 
Auswirkungen der mangelnden Kom positionalität werden noch zur Spra­
che kommen.
2 .5 . Nach diesem Exkurs und vor einer weiteren Analyse der Vagheits­
problematik zunächst zu einem Versuch, die Kontextabhängigkeit der 
Adjektive in den Griff zu bekom m en: Das Paraphraseschema ( 8 ) benutzt 
den Komparativ und der Komparativ z.B. in (4 a ) läßt sich wiederum  
paraphrasieren als
(2 0 )  Das A lter von A x e l  ist h ö h er als das A lter von Theo.
das A lter von (kurz: fa) ist eine Funktion, die Personen (z.B . A xel) 
Maßangaben (z.B . 31 Jahre) zuordnet, h ö h er als entspricht genau der 
mathematischen >  -Relation. Die Struktur von (2 0 )  wird folglich durch 
( 2 0 a) wiedergegeben.
(2 0 a ) f* (A xel) > f *  (Theo).
Nun tritt im Falle des Positivs an die Stelle des Alters von Theo ein 
normal-Wert. Da aus dem jeweiligen verbalen oder situativen K on text 
entnommen werden muß, was normal ist, liegt es nahe, das A lter von 
Theo (f* (T heo)) durch einen kontextspezifischen N ormalwert zu er­
setzen (norm  ( t “ ), wobei v, ebenso wie ^x, ■£§, im folgenden, für 
einen K on text, ein Elem ent der K ontextm enge «C, steht).
Berücksichtigt man weiter die Tatsache, daß alt deutlich älter als normal 
ist, mithilfe eines W ertes für die “ minimale signifikante Differenz” (d), 
erhält man (2 1 )  als umgangssprachliche, (2 1 a ) form alere Reform u- 
lierung von (3a).
(2 1 ) Das A lter von A x e l  ist deutlich h ö h er als normal.
(2 1 a ) f1  (A xel) >  norm ( t r )  + d
Das D enotat des Adjektivs bestimm t sich kontextabhängig als Menge der 
Gegenstände, die die jeweilige Normal Wertanforderung erfüllen, seine Be­
deutung ist form al eine Funktion von K ontexten  in Mengen von Indi­
viduen.
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(2 2 )  Adjektivdenotat: £  -*• P (U )
Der senkrechte Pfeil im Schaubild symbolisiert die Altersskala, die Quer­
striche kontextdeterm inierte ‘N orm alw erte’. — Nun ist die Darstellung, 
daß der K on text Zahlenwerte als Bezugsgrößen für die Interpretation  
von Adjektiven liefert, intuitiv sehr unschön, sogar wenn man von der 
unerwünschten Schärfe dieser Interpretationen absieht. Was norm al ist, 
läßt sich besser indirekt, m it Bezug auf eine Vergleichsmenge, festmachen  
(2 3 b , e ) 9
(2  3) (a) Theo ist reich.
(b) Theo besitzt m eh r als 5 0 0 .0 0 0  DM.
(c ) Theo besitzt deutlich m ehr als d er  D urchschnitt d er  bund es­
republikanischen Bevölkerung.
(d) Theo ist reich fü r  einen Studenten .
(e) Theo besitzt deutlich m ehr als ??
(f) T heo besitzt deutlich m ehr als d e r  D urchschnitt d er B undes­
republikaner, die Stud en ten  sind.
Einen eindeutigen Beleg zu dieser Intuition liefert die Adjektivmodifika­
tion durch für-Phrasen (2 3 d ). fü r  einen Stud en ten  kann nicht direkt als 
M odifikator eines kontextgegebenen Wertes interpretiert werden (der 
kann, je nach Zusammenhang, herauf- oder herabgesetzt werden oder 
gleich bleiben (2 3 e )), wohl aber als M odifikator einer kontextgegebenen  
Vergleichsmenge (2 3 f).
2 .6 . Der nächste Schritt in der Analyse besteht also darin, in der Form el 
(2 1 a ) den Normalwert (norm ) durch den D urchschnittsw ert (D a) der 
Vergleichsmenge (verg) zu ersetzen . 1 0  Man erhält statt (2 1 )  und (2 1 a )
(2 4 ) Das A lter von A x e l  ist deutlich h ö h er als das D urchschnitts­
alter in d er  Vergleichsm enge.
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(24a) fa (A xel) >  Da (verg) ( l ? ) )  + d
(2 5 ) Adjektivdenotat: £  -* P (U )
Die Diskussion des kontextsemantischen Ansatzes ist von der Behandlung 
des Komparativ ausgegangen; sie erfaßt die Fälle unter (4 )  m it einer 
Ausnahme (nämlich 4c) problemlos. Die Verwendungen unter (1 ) , denen 
der Bezug auf einen N ormalwert gemeinsam ist, können nach der letzte­
ren Modifikation ebenfalls ohne grundsätzliche Schwierigkeiten beschrie­
ben werden. Von der einfachen und /är-erw eiterten prädikativen Verwen­
dung war schon die Rede, die attributive Verwendung kann nach (9 a ) auf 
eine/w>-Erweiterung des prädikativen Adjektivs reduziert werden. (3e) 
und (3f) scheinen die kontextgegebene Vergleichsmenge nicht zu redu­
zieren, sondern zu ersetzen, im einen Fall durch die Menge, im anderen  
durch ein Individuum (präzis: eine einelementige Menge). Die sehr-E r­
weiterung (3b ) erhöht die Signifikanzschwelle d, im Fall der pseudokom­
parativen Verwendung (3h ) wird sie beseitigt. Der Ansatz läßt sich aber 
noch verallgemeinern. Den für die Interpretation des Adjektivs relevanten 
K on text braucht man nicht auf einen Aspekt (Vergleichsmenge) zu be­
schränken, sondern kann ihn kom plexer sehen. Die bisher nicht beachteten  
Partikeln zu und g en u g  bringen einen K ontextaspekt ins Spiel, der einen 
‘Toleranzbereich’ für das wünschenswerte bzw. erforderliche Maß beinhal­
tet. Und da auch die Signifikanzschwelle variieren kann (was z.B. von der 
Wichtigkeit der kommunizierten Inform ation abhängt), wäre ein w eiterer 
K ontextaspekt vorzusehen. Technisch kann man K on texte m it mehreren  
unterscheidbaren Aspekten so darstellen, wie D. Lewis dies vorgeschlagen 
h a t11 : als geordnete Folge von Daten verschiedenster A rt, bei der jeder
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Aspekt an einer bestimm ten Stelle zu finden ist.
(2 6 )  Vergleichsmenge Toleranzbereich Signifikanz-
 _________________  schwelle
männliche, erwachsene [ 2 5 , 35] 10
M itteleuropäer
■ Studenten [ 30, 35] 3
in (2 6 )  könnte etwa ein K on text sein, in dem es um die Einstellung 
von Lufthansapiloten geht, alt g en u g  wäre man mit 25  Jahren, zu alt 
bereits mit 36 , ohne daß man überhaupt alt sein muß (d.h. das Durch­
schnittsalter der männlichen erwachsenen M itteleuropäer um mindestens 
10 Jahre übertrifft).
Der ‘kontextlogische’ Ansatz kann offenbar zur Interpretation fast 
aller Verwendungen und fast aller M odifikationstypen herangezogen 
werden. Allerdings weist er immer noch gravierende Schwächen auf. 
Erstens geht er nach wie vor von scharfen Bezugswerten aus, was beim 
Toleranzbereich manchm al (s. das obige Beispiel), beim Normalwert 
jedoch nie zu einer intuitiv adäquaten Analyse führt. Dem entspricht 
zweitens, daß für die Durchschnittsberechnung (D a) ein exaktes Verfah­
ren vorgesehen werden muß. Wie ein Komm unikationsteilnehm er aber 
von einer vorgegebenen Vergleichsmenge zu einem N orm alwert kom m t, 
hängt von verschiedenen individualhistorischen und psychologischen  
Zufälligkeiten ab. Das Ergebnis seines Überschlags wird weder das arithme­
tische Mittel noch sonst ein fester W ert, sondern eher eine ungefähre 
Schätzung sein — was m it der Vagheitsintuition übereinstimmt. Kurz: 
Ebenso wie der mehrwertige Ansatz die Kontextabhängigkeit von Adjek­
tiven unberücksichtigt läßt, ignoriert das vorgeführte kontextsem antische  
Verfahren das Phänomen der Vagheit.
2 .7 . Ein naheliegender Versuch, beide Ansätze zu verknüpfen, besteht 
darin, daß man Adjektiven in Abhängigkeit vom K on text nicht scharfe 
Mengen, sondern fuzzy sets zuordnet — und dadurch umgekehrt die de­
finitive Festlegung eines Graubereichs zwischen alt und nicht alt ver­
meidet. Der Zwischenbereich könnte je nachdem , ob von Abiturienten, 
Fußballspielern oder Berufspolitikern die Rede ist, die 20-22jährigen, 
die 30-35jährigen bzw. die 60-70jährigen umfassen. Wenn Theo z.B. im 
A lter von 33 Jahren direkt nach dem Ablegen des Abiturs Postminister 
und Torhüter bei Fortu na Düsseldorf in Personalunion wird, könnte man  
den Satz
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(2 7 ) Theo ist alt.
mit ‘definitiv w ahr’ im einen, m it ‘definitiv falsch’ im anderen und mit 
‘wahr im Grade 0 ,6 ’ (oder 0 ,9  oder 0 ,4 ) im dritten Fall bewerten. 
Allgemein: Adjektivbedeutungen sind Abbildungen von K ontexten  
in Mengen von Individuen m it partieller Zugehörigkeit (fuzzy sets).
Hier hat man sich eine Kombi­
nation aus den Skizzen (1 7 )  
und ( 2 2 ) vorzustellen.
(2 8 ) Adjektivdenotat: £ - » - [ 0 , 1 ]^
Störend an dieser Analyse — die als bisher einzige beide zentrale Phäno­
mene um faßt12  — ist, daß die unscharfen Adjektivdenotate für verschie­
dene K ontexte ziemlich unverm ittelt nebeneinanderstehen; daß der Ver­
gleichsmengenaspekt wieder durch einen — allerdings aufgeweichten — 
Vergleichswertaspekt verdrängt wird (was nicht so einfach behebbar 
ist wie im Falle der ‘scharfen’ K ontextsem antik)1 3 ; daß schließlich schwer 
Kriterien dafür anzugeben sind, wie /^-M odifikationen den Grenzbereich  
verlagern und einschränken. Man kann diese Probleme in direktem Zu­
sammenhang mit dem Grundargument gegen mehrwertige Logiken sehen. 
Im folgenden m öchte ich jedoch weder diesen Zusammenhang explizieren  
noch die Möglichkeit einer Behandlung der Probleme im mehrwertigen  
Rahmen überhaupt untersuchen, sondern ein alternatives Vorgehen skiz­
zieren, das diese Probleme — und einige andere auch — recht zufrieden­
stellend löst.
3. Eine zweistufige Adjektivsemantik
3 .1 . Die Ergebnisse der bisherigen Überlegungen kann man wie folgt zu­
sammenfassen: Kontextabhängigkeit und Vagheit sind grundlegende 
Eigenschaften von Gradadjektiven.
Beschreibungsversuche im Rahmen der zweiwertigen Logik — sowohl die 
archaische Analyse 2 .1 . als auch der elegante attributive Ansatz 2 .2 . — 
bekommen keines der Phänomene in den Griff. Mehrwertige Logiken 
(2 .3 . und 2 .4 .)  modellieren nur den Vagheitsaspekt, kontextsem antische  
Ansätze (2 .5 . und 2 .6 .)  nur den Aspekt der Kontextabhängigkeit. Dabei 
erfaßt die in 2 .6 . vorgeführte K ontextsem antik allerdings sowohl prädi­
kativen Positiv wie Kom parativ und Superlativ und liefert vor allem eine
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Interpretation für die explizite M odifikation der Vergleichsmengen — all 
dies jedoch m it einer großen Einschränkung: der K on text liefert, direkt 
oder indirekt über Vergleichsmengen, scharfe Bezugswerte; die vom  
Adjektiv denotierten Gegenstandsmengen bleiben scharf begrenzt. Die 
offenkundige Diskrepanz zu realen Äußerungssituationen kann man zu 
beheben versuchen, imdem man für den einzelnen K on text die Begren­
zung verwischt, die fuzzy-logic-Analyse auf die K ontextebene verlagert 
(2 .7 .) .
Man kann die Kluft zwischen den überspezifizierten K ontexten des seman­
tischen Beschreibungsapparates auf der einen Seite und unscharfen In­
halten realer Komm unikation auf der anderen Seite aber auch auf andere 
Weise überbrücken, und zwar entsprechend der folgenden Überlegung.
3 .2 . In vollspezifizierten K ontexten  ist — m it scharfen Prädikaten und 
eindeutigen W ahrheitswerten — die Bestimmung der Bedeutung komple­
xer Ausdrücke, das Schließen von Sätzen auf andere Sätze problemlos 
möglich. In normalen Äußerungssituationen sind aber solche K ontexte  
selten eindeutig und ausschließliche Grundlage der Kom m unikation; die 
Situation schränkt in der Regel nur die Zahl der alternativen Spezifika­
tionen ein. In einer normalen Komm unikationssituation überlagern sich 
also alternative Spezifizierungen, in denen die Grenzen kontextabhängi­
ger Bedeutungen verschieden gezogen sind und bewirken auf diese A rt 
und Weise faktische Bedeutungsschärfe. Dieser Sachverhalt legt das fol­
gende Vorgehen nahe: Adjektive werden auf der Ebene scharfer Kon­
texte  interpretiert; ebenfalls auf dieser Ebene wird der W ert komplexer 
Ausdrücke erm ittelt, werden Schlüsse gezogen und alle anderen seman­
tischen Operationen ausgeführt — all dies im gesicherten Rahmen der zwei­
wertigen Logik. In einer zweiten Stufe findet aber auf der Ebene der 
realen Äußerungssituation eine zusätzliche Wertung der Ausdrücke statt . 
— und zwar relativ zu einem Bündel von vollspezifizierten K ontexten, 
die sich möglicherweise in der Grenzziehung unterscheiden. Diese ‘Super- 
valuation’ kann definitive Wahrheit und Falschheit, im Überschneidungs­
bereich aber auch Unbestim mtheit oder partielle Wahrheit ergeben . 13 
K ontextspezifische Adjektivbedeutungen (Ebene 1) sind Funktionen  
von K ontexten in scharf begrenzte Mengen von Gegenständen. Seman­
tische Werte von Adjektiven in realen Situationen (Ebene 2) sind Men­
gen mit unscharfen Rändern. ‘Von oben gesehen’, nimmt sich der Super- 
valuationsansatz wie eine normale mehrwertige Logik aus: die Wahrheits­
wertskalen beider Logiktypen können in Deckung gebracht werden.
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Nur: während sich in einer mehrwertigen Logik der Wahrheitswert 
eines komplexen Satzes aus den Wahrheitswerten der Teilsätze ergibt, 
ist dies in der Supervaluationslogik nicht unbedingt der Fall. Falls die 
Teilausdrücke mit ihrem (Super-) W ahrheitswert in der Unbestimmtheits­
zone liegen, können in den W ert des Gesamtausdrucks zusätzlich seman­
tische Beziehungen zwischen den Teilausdrücken eingehen. Am Beispiel:
(3 0 ) (a) A x el ist alt und T heo ist alt.
(b) A x e l ist alt und  T heo ist jung.
Während sich die Extensionen der Prädikate in den Teilsätzen von (30a)  
in jedem vollspezifizierten K on text trivialerweise decken, schließen sich 
bei (3 0 b ) die D enotate von alt und ju n g  in jeder einzelnen Präzisierung 
aus. Im Falle, daß Axel und Theo gleichaltrig sind, wird (3 0 a ) also den
(Super-) W ahrheitswert seiner Teilausdrücke erhalten — gleich ob dieser 
‘wahr’, ‘falsch’ oder ‘unbestim m t’ war, während (3 0 b ) in jedem Fall 
eindeutig falsch ist.
3 .3 . Eine erste Anwendungsmöglichkeit der Zwei-Ebenen-Theorie bietet 
das Normalwert-Vergleichsmengenproblem von 2 .6 . Zur Bewertung von 
Gradadjektiven benötigt man einen Wert auf der rechten Seite der 
>  -Relation. Zugänglich und explizit spezifizierbar sind jedoch nur Ver­
gleichsmengen. Vergleichswerte werden aus der Vergleichsmenge nicht 
errechnet, sondern ungefähr erschlossen, was im Rahmen der K on text­
logik mithilfe der D urchschnittsfunktion Da nicht darstellbar war.
Die Lösung im Rahmen des neuen Ansatzes: Das Adjektiv wird wie in 
(2 1 a ) über den Normalwert an den K on text angebunden. K ontexte ent­
halten jedoch sowohl einen Normalwert-Aspekt wie einen Aspekt ‘Ver­
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gleichsmenge’. Normalen Situationen liegen Kontextbündel zugrunde. 
Diese K ontexte können in Vergleichsmengen- und Normalwertaspekt 
voneinander abweichen. Wenn sie — dies ist der wichtigste Fall — in der 
Vergleichsmenge übereinstimmen, heißt das noch nicht, daß damit auch 
eine Übereinstimmung im Normalwertaspekt vorliegen muß. Situationen  
mit eindeutig determ inierter Vergleichsmenge ( (R2  in (3 1 ))  lassen für den 
begrenzenden W ert einen gewissen Vagheitsspielraum.
Am Beispiel: Der Vagheitsspielraum für Satz (2 7 )  ist sehr groß ((Rjin
( 3 1 ) ;  der gesamte grobschraffierte Bereich), wenn nicht klar ist, ob man 
sich auf Theo als Fußballer (M j), als Politiker (M 2 ) oder einfach als er­
wachsenen M itteleuropäer bezieht (M j). E r wird auf verschiedene A rt 
eingeschränkt, aber nicht beseitigt, wenn (2 7 )  eindeutig auf “ alt für einen 
Fußballer” (<R2 ; der äußere feinschraffierte Ring) oder “ alt für einen 
M itteleuropäer” ((R3 ; der innere feinschraffierte Ring) festgelegt ist. 
Technisch kann die Einschränkung so verstanden werden, daß bestimmte 
K ontexte für die Situation ausgeschlossen werden. Sprachlich wird die 
Einschränkung z.B. durch /«r-Phrasen vorgenommen, wom it sich als 
zweite Anwendung eine einfache semantische Interpretation der für- 
Phrasen ergibt:
(3 2 )  fü r Y  blockiert die Interpretation von Sätzen m it prädikativem  
Adjektiv für alle K on texte , bei denen die Vergleichsmenge 
Individuen enthält, auf die die Charakterisierung Y  nicht zu­
trifft.
Das Ergebnis dieser Interpretation: fü r-Phrasen zerstören keine Inform a­
tionen, die in der Situation nichtverbal vorgegeben sind. Ist die Diskus­
sion von vornherein auf m itteleuropäische Verhältnisse bezogen, schränkt 
die/«V-Phrase in (3 c ) die Vergleichsmenge auf mitteleuropäische Studen­
ten ein. Ist der geographische Bezug nicht geklärt, bleibt nach (3 2 ) die 
Mehrdeutigkeit auch im modifizierten Satz erhalten, was die Möglichkeit 
von M ehrfachspezifikationen erklärt1 4 :
(3 3 )  A x e l ist alt fü r  einen Stud en ten  in M itteleuropa.
Und der Haupteffekt schließlich: Durch die Spezifikation findet keine 
Überpräzisierung des Adjektivdenotats statt, weil die Rechenoperation  
Da aus (2 4 a ) durch eine lose Korrelation ersetzt ist.
3 .4. Eine kurze Anmerkung zu einer letzten Erweiterungsmöglichkeit 
des Zwei-Ebenen-Systems: Zu der Frage, wie die vorausgesetzten Super- 
W ahrheitswerte für den Fall der Mehrdeutigkeit und Unbestimmtheit 
aussehen sollen, ist bisher nur gesagt worden, man könne sie mit den 
Wahrheitsgraden der fuzzy logic in Deckung bringen. Es liegt aus ver-
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schiedenen Gründen nahe — ist aber nicht zwingend erforderlich — die 
Supervaluationssemantik auf eine quantitative Ebene zu bringen, indem 
man ein Wahrscheinlichkeitsmaß über die Menge aller möglichen K ontexte  
legt. Das bedeutet, grob gesagt, die Zuordnung eines W ertes zu jedem  
K on text, den man intuitiv etwa als Maß für die Plausibilität des K ontextes  
verstehen könnte (z.B . für die Plausibilität der Kom bination eines be­
stimmten Vergleichswerts mit einer bestimm ten Vergleichsmenge). Da­
mit erführe auch der eben informell eingebrachte Begriff der Korrelation  
eine präzise Festlegung; das Erschließen bestim m ter relevanter K on text­
daten aus anderen ließe sich generell als induktiv-wahrscheinlichkeits- 
theoretisches Verfahren exakt beschreiben, kontextabhängige Wahrheits­
werte erhielten den Status bedingter W ahrscheinlichkeiten. Andererseits 
handelt man sich mit dieser wahrscheinlichkeitstheoretischen Erweiterung 
eine — schwer zu beantw ortende — Frage ein, die sich übrigens ebenso für 
die fuzzy logic stellt. Was ist das intuitiv-empirische K orrelat zu numerischen  
partiellen W ahrheitsw erten?15
Ob mit oder ohne Wahrscheinlichkeitsmaß und numerische Wahrheits­
w erte: Der beschriebene Zwei-Ebenen-Ansatz liefert eine Analyse der 
prädikativen Verwendung von Gradadjektiven, die Vagheit und K on text­
abhängigkeit berücksichtigt, aufeinander bezieht und gewisse Typen der 
expliziten Spezifikation vager und kontextabhängiger Ausdrücke plausibel 
nachzeichnet.16 Damit wären die ersten drei Punkte des Forderungskata­
logs vom Ende der informellen Bestandsaufnahme in 1 .3 . erfüllt. Zu zei­
gen wäre, daß der Ansatz auch die Analyse der übrigen Adjektivverwen­
dungen leistet, und inwieweit er sich auf Adjektive anwenden läßt, die 
keine einfachen Gradadjektive sind. Zum ersten Problem folgen einige 
kurze, zum zweiten einige sehr kurze Hinweise.
3 .5 . Das Grundmuster der hier vorgeschlagenen Interpretation ist die 
relationale Struktur, wie sie durch das Paraphraseschema (8 )  angedeutet 
und vom kontextsem antischen Ansatz 2 .6 . in etwas anderer Form  expli­
ziert wurde. Der Kom parativ braucht damit aber nicht als primäre morpho- 
syntaktische Verwendung des Adjektivs angenommen zu werden. E n t­
sprechend den ganz zu Anfang vorgenommenen informellen Überlegun­
gen soll hier die — im Deutschen morphologisch unm arkierte — prädika­
tive Verwendung des Positiv zugrundegelegt, das Adjektiv syntaktisch  
also als normaler Prädikatausdruck kategorisiert werden. Dies Vorgehen 
ist natürlich nicht zwingend. Wie man sich entscheidet, scheint mir in 
erster Linie eine Frage der Eleganz einzelsprachlicher Sprachbeschrei- 
bung zu sein — die für andere Sprachen als das Deutsche ganz verschie­
den beantw ortet werden k ann.17
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(3 4 ) V ( a / i ) ( t v)=  { A G U / f 2 (A ) >  norm  (•£') + d }
Die Beziehung dieser Verwendung zu allen übrigen läßt sich in der seman­
tischen Funktion des zur Modifikation verwendeten morphologischen  
oder lexikalischen Materials festmachen. Und dessen semantische Funk­
tion kann durchweg als Spezifikation von K ontextaspekten interpretiert 
werden, die auf die Bewertung des Adjektivs entweder direkt (Normal- 
wert) oder indirekt (Vergleichsmenge) Einfluß nehmen. Paradigmatischer 
Fall für die erste M öglichkeit der Einflußnahme ist der Komparativ: er 
spezifiziert den Normalwertaspekt direkt und präzise (auf das A lter von 
Theo, 30 Jahre, ein früheres A lter von A xel) und schaltet den Schwellen­
wert aus; der Superlativ verhält sich in gleicher Weise (das maximale 
A lter aller in Frage kommenden Individuen), seh r  bzw. viel heben die 
Signifikanzschwelle an. zu und g en u g  substituieren für den Normalwert 
die — durch einen anderen Aspekt gegebene — obere bzw. untere Schwelle 
des Toleranzbereichs (der selbst wiederum indirekt spezifiziert werden 
kann, z.B. durch um  zw-Konstruktionen).
Eigentlich interessant wird es aber erst bei den Fällen indirekter Modifi­
kation, von denen die /«V-Phrasen bereits diskutiert und interpretiert 
wurden, verglichen mit schränkt die Alternativen für den Vergleichs­
mengenaspekt nicht nur ein, sondern spezifiziert genau eine Menge. Die 
¿ '^ « -K o n stru k tio n  in (3 f) liefert zusammen mit dem einfachen K om pa­
rativ (4a) ein sehr schönes Beispiel für den Unterschied zwischen direkter 
und indirekter M odifikation: gegen  Theo  reduziert die Vergleichsmenge 
auf das Individuum T heo; das D enotat von alt bleibt trotzdem  unscharf 
— im Gegensatz zum Komparativ älter als Theo. In den Bereich der in­
direkten M odifikation fällt auch die wichtige attributive Verwendung:
Im Sinne der Paraphrase (9 a ) kann man die attributive Konstruktion als 
Verknüpfung zweier Prädikate auffassen, deren erstes kontextabhängig 
ist und deren zweites den zur Bewertung des ersten erforderlichen K on text­
aspekt ‘Vergleichsmenge’ spezifiziert — indem es, ganz wie die für- 
Phrase, die Interpretation in bestimm ten Fällen blockiert.
Damit wären die Verwendungen unter (3 )  bis (5 )  abgedeckt und mit 
ihnen auch die Verwendungen (6a) und (6b ), die sich gemäß (9 ) über 
den Komparativ definieren lassen. Positiv, in prädikativer und attribu­
tiver Verwendung, Komparativ und Superlativ nebst allen Modifikations- 
typen sind so auf eine gemeinsame semantische Basis gestellt.
3 .6 . Weniger einheitlich ist das Bild, das sich bei der Durchmusterung 
der unter (2 )  zusammengefaßten Adjektivklassen ergibt.
Die prädikativen Adjektive viereckig  und tot bereiten am wenigsten
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Schwierigkeiten: sie werden wie andere Adjektive als Prädikate kategori­
siert und vom vorgeschlagenen Ansatz m iterfaßt, ohne daß irgendeine 
Modifikation erforderlich wäre. Daß Kontextspezifikationen irgendeiner 
A rt nicht sinnvoll auf sie angewendet werden können, liegt an der T at­
sache ihrer Kontextinvarianz, die sie von den Gradadjektiven unterschei­
det — deshalb sind Komparativ, Superlativ, sehr-, zu- und /«»--Erweiterun­
gen bei rechteck ig  und tot inakzeptabel; in attributiver Verwendung 
fungieren sie als Prädikate wie alt und g ro ß ,  m it dem Unterschied, daß 
die Spezifikation der Situation durch das Substantiv nicht greift, sauer, 
krank und blau sind zwar vage, aber in ihrer Grundbedeutung K on text­
schwankungen nur sehr wenig ausgesetzt. Dementsprechend sind spezifi­
zierende Phrasen nur eingeschränkt, Kom parativ und Superlativ kaum  
möglich. Ob sich für Adjektive dieser Gruppe spezifische K ontextaspekte  
ermitteln lassen, ist unklar — jedoch kann der generelle zweistufige Be­
schreibungsrahmen auf sie angewandt werden, traurig steht fast am Ende 
einer Reihe zunehmend problematischer Adjektive, deren anderes Ende 
die durch Eindimensionalität und M eßbarkeit des relevanten Aspekts 
ausgezeichnete Gruppe (1 )  bildet. Ein fehlendes Meßverfahren bereitet 
selbst noch keine grundsätzlichen Probleme, solange der Individuenbe­
reich bezüglich des relevanten Aspekts linear geordnet ist. Schwierig wird 
es erst da, wo mehrere verwandte Kriterien in die Bewertung eingehen 
(wie schon bei reich, s.o .), wo die Vergleichskriterien strittig (wie bei 
g u t  und schön ) und w o sie schließlich gar nicht greifbar sind (traurig).
Der letztere Fall ist vermutlich zu allgemeiner Natur, als daß er in einer 
Adjektivsemantik gelöst werden könnte. Für den Fall von Mehr- und Viel- 
dimensionalität könnte das einfache Interpretationsschem a erweitert, 
der K on text um Normalwertaspekte für verschiedene Dimensionen und 
um Gewichtungsfaktoren ergänzt werden. Daß jedenfalls der Supervalua- 
tionsrahmen M ehrdimensionalität von Adjektiven generell zu erfassen in 
der Lage ist, hat Kamp in (1 9 7 5 )  vorgeführt; so lassen sich für mehrdimen­
sionale Adjektive typische Kom parativkonstruktionen wie (3 4 )  ohne 
Probleme intuitiv korrekt interpretieren:
(3 5 )  Als Klavierspieler ist A x e l begabter als Theo, w ährend im 
K o p frech n en  T hea begabter als A x e l  ist.
Schließlich ist die Gruppe der Adjektive unter (2b ) zu erwähnen, damalig 
und möglich  konstituieren temporale bzw. modale (satzinterne) K ontexte  
(der damalige Präsident, d er  m ögliche Täter)-, sie sind nur im Rahmen  
einer intensionalen Semantik beschreibbar, die ich in diesem Aufsatz ja 
ausgespart habe. Das gleiche gilt für vorgeblich  und verm eintlich (der  
vorgebliche Präsident, d er verm eintliche Täter). Diese ‘privativen’ Adjektive
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lassen sich zwar, wie in 2 .2 . dargestellt, in einem sehr generellen Schema 
unterbringen. Ansonsten fallen verm eintlich  und vorgeblich  wie damalig 
und m öglich  aber vollständig aus dem Adjektivparadigma heraus. K ontext- 
und Vagheitsprobleme stellen sich für sie zwar nicht weniger als für die 
Masse der Gradadjektive, aber auf einer ganz anderen Ebene.
4. Schlußbemerkung
4 .1 . Bei der Diskussion der Adjektivproblematik sind Begriffe wie K on text, 
Situation, partielle Wahrheit und Super-Wahrheit eingeführt worden und 
haben im Rahmen bestim m ter Theorien eine — mehr oder weniger prä­
zise — formale Interpretation erhalten. Dabei ist stillschweigend voraus­
gesetzt worden, daß diese Begriffe sich m it den Intuitionen decken, die 
hinter ihren empirisch-komm unikationstheoretischen Entsprechungen  
stecken (wie im Falle von ‘Situation’), oder daß, wo schon kein term ino­
logisches Gegenstück, doch wenigstens ein fest umreißbares empirisches 
Korrelat besteht (wie im Falle partieller W ahrheitswerte). Da die Semantik 
natürlicher Sprachen als empirisch-linguistische Disziplin Anspruch auf die 
adäquate Beschreibung bestim m ter Züge faktischer Komm unikationsvor­
gänge m acht, ist die Frage nach der kom m unikationstheoretischen Fun­
dierung der eingeführten Terminologie von entscheidender Wichtigkeit.
Zu dieser Frage kann ich hier nur einige knappe Anmerkungen machen.
Wie ich glaube, ist die beschriebene Zwei-Ebenen-Semantik, von den 
vorher skizzierten Ansätzen aus gesehen, bereits ein wesentlicher Schritt 
in Richtung auf die Beschreibung realer kommunikativer Strukturen. 
Insbesondere zeichnet sie den Effekt bestim m ter Verwendungen vager 
Ausdrücke im Kommunikationszusammenhang plausibel nach und gibt 
so dem Begriff partieller Wahrheit und Mengenzugehörigkeit indirekt 
einen empirischen Bezug (s. Anm. 15). Insgesamt basiert sie jedoch auf 
einem K ontext- bzw. Situationsbegriff, der in m ehrfacher Hinsicht unzu­
länglich ist. Ein großer Vorzug dem ursprünglichen ‘coordinate approach’ 
von Lewis gegenüber besteht zwar darin, daß die Aspekte eines K ontexts  
nicht mehr unverm ittelt auf der zweiten Ebene, wie beschrieben, in Be­
ziehung zueinander gesetzt werden. Das komplizierte Gebilde, das nun 
eine Situation repräsentiert, ist aber völlig anderer A rt als die üblichen 
semantischen Repräsentationen von Sachverhalten. Da K ontexte im 
intuitiven Sinn kom plexe Sachverhalte sind, ist dieser Zustand grund­
sätzlich unbefriedigend. Darüber hinaus blockiert er die Möglichkeit, 
Kontextw echselphänom ene zu beschreiben: etwa die Veränderung, die 
der K on text im Kommunikationsverlauf über Satzgrenzen hinweg da­
durch erfährt, daß neue Sachverhalte ins Spiel gebracht werden. Weiter
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wurde die ‘Situation’ als gemeinsame Kommunikationsbasis der Diskurs­
teilnehmer vorausgesetzt; zu untersuchen wäre, ob und wie eine solche 
einheitliche Basis sich konstituiert, und wie sie geschichtet ist.18 Schließ­
lich müßte eine umfassende K ontexttheorie die Steuerung der K ontext- 
determinierung durch generelle Konversationsprinzipien berücksichtigen.
Die Liste der Probleme ließe sich fortsetzen, für die Unzulänglichkeit des 
vorgeführten Ansatzes ließen sich zahlreiche Belege anführen. Die adjek­
tivsemantischen Probleme, für die hier im Zwei-Ebenen-Modell eine L ö­
sung skizziert wurde, werden allerdings in jeder revidierten und generali­
sierten K ontextsem antik wieder auftreten und wohl strukturell ähnlich 
gelöst werden müssen.
4 .2 . S tatt den genannten kontexttheoretischen Problemen weiter nach­
zugehen, m öchte ich abschließend einige empirische Phänomene im Um­
kreis der Adjektivsemantik aufzählen, die bisher unerwähnt geblieben 
sind und die in eine kom plette semantische Analyse des Adjektivs einzu­
beziehen wären. Hierzu zunächst einige weitere Satzbeispiele, und im An­
schluß daran stichw ortartig die zugehörigen Probleme.
(3 6 )  (a) A x e l ist ein gu ter Bäcker.
(b) A x e l ist ein sch lechter Konditor.
(c ) A x e l läuft schnell zum  B ahnhof.
(d) A x e l  ist häßlicher als Theo.
(e) A x e l ist häßlich und T heo ist häßlich.
(f) A x e l ist 3 0  Ja h re  alt.
(g) A x e l ist 3 0  Ja h re  jung.
(h) A x el hat einen starken Wagen.
(i) A x e l hat einen starken Willen.
— (3 6 a , b) demonstrieren die Intensionalität von g u t  und schlecht: 
beide Sätze können im gleichen K on text zutreffen, auch wenn alle exi­
stierenden Bäcker zufällig Konditoren sind und umgekehrt. Die Frage 
ist, ob entsprechende Phänomene bei allen Gradadjektiven vorliegen; 
wegen der Beschränkung auf extensionale Modelle ist das Problem in 
dieser Untersuchung unter den Tisch gefallen.
— Die adverbiale Verwendung von Adjektiven (3 6 c )  w irft zusätzlich 
zur K ontext- und Vagheitsproblematik ereignis- und handlungslogische 
Probleme auf, und ist deshalb hier nicht diskutiert worden (s. dazu 
Cresswell 1 9 7 6 ).
— Bestimmte Adjektivklassen verursachen in bestimm ten neutralen 
Verwendungen wertende Implikaturen: (3 6 d ) präsupponiert (36e).
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— Ähnliche Effekte verursacht die Polarität des Adjektivlexikons (3 6  f, g): 
in A ntonym paaren ist ein Elem ent in der Regel m arkiert.19
— In weiten Bereichen des Adjektivlexikons können systematische Ambi­
guitäten beobachtet werden, in der Regel zwischen Adjektivverwendun­
gen, die physische Eigenschaften bezeichnen, und ‘m etaphorischen’ Ver­
wendungen; einige der siarfc-Polyseme aus (7 )  wären wohl hier einzu­
ordnen (3 6  h, i).
— Die Dimensionen verschiedener Adjektive, die räumliche Ausdehnung 
bezeichnen, stehen in teilweise komplexen Beziehungen zueinander
(s. Bierwisch 1 9 6 7 ).
Auch diese Aufstellung ist längst nicht vollständig.20 Die formale Seman­
tik der Adjektive steht vor einem umfangreichen und vielschichtigen A uf­
gabengebiet. Was hier zur Diskussion stand, war ein kleiner Ausschnitt
— ein Ausschnitt allerdings von zentraler Bedeutung für die Semantik  
von Adjektiven und über die Adjektivsemantik hinaus.
Anmerkungen
1 Dieser A ufsatz ist eine überarbeitete V ersion des auf dem ‘G ram m atik- und 
Logik’- Colloquium  gehaltenen Vortrags. K ritik  und Anregungen aus der 
Diskussion sind z.T . eingearbeitet w orden. E ine R eih e kleinerer Verände­
rungen sind von D ieter W underlich angeregt, dem ich für die kritische 
K om m entierung der Erstversion dankbar bin.
2 Aus Gründen der Ü bersich tlichkeit ist auch b e i dieser A ufstellung au f V o ll­
ständigkeit verzichtet w orden. Zu (3 b) wären etw a relativ alt und ziemlich 
alt zu ergänzen, zu (4 )  5 Jah re älter als, zu (6 ) halb so alt wie und doppelt 
so alt wie. D iese zusätzlichen M öglichkeiten bringen in die adjektivsem an­
tische Diskussion je d o ch  keine neuen grundsätzlichen Problem e ein.
3 Die Paraphrasen von (3 f)  und (3 i) m uten etwas eigenartig an. D ie form ale 
Interp retation , die das normal für erhalten wird (s.u. 2 .6 .,  3 .5 .) , d eck t diese 
Fälle je d o ch  zufriedenstellend ab.
4  Dies Problem  tau ch t bei allen quantifizierenden Ausdrücken auf und soll 
deshalb in diesem  R ahm en n ich t w eiter verfolgt w erden. Entsprechend die 
Frage der In terp retation  der Verw endung (3 i) und (4  i), die ebenso ein 
A djektiv-w ie ein verbsem antisches Problem  darstellt. G leiches gilt übrigens 
um gekehrt für die derivierten Verben altern, vergrößern, verdunkeln usw.
Siehe dazu Ballweg/Frosch (1 9 7 8 ) .
5 Es geht im folgenden also n ich t eigentlich  um M engen, sondern um Eigen­
schaften  oder wenn m an will, Fu nktion en  von m öglichen W elten in Indivi­
duenm engen. In einer korrek ten  V ersion m üßte m eine legere Redew eise en t­
sprechend korrigiert w erden. Was bei der V ereinfachung unter den Tisch 
fä llt — und in diesem  Papier unberücksichtigt b le ib t — ist die Intensionalitäts- 
problem atik beim  A d jek tiv  (s. Kam p (1 9 7 5 ) ) .
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6  Hingegen läßt sich der Kom parativ im Sinne der Paraphrase ( 1 0 b )  in die 
Version 2 .2 . bedingt einbeziehen.
7 Die Beziehung zwischen klassischer und unendlichw ertiger Sem antik wird 
deutlicher, wenn man in (1 1 )  die Menge M als A d jektivd enotat durch ihre 
charakteristische Fu nk tion  ersetzt: eine Fu n k tio n , die E lem enten  von M 
den W ert 1, anderen Individuen den W ert 0  zuw eist.
8 Zu einer ausführlichen Diskussion siehe Pinkal (1 9 7 8 ) .
9  Der Fall reich  ist ein gutes Beispiel für das kom plexe Zusam m enwirken 
m ehrerer Phänom ene. ‘ R eich tu m ’ ist selbstverständlich n ich t m it dem Besitz 
eines bestim m ten G eldbetrages gleichzusetzen. Außerdem  in terferiert die 
Sem antik des A utonym paars arm  : reich  m it anderen A djektiven  wie 
bedürftig, wohlhabend, begütert — wer “deutlich m ehr als der D urchschnitt 
der Bevölkerung” besitz t, wird im allgem einen n och  n ich t als reich bezeich ­
n et. D iese sem antischen Züge von reich  sind zur Behandlung der zentralen 
Problem atik je d o ch  entbehrlich .
10  Dies ist in etw a der Stand der A nalyse, wie er bei Bartsch/Vennem ann (1 9 7 2 )  
vorliegt. Einen w esentlich allgem eineren A nsatz zur relationalen Analyse
des Positivs sch afft W heeler in ( 1 9 7 2 ) ;  er führt je d o ch  zu den gleichen gene­
rellen Schw ierigkeiten.
11 Lewis (1 9 7 0 ) .  — Den genannten A spekten  m üßte man für die A nalyse 
‘ind exikalischer’ Ausdrücke wie in
(a) Er ist reich
(b) Gestern war Theo laut
n och die A spekte ‘Sp recher’, ‘H örer’, ‘referierter G egenstand’, ‘Sp rechzeit’ 
usw. hinzufügen.
12 Sie entsp rich t w ohl in etw a L ak o ffs  V orstellungen in (1 9 7 3 ) ,  die er aber 
n ich t im einzelnen ausführt.
13 Die erste Form ulierung der th eory  o f  supervaluations bei van Fraasen (1 9 6 9 ) ;  
eine erste Anwendung auf kon textlogische und adjektivsem antische Phäno­
m ene bei Kam p (1 9 7 5 ) .
14 D er andere Fall, daß m odifizierende Phrasen neue K on tex tasp ek te  setzen 
und dabei den V o rk o n tex t völlig außer K raft setzen, kom m t ebenfalls vor.
Ich habe m ich hier au f die Beschreibung des kom plexeren  M odifikations­
m echanism us beschränkt.
15 Kam p, der in (1 9 7 5 )  in der hier beschriebenen Weise vorgeht, geht au f diese 
Frage n ich t ein. Gerade die w ahrschein lichkeitstheoretische Interp retation  
scheint aber im Gegensatz zur fuzzy logic die M öglichkeit der Zuordnung 
eines em pirischen K orrelats zu partiellen W ahrheitsw erten zu b ieten . Zeigen 
läßt sich dies an der Fu nk tion , die vage Prädikate in Kennzeichnungen haben 
(s. Pinkal (1 9 7 8 ) ) .
16 Eine ausführliche A rgum entation für diesen A nsatz und Anwendungen auf 
einen breiteren  Bereich  des L exikon s finden sich in Pinkal (1 9 7 7 ) .
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17 Die durchgehend endungslosen Form en des Englischen legen die attributive 
Positiw erw endung als Basis nahe. Entsprechendes gilt für die rom anischen 
Sprachen und das G riechische, in denen prädikatives und attributives A d jek­
tiv in gleicher Weise flek tiert werden. W ieder anders stellt sich das Problem  
in kopulafreien Sprachen wie dem R ussischen: hier ist die attributive, voll 
flek tierte  F o rm  eindeutig die m orphologisch m arkierte.
18  S . dazu Eikm eyer/Rieser (1 9 7 8 ) ;  zu einer form alen Beschreibung des K o n ­
textw echsels s. Ballm er (1 9 7 7 )  S . 6 7 3  ff .
19 Zum Phänom en von P olarität und Im plikaturen s. Seuren (1 9 7 8 ) .
2 0  Eine Anzahl w eiterer sem antischer Phänom ene aus dem A djektivbereich 
findet sich — ebenso wie einige der hier erw ähnten Problem e — in Leisi 
(1 9 6 7 ) ,  der überhaupt einen rech t um fassenden Ü berblick über den Phäno­
m enbereich  ‘A d jek tiv ’ gibt.
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G Ü N TER TODT
Behandlung vager Prädikate in formalen Sprachen
0 . In der Logik sind form ale Sprachen konstruiert worden, um damit 
logische Schlußweisen präziser analysieren und darstellen zu können. 
Logische Folgerungen werden zum einen m it rein syntaktischen Verfah­
ren — sog. Ableitungskalkülen — gewonnen, zum anderen mit Hilfe einer 
der Sprache zugeordneten Semantik.
In der Linguistik hat man versucht, natürliche Sprachen durch form ale 
Sprachen und deren Grammatiken zu approxim ieren und hat dabei zu­
nehmend auf Vorbilder aus der Logik zurückgegriffen, da diese Sprachen  
bereits über eine ausgearbeitete Semantik verfügen (vgl. [ 1 1 ]). Eine aus­
gezeichnete Rolle haben dabei neben der einfachen prädikatenlogischen  
Sprache sog. X-kategoriale Sprachen gespielt, deren Semantik z.T. auch 
intensional gewählt wurde. Im allgemeinen wurde jedoch hier immer 
noch an dem Prinzip der Zweiwertigkeit der klassischen Logik festgehal­
ten. Die Einbeziehung vager Prädikate in form ale Sprachen stellte ein 
neues Problem dar und führte zu einer Reihe von Lösungsvorschlägen, 
die im folgenden in ihren wesentlichen Zügen dargestellt werden sollen.
Im ersten Abschnitt soll der Begriff der Vagheit eingegrenzt und präzi­
siert werden. Der zweite Abschnitt bringt einen kurzen Abriß der mehr­
wertigen (speziell der dreiwertigen) Prädikatenlogik, in der noch an der 
Extensionalität der Junktoren festgehalten wird. In der Supervaluations- 
Logik (dritter A bschnitt) gibt man das Prinzip der Extensionalität auf 
und ersetzt es durch eine Berechnung der W ahrheitswerte zusammenge­
setzter Aussagen mit Hilfe total präzisierter Prädikate in den Teilaussagen. 
Eine Variante stellt die Supervaluations-Logik mit Wahrscheinlichkeits­
kom ponente dar, wobei zusätzlich eine Auswahl unter den totalen Präzi­
sierungen mit Hilfe von Wahrscheinlichkeiten getroffen wird. Die Fuzzy- 
Logik (vierter A bschnitt) ist eine unendlichwertige Logik, in der dem  
Bereich der “W ahrheitswerte” eine zusätzliche Struktur aufgeprägt ist, 
um so graduell unterschiedliche Werte des Zutreffens von Prädikaten mit 
zu erfassen. Im allgemeinen wird das Intervall [0 ,l ]  von reellen Zahlen 
als Menge der “ W ahrheitswerte” genommen, ohne daß jedoch diese Zah­
len gleichzeitig als Wahrscheinlichkeiten für das Zutreffen eines Prädikats 
gelten sollen. Abschließend (fünfter A bschnitt) gehen wir noch auf die 
in diesem Band dargestellten Ansätze von Ballw eg/Frosch und Pinkal 
ein und skizzieren einige Anforderungen an eine verbesserte Theorie.
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1. Die Existenz vager Prädikate in natürlichen Sprachen dient als eines 
der Hauptargumente dafür, daß form ale logische Sprachen, in deren Se­
mantik an dem Prinzip der Zweiwertigkeit der klassischen Logik in der 
Weise festgehalten wird, daß jeder Aussage einer der W ahrheitswerte 
“ wahr” oder “ falsch” zugeordnet wird, als form ale A pproxim ation natür­
licher Sprachen nicht adäquat sind. Bestim m ten Aussagen der natürlichen 
Sprache soll demnach gemäß der intuitiven natürlichsprachlichen Seman­
tik nicht in sinnvoller Weise einer der klassischen W ahrheitswerte zugeord­
net werden können. Wir wollen kurz darlegen, inwiefern sich die intuitive 
Bewertung von der logischen Bewertung, wie sie in [9] beschrieben wird, 
unterscheidet. Betrachten wir den Beispielsatz
(1 ) P eter ist groß.
ln der zweiwertigen (extensionalen) Prädikatenlogik erhält diese Aussage 
einen der beiden W ahrheitswerte W oder F  nach Festlegung der Bedeutung 
der vorkommenden nichtlogischen Konstanten, in diesem Fall also, wenn 
durch eine Interpretation bestimmt ist, welches Individuum eines gewis­
sen Bereiches m it dem Namen P eter bezeichnet wird und auf welche Indi­
viduen des Bereiches das P räd ik at... ist g ro ß  zutrifft (auf alle anderen 
Individuen des Bereiches trifft das Prädikat dann definitionsgemäß nicht 
zu).
Eigennamen von Personen sind insofern ambig, als sie nicht einer einzigen 
Person zugeordnet sind, sondern die Zuordnung Eigenname — Individuum 
erst durch den K on text etc. vollständig bestim m t werden kann. Wir wol­
len hier den Begriff der Interpretation im weitesten Sinne gebrauchen, 
und zwar als Funktion, die Ausdrücken einer formalen Sprache gewisse 
Objekte zuordnet, die dann als D enotate bezeichnet werden. Soweit die 
D enotate abhängig sind vom K on text oder der Situation, der möglichen 
Welt, dem Äußerungszeitpunkt e tc ., sind sie somit auch interpretations­
abhängig. Wir lassen hier unberücksichtigt, in welcher Weise Interpretatio­
nen genau verwendet werden und von welchen Faktoren  sie abhängen, 
da diese Probleme nicht für vage Prädikate spezifisch sind, sondern ein 
allgemeines semantisches Problem für natürliche Sprachen darstellen.
Das P räd ik at... ist P eter  ist also interpretationsabhängig, aber natürlich 
gilt dies auch für ... ist g ro ß  (z .B . groß für einen Elefanten, groß für eine 
Mücke (vgl. [ io ]) ) .
Die Interpretationsabhängigkeit von Prädikaten ist auch in der zweiwer­
tigen Logik gegeben. Sie ist von der Vagheit durchaus zu unterscheiden. 
Während in der form alen Sprache jedoch die Wahl der Zeichen für nicht­
logische Konstanten völlig beliebig und willkürlich ist und deren Inter­
pretation zunächst keinen Einschränkungen unterw orfen ist, soll die
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Interpretationsabhängigkeit der Ausdrücke von natürlichen Sprachen  
natürlich nicht so weit gehen, daß etwa ... ist g ro ß  genauso interpretiert 
wird wie ... ist klein. Gewisse Interpretationen sind in der natürlichen 
Sprache als sog. Standardinterpretationen ausgezeichnet. Die Unbestim m t­
heit, welche Interpretation zu wählen ist, ist nun kein besonderes Kenn­
zeichen vager Prädikate, denn ein Prädikat wie ... ist P eter  wird man nicht 
deshalb als vage bezeichnen, weil es interpretationsabhängig ist. Daß es 
in der natürlichen Sprache Sätze wie (1 ) gibt, die weder wahr noch falsch 
sind, weil in ihnen Prädikate Vorkommen, die nicht hinreichend spezifiziert 
sind, vermag mit Hilfe von klassischen Interpretationen also so nachge­
zeichnet zu werden, daß es sowohl Standardinterpretationen, die den Satz 
mit “ wahr” , als auch solche, die den Satz mit “falsch” bewerten, gibt.
Es wird somit in einer zweiwertigen Logik kein prinzipieller Unterschied 
zwischen Vagheit und Ambiguität gem acht. Ambiguitäten liegen vor, 
wenn man die Standardinterpretationen in Klassen einteilen kann, die 
jeweils mögliche Desambiguierungen eines Ausdrucks liefern. Vagheiten 
liegen vor, wenn man die Standardinterpretationen so in Klassen eintei­
len kann, daß sich daraus die unbestimmten Fälle der Prädikate ergeben.
Wir haben eben vage Prädikate dadurch charakterisiert, daß sie nicht hin­
reichend spezifiziert sind. Dadurch, daß solche Prädikate wie total spezi­
fizierte Prädikate bew ertet werden, geht die inhärente Unbestimmtheit 
jedoch nicht verloren, da ja weiterhin nicht eine einzige präzise Interpre­
tation ausgezeichnet wird. Die mögliche Inadäquatheit besteht lediglich 
darin, daß ein Prädikat wie ... ist g ro ß  grundsätzlich verschieden ist von 
Präzisierungen wie ... ist m indestens 1 ,7 2  m g ro ß  oder ... ist m indestens  
1 ,8 0 1 5  m groß.
Die Unbestim mtheit der Zutreffensrelation von Prädikaten, die nicht 
hinreichend spezifiziert sind, wird häufig verwechselt mit einer epistemi- 
schen Unbestimmtheit.
(2 )  Peter ist m indestens 1 ,8 0 1 5  m groß.
(3 )  V or 3 0 0 0  Ja h ren  stand genau an dieser Stelle ein Baum .
Auch wenn keine M ethoden vorhanden sind, die W ahrheitswerte von (2 )  
und (3 )  zu bestimmen, so liegt ihr W ahrheitswert dennoch (nach Aus­
zeichnung einer Interpretation, Angabe eines Meßverfahrens e tc .) “ an 
sich” fest. Prädikate können also präzise sein, ohne daß es dem Sprach­
benutzer möglich ist, die Prädikation eindeutig vorzunehmen. (Natürlich 
zeigt eine genauere Analyse, daß im Grunde genom men jeder empirische 
Begriff vage ist.) Wir wollen die Vagheit also sowohl abheben von der 
Unbestimmtheit der Wahrheitswertzuweisung aufgrund von Interpretations­
abhängigkeiten als auch von der epistemischen Unbestim mtheit von Prä­
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dikaten. Die intuitive Bewertung von Aussagen durch den Sprachbenutzer 
ist also für die Wertzuweisung einer logischen Sprache nicht das entschei­
dende Kriterium. Ebenso darf nicht angenommen werden, daß etwa E xten ­
sionen und Intensionen mehr als eine A pproxim ation an den intuitiven 
Bedeutungsbegriff wären. Eine totale Anpassung der logischen Semantik 
z.B. an psychologische Intuitionen von Sprechern würde ein Aufgeben 
des logischen Charakters der formalen Sprache bedeuten.
Wir nennen noch einmal den Hauptvorwurf, der gegen eine zweiwertige 
Semantik erhoben wird: Eigentlich vage Begriffe werden künstlich ver­
schärft und dadurch die Sprache in nicht adäquater Weise verändert. Wir 
werden sehen, daß keiner der anderen Ansätze ohne eine vergleichbare 
Verschärfung auskom m t. U. Blau (vgl. [ 2 ] )  nennt dieses Phänomen das 
Vagheitsdilemma der natürlichen Sprache. Sprache und sprachliche Intui­
tion lassen sich offensichtlich nicht voll durch mengentheoretische Model­
le erfassen (jedenfalls bisher).
2. Der Ansatz der mehrwertigen Logik soll am einfachsten Beispiel, dem  
der dreiwertigen Logik, analysiert werden. In einer dreiwertigen Logik 
wird ein Prädikat durch einen Positiv- und einen Negativbereich bew ertet.
Wir veranschaulichen die Verhältnisse:
zweiwertig dreiwertig
... ist g ro ß  ... ist g ro ß
Gegenüber einer entsprechenden zweiwertigen Interpretation wird also 
der Bereich der Individuen, auf die das Prädikat zutrifft, im allgemeinen 
etwas kleiner, da eine Präzisierung noch einige Grenzfälle mit erfaßt. 
Ebenso wird der Bereich der Individuen, auf die das Prädikat nicht zu­
trifft, etwas kleiner. S tatt dessen tritt ein dritter Bereich von Individuen 
auf, für die die Prädikation unbestimmt ist. In der dreiwertigen Logik 
soll also adäquater nachgezeichnet werden, daß Prädikate im allgemeinen 
nicht so weit spezifiziert sind, daß sie zu einer Zweiteilung des Individuen­
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bereichs führen.
Zum Vagheitsdilemma gehört sicher, daß bei einer dreiwertigen Inter­
pretation der eine scharfe Schnitt, den die klassische Logik setzt, durch  
zwei ebenso scharfe Schnitte ersetzt wird. Ein eigentlich nicht vollstän­
dig spezifiziertes Prädikat wird jetzt so interpretiert, daß genau festgelegt 
ist, auf welche Individuen das Prädikat eindeutig zutrifft, auf welche es 
eindeutig nicht zutrifft und für welche weder von eindeutigem Zutreffen 
noch von eindeutigem Nicht-Zutreffen geredet werden kann. Man beachte, 
daß hier Prädikate so behandelt werden, als wären sie vollständig spezifi­
ziert (und zwar mit Hilfe von drei W erten). Dies bedeutet jedoch nicht, 
daß sich damit eindeutig etwa die Grenzfälle eines Prädikates ermitteln  
ließen. Auch in der dreiwertigen Logik bleibt nämlich die Interpretations­
abhängigkeit der W erte bestehen. Wir wollen der Deutlichkeit halber die 
beiden Standpunkte noch einmal miteinander vergleichen:
In der zweiwertigen Logik wird akzeptiert, daß es in der natürlichen 
Sprache Prädikate gibt, die nicht genügend spezifiziert sind und daher 
nicht ohne weiteres zweiwertig interpretiert werden dürfen. Eine Lösung 
wird darin gesehen, daß je nach Interpretation eine andere Präzisierung 
gewählt wird. Die intuitive Zuordnung des W ahrheitswertes “unbestim m t” 
wird so gedeutet, daß es Präzisierungen gibt, die den W ahrheitswert 
“ wahr” , aber auch solche, die den W ahrheitswert “falsch” liefern, und 
die Bedeutung des Prädikates liefert keine Kriterien, welche Präzisierun­
gen vorzuziehen sind.
In der dreiwertigen Logik wird der intuitive W ert “ unbestim m t” gleich­
berechtigt neben “ wahr” und “ falsch” gestellt. Die Bedeutung eines 
Prädikates liefert Kriterien für eindeutiges Zutreffen und eindeutiges 
Nichtzutreffen, es verbleibt jedoch ein Rest. Wie groß Positiv- und Nega­
tivbereich sind, hängt von den gewählten Interpretationen ab. Insofern 
bleiben vage Prädikate unscharf, obwohl jede einzelne Interpretation  
ihnen scharfe Bedeutungen zuweist.
Die eigentlichen Probleme beginnen jedoch erst, wenn man die prädika­
tiven Aussagen miteinander verknüpfen oder quantifizieren will und so 
zu einer prädikatenlogischen Sprache mit dreiwertiger Semantik kom m t. 
Wir gehen zunächst auf die Aussagenlogik ein. Kennzeichen der logischen 
Aussagenverknüpfungen (Junktoren) ist es, daß deren Bedeutung exten- 
sional ist, d.h. der W ahrheitswert einer zusammengesetzten Aussage 
hängt stets nur von den W ahrheitswerten der Teilaussagen ab. Die Junk­
toren werden also durch Funktionen interpretiert, die W ahrheitswerte 
in W ahrheitswerte überführen (sog. W ahrheitstafeln). In der (klassischen) 
dreiwertigen Logik wird an der Extensionalität der Junktoren festgehalten.
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Außerdem sollen die W ahrheitstafeln Erweiterungen der entsprechenden  
W ahrheitstafeln der zweiwertigen Logik sein. Alle darüber hinausgehen­
den Forderungen sind mehr oder weniger konventionell.
Wir geben eine mögliche W ahrheitstafel für die Konjunktion an:
p q p a  q
w w w
F w F
U w U
W F F
F F F
U F F
W U U
F u F
U u U
Die W ahrheitstafel läßt sich folgendermaßen rechtfertigen. W wird als 
der maxim ale und F  als der minimale W ert angesehen. Die Konjunktion  
von zwei W ahrheitswerten gibt dann das Minimum der beiden W erte an. 
Es erscheint fraglich, ob die natürlichsprachliche Intuition so weit reicht, 
daß diese W ahrheitstafel als einzige für die Konjunktion akzeptabel ist, 
oder ob die Konjunktion einer falschen und einer unbestimmten Aussa­
ge nicht auch unbestimmt sein kann.
Wir geben einige weitere W ahrheitstafeln an:
P q p V q p -*■ q p D q
W w W w W
F w W w W
U w W w W
W F W F F
F F F w W
U F U u W
W u W u U
F u U w W
U u U w W
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p -•P ~ p J w P J f p J u p Up
w F F w F F U
F W W F W F u
U U W F F W u
p v q  ist die Disjunktion, p -+ q und p D q  sind zwei mögliche Implikatio­
nen, —I p und ~  p sind zwei mögliche Negationen, p, J p  p und J j j  p 
sind die charakteristischen Funktionen für die drei W ahrheitswerte, und 
zu U p gehört eine W ahrheitstafel, die kein Pendant in der zweiwertigen 
Logik hat. Eine Reihe von Prinzipien können aus der zweiwertigen Logik 
übernommen werden. Dabei ist natürlich darauf zu achten, in welcher 
Weise die W ahrheitstafeln angemessen zu erweitern sind. So gilt: (p a  q)
■*—» —> ( - 1  p V —, q ) ; - i  p <—>■ p ; (p -»• q) <—>■ ( - » q -»■ —i p). Das “tertium  
non datur” gilt in der Form  p V ~  p oder als “ quartum non datur” in der 
Form  p V J p  p v  J j j  p. Der Modus ponens gilt in den beiden folgenden 
Versionen: a) wenn p -*■ q (bzw. p 3 q) und p wahr sind, so auch q; 
b) wenn p D q und p wahr oder unbestimmt sind, so auch q. Es ist be­
kannt, daß sich in der zweiwertigen Logik alle Junktoren (die überhaupt 
denkbar sind) mit Hilfe von -i  und -*• ausdrücken lassen. Eine entsprechen­
de funktionale Vollständigkeit läßt sich auch für die dreiwertige Aussagen­
logik erzielen; denn alle Junktoren lassen sich m it -> , -*■ und U ausdrücken.
Unsere kurze Darstellung der dreiwertigen Aussagenlogik sollte dem on­
strieren, daß es sich hierbei durchaus um ein ausgearbeitetes logisches 
System handelt, so daß die Einführung eines dritten W ahrheitswertes 
nicht mit dem V erzicht auf eine logische Semantik verbunden zu sein 
braucht. Problematischer ist jedoch, welchen Bezug diese form ale Theorie 
zum natürlichsprachlichen Verständnis der logischen Partikeln hat. In [2] 
ist dargestellt, bis wie weit sich ein Teilsystem der hier entwickelten drei­
wertigen Logik auch als Logik für die natürliche Sprache rechtfertigen  
läßt.
Das Prinzip der Extensionalität der Junktoren findet seine Fortsetzung  
bei der Einführung von Q uantoren in die dreiwertige Prädikatenlogik. 
Quantifizierte Form eln können bei verschiedenen Interpretationen alle 
drei W ahrheitswerte annehmen, aber die einzelnen Fälle sind klassisch 
zweiwertig beschreibbar. Natürlich sollen die klassischen Quantoren V 
(für alle), 3 (es gibt) ein Analogon in der dreiwertigen Logik haben. Es 
ist vernünftig festzusetzen, daß die Form el V x 0  genau dann den W ert W 
in einer Interpretation bekom m t, wenn die Form el 0  bei dieser Inter­
pretation und bei allen möglichen Werten der Variablen x  stets den W ert W
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bekom m t. V x 0  erhält den W ert U, wenn 0  wenigstens einmal den W ert U 
aber niemals den W ert F  erhält. Wenn 0  wenigstens einmal den W ert F  
erhält, so erhält V x 0  ebenfalls den W ert F.
(4 )  A lle E lefanten sind groß.
Dieser Satz erhält also bei einer Interpretation genau dann den W ert “un­
bestim m t” , wenn man zwar nicht allen Elefanten das P räd ik at... ist gro ß  
zuspricht, es andererseits aber auch keinem eindeutig abspricht.
Wenn wir wieder W als den maximalen und F  als den minimalen Wahr­
heitswert ansehen, so spiegelt die Bewertung von V x 0  wider, daß es sich 
bei All-Formeln um unendlich iterierte Konjunktionen handelt. Die F o r­
mel 3 x  0  erhält entsprechend bei einer Interpretation den größten Wert, 
den 0  bei den verschiedenen D enotaten von x  annimmt.
Vage Quantoren wie “ fast alle” , “ viele” , “ wenige” etc . können ähnlich 
behandelt werden wie vage Prädikate. Da vage Prädikate so bew ertet 
werden, als wären es total spezifizierte dreiwertige Prädikate, operieren 
vage Q uantoren in der Weise auf Form eln, als wären die Quantifizierungen 
total spezifiziert mit Hilfe von drei Werten.
(5 )  Fast alle Basketballspieler sind groß.
Dieser Satz könnte in einer Interpretation z.B. den W ert “ unbestim mt” 
bekommen, wenn die relative Anzahl der Basketballspieler, für die das 
P räd ik at... ist g ro ß  die W erte W oder U liefert, nicht hoch genug ist, um 
dem Standard von fast alle zu genügen; andererseits aber auch die relative 
Zahl der Spieler, die eindeutig nicht groß sind, nicht ausreicht, um (5 )  
m it F  zu bewerten.
Neben solchen einstelligen Q uantoren werden auch mehrstellige Q uanto­
ren, in deren Skopus darüber hinaus noch mehr als eine Form el stehen 
kann, zugelassen. Es können also Form eln der A rt
Q  X 1 x m  $1 -  K
gebildet werden.
Wir betrachten einen Spezialfall für m = 2 und n = 1. Der Q uantor ¥  , 
mit dem man Form eln der A rt ^  x  y 0  bilden kann, möge die folgende 
Bedeutung haben: Die Form el x  y 0  erhält den W ert W, wenn 3 x  V y 0  
den W ert W erhält; ^ x  y  0  erhält den W ert U, wenn - i 3 x  V y 0  v  V y 9 x  0  
den W ert W oder U erhält, ansonsten wird 3 ^ x  y  0  mit F  bew ertet. Der 
Q uantor mag nützlich sein, um Sätze vom folgenden Typ zu formalisie­
ren:
( 6 ) Einen lieben alle.
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Eine Unbestim mtheit kom m t bei diesem Satz nicht nur dadurch hinein, 
daß das P räd ik at... l i e b t ... vage ist, sondern auch, weil nicht präzisiert 
zu sein braucht, ob alle denselben lieben oder nur jeder irgendeinen liebt.
Wir halten zum Abschluß noch einmal fest, daß mögliche Inadäquathei­
ten der Behandlung vager Prädikate in einer dreiwertigen Logik mit exten- 
sionalen Junktoren nicht darin bestehen, daß es nicht eine einheitliche 
logische Semantik für derartige Systeme gäbe, sondern höchstens darin, 
daß vage Prädikate natürlicher Sprachen nicht gleichzusetzen sind mit 
präzisen dreiwertigen Prädikaten und daß die Bedeutung der natürlich­
sprachlichen Ausdrücke im Grunde genommen nicht ausreicht, um eine 
Auswahl unter den konkurrierenden D enotaten und ebensowenig unter 
den konkurrierenden Systemen zu treffen. Bei der Darstellung der mehr­
wertigen Logik haben wir eine zweiwertige Beschreibungssprache benutzt, 
so daß sich die mehrwertige Logik wohl auch in einer zweiwertigen for­
malen logischen Sprache darstellen läßt. Es ist daher zusätzlich zu fragen, 
ob eine dreiwertige Logik nur aus pragmatischen Gründen gewählt wird, 
oder ob sie genuin notwendig ist.
3. In der Supervaluations-Logik werden vage Prädikate wieder wie total 
präzisierte dreiwertige Prädikate bew ertet. Darüber hinaus werden aber 
auch mögliche zweiwertige Präzisierungen der D enotate m it zur Bewer­
tung herangezogen. Die zweiwertigen Interpretationen werden also nicht 
als grundlegend wie in der klassischen Logik, aber als eine wesentliche 
Kom ponente für die Bewertung zusam mengesetzter Aussagen angesehen.
(7 )  P eter ist g ro ß  und klein.
Um diesen Satz angemessen bewerten zu können, beschränken wir uns 
zunächst auf solche Interpretationen, in denen die Prädikate ... ist gro ß  
und ... ist klein  konträr zueinander sind. Damit werden zumindest alle 
Interpretationen ausgeschlossen, bei denen (7 )  den W ert W erhält (Peter 
ist einerseits groß (z .B . für einen Elfjährigen), aber andererseits auch 
klein (in seiner Basketballm annschaft)).
Nun gibt es sicher Interpretationen (bei Voraussetzung einer dreiwerti­
gen Logik), bei denen die Teilaussagen P eter ist g ro ß  und Peter ist klein 
beide den W ert “ unbestim m t” erhalten und die Aussagenverknüpfung 
im Sinne des logischen a  interpretiert wird, so daß bei Verwendung der 
dreiwertigen W ahrheitstafel für a  der Satz (7 )  den Wert U erhält. Dem  
steht gegenüber, daß in den zugelassenen Standardinterpretationen die 
beteiligten Prädikate konträr sind, so daß jede zweiwertige Präzisierung 
den W ahrheitswert F  liefern würde. Der Satz (7 )  sollte also in diesem  
Fall sinnvollerweise den W ert F  bekommen, obwohl beide Teilaussagen
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unbestimmt sind. Gestützt wird dies Argument durch das Anführen der 
natürlichen Bedeutung von (7 ). Die beiden beteiligten Prädikate sind vage, 
aber sie sind nicht so vage, als wäre es noch unbestim m t, daß beide zu­
gleich auf ein und dasselbe Individuum zutreffen könnten. Derartige 
Beziehungen von Prädikaten untereinander sorgen dafür, daß die Exten- 
sionalität der Junktoren nicht aufrechterhalten werden kann.
Wir stellen die beiden Bewertungsvorschläge einander gegenüber:
... ist g ro ß  und klein  ... ist g ro ß  und klein
(klassisch dreiwertig) (supervaluations-dreiwertig)
Falls jedoch Prädikate verwendet werden, die durch keine derartigen Be­
ziehungen miteinander verbunden sind, so liefern beide Ansätze dieselbe 
Bewertung.
( 8 ) P eter ist g ro ß  und traurig.
Die Bewertung von ( 8 ) unterscheidet sich im Endergebnis nicht darin, 
ob und  mit Hilfe der Wahrheitstafel oder mit Hilfe totaler Präzisierungen 
der Prädikate bewertet wird.
Wir haben soweit informell beschrieben, in welcher Weise mit Hilfe von 
zweiwertigen und dreiwertigen Bewertungen eine neuartige Bewertung 
molekularer Aussagen vorgenommen werden kann. Die formale semanti­
sche Theorie der Supervaluations-Logik geht ganz entsprechend vor.
Eine Interpretation legt dreiwertige D enotate von Prädikaten fest und
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zusätzlich eine Reihe von Präzisierungen. Die Präzisierungen sind derart, 
daß einige Fälle, für die das Prädikat nicht eindeutig bestimm t ist, jetzt 
zu eindeutigen Fällen geworden sind. Der Einfachheit halber wollen wir 
hier nur den Fall betrachten, daß die Präzisierungen stabil sind in der 
Weise, daß die eindeutigen Zuordnungen W, F  nicht mehr umgestoßen 
werden und daß es sich zusätzlich stets um totale, also zweiwertige Präzi­
sierungen handeln soll. Wichtig ist, daß jeweils eine Interpretation aller 
Prädikate vorgenommen wird, so daß die Präzisierung eines Prädikates 
Konsequenzen für die Präzisierung eines anderen Prädikates nach sich 
ziehen kann.
In einem konstruierten Beispiel nehmen wir einen Individuenbereich mit 
fünf Personen a j  , ..., a j ,  die wir uns der Größe nach angeordnet denken, 
und eine Interpretation, die den Individuen das P räd ik at... ist g ro ß  nach­
einander in der folgenden Weise zuspricht: W, U, U, U, F . Für das Prädi­
kat ... ist klein  lauten die W erte F , U, U, W, W. T otale Präzisierungen von 
... ist g ro ß  mögen gegeben sein durch W, W, W, F , F  bzw. W, W, F , F , F  
bzw. W, F , F , F , F . Die dazugehörigen Präzisierungen von ... ist klein  
sind bestimmt durch die Folge von W erten F , F , F , W, W bzw. F , F , W,
W, W bzw. F , W, W, W, W. Supervaluation bedeutet nun, daß die Werte 
bestimmt werden durch die totalen Präzisierungen. Der W ert W wird 
bei einem Individuum erhalten, wenn alle totalen Präzisierungen den 
Wert W liefern. Der W ert F  wird erhalten, wenn alle totalen Präzisierungen 
den W ert F  liefern. Der W ert U wird erhalten, wenn einige totale Präzi­
sierungen den W ert W und einige den W ert F  liefern. Demnach ordnet 
die Supervaluation in unserem Beispiel dem P räd ik at... ist g ro ß  die Wer­
te W, U, U, F , F  zu, dem P räd ik at... ist klein  die W erte F , U, U, W, W 
und dem zusammengesetzten P räd ik at... ist g ro ß  und  klein  die W erte F ,
F , F , F , F .
Im Unterschied zu reinen zweiwertigen Interpretationen dienen hier die 
totalen Präzisierungen nur als Hilfsmittel und sind als eigentliche Inter­
pretationen nicht zugelassen. In unserem konstruierten Beispiel trat der 
Fall auf, daß auch die Bewertung für ein unzusammengesetztes Prädikat 
durch die Supervaluation noch geändert wurde (die Aussage a4  ist g ro ß  
erhält nach der Supervaluation den W ert F , da es nur diese eine Präzisie­
rung für den Wert “ unbestim m t” gab). Derartiges dürfte in der Regel 
bei Standardinterpretationen nicht anzutreffen sein, so daß dann für die­
se Prädikate tatsächlich die Supervaluation mit der normalen dreiwerti­
gen Bewertung übereinstimmt.
Die Supervaluations-Logik benutzt dasselbe Verfahren wie die zweiwerti­
ge Logik, um den W ert “ unbestim m t” zu rechtfertigen. Dieser W ert wird
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für ein vages Prädikat erhalten, wenn es Interpretationen gibt, die den 
Wert W, und solche, die den Wert F  liefern. Der Unterschied zwischen 
den beiden Theorien besteht lediglich darin, daß in der Supervaluations- 
Logik diese Interpretationen uneigentlich sind und durch eine Klassen­
einteilung zu den eigentlichen (dreiwertigen) Interpretationen führen.
Die Rekonstruktion dieses Verfahrens in einer zweiwertigen Logik kann 
so geschehen, daß jetz t die eigentlichen (zweiwertigen) Interpretationen  
dazu benutzt werden, um uneigentliche (dreiwertige) Interpretationen  
zu erhalten.
Wir haben bisher in unseren Beispielen nur den Positiv von Adjektiven 
wie groß, klein, traurig betrachtet. Eine zusätzliche Aufgabe besteht nun 
darin, die wechselseitige Beziehung zwischen Positiv und Komparativ 
bei Adjektiven durch eine geeignete Semantik offenzulegen. Bei den to ta ­
len Präzisierungen eines dreiwertigen Denotats sind in der Regel nicht alle 
kombinatorisch denkbaren Fälle zugelassen, da auch ein vages Prädikat 
dem Individuenbereich eine Ordnungsstruktur aufprägt. So trat in unse­
rem konstruierten Beispiel eine Präzisierung von ... ist g ro ß  m it den Wer­
ten W, F , W, F , F  nicht auf; das liegt offensichtlich daran, daß das Indi­
viduum a 2  größer ist als das Individuum a j ,  obwohl für beide die Prädi­
kation g ro ß  unbestimmt ist. Diese zusätzlichen Beziehungen zwischen 
Individuen, die durch den Kom parativ erfaßt werden, lassen sich auch so 
beschreiben, daß in unserem Beispiel das total präzisierte Prädikat ... ist 
gro ß  relativ häufiger auf a 2  als auf a j  zutrifft. Verallgemeinert man den 
Begriff der relativen Häufigkeit zum Begriff der W ahrscheinlichkeit, so 
läßt sich dies auch so ausdrücken, daß die W ahrscheinlichkeit, daß eine 
total präzisierte Version v o n ... ist g ro ß  auf a2  zutrifft, höher ist als die 
Wahrscheinlichkeit, daß diese auf a j  zutrifft. In der Supervaluations-Lo- 
gik mit W ahrscheinlichkeitskomponente wird diese Beobachtung zum 
Anlaß genommen, auf den totalen Präzisierungen ein Wahrscheinlich­
keitsmaß einzuführen und so den Komparativ von Adjektiven mit Hilfe 
des Positivs zu bewerten. Ersichtlich ist, daß dies Ergebnis zunächst nur 
für die Individuen zu erzielen ist, die zu den unbestim mten Fällen beim 
Positiv zählen, denn nur dort unterscheiden sich ja die Präzisierungen 
voneinander. Aus diesem Grunde muß das Prinzip fallengelassen werden, 
daß die Präzisierungen die definiten Werte W und F nicht mehr verändern 
sollen. In unserem kleinen Beispiel hat dies zur Folge, daß auch durch F , 
F , F , F , W eine Präzisierung von F , U, U, W, W erfolgen kann.
Wir fassen die semantische Theorie der Supervaluations-Logik mit Wahr­
scheinlichkeitskomponente noch einmal zusammen. Ein vages Prädikat 
wird wie ein total spezifiziertes dreiwertiges Prädikat bew ertet. Daneben 
werden noch zweiwertige Präzisierungen betrachtet, die auch die definiten
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Werte W, F  noch verändern können. Auf diesen Präzisierungen nimmt 
ein Wahrscheinlichkeitsmaß eine Bewertung vor, die Einfluß hat auf die 
Wahrscheinlichkeit für die Wahrheit von Sätzen, in denen das Prädikat 
vorkom mt. Die Supervaluation liefert damit im allgemeinen ein ganzes 
Spektrum von W erten, die durch die Wahrscheinlichkeitsverteilung be­
reitgestellt werden. Zusätzlich ergibt sich aus diesen W erten eine Seman­
tik für den Kom parativ von Adjektiven.
Es ist zu fragen, ob die Einführung der W ahrscheinlichkeitskomponente 
wirklich notwendig ist, um den Komparativ von Adjektiven mit behandeln 
zu können. Wenn zu einer Interpretation eine Klasse von totalen Präzi­
sierungen angegeben ist, so läßt sich daraus vollständig rekonstruieren, 
in welcher Weise diese Präzisierungen Schritt für Schritt vorgenommen  
worden sind, und daraus ergibt sich vollständig ein D enotat für den K om ­
parativ des betreffenden Adjektivs (siehe [ 1 3 ] ) .  Daß die Zurückführung 
des Komparativs auf den Positiv gelingt, ist also nicht so sehr verwunder­
lich, da im Grunde genommen die D enotate bereits W erte für den K om pa­
rativ sind.
4 . In der Fuzzy-Logik geht man davon aus, daß es nicht ausreicht, daß 
die Prädikationsbeziehung mit endlich vielen W erten erfaßt wird, da die 
Anzahl der für ein Prädikat zu unterscheidenden Fälle beliebig groß sein 
kann. Zusätzlich m acht man davon Gebrauch, daß die “W ahrheitswerte” 
wie in der endlichwertigen Logik linear angeordnet werden können. Als 
klassische W ahrheitswerte werden die Zahlen 0  (für “falsch” ) und 1 (für 
“ wahr” ) genommen. Als Bereich aller “ W ahrheitswerte” dient dann das 
abgeschlossene Intervall [o, l] von reellen Zahlen. Weitere Verallgemei­
nerungen werden in [4] besprochen, jedoch wird in den eigentlichen An­
wendungen der Fuzzy-Logik stets mit [0 ,l ]  als W ertebereich gearbeitet.
Um eine Interpretation des Prädikates ... ist g ro ß  im Sinne der Fuzzy-Lo- 
gik anzugeben, beschränken wir uns zunächst darauf, daß die Angabe der 
Länge des jeweils betrachteten Individuums dazu ausreicht, um anzuge­
ben, bis zu welchem Grade das Prädikat auf dies Individuum zutrifft.
Die Interpretation des Prädikats ist also vollständig beschrieben, wenn 
eine Funktion gegeben ist, die jeder positiven reellen Zahl (die etwa für 
eine entsprechende Längenangabe in M etern steht) eine Zahl aus dem  
Intervall [0 ,l ]  zuordnet. Da das P räd ik at... ist g ro ß  auf eine Person zu 
einem höheren Grade zutreffen soll, wenn diese größer als eine andere 
ist, muß die erwähnte Funktion m onoton sein. Der Graph möge etwa 
folgendermaßen aussehen:
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Die Interpretation des Prädikats ... ist g ro ß  erfolgt nun so, daß die obige 
Funktion auf die Maßzahl der Länge jedes Individuums angewendet wird 
Wir wollen eine Veranschaulichung geben, indem wir die Individuen, de­
nen derselbe “ W ahrheitswert” zugeordnet wird, uns auf einer sog. “ Hö­
henlinie” angeordnet denken.
Ein vages Prädikat soll also gemäß der Fuzzy-Logik wie ein mit Hilfe 
von kontinuierlich vielen W erten total spezifiziertes Prädikat bewertet 
werden. Nun sieht sich diese A rt der Bewertung natürlich genau dersel­
ben Kritik ausgesetzt wie die anderen von uns erwähnten Theorien, näm­
lich inwieweit sich die präzise Zuordnung eines Wertes überhaupt bei 
einem vagen Prädikat rechtfertigen läßt. Es ist doch die Zuordnung um­
so präziser zu nennen, je mehr W erte zur Auswahl stehen. Wir haben be­
reits gesehen, daß alle bisher betrachteten Theorien denselben Ausweg 
aus dem Vagheitsdilemma gesucht haben, wie bereits die klassische zwei­
wertige Logik, indem die Vagheit eines Prädikates in der semantischen 
Theorie vollständig nur so aufrecht erhalten werden kann, wenn man 
nicht nur eine Standardinterpretation des Prädikates zuläßt. Die Fuzzy-
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Logik ist mit dem Anspruch angetreten, daß die Bewertung durch fuzzy 
Mengen der natürlichen Bewertung am nächsten kom m t und so eigentlich 
nicht der Kunstgriff verschiedenartiger Standard int erpretation angewen­
det zu werden braucht. Da sich aber zum Beispiel die besondere A rt 
einer Längenfunktion für das P räd ik at... ist g ro ß  in keinerlei Weise recht- 
fertigen läßt, und sich ebensowenig bestimm te “W ahrheitswerte” , die 
einer Prädikation zugeordnet werden, als allein möglich begründen lassen, 
verbleibt auch für diese Theorie nur der oben beschriebene Ausweg, hier 
natürlich in der Weise form uliert, daß die speziellen Bewertungen selbst 
fuzzy Konzepte sind. So ist statt der einen exakten Längenfunktion eine 
fuzzy Längenfunktion zu wählen, die man sich als Familie von exakten  
Längenfunktionen gebildet denken kann und die folgendermaßen zu 
veranschaulichen ist:
Aber sind derartige Bewertungen überhaupt noch praktikabel? Wenn die­
se Funktionenfamilie den ganzen Bereich überdeckt, so müssen darunter 
solche Funktionen sein, die auch das größte Individuum als beliebig 
klein bezeichnen. Diese Tatsache ist vergleichbar dam it, daß auch in der 
Supervaluations-Logik mit W ahrscheinlichkeitskomponente (uneigent­
liche) Interpretationen auftreten, bei denen Individuen als eindeutig 
nicht g ro ß  bezeichnet werden, obwohl sie in der eigentlichen dreiwerti­
gen Interpretation bereits als g ro ß  galten. Wenn aber nicht der gesamte 
Bereich überdeckt wird, so tauchen Ränder der Überdeckung auf, deren 
präzise Angabe sich im Grunde genommen nicht rechtfertigen läßt. In 
diesem Fall müßten eigentlich diese Ränder aufs Neue “fuzzy” gemacht 
werden. Ein Ende dieser Fuzzyfizierung scheint dann nicht mehr abzu­
sehen zu sein. Die form ale Theorie muß also diese Schwachpunkte in 
Kauf nehmen, wenn an dem zunächst intuitiv durchaus überzeugenden
2 7 4
Argument festgehalten werden soll, daß vage Prädikate, obwohl nicht 
total spezifiziert, dennoch zu einer Ordnung innerhalb des Individuen­
bereiches führen, die sich m it Hilfe einer graduellen Zutreffensrelation  
beschreiben läßt. Aber ist das Vorliegen einer Ordnung innerhalb des 
Individuenbereichs wirklich Grund genug dafür, eine Fuzzyfizierung der 
Elementbeziehung vorzunehmen? Nehmen wir als ein Beispiel die m athe­
matisch präzise >-R elation  auf natürliche Zahlen. Sie läßt sich im Sinne 
der Fuzzy-Logik natürlich auch erhalten, wenn man zunächst ein vages 
Prädikat ... ist g ro ß  für natürliche Zahlen einführt und dies z.B . so bewer­
te t, daß der Zahl n der “W ahrheitswert” 1-^- zugeordnet wird. Die Ord­
nung der “W ahrheitswerte” bestimmt dann die > -R elation  auf den natür­
lichen Zahlen.
Viele Adjektive oder allgemeiner viele Ausdrücke der natürlichen Sprache, 
die zu einstelligen Prädikaten führen, lassen sich mit Hilfe einer Skalierung 
beschreiben. Ebenso wie man z.B . statt (1 )  die präzisere Aussage
( 8 ) P eter ist 1 ,8 2  m groß. 
nehmen kann, so läßt sich
(9 )  H eute ist es warm. 
präzisieren zu
(1 0 )  H eute ist es 3 4 °  C warm.
Dennoch braucht doch die Existenz von Skalen nicht dazu zu führen, 
von ihrer besonderen Beschaffenheit zu abstrahieren und sie zu einer 
einzigen “ logischen” Skala zusammenzufassen. Der Anspruch, daß den 
“W ahrheitswerten” in der Fuzzy-Logik ein logischer Charakter zukom m t, 
birgt die Verpflichtung in sich, dafür auch eine wirkliche Logik aufzu­
bauen.
Wir gehen zunächst auf Junktoren ein, für die eine Reihe von Bewertungs­
funktionen angegeben werden. Der W ahrheitswert von p bei der Inter­
pretation J werde mit pJ bezeichnet. Dann ist festgelegt:
(p A q ) J  = min (p J , q J ) ,
( p  • q ) J  =  p J  • q J ,
( p  V q ) J  = m ax ( p J ,  q J ) ,
( p * q ) J  =  p J  +  q J  -  p J  • q J ,
(  — • p ) J  =  1  -  p J ,
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gj., falls qJ <  pJ
<P:
(p -
ffMls
L 1 sonst.
►q>J = { i
O, falls q J  <  p J  
sonst.
(Wir haben z.T . andere Bezeichnungen, als sie in der Fuzzy-Logik üblich 
sind, gewählt, um Verwechslungen mit den Zeichen der anderen logischen 
Systeme dort zu vermeiden, wo die Terminologie nicht kohärent ist).
a  und • sind mögliche Konjunktionen, v  und *  sind mögliche Disjunktio­
nen, -i und J p  sind mögliche Negationen, =>■ und~~>- sind mögliche Impli­
kationen. a  , v  , —i , J p  sind Verallgemeinerungen der entsprechenden  
Wahrheitstafeln der dreiwertigen Logik, wenn der W ahrheitswert U mit j  
identifiziert wird; =* und~-> sind weder Verallgemeinerung von -> noch  
von D , da p => q und p—> q den W ert 0  (d.h. F )  erhalten, wenn p den 
Wert j  (d .h . U) und q den W ert 0  (d.h. F )  erhält.
Wir geben jetzt die Bewertungsvorschriften für quantifizierte Form eln
(Vv 0 )J = inf 0  x , 
xG l
jV
( 3 v 0 )J = sup 0  X . 
xEl
Dabei gibt I den Bereich der Variablen v an, und J^  ist die Interpretation, 
die m it J übereinstimmt, nur daß der Variablen v der W ert x  zugeordnet 
wird.
Der Spielraum dafür, daß noch weitere Junktoren  und z.B. auch vage 
Quantoren mit in eine form ale Sprache der Fuzzy-Logik aufgenommen  
werden, ist natürlich sehr groß, da es wegen des überabzählbaren Berei­
ches der W ahrheitswerte dafür sehr viele Möglichkeiten gibt. Natürlich 
reichen die angegebenen Junktoren nicht aus, um dadurch alle überhaupt 
möglichen Junktoren auszudrücken; dazu würde man überabzählbar viele 
( ! )  Junktoren benötigen. Da die natürliche Sprache selbst nicht überab­
zählbar viele Aussagenverknüpfungen enthält, wird man diese funktionale 
Unvollständigkeit möglicherweise sogar begrüßen. Schwererwiegend ist 
jedoch, daß in einer derart einfachen form alen Sprache der Fuzzy-Logik  
die besonderen intuitiven Schlußweisen, durch die die Fuzzy-Logik vor 
anderen Systemen ausgezeichnet sein soll, gar nicht ausgedrückt werden
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können. Anzustreben wäre doch ein Ableitungskalkül, der es gestattet, 
von einem Satz wie (1 )  und
(1 1 )  Hans ist groß. 
auf
(1 2 )  P eter ist g rö ß er als Hans.
zu schließen, wenn der W ahrheitswert von (1 )  größer ist als der von (1 1 ) .  
ln [ 8 ] wird darauf hingewiesen, daß dies durch die Erweiterung der Fuzzy- 
Logik um J-O peratoren geleistet werden könnte, wobei
Die Einbeziehung der J-O peratoren in die Fuzzy-Logik stellt eine erheb­
liche Spracherweiterung dar, denn in den ersten Ansätzen für eine Fuzzy- 
Logik wurde von diesen O peratoren höchstens J Q (d. i. J p )  aufgenommen. 
Es muß also bereits ein erheblicher syntaktischer Aufwand betrieben 
werden, um Schlüsse, wie den von (1 )  und (1 1 )  auf (1 2 )  m it in das form a­
le System einzubeziehen. Viel mehr als derartige magere Teilresultate sind 
jedoch nicht zu erwarten, denn in [ 8 ] wird nachgewiesen, daß es grund­
sätzlich keinen korrekten und vollständigen Ableitungskalkül für die 
Fuzzy-Logik m it J-O peratoren gibt, und dies gilt sogar schon für die Fuz- 
zy- Aussagenlogik.
Zum Abschluß bringen wir noch eine Darstellung der Fuzzy-Aussagen- 
logik, in der eine Semantik benutzt wird, die vergleichbar ist mit der 
Kripke-Semantik für die Modallogik. (Ausgangspunkt für unsere Darstel­
lung ist ein Bericht von G. Lakoff in [7] über einen entsprechenden V or­
schlag von D. S cott. Da Lakoffs Version fehlerhaft ist und dadurch der 
eigentliche Zweck seiner Darstellung unklar bleibt, bringen wir hier eine 
Form ulierung, von der wir glauben, daß sie genau das leistet, was von 
S cott intendiert w ar.) Ausgangspunkt ist eine form ale Sprache der Fuz- 
zy-Aussagenlogik m it den Aussagenkonstanten pQ, p j ,  p2 , ... und den 
Junktoren —>, A , V ,— ► . Als Menge von “ möglichen W elten” für eine in- 
tensionale Semantik dieser Sprache nehmen wir das Intervall ( 0 , l] von 
reellen Zahlen, d. i. die Menge aller reellen Zahlen i m it 0  <  i <  1. Die 
Zugänglichkeitsrelation auf der Menge der möglichen Welten ist die 
> -R elation . Eine intensionale Interpretation J  von L  ist dann eine Funk­
tion, die jedem i G (0 , l] eine Bewertungsfunktion Vf^zuordnet, wobei 
Vf^jeder Aussage a  von L einen der W ahrheitswerte W oder F  zuweist 
und den folgenden Rekursionsbedingungen genügt:
1 , fall pJ = k,
sonst.
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(a) für jede Aussagenkonstante p von L  gibt es ein k E  [ 0 , l ] ,  so daß
= /  W, wenn 0 < i < k ,  
i F L F  sonst,
(b) C F , wenn es ein j E  <0,l] gibt m it j >  1 - i
V«^(-i a ) =  ^ und Vf^(a) = W,
L W sonst,
(c ) T f W, wenn v / ( a )  = v f ( ß )  = W
V v(a/\  ß) = < „  1 1
1 L F  sonst,
(d) ,  f  F , wenn V ^ (a) = v/(ß) = F
V f ( a v ß )  - J  > 1
1 [ W sonst,
(e) r W, wenn für alle j E  ( 0 , l] gilt:
(3) = J wenn V ^ a )  = W, so V^(|3) = W,
l  F  sonst.
Erläuterung: (a) besagt, daß die Menge der i, für die V ^(p) = W ist, ein 
abgeschlossenes Anfangsstück von ( 0 , l] ist, dabei sind auch die leere 
Menge und ( 0 ,l ]  selbst als Möglichkeit zugelassen. Wir bezeichnen { i  | 
V f ( p )  = W } auch als die Erfüllungsmenge von p bei J .  (b) zeigt, daß das 
Negationszeichen als echter modaler O perator aufgefaßt wird; wenn a  
die Erfüllungsmenge ( 0 ,k] hat, so hat - i  a  die Erfüllungsmenge (0 ,1  -k ] .
(c ) und (d) drücken aus, daß a  und v  extensional definiert werden, wäh­
rend die Bewertung von gemäß (e) in Analogie zu dem Notwendig­
keitsoperator □  der modalen Logik gesehen werden kann.
Man prüft leicht nach, daß jede Aussage a  eine Erfüllungsmenge der Ge­
stalt (0 ,k ] mit k E  [0 ,1 ] hat und daß man eine fuzzy Interpretation von 
L erhält, wenn man a  mit dem zugehörigen k bew ertet. Es gilt also: 
Wenn J  eine intensionale Interpretation von L  ist, so ist J  m it a J  = Df 
V ^ (a) = W eine fuzzy Interpretation von L, und jede fuzzy In­
terpretation von L läßt sich so gewinnen.
5. Unsere Analyse der verschiedenen Theorien zur Behandlung vager 
Prädikate in formalen Sprachen hat gezeigt, daß ohne eine Variation der 
Standardinterpretationen der natürlichsprachlichen Intuition nicht ent­
sprochen werden kann. Wir haben dabei den Begriff der Interpretation  
sehr weit gefaßt und sind nicht näher auf etwaige Bestimmungskompo-
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nenten eingegangen. In welcher Weise dies z.B . geschehen könnte, wird 
in der Zwei-Ebenen-Theorie einer Adjektivsemantik von M. Pinkal (vgl.
[ l  o ]) dargelegt, auf die wir je tz t eingehen wollen. In dieser Theorie kom m t 
das allgemeine Bewertungsverfahren, das stets zwei Kom ponenten ent­
hält, sehr deutlich zum Ausdruck, da diese K om ponenten hier klar ge­
trennt werden. In der ersten Ebene werden klassische zweiwertige Inter­
pretationen gewählt. In der zweiten Ebene erfolgt das, was wir als Varia­
tion der Standardinterpretationen bezeichnet haben, wobei die A rt dieser 
Variation genauer analysiert wird. Variationsbestimmend sind reale Äuße­
rungssituationen, zu denen jeweils ein Bündel von K ontexten  gehört. In 
welcher Weise diese zweite Ebene der Bewertung Rückwirkungen auf die 
erste Ebene hat, hängt von der genauen Ausführung der Theorie ab. Mög­
lich ist z.B. eine wechselseitige Beziehung, wie sie in der Supervaluations- 
logik mit W ahrscheinlichkeitskomponente vorliegt.
Ballw eg/Frosch benutzen bei den von ihnen in [ l ]  angegebenen Interpreta­
tionen für vage Prädikate ein Skalierungsverfahren, analog zu dem der 
Fuzzy-Logik, verleihen den Skalen jedoch keinen logischen Charakter. 
Kom parativ und Positiv von Adjektiven können gemeinsam behandelt 
werden, wobei der Kom parativ zu einer linearen Ordnung innerhalb eines 
Teils des Individuenbereichs führt und in diesem Sinne wie ein total spe­
zifiziertes zweistelliges Prädikat behandelt wird. Die Vagheit des Positivs 
ergibt sich durch die Unspezifiziertheit von festzulegenden Schwellen­
werten innerhalb der Ordnung. Wieder muß betont werden, daß es sich 
hierbei um ein theoretisches K onstrukt zur Nachzeichnung natürlich­
sprachlicher Bedeutungen handelt. Falsch wäre es z .B ., wenn den ausge­
zeichneten Schwellenwerten in irgendeiner Form  eine psychologische 
Bedeutung zugewiesen werden sollte. Eine Semantik, die für bestimmte 
Objekte das Zutreffen des Prädikates ... ist ein Stuhl festlegt, weil diese 
Objekte in der linearen Ordnung ... ist stuhlartiger als ... höher stehen als 
ein bestim m ter Standard, braucht durch einen Sprachbenutzer nicht in 
der Form  realisiert zu werden, daß er für seine Entscheidung die vorge­
legten Objekte jeweils mit t y p i s c h e n  G r e n z f ä l l e n  für Stühle 
vergleicht — eher wird er sie doch m it einem t y p i s c h e n  S t u h l  
vergleichen.
Die Verfechter der Fuzzy-Logik sehen es hingegen für einen Vorzug ihrer 
Theorie an, daß sie sich auch psychologisch stützen läßt. Sicher ist nicht 
zu leugnen, daß es bei allen Prädikaten graduelle Abstufungen gibt und 
das läßt sich sicher durch Informantenbefragungen stützen. Ich stimme 
jedoch mit Ballw eg/Frosch überein, daß dies noch keine Rechtfertigung 
für eine Fuzzy- L o g i k  ist.
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Ballweg/Frosch behandeln Positiv und Kom parativ von Adjektiven ge­
meinsam, und ein solches Verfahren gehört auch zum Forderungskatalog 
von Pinkal. Ich meine überdies, daß eine adäquate Semantik für vage Prä­
dikate keine dieser Adjektivformen einseitig bevorzugen sollte. In einer 
Aussage wie
(1 3 )  Angela ist sch öner als Barbara.
ist meines Erachtens das zweistellige Prädikat ... ist schöner als ... nicht 
grundsätzlich mehr oder weniger vage als das einstellige Prädikat ... ist 
schön  in der Aussage
(1 4 )  Angela ist schön.
Durch Aussagen wie ( 12 )  gegenüber (1 ) wird man leicht dazu verleitet, 
dem Komparativ grundsätzlich einen höheren Spezifikationsgrad zu ver­
leihen. Häufig ist es natürlich so, daß dies dadurch gerechtfertigt werden 
kann, daß durch den Komparativ implizit eine Ordnungsstruktur vermit­
telt wird. Entscheidend für den Aufbau einer Semantik, die einerseits 
Unabhängigkeiten zwischen Positiv und Kom parativ von Adjektiven hin­
sichtlich ihrer Vagheit respektiert und dennoch erfaßt, inwieweit sich 
die Bedeutungen gemeinsam erm itteln lassen, wird sein, ob man in der 
Lage ist, den Begriff der Standardinterpretation abzuklären und die Aus­
wirkungen der Variation von Standardinterpretationen auf die einzelnen 
Bedeutungskomponenten zu überschauen. Ich meine, daß die Interpreta­
tion eines zweistelligen Prädikates wie ... ist sch öner als . .. in einer drei­
wertigen Logik allenfalls zu einer Halbordnung führt, da der W ert “un­
bestim m t” hier für ordnungsmäßige Unvergleichbarkeit steht. Kom para­
tive tauchen auch in sog. Präferenzlogiken auf, und dann ist zweifelhaft, 
ob überhaupt noch eine Halbordnung vorliegt, da die Transitivität ver­
letzt sein könnte.
( 15)  Ich mag Hans lieber als Fritz und Fritz lieber als P eter und P eter 
lieber als Hans.
Es wäre zu klären, ob ( 15)  wahrheitsgemäß geäußert werden könnte, 
ohne daß sich innerhalb des Satzes der allgemeine K on text oder die In­
terpretation der Ausdrücke ändert. Die durch einen Kom parativ gegebe­
ne Struktur erscheint also bei genauerer Analyse durchaus nicht immer 
so einfach wie es durch verhältnismäßig unkom plizierte Adjektive wie 
g ro ß  nahegelegt wird. Demgemäß kann hier von einer zufriedenstellen­
den Lösung dieses Gesamtproblems noch bei keinem der Ansätze gespro­
chen werden.
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HANS GLINZ
Die Position der kritisch-hermeneutischen Sprachwissenschaft 
(dargestellt am Beispiel der Semantik von Adjektiven)
V orbem erkung: D er V ortrag  wurde n ich t anhand eines schon fertigen M anuskripts 
gehalten, sondern erst im V erlau f des K olloquium s en tw ick elt und dann auf Grund 
von Stichw ort-N otizen  im M om ent form uliert. Die folgende A usarbeitung stützt 
sich auf eine Tonbandau fnahm e, der C harakter der m ündlichen Rede wurde nach 
M öglichkeit beibehalten .
1. Thema, Relativierung des Vortragstitels, persönliches Interesse
Hier ist zunächst zu sagen: Die Formulierung des Themas stam m t nicht 
von mir. Daß ich “ d i e  Position d e r  kritisch-hermeneutischen Sprach­
wissenschaft” darstellen könne, glaubt wohl niemand. Es gibt nicht 
“ d i e ” kritisch-hermeneutische Sprachwissenschaft als klar abgegrenzte 
wissenschaftliche Schule oder Richtung — so wenig es nach allen von mir 
gem achten Erfahrungen (auch und gerade an diesem Kolloquium) “ d i e ” 
Logik gibt. Es gibt vielmehr offensichtlich n Logiken, wobei ich nicht 
weiß, wie groß man diese Zahl n ansetzen muß, und es gibt recht ver­
schiedene sprachwissenschaftliche Richtungen und Einzelforscher, die 
man als “ kritisch-hermeneutisch” bezeichnen kann.
Ich m öchte also das Thema ausdrücklich relativieren und sagen: Ich ver­
suche ein K orreferat zu halten zu allen bisher gehörten V orträgen, zum  
Kolloquium als Ganzem, aus der Sicht eines (nun weiß ich nicht, soll 
ich sagen “ älteren” oder “ alten” oder “ sich nicht ganz alt fühlenden” ) 
Linguisten, der sich selber sehen m öchte als kritisch-hermeneutischen  
Strukturalisten, der dabei mit völlig offengelegten operationalen M etho­
den arbeitet und der das Glück gehabt hat, daß manches von seinen Ver­
fahren und Begriffen zum Gemeingut der Wissenschaft geworden ist.
Das geht zum Teil schon so weit, daß manche jüngere Forscher oft 
gar nicht mehr wissen, von wem diese Verfahren und Begrfffe entwickelt 
worden sind — und so etwas gehört ja zu den schönsten Erfolgen, die 
man sich als Wissenschafter wünschen kann. Ich m öchte nun auch nicht, 
wie man aus dem Untertitel vielleicht entnehmen könnte, ein K orreferat 
halten zum Referat von Herrn Pinkal; ich werde auf die Adjektiv-Seman- 
tik nur an einzelnen Punkten eingehen können, wo es sich vom Gesamt­
problem her anbietet, und das Gesamtproblem und damit mein Thema 
soll sein: Der O r t  v o n  F o r m a l i s i e r u n g  im Rahmen der G esam t­
aufgabe von Linguistik, Sprachtheorie, Verstehenstheorie.
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Ich glaube, daß ich mich hier in manchem , obwohl von einer ganz ändern 
Position herkommend, m it dem treffe, was Herr T od t ausgeführt hat — 
daß man nämlich immer sehr nüchtern fragen sollte: W o und f ü r  
w e l c h e  A u f g a b e n  läßt sich Formalisierung in der Linguistik ver­
nünftig einsetzen?
Mein Interesse am Them a ist alt. Ich habe vor nun bald 4 0  Jahren ange­
fangen mit einer Kritik der traditionellen diachronen Wissenschaftsgläu­
bigkeit in der Germanistik, und ich habe im Rahmen des Aufbaus einer 
Forschungsm ethodik zunächst für synchrone G ram matik, dann für T e x t­
analyse überhaupt mich immer herumschlagen müssen mit der Frage nach 
der L o g i k ,  d.h. der Möglichkeit einer s t r i ng e n t e n F  o r m a l  i - 
s i e r u n g bei der Erforschung von Sprache und sprachvermittelter K om ­
munikation.
Eine erste Veröffentlichung dazu war meine A ntrittsrede als Privatdozent 
an der Universität Zürich, Mai 1 9 4 9 , mit dem Them a “ Das Verhältnis der 
Sprachwissenschaft zur Philosophie” (gedruckt in “ Studia Philosophica” , 
Jahrbuch der Schweizerischen Philosophischen Gesellschaft, Vol. IX ,
Basel 1 9 4 9 , S. 1 9 -3 4 ). Was ich damals als Logik mir gegenübersah, war 
im wesentlichen die klassische Syllogistik.
Ein nächster Schritt erfolgte dann 1 9 6 8  an der Germanisten-Tagung in 
Berlin, die denjenigen, die dabei waren, noch in Erinnerung ist wegen der 
studentischen Interventionen ( “ Schlagt die blaue Blume to t, m acht die 
Germanistik ro t” usw.) und der daran anschließenden Auseinanderset­
zungen. Dabei hielt Patzig (an einem ruhigen V orm ittag ohne jede Stö­
rung — das gab es auch) ein Referat über Logik, und ich hatte das K orre­
ferat zu halten, dem ich den Titel gab “ Logisches, Vor-Logisches und 
Außer-Logisches in der Sprache” (gedruckt in: “ Der Berliner Germanisten­
tag 1 9 6 8 , V orträge und Berichte” , hgg. von K.H. Borck und R. Henß, 
Heidelberg 1 9 7 0 , S. 1 3 5 -1 5 6 ). Dabei konnte ich mich für die Logik auf 
das beziehen, was Patzig im Fischer-Lexikon der Philosophie (1 9 6 7 )  in 
den Artikeln “ Logik” und “ Logistik” ausgeführt hatte. Ich zitiere aus 
diesem Lexikon (S. 1 4 4 ) :
U nter dem Namen ‘L og istik ’ faß t man au f V orschlag von C ou tu rat, Itelson 
und Lalande (1 9 0 4 )  alle logischen Theorien  zusam m en, die sich eines Kal­
küls bedienen, d.h. einer Kunstsprache, die aus einem  System  von Zeichen 
und Regeln über die Verw endung dieser Zeichen bestehen, w obei die Regeln 
nur die Beachtung der graphischen Form  der Z eichen , n ich t auch ihrer in­
haltlichen  Bedeutung voraussetzen.
Aus diesem Zitat geht also klar hervor: Logik wird aufgefaßt als Verwen­
dung einer formalen Sprache.
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Heute, an diesem Kolloquium von 1 9 7 9 , habe ich nun den Blick auf sehr 
verschiedene Logiken vertiefen können. Ich glaube aber nach wie vor — 
und fühle mich darin durch das Referat von T odt bestärkt: konstitutiv  
für alle diese Logiken ist die Verwendung einer formalen Sprache; das 
Ziel ist die K o n s t r u i e r b a r k e i t  aller Ergebnisse, die s t r e n g e  
A b l e i t u n g  v o n  U r t e i l e n  über den W a h r h e i t s w e r t  v o n  
S ä t z e n  , und das alles im Rahmen von mengentheoretischen Erwägun­
gen.
Nun noch etwas zu dem, was man mein persönliches “ image” nennen 
könnte. Ich gelte m anchem in diesem Raum als ein Feind von Form ali­
sierung und Logik. Ich sehe mich aber gar nicht als einen Feind, sondern 
nur als einen kritischen Relativierer und insofern als einen F r e u n d ,  
der jetzt zeigen m öchte, w o  im Rahmen der Linguistik die Vorausset­
zungen gegeben sind, von der Sache her und von der bisherigen wissen­
schaftlichen Aufbereitung her, daß überhaupt Formalisierung mit Nutzen  
für die wissenschaftliche Gesamtarbeit betrieben werden kann.
2. Form ale Sprache — Begriffssystem einer Wissenschaft
Das Gesamt der Begriffe, das Begriffssystem, mit dem eine Wissenschaft 
arbeitet, wird nicht ganz selten als “Wissenschaftssprache” bezeichnet.
Ich halte aber diese Bezeichnung für sehr unglücklich und irreführend — 
denn es kom m t ja gar nicht darauf an, wie dieses Begriffssystem rein 
sprachlich repräsentiert wird, ob lateinische Termini gebraucht werden  
oder deutsche oder englische, sondern es kom m t auf die Konstitution  
der B e g r i f f e  a l s  s o l c h e r  an, unabhängig von den zu ihrer Bezeich­
nung gewählten W örtern.
Die Bezeichnung “Wissenschaftssprache” für das System von Begriffen 
und Verfahren hat noch den weiteren Nachteil, daß man dann leicht an 
eine Gleichsetzung m it “ form aler Sprache” glaubt. Es ist aber grundle­
gend, diese beiden genau zu unterscheiden (ich kann hier an den V ortrag  
von Herrn Rieser anknüpfen):
A
“form ale Sprache”
B
“W issenschaftssprache” 
besser: Gesamt von Begriffen und 
ihnen zugeordneten Methoden  
(oder umgekehrt: von Methoden  
und mit ihrer Hilfe definierten Be­
griffen), als Arbeitsm ittel für die 
konsequente gedankliche und
besser: Formalisierung mittels 
konsequent durchgebildeten  
Zeichensystemen (Zeichen + 
genaue Verfahrensregeln für 
die Kombination der Zeichen
und ganzen Zeichenkom plexe)
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praktische Bewältigung eines Ge­
genstandsbereichs, sei das nun die 
Medizin, die Biochemie, das Rechts­
wesen oder eben, in unserem Fall, 
die menschliche Komm unikation  
mit Hilfe des arbiträren Zeichen­
systems “ natürliche Sprache” .
Nun sehe ich bei aller Betrachtung der W issenschaftsgeschichte: Die Ar­
beit nach B, die Entwicklung eines Begriffs- und M ethodensystems in 
den Wissenschaften, kom m t historisch v o r  der Arbeit nach A, nämlich 
v o r  dem Aufbau einer Formalisierung für die betreffende Wissenschaft.
B ist die Voraussetzung für A, und der Abstand zwischen B und A kann 
recht groß sein, er kann Jahrhunderte betragen. E r kann auch nur Jahre  
betragen — aber er ist auf jeden Fall vorhanden.
Ich m öchte das noch m it einigen Zahlen belegen. P r a k t i s c h e  M a t h e ­
m a t i k  treibt man seit 5 0 0 0  Jahren , nämlich seit etw a 3 0 0 0  vor Christus. 
Zunächst tat man es aus astronomisch-lebenspraktischen Gründen, näm­
lich zur Gewinnung einer Zeiteinteilung, einer Zeitmessung, dann tat 
man es aus juristisch-administrativ-verwaltungstechnischen Gründen, z.B. 
für die Zumessung von Grundstücken an Bauern und für die Bestimmung 
der Abgaben, die diese Bauern zu leisten hatten. A x i o m a t i s i e r u n g ,  
d.h. eine erste Durchdringung dieser mathem atischen Handlungsweisen 
von einem logischen Standpunkt aus, ist etwa seit Euklid anzusetzen  
(soviel ich weiß — es sind in diesem Raum besser ausgewiesene Fachleute  
als ich); jedenfalls war die unter dem Namen “ Euklid” gehende A xiom a­
tisierung eine Leistung der griechischen M athematik, und sie lag damit 
wohl zweieinhalb Jahrtausende s p ä t e r  als der Beginn der ganzen E n t­
wicklung der praktischen M athematik. Entsprechende Zahlen für die 
Neuzeit: Entwicklung der modernen M athematik durch Descartes,
Newton, Leibniz und viele andere, im 17. und 18 . Jahrhundert — aber 
logisch-formalisierende Durchdringung der gleichen Bereiche erst im spä­
ten 19. und im 20 . Jahrhundert.
Dementsprechend haben auch an diesem Kolloquium praktisch alle V or­
tragenden eine elementare begriffliche Durcharbeitung des Komplexes 
“ natürliche Sprache” schon vorausgesetzt, zum Teil stillschweigend, 
zum Teil ausdrücklich (z .B . mit den Begriffen “ Adjektiv, prädikatives 
Adjektiv, attributives Adjektiv, K om paration” bei Pinkal oder mit den 
Begriffen “ Verb, adverbiale Ergänzungen, ad-Form en, ad-Sätze” bei 
Brennenstuhl und Ballmer).
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Dabei kann es sein — und das ist der erstrebenswerte Fall — daß die opera­
tionale Fundierung dieser schon vorausgesetzten Begriffe und damit ihre 
Reichweite (vor allem: ob sie nur m orphostrukturell sind oder ob sie zu­
gleich semantisch sind) klar gesehen wird und daß das bei der ganzen Ar­
beit berücksichtigt wird.
Ich erläutere das etwas an den W ortartbegriffen: W ortarten gehören syste­
matisch auf eine andere Ebene als rein syntaktische Strukturen; man kann 
daher W ortarten nicht so definieren, daß schon alle syntaktischen Mög­
lichkeiten im Begriff der W ortart an sich enthalten sind, sonst kom m t 
man nie zu wirklich klaren Begriffen und wirft immer wieder verschiedene 
Abstraktions-Ebenen durcheinander.
Nun ist es, wie gesagt, der erstrebenswerte Fall, daß der formalisierende 
Linguist diese Elementarbegriffe, dieses vom noch informell, aber opera­
tional arbeitenden Linguisten bereitgestellte Arbeitszeug, das auch bei 
der Formalisierung ständig benutzt wird, schon kritisch genug durchdrun­
gen hat. Nicht ganz selten kom m t aber auch der ungünstige Fall vor, daß 
jemand nämlich bei der Arbeit des Formalisierens solche elementar-gram­
matischen Begriffe schlicht und unbezweifelt so handhabt, wie er sie sel­
ber im zweiten, dritten, vierten, fünften Schuljahr einmal gelernt hat.
Das gilt z.B. für den Begriff des “ Artikels” (des “ bestim m ten” wie des 
“ unbestim mten” ) und für manches andere bei Chom sky. Chom sky tut 
sich ja sogar etwas darauf zugut, daß er alle Begriffskritik seiner struktu- 
ralistischen Vorgänger souverän beiseite schiebt und wieder mit dem ar­
beitet, was die traditionelle Schulgrammatik ihm anbieten kann — und er 
tut das im guten Glauben, wenn er solide formalisiere, so würden sich da­
durch alle Unschärfen und Fehler des begrifflichen Ausgangsmaterials 
von selbst ausschalten.
3. Intuition und ihre K ontrolle schon vor den Formalisierungsversuchen; 
direkt Beobachtbares — nur über Introspektion Zugängliches
Ich war beeindruckt, bei der Lektüre der Papiere und beim Hören der 
Referate, wieviel die Logiker auf die I n t u i t i o n  geben. Dabei scheint 
mir auch nie ganz auszuschließen, daß beim Zustandekommen solcher 
Intuition (beim Wissenschafter nicht anders als beim Alltagsmenschen) 
undurchschaute elementar-gramm atische Begriffe schon eine nicht ganz 
geringe Rolle spielen.
“ Intuition” heißt ja offenbar hier: das vortheoretische, spontane Bild, 
das sich der Forscher von den Gegenständen und Verhältnissen m acht 
und das er dann (im günstigen Fall kritisch und reflektiert, im ungünsti-
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gen Fall ganz autom atisch und unbefragt) beim sogenannten normalen 
Sprachteilhaber oder D urchschnittssprachteilhaber voraussetzt.
Tatsächlich spielt solche “ Intuition” immer eine große Rolle, und es lohnt 
sich daher, hier etwas ausführlicher zu werden. Ich führe dabei Gedanken 
vor, die ich erstmals 1 9 4 4  skizziert und dann 1 9 5 2  in dem Buch “ Die 
innere Form  des D eutschen” im “ Vorbereitenden Teil” vorgelegt habe 
(S. 4 4 -4 5 , das Buch liegt zurzeit in der 6 . Auflage vor). Die Fragestellung 
ist: Wenn wir in wissenschaftlicher Weise eine natürliche Sprache unter­
suchen wollen — was haben wir dann an objektiv Beobachtbarem , was 
haben wir als grundlegende “D aten” ?
Wir haben zunächst die gesamte L a u t u n g s s e i t e ,  sowohl die W ort­
lautungen (noch ohne Unterscheidung von “ Phonem en” und “ Allopho- 
nen” ) wie die “ suprasegmentalen Phonem e” (die Grundgestalten der 
Stimmführung, der Tonhöhenbewegung und Q-uckverteilung, von denen 
auch Herr Rieser in seinem Referat gesprochen hat). Diese ganze Lau­
tungsseite ist beliebig genau beobachtbar, akustisch wie physiologisch 
(in den Bewegungen der Artikulationsorgane), und es können mehrere 
Beobachter gleichzeitig dasselbe beobachten und ihre Resultate verglei­
chen.
Diese ganze Lautungsseite ist aber auch, so wichtig sie an und für sich 
ist, im Blick auf das G a n z e  der Sprache dasjenige, was a m  w e n i g ­
s t e n  interessant ist. Das Zentrale dagegen, dasjenige, wegen dessen man 
Sprache überhaupt braucht für Komm unikation und geistige Arbeit ins­
gesamt, das ist der Bereich der B e d e u t u n g e n ,  die durch die W ort­
lautungen signalisiert werden (signalisiert, und nicht etwa “ adäquat ab­
gebildet” !). Diese Bedeutungen nun (man kann auch sagen: die intellek- 
tuell-begriffliche Seite der sprachlichen Zeichen) sind n i c h t  d i r e k t  
i n t e r s u b j e k t i v  b e o b a c h t b a r ;  sie sind nur zugänglich durch 
Introspektion, durch Selbstbeobachtung. Jed er Forscher kann auf d i - 
r e k t e m Wege nur s e i n  e i g e n e s  Bedeutungserleben zu fassen ver­
suchen, d.h. er kann nur in sich selbst aufsuchen, durch Introspektion, 
welchen begrifflichen W ert, welche Bedeutung er mit einer Lautung, 
einem W ort, einer K onstruktion verbindet. Solche Introspektion, ob­
wohl per definitionem zunächst ganz subjektiv, ist also als Grundlage 
jeder Arbeit an einer natürlichen Sprache zu anerkennen, und insofern 
ist “ Intuition” die Basis aller linguistischen Arbeit.
Solche Introspektion, d.h. das Gewinnen von Intuition, ist übrigens eine 
sehr anspruchsvolle Tätigkeit. Jeder Sprachteilhaber b e s i t z t  nämlich 
zwar zehntausende und noch mehr Bedeutungen, er benutzt sie ganz 
spontan, er arbeitet damit — ohne daß er deswegen schon in der Lage ist,
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diese Bedeutungen auch e x p l i z i t  z u  m a c h e n ,  sie sauber voneinan­
der abzugrenzen. Für solches Bewußtm achen von Bedeutungen, für das 
Abgrenzen einer Bedeutung von den benachbarten Bedeutungen, muß 
man sich selbst in gewissem Sinn trainieren, man muß das als Wissenschaf­
ter systematisch lernen — und man muß vor allem die eigenen Beobach­
tungsresultate, die eigene “ Intuition” systematisch mit den Beobachtungs­
resultaten a n d e r e r  Sprachteilhaber vergleichen und sie nach Möglich­
keit vereinbarten Operationen unterwerfen, damit man die Intuitions-Er- 
gebnisse i n t  e r  s u b j e k t  iv  m acht, lange b e v o r  man daran gehen 
kann, diese Ergebnisse in eine Formalisierung einzubauen.
Der Weg, den ich für solche Intersubjektivierung vorgeschlagen habe und 
den Sie in meinen Publikationen sehen können, von 195 2  an, ist das 
A u s g e h e n  v o n  T e x t e n ,  und zwar von T exten  in S i t u a t i o n e n ,  
in Komm unikationssituationen, und dann das S p i e l e n  mit diesen 
T exten , das system atische Variieren (vor allem durch Ersatzproben, auch 
durch generelle Umformungsproben) mit der ständigen Frage an mich und 
an andere: Wenn ich jetzt den T e x t so ändere, was ändert sich dann am 
Verständnis, an der Eignung für die betreffende Situation? Wie ist es für 
mich selbst als für meinen ersten Inform anten, und was sagen meine In­
form anten A, B, C, D, E usw. dazu?
Um es ganz klar zu machen: Es geht hier nicht um Probanden-Befragung 
auf einen “W ahrheitswert” hin, sondern nur um Bewußtm achen des 
V e r s t ä n d n i s s e s  a l s  s o l c h e n ,  gleichgültig ob nun der Inhalt des 
betreffenden T extes “ wahr” ist oder nicht ( “Wie verstehst du jetz t den 
T ext, wenn er so und so aussieht, wenn wir den Ausgangstext so und so 
verändert haben?” ).
Entsprechende Verfahren haben ja viele von Ihnen gerade an diesem 
Kolloquium immer wieder verwendet, mehr oder weniger intuitiv oder 
reflektiert — nur nicht unter der von mir einmal vorgeschlagenen Bezeich­
nung “ streng sinngebundene Ersatzproben” , sondern unter der Bezeich­
nung “ Paraphrasen” . Von der Sache her ist das das Gleiche, und es ist 
daher dringend zu empfehlen, daß m an d ie B e d i n g u n g e n  für solche 
Paraphrasen möglichst genau bewußt m acht: Will man dabei die Struktur 
erhalten und nur bestim m te Variable austauschen, um die “ Besetzbarkeit 
der verschiedenen Stellen” zu testen? Will man den gleichen Mitteilungs­
wert erhalten, sonst aber völlig frei sein und beliebige Änderungen vorneh­
men? Will man bestim m te, begrenzte Strukturveränderungen vornehmen?
Ein solches o p e r a t i o n a l e s  M i t t e l s t ü c k  zwischen der reinen, un­
kontrollierten Intuition und der Benutzung der Intuitionsergebnisse für 
Formalisierung scheint mir nun gelegentlich gefehlt zu haben und noch
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zu fehlen, sehr zum Schaden der wissenschaftlichen Entwicklung und 
K ooperation überhaupt. Ich glaube auch, daß man bei solchem systema­
tischem Ausgehen von T exten  und daran durchführbaren Operationen  
sich grundsätzlich auf einige Prinzipien der V e r s t e h e n s t e c h n i k  
einigen sollte: einmal darauf, daß man T exte  ganz autom atisch als k o ­
h ä r e n t  betrachtet und daher bei Schwierigkeiten das eine Textstück  
im Licht anderer Textbestandstücke sieht und versteht (also “ Textprin­
zip” ), und dann darauf, daß sehr viele T exte  von verschiedenen Rezipien­
ten mehr oder weniger v e r s c h i e d e n  verstanden werden und daher 
für wissenschaftliche Arbeit gefragt werden muß: Wo liegt ein D e c k u n g  s-  
b e r e i c h  der verschiedenen Verständnisse vor und wo nicht? (Also: 
“Pluralitätsprinzip” ).
Ich beschränke mich hier auf diese wenigen Andeutungen und verweise 
für die genauere Ausführung auf den Band “Textanalyse und Verstehens­
theorie I, Methodenbegründung — soziale Dimension — Wahrheitsfrage — 
acht ausgeführte Beispiele” , Wiesbaden ^ 1 9 7 7 , S. 41- 51.  Als Resultat die­
ses Abschnitts fasse ich zusammen: Es ist zu wünschen, daß die Logiker 
und Logiko-Semantiker nicht nur ihre alte Schulgrammatik als Ausgangs­
punkt nehmen und sich nicht nur auf unreflektierte, eigene Verstehens­
strategien stützen, sondern daß sie sich alles kritisch zunutze machen, was 
an operationaler Fundierung von elementar-grammatischen Begriffen und 
an expliziter Verstehensmethodik entwickelt worden ist, z.B. von mir.
Ich meine keineswegs, daß man die von mir entwickelten Begriffe und 
Verfahren einfach übernehmen sollte — vielleicht erweisen sie sich hier 
und dort als unzureichend, als weiterer Entwicklung bedürftig, als in die­
sem oder jenem Punkt kurzschlüssig; aber daß das hier Angebotene über­
haupt nicht aufgegriffen und kritisch genutzt wird, das scheint mir schade.
4. Zur Auswirkung in der Praxis
Ich gehe hier ganz knapp auf mögliche Auswirkungen in der Praxis ein, 
auf die Wirkung von Wissenschaft nach außen.
Die Praxis des Sprachunterrichts war gerade im Begriff, einige unzurei­
chende traditionelle Begriffe im Bereich der Grammatik aufzugeben, z.B. 
den alten Prädikatsbegriff (Prädikat bestehend aus Prädikativ + Kopula), 
den Begriff der “ A rtikel” als eigene W ortart (s ta tt als einer bloßen Un­
tergruppe der Sammelklasse “ Pronom en” ) — da kam in der deutschspra­
chigen Linguistik Chom sky in Mode, und sogleich sagten sich manche 
Lehrer: “ Ja , wenn bei Chom sky von ‘Artikeln’ die Rede ist und von 
‘Adverbiale’ usw., — warum sollen w i r uns dann der Mühe des Um­
denkens unterziehen, wie es die strukturalistischen Gram matiker von uns
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verlangen? Wenn die Begriffe der traditionellen Schulgrammatik so gut 
sind, daß auch vornehme Logiker und generative Grammatiker damit ar­
beiten, dann bleiben wir doch als Schulleute auch bei diesen Begriffen 
(die für uns ja ohnehin viel bequemer sind).”
Noch viel verheerender als diese Stützung auch verkrusteter traditionell- 
-grammatischer Begriffe war es aber, daß Chomsky die “ K orrektheit von 
Sätzen” , die “ W ohlgeform theit” so sehr in den Vordergrund gerückt hat 
und daß in der Nachfolge von Wittgenstein wie von Chomsky der Begriff 
der “ Regel” so sehr betont wurde. In der “ Außenwelt” , d.h. bei den Leh­
rern, wurde dadurch ein verkrustetes, enges Korrektheitsdenken neu ge­
stärkt; der Terminus “ Regel” wurde natürlich nicht in W ittgensteinscher 
Weise als “ leitende Regularität in der K om petenz” aufgefaßt, sondern 
schlicht und einfach identifiziert mit der uralten schulmäßigen “ Regel” , 
z.B. Grammatikregeln wie “ das Subjekt muß in der gleichen Person und 
Zahl stehen wie das Prädikat” oder Rechtschreibregeln wie “ Kurzvokal 
wird durch Verdopplung des folgenden Konsonanten angezeigt” . So er­
schien mancher alte T ro tt und manche Überschätzung von Äußerlichkei­
ten durch den Terminus-Gebrauch der Wissenschaft neu gerechtfertigt, 
und was vielleicht als progressive Wissenschaft intendiert gewesen war, 
konnte in der Praxis dazu beitragen, daß eine vernünftige Fortentw ick­
lung von Begriffen und unterrichtlichen Verfahren blockiert wurde.
5. Konstruierbarkeit, Vorhersagbarkeit und ihre Grenzen
Ich komm e jetz t zu meinem zentralen Punkt: Konstruierbarkeit, V orher­
sagbarkeit und ihre Grenzen, und zwar für die Bedeutungen einzelner 
W örter oder Strukturen (A ) und für das Verständnis ganzer T exte  (B ).
Die f o r m a l e n  S p r a c h e n  gestatten grundsätzlich volle Vorhersag­
barkeit, sie sind ja genau zu diesem Zweck geschaffen worden. Sobald die 
Bedeutung der Basisausdrücke festgelegt ist, ist die Bedeutung der zusam­
mengesetzten Ausdrücke zwangsläufig m itbestim m t.
Dazu zitiere ich aus dem Referat Rieser (S. 2 9 ) :
Die sem antischen Regeln  legen die Bedeutung von Basisausdrücken fest 
und bestim m en, wie daraus die Bedeutung zusam m engesetzter Ausdrücke 
errechnet w erden m uß.
Das Verb errechnen , e rrech net w erden  ist hier der richtige Ausdruck.
Ich zitiere nochmals aus dem Referat Rieser (S. 32 ):
Solche Projektionsregeln  sollten  es erlauben, die Bedeutung zusammenge­
setzter Ausdrücke aus den Bedeutungen ihrer K on stitu en ten  und den 
K on stituen ten  ihrer K on stitu en ten  zu erm itteln .
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Für n a t ü r l  i c h e  S p r a c h e n  ist nun aber gerade grundlegend, daß 
ein Sprachteilhaber eine Bedeutung, die er noch nicht kennt, sehr oft 
n i c h t  aus den im W ort enthaltenen “ Basisausdrücken” errechnen kann. 
Abstrakt gesprochen: es besteht sehr oft k e i n e  Isomorphie zwischen 
M orphostruktur und Bedeutung, zwischen dem Aufbau eines W ortes und 
der Bedeutung dieses W ortes. Anders form uliert: in den natürlichen Spra­
chen ist die Zahl der Basisausdrücke (die sich nicht aus ihren Bestandtei­
len konstruieren lassen) um ein Vielfaches g r ö ß e r  anzusetzen als in 
den formalen Sprachen.
Ich kann anknüpfen an eine Schwachstelle in dem (m ir sonst vorzüglich 
erscheinenden) Referat von Brennenstuhl und Ballmer, auf die schon 
Herr Heringer in der Diskussion nicht ohne Schadenfreude hingewiesen 
hat: die Bedeutungen von ableben  und absterben. Hier sind nämlich 
Brennenstuhl und Ballmer der Versuchung erlegen, die Bedeutung eines 
Wortes zu konstruieren aus den in ihm verwendeten Bestandteilen, hier 
aus dem Verbzusatz ab und den beiden einfachen Verben leben  und ster­
ben  (vgl. Brennenstuhl/Ballmer S. 1 4 6 ) . Aber: Auch wenn jemand die 
Bedeutungen von leben  und sterben  und ab kennt, kann er nicht schlüs­
sig konstruieren, was absterben  heißt, etwa in E ine Pflanze stirbt ab oder 
Lassen Sie diesen S t o f f  nicht an der prallen So nn e liegen, sonst stirbt er  
ab; ebenso wenig läßt sich die Bedeutung von ableben  konstruieren, etwa 
für D ieser M ensch hat ein abgelebtes Gesicht oder Nach dem  A bleben  
seines Großvaters.
Ich bringe hier ein weiteres Beispiel, nämlich auftragen. Dieses Verb hat 
offenbar in verschiedenen verbalen W ortketten eine recht verschiedene 
Bedeutung; man vergleiche:
(1 ) jem andem  etwas auftragen  (= ‘ ihm einen Auftrag geben, ihm die 
Ausführung einer Handlung überbinden’)
(2 ) das Essen auftragen, die S u pp e auftragen, den Nachtisch auftragen
(3 )  Farbe a u f tragen (mit einem  Pinsel, einem  Spachtel, einem  Roller 
usw.)
(4 ) zu sehr auftragen  (= ‘zu dick sein’ , z.B. dieser S t o f f  trägt zu seh rau f)
(5 )  übertragene Bedeutung, aber schon fest lexikalisiert: dick auftragen  
im Sinn von ‘übertreiben’ .
Wir haben also hier, semantisch gesehen, schon vier oder fünf Basisaus­
drücke anzunehmen, und nicht e i n e n  zusammengesetzten Ausdruck  
aus den Basisausdrücken a u f  und tragen, wie der m orphostrukturelle Auf­
bau es nahezulegen scheint. Diese grundsätzliche “ N i c h t - I s o m o r ­
p h i e  zwischen M orphostruktur und Semantik” (die Beispiele lassen
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sich ohne Mühe vervielfachen) scheint mir gelegentlich auch bei Form a­
lisierungen im Bereich der Linguistik vernachlässigt worden zu sein.
Soviel zu meinem Punkt 5 A , “ Errechnen” von W ortbedeutungen (die 
an sich schon vorhanden sind, die aber ein Sprachteilhaber zufällig noch 
nicht kennt) aus den Bedeutungen der W ortbestandteile und aus dem  
Kom binationstyp.
Ich bringe noch ein Beispiel, mit dem ich dann zugleich den Übergang 
machen kann zu meinem Punkt 5 B, Konstruieren des Textverständnisses 
aus den Bedeutungen der für den T e x t verwendeten W örter und gramm a­
tischen Strukturen. Zu diesem Zweck greife ich aus dem Referat von 
Herrn Rieser das W ort Paradigma heraus. Im Referat Rieser kom m t das 
W ort Paradigma an folgenden Stellen vor:
— “ ... zwei Paradigm en..., das erste das zw eite ” (S. 2 8 )
Hier hat Paradigma die Bedeutung ‘Forschungsstrategie und dam it ver­
bundener K om plex von Annahmen’; diese Bedeutung ist seit Thomas 
S. Kuhn, also seit den 6 0 e r Jahren, in der Wissenschaft gebräuchlich.
— “ ...je n e  Paradigmen  für Deklination, Konjugation und L exis...” (S. 30)
Hier heißt Paradigma soviel wie ‘Zusammenstellung der verschiedenen  
Form en, die ein W ort annehmen kann und die in der Gram matik auf­
gezeichnet sind’. Wenn jemand hier an das Paradigma im Sinne Thom as
S. Kuhns denken wollte, könnte er die Stelle gar nicht verstehen.
— “ ... obwohl mit Reichenbachs ‘Analysis of Conversational Language’ be­
reits ein Paradigma für eine solche kreative Verwendung vorlag...” (der 
Ausdruck “ Paradigma” im vervielfältigten Kolloquiums-Papier ist in der 
Druckfassung durch “ Beispiel” ersetzt worden — siehe S. 34 , Zeile 2 v.u.).
Hier ist Paradigma ein einzelnes Beispiel wissenschaftlicher Tätigkeit, 
man kann es m it der Bedeutung von Paradigma bei Thom as S. Kuhn 
zusammenbringen, indem durch ein solches einzelnes Beispiel eine 
ganz neue Forschungsstrategie begründet werden kann.
— “ ...A sp ek te ..., die eng an die Verteidigung von Paradigmen  gekoppelt 
sind.” (S. 36)
Hier liegt die gleiche Bedeutung vor wie auf S. 2 8 , nämlich ‘Forschungs­
strategie und dam it verbundener K om plex von Annahmen’ ; wer hier 
an die Deklinations- und Konjugationsparadigmen denken wollte, würde 
den T ext völlig falsch verstehen.
Ergebnis, noch für Punkt 5 A : Es können mit dem e i n e n  W ort, und dazu 
einem W ort der “W issenschaftssprache” , zwei, wenn nicht drei ganz verschie­
dene Bedeutungen gemeint sein, es liegen also zwei oder drei Basisausdrücke vor.
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Und nun der Übergang zu Punkt 5 B, Gewinnen des mit einem T ext  
G e m e i n t e n ,  Aufbau eines V e r s t ä n d n i s s e s  aus dem Gesamt 
der im T ext verwendeten Einzelbedeutungen und Bedeutungsstrukturen, 
und G r e n z e n  d e r  K o n s t r u i e r b a r k e i t  (der “ Berechenbarkeit” ) 
dabei.
Ganz schlicht gefragt: Was muß der Rezipient l e i s t e n ,  wenn er ver­
stehen will, was in einem T e x t gesagt ist? E r muß nicht nur die L a u ­
t u n g e n  der W örter richtig identifizieren und die morphostrukturellen  
Zusammenhänge erfassen (wie gehören die W örter zu Satzgliedern zusam­
men, was ist Subjekt, was Objekt usw.), sondern er muß oft überhaupt 
erst entscheiden, w e l c h e  von den verschiedenen vorhandenen Bedeu­
tungen e i n e s  W ortes (auch eines fachsprachlichen W ortes) hier über­
haupt e i n s c h l ä g i g  i s t ,  welche von diesen Bedeutungen er einsetzen 
muß, um zu einem angemessenen Verständnis zu gelangen.
Dabei sind Schwierigkeiten wie beim Beispiel Paradigma im Referat 
Rieser alles andere als ein Einzelfall und eine Ausnahme, sie sind vielmehr 
sozusagen die Regel. Wenn z.B. in dem Referat Oberschelp (S. 2 2 ) das 
W ort Skopus  vorkam, so m ußte man als Rezipient in Sekundenschnelle 
“ schalten” , daß hier nicht der theologische Begriff ‘Skopus’ gemeint war 
(nämlich das Ziel, das jemand mit einer Gleichnisrede verfolgt, worauf 
er hinauswill), sondern daß ‘Skopus’ der Bereich ist, innerhalb dessen ein 
Argument gelten soll. Und wenn man an diesem Kolloquium das W ort 
A rgum ent  hört, muß man merken, daß das im Referat Brinker etwas 
ganz anderes meint als in einem Referat über form ale Sprachen und L o­
gik, nämlich einmal ‘Begründung für irgend eine Handlungsweise’ und 
einmal ‘eine Variable in einem logischen Satz’ oder ‘eine Variable in einer 
Funktion’ in der M athematik.
Das waren nun erst die Schwierigkeiten der richtigen Aufnahme und Ein­
ordnung e i n e r  Bedeutung in einem ganzen T e x t, wobei angenommen  
werden konnte, daß der übrige Textzusam m enhang schon klar war. Sol­
che Schwierigkeiten können aber offensichtlich auch auftreten bei der 
Konstitution von Textverständnis ü b e r h a u p t ,  von den ersten W ör­
tern an, auf allen Stufen, und es ist nun zu fragen, ganz hart: Wie weit 
ist die dem T e x t zu entnehmende I n f o r m a t  i o n überhaupt e i n ­
d e u t i g  k o n s t r u i e r b a r  durch den Rezipienten — auch bei gebühren­
der Aufmerksamkeit und K onzentration des Rezipienten, auch wenn die 
erforderliche Vorbildung und die erforderliche Sachkom petenz in jeder 
Weise vorhanden ist? Ganz knapp: Was geht a u s  d e m  T e x t  s e l b s t  
m it genügender Sicherheit hervor? Was muß man aus der S i t u a t i o n  
h e r a u s  dazu tun — und was muß man o h n e  H i l f e  aus T e x t und
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Situation s e l b e r  h i n e i n l e g e n ,  als eigenen (o ft nur tastend ent­
worfenen) Verstehensbeitrag, als selbst entwickelte Verstehensmöglich­
keit?
Ich komm e damit auf die Unterscheidung von d r e i  K o m p o n e n t e n  
bei allem Textverstehen, die ich im Band “Textanalyse und Verstehens­
theorie II” , Wiesbaden 1 9 7 8 , S. 146- 151 dargestellt habe:
— Dasjenige, was mit den W ortbedeutungen und den Strukturen, aus 
denen der T e x t besteht, gegeben ist, was man durch genaues Lesen 
mit Sicherheit herausbekommen (d .h .: k o n s t r u i e r e n )  kann und 
worin a l l e  Rezipienten, so verschieden sie sonst den T e x t verstehen 
mögen, e i n i g  sind und sein müssen (wo v o l l e r  D e c k u n g s b e ­
r e i c h  der verschiedenen individuellen Verständnisse möglich und 
erforderlich ist). Ich nenne das den T e x t a n t e i l .
— Dasjenige, was man aus der S i t u a t i o n  sicher genug entnehmen  
kann, auch wenn es im T ext nicht eindeutig ist. Das gilt z.B . für das 
Verständnis aller sog. “ Deiktika” , aller nicht nennenden, sondern nur 
hinweisenden W örter wie dieser, jen er  usw. Es kann aber auch bei vie­
len “ nennenden W örtern” gelten, z.B. bei Adjektiven (ich verweise 
auf das Referat Pinkal) wie g ro ß  und klein. Wenn jemand sich mit der 
Taufliege Drosophila beschäftigt und aus diesem kleinen Tierchen Or­
gane herausoperiert, um sie unter dem Elektronenm ikroskop zu unter­
suchen, dann ist in diesem Zusammenhang etwas schon ‘groß’, was 
für den Normalmenschen wahnsinnig ‘klein’ ist. Für alles das, was 
man in dieser Weise aus der Situation eindeutig genug gewinnen und 
zum T extanteil hinzutun kann, habe ich den Ausdruck “ Situations­
anteil” vorgeschlagen.
— Schließlich gibt es aber oft T exte , bei denen weder aus dem T extan ­
teil noch aus dem Situationsanteil eindeutig und intersubjektiv klar 
wird, welches Verständnis anzunehmen ist; dann muß d e r  R e z i ­
p i e n t s e i b e r  ein mögliches Verstehen entwerfen, einen e i g e ­
n e n  B e i t r a g  liefern, über das genaue Lesen (T extanteil) und die 
genaue Beachtung der Situation (Situationsanteil) hinaus. Diesen An­
teil nenne ich den ‘Eigenbeitrag des Rezipienten’. Er ist per definitio- 
nem besonders groß bei hermetischen T exten , die absichtlich verrätselt 
sind. Der Reiz m ancher literarischen T exte  (z.B . m oderner Gedichte) 
liegt nicht zuletzt darin, daß der Rezipient herausgefordert wird, sel­
ber ein mögliches Verständnis zu entwerfen, wobei er von dem im 
T ext Gesagten nur in einem sehr begrenzten Maß angeleitet wird. Bei 
diesem Eigenbeitrag des Rezipienten ist daher auch per definitionem  
oft k e i n  Deckungsbereich erforderlich, oder doch nur sehr wenig.
2 9 4
Diese drei Kom ponenten des Textverstehens sollte man bei aller Arbeit 
an der Analyse natürlicher Sprachen beachten, also auch bei den Versu­
chen zu Formalisierung. Das führt hinüber zu Punkt 6 : Wo s o l l  man 
formalisieren?
6 . Wo sind nun Formalisierungsversuche hoch erwünscht?
Der gegebene O rt für Formalisierungsversuche ist nun offenbar, um an 
Punkt 5 B anzuschließen, beim T e x t a n t e i l ,  und noch aussichtsrei­
cher ist die Formalisierung wohl, im Anschluß an Punkt 5 A , bei der 
B e s c h r e i b u n g  v o n  f e s t e n  B e d e u t u n g e n ,  d i e  s i c h  a u f  
g a n z e  g r a m m a t i s c h e  S t r u k t u r e n  s t ü t z e n .  Ich spreche hier 
von “ Semantemen” . Unter einem Semantem verstehe ich eine ganze 
Struktur, o ft mit einem verbalen Kern, mit festen Stellen für Variable. 
Sobald man nämlich solche Semanteme und die für die jeweiligen Leer­
stellen möglichen Reihen von Variablen hat, kann man die Bedeutung 
eines aus einem solchen Semantem gebildeten (auf einem solchen Seman­
tem  beruhenden) Textstückchens eindeutig Vorhersagen, man kann sie 
k o n s t r u i e r e n .
Ich greife zurück auf das Beispiel auftragen  (siehe oben S. 2 9 1 ) . Wenn 
ich das Semantem habe jem a nd em  eine Tätigkeit auftragen, so kann ich 
an der Leerstelle jem a nd em  irgend etwas einsetzen, eine Person oder 
eine Institution, und ich kann an der Leerstelle eine Tätigkeit irgend 
eine konkrete Tätigkeit einsetzen, z.B. mir einen Ausweis zu besorgen, 
mir die Post nachzusenden usw., und die Bedeutung des dadurch entste­
henden Stückchens T e x t (etw a Ich  habe m einem  B ruder aufgetragen, 
m ich bei E intreffen  des B riefes sofort zu benachrichtigen) kann dann 
schlüssig konstruiert werden. Ich kann also auch als Rezipient mit an 
Sicherheit grenzender Wahrscheinlichkeit erschließen, was gemeint ist, 
wenn ich z.B. den Satz lese: N ebukadnezar beauftragte seinen G roßw e­
sir, einen Wahrsager ko m m en zu lassen.
Hier eröffnet sich tatsächlich der Formalisierung ein sehr großes und 
fruchtbares Feld, nämlich z.B. festzustellen: Wieviele derartige verbale 
Semanteme sind in einem gegebenen T ext überhaupt benutzt? Wie muß 
man sie ansetzen, um die Tatsäche erklären zu können, daß der betreffen­
de T e x t ü b e r h a u p t  verstanden wird und g e r a d e s o  verstanden 
wird? Hier dürften Formalisierungen mit Sicherheit sehr wertvoll sein, 
zur Klärung des schon vor der Formalisierung Erarbeiteten, zur Kritik, 
zur Überprüfung auf Widerspruchsfreiheit.
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Der Begriff “ verbales Sem antem ” in der oben skizzierten Fassung bietet 
noch einen Vorteil. Es gibt nämlich auch Reihen von Ausdrücken, die 
man praktisch bei jedem Semantem oder doch bei ganz großen Klassen 
von Semantemen m i t  g l e i c h e m  W e r t  einsetzen kann. Man kann 
z.B. zu allen Semantemklassen, die irgend eine Tätigkeit darstellen, einen 
Ausdruck der Intensität einfügen, z.B . heftig, sehr heftig, mit g ro ß er H ef­
tigkeit oder ganz sanft, unm erklich  usw., oder man kann einen Ausdruck  
der Ausführungs-Präzision einsetzen, z.B . genau — pünktlich — nachlässig 
— ungefähr  usw.
Auch hier ist zu empfehlen, daß man sich nicht primär an die Morpho- 
syntax hält, jedenfalls nicht bei ihr stehen bleibt, sondern von der Nom o- 
syntax (oder “ Sem anto-Syntax” ) ausgeht, wo z.B. außerordentlich g ro ß  
und von außerordentlicher G röße  äquivalent sind, obwohl morphosyn- 
taktisch einmal ein fallfremdes Satzglied vorliegt, graduierbar, m it gradu­
ierendem Elem ent, und einmal ein fallbestimmtes Satzglied, ein Präpo- 
kasus, bestehend aus der Präposition von + Adjektiv + Nomen im Dativ. 
Was hier eigentlich interessiert, um auf das Referat Pinkal einzugehen, 
ist ja gar nicht die morphosyntaktische Kategorie “ Adjektiv” , sondern 
die semantische Kategorie “ Charakterisierung von etwas in irgend einer 
Hinsicht” .
Ich kann noch etwas auf die Beispiele im Referat Pinkal eingehen, vor 
allem alt. Die Verschiedenheiten, auf die Pinkal mit R echt hingewiesen 
hat, können nun damit erklärt werden, daß hier verschiedene verbale 
Semanteme vorliegen. Es gibt z.B. das verbale Semantem so und so a l t  
sein. In diesem Semantem ist alt ein neutraler Ausdruck für ‘so und soviel 
Lebenszeit schon hinter sich habend’, und es steht daher n i c h t  in 
Opposition zu jung. Die besondere Wirkung von Aussagen in der Regen­
bogenpresse oder in Heiratsinseraten (22  Ja h re  jun g)  ergibt sich gerade 
daraus, daß hier aus dem Semantem so und so alt sein  herausgesprungen 
wird und auf die Oppositon alt —ju n g  hinübergegriffen wird. In norm a­
ler Sprachgebung ist ein Kind vom ersten Tag an alt, nämlich einen Tag 
alt oder drei Tage alt oder ein halbes Jah r alt usw. Es liegen also ganz 
verschiedene verbale Semanteme vor, wenn man sagt so und so alt sein  — 
alt w erden  — zu alt sein fü r  etwas — noch jun g sein fü r  etwas usw., und 
die Verschiedenheit der Bedeutung von alt bzw. ju n g  hängt gar nicht am 
Adjektiv als solchem, sondern an seiner Verwendung im Rahmen ver­
schiedener verbaler Semanteme.
In diesem Rahm en, soweit verbale Semanteme und zugehörige Ersatz­
reihen für die einzelnen Stellen in allen Sprachteilhabern praktisch  
gleichartig gespeichert sind, ist also auch Vorhersagbarkeit, Konstruier-
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barkeit des ganzen Textverständnisses möglich, soweit es den Textanteil 
(siehe oben S. 2 9 4 )  betrifft. Es scheint mir daher außerordentlich frucht­
bar, gerade an dieser Stelle formalisierend weiterzufahren und zu fragen: 
Wie lassen sich die operational-intuitiv, operational-empirisch gewonne­
nen Befunde über das Verstehen ausgewählter T exte  systematisch ord­
nen und evtl. in Formalisierungen abbilden? Dabei darf man nicht den 
Anspruch erheben, daß schon etwas unbedingt Richtiges und Bleibendes 
gewonnen wird, sondern viel eher sagen: Wir wollen einmal probieren, 
was herauskom mt, wenn wir bei der und der Entwicklungsstufe der 
Fachbegrifflichkeit und der und der Verfügbarkeit entsprechend zube­
reiteter Daten nun versuchen, die Ergebnisse auch zu formalisieren und 
Verständnisse (genauer: T extanteile von Verständnissen) vorherzusagen 
und nachher zu überprüfen, ob sie bei so und soviel Inform anten zutref­
fen.
Beiläufig m öchte ich hier noch für die Arbeit von Brennenstuhl und Ball- 
mer darauf hinweisen, daß im Bereich der Ausdrücke für ‘sprechen’ und 
‘denken’ evtl. die Arbeiten von Sitta und B oettch er über die “ Inhalts­
sätze” einen geeigneten Ansatzpunkt für die Kategorialisierung bieten:
H. Sitta, Semanteme und Relationen, zur Systematik des Inhaltssatzge­
füges im Deutschen, Frankfurt 1971-, W. B oettch er und H. Sitta, D eut­
sche Grammatik III, Zusam mengesetzter Satz und äquivalente Struktu­
ren, Frankfurt 1 9 7 2 , vor allem S. 9 1 - 1 3 0 ;  knappe Beleuchtung des gan­
zen Problembereichs im Exkurs “ Verschiedene Konzeptualisierungsstu- 
fen (konzeptuelle Dominanz und Dependenz...)” in meinem Band “T e x t­
analyse und Verstehenstheorie II” , 1 9 7 8 , S. 2 9 5 -3 0 7 .
Ich m öchte jetzt auch noch ein Stück weitergehen: Auch solche Form a­
lisierungsversuche für die Gewinnung des Verständnisses (T extanteil) aus 
T exten  dürften umso fruchtbarer sein, je m ehr sie bewußt eingebaut 
werden in eine umgreifende Verstehenstheorie für sprachliche T exte, 
mit sorgfältiger Unterscheidung von T extanteil, Situationsanteil und 
• Eigenbeitrag des Rezipienten und mit Anerkennung der U n g e n a u i g ­
k e i t ,  der A p p r o x i m a t i v i t ä t  von Verstehen überhaupt, als kon­
stitutiv für das Verstehen von natürlichsprachigen T exten . Eine solche 
rahmengebende Verstehenstheorie kann natürlich ihrerseits nicht form a­
lisiert werden, sie könnte daher als eine “ M etatheorie” oder eine “ Meta- 
Logik” bezeichnet werden; ältere Philosophen würden hier vom “ Hori­
zont” der ganzen wissenschaftlichen Arbeit sprechen — und dieser Hori­
zont, diese Rahm entheorie muß nach meiner Überzeugung primär 
p r a g m a t i s c h  sein. Damit kom m e ich zu meinem Punkt 7.
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7. Das Verhältnis von Syntax, Semantik und Pragmatik bei den natür­
lichen Sprachen und bei den formalen Sprachen
Im Referat Oberschelp wurde sehr klar form ujiert, was mir grundlegend 
scheint: Wenn man eine form ale Sprache aufbaut, konstruiert man z u ­
e r s t  eine Syntax, dann kom m t man zur Semantik, und erst zuletzt er­
gibt sich, ob und was man mit dieser Syntax und Semantik in der Prag­
matik anfangen kann.
In den natürlichen Sprachen gilt nun gerade das Umgekehrte: Es ist nichts 
in der Syntax (um  einen bekannten Ausspruch des Rom anisten Spitzer 
aufzugreifen), was nicht vorher in der Semantik war — und es ist nichts 
in der Semantik, was nicht zu allererst in der Pragmatik gewesen ist.
B e d e u t u n g e n  sind nämlich nicht primär für Logiker und von Logi­
kern entwickelt worden. Bedeutungen sind in erster Linie Fixpunkte, 
N etzpunkte, Orientierungspunkte, gedankliche Markierungen für H a n d ­
l u n g s a b l ä u f e .  Sie werden in Handlungsabläufen gelernt, beim E r­
lernen der Sprache durch die kleinen Kinder, und sie sind in Handlungs­
abläufen entwickelt worden, in der M enschheitsgeschichte. Erst in einem 
sehr späten Stadium hat man sie dann für logische Zwecke benutzt und 
sie soweit gereinigt und verschärft (d .h. verengt), daß sie in form ale logi­
sche Strukturen einbettbar wurden (ich kann mich hier an das anschließen, 
was Herr T od t in seinem Referat betont hat).
Bei allen Formalisierungsversuchen muß man denn auch sehen, daß im 
Bereich der Pragmatik der größte “ Offenheitsgrad” vorliegt, und damit 
die geringste Konstruierbarkeit und Vorhersagbarkeit.
Ich bringe hierzu ein kleines Beispiel, das ich kürzlich beobachten konn­
te. Es war in München, auf dem Platz hinter dem Rathaus. Ein Kind saß 
neben seiner G roßm utter auf einer Steinbank an der Sonne, und auf ein­
mal sagte es zur G roßm utter: “ Nase putzen, Nase läuft” . Das verbale 
Semantem die Nase pu tzen  ist eindeutig, und als T extanteil beim Verste­
hen ist daher ganz klar zu erfassen: das Kind will sagen, daß die Nase ge­
putzt werden soll (oder geputzt werden wird). Auch der Bedeutungszu­
sammenhang zwischen den beiden kurzen Propositionen ist eindeutig, 
obwohl keine Konjunktion verwendet ist: Das Kind meint eine Kausali­
tät, das Laufen der Nase ist der Grund dafür, daß man jetzt die Nase 
putzen muß. Das verbale Semantem laufen  ist bei einem Subjekt Nase 
ja eindeutig zu verstehen (durch das Subjekt Nase wird klar, daß als Be­
deutung von laufen  hier nur anzunehmen ist ‘tropfen’ und nicht laufen = 
‘schnell gehen’ usw.).
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Der T extanteil des Verständnisses ist also recht eindeutig zu konstruieren. 
Gar nicht eindeutig ist aber der “ pragmatische Sinn” des T extes, nämlich 
der E r t r a g ,  den das Kind durch das Äußern dieses T extes erstrebt.
Will es sagen: “ Putz mir die Nase, sie läuft, und das stört m ich” , will es 
also ein Handeln der G roßm utter hervorrufen? Oder will es sagen: “ Schau, 
meine Nase läuft, aber ich kann sie selber putzen, das tu ich jetz t sogleich, 
dann siehst du, wie groß und selbständig ich schon bin” ? Im von mir 
beobachteten Fall wollte das Kind offenbar den zweiten oben skizzierten 
Ertrag erreichen, die Aufmerksamkeit der G roßm utter auf seine Leistung, 
denn kaum hatte es den T e x t “ Nase putzen, Nase läuft” fertig ausgespro­
chen, so nahm es ein Taschentuch und putzte sich die Nase.
Allgemeiner Befund: Im Bereich der Pragmatik dürfte die Vorhersagbar­
keit (d.h. die schlüssige Konstruktion dessen, was jemand mit einem von 
ihm geäußerten T e x t w i l l )  am g e r i n g s t e n  sein, auch dann, wenn 
der T extanteil (wie im hier vorgeführten Beispiel) eindeutig konstruierbar 
ist und die Situation völlig bekannt ist. Hier kam es ja nun wenig auf die 
Vorhersagbarkeit an — aber w e n n  es der G roßm utter darauf angekom­
men wäre, hätte sie selber entscheiden müssen, in Eigenbeitrag des Rezi­
pienten, ob sie verstehen wolle “ Bitte putz mir die Nase” oder “ Schau 
her, wie ich selber die Nase putzen werde, und lobe mich dann entspre­
chend” .
In dieser Optik muß wohl auch das meiste, was die Sprechakttheorie bis­
her vorgelegt hat, sehr kritisch betrachtet werden, denn die grundsätzliche 
Beschränktheit der Vorhersagbarkeit und schlüssigen Konstruierbarkeit 
scheint mir von den Sprechakttheoretikern bisher noch viel zu wenig ge­
sehen worden zu sein — man ging dort nach meiner Meinung zu semantisch 
und logisch vor-und zu wenig pragmatisch, und es waren ja auch primär 
Philosophen und nicht Kommunikations- und Interaktionsforscher, die 
die Sprechakttheorie entwickelt haben.
Die Möglichkeiten, hier w eiterzukomm en, sehe ich daher nicht in einer 
Sprechakttheorie, die am Vorbild einer “ Beispiel-Linguistik” generativen 
Typs orientiert ist, sondern viel eher in der genauen und kritischen Rekon­
struktion von Verstehens- und Interaktionsabläufen in konkret gelaufe­
nen Kommunikationsbeispielen. Erste Proben dafür habe ich in dem Band 
“Textanalyse und Verstehenstheorie II” , 1 9 7 8 , vorgelegt, nämlich die 
Analyse eines Gesprächs eines Kindes mit seiner Freundin und eines Ge­
sprächs eines A rztes mit der T och ter eines zu begutachtenden Patienten. 
Solche Untersuchungen sind allerdings ziemlich aufwendig: für das Ge­
spräch der zwei Kinder, das kaum mehr als eine Minute dauerte, ergab 
sich eine Analyse von 28  Seiten (T extanalyse und Verstehenstheorie II,
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S. 2 4 3 -2 6 9 ) . Ich wäre natürlich außerordentlich glücklich, wenn gerade 
die von mir hier vorgelegten konkreten Analysen von den Fachleuten der 
Argumentationsanalyse und der formalisierenden Behandlung gelegentlich 
als Ausgangsmaterial gewählt werden könnten,-um zu sehen, wie es nun 
da weitergehen kann, ob sich die verwendeten Begriffe (vor allem: erstreb­
ter Ertrag beim Partner — erstrebter Ertrag beim Ich des Sprechers, beides 
als Außenertrag und als Innenertrag) bewähren, ob darin Widersprüche 
nachgewiesen werden können usw.
8 . Zur W ahrheitsfrage; Blick auf die Entstehung der Logik bei den 
Griechen
Hier muß ich gleich etwas sagen, was in manchen Ohren ganz ketzerisch  
klingen kann.
Die L o g i k  geht davon aus, die W a h r h e i t  v o n  S ä t z e n  zu dem on­
strieren, und diese Wahrheit v o r h e r s a g b a r  zu m achen: daß, wenn 
gewisse Sätze als wahr gegeben sind, gewisse andere Sätze dann notwen­
dig wahr (oder notwendig nicht wahr) sind.
Für die n a t ü r l i c h e  S p r a c h e  halte ich dieses D e d u z i e r e n  von 
Wahrheit für erstens sehr oft unmöglich und zweitens meistens sehr un­
erheblich.
Natürlich will ich keineswegs bestreiten, daß es bei Herstellung und Re­
zeption von T exten  in natürlichen Sprachen sehr oft um das Wahrheits­
problem geht — aber diese Frage nach der W ahrheit ist dann eine p r a g ­
m a t i s c h e ,  sie ist m it dem System kom plex “ Sprache” (m it der Se­
mantik und der Syntax) keineswegs notwendig verknüpft.
Gewiß wird, ich sagte es schon, sehr oft m it sprachlichen M itteln nach 
Wahrheit gesucht, man will m it sprachlichen M itteln etwas Behauptetes 
als wahr erweisen oder etwas von ändern als wahr Behauptetes als un­
wahr beweisen: vor G ericht, in der historischen Forschung, in wissen­
schaftlichen Diskussionen, auch im Alltag. Ich bringe auch hier ein Bei­
spiel, das ich eben in einer Imbißstube gehört habe. Eine Verkäuferin  
sagte lebhaft zu einem Kunden: “ Gelogen? Nein, ich habe gesagt, ich 
habe einen Scherz gem acht, und das ist nicht gelogen” . Der Kunde hatte 
ihr offenbar vorgeworfen (das konnte ich nicht so genau hören), sie habe 
gelogen, und sie legte W ert darauf, diesen Vorw urf zurückzuweisen, ihn 
als u n w a h r  zu erweisen und an seiner Stelle ihr w i r k 1 i c h e s Han­
deln, d.h. die W a h r h e i t  über ihr Handeln, klar zu m achen. Aber sol­
ches Zurückweisen von Unwahrem und das Behaupten von W ahrheit er­
folgt nicht durch logische Argum entationen, sondern primär durch Be­
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zug auf Außersprachliches, auf faktisch Gelaufenes. Eine logische Argu­
m entation kann man hier nur sehen in der Klärung der Bedeutung von 
lügen und in der Betonung des Unterschieds zwischen lügen  und einen  
Scherz m achen.
Hier muß ich nun etwas betonen, was durch Chom sky mit seinem K or­
rektheitsbegriff und auch durch andere eher vernebelt worden ist: Es 
gibt in den natürlichen Sprachen k e i n e  Indizien dafür, ob eine Aussage 
w a h r  oder n i c h t  w a h r  ist. Es können vollkommen korrekt gebildete 
T exte  (m it lauter korrekten Ausdrücken, lauter “gramm atischen Sätzen” ) 
ebensogut falsch wie wahr sein, und es können sprachlich äußerst unkor­
rekte T exte  (m it vielen Verstößen gegen die Gram m atik, mit falsch ge­
brauchten Bedeutungen) durchaus w a h r  sein. Die Wahrheitsfrage ist 
eben keine Frage, die “ inner-linguistisch” beantw ortet werden könnte, 
sie läßt sich nur p r a g m a t i s c h  beantw orten, m it Rückgriff auf die je­
weils behandelte S a c h e  und mit Bemühung um einen Konsens aller 
Beteiligten über W ahrheit oder Nicht-Wahrheit einer Darstellung usw.
Das beste Beispiel bietet die Jurisprudenz. Ist eine bestimm te Auslegung 
eines Gesetzesartikels “w ahr” oder “ nicht wahr” ? So fragt man im Rechts­
leben überhaupt nicht. Man fragt vielmehr, ob die fragliche Auslegung 
des Gesetzesartikels v o n  a l l e n  P a r t n e r n  a k z e p t i e r t  w e r d e n  
m u ß ,  und das muß sie, wenn sie vom h ö c h s t e n  G e r i c h t  der 
betreffenden Rechtsgem einschaft gedeckt, von ihm gutgeheißen wird. Es 
kommt daher auch immer wieder vor, daß für ein und denselben Gesetzes­
artikel im Lauf der Zeit verschiedene Verständnisse, verschiedene Ausle­
gungen (und ihre praktischen Folgerungen) als richtig anerkannt werden, 
wenn sich nämlich die Auslegungspraxis des höchsten Gerichts im Lauf 
der Zeit ändert. Wenn z.B. in Sachen Hochschulgesetz das Bundesverfas­
sungsgericht gesprochen hat, dann g i l t  von jetzt an die von ihm vorge­
nommene Auslegung, und evtl. vorhandene frühere Auslegungen sind un­
gültig, und zwar nicht aus logischen oder semantischen, sondern aus prag­
matischen Gründen.
Das Beispiel mit dem G ericht m otiviert mich nun dazu, einen wenn auch 
nur kurzen Blick zu werfen auf die Entstehung der Logik und auf die 
Rolle der Wahrheitsfrage dabei.
Das Ziel der systematischen Sprachverwendung durch die Sophisten, im
5. und 4 . Jahrhundert vor Christus, war ja nicht die Wahrheitsfindung.
Die Sophisten lehrten nicht die Richter, wie sie entscheiden sollten, son­
dern sie lehrten die Parteivertreter, wie sie ihre Auffassungen und An­
sprüche wirkungsvoll Vorbringen konnten. Zu diesem Zweck führten sie 
den “ Syllogismus” ein, nämlich die Verknüpfung s p r a c h l i c h e r  Sätze
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(genauer: die Verknüpfung von Propositionen) mit Hilfe von m a t h e ­
m a t i s c h e n  Strukturen. Ziel war also gar nicht das Herausfinden von 
“W ahrheit” , sondern, um es ganz grob zu sagen: man wollte Erfolg ha­
ben im W ortkam pf vor G ericht, im Imponierverhalten gegenüber der än­
dern Partei und vor allem gegenüber den Richtern. Zu diesem Zweck 
wendete man das in der M athematik längst geläufige Verfahren der 
Kombination von zwei Gleichungen an und übertrug es auf sprachliche 
Ausdrücke:
a = b
b = c
also: auch a = c
Dieses Verfahren wurde nun für die Handhabung der Sprache übernom­
men und systematisiert — sehr wahrscheinlich zurückgehend auf spon­
tane Anwendungen, die es schon längst gegeben hatte. Auch heute noch  
kann man jemanden, der nie Logik studiert hat, etw a sagen hören: “ Ein 
Schwätzer, das ist doch ein verächtlicher Mensch; der Soundso, mit dem 
ich Streit habe, i s t ein Schwätzer, und darum ist er auch ein verächt­
licher Mensch, da habe ich doch recht, wenn ich ihn als das bezeichne, 
was er ist” .
Solches Stützen der eigenen Auffassung und Behauptung durch Rück­
griff auf allgemein anerkannte Prämissen, das war der “ Sitz im Leben” 
(oder: der “ Sitz im Handeln” , die pragmatische Wurzel) der griechischen 
Logik in ihrer Entstehung, nämlich der systematischen Kombination  
sprachlicher Aussagen nach dem Muster der Verknüpfung von zwei Glei­
chungen, aus der mit m athem atischer Schlüssigkeit eine dritte Gleichung 
hervorgeht.
Dieses neu gewonnene und systematisierte M ittel im W ortkam pf wurde 
nun von den Sophisten auch kräftig m ißbraucht (sie m achten sich an­
heischig, damit “ die schwächere Sache zur stärkeren zu m achen” ), und 
das forderte die K orrektur durch Sokrates heraus. Sokrates wandte sich 
gegen das verantwortungslose Spielen mit den sprachlich-logischen Mit­
teln, das er bei den Sophisten sah, und der Kern seines Verfahrens (der 
vieldiskutierten “ sokratischen M ethode” ) war die R ü c k b i n d u n g  
an den Sprachgebrauch und die Wertungen der u m g r  e i f e n d e n  G e ­
m e i n s c h a f t ,  d.h. praktisch der Polis, der Gesamtheit der R echts­
fähigen, der Bürger. Das war der Sinn seiner ständigen “ Inform antenbe­
fragungen” in seinen Gesprächen, wenn er fragte “ Ist es nicht so? Und 
ist es dann nicht auch so?” und wenn er sich von seinen Diskussions­
partnern ständig diese Fragen beantw orten ließ und sie dann auf ihre 
Antw orten festnagelte.
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Bei Platon wurde nun das Ganze “ ontologisiert” , wie man sagen kann; 
aus den B e d e u t u n g e n  in der Sprache (also aus den “ Fixpunkten, 
Netzpunkten beim Handeln” , vgl. oben S .2 9 8  ) wurden bei ihm die ab­
strakten Wesenheiten, die er “ Ideen” nannte und in einem Bereich der 
Unsterblichkeit und Unwandelbarkeit ansiedelte. Und noch heute spielt 
ja, wie sich auch an diesem Kolloquium gezeigt hat, das schon von Platon  
gebrauchte Beispiel “ Stuhl oder N icht-Stuhl” (vgl. S. 2 2 1 )  eine Rolle.
A r i s t o t e l e s  schließlich holte die Ideen wieder auf die Erde und in die 
Praxis zurück, und er schuf in operationalem Vorgehen die Logik, indem 
er nüchtern hinging und fragte: Welche Kombinationsmöglichkeiten von 
Aussagen, welche Schlüsse sind denn brauchbar, wenn wir nach der Wahr­
heit suchen — und welche sind brauchbar, wenn wir einem ändern impo­
nieren, ihn zur Annahme unserer Meinung bringen wollen (die sog. “ En- 
thym em e” , im Gegensatz zu den Schlüssen im engeren Sinn, den “ Syllo­
gismen” ).
Ich halte es für sehr nützlich, wenn man sich immer wieder auf diese prag­
matischen, lebenspraktischen Wurzeln der Logik besinnt und dadurch 
nicht so leicht der Illusion erliegt, es gehe beim Gebrauch logischer Mit­
tel immer nur um W ahrheit und um nichts als W ahrheit, um die Beschrei­
bung von Wahrheit und um die Herstellung, die schlüssige Konstruktion  
von Wahrheit. Sehr oft ging es rein um Imponiergehabe, um Vorteile im 
W ortkampf. Ja , auch heute noch und gerade heute ist die Gefahr nicht 
auszuschließen, daß die Möglichkeiten von Formalisierung und mathema- 
tisierendem Beweisverfahren auch als Imponiergehabe im W ortkam pf 
der Wissenschafter verwendet werden. Es können hier ganz ähnliche Fehl­
haltungen entstehen, wie sie Sokrates an den Sophisten moniert — und 
auch Sokrates selbst arbeitet ja gelegentlich mit schiefen Schlüssen, sogar 
mit eigentlichen Tricks, um seinen Gesprächspartnern die Richtigkeit 
der eigenen Auffassung zu beweisen. Damit kann ich zu meinem Punkt 9 
kommen: Ausblick und Wünsche.
9. Ausblick; Wünsche für Wissenschaftspraxis, Beweisverfahren und 
Konsensbildung
Mein erster und wichtigster Wunsch ist: daß die Verwendung von Logik 
und Formalisierung nicht als Imponiergehabe gefürchtet werden muß 
von denen, die diese Techniken nicht beherrschen und daher staunend 
davorstehen, und daß sie nicht als Imponiergehabe mißbraucht wird von 
denen, die sie beherrschen.
Die Möglichkeit, zu formalisieren und in diesem Rahmen Beweise zu 
führen, sollte vielmehr verstanden werden als das A u s f ü l l e n  e i n e r
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T e i 1 r o 11 e im Gesamtprozeß der W issenschaften, eingebettet in diesen 
Gesamtprozeß, und an denjenigen einzelnen Stellen durchgeführt, wo 
die noch nicht formalisierende begrifflich-praktische Durcharbeitung 
(die “ empirische W issenschaft” ) schon soweit gediehen ist und so breite 
und sichere Ergebnisse erbracht hat, daß die Teilrolle des Formalisierens 
jetzt m it Aussicht auf Erfolg und ohne Beeinträchtigung von vorher nö­
tiger wissenschaftlicher A rbeit wahrgenommen werden kann.
Dabei scheint mir besonders wichtig, daß die jeweiligen B e w e i s v e r ­
f a h r e n  völlig offengelegt werden.
Die meisten Laien sind ja völlig außerstande, ein logisches Beweisverfah­
ren zu überprüfen. Das war schon bei relativ trivialer Algebra in der Schu­
le so: Wenn der M athematiklehrer schnell eine Serie von Gleichungen 
anschrieb, konnte plötzlich irrtümlicherweise ein Plus durch ein Minus 
ersetzt werden, und niemand m erkte es, bis plötzlich am Schluß irgend 
etwas Schiefes herauskam.
Das heißt für die Anwendung von Formalisierung in der Linguistik: Man 
sollte nach Möglichkeit nicht nur die Überprüfung “ von Hand” vorneh­
men, sondern zusätzliche Sicherungen einbauen. Eine bequeme Möglich­
keit solcher Sicherung bietet ja gerade der Com puter. Er läßt sich nicht 
betrügen — er nimmt die K orrekturen, die ein denkender Benutzer auto­
matisch und unbewußt vornimm t, nicht vor (wenn die Möglichkeit dazu 
nicht schon in ihn hineinprogrammiert worden ist), und er m acht da­
durch alle Schwächen des eingegebenen Programms deutlich. Es ist eigent­
lich seltsam: So weit ich sehen kann, sind von den vielen Formalisierungs­
versuchen in der Linguistik, vor allem im semantischen Bereich, nur recht 
wenige dem harten T est im Com puter ausgesetzt worden.
Für sehr wichtig, ja grundlegend im Prozeß der wissenschaftlichen Kom ­
munikation und Kooperation halte ich es, daß die formalisierenden 
Wissenschafter Möglichkeiten finden, ihr Vorgehen und dessen Reich­
weite auch den nicht-formalisierenden Kollegen soweit verständlich zu 
machen, daß jeder an der Wissenschaft Beteiligte etwa sagen kann: “ Al­
so, nachrechnen im Detail kann ich es nicht, aber ich sehe, das Ergebnis 
ist so und so, dazu kann ich von meiner Position (und Intuition) her sa­
gen, daß es brauchbar scheint; und wenn das nun von zwei, drei, vier 
voneinander unabhängigen formalisierenden Kollegen gleicherweise ge­
funden worden ist, kann ich mich für meine Arbeit darauf stützen” .
Zum Schluß m öchte ich einige generelle Postulate aufstellen — und das 
geht nun nicht nur an die Adresse derer, die formalisieren, sondern an 
alle an der W eiterentwicklung und Lehre in der Linguistik Beteiligten:
Man sollte sich in viel höherem Maß als heute darauf einigen, w a s  man
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als B e w e i s v e r f a h r e n  überhaupt akzeptieren kann — wie man B e ­
g r i f f e  o p e r a t i o n a l  d e f i n i e r e n  kann und soll — daß man B e - 
g r i f f e  und T e r m i n i  nicht miteinander verwechselt (es gibt hier in 
manchen Büchern furchterregende Beispiele), daß man einen Begriff nicht 
vom Terminus her bestim m t, sondern die zugehörigen Operationen nach­
vollzieht — daß man sich immer fragt, in w e l c h e m  B e r e i c h ,  auf  
w e l c h e r  E b e n e  ein Begriff, eine Beobachtung, eine Aussage anzusie­
deln ist und gilt: im Bereich des Semantischen — im Bereich der Morpho- 
struktur — im Bereich der reinen Lautungen, der Phono-Morphologie 
oder Phonom orphie — oder am Ende im rein orthographischen Bereich. 
Dann wird auch viel leichter klar, welches Gewicht jeweils eine Aussage, 
eine Beobachtung, eine Inform anten-Reaktion, ein Textbefund haben 
kann.
Dann sollte man auch eher dazu kommen, als das heute vielleicht der Fall 
ist, daß man Schul-Gegensätze relativiert, daß man keine unnötigen Fron ­
ten aufbaut (z.B . “ hie die Form alisierer und Logiker — hie die kritisch- 
-hermeneutischen Linguisten oder Sprachwissenschafter, die damit natür­
lich nichts zu tun haben wollen” ), sondern daß man die verschiedenen 
möglichen Teil-Rollen im Gesamtprozeß der W issenschaft so nüchtern 
wie möglich sieht. Dann wird es auch nicht als Schwäche mißverstanden  
werden, wenn jeder immer zuerst versucht, an dem vom ändern Vorge­
brachten all das zu verstehen und zu akzeptieren, was verstehbar und ak­
zeptierbar ist, und daß man sich erst dapn auch den Stellen zuwendet, 
wo man kleinere oder größere Einwände hat oder ganz grundsätzliche 
Bedenken anmelden muß.
Soweit meine Wünsche und Postulate für die W eiterentwicklung der Lin­
guistik — wenn sie sich auch nur zu einem kleinen Teil erfüllen könnten, 
so kämen wir erheblich weiter, als wir heute sind. Ich danke Ihnen für 
Ihre Aufmerksamkeit.
305
Schlußdiskussion
B R E K L E : Meine Damen und Herren, ich glaube, es liegt in unser aller 
Interesse, wenn wir möglichst früh mit der Schlußdiskussion beginnen.
Wie ich von verschiedenen Kollegen und Kolleginnen gehört habe, besteht 
das Bedürfnis und der verständliche Wunsch, heute zum Teil wenigstens 
noch nach Hause zu fahren. Ich darf deshalb nach einigen Vorbemerkun­
gen dann gleich zur Diskussion kommen. Zunächst eine organisatorische 
Vorbemerkung. Ich halte es für günstig und auch vernünftig, wenn wir 
jetzt nicht mehr differenzieren zwischen der Diskussion der Vorträge 
von heute vorm ittag und den Gesamtvorträgen, sondern daß wir das, 
ohne daß sich deshalb die Referenten von heute vorm ittag benachteiligt 
fühlen sollten, je tzt gleich in ein Diskussionsforum zusammenpacken.
Dann bin ich gebeten worden, Ihnen mitzuteilen, daß es über diese Ver­
anstaltung eine Publikation geben wird, d.h. die Akten dieses Kolloquiums 
werden im Rahmen der Schriftenreihe des Instituts für deutsche Sprache 
veröffentlicht werden. Soviel, glaube ich, zum Organisatorischen. Darf 
ich, mit Ihrer Zustimmung, einen Zeitpunkt ins Auge fassen, zu dem wir 
vielleicht abschließen können. Mir ist von verschiedenen Seiten der Zeit­
punkt 1 6 .3 0  Uhr vorgeschlagen worden. Das wären also knapp 2 Stunden, 
und ich meine, wir könnten und sollten uns bemühen, mit diesem zur Ver­
fügung stehenden Zeitraum in unserer Diskussion auszukommen. Meine 
eigenen abschließenden Bemerkungen werden auch entsprechend knapp 
und hoffentlich konzis ausfallen. Ich darf dann die Diskussion eröffnen, 
wie gesagt, gleich die Gesamtdiskussion. Ich darf um Wortmeldungen 
bitten!
SCHW ARZE: Ich m öchte etwas zu dem G esam tthem a “ Grammatik und 
Logik” sagen, und zwar zu den allgemeinen Perspektiven. Ich m öchte  
vorausschicken, daß ich als jemand spreche, der philologisch-struktura- 
listisch ausgebildet wurde und sich aber auch für formale Analysen der 
Grammatik natürlicher Sprachen seit langem interessiert. Wenn ich nun 
auf die Entwicklung der letzten 10 Jahre zurückschaue, so glaube ich 
eine Entwicklung beobachten zu können, die dahin tendiert, der sprach­
lichen Wirklichkeit sehr viel näher zu kommen. Gerade diese Tagung 
hat deutlich gezeigt, welche großen Fortsch ritte  erreicht wurden seit 
der Zeit, in der die Linguistik auf die mögliche Anwendbarkeit der Prä- 
dikatenlogik für die Analyse natürlicher Sprache aufmerksam wurde, und 
man schon sehr stolz war, wenn man diese Anwendbarkeit illustrierte 
und gegebene Logiksprachen vielleicht ein wenig erw eiterte. Die Tagung 
hat aber auch gezeigt, daß die Anwendung von Logik zu Problemen  
führen kann, und zwar gerade dann, wenn man der Sprachwirklichkeit
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immer näher kom m t. Das Arbeiten mit den Analysem itteln der Logik 
legt nämlich den Versuch nahe, möglichst alle semantischen Erscheinun­
gen im Rahmen einer wahrheitsfunktionalen Analyse zu erfassen. Es ist 
zwar gewiß legitim, aus einem gewählten Paradigma das herauszuholen, 
was herauszuholen ist. Man muß aber auch merken, wo die konsequente 
Ausnutzung des logischen Paradigmas zu relativ artifiziellen Analysen 
führt. Ich m öchte zwei Themenbereiche nennen, für die dies meiner 
Meinung nach gilt: Vieles von dem, was zur Zeit unter dem Begriff 
‘Vagheit’ im Rahmen wahrheitsfunktionaler Ansätze diskutiert wird, 
könnte vermutlich sehr viel fruchtbarer analysiert werden, wenn man 
eine passende pragmatische Begrifflichkeit entwickeln würde. Ich denke 
hier an so etwas wie Standards von Genauigkeit des Redens. Zu diesen 
Standards gehören z.B. Konventionen darüber, wie feine Maße man für 
Zeitangaben, Gewichtsangaben, Längenangaben in verschiedenen Situa­
tionen verwendet, mit welchem Genauigkeitsanspruch man Begriffe ver­
wendet, welche selbstverständlichen Einschränkungen (z.B . Einschrän­
kungen der Diskurswelt) man verbalisiert usw. Ein komplementärer An­
satz für eine adäquatere Behandlung der sogenannten Vagheitsprobleme 
würde darin liegen, einen Begriff der Typizität zu entwickeln und zu 
explizieren. (Ansätze hierfür gibt es in der sogenannten Stereotypen- 
Semantik.) — Ein weiterer Themenbereich, an dem deutlich wird, daß 
die wahrheitsfunktionale Analyse durch andere Ansätze ergänzt werden 
sollte, liegt im Bereich des Partikelgebrauchs oder in der Untersuchung 
der Verwendungsbedingungen des Passivs oder des englischen to do  (vgl. 
den Unterschied zwischen 1 think th a t ... und I do think th a t . ..) . Ich 
glaube, daß sich diese Erscheinungen in einem wahrheitsfunktionalen  
Rahmen möglicherweise schon irgendwie erfassen lassen, aber doch um  
den Preis einer großen Künstlichkeit. Ich bin der Überzeugung, daß eine 
wahrheitsfunktionale Semantik weiterhin für bestim m te Aspekte der 
natürlichen Sprache von grundlegender Bedeutung ist, daß sie aber nur 
dann überzeugend weiterverfolgt werden kann, wenn man konkurrierende, 
oder besser: komplementäre Ansätze gleichzeitig mitverfolgt. Pragma­
tische Theorien, wie etwa eine Theorie des Standards von Genauigkeit 
oder eine Theorie der Steuerung kommunikativer Abläufe durch Partikel, 
durch die Subjektselektion usw. wären dann sozusagen als eine Entlastung 
der Semantik zu verstehen. Aufgabe der Syntax wäre es dann zu zeigen, 
wie die sprachliche Form  weitgehend im Zusammenspiel von semanti­
scher und pragmatischer Funktion der Rede begründet ist.
B R E K L E : Ich darf noch einmal wiederholen, daß wir jetzt sowohl über 
die Vorträge des heutigen Vorm ittags als auch über die V orträge, die bis­
her während dieses Kolloquiums überhaupt stattgefunden haben, disku­
tieren können. Hier war eine Wortmeldung, bitte schön.
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R IEG E R : Ich m öchte einige Bemerkungen dazu m achen, wie heute in 
den beiden ersten Vorträgen über das Problem der Fuzzy Logics als un­
endlichwertigem Logikkonzept gesprochen worden ist und die A rt und 
Weise, wie — teilweise mit unangemessenen kleinen rhetorischen Tricks — 
von “ Fu zzy-Fuzzy” und “ Fuzzy-Fuzzy-Fuzzy” die Rede war, was “ dann  
doch nichts mehr bringen” würde.
Ich darf vielleicht daran erinnern, daß die Grundkonzeption zunächst 
nicht auf eine Fuzzy Logic hinauslief, sondern auf eine unscharfe Men­
gentheorie. Es ist ganz interessant zu wissen, daß L .A . Zadeh vom  
‘pattern-recognition’ herkom m t und zunächst mehr an Problemen der 
rechnergestützten Simulation von Verfahren zur Mustererkennung interes­
siert war als an dam it verbundenen Problemen der Logik. Von seinen 
früheren Resultaten ausgehend, hat sich dann Lakoff m it dem neuen 
Instrumentarium befaßt, und er ist es, der heute sehr gern als der linguisti­
sche Vorbereiter der Fuzzy Logic bezeichnet wird, was aber wohl so nicht 
richtig ist. Die jüngsten Entwicklungen jedenfalls, die aus dem Arbeitskreis 
von Zadeh komm en, lassen erkennen, daß — entegegen Lakoff — m ittler­
weile sehr deutlich unterschieden wird zwischen unendlichwertigen Logik­
systemen einerseits und Fuzzy Logic andererseits. Was im V ortrag von 
T odt ja auch herausgekommen ist, nämlich daß W ahrheitswerte, die man 
irgendwelchen Ausdrücken zuordnet, erst zugeordnet werden können, 
wenn wir eine Interpretation der Term e vorliegen haben, aus denen sich 
die Ausdrücke zusammensetzen, ist genau der Punkt, auf den mir die 
Zadehschen Ansätze einer Verwendung der unscharfen Theorie, d.h. hier 
der Anwendung der Basis-Theorie der unscharfen Mengen hinauszulaufen 
scheinen: auf eine Strukturierung eben gerade dieses Interpretations­
rahmens und nicht so sehr auf die mögliche Zuordnung eines Wahrheits­
wertes aus dem Intervall [0 , 1], wie dies auch unendlichwertige Logiken 
erlauben. Was Zadeh dagegen mit Fuzzy Logic bezeichnet, wird vielleicht 
am ehesten deutlich in seiner linguistischen Interpretation des W ahrheits­
wertintervalls durch very true, true, rather true, m ore or less true  e tc ., 
die — als mögliche W ahrheitswerte von (fuzzy) Propositionen — selbst 
wieder je eine unscharfe Menge von W ahrheitswerten aus diesem Inter­
vall bilden. Daß diese Abkehr von Modellen der klassisch-wahrheitswert­
funktionalen Semantik m it ungeheuren Problemen verbunden ist (N icht- 
Axiom atisierbarkeit, Vollständigkeit), braucht hier nicht betont zu wer­
den. W orauf es mir ankom m t, ist zu sagen, daß das Beschreibungsarsenal 
der Theorie der unscharfen Mengen sehr fruchtbar eingesetzt werden 
kann für die Strukturierung des Interpretationsrahmens, der ja zunächst 
einmal gegeben werden muß, ehe einem Ausdruck ein W ahrheitswert zu­
geordnet werden kann. Und da sehe ich m it den Möglichkeiten der un-
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scharfen Modellbildung gerade im Hinblick auf eine lexikalische Rekon­
struktion solcher möglicher Interpretationsrahm en im Zusammenhang 
einer empirischen Semantik zunehmend bessere Chancen.
T O D T : Nur ganz kurz dazu, Sie bestätigen im Grunde genommen ja 
das, was ich gesagt habe, und es kann nur erfreuen, wenn möglicherweise 
auf Grund ähnlicher Bemerkungen oder aufgrund eines Selbsterkenntnis­
prozeß Zadeh zu derartigen neuen Betrachtungen gekom men ist.
SEU R EN : Ich m öchte noch etwas sagen zum V ortrag von Herrn Pinkal 
heute morgen. Und zwar folgendes: Ich bin völlig dam it einverstanden, 
daß wir in die Wahrheitsbedingungen der Gradadjektive eine Variable 
einbauen, d.h. eine Variable, die einen W ert bekom m t für Normalbereiche. 
Ich habe dasselbe gem acht in einem V ortrag, den ich letztes Jahr in Chi­
cago gehalten habe und der in den Chicago Linguistics Society Proceedings 
veröffentlicht ist, genau über Gradadjektive, aber was mir zweifelhaft 
scheint, ist die Notwendigkeit, mit Komparativen zu arbeiten hier. Es 
ist doch ziemlich leicht beweisbar oder jedenfalls hat man doch starke 
Argumente dafür, daß der Komparativ nicht ein primitiver Begriff ist, 
sondern zusammengesetzt m it Hilfe verschiedener Elem ente, darunter 
auch die Negation, und ich glaube, es ist doch vielleicht besser oder 
wenigstens kann man doch überlegen, ob wir nicht ohne den K om para­
tiv auskommen können m it viel einfacheren Begriffen der gewöhnlichen  
Mengentheorie. Und da können wir, glaube ich, doch eine Semantik an­
setzen, wo man sagt z.B. für A x e l ist alt ‘A xel hat ein A lter in einem ge­
wissen Maße’, so daß dieses Maß den Normalwert oder Normalwertebe­
reich enthält. Man kann einen Parameter ‘A lter’ ansetzen und das eigent­
liche A lter von A xel auch abbilden. Wenn diese Abbildung den Normal­
wert bereits enthält, dann sagen wir A x e l ist alt. Dann brauchen wir keinen 
Komparativ, und es ist auch nicht einfach eine notationeile Variante. Es 
ist wesentlich ein verschiedener Begriffsapparat, den wir hier verwenden, 
und ich glaube, das ist, wenn vielleicht nicht vorzuziehen, so doch  
wenigstens überlegenswert. Ich habe das selber in Verbindung gebracht 
m it Fragen, so wie Dr. Glinz sie heute morgen auch form uliert h at; was 
ist der Grund dafür, daß wir sagen Wie alt ist das B aby?, ohne daß wir 
voraussetzen, daß das Baby eigentlich alt ist, aber wenn wir sagen Wie 
häßlich ist das Baby!, dann implizieren wir doch ganz klar, daß das Baby 
häßlich ist. Solche Fragen kommen noch dazu, auch weil wir nicht sagen 
können Sie ist 2 0  Ja h re  jung, ohne einen Witz zu m achen, aber 2 0  Ja h re  
alt ist ganz normal, und ich glaube, eine Behandlung dieser Frage sei 
möglich zusammen m it der skizzenhaften Semantik, die ich eben gege­
ben habe.
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PIN KAL: Falls Sie sich auf den Komparativ als Oberflächenbegriff be­
ziehen, gebe ich Ihnen das ohne weiteres zu; ich habe mehr zu Demon­
strationszwecken die Komparativparaphrasen benutzt. Ich glaube aber 
nicht, daß man Adjektive definieren kann, ohne in irgendeiner Form  auf 
eine Ordnungsrelation zurückzugreifen. Man kann diese Ordnungsrelation 
allerdings verschieden installieren. Hans Kamp z.B. in seinen “Tw o theo­
ries” hat, soweit ich mich entsinnen kann, die Ordnungsrelation nachträg­
lich definiert und nicht als grundlegend eingeführt. Ich habe eine ziem­
lich spezielle Variante verwendet, vielleicht aus historischen Gründen und 
vielleicht weil ich sie für intuitiv ziemlich eingängig halte. Vielleicht habe 
ich mich damit zu stark festgelegt. Aber ich glaube, daß es da keine grund­
sätzlichen Gegensätze gibt. Ich würde auf jeden Fall nicht darauf bestehen, 
daß der Komparativ — als Oberflächenphänomen — den anderen Verwen­
dungen des Adjektivs zugrunde liegt.
G LIN Z: Es läßt sich wohl hier gerade zeigen, wie wichtig es ist, die 
“Oberflächenbegriffe” oder m o r p h o s t r u k t u r e l l e n  Begriffe 
klar zu unterscheiden von den s e m a n t i s c h e n  Begriffen. Mir scheint, 
daß das, was Sie unter dem Titel “ Adjektivsemantik” behandelt haben, 
gar nicht primär von der W ortart “ Adjektiv” und vom morphostrukturel­
len Befund ausgeht oder dort ansetzt, sondern daß es ausgeht von einer 
semantischen Klasse “ graduierbare Ausdrücke” , wobei diese graduierbaren  
Ausdrücke sowohl als Adjektive realisiert sein können wie als Nominal­
gefüge (sehr alt — von hohem  A lt e r ). Das paßt nun genau zu dem, was ich 
in meinem Referat gefordert habe: Daß man sich immer zuerst darüber 
verständigt, über w e l c h e  E b e n e  der Sprache man etwas aussagen 
will.
Wenn ich grad noch auf Herrn Schwarze eingehen kann m it “Standards 
der Genauigkeit” . Ich wollte eigentlich heute morgen noch etwas ein- 
fügen, und es ist dann verlorengegangen, nämlich daß in der normalen 
natürlichen Sprache immer so etwas wie ein “ Subsidiaritätsprinzip” 
herrscht. Das heißt: ein T e x t ist wunderselten konzipiert als eine mög­
lichst vollständige Abbildung des darin Gemeinten, der darin zu fassen­
den Inform ation; der T e x t ist meistens nur eine A rt H i n w e i s ,  
gröber oder weniger grob, je nach den Bedürfnissen, die man hat, und 
je nach den Verstehensfähigkeiten, die man dem Partner zutraut. Es ist 
vielleicht auch für den Logiker, wenn er nach “W ahrheitswerten” fragt, 
ganz nützlich, daß er sich immer wieder fragt: In welchem Sinne v e r ­
l a n g t  ein T e x t die Frage nach seinem W ahrheitswert, wie weit g e ­
s t a t t e t  er diese Frage überhaupt, wie weit ist die Frage s i n n v o l l ,  
wenn man nur den T e x t als solchen ansieht und nicht das, was damit 
transportiert werden sollte, in der jeweiligen Situation.
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B R E K L E : Ich habe drei Namen auf meiner Rednerliste, die Herren 
Kindt, Kamp und Ballweg. Bitte in dieser Reihenfolge.
K IN D T: Ja , ich wollte zunächst etwas zu den beiden ersten Vorträgen  
des Vorm ittags sagen, weil es mir in meinen eigenen Ausführungen darum  
ging, deutlich zu m achen, daß man sich der Funktion der Verwendung 
von formalen Instrumentarien genauer bewußt werden muß. Ich glaube, 
die beiden Vorträge sind gute Beispiele, wo man diese Funktion konkret 
bestimmen kann. Wenn es also etwa um Theorien von Vagheit oder Adjek­
tivsemantik geht, was wird dann bei einer formalen Vorgehensweise eigent­
lich genau gem acht? Es wird versucht, bestim m te theoretische Rahmen­
vorstellungen zu entwickeln, und mit Hilfe eines solchen, form al beschreib­
baren “ Gerüsts” (um  es ganz vorsichtig zu form ulieren) versucht man, 
durch Diskussion intuitiv gegebener Probleme zunächst geeignete K ate­
gorien zu finden, m it denen man zu einem späteren Zeitpunkt etwa eine 
Adjektivsemantiktheorie aufziehen kann, die ja in der Linguistik eine 
empirische Theorie sein müßte. Aber im ersten Schritt will man eben an­
hand von Beispielen und Gegenbeispielen (und dann ist es auch gerecht­
fertigt, kein besonders umfangreiches Datenmaterial zugrundezulegen), 
also man will anhand von Beispielen und Gegenbeispielen unter Zugrunde­
legung der theoretischen Rahmenvorstellung relevante Kategorien be­
stimmen und sich darüber klar werden, welche Phänom ene ins Auge zu 
fassen sind. Damit ist jedoch — streng genom men — noch keine Theorie 
entwickelt. Eine solche, dann notwendigerweise empirische Theorie aus­
zuarbeiten, das geschieht erst in einem zweiten Schritt, wenn man davon 
überzeugt ist, daß man einen geeigneten Theorierahm en gefunden hat.
Dann kann man nämlich sagen: Je tz t probiere ich das entwickelte Rah­
menkonzept mal empirisch aus, was leistet es eigentlich schon? In dieser 
Hinsicht würde ich auch die negative Einschätzung von Günther T od t be­
züglich der Fuzzy-Logik nicht ganz teilen, weil man sich ja ähnlich wie 
in der Physik einen idealisierten Rahmen verschafft, man betrachtet also 
beispielsweise Funktionen, die in das Intervall [0 , 1] abbilden, und würde 
dann mögliche Wertverläufe m it bestimm ten Verhaltensweisen empirisch 
korrelieren. Der Kritikpunkt, daß in der Fuzzy-Logik auch wieder scharfe 
Grenzen verwendet werden, besagt hier deshalb nichts, weil es nur darum  
geht, daß zwischen 0  und 1 weitere M eßwerte liegen können; über deren 
Schwankungsbreite braucht aber zunächst nichts gesagt zu werden.
Ich hoffe, daß an diesen speziellen Beispielen in etwa deutlich wird, welche 
Funktion solche m it Hilfe von formalen M ethoden durchgeführten Über­
legungen in einem derartigen W issenschaftskontext haben können. Es 
gibt natürlich viele andere Möglichkeiten, m it solchen Instrumentarien  
zu arbeiten, aber die erwähnte Funktion spielt m .E . eine besonders
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wichtige Rolle. Man muß aber dabei den erhobenen Anspruch ein 
bißchen vorsichtig formulieren und sagen, wir sind nicht schon am Ende 
der Theorieentwicklung, sondern genau an dem Punkt, wo die Rahm en­
vorstellungen entw ickelt werden.
Zu dem V ortrag von Herrn Glinz könnte man als Logiker natürlich einige 
problematisierende Bemerkungen m achen, aber ich will das nicht tun.
Ich will nur einen Punkt aus dem V ortrag herausgreifen, der mich be­
sonders auch unter dem Aspekt empirischer Semantik interssiert. Herr 
Glinz hat versucht, mögliche theoretische Trennungslinien einzuführen, 
indem er gesagt hat, wir unterscheiden bei der Bedeutungszuordnung drei 
Ebenen, die vom T e x t her bestimm ten Anteile der Bedeutung, die situa­
tiven Anteile und schließlich die Eigenanteile. Diese Unterscheidung ist 
natürlich eine theoretische Idealisierung, von der es sehr schön wäre, wenn 
sie auch empirisch erfolgreich praktizierbar wäre. Bislang hat man immer 
eine solche Praktikabilität unterstellt. Nach den Erfahrungen, die ich bei 
der empirischen Untersuchung von Verstehensproblemen gewonnen habe, 
nutzt diese Unterscheidung wenig, wenn es darum geht, die Regularitäten  
der Bedeutungskonstitution zu erkennen. Der gewichtige Grund, in der 
empirischen Semantik auf eine Ebenentrennung zunächst zu verzichten, 
liegt darin, daß dieselben Phänom ene, mit denen man es zu tun hat, wenn 
man z.B. die situativen Anteile oder die Eigenanteile bei der Bedeutungs­
konstitution untersucht, auch bei der Konstitution der intersubjektiven 
Anteile wirksam sind; denn bekanntlich konstruiert der K otext selber 
Situationen. Wenn man also erklären will, wie Textbedeutungen Zustande­
kommen, dann hat man m it den Faktoren der verschiedenen Ebenen ge­
nau dieselben Probleme, und deswegen nutzt die schöne theoretische 
Idealisierung bei dem Versuch, empirische Semantiktheorien zu erarbeiten, 
nicht viel; sie kann sich in der Praxis sogar als Hindernis erweisen, wenn 
aufgrund von ihr bestim m te, empirisch gut zu kontrollierende bedeutungs­
steuernde Faktoren aus der Betrachtung ausgeklammert werden. Man 
sollte den Phänomenbereich also m .E . total behandeln. Diese Überzeu­
gung lag im übrigen auch meiner Kritik an der Prototypensem antik  
bei der Diskussion um das Papier von Ballmer und Brennenstuhl zugrunde. 
Man kann vielleicht noch beim Bereich der Bedeutungen von Lexem en  
mit der Ebenentrennung einige Erfolge erzielen, aber sobald man zu 
größeren Einheiten übergeht, bringt diese Trennung nichts mehr ein, und 
man muß den Gesamtphänomenbereich untersuchen, um die überall 
gleichen Mechanismen der Bedeutungskonstitution zu studieren. Natür­
lich kann man später, wenn man viel über Bedeutungskonstitution weiß, 
die Ebenentrennung wieder aufgreifen und z.B. für die Erklärung von 
unterschiedlichen Bedeutungszuordnungen bei Kommunikationsteil-
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nehmern m it unterschiedlichen Kommunikationsvoraussetzungen heran­
ziehen. Für die empirische Semantikforschung ist die mit der Ebenen­
trennung verbundene Hoffnung auf eine Problemreduktion aber im 
Augenblick nicht im gewünschten Maße einlösbar.
B R E K L E : Herr T od t, wenn Sie gleich darauf antw orten m öchten, sonst 
würde ich die Herren Kamp und Ballweg fragen, ob sie hier zu dem eben 
angesprochenen Bereich etwas beitragen m öchten. Ansonsten würde ich 
sagen, haben die Referenten zunächst noch die Vorhand.
T O D T: Ich m öchte noch einige Erläuterungen zu meiner Analyse der 
Fuzzy Logik geben. Möglicherweise ist aufgrund der benutzten Rhetorik  
der Eindruck entstanden, daß meine Kritik d ort übermäßig scharf ausge­
fallen ist. Ich habe im Grunde genommen doch nur wenige form ale Kri­
tikpunkte angeführt, nämlich, daß Ansprüche erhoben worden sind, die 
nicht aufrecht erhalten werden können und die inzwischen auch nicht 
mehr in dieser Unbedingtheit aufrecht erhalten werden, wie wir eben 
von Herrn Rieger erfahren haben. Es ist vielleicht bei meiner Argumen­
tation untergegangen, daß eine Analyse im Sinne der Fuzzy Logik durchaus 
eine fruchtbare Ergänzung für die vielversprechenden Ansätze von Kamp 
und Pinkal bringen kann. Wenn man annimmt, daß die Einführung einer 
W ahrscheinlichkeitskomponente von dem Vorgehen der Fuzzy Logik 
inspiriert ist, so kann dies möglicherweise auch dazu dienen, die ziemlich 
im Unklaren bleibenden Fuzzyw erte etwas besser in den Griff zu bekom­
men.
G LIN Z: Ja , bei Herrn Kindt m acht es mir etwas Bauchschmerzen, wenn 
er von “Textbedeutung” spricht. Ich fürchte, daß ich mich heute morgen 
in diesem Punkt noch nicht deutlich genug habe ausdrücken können. Ich 
glaube nämlich, man sollte grundsätzlich unterscheiden zwischen der 
B e d e u t u n g  von A u s d r ü c k e n  (und zwar Bedeutungen, die 
diese Ausdrücke i m m e r  haben, auf D a u e r )  und den jeweiligen 
. V e r s t ä n d n i s s e n  von T e x t e n .  Bedeutungen sind als in der 
Kompetenz gespeichert zu betrachten, oder, um mit Saussure zu sprechen, 
Bedeutungen machen den Hauptbereich der “ Langue” aus. Dagegen 
T e x t e  und ihre Verständnisse können von Fall zu Fall n e u  sein.
Mit T exten  will man etwas m itteilen, abbilden, begründen usw., und zu 
diesem Zweck b e n u t z t  man die vorhandenen festen Bedeutungen.
Ich halte es daher für schief, wenn man so ganz schlicht sagt, es gebe eine 
“W ortsem antik” und eine “ Satzsem antik” . Ich meine, man müßte hier 
grundsätzlich unterscheiden. Als S e m a n t i k  sollte man nur betrach­
ten, was die Beschreibung, Ordnung etc. der v o r h a n d e n e n  
f e s t e n  A u s d r ü c k e  betrifft, also das, was die Kompetenz eines
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Sprechers ausm acht und was als Deckungsbereich der Kom petenzen aller 
in B etracht kommenden Sprecher den Hauptbestand eines Soziolekts, 
eines Dialekts, einer Sprache ausm acht.
In diesem Bereich gibt es natürlich keinen Eigenbeitrag des Rezipienten, 
und hier gibt es auch einen Situationsanteil nur insofern, daß der Rezi­
pient in einem bestimm ten Textzusam m enhang meistens leicht bemerkt, 
w e l c h e  Bedeutung der E m ittent mit dem jeweils gebrauchten W ort 
verbindet (welche von mehreren vorhandenen festen Bedeutungen).
Meine Unterscheidung von T extanteil, Situationsanteil und Eigenbeitrag 
des Rezipienten bezieht sich per definitionem auf das V e r s t ä n d n i s  
v o n  g a n z e n  T e x t e n ,  und zwar nicht auf die Identifikation der 
einzelnen Bedeutungen darin, sondern auf das gedankliche Nachvollziehen 
dessen, was der A utor m it dem T e x t gemeint hat. Sie können das “ Inhalt” 
nennen (dann kom m t man allerdings in gefährliche Nähe zu der berühm­
ten “ inhaltbezogenen G ram m atik” , die übrigens oft so mißverstanden 
wurde, als ob sie mit den I n h a l t e n  v o n  T e x t e n  zu tun hätte).
Sie können es “ Inform ation” nennen, aber dann muß man einen unm athe­
matischen und unphysikalischen Informationsbegriff annehmen. Man kann 
es nennen “ das G em einte” , und dabei muß man immer bedenken, daß 
dieses Gemeinte im T e x t nicht vollständig abgebildet oder definiert ist, 
sondern oft nur angedeutet wird (das “ Subsidiaritätsprinzip” , von dem  
ich oben sprach). In d i e s e n  Bereich gehört nun, ich wiederhole es, 
meine Unterscheidung “ T extanteil — Situationsanteil — Eigenbeitrag 
des Rezipienten” ; ich meine, daß ich dam it keine Idealisierung vorlege, 
sondern eine in der Praxis der Untersuchung konkreter Textverständnisse 
nützliche Unterscheidung, wenn man nämlich fragt: “ Was kom m t bei 
a l l e n  Lesern, wenn sie diesen T e x t lesen (besonders, wenn sie ihn gemein­
sam lesen und diskutieren, wie z.B. in einem Seminar) als D e c k u n g s ­
b e r e i c h ,  als g l e i c h e s  Verständnis heraus? ” Das wäre dann als 
T e x t a n t e i l  zu bezeichnen. Nächste Frage: “ Was versteht der eine 
auf Grund seiner Situation so, und der andere auf Grund seiner ändern 
Situation anders? Und wo legt jeder selbst etwas in den T e x t hinein? ”
Das wären dann der S i t u a t i o n s a n t e i l  und der E i g e n b e i - 
t r a g  d e s  R e z i p i e n t e n .
Daß hier keine scharfen Grenzen zu ziehen sind und daß das alles nur 
ad hoc (für die einzelnen Verstehensakte) auszumachen ist, ist mir klar. 
Aber als eine “ leitende Idee” und jedenfalls als eine kritische Einschrän­
kung scheint es mir nützlich — zur K orrektur einer naiven Annahme, daß 
durch den Zeichenbestand eines Textes das diesem T e x t zu Entnehmende 
e i n d e u t i g  d e t e r m i n i e r t  s e i  (und das ist eine naive Annahme,
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die man auch bei manchen Kollegen der Literaturw issenschaft — man 
m öchte fast sagen, unbegreiflicherweise — antrifft). Zur Relativierung 
dieser nach meiner Meinung unhaltbaren naiven Annahme sollte diese 
meine Unterscheidung von T extanteil, Situationsanteil und Eigenbei­
trag des Rezipienten einen Beitrag leisten.
KAMP: Erstens m öchte ich noch etwas hinzufügen zu dem, was Herr 
Pinkal schon gesagt hat in seiner A ntw ort zu Professor Seuren. Ja , ich 
glaube auch, daß es, wenn die Semantik tatsächlich eine anständige In­
terpretation für die Kom parative von Adjektiven hergeben soll, unver­
meidlich ist, daß man in ihr die Möglichkeit des Vergleichs irgendwie 
hineinbaut: das ist fast eine Tautologie. Damit ist aber weder unverein­
bar noch gleichwertig die These, daß die komparative Form  eines Adjek­
tivs in vielen (wenn auch wahrscheinlich nicht in allen) Fällen verstanden 
wird auf Basis von zwei voneinander unabhängigen Daten: der Bedeutung 
der positiven Form  dieses individuellen Adjektivs, und dem Verständnis, 
wie der Kom parativ, betrachtet als O perator, der den Positiv in den kor­
respondierenden Kom parativ verwandelt, die Bedeutung der kom parati­
ven Form  bestim m t auf Basis der positiven Form . Diese These impliziert, 
daß die Bedeutungen des positiven Adjektivs “ reich” genug sind, um als 
Argumente für die Funktion, die durch den Kom parativoperator reprä­
sentiert wird, dienen zu können. Rein form al kann man diesen Reich­
tum natürlich dem Adjektiv leicht aufzwingen, indem man die Bedeutung 
der komparativen Form  irgendwie in die der positiven Form  hineinbaut. 
Und wenn für eine solche Prozedur keine andere Rechtfertigung bestün­
de als das Bedürfnis, den Komparativ als einen von dem komparativen  
Adjektiv trennbaren O perator darzustellen, dann gäbe es kaum Grund 
zu behaupten,-daß die komparative Form  des Adjektivs semantisch ge­
sehen aus der positiven Form  hergeleitet wird.
Ich m öchte aber hier noch eine Erwägung geben, die eine der wichtig­
sten M otivationen war für die Arbeit, die Herr Pinkal schon erwähnte, 
die aber in dem Artikel selbst vielleicht ungenügend betont wurde. Wenn 
ein Sprecher die Benutzung eines Adjektivs lernt (wie z.B. g ro ß  oder 
dum m  oder glatt), dann erwirbt er nicht nur die Kenntnis, welchen Kri­
terien ein Objekt genügen soll, damit das Prädikat, das von dem positi­
ven Adjektiv dargestellt wird, tatsächlich auf es zutrifft; er erwirbt auch 
die Kapazität zu erkennen, wie der K on text, in dem das Adjektiv ver­
wendet wird, bestim m t, in welchem “G rade” das Adjektiv diesen Kri­
terien genügen muß, damit es in d i e s e m  K o n t e x t  als unter das 
Prädikat fallend gilt. Es ist diese kontextuelle Anpassungsfähigkeit — 
die einerseits die Möglichkeit des Vergleichs schon in sich enthält, aber 
andererseits doch über sie hinausgeht —, die meiner Ansicht nach der
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These, daß der Komparativ ein O perator auf positive Adjektivformen  
ist, ihre Substanz verleiht.
Das zweite, das ich Vorbringen m öchte, bezieht sich auf den V ortrag  
von Herrn T odt. Ich m öchte sagen, daß ich ganz mit seinen Schlüssen 
einverstanden bin, und im besonderen mit seiner Hauptthese, daß es 
auf dem Gebiet der Vagheit ein Problem gibt, daß keiner der Ansätze, 
von denen er uns erzählt hat, richtig löst; und daß dieses ein sehr tiefes 
und schwieriges Problem ist. Man kann schon von vornherein sehen, 
daß jede semantische Beschreibung dieser Erscheinung, die in einer 
“ klassischen” Sprache form uliert wird (wie z.B . der klassischen Mengen­
theorie, die wir bis jetzt eigentlich fast ausschließlich benutzt haben 
in der Form ulierung von form alen semantischen Analysen), nicht umhin 
kann, irgendwo eine scharfe Grenze zu ziehen, oder jedenfalls das Zie­
hen einer solchen Grenze zu ermöglichen, wo es eine solche Möglichkeit 
eigentlich nicht geben sollte: wenn die Semantik überhaupt einen Unter­
schied m acht zwischen einerseits Objekten, die absolut zu der positiven 
Extension des Prädikats gehören, und anderen, die in irgendeinem Sin­
ne das nicht tun, dann ist es in einer solchen M etasprache immer mög­
lich, auch gleich eine scharfe Grenze zwischen diesen beiden Kategorien  
zu definieren.
Der Theoretiker, für den dieses Merkmal aller in einer klassischen M eta­
sprache form ulierten semantischen Theorien unakzeptabel ist, wird eine 
nichtklassische M etasprache benutzen müssen, die selbst Vagheitsaspekte 
enthält. Das Problem dabei ist aber, daß wir nicht wissen, wie eine sol­
che Sprache wirklich funktioniert — der ganze Sinn des Projektes ist ja 
gerade, das herauszufinden. Dies ist sozusagen “ Münchhausens Problem ” . 
Ich bin aber nicht überzeugt, daß es unlösbar wäre. Man könnte nämlich 
versuchen, m it Hilfe einer (im Sinne des obigen Einwandes nicht perfek­
ten) klassisch fundierten Semantik sich eine bessere Einsicht zu verschaf­
fen in die interne logische Struktur einer vagen Objektsprache und dann, 
wenn das einmal gem acht worden ist, die Objektsprache selbst als M eta­
sprache zu benutzen für weitere Untersuchungen auf dem Gebiet der 
Vagheit.
Was genau bei einer solchen “ Zw eistufenm ethode” herauskommen wür­
de, ist nicht leicht vorauszusagen. Wenn man die Supervaluationstheo- 
rie für Vagheit akzeptiert, bekom m t man für die Objektsprache immer 
eine klassische Logik, und in dem Fall wäre das ganze Unternehmen  
vielleicht nicht besonders lohnend. Ich glaube aber nicht, daß die rich­
tige Logik für eine Sprache mit vagen Prädikaten notwendig eine klassi­
sche ist, und gerade deshalb scheint mir das Problem, das Herr T odt er­
wähnte, von so großer Wichtigkeit.
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B R E K L E : Darf ich annehmen, daß Sie zu Ende gekommen sind? Ich 
m öchte mir dann gestatten, außer der Reihe Herrn Ballmer ganz kurz 
zu einer direkten Erwiderung, aber wirklich, ich betone: ganz kurz, das 
W ort zu geben.
B A LLM ER : Das ist nicht eine Erwiderung, sondern eine Ergänzung.
Ich finde es völlig korrekt, daß man jetzt langsam diese Logikbegriffe 
auflockert. Und zwar in der Beziehung, daß man nicht nur sagt, es gibt 
eine klassische Metalogik und eine klassische Objektlogik, die dann mit 
Hilfe der M etasprache, die in der Metalogik verwendet wird, interpre­
tiert wird. Eine Auflockerung ist angezeigt. Ich denke, in dem Sinn ist 
ja wirklich auch schon einiges formal geleistet worden. In der intuitioni- 
stischen Logik beispielsweise. Man hat dort versucht, zu einer intuitio- 
nistischen Logik zunächst im klassischen Bild Vollständigkeitsbeweise 
usw. zu liefern. Nun ist es aber Vim Feldmann jetzt auch innerhalb einer 
i n t u i t i o n i s t i s c h e n  M e t a l o g i k  gelungen, einen Vollstän­
digkeitsbeweis der intuitionistischen Logik zu liefern. Das ist ja schon 
ein wirklich ganz wesentlicher Punkt in der logischen Entwicklung. Es 
gibt nunmehr also mindestens zwei Logiken, die parallel nebeneinander 
“existieren” , für die es also gelungen ist, die syntaktische und semanti­
sche Kohärenz, um das mal so ganz grob zu umreißen, form al nachzu­
vollziehen. Es gibt also bis jetzt zwei verschiedene “ anerkennbare” Denk­
weisen, logische Denkweisen, die also in sich geschlossen sind. In dem 
Sinn könnte man eben auch versuchen, und da würde ich mit Hans Kamp 
gehen, eine Fuzzym etalogik zu entwickeln, die dann die adäquate M eta­
sprache und Metalogik liefert für eine Fuzzylogik. An dieser Stelle mei­
nes Argumentes ist es auch gut möglich, noch etwas besser zu klären, 
was Waltraud und ich gestern gesagt haben: wir haben dieses Problem  
gehabt mit Frau Maier und den entsprechenden Approxim ationsproble­
men des Radiergummi-Verlangens usw. Hierbei ging es darum , daß, 
wenn etwas verlangt wird, man auch strenggenommen mitverlangt, was 
impliziert ist. Da gibt es e i n e  mögliche generelle Richtlinie, e i n 
P r o g r a m m ,  daß man solche Schlüsse, wenn man sie nicht erlauben 
will, m it Hilfe der Einführung entsprechender intensionaler Objekte ver­
bietet. Also, wenn man nicht zulassen will, daß aus A verlangt B, und 
aus B fo lg t  Q (oder genauer: notwendigerweise aus B fo lg t Q), folgt, 
daß A verlangt Q, man mit einer Komplizierung der Objekte, nämlich 
Einführung intensionaler Objekte operiert. Ein anderes Program m, das 
sich anbietet, ist meines Erachtens, zu einer anderen Metalogik überzu­
gehen. In dem Rahmen ist es dann einzuordnen, was wir unter “A pproxi­
mationsfolgerung” verstehen. Natürlich ist dieses Alternativ-Programm  
noch in keiner Weise zu Ende gedacht und muß in verschiedener Weise
317
auch präzisiert werden. Vielleicht sollte es auch erst einmal möglichst 
klassisch angegangen werden, um am Ende den Sprung zur internen 
Approximationslogik mit (Approxim ations-)M etasprache bezüglich der 
entsprechenden (Approxim ations-)O bjektsprache erfolgreich zu bewerk­
stelligen.
B R E K L E : Ich fahre jetz t in der normalen Rednerliste fort. Herr Ballweg 
zunächst.
BA LLW EG : Ja , ich hatte zwei Punkte zu dem V ortrag von Herrn Glinz, 
nämlich die Punkte 7 und 8 , die stehen erfreulicherweise noch da. Sie 
haben bei Punkt 7 argum entiert, Herr Glinz, das Verhältnis Syntax, Se­
mantik, Pragmatik sei in natürlichen Sprachen gerade umgekehrt als in 
den formalen Sprachen, und ich glaube, Sie haben dabei das W ort V er­
hältnis auf zweierlei Weisen benutzt. Sie haben argum entiert, in der nor­
malen, natürlichen Sprache ist es gerade wichtig, daß es da die Bedeutun­
gen gibt und daß man damit handeln kann. Deshalb ist Pragmatik und 
Semantik der Syntax vorgeordnet; wenn nun Herr Oberschelp etwa in 
seinem Papier oder andere Leute, die form ale Sprachen beschreiben, sa­
gen: die Syntax ist der Semantik und einer evtl. Pragmatik vorgeordnet, 
dann ist es, glaub ich, keine Aussage über relative Wichtigkeit, sondern 
eine methodische Aussage, d.h. man m acht zuerst die Syntax, dann aus 
methodischen Gründen, wohl getrennt, die Semantik und dann die Prag­
matik, aber heuristisch und von der M otivation her ist es natürlich auch 
so, daß man die ganze Sache überhaupt nur m acht, weil man damit was 
bauen will, d.h. vom W ichtigkeitsaspekt her ist das Verhältnis, glaub ich, 
nicht umgekehrt, es ist zwar sicher nicht dasselbe, aber so gerade umge­
kehrt ist es, glaub ich, auch nicht.
Und der 2. Punkt, zu dem W ahrheitsproblem. Ich glaube, daß Sie hier 
den Logikern etwas zuviel zumuten, denn der Wahrheitsbegriff ist eigent­
lich nur ein Ingredienz, mit dessen Hilfe man einen form alen Apparat 
zum Laufen bringt, und ob ein Satz in einer gegebenen Situation wirklich 
wahr ist, das ist dann bei Anwendungszwecken interessant, etwa bei 
einem Informations-Retrieval-S” "tem , aber für den Aufbau der formalen  
Sprachen ist interessant, unter welchen Bedingungen, in welchen K on­
texten  oder Situationen der Satz als wahr ausgerechnet wird, und ob 
dann der Satz wirklich wahr ist oder nicht, das ist eigentlich nicht mehr 
das zentrale Problem.
GLIN Z: Darf ich darauf gleich eingehen.
Zum Ersten: Ich habe allerdings das W ort Verhältnis genau im gleichen 
Sinn bei beiden verstanden, nämlich bei der Herstellung einer formalen
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Sprache und der Entwicklung einer natürlichen Sprache. Bei der Her­
stellung einer formalen Sprache fängt man mit der Syntax an; bei der 
Entwicklung der natürlichen Sprache fing man m it der Pragmatik an, 
nämlich mit dem tastenden Koordinieren von Handlungen — von hier 
aus kam man zu zunächst ganz unscharfen “ Bedeutungen” oder seman­
tischen W erten, und erst zuletzt kam man zu einer Syntax als Ordnungs­
gefüge.
Nun können wir das natürlich nicht mehr nachprüfen, denn diese E n t­
wicklungen sind vor etlichen Jahrhunderttausenden gelaufen. Wie es 
aber reproduziert wird in der Ontogenese, nämlich beim Spracherwerb  
durch kleine Kinder, das kann jedermann nachprüfen, der kleine Kinder 
beobachtet hat. Zunächst werden H a n d l u n g s w e i s e n  erprobt, in 
stetem Tasten und Probieren, dann werden aus “ Fixpunkten im Handeln” , 
die man immer wieder antrifft, die ersten B e d e u t u n g e n  konsti­
tuiert und zwar zuerst nur im Verstehen, erst später im eigenen Produ­
zieren, im eigenen Sprechen — und die ganze Syntax, die kom m t dann 
ziemlich spät hinterher.
Deswegen muß man auch bei der ganzen Kindersprachforschung dieses 
“ Subsidiaritätsprinzip” , wie ich es nenne, so ernst nehmen. Man darf gar 
nicht nur von dem ausgehen, was das Kind g e s a g t  hat, sondern von 
der ganzen Interaktionssituation, aus der man als Partner erschließt, was 
das Kind mit seinem Sprechen, mit seinem T e x t g e m e i n t  hat.
Nun zum Wahrheitsproblem. Hier gebe ich sofort zu: Ich bin vielleicht 
ein Opfer des W ortes W ahrheitswert geworden. Wenn man form uliert: 
“Also, es geht mir um Folgebeziehungen; wenn ich eine Annahme A, B,
C, D habe, und ich habe Regularitäten des Zusammenhangs von Annah­
men, ist dann die Annahme X , Y , Z mit den Annahmen A, B, C, D ver­
träglich?” Dann wäre wahr gleich ‘verträglich m it ändern Annahmen un­
ter den gegebenen Bedingungen’, und nicht wahr wäre ‘nicht verträglich’. 
Dann entfällt, wie Sie richtig sagen, ein Teil meiner Kritik. Vielleicht 
darf ich eben noch zur Illustration einen Satz von Herrn Kamp aufgrei­
fen. Wenn Sie sagen, daß das Prädikat dem und dem Objekt “ zugeschrie­
ben werden kann” , dann würde ich für mich das gar nicht generell zu 
entscheiden versuchen. Ich würde vielmehr die Frage so formulieren:
“ Ist die fragliche Bedeutung so, daß ich durch ihre Anwendung eine In­
form ation so in einen T e x t fassen kann (Inform ation = etwas mir ge­
danklich noch ggf. diffus Vorschwebendes), daß mein Partner sie voraus­
sichtlich angemessen genug versteht?” Das braucht dann gar nicht abso­
lut zu sein, es kann von einem Partner zum ändern anders sein. Damit 
wäre die Frage “Welchen Gegenständen kann man mit R echt dieses oder 
jenes Adjektiv zuordnen” , wie Pinkal schon sagte, von vornherein vom
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Tisch. Man kann dann nur fragen: “ In welchen Situationen kann man 
mit Aussicht auf Verständigungserfolg welches Adjektiv für welches mir 
Vorschwebende, für welches in einen T e x t zu Fassende gebrauchen?”
B R E K L E : Ich m öchte jetzt versuchen, in der Rednerliste etwas voran­
zukommen. Frau Zifonun und dann Herr Pinkal.
ZIFONUN: Ich darf nochmal zurückkommen auf den Begriff der R ah­
menbedingung, den die logische Analyse, wie sie heute morgen z.B. von 
Herrn Pinkal am Beispiel der Adjektiv-Semantik vorgeführt wurde, ein­
bringt. Diese Rahmenbedingungen sollen für eine empirische Semantik  
geliefert werden. Ich verstehe z.B. als einen Teil dieser Rahmenbedingun­
gen für die empirische Adjektiv-Semantik den Begriff des K ontexts, den 
Sie ja auch in Ihrer Supervaluationstheorie, die Sie dann zum Schluß ge­
boten haben, immer noch verwenden, und mir scheint nun gerade diese 
Variable ‘K on text’ den Anforderungen, die ich auch an Rahmenbedin­
gungen stellen würde, irgendwie nicht zu genügen, denn Sie geben nicht 
an, wo die Grenzen der Belegung für diese Variablen liegen. Sie sagen 
beispielsweise: Einerseits kann als zureichender K on text ein Zahlenwert 
gelten, das kann andererseits eine Vergleichsmenge sein, das kann ein 
Normalwert sein. Aber darauf braucht man sich nicht zu beschränken, 
das kann man noch viel kom plexer sehen, d.h. die Grenze für die Bele­
gung dieser K ontextvariable wird völlig offengelassen, das ist offensicht­
lich eine Frage der Empirie. Dadurch immunisiert man natürlich in ge­
wisser Weise die Theorie, denn alles, was letzten Endes gesagt werden  
kann zur Bedingung für das Zutreffen von Adjektiven, kann dann auf 
einen Aspekt des K on texts zurückgeführt werden. Andererseits aber ge­
ben Sie vor, als gäbe es so eine endliche Menge von angebbaren K ontext- 
Spezifikationen, denn Sie sagen ja: voll spezifizierte K on texte, oder über­
spezifizierte K on texte. Da scheint mir ein bissel ein Spiel getrieben zu 
werden mit dem Begriff des K ontexts.
PIN KAL: Ja , m it dem Begriff des K ontextes wird natürlich insofern ein 
Spiel getrieben, als er normalerweise in dem Sinn verwendet wird, in dem 
ich den Begriff “ Situation” verwende. Das hat bei mir einfach den histo­
rischen Grund, daß ich mit voll spezifizierten K ontexten  angefangen ha­
be, und dann gesehen habe, daß ich damit nicht auskomme und etwas 
anderes brauche, und das habe ich Situation genannt. Ich habe die Sache 
hier sehr informell geschildert, um sie verständlich zu m achen; aber sie 
hat doch durchaus einen ziemlich präzisen Hintergrund. Wenn ich heute 
von K ontexten geredet habe, dann waren damit K on texte im Sinne von 
Lewis gemeint: n-Tupel oder Funktionen von einer Indexmenge in adä­
quate W erte für verschiedene K ontextkoordinaten. Natürlich kann ich je
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nach der Theorie, die ich bauen will, und je  nach dem , was ich erklären 
will, verschiedene K ontextkoordinaten annehmen. Ich habe heute im 
Kernstück des Apparates zwei K ontextkoordinaten gebraucht, nämlich 
eine Vergleichsmengenkoordinate und eine Vergleichswertkoordinate.
Und der K on text ist in der Regel überspezifiziert, oder, ich müßte in 
meiner Terminologie sagen, die Situation ist überspezifiziert, wenn alle 
K on texte, die in dieser Situation zusammengefaßt werden, in der Ver­
gleichswertkoordinate übereinstimmen, d.h. wenn ein bestimm ter Ver­
gleichswert festgelegt wird. Das wäre also ein Fall, der in normalen K om ­
munikationssituationen nicht realisiert wird. K on texte sind in diesem 
Sinn vielfach überspezifizierte Situationen. Dabei ist nicht die Term ino­
logie wichtig, sondern die Feststellung, daß “ Situation” der empirische 
Begriff ist.
ZIFO N UN : Ist das aber nicht eine empirische Leerform el? — das war 
mein Punkt irgendwie. Für mich ist das eine empirische Leerform el, wenn 
Sie sagen “ Situation” . Ich kann mir darunter wenig vorstellen.
PIN K AL: Um etwas zur Intuition zu sagen, die für mich dahintersteht: 
Eine Situation besteht, grob gesagt, aus dem gemeinsamen Wissen der 
Komm unikationsteilnehm er, das aus Allgemeinbildung einerseits, anderer­
seits gemeinsamem Vorwissen, verbalem V ork on text, Inform ationen  
aus der unm ittelbaren Umgebung oder so zusammengesetzt ist.
ZIFO N UN : Oder so!
PIN K AL: Ja , es geht alles dahinein. Ich bin mit meinem K ontextbegriff 
auch nicht mehr so furchtbar zufrieden, aber ich glaube, wenn man da­
von ausgeht, daß man m it Spezifizierungen im Sinne der Supervaluations- 
logik arbeiten muß, dann benötigt man etwas wie einen theoretischen, 
einen abstrakten, idealisierten K ontextbegriff — das denke ich jetzt je­
denfalls noch. Und wenn hinter dem K ontextbegriff eine Intuition steht, 
dann ist es so etwas wie “ die aktuale Welt relativ zu einem spezifischen 
Äußerungsereignis” , und eine Situation wäre praktisch ein fragm entari­
scher K ontext, d.h. also der Teil der W elt, der den Komm unikationsteil­
nehmern zugänglich ist.
B R E K L E : Ich darf nochm al eine Inform ation dazwischen geben, es 
sind einige doch später gekom men. Ich hatte eingangs bei der Eröffnung 
der Nachmittags-Sitzung gesagt, daß wir die Diskussion nicht mehr dif­
ferenzieren zwischen der Gesamtdiskussion und der Diskussion der Refe­
rate vom heutigen V orm ittag. Nur damit vielleicht noch W ortmeldungen, 
die sich auch auf sonstige Beiträge im Laufe der Tagung beziehen, jetzt 
noch gem acht werden können.
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W OLSKI: Ich m öchte noch einmal auf das Problem der Vagheit hinaus, 
und zwar aus dem Grunde, weil es mich gewundert hat, wie wenig die 
Redeweise von der Vagheit der Sprache etc ., die ja eine lange Tradition  
in Sprachphilosophie und Linguistik hat, im Grunde hinterfragt wurde. 
Wenngleich Herr T od t anhand insbesondere des K om plexes “ fuzzy set 
theory” zutreffende kritische Ausführungen gem acht hat, wurde das 
Vagheitsproblem insgesamt einfach unbesehen als sprachwirklichkeits- 
relevantes Problem übernommen. Ich meine, daß die Vagheiten, die hier 
im Colloquium angesprochen wurden, überhaupt erst als Resultat gewis­
ser isolationistischer Zugriffe zur Sprache als Problem entstehen. Solche 
Vagheiten sind, wie ich meine, zu unterscheiden von gleichwohl auch 
als “ Vagheit” angesprochenen Phänomenen, wie sie in der Spätphilosophie 
Wittgensteins them atisiert werden. Die damit verbundenen Probleme wer­
den, orientiert man sich an den ersten Vagheiten, an Fragen des tatsäch­
lichen Sprachgebrauchs vorbei auf solche.der Logik verschoben, auf K ri­
tik der klassifizierenden Begriffslogik, und es wird u.a. gefragt, welche 
Logik der Sprache wesentlich inhärent ist, ob zweiwertige, dreiwertige, 
oder andere Logiken. Und würde man derartige Vagheitskonzeptionen  
genauer hinterfragen, dann würde sich zeigen, daß sie zeichentheoretisch  
auf naivsten Vorstellungen beruhen und immer wieder um Problemberei­
che kreisen wie z.B. Ostension, Sinneswahrnehmung, Erkenntnisschran­
ken, instrumentale Unschärfe, und anderes mehr. Immer wieder m acht 
man sich dabei auf die Suche nach absoluter Identifikationsgewißheit; 
es werden u.a. Fragen gestellt der A rt Wie g ro ß  ist ‘groß’?, so Zadeh,
u.a.m . Demgegenüber meine ich, daß man sich auf die Spätphilosophie 
Wittgensteins besinnen und fragen sollte, wie Sprecher mit der Sprache 
tatsächlich umgehen. Dann würde sich zeigen, daß u.a. jene Gegenüber­
stellung, nämlich jene Zweifel und Bezeichnungsunsicherheiten auf 
Sprecherseite einerseits, die traditionell immer als Indiz für das Vorlie­
gen des Sachverhalts der Vagheit genommen werden, mit den Objekten 
andererseits, die so dastehen wie z.B. in dem erwähnten imaginären 
Museum Blacks, an der sprachlichen Wirklichkeit vorbeigeht: Die Vor­
stellung der K onfrontation von Sprechern, die gleichsam mit einem 
W ortvorrat im K opf sich einer Situation bzw. einem Gegenstand gegen­
übersehen und jetzt nicht wissen, was sie im Einzelfall sagen sollen, ist 
untypisch für sprachfähige Sprecher. In Wirklichkeit haben diese auch 
in W ortschatzbereichen, die gewöhnlich als vage gelten, wie Stuhl u .a.m ., 
überhaupt keine Zweifel, ob sie den Ausdruck auf den Gegenstand an­
wenden dürfen oder nicht; eine Bezeichnungsunsicherheit gibt es nicht. 
Aber es gibt W ortschatzbereiche, in denen Kriterien nach A rt und Um­
fang nicht festlegbar sind: Wenn jemand sagt, der und der ist ein Künst­
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ler, dann kann man sich natürlich darüber streiten, aber eine Bezeich­
nungsunsicherheit oder einen Zweifel gibt es beim Einzelnen selbst hier 
nicht. — Damit zusammenhängende Probleme sollten, wie ich meine, in 
Verbindung mit der zweiten, anderen, A rt, Vagheiten zu thematisieren, 
nämlich der im Anschluß an die Spätphilosophie Wittgensteins, w eiter­
entwickelt werden. Hieraus ließen sich dann auch Aussagen über den 
Charakter von tatsächlicher Sprache entwickeln, die dem der Wohlbe­
stim mtheit bzw. W ohldefiniertheit von Sprache, wie sie der anderen, 
von mir als verfehlt beurteilten, Art der Redeweise von Vagheiten korres­
pondieren, entgegengesetzt sind.
B R E K L E : Ich hätte dazu zwei kurze direkte statem ents; Herr Pinkal 
und dann Herr Kindt, und dann kom m t Herr Oberschelp.
PIN K AL: Also zunächst dazu, daß es zwei Sorten von Vagheit gibt: Ich 
glaube, es gibt nicht nur zwei Sorten von Vagheit, sondern es gibt eine 
ganze Reihe mehr Sorten von Vagheit, und man hätte vielleicht zu An­
fang klarstellen sollen, über welchen Typ von Vagheit man redet. Da gibt 
es epistemische Indeterminiertheit, dann gibt es die open-texture-Phäno- 
mene bei Waismann. Dann gibt’s das, was Sie angesprochen haben, und 
Günter T odt und ich haben beide über noch ein anderes Vagheitsphäno­
men gesprochen, über Vagheit von Prädikaten, die sich dadurch auszeich­
net, daß man bei gewissen Gegenständen nicht sagen kann, ob sie unter 
das Prädikat fallen oder nicht. Ich glaube, das ist eine ziemlich klare 
Explikation dessen, worüber wir gesprochen haben. Das ist das eine, und 
nun das zweite: Ich sehe das Grundproblem einer Analyse dieses Vag­
heitsphänomens in der Frage, wie man so ein offensichtlich vages Prädi­
kat dazu verwenden kann, eindeutig auf Gegenstände zu referieren — was 
ja in den allermeisten Fällen gelingt. Ein Indiz dafür, daß die Vagheit 
manchmal doch auf eine höhere Ebene durchschlägt, besteht darin, daß 
wohl jeder schon des öfteren Probleme bei der Referenzidentifizierung 
gehabt hat, daß Mißverständnisse aufkomm en usw. Soviel dazu.
KINDT: Ich würde Herrn Wolski empfehlen, sich doch mal konkretes 
Sprachmaterial bzw. Transkriptionen anzuschauen und zu analysieren, 
mit welchen Verständigungsproblemen die Kommunikationsteilnehmer 
zu kämpfen haben. Nach meinen Erfahrungen gibt es wirklich eine sehr 
große Anzahl von Vagheitstypen, sowohl Bezeichnungsvagheiten wie 
der Typ von Vagheit, den Herr Pinkal eben erläutert hat. Ich glaube, das 
ist wirklich sehr instruktiv, wenn man sich einmal einen Querschnitt sol­
cher Materialien anschaut, und ich meine, dann wird auch klarer, welche 
Relevanz hinter solchen theoretischen Ansätzen steht, wie sie hier vorge­
führt worden sind.
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O BERSCH ELP: Ich wollte noch etwas zu der Reihenfolge Syntax — Se­
mantik — Pragmatik sagen. Ich glaube, es ist je tz t gar kein Dissens mehr 
da. Diese Reihenfolge betrifft die Darstellung des Fertigproduktes, so 
daß also in der Darstellung die Syntax vor der Semantik und der Pragma­
tik kom m t. Was Herr Ballweg meinte, ist, daß man, wenn ein solches 
System geschaffen wird, natürlich nicht in dieser systematischen Reihen­
folge vorgeht. Und das kann man ja auch heute noch beobachten, denn 
form ale Sprachen werden noch laufend produziert. Dann steht natürlich 
zunächst der Zweck im Vordergrund, und dann hat man nicht diese Rei­
henfolge. Eine andere Bemerkung zur W ahrheit von Aussagen über kon­
krete Objekte. Ich glaube, es besteht Einigkeit darüber, daß die Logiker 
nicht darüber befinden sollen, ob etwa ein konkretes Objekt ein Stuhl 
ist oder nicht, oder ob diese Uhr dort genau geht oder nicht. Das ist eine 
Sache für M öbeltischler oder Uhrmacher, aber nicht für Logiker und auch  
nicht für Linguisten.
Eine andere Frage ist von Frau  Zifonun vorweggenommen worden. Ich 
wollte noch einmal fragen, wie das mit den K ontexten  ist. Man hat jetzt 
den Param eter ‘K on text’ hereingebracht. Letztlich muß man den dann 
doch genauer analysieren und auch form al repräsentieren. Wenn man 
sagt, daß das einfach der zugängliche Teil der Situation der Welt ist, so 
ist das doch außerordentlich umfangreich. Für eine Äußerung sind immer 
nur ganz wenige Aspekte dieses K ontextes von Belang. Wie erhält man 
diese, wie schreiben sie sich von Situationen zu Situationen fort? Beste­
hen da schon irgendwelche Vorstellungen, gilt das als vordringliche Auf­
gabe, oder wird das schon angegriffen? Was würdest Du sagen?
B R E K L E : Ja , das war eine direkte Frage an Herrn Pinkal zunächst und 
dann wahrscheinlich auch an Herrn T odt.
PIN K AL: Ich seh mich je tz t tatsächlich ein bißchen gezwungen, meine 
ganze K ontexttheorie auszupacken, die ich in einigen Punkten selbst 
gar nicht mehr so gern habe. Ich bin von zwei Grundannahmen ausge­
gangen, die, glaube ich, beide ziemlich plausibel sind. Die eine Grundan­
nahme war die, daß man mit höchstens endlich vielen, möglichst aber 
noch viel weniger M itteln sprachliche Bedeutungen beschreiben können 
sollte, und ich bin deswegen davon ausgegangen, daß, wenn sprachliche 
Bedeutungen kontextabhängig sind, sie dies über höchstens endlich viele 
Kanäle sind. Wenn ich ein Adjektiv bewerten will, brauche ich so etwas 
wie eine Vergleichsmenge und evtl. einen zusätzlichen Standard oder 
eine Norm, die erfüllt werden muß. Die andere Sache ist, daß offenbar 
alle möglichen Züge der Komm unikationssituation im weitesten Sinne, 
so entlegen sie auch sein mögen — ob sie nun 2 0 0 0  Jahre zurückliegen
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oder relativ belanglose Dinge sind, die sich Tausende von Kilometern  
entfernt abspielen — daß alle möglichen Züge der Komm unikationssitua­
tion in irgendeiner A rt und Weise die Interpretation der Äußerung beein­
flussen können. Ich habe die zwei Annahmen form al dadurch zu verbin­
den versucht, daß ich den Lewis’schen K ontextansatz verwendet habe, 
wobei ich K on texte nicht mehr als n-Tupel definiert habe, sondern als 
unendliche Folgen von K ontextkoordinaten, und dann bei den K on text­
koordinaten unterschieden habe zwischen einer relativ kleinen Anzahl 
relevanter K oordinaten und einem Rest analytisch irrelevanter K oordi­
naten. Diese letzteren Koordinaten werden nicht in der semantischen  
Beschreibung des Lexikons sichtbar. Ich habe dann eine Wahrscheinlich­
keitsverteilung über die K ontextm enge gelegt, um auf diese A rt und Wei­
se die Korrelation zwischen den irrelevanten und den relevanten Daten  
repräsentieren zu können. Ist es das, was Du hören wolltest, oder sollte 
es in eine praktischere Richtung gehen?
O BERSCH ELP: Die form ale Repräsentation ist, was ich so hören wollte. 
PIN K AL: Du m öchtest je tz t sehen, wie’s praktisch läuft, oder? 
O B ERSCH ELP: Nein...
PIN K AL: Oder wie m an’s zum Laufen bringen könnte?
O B ERSCH ELP: Ich wollte nur sagen: Das Objekt, das der K on text ist, 
darf nicht zu kompliziert sein, man muß es auch behandeln können.
PIN K AL: Form al behandeln können.
O BERSCH ELP: Ja .
PIN K AL: Ja , da hast Du Bedenken, ja.
B R E K L E : Ich glaube, darüber kann im Augenblick nicht sehr viel mehr 
gesagt werden, da müßte man, glaub ich, was schreiben. Ich hab jetzt 
auf meiner Rednerliste Herrn Seuren stehen. Sie hatten sich vorher mal 
gemeldet, ich weiß nicht, ob das ad hoc war. Sie wären also jetzt dran.
SEU R EN : Nur eine kurze Bemerkung zu dem, was Hans Kamp und 
auch Herr Pinkal gesagt haben. Daß man die Möglichkeit zum Verglei­
chen in der Semantik der Grad-Adjektive einbauen soll, das ist natürlich 
ganz klar, aber ich habe etwas dagegen, das mit Hilfe des Komparativs 
zu machen, und vielleicht kann ich das jetzt viel schärfer formulieren.
Es gibt Komparative, die semantisch neutral sind, und es gibt diejenigen, 
die orientiert sind. Ich habe in meiner Arbeit vergangenes Jah r unter-
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schieden zwischen neutralizers und pointers. Das sind zwei Klassen von 
Gradadjektiven: die neutralizers haben einen neutralen Komparativ, also 
wenn ich sage, A ist älter als B, dann weiß ich überhaupt nicht, ob die 
beiden jung oder alt oder dazwischen sind, aber wenn ich sage, A ist 
schöner als B oder A ist häßlicher als B, dann ist schon gegeben, impli­
ziert, ich würde sagen präsupponiert, daß es eine gewisse Häßlichkeit 
oder Schönheit gibt, also bei diesen Gegebenheiten ...
B R E K L E : V orsicht, so einfach ist es nicht.
SEU R EN : ... kann man den Kom parativ nicht mehr verwenden, um den 
Positiv zu analysieren. Für den Komparativ braucht man den Positiv, 
und vice versa, man ist also gezwungen, einen unabhängigen, vom Kom pa­
rativ unabhängigen Term  zu finden, um den Positiv zu beschreiben, das 
ist genau das Argument, das ich habe.
PIN KAL: Ich m öchte noch einmal zurückfragen, ich habe Sie eben wohl 
mißverstanden. Ich war von folgendem ausgegangen: Im Adjektivlexikon  
gibt es eine grundsätzliche Polarität, eine Asym m etrie. Man kann zwar 
neutral feststellen: A x e l ist 1 ,7 0  m groß. Wenn man aber sagt A x e l  ist 
1 ,7 0  m klein, dann präsupponiert man damit, daß er in gewissem Sinne 
als klein bezeichnet werden kann. Und bei dem schön- und häßlich-Bei- 
spiel kom m t es mir nun darauf an, ob es sich m it dem schön  ebenso ver­
hält.
SEU R EN : Beziehen wir uns jetzt auf Komparative. Ich sage A  ist schö­
ner als B oder A ist häßlicher als B, das ist noch klarer, und auch bei 
neutralen Komparativen kann ich sie orientiert m achen, wenn ich z.B. 
sage, A ist noch älter als B, also das sind auch Komparative. Um diese 
Komparative zu beschreiben, brauchen wir eine Beschreibung des Posi­
tivs, also der nicht komparativen Form  des Adjektivs. Aber dann kann 
man nicht mehr sagen, daß wir zur Beschreibung des positiven Grades 
des Adjektivs wieder den Kom parativ brauchen. Sonst beschreibt man 
das eine abhängig vom anderen und vice versa, und das geht nicht mehr.
B R E K L E : Herr Seuren, gestatten Sie mir eine Bemerkung dazu. Ihr 
Beispiel mit A ist sch öner als B gehört nicht ohne weiteres in die Klasse 
der von Ihnen sog. pointers, glaube ich, weil damit nicht, zumindest 
nicht für alle native speakers des Deutschen, klargestellt ist, daß B auch 
schön ist, möglicherweise gemessen am gleichen Standard, das haut von 
der Sprachkompetenz her nicht ganz hin.
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SEU R EN : Das ist natürlich häufig. Es gibt da Unterschiede, z.B . alt ist 
neutral im Deutschen, aber nicht im Französischen; aber die Beispiele, 
die ich verwendet habe, waren alle englisch und wenn man sagt, A is m ore  
beautiful tban B, dann hat man ganz klar die Präsupposition, daß es 
‘beauty’ gibt.
B R E K L E : Ja , im Englischen haut das besser hin und wenn man dann 
mit solchen M odifikatoren wie noch  usw. kom m t, dann wird es auch im 
Deutschen natürlich ganz klar. — Ich habe je tz t auf der Rednerliste ste­
hen Herrn Kamp, Herrn Vennemann und Frau Reis.
KAMP: Drei kurze Bemerkungen. Erstens: ich weiß nicht, wie Herr 
Seuren seine letzte Bemerkung meinte. Ich hab das Gefühl, daß sie ent­
weder gemeint war oder gemeint sein sollte als Unterstützung dessen, 
was ich vorher gesagt habe: es scheint mir hier ein w eiterer Grund vor­
zuliegen dafür, daß man die Semantik so form uliert, daß der K om para­
tiv aus dem Positiv abgeleitet wird. Übrigens kann m an, glaube ich, 
wenn man so zu Werke geht, wie ich vorher nur sehr skizzenhaft angege­
ben habe, den Unterschied zwischen den zwei Typen von Komparativen, 
den markierten und den unmarkierten — also den ‘pointers’ und den 
‘neutralizers’ — zurückführen auf einen Unterschied zwischen den korres­
pondierenden positiven Adjektiven: Die unmarkierten Adjektive besit­
zen eine weitaus größere kontextuelle Flexibilität als die markierten.
Die zwei anderen Punkte beziehen sich auf den V ortrag von Prof. Glinz 
und auf den Diskussionsbeitrag, den Herr Ballweg gerade leistete. Ich 
wollte zu der Diskussion kurz sagen, daß es meiner Ansicht nach etwas 
irreführend ist zu behaupten, daß die form alen Sprachen sich auszeich­
nen durch die Reihenfolge Syntax — Semantik — Pragmatik, während 
man in der natürlichen Sprache die umgekehrte Reihenfolge vorfindet.
Ich bin mit dem zweiten wohl einverstanden, aber was Professor Glinz 
sagte über die form alen Sprachen, scheint mir fragwürdig. Man soll sich 
nur fragen, wie form ale Sprachen im allgemeinen entstehen. Meistens 
geht das so: Man startet mit einer bestimm ten Absicht: man will etwas 
formalisieren, man will bestim m te beweistheoretische oder deduktive 
Probleme untersuchen usw. Da steht also, kann man sagen, eine pragma­
tische Motivierung am Anfang: Man fragt sich dann: Wenn ich dieses 
Ziel verfolgen soll, was für eine Ausdruckskraft soll meine form ale Spra­
che besitzen, was muß ich in ihr sagen können, und wie? Dies sind in 
erster Linie semantische Fragen. Die führen dann zu der Formulierung 
einer bestimm ten Syntax. Und Sie haben ganz recht, Herr Glinz, daß 
die Sprache, die aus solchen Erwägungen hervorgeht, dann üblicherweise 
(das war jedenfalls bis jetzt immer so) so präsentiert wird, daß man erst
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die Syntax gibt, dann auf Basis derer die Semantik form uliert; und die 
Pragmatik wird meistens überhaupt nicht expliziert, obwohl sie natürlich 
wohl implizit eine Rolle spielt, nämlich insoweit die Sprache für bestimm­
te Formalisierungszwecke entworfen wurde. Ich muß aber gleich hinzu­
fügen, daß Sie mit dem K ontrast, den Sie erwähnten, in einem bestimm­
ten Sinne doch wohl recht haben. Denn die Präsentierung von formalen  
Sprachen hat bis jetzt immer die Reihenfolge eingehalten, die Sie als für 
solche Sprachen typisch hervorhoben: Die S yn tax ist form al unabhängig 
von der Semantik, auch wo sie von semantischen Erwägungen inspiriert 
wurde; und in den relativ seltenen Fällen, wo man die Pragmatik der 
Sprache explizit beschreibt, charakterisiert man die pragmatische Funk­
tion der sprachlichen Ausdrücke mit Hilfe von ihren semantischen Eigen­
schaften, während die Semantik selbst von der Pragmatik unberührt 
bleibt. Wenn man aber die natürliche Sprache genauer betrachtet, erweist 
es sich als sehr fragwürdig, ob für sie eine derartige formelle Trennung 
von Syntax, Semantik und Pragmatik durchführbar wäre. Ich glaube z.B ., 
daß es in bestimm ten Sprachbezirken sehr gute Gründe dafür gibt anzu­
nehmen, daß pragmatische und semantische Elem ente so verknüpft sind, 
daß es einfach nicht möglich ist, die Wahrheits- oder Bedeutungsdefini­
tion zu form ulieren, ohne darin von pragmatischen Begriffen Gebrauch 
zu machen.
Der dritte Punkt ist nicht besonders wichtig. Sie, Herr Glinz, haben gera­
de einen bestimm ten Satz, den ich vorher aussprach, aufgegriffen und 
darüber etwas gesagt, von dem ich das Gefühl hatte, daß es als Kritik ge­
meint war. Aber dennoch war, was Sie sagten, eigentlich ganz im Ein­
klang mit dem, was ich sagen wollte. Also habe ich mich vorher wohl 
nicht richtig ausgedrückt. Ich bin ganz mit Ihnen einverstanden, daß die 
Frage, ob das Prädikat dem Objekt zugeschrieben werden kann, im all­
gemeinen nicht absolut verstanden werden kann. Sie ist eine Frage, die 
nur im Rahmen eines bestimm ten K ontextes einen richtigen Sinn be­
kom m t. Wie man den K on text genau konzipiert, ist eine weitere Frage, 
über die ich vorher nichts sagte; aber ich würde Ihnen beistimmen, daß 
unter die kontextuellen Faktoren im besonderen die gerechnet werden 
müssen, von denen Sie in Ihrem V ortrag gesprochen haben (wie z.B . der 
Faktor, was die Diskussionspartizipanten gemeinsam haben, usw.). Da 
besteht also, glaube ich, kein Meinungsunterschied.
B R E K L E : Ich erlaube mir, zu Ihrem 2. Punkt eine ganz kleine histori­
sche Anmerkung zu machen. Wenn wir mal die verschiedenen Versuche 
von formalen Sprachen oder Begriffssprachen oder Charakteristica realis 
und ähnl. anschauen, dann sieht man, wenn man mal bei Q>n Ram on
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Lull im 13. Jahrhundert anfängt, daß sich auch in der Konstruktion des 
Symbolinventars und in der syntaktischen Anordnung der Symbole Iko- 
nisches widerspiegelt, was natürlich seinerseits wieder in einer semanti­
schen und teilweise auch pragmatischen M otivation zu finden ist. Selbst 
bei Freges Begriffsschrift lassen sich, zumindest nach meiner vielleicht 
subjektiven Auffassung, gewisse ¡konische und damit auch semantisch  
motivierte Elem ente finden; ich denke vor allem an die Unterbringung 
des Arguments in der Höhlung auf dem Urteilsstrich. Das nur nebenbei. 
Dann Herr Glinz.
GLIN Z: Ja , ich danke Herrn Kamp für diese Verdeutlichung, und ich 
kann mich, wenn ich ihn richtig verstanden habe, größtenteils damit ein­
verstanden erklären. Natürlich steckt immer, wenn man eine Sprache 
aufbaut, irgend eine Handlungsabsicht dahinter, und insofern fängt auch 
die form ale Sprache mit Pragmatik an. Aber, wie Sie auch schon gesagt 
haben, bei der formalen Sprache geht man dann sogleich auf Semantik 
und Syntax und fragt: “Was muß ich als Einheiten definieren, und wie 
kann ich die Kombinationsregeln schlüssig aufbauen?” — während das 
sich bei Entwicklung und Erwerb einer natürlichen Sprache unbewußt 
und ganz allmählich ergibt, als Begleitprodukt beim Handeln.
Ich m öchte dazu noch anmerken, daß ich ohnehin die gesamte Eintei­
lung in Syntax, Semantik und Pragmatik (sie geht meines Wissens auf 
Carnap zurück) als grundschief betrachte; schon darum stimme ich Ih­
nen vollkommen zu, wenn Sie sagen, Semantik und Pragmatik seien 
ineinander verwoben. Ich hätte jetzt eigentlich form ulieren müssen: 
“Wenn man schon einmal von der Unterscheidung Syntax — Semantik — 
Pragmatik ausgehen will, dann muß man jedenfalls beachten, daß ”
B R E K L E : Ich habe jetzt auf meiner Rednerliste stehen Herrn Venne­
mann und dann Frau Reis.
VENNEM ANN: Frau Reis, haben Sie noch einen K om m entar zu die­
sem besonderen Punkt, oder geht es auch mehr ins Allgemeine? Dann 
kann ich vielleicht jetzt zu sagen versuchen, was ich meine. Ich habe lei­
der nicht alles gehört, was auf diesem Kongreß gesagt worden ist, aber 
bei weitem das meiste und nach meinem Eindruck ist es immer — viel­
leicht nur fast immer — um Fragen der M ethode gegangen. Es ging da­
rum, nicht wahr, ganz besonders deutlich w ar’s bei Herrn Glinz, der ge­
rade nickt: Wie packen wir dieses Problem an, wie, wenn wir’s irgendwie 
einigermaßen angepackt haben, beschreiben w ir’s, stellen wir’s dar usw. 
Vielleicht kann ich mal verdeutlichen, was ich meine, wenn ich mir vor­
stelle, daß ich — ich bin ja Phonologe — in München einen Kongreß
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“ Phonologie und Logik” eingerichtet h ätte ; der wäre sicherlich nicht so 
interessant geworden wie dieser Kongreß, aber als Analogie empfiehlt 
sich dieses Beispiel vielleicht doch. Es wäre da viel darüber geredet w or­
den, wie man doch die Prädikatenlogik braucht, um präzis, nicht wahr, 
den logischen Aufbau der phonologischen Theorie, die man hat, zu fo r­
mulieren, welche mathematischen M ethoden man braucht, um den Kon­
tinuumaspekt des lautlichen Zeichens darzustellen, und welche merk­
würdigen mathematischen Verfahren man braucht, um diese Kontinua 
zu quantifizieren, in diskrete Elem ente zu transformieren usw. Es würde 
alles zur Sprache kom m en, und ich hätte die ganze Zeit das Gefühl, die­
ser Kongreß spricht gar nicht über das Them a, über den Zusammenhang 
zwischen Phonologie und Logik. Er spricht über das Them a “ die Logik 
als methodisches Hilfsmittel bei der phonologischen Beschreibung” . So 
hätte ich meinen Kongreß aber nicht gem eint, natürlich hätte ich so einen 
Kongreß auch nicht eingerichtet, weil ich meinte, das wäre eine falsche 
Themenstellung, und ein bissel kom m t mir das bei diesem Kongreß nicht 
anders vor. Ich habe hier etwas ganz Grundsätzliches nicht verstanden, 
und wenn es hier Sprachtheoretiker gibt, dann könnte mir das vielleicht 
jemand erklären. Vielleicht erklärt es mir Herr Brekle in seiner Schluß­
zusammenfassung, nämlich das folgende: Wir haben viele D em onstratio­
nen gesehen, wie man die Logik in der Sprachwissenschaft als m ethodi­
sches Hilfsmittel braucht. Aber da kann man sich natürlich fragen: wie 
wichtig ist das? Ich meine, das ist irgendwie selbstverständlich, daß man 
logische Mittel, m athem atische Mittel, insbesondere m athem atische Mit­
tel, als Hilfsmittel braucht. Wenn ich vielleicht nochm al auf einen beson­
deren Punkt zurückkommen kann: Solche Fragen wie diejenige, wo man 
anfängt — das ist für mich eine typische M ethodenfrage und hat über­
haupt nichts mit der Theorie zu tun, es sei denn, man kom m t dazu, daß 
man merkt, es geht gar nicht so, daß man irgendwo anfängt, sondern 
daß man von vornherein eine umfassende Theorie braucht. Was ich sagen 
will, ist, daß man selbstverständlich viel Logik und insbesondere viel 
Mathematik bei der M ethode und in manchen Punkten vielleicht bei der 
Beschreibung braucht. Was ich überhaupt nicht gesehen habe, ist, daß 
die Logik auch nur die geringste Rolle für die Theoriebildung in der 
Sprachwissenschaft spielt. Ich habe überhaupt keinen Anhaltspunkt da­
für bekommen, daß man zum Aufbau einer allgemeinen Sprachtheorie  
auch nur für 5 Pfennig Logik braucht. Ich könnte also zugespitzt form u­
lieren, daß Logik und Linguistik — und vielleicht ist es aus meiner Sicht 
gar nicht mal so zugespitzt — überhaupt nichts miteinander zu tun haben; 
das sind zwei völlig verschiedene Wissenschaften. Etw as paradox form u­
liert könnte man vielleicht sagen: Die Logik ist die Linguistik von den
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künstlichen Sprachen, und die Linguistik ist die Logik von den natürli­
chen Sprachen,und da sieht man gleich, daß sie überhaupt nichts m it­
einander zu tun haben. Das einzige vernünftige W ort, das ich in dieser 
Hinsicht gehört habe, eigentlich überhaupt das einzige W ort zu diesem 
Thema, war von Herrn Kamp, als er nämlich in seiner vorletzten Rede 
sagte, daß man sich doch mal grundsätzlich überlegen muß, wie überhaupt 
eine Semantik aussehen müsse, daß man nicht einfach auf diesen oder 
jenen oder noch einen anderen bereits existierenden Versuch einer Logik 
zurückgreifen solle — und ich glaube, genau da liegt die Aufgabe. Herr 
Ballmer, der jetzt nicht mehr hier ist, hat das gleich aufgegriffen und 
gleich wieder verfälscht, indem er sagte: was wir brauchen, ist vielleicht 
eine neue Metalogik, eine intuitionistische Metalogik. Ich glaube, da ist 
man gleich wieder in der falschen Richtung unterwegs. Die Frage von 
Herrn Kamp scheint mir die richtige zu sein. Die Frage müßte doch bei 
Sprachtheoretikern lauten: Wie muß eine allgemeine Bedeutungslehre 
als Teil einer allgemeinen Sprachtheorie aussehen? Und da gibt es meines 
Wissens überhaupt keinen Anhaltspunkt dafür, daß eine solche allgemei­
ne Bedeutungslehre wie eine Logik, jetzt in einem besonderen, auch von 
Herrn Kamp diskutierten Sinn von Logik, aussehen könnte. Darf ich 
vielleicht jemanden bitten, mich in diesem Punkt zu unterrichten und zu 
korrigieren.
B R E K L E : Ich m öchte die Äußerungen von Herrn Vennemann nicht 
nur in dem Sinn verstanden haben, daß er von mir hierzu etwas erw artet. 
Ich werde versuchen, auch etwas dazu zu sagen, aber ich glaube, das ist 
eine herausfordernde Frage an alle, wie wir hier sitzen.
R EIS: Was ich sagen will, ist, glaube ich, nur eine spezielle Ausformung 
dessen, was Herr Vennemann, dem ich voll zustimme, form uliert hat. 
Wenn man sich das Them a “ Grammatik und Logik” stellt, dann muß 
man voraussetzen, daß die beiden etwas miteinander zu tun haben könn­
ten, und dann muß man sich auch fragen, welchen empirischen Gehalt 
eine solche Annahme hat. Und auf diesen Punkt hin ist, meine ich, rela­
tiv wenig diskutiert worden — einen Punkt, den auch Herr Glinz ange­
schnitten hat, als er gesagt hat, es wäre dringlich, sich über Beweisverfah­
ren — bzw., was ja eigentlich gemeint war: Rechtfertigungsverfahren — 
in der Sprachwissenschaft zu verständigen; und ich denke, daß wir auch 
ein paar Punkte gesehen haben, an denen Fragen zu empirischen hätten  
werden können, aber nicht eigentlich geworden sind. Um nur einen win­
zigen Punkt aus dem einen wichtigen Fragebereich — dem Verhältnis 
von Logik und Semantik — zu erwähnen: Herr Seuren hat zu Beginn sei­
nes Vortrags kurz einige sprachliche Fakten genannt, die seiner Meinung
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nach für die linguistische Relevanz des Präsuppositionsbegriffs sprechen, 
und dann ausführlich eine entsprechende Präsuppositionslogik für natür­
liche Sprachen skizziert, ln der Diskussion dieses Vortrags ging es im 
Wesentlichen nur um die Vorzüge bzw. Schwächen, die dieser logische 
Apparat als solcher hat; kaum zur Sprache kam der im Sinne des T a­
gungsthemas viel wesentlichere Argum entationsschritt von den sprach­
lichen Fakten zur Logik, daß nämlich diesen Fakten nach zu schließen 
die s p r a c h l i c h e  S t r u k t u r  bzw. deren semantische Seite (und 
nicht etwa nur die Sprachverwendung) so beschaffen sei, daß sie die Un­
terscheidung von (klassischer) Implikation und Präsupposition wider­
spiegele — woraus dann natürlich folgt, daß man zur Beschreibung dieser 
sprachlichen Struktur oder wie immer man es nennen will auch eine 
Beschreibungssprache braucht, die den Präsuppositionsbegriff wesentlich  
enthält. Aber genau da wird die Sache empirisch, denn man kann fragen, 
ob die Fakten überhaupt stimmen, die Seuren anführt. Meines Erachtens  
stimmen sie nicht, aber ich will jetzt nicht den Gang der Dinge damit 
aufhalten, daß ich das kläre. Jedenfalls kann man solche Fragen eben 
stellen, und davon sind, glaube ich, im Bereich der Abgrenzung Seman­
tik vs. Pragmatik denkbar wenige gestellt worden, obwohl sie, soweit ich 
es verstehe, sehr wichtig sind in Bezug darauf, was man der Logik/Sem an­
tik überhaupt zum utet, und was man der pragmatischen Beschreibungs­
ebene überläßt.
Der zweite Fragebereich ergibt sich daraus, daß Grammatik eben mehr 
umfaßt als Semantik. Die Sprache hat eine Fo rm , und die Form  beschreibt 
man m it Hilfe der Syntax. Und wenn man ein Them a stellt wie “Gram­
matik und Logik” , dann ist, glaube ich, die stärkste Frage, die man über­
haupt stellen kann, folgende: Nachdem wir ja ungefähr wissen, wozu die 
Logik dient, kann man fragen, ob die Kategorisierungen, die im Sinne 
des Zwecks der Logik sich als notwendig erweisen — also die Unterschei­
dung von Prädikaten und Argumenten, der Variablenbegriff, die U nter­
scheidung der verschiedenen Operatoren usw., im Grunde alles, was als 
syntaktische Struktur im Sinne der Logik wichtig ist —, ob diese gleich­
zeitig auch schon das zureichcndc Arsenal von Begriffen liefern für die 
Beschreibung der Syntax der natürlichen Sprachen, oder zumindest dafür 
in einem bestimm ten Grade relevant sind. Auch das, glaube ich, ist eine 
empirische Frage, und dabei die eigentlich interessante — nämlich zu se­
hen, wo die Linie verläuft, ob also bzw. wo die Syntax natürlicher Spra­
chen einfach autonom  ist. Es sind Ihnen allen gewisse Punkte vertraut, 
wo man sich zweifelnd fragt, ob logische Kategorien für die syntaktische 
Beschreibung eine Rolle spielen bzw. ausreichen, so bei den Phänomenen,
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die mit den Ross’schen Constraints* erfaßt werden, so Wortstellungs­
phänomene, so die Nichtdeckungsgleichheit syntaktischer und semanti­
scher Valenz, usw. Aber andererseits gibt es eben auch interessante V or­
schläge im Hinblick auf zunächst rein syntaktisch aussehende Phänom e­
ne, z.B . Ellipse, dahingehend, daß sie auf einer bestimm ten Ebene einer 
logischen Beschreibung leichter faßbar sind, als wenn man nur eine syn­
taktische Beschreibung im üblichen Sinne h ä tte .**  Ich glaube einfach, 
um von dem leicht vorwurfsvollen U nterton des “ Das wurde alles nicht 
gem acht” weg- und zu einem Vorschlag zu kom m en, daß man in dieser 
Richtung eine richtige Präzisierung für die doch sehr vage gebliebene 
Vorstellung suchen könnte, daß man die Logik innerhalb der Sprachwis­
senschaft nur verwenden sollte, wo sie angemessen is t.* **  Genau das 
darf nicht vage bleiben.
B R E K L E : Darf ich Sie jetz t bitten, sich etwas kurz zu fassen.
TODT: Ich m öchte zu den meines Erachtens sehr interessanten Ausfüh­
rungen von Herrn Vennemann Stellung nehmen. Ich stimme Ihnen zu, 
daß die Trennungslinie zwischen Logik und Linguistik natürlich nach 
wie vor besteht und gerade in der Theorienbildung nicht verwischt wer­
den sollte. Aber dort läßt sich das Verhältnis auch gut beleuchten. Wie 
ist es also mit der Frage nach der allgemeinen Bedeutungstheorie, wie 
sie auch von Herrn Kamp angesprochen worden ist, bestellt? Wenn Lin­
guisten auf Logiker zugehen und fragen: "W as habt Ihr uns dazu anzu­
bieten?” , so kann man antw orten: “ Wir haben am Anfang form ale Spra­
chen konstruiert, um m athem atische Beweisverfahren genau analysieren 
zu können. Zu den form alen Sprachen gehört eine Semantik, die es ge­
stattet, den logischen Folgerungsbegriff präziser darzustellen. Wir kön­
nen auch Teile der natürlichen Sprache in formalen Sprachen wiederge­
ben und dann sagen, was wir unter Extensionen und Intensionen ver­
stehen. Wenn Ihr auf der Suche nach der großen Bedeutungstheorie da­
von Gebrauch machen wollt, so steht Euch unser Apparat dazu zur Ver­
fügung. Damit ist aber nicht gesagt, daß etwa Extensionen und Intensio­
nen die Bedeutungen sind, nach denen Ihr sucht.” — Gerade über den 
letzten Punkt treten immer wieder Mißverständnisse auf.
•Vgl. R oss, Jo h n  R o b ert: C onstraints on V ariables in S y n ta x . Ph.D . D iss.M .I.T . 
1 9 6 7  [R ep r. Indiana University Linguistics C lub 1 9 6 8 ] ,
* *V g l. hierzu Sag, Ivan: D eletion  and Logical F o rm . Ph.D . Diss. M .I.T . 1 9 7 6  
[R ep r. Indiana University L inguistics Club 1 9 7 7 ] ,
* * * E in  im V erlau f der Tagung m einer Erinnerung nach von W alther K indt form u­
liertes P ostulat.
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R IES E R : Ich glaube, daß Herrn Vennemanns Frage so ein bißchen die 
Diskussion historisch zurückdreht, nämlich so M itte der 50er Jahre wur­
de ziemlich scharf danach gefragt, z.B. von Chom sky, Bar-Hillel u. auch 
von Harris, welche Form  denn eine linguistische Bedeutungstheorie ha­
ben sollte, und im Laufe dieser Diskussion stellte sich heraus, welches 
die Anforderungen an eine solche Bedeutungstheorie sein sollten, und 
ich glaube, daß hier noch immer zu gelten hat, daß eine solche Bedeu­
tungstheorie zwei Fragen beantw orten soll, nämlich einmal, was Bedeu­
tungen sind oder was sie leisten, und zum zweiten, wie man die Bedeu­
tung von zusammengesetzten Ausdrücken erm itteln kann; und hier zeigt 
es sich eben, daß die Linguistik nicht unbedingt oder die Linguisten nicht 
unbedingt gezwungen sind, einen völlig neuen radikalen Ansatz zu m a­
chen, sondern daß sie zunächst mal versuchen können, m it den von der 
Sprachphilosophie vorgelegten Bedeutungstheorien ihre Probleme anzu­
gehen, zu analysieren und vielleicht dann aufgrund dieser gewonnenen 
Erfahrung eine solche sprachphilosophische Bedeutungstheorie zu erwei­
tern. Ich glaube also, daß die Frage: wie muß eine allgemeine Bedeutungs­
lehre als Teil einer allgemeinen Grammatik und Sprachtheorie aussehen? 
nicht unbedingt verlangt, daß die Linguisten jetzt tabula rasa machen, 
sondern man kann sich eben verschiedene Modelle zurechtlegen und ver­
suchen, die zur Explikation zu verwenden. Das ist das erste, was ich sa­
gen wollte, das zweite ist ein bißchen an Frau Reis gerichtet. Ich glaube, 
daß sie sehr kom plexe Zusammenhänge im K opf hat und daß, wenn 
man hier die Fragm enttechnik verfolgt, man sich schrittweise an diese 
kom plexe Phänomene annähern kann, daß man aber im Augenblick nicht 
erwarten kann, daß diese komplexen Phänomene alle zu lösen sind, daß 
wir aber im Gegenteil, glaube ich, ganz gute Beispiele dafür gesehen ha­
ben, wie man weniger kom plexe Phänomene mit Hilfe einer sprachphi- 
losophisch-logischen Bedeutungsauffassung ganz gut lösen kann — ich 
meine den Vortrag von Ballweg und Helmut Frosch und den von Manfred 
Pinkal.
STAUD ACH ER: Ja , also noch einmal zur Frage, Herr Vennemann: was 
hat Logik mit Linguistik zu tun? In Ihrem Sinne gefragt, verstehe ich das 
so: Nicht: mit welchem Recht wird — wie in anderen Wissenschaften 
auch — Logik als mehr oder weniger nützliches, gegenstandsneutrales 
K orsett bei der Theorieformulierung verwendet, sondern: was haben 
Grundbegriffe der Logik mit den Grundbegriffen einer allgemeinen Be­
deutungslehre zu tun? Nach der gängigen Auffassung lautet die A ntw ort 
ja wohl etwa so: Der von den Logikern bei der Redekonstruktion gewis­
ser Typen schlüssigen Argumentierens entwickelte Begriff der Wahrheits­
bedingungen (die form alen Kunstsprachen sind ja  nur ein Resultat dieser
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Rekonstruktion) hat sich als brauchbare Basis erwiesen für die Präzisie­
rung zentraler Grundbegriffe der Bedeutungslehre überhaupt. Wenn Sie 
das für zu kurz gedacht ansehen, dann vielleicht wegen der einseitigen 
Bevorzugung des Sprachverwendungstyps ‘Argum entieren’ als Ausgangs­
punkt — oder aber weil dabei der Begriff der Wahrheit seinerseits als 
problemlos gegeben vorausgesetzt wird; denn der Anspruch, m it dem 
Liefern von Wahrheitsbedingungen wichtige Bedeutungsaspekte zu expli­
zieren, läßt sich ja kaum rechtfertigen, wenn man mit demselben U nter­
fangen gleichzeitig den Anspruch verbindet, den Begriff der Wahrheit 
selbst definiert zu haben (cf. die Diskussion im Umkreis von Davidson, 
Strawson und D um m ett, sowie die Kontroverse um den Griceschen 
meaning-Begriff). Im Rechtfertigungskontext wird man dann über Wahr­
heit und Falschheit sicher mehr sagen müssen, als daß es eben zwei wohl­
unterschiedene Entitäten (etw a A und { a } )  sind.
D och wie auch immer dieses Problem gelöst werden mag, es betrifft die 
Grundlegung der Logik genauso wie die der allgemeinen Bedeutungslehre, 
deren enger Zusammenhang sich damit auf anderer Ebene, jedenfalls 
für mich, erneut zeigt. So daß ich gestehen muß, Sie letztlich doch nicht 
verstanden zu haben.
FRO SCH : Eigentlich ist dem, was Herr Staudacher gerade gesagt hat, 
nicht mehr viel zuzufügen, aber vielleicht noch ein Beispiel, ein etwas 
konkreteres Beispiel zur Erläuterung, was Sprache m it Logik zu tun ha­
ben kann. Wenn man sich die Arbeiten von M ontague anschaut, dann 
wird da ja so verfahren, daß ein natürlichsprachlicher Satz in formale 
Sprache übersetzt wird, und auf diese Weise wird tatsächlich dann für 
natürlichsprachliche Sätze ein form aler Folgerungsbegriff u .ä., was eben 
charakteristisch für Logiksprache ist, gefunden; d.h. also, das Problem: 
was hat Sprache oder was hat Grammatik mit Logik zu tun? das sieht 
man dann nicht ganz, wenn man unter “ Logik” z.B . so was wie die Prä- 
dikatenlogik sich vorstellt und unter “Grammatik natürlicher Sprache” 
so was wie meinetwegen Chomskys Transform ationsgram m atik, dann 
sind diese beiden Sprachen syntaktisch völlig verschieden und dann ist 
eben das Problem von der Logik her, wieso ist ein bestim m ter Satz eine 
Formalisierung eines natürlich-sprachlichen Satzes, und das Problem von 
der Transform ationsgram m atik her ist, wie kann ich auf der Basis dieser 
Syntax einen Folgerungsbegriff u.ä. definieren. Und deswegen glaube 
ich, muß man fragen, welche logischen Eigenschaften der natürlichen 
Sprache gibt’s, und wie sind diese logischen Eigenschaften darzustellen.
B R E K L E : Ich m öchte vorschlagen, daß wir die Rednerliste abschließen. 
Ich hatte vorher schon sehr implicite einen solchen Vorschlag gem acht,
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vielleicht ist er nicht ganz durchgekom men. A uf der Rednerliste stehen 
jetzt folgende Namen: Schwarze, Ballweg, Oberschelp. Frau Reis hatte  
sich eben noch gem eldet, dann m öchte ich aber gern die Rednerliste 
schließen. Herr Glinz m öchte dann auch noch etwas sagen.
SCHW ARZE: Ja , auf die Frage von Herrn Vennemann m öchte ich nur 
ganz kurz und vielleicht nicht so speziell wie die anderen A ntw orten, 
die ich für richtig halte, folgendes sagen: Die Logik hat, vielleicht ohne 
das zu beabsichtigen, ganz bestimm te, und zwar zentrale Aspekte von 
natürlicher Sprache idealisierend dargestellt. Sie hat nicht gesagt, was 
natürliche Sprache ist, sondern einige Aspekte rausgenommen, die aber 
zentral sind, und das Interesse für die Linguistik ist ganz offenbar, an 
diese vorliegenden und im übrigen immer sprachnäher w eiterentstehen­
den Modelle anzuknüpfen und dann, Bezug darauf nehmend, zu sagen, 
was mit ihrem Objekt, nämlich der natürlichen Sprache, oder bestim m ­
ten natürlichen Sprachen der Fall ist, indem man solche Modelle z.B. 
anwendet, soweit sie tragen, indem man sie erw eitert, indem man an­
gibt, welche A spekte, welche wichtigen Aspekte von Sprache gar nicht 
so dargestellt werden können usw. Das halte ich für den Hauptgrund, 
weswegen die Linguistik seit längerer Zeit, seitdem sie gem erkt hat, daß 
es das gibt, sich für die moderne Logik interessiert.
O BERSCH ELP: Ich m öchte natürlich zu der Bemerkung von Herrn 
Vennemann Stellung nehmen. Zuvor zum Begriff der Logik. Es ist na­
türlich Logik nicht in dem Sinne gemeint, daß es nur um Schlußregeln 
geht, sondern in dem Sinne, wie es auch Herr Kamp zu Anfang sagte, 
daß dort form ale Systeme mit Interpretationen aufgebaut werden. Nach 
meiner Meinung ist das doch sicherlich für den Linguisten von Relevanz, 
und ich kann gar nicht verstehen, wie man das leugnen kann. Wenn man 
versucht, mit form alen M itteln sprachliche Phänom ene zu rekonstruieren  
und diese Rekonstruktionsversuche, die ja immer nur gewisse Fragm en­
te und Aspekte betreffen, nicht adäquat im Sinne der Empirie sind, so 
mindert das, so glaube ich, nicht die Relevanz. Denn man muß ja in je ­
dem Fall idealisieren. Auch der Physiker kann nicht die Fülle der physi­
kalischen Phänomene in den Griff bekom m en, vielmehr muß er wirklich 
sehr stark idealisieren, um seine Gesetzmäßigkeiten zu erkennen. Z .B. 
hat die Fixierung auf alltägliche Bewegungsabläufe die Physiker zwei­
tausend Jahre lang daran gehindert, das Trägheitsgesetz zu erkennen. 
Wenn die Sprachwissenschaftler, auch unabhängig von der Logik, versu­
chen würden, irgendwelche ihrer Begriffe theoretisch in den Griff zu 
bekommen, so müßten sie vermutlich vieles so ähnlich m achen, wie es 
die Logiker halt auch tun.
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Dann wollte ich noch etwas sagen zu der Forderung oder dem Wunsch 
von Herrn Kamp, daß man vielleicht eine andere M etasprache entwickelt. 
Er sagt aber auch, daß das eine schwere Aufgabe ist, von der man nicht 
weiß, wie man sie lösen soll. Ich glaube jedoch, daß die erklärende Kraft 
des Zweiwertigkeitsprinzips noch keineswegs ausgereizt ist und daß man 
mit der klassischen Logik noch sehr viel weiterkom m en kann. Ich selbst 
finde als Logiker durchaus, daß die Linguistik ein interessantes Feld ist, 
daß sie Probleme stellt, die man versuchen kann, form al anzugehen. Ich 
würde es begrüßen, wenn auch die Linguisten der Meinung wären, daß 
die Zusammenarbeit fruchtbar sein könnte und bestehen bleiben sollte.
BA LLW EG : Zwei Punkte. Das eine zu dem, was Günther T odt gesagt 
hat, die Ermahnung der Logiker, nicht den Intensions-/Extensionsapparat 
als Linguist kurzsichtig zu übernehmen und zu sagen: je tz t haben wir 
eine Explikation für den Bedeutungsbegriff! Ich glaube, das ist richtig, 
was Du sagst; wenn man aber die Fragestellung an eine Bedeutungslehre, 
die Hannes Rieser angedeutet hat — Punkt 1: wie kommen Grundbedeu­
tungen relativ zu Situationen u.ä. zustande? und Punkt 2: wie kann man 
aus den Grundbedeutungen die Bedeutung von kom plexen Ausdrücken 
ausrechnen? — dann kann man sagen, der große Reiz an diesen Konzepten  
ist, daß man mit diesem Intensionsapparat das H ochrechnen so relativ 
problemlos hinkriegt, und man darf dabei nicht aus dem Auge verlieren, 
daß dieser Apparat für die Frage, was die Bedeutungen der Basisausdrücke 
sind, zunächst mal wenig hergibt und daß man an dem Punkt noch sehr 
viel tun muß, bevor man zu einer Explikation von “ Bedeutung” kom m t, 
aber einen wichtigen Teil eines Bedeutungsbegriffs oder einen sinnvollen 
Bedeutungsbegriff wird man nicht kriegen ohne auch d i e Fragestel­
lung zu machen, insofern ist das nämlich eine wichtige Kom ponente.
Das andere ist zu den Ausführungen von Herrn Vennemann und von 
Frau Reis. Ich glaube, daß das Postulat, nicht nur den Zusammenhang 
von Grammatikbeschreibungen und logischen Verfahren zu diskutieren, 
sondern auch den Zusammenhang von G ram m atiktheorie und einer all­
gemeinen Sprachtheorie und damit auch wieder das Postulat, allgemeine 
Sprachtheorie und Logik und was ist deren Verhältnis, zu diskutieren, 
natürlich sehr wichtig ist, aber wir haben für diese Tagung — jetzt spreche 
ich wieder so ein bißchen als einer von denen, die versucht haben, das 
zu organisieren — wir haben bewußt versucht, uns ein bißchen auch an 
etwas kleineren Problemen zu halten m it der Hoffnung, daß man so et­
was wie the state of the art dokumentieren kann, indem man so, wie wir’s 
heute morgen und gestern morgen gem acht haben, zu dem konkreten  
Problemkreis aus verschiedenen Richtungen versucht, Meinungen zu sam-
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mein, um zu sichten, was da vorliegt, aber vielleicht könnte man den 
Vorschlag aufgreifen und so eine andere Tagung als eine A rt Weiterfüh­
rung machen, das erschiene mir ziemlich sinnvoll.
B R E K L E : Je tz t die beiden letzten Namen, die ich da stehen habe, Frau  
Reis und Herr Vennemann.
REIS: Ich wollte nur noch einmal kurz auf das eine eingehen, was Helmut 
Frosch gesagt hat. Das Problem, was Grammatik mit Logik zu tun hat, 
halte ich keineswegs für ein Problem des Ausgangspunkts von einer be­
stimmten gramm atischen Beschreibung bzw. gramm atischen Theorie.
Ich m öchte auch nicht in Abrede stellen, daß es wichtig ist — im Gegen­
teil, ich schätze es sogar sehr hoch ein, wenn es gelingt — von der Ober­
flächenform der Sprache aus zu Übersetzungsregeln zu kom m en, die es 
einem erlauben, eine vernünftige Semantik aufzubauen. Was ich gemeint 
habe, ist anders ausgedrückt (da folge ich dem, was Ulrich Blau in seiner 
Arbeit ausgeführt h a t*) dies: Man hat an die logischen Explikationen  
von Sätzen nicht nur den Anspruch zu stellen, daß sie semantisch korrekt 
sind, sondern auch in gewisser Weise syntaktisch korrekt sind. Und ich 
würde diesen Anspruch, der sich in einer Vielzahl von Detail-Anforde­
rungen niederschlägt, z.B. daß man nicht ohne N ot hom onym isiert, 
daß man nicht ohne N ot einer syntaktischen Form  verschiedene Expli­
kationen zuordnet u.ä., verschärfen wollen: Das Geschäft des Syntak- 
tikers ist in erster Linie, die Regularitäten der sprachlichen Form  zu 
beschreiben, dabei z.B. herauszufinden, welche Fragen gebildet werden 
können (im Sinne der Ross’sehen Constraints) oder, welchen Gesetzen 
die “Tilgungs” phänom ene bei Koordinationen folgen, oder ob es Gesetz­
mäßigkeiten gibt, die es einem erlauben vorherzusagen, welche/wieviele 
der semantischen Mitspieler an der Oberfläche realisiert werden müssen, 
und so fort. Das sind meines Erachtens Probleme, die theorieunabhängig 
bestehen, was sich auch klärlich daran zeigt, daß letzten Endes, wenn 
bestimmte überzeugende Lösungen dafür vorliegen, es immer nur darum  
geht, wie diese in die einzelnen Theorien übersetzbar sind. Mein Interesse 
als Syntaktiker ist nun eben, bzw. sollte primär sein: Sind für die Form u ­
lierung dieser gramm atischen Regularitäten Ausdrücke, die vorzugsweise 
ihre M otivation in der logischen oder Bedeutungsanalyse der Sprache ha­
ben, notwendig oder wenigstens von Nützlichkeit? Und das halte ich für 
die Frage, die sich für mich in dieser Zusammenstellung "Logik und 
Gram matik” zentral als empirische verbirgt.
*V g l. Blau, U lrich: Die dreiwertige Logik der Sp rach e. Berlin 1 9 7 8 .
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VENNEM ANN: Ich wollte hier nicht noch einmal Stellung nehmen:
Ich wollte nur soviel sagen: Die Herren Staudacher, Frosch , Rieser und 
Oberschelp haben versucht, meine Frage zu beantw orten. Ich würde mir 
gerne vorstellen, daß sie alle vier wußten, daß ich das, was sie gesagt ha­
ben, irgendwie schon wußte. Ich meine, daß das nicht meine Frage war. 
Tatsächlich hatte ich etwas anderes im Sinne. Vielleicht ist es eine etwas 
utopische Vorstellung, wenn ich mir von den Sprachtheoretikern, die 
sich insbesondere mit der Semantik beschäftigen, wünsche, daß sie einen 
Entwurf, einen großen Plan, eine große umfassende Bedeutungslehre 
vorlegen, aus der solche kleinen Detailprobleme, wie sie z.B . Herr Stau­
dacher angesprochen hat, als eine selbstverständliche Anwendung heraus­
fallen. Was wir stattdessen finden, ist die Rekonstruktion winziger Frag­
mente, die in sich noch teils hanebüchen, teils vom linguistischen Stand­
punkt nachweisbar falsch sind oder sonstige Mängel haben. Was ich glau­
be, ist, daß man so nicht w eiterkom m t, daß man so nur einen Fehlschlag 
nach dem anderen einstecken muß, eine Aporie nach der anderen erhält 
und zu immer — einige würden sicher sagen: immer absurderen — Schrit­
ten gedrängt wird. Ich denke nur an die Potenzierung der Fuzzyness und 
solche Sachen. Das ist eine A rt Hoffnung.
Zu Herrn Ballweg würde ich gerne sagen, ich m öchte sehr, sehr wünschen, 
daß das, was ich gesagt habe, in keiner Weise als Kritik oder Vorwurf 
aufgefaßt wird. Ich meine ganz im Gegenteil, daß dieser Kongreß ganz 
ausgezeichnet war und eine ganz wichtige Funktion hatte — auch die 
Funktion halt, nicht wahr, zumindest uns allen und dann über uns viel­
leicht noch einigen weiteren einen Einblick in den Zustand unserer 
Kunst oder die Misere unseres Zustandes zu verm itteln, und das ist na­
türlich eine sehr nützliche Funktion. Und wenn aus dem Ganzen noch  
ein Nachfolgekongreß herauskäme, der diese zentralere Frage anspräche, 
dann würde dieser Kongreß also wirklich eine ganz, ganz hervorragende 
Leistung vollbracht haben.
B R E K L E : Ja , wir haben nur zehn Minuten über die Zeit gebraucht, 
und ich m öchte jetzt mit Ihrer Erlaubnis Herrn Glinz noch kurz das 
W ort geben.
G LIN Z: Darf ich noch zwei kleine Bemerkungen machen. Ich verstehe 
die Kritik von Herrn Vennemann durchaus, und es wäre mir nichts lieber, 
als in einem Kolloquium von nicht nur drei Tagen die Bedeutungstheo­
rie, die ich in meinem Band “Textanalyse und Verstehenstheorie II” von 
19 7 8  vorgelegt habe, zur Diskussion zu stellen, von oben bis unten. Bei 
dieser Tagung, die ich mit Herrn Ballweg vorbereitet habe (er hat dabei 
die Hauptarbeit geleistet, und ich spielte die Rolle des Betreuers aus dem
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Kuratorium ) sollte kein Einzelner so stark in den M ittelpunkt treten, und 
wir wollten auch ganz bewußt nicht vom hohen Himmel herab universale 
Perspektiven ziehen, sondern an einzelnen Bereichen, ja Einzelpunkten  
ansetzen, damit die V orträge und Diskussionen möglichst konkret wur­
den.
Dann müßte ich zu dem von Herrn Vennemann Vorgebrachten auch noch 
sagen: Wenn M e t h o d e n  diskutiert werden, dann werden für mich 
auch immer T h e o r i e n  und S a c h e n  diskutiert. M ethoden sind 
von theoretischen Vorgriffen und Annahmen überhaupt nicht abzulösen, 
und umgekehrt, und ebenso sind M ethoden von den mit ihrer Hilfe unter­
suchten Sachen nicht abzulösen, und umgekehrt.
Und noch zu Frau Reis: Hier scheint mir ein kleines Mißverständnis vor­
zuliegen. Wenn ich gesagt habe: “ A n w e n d u n g  f o r m a l e r  
S p r a c h e n  — wo ist sie fruchtbar in der Linguistik?” , dann bitte ich 
das nicht so zu verstehen, als hätte ich gesagt: “Wo ist L o g i k  frucht­
bar in der Linguistik?” L o g i s c h e  K o n s i s t e n z  ist ein Grunder­
fordernis schon im Aufbau dessen, was ich “ System von Fachbegriffen” 
genannt habe, längst vor aller Formalisierung und vor aller Anwendung 
formaler Sprachen. Ich m öchte für die gesamte von mir vorgelegte M etho­
dik und Begrifflichkeit der deutschen Gram matik beanspruchen, daß sie 
logisch konsistent ist; darum habe ich ja auch überall Prüf-Operationen 
angeboten, so daß jederm ann, der sich die nötige Mühe nimmt, alle m ei­
ne Resultate nachprüfen, gewissermaßen “ nachrechnen” kann. Was ich 
gemeint habe mit meiner These, daß man form ale Sprachen nur an be­
stimmten dazu geeigneten Stellen in der Linguistik einsetzen soll, das 
war nicht etw a, daß man nur an diesen geeigneten Stellen logische K on­
sistenz anzustreben habe, sondern daß ich nur an diesen Stellen den 
V e r s u c h  e i n e r  A b b i l d u n g  m i t  f o r m a l i s i e r e n d e n  
M i t t e l n ,  eben die Behandlung mit Hilfe form aler Sprachen, für sinn­
voll halte. “ Form alisierung” und “ logische Konsistenz an sich” scheinen 
mir zwei verschiedene Dinge zu sein, die man sorgfältig unterscheiden 
sollte. Soweit diese meine letzten Bemerkungen. Ich danke sehr für alles, 
was ich bei diesem Kongreß zu lernen Gelegenheit gehabt habe.
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H E R B E R T  E. B R E K L E
Zusammenfassung der Tagung
Herr Glinz hat es mir in zweifacher Hinsicht ziemlich einfach gem acht: 
zunächst m it seinem V ortrag heute vorm ittag, das war zumindest eine 
teilweise Vorwegnahme einer Zusammenfassung — ich habe es wenigstens 
so aufgefaßt — , und dann auch zum zweiten m it dem, was er eben schon  
mal so angerissen hat. Ich glaube nicht, daß es sehr sinnvoll wäre, wenn ich 
jetzt eine positivistische oder einfach positive, m it einigen Wertungen ver­
sehene Summierung meiner Notizen hier geben würde. Ich m öchte eher 
versuchen, einige mir wichtig erscheinende Ergebnisse oder Äußerungen 
hervorzuheben.
Wir haben, und das wurde vorher schon, glaube ich, deutlich gem acht, 
mit diesem Colloquium durchaus eine gut konzipierte Tagung gehabt.
Es ist sowohl einiges an state of the art reports, wie es Herr Ballweg eben 
schon angesprochen hat, gegeben worden, dabei insbesondere der erste 
V orm ittag von Herrn Oberschelp, was speziell nun die Logik betrifft, 
und dann von Herrn Rieser, der seine Darstellung mehr auf das Gesamt­
gebiet der Sprachwissenschaft bezogen hat. Wir haben dann von Herrn 
Kindt einen V ortrag bekommen, der weniger ein Bericht darüber, was wir 
zur Zeit vorliegen haben, war — das auch —, sondern der sowohl in die 
historische Perspektive unserer Wissenschaft zurückgegriffen hat, als aber 
auch vorausweisend einiges gesagt hat und auch, so meine ich, Empfeh­
lungen abgegeben hat. Ich hatte, nachdem ich ihm zugehört hatte, den 
Eindruck, hier hat beinahe ein abgeklärter älterer Gelehrter gesprochen, 
der nach einer langen Erfahrung und nach einem langen Leben einiges 
von seiner Weisheit von sich gegeben hat. Das soll nicht spöttisch sein.
Ich meine, gerade wenn es von jemandem wie Herrn Kindt kom m t, der 
sich ja sowohl im Bereich der Logik, im Bereich form aler Systeme, als 
auch, wie die Diskussionsbeiträge gezeigt haben, im Bereich der Sprach­
wissenschaft gut auskennt, dann sind solche Empfehlungen, die wir ja 
nun mehrfach gehört haben, durchaus ernst zu nehmen. Es gibt eben im 
Verlauf der jüngeren oder jüngsten Geschichte unserer Wissenschaft 
Beispiele dafür, daß logische Mittel und Darstellungsweisen oft vorschnell 
eingesetzt wurden, auch oft in trivialisierter Weise eingesetzt wurden oder 
rein schematisch eingeführt und verwendet wurden und die keine Pro­
duktivität für die W eiterentwicklung, zunächst wenigstens, erkennen  
ließen. Diese Seite sollte man durchaus sehen und auch beherzigen.
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Wir haben dann die vielleicht berühmt werdende Kontroverse erlebt 
zwischen Brennenstuhl /  Ballmer einerseits und Herrn Heringer anderer­
seits. Hier sind einige Dinge angesprochen worden, die noch lange nicht 
erledigt sind. Hier sind auch einige alte Fragen aufgetaucht, die auch 
noch nicht erledigt sind. Mir fällt hier im Augenblick nur der Ontologie­
aspekt oder der Ontologieverdacht, würde ich beinahe sagen, ein, der so­
wohl von der einen wie auch von der anderen Seite geäußert wurde, und 
ich hatte dann zum Schluß den Eindruck, daß bei der Diskussion über die 
Kontroverse Herr Heringer sich eine Präsupposition hat unterschieben  
lassen, daß z.B. eine Sprache, eine Nationalsprache oder ein Dialekt per 
se und von vornherein so etwas wie eine Ontologie in sich berge oder sie 
einfach habe, was m it seinen früheren Aussagen nicht notwendigerweise 
konsistent war. Ich glaube, hier muß man auch noch mal nachdenken.
Nur ein Hinweis darauf, daß man davon nicht ohne weiteres ausgehen 
kann, pace Humboldt bzw. vor allem H um boldt-Interpretatoren und 
K om m entatoren und weitere V ertreter einer solchen Richtung. Ich glaube 
sehr wohl, daß man in Sprachen M orphosyntaktisches findet, das, sei es 
von der G ram matiktradition her, sei es auch teilweise vom Sprachgebrauch  
her, eine semantische Korrelation hat. Wenn man dann an bestimm te  
reichere Flexionssystem e in anderen Teilen der Welt denkt, bei denen 
eine semantische Klassifikation vorgegeben zu sein scheint oder zugrunde­
zuliegen scheint (dem  muß aber nicht notwendigerweise so sein), daß man 
eine Ontologie oder eine Kategorienmenge, die dieser Sprache eignet und 
auch der Gesellschaft, die diese Sprache verwendet, notwendigerweise als 
Raster übergestülpt oder ihr zugrunde gelegt ansieht; so kann man damit 
als Hypothese erst einmal arbeiten. Andererseits gibt es einige Hinweise 
darauf, daß solche morphosyntaktischen Differenzierungen, die historisch  
gesehen sicher zunächst einmal sehr enge semantische Korrelationen hatten, 
im Laufe der Zeit diese verloren haben, wie Jean  Paul es mal genannt hat, 
sozusagen dann als Überbeine im System drinstehen und eben keine se­
mantische Funktion mehr haben. Das nur als ganz minimaler Exkurs zu 
dieser Frage. Ich will also Sapir und W horf dabei wirklich nicht bemühen, 
ob nun eine Sprache oder eine Sprachenfamilie notwendigerweise eine 
bestimm te Ideologie auch in einem sehr weiten und vielleicht vagen Sinne 
haben müsse. Ich bin da zweifelhaft. In einem vernünftigen Diskurs kann 
man, ich weiß nicht, ob in jeder beliebigen Sprache, auch scheinbare onto­
logische Grenzen überwinden, wenn die nötige begriffliche Anstrengung 
bei den Kommunikationsteilnehmern gegeben ist, aber zumindest in unseren 
Sprachen, in denen ja ähnliche Diskurse stattfinden und schon lange statt­
gefunden haben, kann man ja doch grundsätzlich über ontologische Gren­
zen, wie sie vielleicht vorgegeben zu sein scheinen, in einer Erörterung  
versuchen hinauszukommen, und man kom m t dann auch oft darüber hinaus.
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Wir haben dann einige Einzeldarstellungen gehabt; wir haben von 
Herrn Seuren einen sehr weit getriebenen Formalisierungsversuch für 
die Präsuppositionsproblematik bekommen. Ich m öchte es mir versa­
gen, hierzu einige Einzelheiten anzumerken, ich hatte in der Diskussion 
hierzu schon einiges gesagt. Dasselbe gilt vor allem für die V orträge von 
heute vorm ittag der Herren Pinkal und T od t, und Herrn Glinz’ Vortrag  
spricht ja und hat für sich selbst gesprochen, der bedarf nun, glaube ich, 
am allerwenigsten eines Kommentars.
Ich m öchte dann allerdings noch ganz kurz zum Schluß meines Schluß­
worts auf die Bemerkung oder auf die Provokation, wie ich es mal ganz 
freundlicherweise nennen m öchte, von Herrn Vennemann eingehen. Es 
ist ja aus Ihrer M itte hierzu schon einiges gesagt worden. Wenn ich es 
recht notiert habe und auch dann richtig verstanden habe, fragten Sie, 
ob man Logik für die Konstruktion einer Sprachtheorie denn überhaupt 
brauche und welche mögliche Rolle sie, wenn ja, darin spielen könne.
Ich glaube, darauf gibt es zunächst eine sehr einfache A ntw ort: für die 
Konstruktion einer Theorie, also für die heuristische Phase, da braucht 
man essentiell die Theorie form aler Systeme nicht bemühen, das kann 
man punktuell, wenn man an einem bestimm ten heuristischen Schritt 
angelangt ist, sozusagen als Hilfskonstruktion einführen, die man dann 
aber wieder weglegen kann, um mal da m om entan etwas zu überprüfen, 
aber grundsätzlich — und das ist ja, glaube ich, auch in der wissenschafts­
theoretischen Diskussion schon länger akzeptiert, zumindest sehe ich es 
so — braucht man hierfür die Logik nun zweifellos nicht.
Ich m öchte die Ausführungen, die zum Verhältnis Sprachtheorie/Gram - 
matik und Logik in einem vielleicht etwas engeren Sinne gem acht wur­
den, nicht wiederholen. Es geht sicher nicht darum, daß man einfach 
existierende Logiken übernimmt, darüber ist auch schon genügend gesagt 
worden, und auch über ein in diesem Kreis sicher nicht vorherrschendes 
Mißverständnis, daß Logik auf irgendeine wunderbare Weise der oder 
allen Sprachen inhäriere, braucht man, glaube ich, auch nicht weiter zu 
reden. Man kann sich allerdings fragen, und das m öchte ich aber als ganz 
spekulativ verstanden wissen, inwieweit es notwendig war und notwendig 
ist, daß Sprachwissenschaftler die Begrifflichkeit der neueren Logik in 
einer oft doch ziemlich radikalen und extensiven Weise übernommen  
haben. Spekulativ ist diese Frage deshalb, weil heutzutage nicht ohne 
weiteres zu sehen ist, welche Alternativen es da geben könnte. Man kann 
natürlich einen Blick in die Geschichte der Sprachwissenschaft werfen 
oder mehrere Blicke und sehen, auch im Sinne dessen, was Herr Kindt 
mit seinem Hinweis oder mit seinem Rekonstruktionsversuch der Be­
mühungen um das Vernersche Gesetz gem eint hat, daß man nun heraus-
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bekom m t, wie das denn früher in der Geschichte unserer Wissenschaft 
war. Welche Begrifflichkeit hat es da gegeben und welche Termini wur­
den verwendet und wo kamen die h er; und man wird dann auch sehen, 
zumindest was die G eschichte der abendländischen Sprachwissenschaft 
anbetrifft, daß über sehr weite Strecken das, was wir heute bereit wären 
als Sprachwissenschaft zu bezeichnen (gerade wenn wir dafür jeweils 
Äquivalente in der Geschichte suchen), m it Sprachphilosophie wiederum  
im heutigen Sinne, oder m it Logik auch im heutigen Sinne untrennbar 
verbunden ist. So daß auch die Frage, die Herr Vennemann aufgeworfen 
hat, von ihrer historischen Dimension her noch eine eigene Beleuchtung 
verdienen würde.
Ich hatte gesagt, daß ich mein Schlußwort sehr kurz machen m öchte, 
und das w ar’s dann eigentlich auch schon. Ich nehme an, daß ich in Ihrer 
aller Namen den Veranstaltern, den Referenten und auch den Teilneh­
mern — und die Diskussionen waren ja erfreulich intensiv und auch pro­
duktiv, meine ich sagen zu können, wenn ich den Dank in Ihrer aller 
Namen diesen Genannten ausspreche. Ich darf Ihnen meinerseits danken, 
daß ich teilnehmen durfte und m öchte dam it, falls keine weiteren Ein­
wände bestehen, mein A m t als Leiter der Diskussion heute nachm ittag  
niederlegen.
3 4 4
Das Institut für deutsche Sprache im Jahre 1979
1. Allgemeines
1.0 . Die Bemühungen um eine Konsolidierung der wirtschaftlichen Ver­
hältnisse des Instituts waren im Berichtsjahr nur teilweise erfolgreich.
In Abweichung von dem 1 9 7 8  zwischen allen für die institutionelle F ö r­
derung zuständigen Ministerien vereinbarten Program m, das für die Jahre  
1 9 7 9  bis 1981 einen Ausbau des Stellenplans um je 10  neue Stellen pro 
Jah r vorsah, wurde schon die erste Aufbaustufe nur stark reduziert be­
willigt: S tatt 10  Stellen wurden 1 9 7 9  nur sieben neue Planstellen einge­
richtet. Die parlamentarische Beratung des Bundeshaushalts 1 9 8 0  läßt 
befürchten, daß bei der zweiten Ausbaustufe mit einer noch empfind­
licheren Kürzung zu rechnen ist. Damit sind wie schon oft in dem Auf 
und Ab der inzwischen 15-jährigen G eschichte des Instituts die Aussich­
ten auf eine dauerhafte Stabilisierung der w irtschaftlichen Voraussetzun­
gen für die Forschungsarbeit wieder einmal schlechter geworden. Um 
seine Arbeitsfähigkeit insgesamt zu erhalten, muß sich das Institut weiter­
hin mit einem erheblichen Anteil von befristeten Projektm itteln behel­
fen.
Entsprechend dem im Vorjahr beschlossenen mittelfristigen Plan wurden 
im Berichtsjahr weitere Schritte zur organisatorischen Neugliederung der 
verschiedenen Arbeitsbereiche unternom m en. Die Außenstelle Freiburg 
wurde aufgelöst und die Arbeitsgruppe in die neue Abteilung “ Sprache 
und Gesellschaft” eingegliedert. Das Freiburger Archiv zur gesprochenen  
Sprache wurde von der Abteilung “Zentrale W issenschaftliche Dienste” 
aufgenommen. Nach Mannheim verlegt wurde auch das Deutsche Sprach- 
archiv, das seit 1971  als Bonner Außenstelle dem Institut für deutsche 
Sprache angehörte. Im Herbst 1 9 7 9  fand das Deutsche Spracharchiv als 
Arbeitsstelle der Abteilung “ Zentrale Wissenschaftliche Dienste” in 
Mannheim seinen endgültigen Standort.
Um die Abschlußarbeiten an dem Projekt PLIDIS (vgl. 2 .3 .1 .)  nicht zu 
beeinträchtigen, wurde die für Ende 1 9 7 9  vorgesehene Umgliederung der 
Abteilung “ Linguistische Datenverarbeitung” auf 1 9 8 0  verschoben. Nach 
Abschluß dieses Projekts wird die schon seit langem angestrebte Gliede­
rung der Arbeitsbereiche des Instituts in drei Abteilungen erreicht sein:
— Abteilung Grammatik und Lexik
— Abteilung Sprache und Gesellschaft
— Abteilung Zentrale Wissenschaftliche Dienste
345
Aufgrund des in der Satzung vorgeschriebenen Losentscheids waren 
während des Berichtsjahrs mehrere Sitze im K uratorium  des Instituts 
zu besetzen. Wiedergewählt wurden Professor Dr. Hans Glinz, Wädenswil/ 
Schweiz und Professor Dr. Hugo Steger, Freiburg i.B r. Neu gewählt 
wurde Professor Dr. Helmut Henne, Braunschweig. Zum 1 .1 1 .1 9 7 9  wur­
de Herr Dr. W erner Kallmeyer, Bielefeld, durch Beschluß des Kuratoriums 
zum Leiter der Abteilung “ Sprache und Gesellschaft” bestellt.
1.1 . Personalstärke (Stand: November 1 9 7 9 )
M itarbeiter (einschl. Teilzeitm itarbeiter):
wissenschaftliche Angestellte 53
Verwaltungs-/technische Angestellte 43_
insgesamt: 96
Stellen:
Planstellen Projektstellen Zusammen
wiss. Angestellte 25 2 4 4 9
Verw .-/techn.
Angestellte 28 9 37
Summen: 53 33 86
1.2 . Anschriften
Institut für deutsche Sprache 
Friedrich-Karl-Str. 12 
Postfach 5 4 0 9
6 8 0 0  Mannheim 1, Telefon (0 6 2 1 )  4 4 0 1 1  
Außenstellen:
Forschungsstelle für öffentlichen Sprachgebrauch  
Kaiserstr. 46
5 3 0 0  Bonn, Telefon (0 2 2 2 1 )  2 2 3 7 8 0
Forschungsstelle Innsbruck 
Innrain 52
A -6 0 2 0  Innsbruck, Telefon 2 6 7 4 1
Redaktion G ERM ANISTIK  
Pfrondorferstr. 4 
Postfach 2 1 4 0
7 4 0 0  Tübingen, Telefon (0 7 0 7 1 )  2 4 1 8 5
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1 .3 . Haushalte des Instituts im Berichtsjahr
Ordentlicher Haushalt
Einnahmen:
Bundesministerium für Forschung
und Technologie DM 2 .1 2 7 .3 0 0 ,-
Ministerium für Wissenschaft und
Kunst, Baden-Württemberg DM 2 .1 2 7 .3 0 0 ,-
Stadt Mannheim DM —
eigene Einnahmen DM 9 9 .5 0 0 ,-
DM 4 .3 5 4 .1 0 0 , -
Ausgaben:
Personalausgaben DM 3 .1 8 0 .4 0 0 ,-
Sachausgaben DM 9 9 3 .7 0 0 ,-
Investitionen DM 1 8 0 .0 0 0 ,-
DM 4 .3 5 4 .1 0 0 , -
Projekt “ Linguistische Datenverarbeitung”
Zuschußgeber: Bundesministerium
für Forschung und Technologie
Personalausgaben DM 4 2 5 .6 0 0 ,-
Sachausgaben DM 3 6 7 .5 0 0 ,-
DM 7 9 3 .1 0 0 ,-
Projekt “ Kontrastive Linguistik”
Zuschußgeber: Auswärtiges Am t
Personalausgaben DM 3 6 8 .0 0 0 ,-
Sachausgaben DM 8 5 .0 0 0 ,-
DM 4 5 3 .0 0 0 ,-
Am bzw. in Zusammenarbeit mit dem IdS 
durchgeführte Projekte
Projekt “ Frem dw örterbuch von Schulz/Basler”
Zuschußgeber: D eutsche Forschungsgemeinschaft 
Personalausgaben DM 2 6 8 .0 0 0 ,--
Sachausgaben DM 2 .0 0 0 ,—
DM 2 7 0 . 0 0 0 , -
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Projekt “ Verbvalenz”
Zuschußgeber: Deutsche Forschungsgemeinschaft
Personalausgaben
Sachausgaben
DM
DM
3 1 0 .0 0 0 ,-
1 0 . 0 0 0 -
DM 3 2 0 .0 0 0 ,-
Projekt “ Nominale K om positionen”
Zuschußgeber: Deutsche Forschungsgemeinschaft
Personalausgaben
Sachausgaben
DM
DM
1 1 9 .0 0 0 ,-
5 .5 0 0 ,-
DM 1 2 4 .5 0 0 ,-
Projekt “ D eutsch-Serbokroatische Kontrastive 
G ram m atik”
Zuschußgeber: VW-Stiftung
Personalausgaben
Sachausgaben
DM
DM
1 8 4 .0 0 0 ,-
3 6 . 7 0 0 -
DM 2 2 0 .7 0 0 ,-
Projekt “ Kleines W örterbuch des DDR-Wort- 
schatzes” (bis 2 8 .2 .7 9 )
Zuschußgeber: Bundesministerium für innerdeutsche 
Beziehungen 
Personalausgaben 
Sachausgaben
DM
DM
2 3 .6 2 5 ,-
2 .4 0 0 ,-
DM 2 6 .0 2 5 ,-
Projekt “ Lunder Korpus”
Zuschußgeber: Deutsche Forschungsgemeinschaft
Personalausgaben
Sachausgaben
DM
DM
2 5 .8 0 0 ,-
7 0 0 , -
DM 2 6 .5 0 0 ,-
Projekt “ Ost-W est-W ortschatz”
Zuschußgeber: Deutsche Forschungsgemeinschaft
Personalausgaben
Sachausgaben
DM
DM
3 9 3 .6 5 0 ,-
1 9 .6 0 0 ,-
DM 4 1 3 . 2 5 0 , -
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(bis 3 1 .1 .7 9 )
Zuschußgeber: Deutsche Forschungsgemeinschaft
Personalausgaben
Sachausgaben
Projekt “ Dialogstrukturen”
DM 6 .1 0 0 ,--
DM 1 .7 3 0 ,"
DM 7 .8 3 0 ,"
Gesamtzuschüsse DM 7 .0 0 9 .0 0 5 ,"
2. Forschungsberichte
2 .1 . Abteilung Grammatik und Lexik  
Leiter: Dr. W. Mentrup
In der Abteilung sind folgende Arbeitsgruppen und -bereiche zusam­
mengefaßt:
— Syntaktische Strukturen
— Frem dw örterbuch Schulz/Basler
— öffentlicher Sprachgebrauch
— Vorstudien zu einem interdisziplinären deutschen W örterbuch
— Verbvalenz
— Wortbildung
— Kontrastive Linguistik
— Orthographiefragen
2 .1 .1 . Syntaktische Strukturen
In diesem Arbeitsbereich wurden im Berichtsjahr folgende M onogra­
phien abgeschlossen:
K.-H. Bausch: M odalität und Konjunktivgebrauch in der gesprochenen 
deutschen Standardsprache
Teil 1: Forschungslage, theoretische und empirische Grundlagen m or­
phologischer Analyse (erschienen)
Teil 2: Semantisch-pragmatische und soziostilistische Analyse, Aspekte 
des Sprachwandels (Vorbereitung für den Druck)
U. Hoberg: Die W ortstellung in der geschriebenen deutschen Gegen­
wartssprache (Vorbereitung für den Druck)
P. Schröder: W ortstellung in T exten  der gesprochenen Standardsprache 
des Deutschen (Vorbereitung für den Druck)
W. Teubert: Valenz des Substantivs. A ttributive Ergänzungen und A n­
gaben (erschienen)
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Zur Zeit gehören zu diesem Arbeitsbereich nur zwei wissenschaftliche 
Mitarbeiter (B . Hilgendorf, U. Hoberg).
B. Hilgendorf hat an den Relativsätzen der deutschen geschriebenen  
und gesprochenen Sprache weitergearbeitet.
U. Hoberg hat ein neues Arbeitsgebiet aus dem Bereich der Angaben 
übernommen und erste Überlegungen dazu entwickelt und vorgetragen. 
Die Untersuchung beschränkt sich zunächst auf Verbangaben; auf der 
Basis eines erweiterten Dependenzmodells sollen unterschiedliche Ab­
hängigkeitsgrade in der Relation Verb — Angaben herausgearbeitet 
werden, die die Grundlage einer neuen syntaktisch-semantischen Klassi­
fikation der Angaben bilden könnten.
2 .1 .2 . Frem dw örterbuch Schulz/Basler (Leitung: Dr. A. Kirkness)
Die vier wissenschaftlichen M itarbeiter des DFG-finanzierten Projekts 
(Dr. A. Kirkness, Dr. E . Link, I. N ortm eyer, Dr. G. Strauß) waren mit 
der Abfassung, Redaktion und K orrektur von W örterbuchartikeln be­
schäftigt. Der Buchstabe T wurde im Manuskript abgeschlossen. Die 
erste von voraussichtlich drei T-Lieferungen ist erschienen. Die Bear­
beitung der Buchstaben U und V wurde begonnen. Darüber hinaus 
wurde das Belegmaterial laufend ergänzt.
Die von Hilfskräften durchgeführten Materialarbeiten wurden fortge­
setzt. Die Buchungsgeschichte wurde abgeschlossen. Eine vorläufige 
Stichwortliste der noch zu bearbeitenden Stichw örter liegt vor. Alle 
Angaben im Gesamtquellenverzeichnis wurden überprüft. Die Buch­
staben A - K liegen in Reinschrift fertig vor. Eine rückläufige Kartei 
aller behandelten Stichw örter wurde angelegt.
Im Berichtsjahr wurde außerdem mit der Feinsortierung der Basler- 
schen Belegsammlung A bis Q  begonnen.
Bei der Deutschen Forschungsgemeinschaft wurde ein Fortsetzungs­
antrag (bis Dezember 1 9 8 0 ) eingereicht.
2 .1 .3 . öffentlicher Sprachgebrauch (B onn; Leitung: Dr. M.W. Hellmann)
Das auf 18 M onate befristete Projekt “Kleines W örterbuch des DDR- 
W ortschatzes” wurde Ende März von Dr. M. Kinne und Birgit Strube- 
Edelmann M.A. term ingerecht abgeschlossen. In etwa 8 0 0  Hauptstich­
wörtern wird der Kernbestand des aktuellen DDR-spezifischen W ort­
schatzes in allgemeinverständlicher Form  dargestellt.
Das bis April 1 9 8 0  befristete, von der D FG  geförderte Projekt “ Ost- 
West-W ortschatzvergleiche” befindet sich in seiner lexikographischen 
Hauptphase. Wissenschaftliche M itarbeiter sind G. Haehnel, Dr. M.W.
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Hellmann, Dr. M. Kinne, C. Knobloch, H. Pfafferott, Dr. B. Schaeder,
Dr. G. Schmidt. Aus den weit über 2 0 .0 0 0  maschinell erm ittelten spe­
zifischen W ortform en werden ca. 1 .0 0 0  Stichw örter ausgewählt und 
manuell wie maschinell bearbeitet. Die im “ Maschinellen Korpusw örter­
buch’’ gespeicherten Inform ationen werden in verschiedenen Publika­
tionsform en, darunter in einem vergleichenden W örterverzeichnis zur 
ost- und westdeutschen Zeitungssprache, veröffentlicht.
Das von der DFG geförderte Projekt “ Lunder Korpus” wurde im Som ­
mer mit einem Teilergebnis abgebrochen, da sich die T extkorrektur als 
wesentlich aufwendiger als erw artet erwies. Die T exte  der “ Süddeut­
schen Zeitung” (ca. 1 /2  Mill. lfd. W örter) sind fertig korrigiert und 
werden sowohl auf Magnetband wie auch als Register, Indices und 
Konkordanzen auf M icrofiche zur Verfügung stehen.
2 .1 .4 . Vorstudien zu einem “ Interdisziplinären deutschen W örterbuch”
Im Berichtszeitraum  wurden spezielle lexikologisch-lexikographische 
Probleme, die mit einem interdisziplinären deutschen W örterbuch Zu­
sammenhängen und den sechs Schwerpunkten der D okum entation der 
Bad Homburger Colloquien und den Bad Homburger Thesen zum ge­
planten W örterbuch entsprechen, bearbeitet: von G. Hoppe Standard­
sprache — Soziolekte — Regiolekte, Benutzeraspekt, W ortfeld — Sinn­
bezirk — Synonym e — A ntonym e — Semasiologie — Onomasiologie; 
von Dr. W. Mentrup die Klassifizierung der Verben, Standardsprache 
und Fachsprachen im D eutschunterricht für ausländische Schüler.
2 .1 .5 . Verbvalenz (Leitung: H. Schum acher)
Ziel des Projekts ist die Ausarbeitung eines semantisch orientierten  
Valenzwörterbuchs deutscher Verben, das sich in erster Linie an in- 
und ausländische Deutschlehrer wenden soll, die Deutsch als Frem d­
sprache für fortgeschrittene Lerner unterrichten. In diesem Projekt sind 
sechs wissenschaftliche M itarbeiter beschäftigt: Dr. J .  Ballweg, A . Ballweg- 
Schram m, Dr. P. Bourstin, H. Frosch , J .  Kubzcak, H. Schum acher.
Die theoretische Grundlage sowie die Erprobung des Beschreibungsmo­
dells an ausgewählten Verbgruppen wurde im Berichtsjahr noch einmal 
überarbeitet. Ein Forschungsbericht darüber wird Anfang 1 9 8 0  erschei­
nen.
Für die weitere Ausarbeitung des onomasiologischen W örterbuchs wur­
den die ausgewählten Verben vorläufig gruppiert und Fragen der Ma­
terialvorbereitung für die Analysearbeit, insbesondere die Korpusaus­
wertung für Textbeispiele, geklärt. Im Herbst ist die Beschreibung der
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Verben der Existenz in Angriff genommen worden. Die Arbeitsergeb­
nisse sollen Anfang des nächsten Jahres m it dem projektbegleitenden  
Beirat diskutiert werden.
Bei der Deutschen Forschungsgemeinschaft wurde ein Fortsetzungsan­
trag (bis Dezember 1 9 8 1 ) eingereicht.
Die ergänzenden Arbeiten am Valenzregister, bei dem ausgewählte 
Textstücke aus dem Mannheimer Korpus morphosyntaktisch analysiert 
werden, wurden abgeschlossen. Die Daten können in vierzehn verschie­
denen Versionen von Maschinenausdrucken nach unterschiedlichen Aus­
wahl- und Sortierbegriffen ausgedruckt werden.
2 .1 .6 . Wortbildung (Innsbruck; Leitung: Dr. O. Putzer/D r. L. Ortner)
Im Rahmen des von der DFG bis O ktober 1981 finanzierten Projektes 
“ Kompositionen und kompositionsähnliche Strukturen im D eutschen” 
(wissenschaftliche M itarbeiter: M. Mader, Dr. E . Müller-Bollhagen,
Dr. L. O rtner, Dr. O. Putzer) wurde die Kartei der Adjektivkomposita 
durch Belege aus literarischen und aus Zeitungstexten erw eitert. Außer­
dem wurde die Belegsammlung für die Bereiche der Substantiv- und der 
Adjektivkomposition durch die systematische Verzettelung des W örter­
buchs der deutschen Gegenwartssprache vervollständigt (ca . 7 0 .0 0 0  Stich­
w örter). Durch satzsemantische Kategorisierungen und m it Hilfe der Pa­
raphrasenmethode wurden semantische M uster erm ittelt, denen die ein­
zelnen Stichw örter zugeordnet wurden. Dadurch konnten die verschiede­
nen Kompositionstypen (Subst./V erbalstam m /A dj./A dv./Pron./Partikel + 
Subst; Subst./A dj./A dv./V erbalstam m /Pron. + A dj.) nach semantischen  
Kriterien gegliedert werden. Ein Teil der Untersuchung befaßte sich mit 
dem Zusammenspiel von verschiedenen morphologischen Strukturen in­
nerhalb eines semantischen Musters. Einige Muster wurden auf der Grund­
lage eines Teilkorpus detailliert nach morphologischen, syntaktischen, 
semantisch-lexikalischen, logischen und textspezifisch-stilistischen Ge­
sichtspunkten beschrieben. Gleichzeitig wurde mit der Erstellung eines 
Registerbandes für alle vier Wortbildungsbände (Bd. I-I1I: Ableitung,
Bd. IV: Kom position) begonnen.
2 .1 .7 . Kontrastive Linguistik
— Deutsch-japanische kontrastive Grammatik (Leitung: Prof. T . Kaneko)
Die Forschungsgruppe (wissenschaftliche M itarbeiter: Prof. T. Kaneko,
R. Schulte-Pelkum, K. Vorderwülbecke) erarbeitet eine kontrastive Dar­
stellung der deutschen und der japanischen Gegenwartssprache, die dem  
Deutschunterricht in Japan und dem Japanischunterricht in den deutsch­
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sprachigen Ländern linguistische Grundlagen und Anregungen vermitteln  
soll. Behandelt werden fünf Teilaufgaben:
1) Vergleich der Lautstrukturen und Schriftsystem e der beiden Sprachen
2) Erstellung je einer M orphosyntax beider Sprachen anhand einheitli­
cher Beschreibungsprinzipien
3) Form aler Vergleich der m orphosyntaktischen Strukturen
4) Vergleich der syntaktischen Strukturen anhand von Übersetzungs­
äquivalenzen
5) Vergleich der Wortbildungsmechanismen
Die geplante Veröffentlichung wird etwa 1 0 0 0  Druckseiten umfassen. 
Davon liegen zum Berichtszeitpunkt (O kt. 7 9 )  bereits 2 /3  in der Endfas­
sung vor, bzw. es wird gerade an der Endredaktion gearbeitet. Die noch 
fehlenden Beiträge, die geplant sind bzw. an denen bereits gearbeitet 
wird, fallen hauptsächlich unter die Teilbereiche 1) und 4 ).
Wie im vorigen Jah r unterstützt die Arbeitsgruppe auch weiterhin Mit­
arbeiter des Staatlichen Instituts für japanische Sprache, T ok y o, mit 
dem ein Kooperationsabkom m en besteht. Im laufenden Berichtsjahr 
wurde mit der Auswertung der Fragebogenaktion zur vergleichenden 
Untersuchung des sprachlichen und außersprachlichen situativen Ver­
haltens von Deutschen und Japanern begonnen, die letztes Jah r in Zu­
sammenarbeit mit dem IdS durchgeführt wurde.
— Deutsch-serbokroatische kontrastive Grammatik (Leitung: Prof. Dr.
U. Engel zusammen mit 4  Germanisten der Universitäten Belgrad,
Novi Sad, Sarajevo, Zagreb; K oordination: G. Jak ob )
Nach zweijähriger Laufzeit des Projekts liegen nun über 30  Teilbeiträge 
vor, manche noch in einer vorläufigen Fassung. Einige dieser Teilbeiträge 
sind so umfangreich, daß sie nur teilweise in die Endfassung der Gram ma­
tik aufgenommen werden können. Einige von ihnen sollen in der dem­
nächst anlaufenden Reihe “ Deutsch im K ontrast” (Julius-Gross-Verlag, 
Heidelberg) veröffentlicht werden.
Die eingegangenen Beiträge wurden von den Mannheimer Mitarbeitern  
(Prof. Dr. U. Engel, G. Jak ob ) durchgearbeitet und mit ausführlichen 
Komm entaren den Bearbeitern zurückgeschickt.
Als Serviceleistung für die Bearbeiter der Einzelthemen wurde von Hilfs­
kräften des IdS eine über 2 0 0 0  Titel umfassende Bibliographie von A r­
beiten zur linguistischen Beschreibung der serbokroatischen Gegenwarts­
sprache zusammengestellt. Diese Bibliographie wurde an die M itarbeiter
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des Projekts geschickt. Sie soll einem vielfach empfundenen Inform ations­
mangel auf diesem Gebiet begegnen und den M itarbeitern einen schnellen 
Überblick über ihr Teilgebiet ermöglichen.
Im Mai und im Dezember fanden mehrtägige Arbeitssitzungen der Projekt­
gruppe (in Anwesenheit der beiden Mannheimer M itarbeiter) in Belgrad 
statt. Im Anschluß an die erste Sitzung wurde außerdem von den IdS- 
Mitarbeitern Dr. Joachim  Ballweg und Helmut Frosch für die M itarbeiter 
am Projekt und andere jugoslawische Germanisten ein einwöchiges F o r t­
bildungsseminar über “ Logik für Linguisten” veranstaltet. Bei der Durch­
führung der Projektsitzungen sowie des genannten Seminars wurde die 
Gruppe durch das Kultur- und Inform ationszentrum der Bundesrepublik 
Deutschland in Belgrad unterstützt.
A cht jugoslawische M itarbeiter haben im Berichtsjahr Studienaufenthalte 
am IdS verbracht und zur Förderung ihrer Arbeit die Konsultationsm ög­
lichkeiten und Einrichtungen des IdS (Bibliothek, T extk orp ora etc .) 
nutzen können.
— Deutsch-rumänische kontrastive Grammatik (Wissenschaftliche Be­
treuung: Prof. Dr. U. Engel; Organisatorische Leitung: Prof. Dr.
M. Isbäjescu; K oordination: N. R oth)
Um die Jahresm itte lag ein erster Band mit 23 Teilbeiträgen unter dem  
Titel “ Beiträge zur deutsch-rumänischen kontrastiven G ram m atik” vor. 
Außerdem waren etwa 15 weitere Vorstudien eingereicht und größten­
teils diskutiert worden. Die umfangreichste unter diesen Veröffentlichun­
gen ist das kontrastive deutsch-rumänische Valenzlexikon (E . Savin und 
M itarbeiter), das separat veröffentlicht werden soll.
Die M itarbeiter wurden, teilweise mit Unterstützung der Deutschen  
Forschungsgemeinschaft und anderer Organisationen, mit der dringend 
benötigten Literatur versorgt. Außerdem wurden sämtliche dem wissen­
schaftlichen Betreuer vorgelegten Arbeiten durchgearbeitet und mit aus­
führlichem K om m entar den A utoren zurückgegeben.
Im April besuchte U. Engel mehrere Universitäten, an denen M itarbeiter 
an der DRKG tätig sind, führte Gespräche mit den M itarbeitern und 
klärte die Richtlinien für die kontrastive Beschreibung. Im November 
fand eine mehrtägige Projektsitzung in Iaji statt. Die Besuche in Rumänien  
wurden mit Unterstützung des DAAD und der D FG  durchgeführt.
Leider konnte im Berichtsjahr nur ein rumänischer M itarbeiter einen 
Studienaufenthalt am IdS verbringen, obwohl die erforderlichen Mittel 
für die Finanzierung dieses Aufenthalts bereitgestellt waren.
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— Deutsch-spanische kontrastive Grammatik (Leitung: Prof. Dr. N. 
Cartagena, Dr. H. Gauger)
In der Mitte des Berichtsjahres wurde das Kapitel über die Wortbildung 
abgeschlossen und geschrieben. Für die Nominalphrase und die Verbal­
phrase ist sowohl die deutsche als auch die spanische K om ponente fertig. 
Die Bearbeitung der M odalität im Deutschen ist ebenfalls fertig. Aus dem 
onomasiologischen Teil liegen vor die Form en der Darstellung eines Ge­
schehens ohne Nennung des Täters sowie Form en der Exhortation .
2 .1 .8 . Orthographiefragen
In Zusammenhang mit der “Wissenschaftlichen Arbeitstagung zur deut­
schen Orthographie” (vgl. 3 .2 .)  erschien neben dem Forschungsbericht, 
zu dem die einzelnen Beiträge der Arbeitstagung zusammengestellt sind, 
die beiden Monographien:
W. Mentrup: Die Groß- und Kleinschreibung im Deutschen und ihre Re­
geln — historische Entwicklung und Vorschlag zur Neuregelung
W. Mentrup: Die gemäßigte Kleinschreibung — Diskussion einiger V or­
schläge zu ihrer Regelung und Schlußfolgerungen
Zusätzlich wurden weitere Untersuchungen zum Problem der Groß- und 
Kleinschreibung durchgeführt.
2 .2 . Abteilung Sprache und Gesellschaft 
Leiter: Dr. Werner Kallmeyer
Bis zur Bestellung von Dr. Kallmeyer zum Abteilungsleiter wurde die 
Abteilung von Prof. Dr. Krallmann, dem Leiter der Abteilung Linguisti­
sche Datenverarbeitung, kommissarisch betreut.
Im September wurde die Freiburger Forschungsstelle des Instituts aufge­
löst und der Abteilung eingegliedert. Das Tonarchiv gesprochener Sprache 
(“ Freiburger Korpus” ) wurde von der Abteilung Zentrale wissenschaft­
liche Dienste übernommen.
Im Berichtsjahr bestand die Abteilung aus folgenden Arbeitsgruppen:
— Arbeitsgruppe für Mehrsprachigkeit
— Kommunikatives Handeln ausländischer Arbeitnehmer
— Beratungsgespräche
2 .2 .1 . Arbeitsgruppe für Mehrsprachigkeit
Die Arbeitsgruppe besteht z.Zt. aus einem wissenschaftlichen M itarbeiter 
(Dr. L. Auburger) und einem freien M itarbeiter (D r. H. Kloss).
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Im Berichtsjahr wurden in der Reihe “ Deutsche Sprache in Europa und 
Übersee” (D SEÜ ) die Bände 4 , 5 und 6 publiziert. Wie bei der gesamten  
Reihe, so liegt auch bei diesen drei Bänden der Schwerpunkt auf Proble­
men der interlingualen Soziolinguistik und der Sprachkontaktforschung: 
Typen der Gruppenmehrsprachigkeit, Stabilisations- und Veränderungs­
dynamik im Sprachkontaktgeschehen u.a.
Band 4  behandelt als Teil I der geplanten Untersuchungen zur Situation  
in den USA “ Deutsch als M uttersprache im M ittelwesten” .
Band 5 stellt die sehr kom plexe Lage in Belgien dar, die durch die ver­
schiedenartige Situation der deutschsprachigen Gruppen in Neubelgien 
(Eupen-St.V ith) einerseits und in Altbelgien (A rel; M ontzen) anderer­
seits bedingt ist.
Band 6 hat die in Europa einmalige Triglossie-Situation in Luxemburg 
zwischen Letzeburgisch, Standarddeutsch und Standardfranzösisch zum 
Gegenstand.
Weitere Bände wurden im Berichtszeitraum  vorbereitet. Als Bände 7 und 
8 werden voraussichtlich 1 9 8 0  erscheinen “ Nataler Deutsch. Der Einfluß 
des Englischen und Afrikaansen auf die deutsche Sprache in N atal” und 
“ Deutsch als M uttersprache in Australien. Zur Ökologie einer Einwande­
rersprache” .
Erschienen ist im Berichtszeitraum  auch ein Forschungsbericht (F o r­
schungsberichte des IdS, Bd. 4 3 )  “ Deutsche Sprachkontakte in Übersee. 
Nebst einem Beitrag zur Theorie der Sprachkontaktforschung.”
2 .2 .2 . Kommunikatives Handeln türkischer und griechischer Arbeit- 
nehmerinnen
Ziel der Untersuchung ist, durch Kontrastierung des deutschsprachigen  
kommunikativen Handelns türkischer und griechischer Arbeitnehmerin- 
nen die jeweils spezifischen wie auch gemeinsamen sprachlichen Hand­
lungsmuster zu erfassen und soweit möglich auch zu erklären. An dieser 
Pilotstudie arbeiten zwei wissenschaftliche M itarbeiter (I. Keim, P. 
Nikitopoulos).
Als Datenerhebungsmethoden wurden teilnehmende Beobachtungen am 
Arbeitsplatz und gemischtsprachige (D eutsch/M uttersprache) Intensiv­
interviews in der Wohnung der Probanden angewandt. Die D atenerhe­
bungen wurden bereits zum Jahreswechsel 1 9 7 8 /7 9  abgeschlossen. Im 
Berichtsjahr wurden die Ebten ausgewertet. Die Auswertung konzentriert 
sich auf folgende Schwerpunkte: Überprüfung der angewandten Erhe­
bungsmethoden im Hinblick auf ihre Leistungsfähigkeit, Entwicklung
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eines Interpretationsrahmens für das erhobene Datenm aterial, Beschrei­
bung des Deutsch der Probanden und die Beschreibung einzelner Hand­
lungsmuster. Diese als Pilotstudie zu charakterisierende Untersuchung 
ist Ende des Berichtsjahres abgeschlossen. Die Ergebnisse wurden in 
einem Forschungsbericht veröffentlicht.
2 .2 .3 . Beratungsgespräche — Analyse asym m etrischer Dialoge (Leitung: 
Dr. W. Kallmeyer)
In diesem Projekt arbeiten fünf wissenschaftliche M itarbeiter (Dr. K.-H. 
Bausch, F .J . Berens, W. N othdurft M .A., U. Reitem eier, P. Schröder).
Das Vorhaben hat die Beschreibung sprachlicher Realisierungen von 
Handlungsintentionen und Handlungsabläufen in Beratungsgesprächen  
zum Ziel. A sym m etrische Dialoge vom Typ Beratung haben eine regel­
hafte Binnenstruktur. Wegen der komplementären und relativ festen  
Verteilung der Rollen ist der Typ Beratung besonders geeignet zur Un­
tersuchung bestim m ter Aspekte der dialogischen Kom m unikation, die 
auch in jedem Alltagsdialog von Bedeutung sein können: z.B . mit wel­
chen sprachlichen M itteln werden von den Dialogpartnern Probleme 
abgegrenzt und definiert, werden Problemlösungen ausgehandelt, wer­
den Dialogpartner überzeugt und welche Verständigungsprobleme kön­
nen während der einzelnen Gesprächsphasen auftreten.
Der 1 9 7 8  bei der Deutschen Forschungsgemeinschaft eingereichte A n­
trag auf Teilfinanzierung des Vorhabens wurde im Frühjahr genehmigt. 
Wegen anstehender inhaltlicher Planungen und organisatorischer Arbei­
ten in der Abteilung wurde der Beginn des Gesamtvorhabens auf den 
1 .1 .1 9 8 0  festgelegt. Als M itarbeiter an dem Projekt wurden zum Jahres­
ende ein Psychologe (W. N othdurft) und ein Soziologe (U . Reitem eier) 
eingestellt. Beide bringen Erfahrungen mit im Bereich Gesprächsanalyse 
bzw. im Bereich Interaktion Bürger — Behörde. Bis Jahresende wurden 
folgende vorbereitende Arbeiten begonnen: Einarbeiten von Hilfskräften 
in Aufnahme- und Transkriptionstechniken, Transkriptionen vorhande­
ner Aufnahmen, Vorbereitungen für Neuaufnahmen, erste Neuaufnahmen  
des Beratungstyps Studienberatungen.
2 .3 . Abteilung Linguistische Datenverarbeitung 
Leiter: Prof. Dr. D. Krallmann (Essen)
Die Abteilung Linguistische Datenverarbeitung ist m it Analysen und 
Operationalisierungen von Beschreibungen sprachlicher Regularitäten  
für Anwendungszwecke im Bereich der Datenverarbeitung befaßt. Ihre 
Arbeit wird in den Bereichen
— Forschung und Entwicklung
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— Rechenzentrum  
durchgeführt.
2 .3 .1 . Forschung und Entwicklung (Leitung: Prof. Dr. D. Krallmann)
Im Berichtszeitraum waren in diesem Bereich folgende wissenschaftlichen  
M itarbeiter beschäftigt: Dr. G. Berry-Rogghe, M. Diestelmann, W. Dilger, 
M. Kolvenbach, Dr. H.D. Lutz, K. Saukko M .A., Dr. H. Wulz, Dr. G. 
Zifonun.
In dem durch das dritte DV-Programm der Bundesregierung geförderten  
Projekt PLIDIS (Problemlösendes Inform ationssystem mit Deutsch als 
Interaktionssprache) wird in enger Zusammenarbeit mit einem Pilotan­
wender ein Inform ationssystem erstellt. Pilotanwender ist das Regierungs­
präsidium in Stuttgart, das beabsichtigt, PLIDIS auf dem Gebiet der In­
dustrieabwasserüberwachung einzusetzen.
Das System besteht aus
— einem linguistisch-logischen Teil, der die deutschsprachige Eingabe in 
eine systeminterne, prädikatenlogisch orientierte Darstellung über­
führt
— einem Problemlösungsteil, der die im Anwendungsbereich geltenden  
Gesetzmäßigkeiten in die Problemlösung einbezieht
— einem Schnittstellenm odul, das den Übergang von PLIDIS zu dem  
gewählten Datenbankverwaltungssystem ADABAS leistet
PLIDIS gibt dem Benutzer in jeder Ablaufphase die Möglichkeit zur In­
teraktion.
Zusammen mit dem Pilotanwender wurde unter besonderer Berücksich­
tigung des Problemlösungsaspekts ein W eltausschnitt festgelegt und ana­
lysiert. Das System soll, ausgehend von einer natürlichsprachlich eingege­
benen Fragestellung, die Fähigkeit haben, aus den vorhandenen Daten  
sowie den im W eltausschnitt geltenden Regeln die A ntw ort herzuleiten.
PLIDIS ist mit Ausnahme des Schnittstellenmoduls, das in P L I geschrie­
ben wurde, in der Program miersprache IN TERLISP auf der Anlage 
SIEM ENS 4 0 0 4 /1 5 1  im BS 2 0 0 0  ablauffähig.
V om  Anwendungsbereich unabhängig enthält PLIDIS folgende generali­
sierte K om ponenten, die auch außerhalb von PLIDIS einsatzfähig sind:
— Lexikonkom ponente mit einem Vollform enlexikon und einem W ort­
form engenerator, der zu einem Lexem  sämtliche möglichen W ortfor­
men erzeugt
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— System kom ponente mit einem Netzwerk-Parser und einer in Netz­
werkform dargestellten Gram matik des Deutschen
— Übersetzungskomponente, die die Regeln einer Übersetzungsgramma­
tik interpretiert und aus deutschen Sätzen prädikatenlogische Form u ­
lierungen erzeugt
— Logikkomponente mit einem Term interpreter zur Bestimmung der 
Extension von logiksprachlichen Ausdrücken und einem Theorem be- 
weiser.
Von den Ende 1 9 7 8  angestellten wissenschaftlichen M itarbeitern schie­
den drei M itarbeiter im Laufe von 1 9 7 9  aus. Für einen von ihnen konnte  
ein neuer M itarbeiter gewonnen werden. Zur Verstärkung der Arbeits­
kapazität wurden zwei Software-Häuser gewonnen, denen vor allem die 
Programmierung der anstehenden Probleme oblag.
2 .3 .2 . Rechenzentrum
Im Rechenzentrum  (R Z ) der Abteilung Linguistische Datenverarbeitung 
(LD V ) gab es im Jahre 1 9 7 9  geringfügige Änderungen gegenüber dem  
Vorjahr.
Rechnersituation
Das RZ, das bisher zwei SIEM ENS-Computer vom Typ 4 0 0 4  betrieb, 
hat nach dem Verkauf der kleineren Anlage im Frühjahr 1 9 7 9  alle Arbei­
ten auf die Großrechenanlage SIEM ENS 4 0 0 4 /1 5 1  verlagert.
Der vorherige Ausbau der Anlage 4 0 0 4 /1 5 1  um Kernspeicherkapazität, 
eine zweite Großspeichersteuerung und um zwei Plattenspeicher hat sich 
hierbei sehr vorteilhaft ausgewirkt.
Arbeiten
Im Vordergrund standen projektbezogene Arbeiten. So war das Operating 
überwiegend mit der Bereitstellung und dem Betrieb der Anlage 4 0 0 4 /1 5 1  
für das Projekt PLIDIS beschäftigt. Die Systemverwaltung und die An­
wendungsprogrammierung waren — wie auch die Datenerfassung — über­
wiegend für projektbezogene Arbeiten eingesetzt. Neben den projekt­
bezogenen Arbeiten wurden andere im IdS angesiedelte Projekte vom RZ  
mit neuen Programmen und Computerauswertungen versorgt. Gleiches 
kann auch für eine große Anzahl von Serviceaufträgen, die aus dem In­
land, aus West- und Osteuropa und aus Übersee eingingen, gesagt werden.
359
Personalsituation
Mit dem Verkauf des Rechners 4 0 0 4 /3 5  wurde auch die Stelle des Ma­
schinenbedieners vom RZ abgezogen und der M itarbeiter in die Abteilung 
ZWD übernommen.
Die vorgenannten Arbeiten — die mit Auslauf des Projekts LDV III/ 
PLIDIS zum 3 1 .1 2 .1 9 7 9  in einem Bericht über zwei Jahre ausführlich 
beschrieben werden — wurden mit dem in folgender Tabelle aufgeführ­
ten Personal ausgeführt:
Stellenbezeichnung Stellen-Anzahl
Leiter des RZ 1
Systemverwalter 1
Programmierer 1
Operateur 2
Datenerfassung 1
Schreibkraft 0 ,5
Stellenzahl gesamt: 6,5
Alle vorgenannten Stellen sind im IdS-Grundhaushalt festgeschrieben, 
d.h. Etatstellen.
2 .4 . Abteilung Zentrale Wissenschaftliche Dienste 
Leiter: Dr. W. Teubert
In der Abteilung sind folgende Arbeitsbereiche zusammengefaßt:
— Informations- und Dokumentationsstelle für die germanistische Sprach­
wissenschaft (im  Aufbau)
— Deutsches Spracharchiv
— Linguistische Datenverarbeitung: Service und Entwicklung
— Redaktion des Referatenorgans GERM ANISTIK
— Öffentlichkeitsarbeit
— Bibliothek
— Schriftenreihen und Zeitschriften
2 .4 .1 . Informations- und Dokumentationsstelle
Im Berichtsjahr wurde die 1 9 7 8  begonnene Arbeit an der “ Internationalen  
Dokum entation zur germanistischen Sprach- und Literaturw issenschaft”
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fortgesetzt. Der erste Band der Dokum entation (Institutionen) befindet 
sich im Druck. Der zweite und der dritte Band (Wissenschaftler) werden 
z. Zt. redaktionell bearbeitet.
Die Institutionendokum entation erscheint in der dritten Auflage in völ­
liger Neubearbeitung nunmehr als selbständige Publikation im Rahmen  
der Reihe D des Jahrbuchs für Internationale Germanistik. Es konnten  
diesmal neben neuen Universitäten, Instituten und Lehrstühlen auch  
wichtige außeruniversitäre wissenschaftliche Institutionen berücksichtigt 
werden. Neu sind auch zusätzliche Angaben der einzelnen Institute über 
besondere Schwerpunkte in Lehre und Forschung, periodische Publika­
tionen und regelmäßig stattfindende Symposien bzw. Arbeitssitzungen. 
Aus einzelnen Ländern, insbesondere aus O steuropa und Asien, konn­
ten mehrere Universitäten erstmals aufgenommen werden.
Neben der Dokumentations- konnte die Inform ationstätigkeit noch 
nicht weiter ausgebaut werden, da die Arbeitsstelle bisher nur über einen 
wissenschaftlichen M itarbeiter verfügt (A.M . Hagspihl).
2 .4 .2 . Deutsches Spracharchiv (Leitung: Dr. E. Knetschke)
Das Deutsche Spracharchiv ist seit seiner Gründung im Jahre 1932  durch 
Prof. Dr. Dr. Zwirner ein gezielt angelegtes D okum entationszentrum ge­
sprochener deutscher Sprache geworden.
Die ersten Sammlungen von Schallträgern aus dieser Zeit sind leider 
durch Kriegseinwirkungen zum größten Teil vernichtet worden.
Die Zielsetzungen für die Tonbandaufnahm en deutscher Sprachschichten  
und M undarten, von denen man 1955  bei der erneuten Sammlung von 
Schallträgern gesprochener Sprache ausging, waren die Dokumentation  
besonders der voraussichtlich untergehenden M undarten der ehemaligen 
Ostgebiete, vor allem aber der lautgeographischen Differenzierung der 
konstitutiven Faktoren sowie die phonetische, lexikographische und 
syntaktische Auswertung des Materials und die Beobachtung von Sprach- 
vorgängen über längere Zeiträume.
Ein Projektantrag zur Durchführung einer neuen Aufnahmeaktion (der 
für 1 9 8 0  geplant war) mußte zunächst zurückgestellt werden. Ziel dieses 
Arbeitsvorhabens wird es sein, eine gezielte Auswahl von Regiolekten  
zu erfassen, um Auskunft über die Entwicklung der gesprochenen Spra­
che geben zu können. Damit würde im gerade noch zulässigen Zeitab­
stand, d.h. nach einer G eneration, eine neue Datengrundlage bereitge­
stellt werden.
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Die DFG genehmigte 1 9 7 9  ein Sachbeihilfeprojekt für das Spracharchiv 
zur Dokum entation und Kom paration des (Ost)jiddischen. Im März 1 9 7 9  
wurden in Berlin in einer Pilot-Aufnahmeaktion einige Jiddisch-Aufnah­
men gem acht, besonders unter dem Gesichtspunkt regiolektaler Streuung. 
Die DFG-Aufnahm eaktion für 1 9 8 0  in Berlin und Antwerpen ist in V or­
bereitung.
Im Berichtsjahr wurden die Arbeiten an der M anuskriptkartei ( “Monu- 
menta Germaniae A custica” ) abgeschlossen. Mit der Fertigstellung des 
Endmanuskripts, das zur Zeit als Typoskript für den Druck abgesetzt 
wird, wird 1 9 8 0  in der Reihe PHONAI der “ Katalog 1 9 7 9 ” als Band 25 
erscheinen.
Die Abfassung des Endmanuskripts der Untersuchungen “ Zur Orthoepie 
der Plosiva in der deutschen H ochsprache” ist 1 9 7 9  weiter fortgeführt 
worden, 1 9 8 0  kann mit der Typoskriptherstellung für den Druck in 
PHONAI (Band 2 6  und 2 7 ) begonnen werden. Der für diese V eröffent­
lichung vorgesehene Materialienband (Band 2 7 )  ist zum größten Teil 
druckfertig.
197 9  erschienen die beiden PHONAI-Bände 21 und 2 2 . Band 23 wurde 
herausgeberisch und redaktionell betreut und ist in der Herstellung;
Band 2 4  liegt druckfertig vor. Das Manuskript für die Bände 28 und 29  
wurde angenommen und ist z.Zt. in der Redaktion.
Außerdem wurde für das Beiheft 5 der Reihe PHONAI das Typoskript 
für drei Beiträge fertiggestellt. Die Abfassung des Endmanuskripts des 
vierten Beitrags, der Analyse der Frikative, wurde begonnen. Der Ma­
terialienanhang ist fertiggestellt. Für die Reihe: Mitteilungen des Insti­
tuts für deutsche Sprache, 6 /1 9 7 9  wurde das Manuskript “Das Deutsche 
Spracharchiv im Institut für deutsche Sprache” für die Publikation abge­
schlossen.
Zu den Serviceleistungen rechnen nach wie vor die Betreuung und Bera­
tung verschiedener Wissenschaftler aus dem In- und Ausland, die — z.T. 
mit studentischen Gruppen — Gäste des deutschen Spracharchivs waren, 
sowie auch gutachterliche Tätigkeiten.
Tonbandkopien wie auch Kopien von T exten  und Protokollen wurden 
wie bisher an in- und ausländische Wissenschaftler und Institute geliefert.
Ende 1 9 7 9  wurde das deutsche Spracharchiv von Bonn nach Mannheim  
verlegt und nunmehr auch örtlich in das IdS integriert. In diesem Zusam­
menhang sind besonders der Entw urf und die Einrichtung eines neuen 
Tonstudios zu erwähnen, das nunmehr ausschließlich mit transistorisier­
ten Geräten (Studer, Nagra, ASC electronic, Tandberg- Kassettenmaschine
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etc .) bestückt wurde. Hierfür wurden im Institut auch bauliche Arbeiten  
durchgeführt (Regie- und Sprecherraum , Schallisolierung e tc .).
Der personelle Ausbau des Spracharchivs konnte bisher noch nicht im 
notwendigen Umfang realisiert werden. Das Archiv verfügt bisher nur 
über zwei wissenschaftliche M itarbeiter (D r. E . Knetschke, Dr. M. 
Sperlbaum).
2 .4 .3 . Linguistische Datenverarbeitung: Service und Entwicklung
Die bisherige Service- und Clearingstelle wurde zum 1 .4 .1 9 7 9  als “ Ar­
beitsstelle Linguistische Datenverarbeitung: Service und Entwicklung” 
in die Abteilung Zentrale Wissenschaftliche Dienste eingegliedert. Sie 
verfügt bisher nur über zwei wissenschaftliche M itarbeiter (P. Wolfangel 
M .A., Dr. I. Zifonun).
Zwischen dem 1 .1 0 .1 9 7 8  und dem 3 0 .9 .1 9 7 8  wurden etwa 6 0  Anfragen 
von in- und ausländischen Wissenschaftlern bearbeitet. An erster Stelle 
standen Inform ationen über die IdS-Korpora und deren Auswertungs­
möglichkeiten. Im Berichtszeitraum wurden 32 Aufträge über maschinel­
le Serviceleistungen durchgeführt. Das Angebot an Serviceprogrammen  
konnte — leider nur geringfügig — vermehrt werden.
Eine detaillierte Dokum entation der am Institut vorhandenen Korpora  
und der verfügbaren Serviceprogramme wurde vorbereitet; sie soll im 
Frühjahr 1 9 8 0  veröffentlicht werden.
Die Projektdokum entation im Bereich der maschinellen Textverarbei­
tung des “ Neueren D eutsch” (ab 17 . Jahrhundert) wurde zur M itte des 
Jahres auf den neuesten Stand gebracht und verzeichnet nunmehr 95 Pro­
jekte im In- und Ausland. Diese D okum entation ist als Veröffentlichung 
des Instituts verfügbar.
2 .4 .4 . Redaktion GERM ANISTIK (Tübingen; Leitung: T . K röm er)
Wie im Vorjahr war die Arbeit der Redaktion auch 1 9 7 9  durch w ach­
sende Mengen der zu erfassenden Titel und durch Ausfälle beim ohnehin 
knappen Personal gekennzeichnet. Die Redaktion verfügt über einen 
wissenschaftlichen M itarbeiter (T . K röm er) und zwei Bibliothekarinnen. 
Bei der Titelaufnahm e und bei der Herstellung des Drucksatzes wurde 
auf maschinelle Datenverarbeitung umgestellt. Die Redaktion der Germ a­
nistik ist an dem Projekt “ GERDOK-Germanistische D okum entation” 
beteiligt, das seit Jahresm itte an der Universität Tübingen durchgeführt 
wird. Ziel des Projekts ist die Verbesserung des Inform ationsangebots 
auf dem Gebiet der Germanistik (Bereich: Literaturdokum entation) 
durch den Aufbau eines umfangreichen elektronisch gespeicherten Da­
tenpools mit inhaltlicher Erschließung.
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2 .4 .5 . Andere Aufgabengebiete
Im Bereich Öffentlichkeitsarbeit wurden zahlreiche Anfragen bearbeitet! 
die Medienarbeit wurde weiter intensiviert. Alle Zeitungsausschnitte zur 
deutschen Sprache wurden systematisch gesammelt und analysiert.
Der Abteilung oblag die Betreuung der etwa dreißig Gastwissenschaftler 
und zahlreichen Gästegruppen aus dem In- und Ausland sowie die orga­
nisatorische Vorbereitung und Durchführung der Tagungen und Kolloquien.
Die Bibliothek des Instituts konnte im Berichtsjahr im Rahmen der be­
grenzten finanziellen Möglichkeiten erw eitert werden. Im Vordergrund  
stand die Literaturbeschaffung für die neu eingerichtete Abteilung Spra­
che und Gesellschaft.
3. Tagungen und Kolloqien
3.1 . Kolloquium “ GRAMMATIK UND LO G IK ”
Vom 13. bis 15. März 1 9 7 9  fand dieses Kolloquium statt, an dem über 
zweihundert Wissenschaftler aus dem In- und Ausland teilnahmen. Die 
Vorträge sind im Jahrbuch 1 9 7 9  des Instituts für deutsche Sprache ver­
öffentlicht.
3.2. Wissenschaftliche Arbeitstagung zur deutschen Orthographie
Am 2 5 . und 2 6 . Mai 1 9 7 9  veranstaltete das IdS die oben genannte A r­
beitstagung. Teilnehmer waren V ertreter der verschiedensten fachlich  
zuständigen Verbände, Institutionen u .ä., ein Beobachter aus dem Mini­
sterium für Kultus und Sport, Stuttgart, einzelne Gäste, M itarbeiter des 
IdS, Mitglieder der Kommission für Rechtschreibfragen des IdS sowie 
V ertreter der Presse. Die Beschränkung auf Teilnehmer nur aus der Bun­
desrepublik war darin begründet, daß die Arbeitstagung keine Konkur­
renzveranstaltung zu den internationalen Veranstaltungen in Wien sein 
sollte.
Der erste halbe Tag diente dazu, den allgemeinen Rahmen abzustecken, 
und zwar durch einen Abriß des gegenwärtigen Standes der öffentlichen  
und politischen Diskussion (Gerhard Augst/Hermann Zabel) sowie durch 
einen Überblick über die Bereiche, die für eine Reform  in Frage kommen  
(Hans Glinz). Während des zweiten halben Tages wurden die Probleme 
der Groß- und Kleinschreibung ausführlich behandelt. Dabei bildeten 
Vorträge über Reform vorschläge der “M odifizierten Großschreibung” 
(Werner Betz/W olfgang Huber) sowie Reform vorschläge der “Gemäßig­
ten Kleinschreibung” (Wolfgang M entrup) den Ausgangspunkt und die 
Materialgrundlage der Diskussionen.
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Ziel der Tagung war nicht, eine Abstimmung oder gar eine Kampfab- 
stimmung über beide Hauptrichtungen herbeizuführen; Ziel war vielmehr, 
durch Vergleich der Reform vorschläge der Hauptrichtungen deren Ge­
meinsamkeiten und Unterschiede zu erm itteln und den Stellenwert der 
Groß- und Kleinschreibung im gesamten Bereich der Orthographie zu 
klären. Dies führte am V orm ittag des zweiten Tagungstages zu einer aus­
führlichen Diskussion, in der ein Neun-Punkte-Programm einstimmig 
verabschiedet wurde.
Die Vorträge w erden in der R eihe Forschungsberichte des Institu ts für deutsche 
Sprache, Band 4 9  verö ffen tlich t (siehe Liste der V eröffen tlichu ngen )
3 .3 . Wissenschaftliche Arbeitstagung “Das Komm unikationsm ittel 
‘Form ular’ ”
Am 9. und 10. Oktober 1 9 7 9  veranstaltete das IdS zusammen mit seiner 
Kommission für Sprachentwicklung die oben genannte Arbeitstagung. 
Teilnehmer waren V ertreter zahlreicher Ministerien und Behörden, Prak­
tiker, Sprach- und Sozialwissenschaftler.
Der erste V orm ittag diente dazu, mehr allgemeine Gesichtspunkte der 
Komm unikation “ Bürger -*■ Behörde -*■ Bürger” aufzuzeigen und die R ol­
le der Form ulare in dieser Situation näher zu beschreiben. Am Nach­
mittag wurden der Aufbau und die Gestaltung der V ordrucke (Inhalt — 
T ext — graphische Gestaltung) sowie Probleme bei der Herstellung von 
Form ularen durch Com puter behandelt.
Am V orm ittag des zweiten Tages wurden auf der einen Seite soziologi­
sche Gesichtspunkte vorgetragen, auf der anderen Seite wurden prakti­
sche Erfahrungen mit den verschiedenen Entwürfen des W ohngeldformu­
lars referiert.
Am letzten N achm ittag wurde in einer Schlußdiskussion zunächst ein 
Fünf-Punkte-Programm verabschiedet, in dem mehr allgemeine Em pfeh­
lungen form uliert sind.
Nach einem sehr theoretisch ausgerichteten V ortrag über Verständlich­
keit und Angemessenheit von Antragsformularen in der Interaktion  
‘Bürger — Behörden’ wurde deutlich, wie stark der mehr theoretische  
Forschungsbereich und der Bereich der Praxis doch auseinanderklaffen. 
Hier wird weitere Arbeit notwendig sein.
Die Vorträge werden in der R eih e Forschungsberichte des Institu ts für deutsche 
Sprache, Band 51 v eröffen d ich t (siehe Liste der V eröffen tlichu ng en ).
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4 . K on tak te  zu anderen In stitu tionen, Lehraufträge, Vorträge außerhalb des 
Institu ts
4 .1 . K on tak te zu anderen Institu tionen
— Universität M annheim  sowie zahlreiche w eitere germ anistische und sprachwissen­
schaftliche In stitu te  an Universitäten und H ochschulen im In- und Ausland
— F ak u ltä t für germ anische Sprachen der U niversität Bukarest
— Staatlich es In stitu t für jap anisch e Sprache, T o k y o
— A rbeitskreis “ D eutsch-serbokroatische kontrastive G ram m atik” (G erm anisten 
der Universitäten Belgrad, Novi Sad, Sarajevo und Zagreb)
— A rbeitskreis “ D änisch-deutsche kontrastive G ram m atik” , Kopenhagen
— Institu t für Angew andte Linguistik der U niversität W arschau
— D eutscher A kadem ischer A ustauschdienst, Bonn
— A rbeitskreis D eutsch als Frem dsprache beim  D A A D , Bonn
— G oeth e-In stitu t, M ünchcn
— Sprachenhochschule der U niversität Istanbul
— H u m boldt-Stiftung
— A rbeitskreis der Sp rachzentren , Sprach leh rinstitu te und Frem dspracheninstitu te
— Fachverband M oderne Frem dsprachen
— G esellschaft für Angew andte Linguistik e .V ., S tu ttgart
— D eutscher V olkshochschulverband , Pädagogische A rbeitsstelle , Frankfurt/M .
— D udenredaktion des Bibliographischen Institu ts, M annheim
— A rbeitsstelle  D eutsches W örterbuch, G öttingen
— Sonderforschungsbereich 9 9 , Konstanz-H eidelberg
— Institu t für K om m unikationsforschung und Phon etik , Bonn
— In stitu t für D okum entationsw esen, Frankfurt/M .
— D eutsche Forschungsgem einschaft, Bonn
— G esellschaft für M athem atik und Datenverarbeitung, Birlinghoven
— W erner-Reim ers-Stiftung, Bad^Homburg
— Stiftu ng  Volksw agenw erk, Hannover 
u.v.a.
4 .2 .  Lehraufträge von IdS-M itarbeitern
Dr. Karl-Heinz Bausch: G esprächsanalyse — Ein e Einführung, Prosem inar, Universi­
tä t M annheim , WS 19 7 8 / 1 9 7 9
G esprächsanalyse II — A nalyse von Beratungsgesprächen, Hauptsem inar, 
U niversität M annheim , S S  1 9 7 9
Fachsprachen und G em einsprache, Prosem inar, WS 19 7 9 / 1 9 8 0
P rof. Dr. U lrich Engel: G enerative G ram m atik des D eutschen, Universität Bonn, 
U niversität M annheim , WS 1 9 78/ 1979
D ependenzgram m atik. T heorie  und H auptrichtungen, U niversität B onn, 
U niversität M annheim , SS  1 9 7 9
Sy n tax  der deutschen G egenw artssprache, U niversität B on n , U niversität 
M annheim , WS 1 9 7 9 / 1 9 8 0
Inken Keim : D eutsch für ausländische Ju gendliche und Erw achsene, Fortgeschrit- 
tenen-Kurs, A bendakadem ie M annheim
Zusammen m it Dr. L . Auburger: Sprache, Sprachen, Sprachvarianten: Grund­
begriffe der V ariantenlinguistik , Prosem inar, U niversität M annheim ,
WS 1 9 7 9 / 1 9 8 0
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,
Pantelis N ikitopoulos: D eutsch für A usländerkinder, V orlesung und O bersem inar 
für die Fach bereich e A llgem eine Pädagogik und D eutsch , I I I . - IV . Sem ester, 
Pädagogische H ochschule Heidelberg
Dr. O skar Putzer: G ram m atik der deutschen Gegenw artssprache, Prosem inar,
In stitu t für G erm anistik , U niversität Innsbruck, WS 19 7 8 / 1 9 7 9 , SS  1 9 7 9 , 
WS 19 7 9 / 1 9 8 0
H elm ut Schum acher: V ertiefu ng  der m uttersprachlichen  K om petenz (d eutsch), 
Übung, U niversität M ainz, Fach bereich  Angew andte Sprachw issenschaft in 
G erm ersheim , SS  1 9 7 9 , WS 197 9 / 1 9 8 0
Klaus V orderw ülbecke: V ertiefu ng der grundsprachlichen K om petenz (d eutsch), 
Übung, U niversität M ainz, Fachbereich  A ngew andte Sprachw issenschaft in 
Germ ersheim , WS 197 8 / 1 9 7 9
Paul W olfangel, M .A .: Einführung in die m aschinelle Textverarbeitu ng , Prosem inar 
und Übung, U niversität M ainz, Fach bereich  A ngew andte Sprachw issen­
schaft in G erm ersheim , WS 19 7 8 / 1 9 7 9 , SS  1 9 7 9 , WS 1 9 7 9 / 1 9 8 0 .
4 .3 .  Kurse und Kurzsem inare von IdS-M itarbeitern
Dr. Jo ach im  Ballweg/Helmut F ro sch : Logik für Linguisten, Intensivkurs, 2 7 .-3 1 .5 . 
1 9 7 9  in Partizanske V ode, Jugoslaw ien
P rof. Dr. Ulrich Engel: D ependenzgram m atik (3rd  Linguistic Su m m er Sch ool, 
Jy väsky lä), Ju n i 1 9 7 9
Dr. M anfred H ellm ann: W ochenendsem inar der VH S Kreis G rafschaft Diepholz
und des G esam tdeutschen Institu ts Berlin m it Fach le itern  und VH S-D ozen- 
ten .
a) Sprachliche D ifferenzen zwischen B R D  und D D R  (V ortrag)
b ) Praktische Übungen an Z eitungstexten
c) In terp retation  des D D R -F ilm s “ Die G renze” (E . v. Sch n itz ler)
Eigin M üller-Bollhagen: A bendkurse “ D eutsch für A usländer” der V olkshochschule 
Innsbruck
Pantelis N ikitopoulos: R efera t am 2 6 .3 .1 9 7 9  über “ P olitisch e und w irtschaftliche 
Strukturen  in G riechenland”  beim  dritten Fachsem inar “A usländische Ein­
w ohner” an der Verw altungs- und W irtschafts-A kadem ie Rhein-N eckar. 
R efera t und G ruppenleitung beim  K ongreß für Erzieher, Kindergartenträger 
und Eltern  “ Hand in Hand” , der am 5 .4 .1 9 7 9  in der Badnerland-H alle in 
Karlsruhe vom Caritasverband für die Erzdiözese Freiburg und vom D iako- 
nischen Werk der Evangelischen Landeskirche in Baden veranstaltet wurde. 
V eranstaltung der GEW  für Lehrerbildung m it T hem a: “ A usländerkinder in 
unseren Sch u len ” an der P.H . Reutlingen am 1 9 .5 .1 9 7 9
H elm ut Schum acher: A nalyse der deutschen G egenw artssprache. Kurzsem inar:
4  D oppelstunden, Internation aler Ferienkurs der U niversität M annheim  v. 
2 3 .-2 9 .9 .1 9 7 9
Klaus V orderw ülbecke: M itarbeit an V orbereitu ng und D urchführung der F o rtb il­
dungstagung “ Landeskunde der H erkunftsländer”  v. 9 .-1 2 .5 . in Königstein/ 
Taunus für D aF-L eh rer aus den Lehrgebieten D eutsch als Frem dsprache 
und den Studienkollegs
367
4 .4 . V orträge von IdS-M itarbeitern
Dr. Jo ach im  Ballweg: 2 .6 .1 9 7 9  Partizanske V od e, Jugoslaw ien : Sem an tics for V erbs 
o f  Change and the Progressive. V ortrag  auf einem  Sym posium  über M öglich­
keiten  form aler Sprachbeschreibung (zusam m en m it H. Frosch )
4 .9 .1 9 7 9  Uni T rier (G A L  10. Tagung): Sprachverstehen und logisch orien ­
tierte  Sem antik
Dr. Karl-Heinz Bausch: 2 .1 1 .1 9 7 9  T echn ische U niversität B erlin : Verständigungs­
problem e in Fachsprache und G em einsprache
P rof. D r. Ulrich Engel: A pril 1 9 7 9  Universitäten Tem esvar, Klausenburg und Bu­
karest: V alenzgram m atik; Tem pus, M odus, Phase. Zur Stru k tu r und zur 
S em antik  des V erbalk om p lexes; K onstituenz und D ependenz; V on  der F eh ­
leranalyse zur kontrastiven G ram m atik
Mai 1 9 7 9  Z latibor/Jugoslaw ien: V erfahren  zur kontrastiven sem anto-syn- 
taktischen  Beschreibung
O ktober 1 9 7 9  U niversität G en t: K onstituen z und Dependenz 
N ovem ber 1 9 7 9  U niversität Ia^i/Rumänien: Sem an tisch e V alen z; V erbal­
kom plex
N ovem ber 1 9 7 9  U niversität Bratislava/CSSR: Zur deutschen W ortstellung; 
K onstituenz und D ependenz; V on  der Fehleranalyse zur kontrastiven G ram ­
m atik
D ezem ber 1 9 7 9  U niversität Novi Sad : Fügungspotenz und Sprachvergleich
Dr. M anfred H ellm ann: 2 8 .4 .,  7 .7 .,  1 0 .1 1 . u. 8 .1 2 .7 8  G esam tdt. In stitu t Berlin,
R eferate  im R ahm en von Lehrerfortbildungsveranstaltungen des G esam td t. 
Institu ts Berlin : Das sprachliche O st-W estproblem . Sprache und K om m uni­
kation  zwischen Bundesrepublik und D D R
1 4 .1 1 .7 8  U niversität Ham burg, Sprachw iss. Sem in ar, G astvortrag: D eutsche 
Sprache in O st und West
G erhard Ja k o b : 2 5 .5 .1 9 7 9  Kultur- und Inform ationszentru m  der Bundesrepublik 
D eutschland in Belgrad, Tagung “d eutsch-serbokroatische kontrastive G ram ­
m atik” : K ontrastive A nalyse einiger A naphora des D eutschen und Serb o k ro a­
tischen
Inken Keim : 2 6 .1 0 .1 9 7 9  V ortrag gehalten auf der P rojektgrupp enkonferenz im
R ahm en eines P ro jek ts der Pädagogischen A rbeitsstelle  des V olksh och sch ul- 
verbandes: E n tw icklung und Erprobung von Lehrgängen für ausländische 
ju nge Erw achsene zum nachträglichen Erw erb des H auptschulabschlusses,
“ Der ungesteuerte Zw eitspracherw erb ausländischer A rbeiter in der Bundes­
republik”
Dr. Alan Kirkness: 2 8 .-3 0 .6 .1 9 7 9  C entre culturel allem and — G oeth e In stitu t,
Paris, C olloque Intern ation al “ le traducteur e t  la lexicographie” : Zur lexiko- 
graphischen Beschreibung von (Schein-)E ntlehnu ngen und Internationalis­
m en: A u ssch n itt aus einem  Dialog zwischen dem literarischen Ü bersetzer 
und dem Lexikographen, bes. im D eutschen
Tilm an K röm er: 2 5 .1 1 .1 9 7 8  Zentrum  für D atenverarbeitung der U niversität Tübingen, 
R eferat beim  16 . K olloquium  über die Anwendung der ED V  in den G eistes­
w issenschaften: G erm anistik : Die H erstellung eines bibliographischen und 
Referate-O rgans m it H ilfe von ED V
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Dr. W olfgang M entrup: 2 5 .5 .1 9 7 9  M annheim , W issenschaftliche A rbeitstagung ,
zur deutschen O rthographie: Reform vorschläge der gem äßigten K leinschrei­
bung — \fergleich und Folgerungen
2 5 ./ 2 6 .9 .1 9 7 9  N eu châtel, C ILA -K urs: Fachsprachen und D eutsch als Frem d­
sprachenunterricht
Pantelis N ikitop ou los: 3 .6 .1 9 7 9  Fran k fu rt, P odium steilnchm er an der Podium s­
diskussion über die “ Schulischen  P roblem e griechischer A rbeiterkind er in 
der Bundesrepublik”
D r. Oskar P utzer: 1 3 .1 0 .1 9 7 9  Bozen, Forum  für Bildung und W issenschaft: Sprach­
w issenschaftliche A spekte der Doppelsprachigkeitsprüfung
Dr. G . Sch m id t: 1 6 .2 .1 9 7 9  Bundesanstalt für gesam tdeutsche Aufgaben Berlin, im 
R ahm en des Lehrersem inars zum Them a “ D D R -L iteratu r im D eutschu nter­
rich t” , veranstaltet vom  G esam tsem inar A rnsberg in Zusam m enarbeit m it 
dem G esam tdeutschen In stitu t: Das sprachliche O st-W estproblem . Sprache 
und K om m unikation  zwischen Bundesrepublik und D D R
P eter Schröder: 1 0 .1 0 .1 9 7 9  Id S , W issenschaftliche A rbeitstagung “ Das K om m u­
n ikationsm ittel ‘Form u lar’. Bürger — Form ulare — B ehörd e” : V erständlich­
k e it und A ngem essenheit von A ntragsform ularen in der Interak tion  Bürger — 
Behörden
Klaus V orderw ülbecke: 4 .-8 .9 .1 9 7 9  FU  Berlin , In tern ation ales K olloquium  P arti­
keln und D eutschu nterrich t: Sem antisierung und Progression von A btönungs­
partikeln  im U n terricht D eutsch als Frem dsprache
Dr. G isela Z ifonun: 4 .9 .1 9 7 9  U niversität M ainz, G A L 7 9 : Sprachverstehen m it
dem C om puter. M ensch — M aschine — K om m unikation  über das Anwendungs­
gebiet “ A bw asserüberw achung”
5. Stud ienau fen th alte ausländischer W issenschaftler am IdS
Auch im B erichtsjah r w eilten wieder m ehrere ausländische W issenschaftler, teils 
über längere Zeiträum e, am In stitu t, um ihre Forschungen im ständigen K on tak t 
m it den M itarbeitern des In stitu ts  fortzuführen: Mr M arija Bacvanski, Novi Sad, 
Jugoslaw ien — Dr. M ilo je D jord jev ic, Sarajevo, Jugoslaw ien — D r. M artin D urrell, 
M anchester, England — L ic .p h il. Mogens D yhr, Kopenhagen, D änem ark — E b b a van 
der Helder, M .A ., N orth R yd e, N .S.W ., A ustralien — Stu rla  H öyem , Trom sd, Nor­
wegen — A ino K ärnä, M .A ., H elsinki, Finnland — P rof. D r. O d dleif L eirbu kt,
Trom sij, Norwegen — P rof. Dr. Jacq u es L ero t, L o u v a in -L a-N eu v e, Belgien —
M arina Liüen, Novi Sad, Jugoslaw ien — Ursula M aier, Paris, Frankreich  — P rof. Dr. 
M arkku Joh an nes M oilanen, Helsinki, Finnland — P rof. D r. Pavica M razovic, Novi 
Sad, Jugoslaw ien — D r. habil. W aldemar P fe iffe r, P oznan, Polen — Mr Branislava 
P op ov ii, Belgrad, Jugoslaw ien — F il.lic . Hans R ossipal, S to ck h o lm , Schw eden —
P rof. D r. Stan ley  S taro sta , Hawaii, U SA  — Stanislaw  Szlyk, Rzeszow , Polen —
M akoto Takada, T o k io , Jap an  — P rof. N obuyoshi T an ji, M .A ., Hiroshim a, Jap an  — 
Prof. D r. Kalevi Tarvainen, Jy väsky lä , Finnland — D r. R osem aria T erte l, O kecka, 
Polen — Dr. T om iczek , Wroc+aw, Polen — P rof. D r. Stanislav Zepic, Zagreb, Ju gos­
lawien — S n je ia n a  ¿u lje v ic , Sarajevo, Jugoslaw ien .
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6. G rem ien und M itarbeiter des Institu ts für deutsche Sprache 
(Stan d N ovem ber 1 9 7 9 )
6 .1 . K uratorium
V orsitzender: Präsident des IdS P rof. D r.D r.h .c . D r.h .c. Hugo M oser, Bonn 
Stellvertreter: P rof. D r. Heinz R upp, Basel
Angelika Ballw eg-Schram m , IdS — P rof. Dr. W erner Besch , Bonn — P rof. Dr. J o ­
hannes Erben , Bon n  — P rof. Dr. Hans Glinz, W ädenswil/Schweiz — P rof. D r. Siegfried 
G rosse, Bochum  — Dr. M anfred Hellm ann, IdS — P rof. D r. H elm ut H enne, Braun­
schw eig — Dr. Edeltraud K n etschke, IdS — P rof. D r. Hugo Steger, Freiburg —
Dr. Gisela Z ifonun, IdS — ein V ertreter der Stad t M annheim  — zwei V ertreter des 
M inisterium s für W issenschaft und K unst, Baden-W ürttem berg — ein V ertre ter des 
Bundesm inisterium s für Forsch ung und Techn ologie — ein V ertre ter des Auswärtigen 
A m tes — ein V ertreter des V ereins der Freunde des Institu ts für deutsche Sprache.
6 .2 .  Vorstand
Geschäftsführender D irektor: Dr. Gerhard Stick e l.
6 .3 .  Institu tsleitu ng
D irektor: Dr. G erhard S tick e l. A bteilu ngsleiter: D r. W erner K allm eyer —
Dr. W olfgang M entrup -  P rof. Dr. D ieter Krallm ann, Essen — W olfgang Teubert. 
V ertreter der M itarbeiter: D r. Jo ach im  Ballweg — Dr. A lan K irkness —
Klaus Vorderw ülbecke.
6 .4 .  M itarbeiter des Institu ts 
W issenschaftliche M itarbeiter
Dr. Leopold Auburger — Dr. J  oächim  Ballweg — A ngelika Ballw eg-Schram m  —
Dr. Karl-Heinz Bausch - Franz Jo s e f  Berens — Dr. Godelive Berry-Rogghe —
Dr. Pierre Bourstin  — M artin D iestelm ann — P rof. Dr. Ulrich Engel — H elm ut F rosch  — 
Gisela Haehnel, Bonn — A loys Hagspihl — Dr. M anfred H ellm ann, Bonn — Brigitte 
H ilgendorf — Ursula H oberg -  G abriele Hoppe -  Gerhard Ja k o b  — P rof. Tohru 
K aneko — Inken K eim  — Dr. M ichael K inne, Bonn — Dr. A lan K irkness — Dr. Edel­
traud K netschke — Clem ens K n obloch , Bonn  — M onika K olvenbach  — Tilm an 
K röm er, Tübingen — Jacq u elin e K u bczak — Elisabeth  L ink — Dr. H ans-D ieter Lu tz — 
Dr. Eigin M üller-Bollhagen, Innsbruck — Pantelis N ikitop ou los — Isolde N ortm eyer — 
Dr. Lorelies O rtner, Innsbruck — Hildegard P fa ffe ro tt, Bonn — Dr. Oskar P u tz e r, 
Innsbruck — N atalie R o th  — Burkhard Schaeder, Bonn  — Dr. Günter Schm id t,
Bonn — Peter Sch röder — R u d o lf Schulte-Pelkum  — H elm ut Schum acher — Dr. Mar­
gret Sperlbaum  — Dr. G erhard S trau ß  — Klaus Vorderw ülbecke — Paul W olfangel 
M .A. — Dr. G isela Z ifonun — Dr. Iradj Zifonun.
Verwaltungs- und tech n isch e A ngestellte
Gerda B eck  -  W altraud Bernardi — W olfgang Bertsch  — Ursula Blum  -  A nneliese 
Brants — L ise lo tte  Bride — K u rt Brom m und t — M arlies D achsei — Günter D eutscher — 
M artha D rogatz — A nnem arie Eisinger — A nneliese E rbe — Ursula E rbe — Erika 
Geelhaar — D oris G erstel — Leonore Kadzik — Erna K aehler — Erna Knorpp,
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Tübingen — Hanni Kohlhase — W olfgang Krause, Bon n  — R ainer Krauß —
Ludw ig Laruell — Karin L ato n  — Jacq u elin e Lindauer — Stephanie Lindem ann — 
Hildegard Magis — R uth  M aurer — P eter M ückenmüller — Karin N abielek, Bonn —
Willi Oksas — Gisela P feiffer — Ingrid Pütz, Bonn — Lina R aab-Seifert, Bonn —
Em m a Rachel — Daniela R u ttlo ff, Tübingen — Hans S iebenbach , Bonn — Gisela 
Schm id t — Uwe Som m er — Eva-Maria T eu bert — M arianne Wardein — Isolde W etz — 
Ulrich W etz — Irm a W olf — Uwe Zipf.
6 .5 . W issenschaftlicher R a t 
Ehrenm itglieder:
P rof. D r.D r.h .c. Friedrich  M aurer, Freiburg — P rof. Dr. Hans N eum ann, G öttingen — 
Prof. Dr. G . S to rz , L eonberg — P rof. D r.D r.h .c. Leo W eisgerber, Bonn.
O rdentliche M itglieder:
Prof. Dr. K laus Baum gärtner, S tu ttg art — P rof. Dr. K arl-R ichard Bausch, Bochum  — 
Prof. Dr. Herm ann Bausinger, Tübingen — Prof. Dr. W erner B etz , München —
P rof. Dr. Bruno Boesch , Freiburg — Prof. Dr. Hennig Brinkm ann, Münster —
Prof. Dr. Karl Bünting, Essen — P rof. Dr. Harald Burger, Zürich — P rof. Dr. Gerhard 
Cordes, G öttingen — P rof. D r.D r.h .c. Eugenio Coseriu, Tübingen — Dr. Günther 
D rosdow ski, M annheim  — P rof. D r. Hans Eggers, Saarbrücken — P rof. Dr. Helmut 
G ipper, Münster — P rof. Dr. Paul G rebe, W iesb ad en - P rof. Dr. R ainer G ruenter, 
W uppertal-Elberfeld — Prof. Dr. P eter H artm ann, Konstanz — P rof. Dr. Klaus Heger, 
H eidelberg — Prof. Dr. Gerhard H eilfurth, M arburg -  Prof. Dr. H.M. Heinrichs,
B erlin  — P rof. D r. H .-J. Heringer, Tübingen — P rof. Dr. O tto  H öfler, Wien — Prof. Dr. 
Blanka H oracek, Wien — Gerhard K aufm ann, M ünchen — P rof. D r. Jo h an n  K n obloch , 
Bonn — Prof. Dr. Klaus K öh ler, Kiel — P rof. Dr. H erbert K olb, M ünchen -  Dr. Karl 
K orn, Bad H om burg — Prof. Dr. August Langen, Saarbrücken — P rof. Dr. Günter 
N eum ann, Würzburg — Prof. Dr. Gerhard N ickel, S tu ttg art — P rof. Dr. Eis Oksaar, 
Hamburg — P rof. Dr. R ein hold  O lesch, K öln — Prof. Dr. P eter von Polenz, T rier — 
P rof. D r. R ainer R ath , Saarbrücken -  P rof. Dr. Ingo R eiffen ste in , Salzburg -  P rof.
Dr. Ludwig Erich  S ch m itt, M arburg — P rof. Dr. H elm ut Sch nelle, Bochum  — Prof.
Dr. A lbrech t Sch öne, G öttingen — Prof. Dr. R u d o lf Schützeichel, Münster — Prof.
Dr. E rnst Schw arz, Erlangen — Prof. Dr. Dr. h .c . H erbert Seidler, Wien — Prof. Dr. 
H ansjakob Seiler, K öln — P rof. Dr. H orst S itta , Zürich — P rof. Dr. S te fan  Sonderegger, 
U etikon — Prof. Dr. G eorg S tö tzel, Düsseldorf -  Prof. Dr. G erold Ungeheuer, Bonn — 
Prof. Dr. Heinz V ater, K öln — P rof. Dr. M ario W andruszka, Salzburg — P rof. Dr. 
Harald W einrich, K öln — P rof. Dr. W alter Weiss, Salzburg — P rof. Dr. O tm ar W erner, 
Freiburg — P rof. Dr. C hristian W inkler, M arburg — P rof. D r. W erner W inter, K iel —
Prof. Dr. D ieter W underlich, Düsseldorf, P rof. Dr. Paul Zinsli, Bern — Prof. D r.D r. 
Eberhard Zwirner, M ünster.
K orrespondierende M itglieder in Europa:
P rof. Dr. W. A dm oni, Leningrad, U d SSR  — Prof. Dr. H. Bach , Arhus, D änem ark — 
Prof. Dr. Gunnar Bech , K openhagen, D änem ark — Dr. Eduard Benes, Prag, C S S R  — 
Prof. Dr. Jan  Czochralski, W arschau, Polen — Prof. Dr. T orsten  Dahlberg, Sävedalen, 
Schw eden — P rof. Dr. Ingrid Dal, Oslo, Norwegen — Prof. Dr. Jean  David, M etz, 
Frankreich  — Dr. Jov an  D jukanovic, Belgrad, Jugoslaw ien — P rof. Dr. Henri D raye, 
Löw en, Belgien — Prof. Dr. E rik  Eräm etsä, T urku, Finnland — P rof. Dr. Jean  
Fou rqu et, Fresnes, Frankreich  — Prof. Dr. Ja n  G oossens, Münster — Prof. D r.hab.
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Franciszek Grucza, W arschau, Polen — P rof. Dr. M. G uchm an, M oskau, U d SSR  — 
P rof. Dr. K . H yldgaard-Jensen, Kopenhagen, D änem ark — Prof. Dr. M. IsbX^escu, 
Bukarest, Rum änien — D oz. Dr. Jä n o s Ju häsz, Budapest, Ungarn — Prof. Dr. R u d o lf
E . Keller, M anchester, England — Prof. D r.D r. M artin K loster Jen sen , Hamburg — 
Prof. Dr. Gustav K orlen , S to ck h o lm , Schw eden — P rof. Dr. Jacq u es L e ro t, Löw en, 
Belgien — P rof. Dr. Odo Leys, Löw en, Belgien — P rof. Dr. Kaj B . Lindgren, Helsinki, 
Finnland — P rof. Dr. Ivar Ljungerud, Lund, Schw eden -  Dr. ZdenEk M asafik, Brno, 
C S S R  — P rof. Dr. C ola  M inis, A m sterdam , N iederlande — P rof. Dr. S . M ironoff, 
M oskau, U d SSR  — P rof. D r. K arl M ollay, Budapest, Ungarn — P rof. D r. Pavica 
Mrazovic, Novi Sad, Jugoslaw ien — P rof. Dr. Em il ö h m an n , H elsinki, Finnland — 
Prof. Dr. M arthe Philipp, Straßburg, Frankreich  — P rof. Dr. Hanna Popadic, Sarajevo, 
Jugoslaw ien — P rof. D r. Inger Rosengren, Lund, Schw eden — Prof. Dr. Laurits 
Saltveit, Oslo, Norwegen — P rof. Dr. V iliam  Schw änzer, Bratislava, C S S R  — P rof.
Dr. Leslie S e iffert, O xford , England — Dr. Em il Skala, Prag, C S S R  -  Prof. D r.D r.h .c . 
G ilbert de Sm et, G ent, Belgien — Prof. Dr. C. Soetem ann, Leiden, N iederlande —
Prof. Dr. Birgit S to lt , S to ck h o lm , Schw eden — P rof. Dr. Pavel T rost, Prag, C S S R  — 
Prof. Dr. B jarn e Ulvestad, Bergen, Norwegen — P rof. Dr. Paul V alen tin , Paris, Frank­
reich — Prof. Dr. R .A . W isbey, London, England — P rof. Dr. Jean-M arie Zem b, Paris, 
Frankreich  — Prof. Dr. Stanislav Z epic, Zagreb, Jugoslaw ien.
K orrespondierende M itglieder in Ü bersee:
Prof. Dr. Eim er H. A n tonsen , Urbana, Ul., U SA  — P rof. Dr. Em m on Bach , A ustin, 
T exas, U SA  — P rof. Dr. M ichael C lyne, C layton , V icto ria , A ustralien — Prof. Dr.
F . van Coetsem , Ithaca, N .Y ., U SA  — P rof. Dr. Jürgen E ich h o ff, Madison, W isconsin, 
U SA  — P rof. Dr. Marvin H. Folsom , Provo, U tah, U SA  — P rof. Dr. Einar Haugen, 
Cam bridge, M ass., U SA  — P rof. Dr. T o z o  Hayakaw a, T o k y o , Jap an  — P rof. E ijiro  
Iwasaki, Kam akura, Jap an  — P rof. Dr. R o b ert D. King, A ustin , T exas, U SA  —
Prof. Dr. Byron J .  K o ekkoek , B u ffa lo , N .Y ., U SA  —P rof. D r. H erbert L . K ufner, 
Ithaca, N .Y ., U SA  — Prof. Dr. Hans K uhn, Canberra, A ustralien -  Prof. Dr. W.P. 
Lehm ann, A ustin , T exas, U SA  — P rof. Dr. A lbert L . L loyd , Philadelphia, Penn­
sylvania, U SA  — P rof. Dr. G eorg J .  M etcalf, Chicago, 111., U SA  — P rof. D r. W illiam
G. M oulton, P rinceton , N .Y ., U SA  — P rof. D r. H erbert Penzl, B erkeley, C alif., U SA  — 
Prof. Dr. Carroll E . R eed , A m herst, M ass., U SA  — P rof. D r. Erw in T h eod or R osenthal, 
Sao Paolo, Brasilien — P rof. Dr. O tto  Springer, Philadelphia, Pennsylvania, USA — 
Prof. Dr. William F . Twaddell, Providence, R .I . ,  USA.
6 .6 . K om m issionen 
K om m ission für R echtschreibfrag en :
P rof. Dr. Heinz Rupp, Basel (V orsitzender) — P rof. Dr. Gerhard Augst, Siegen —
Dr. Günther D rosdow ski, M annheim  — P rof. D r. Jo h an n es E rben , Bon n  — P rof. Dr. 
Hans Glinz, A achen — P rof. D r. Paul G rebe, W iesbaden — P rof. D r. Jo h an n  K nob- 
loch , Bonn — Dr. W olfgang M entrup, IdS — P rof. D r.D r.h .c . D r.h .c. Hugo M oser,
Bonn — Isolde N ortm eyer, IdS — O tto  Nüssler, W iesbaden — P rof. Dr. Hugo Steger, 
Freiburg -  P rof. Dr. Bernhard W eisgerber, Bonn -  P rof. D r. Hermann Zabel, Bon n .
372
Kom m ission für Fragen der Sprachentw icklung:
P rof. D r. Siegfried G rosse, Boch um  (V orsitzender) — D r. Karl-H einz Bausch, IdS — 
P rof. Dr. W erner Betz , M ünchen — D r. Günther D rosdow ski, M annheim  — P rof. Dr. H. 
Fotheringham , W iesbaden — Dr. Günter Schm id t, IdS Bonn — P rof. Dr. H orst S itta , 
Zürich — Dr. H elm ut W alther, W iesbaden — P rof. D r. Harald W einrich, K öln.
7. V eröffentlichu ngen des Institu ts für deutsche Sprache
7 .1 . SP R A C H E D E R  G E G EN W A R T
Sch riften  des Institu ts für deutsche Sprache
Herausgegeben im A u ftrag  des Institu ts für deutsche Sprache von Hans Eggers, 
Joh an nes Erben , Odo Leys, W olfgang M entrup und Hugo M oser.
Sch riftle itu n g : Ursula H oberg
Pädagogischer V erlag Schw ann, Düsseldorf
Band 1 : Satz und W ort im heutigen D eutsch. Jah rb u ch  1965/ 66  des Institu ts
für deutsche Sprache. 1 9 6 7 .
Band 2 : Sprachnorm , Sprachpflege, Sprach kritik . Jah rb u ch  1966/67 des Institu ts
für deutsche Sprache. 1 9 6 8 .
Band 3: Hans-Jürgen Heringer, Die O pposition von ‘kom m en’ und ‘bringen’ als
Funktionsverben . Untersuchungen zur gram m atischen W ertigkeit und 
A ktionsart. 1 9 6 8 .
Band 4 :  R u th  R öm er, Die Sprache der A nzeigenw erbung. ^ 1 9 7 4 .
Band 5 : Sprache — G egenw art und G esch ich te. P roblem e der Sy nch ron ie und
D iachronie. Jah rb u ch  1 9 6 8  des Institu ts für deutsche Sprache. 19 7 0 .
Band 6 : Studien zur S y n tax  des heutigen D eutsch . ^ 1 9 7 1 .
Band 7 : Je an  F ou rqu et, Prolegom ena zu einer deutschen G ram m atik . ^ 1 9 7 3 .
Band 8 : Problem e der kontrastiven G ram m atik . Jah rb u ch  des Institu ts für
deutsche Sprache. 1 9 7 0 .
Band 9 : Hildegard Wagner, Die d eustche Verw altungssprache der Gegenwart.
Eine U ntersuchung der sprachlichen Son derform  und ihrer Leistung. 
2 1 9 7 2 .
Band 1 0 : Em pfehlungen zum G ebrauch des K onju nktivs in der deutschen ge­
schriebenen H ochsprache der Gegenw art. Beschlossen von der K om ­
mission für w issenschaftlich  begründete Sprachpflege des Institu ts 
für d eutsche Sprache. Form u liert von Siegfried Jäger. 19 7 3 .
Band 11 : R u d o lf H oberg, D ie Lehre vom sprachlichen Feld . Ein Beitrag zu
ihrer G esch ich te, M ethod ik  und A nw endung. 2 1 9 7 3 .
Band 1 2 : R ainer R ath , D ie Partizipialgruppe in der deutschen G egenw artssprache.
1 9 7 1 .
Band 13 : Sprache und G esellschaft. Beiträge zur soziolinguistischen Beschreibung
der deutschen Gegenw artssprache. Jah rb u ch  1 9 7 0  des Institu ts für 
deutsche Sprache. 1 9 7 1 .
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Band 14: 
Band 15 : 
Band 16:
Band 17 : 
Band 18 :
Band 1 9 : 
Band 2 0 :
Band 2 1 :
Band 2 2 : 
Band 2 3 :
Band 2 4 :
Band 2 5 :
Band 2 6 : 
Band 2 7 :
Band 2 8 : 
Band 2 9 :
Band 30 : 
Band 3 1 :
W erner Ingendahl, Der m etaphorische Prozeß. M ethodologie zu seiner 
Erforschung und System atisierung. 2 1 9 7 3 .
Leo W eisgerber, D ie geistige Se ite  der Sprache und ihre Erforschung. 
1 9 7 1 .
Bibliographie zum öffen tlich en  Sprachgebrauch in der Bundesrepublik 
D eutschland und in der D D R . Zusam m engestellt und kom m entiert von 
einer A rbeitsgruppe unter der Leitung von M anfred W. H ellm ann. 1975 .
Fragen der strukturellen  Sy n tax  und der kontrastiven G ram m atik. 1 9 7 1 .
Zum ö ffen tlich en  Sprachgebrauch in der Bundesrepublik D eutschland 
und in der D D R . M ethoden und Problem e seiner Erforschung. Aus den 
R eferaten  einer Tagung zusam m engestellt von M anfred W. Hellm ann.
19 7 3 .
Linguistische Studien  I. 19 7 2 .
Neue G ram m atiktheorien  und ihre Anwendung auf das heutige D eutsch. 
Jah rb u ch  1971  des Institu ts für deutsche Sprache. 1 9 7 2 .
Heidi Lehm ann, Russisch-deutsche Lehnbeziehungen im W ortschatz 
offiz ie ller W irtsch aftstexte  der D D R  (bis 1 9 6 8 ). 1 9 7 2 .
Linguistische Studien II. 1 9 7 2 .
Linguistische Studien III. Festgabe für Paul G rebe zum 6 5 . G eburtstag. 
Teil 1. 1 9 7 3 .
Linguistische Studien IV . Festgabe für Paul G rebe zum 6 5 . Geburtstag. 
Teil 2 . 1 9 7 3 .
Eis Oksaar, Berufsbezeichnungen im heutigen D eutsch. Soziosem an- 
tische U ntersuchungen. M it deutschen und schw edischen exp erim entel­
len K ontrastierungen. 19 7 6 .
G esprochene Sprache. Jah rb u ch  197 2  des Institu ts für deutsche Sprache.
1 9 7 4 .
N estor Schum acher, D er W ortschatz der europäischen Integration.
Eine onom asiologische U ntersuchung des sog. ‘europäischen Sprach­
gebrauchs’ im politischen  und institu tioneilen  B ereich . 1 9 7 6 .
H elm ut Graser, D ie Sem an tik  von Bildungen aus über- und A d jektiv  in 
der deutschen G egenw artssprache. 1 9 7 3 .
D eutsche W ortbildung. Typen und Tendenzen in der Gegenw artssprache. 
Eine Bestandsaufnahm e des Institu ts für d eutsche Sprache, Forschungs­
stelle Innsbruck. Erster H auptteil.
Ingeburg Kühnhold / Hans W ellm ann, Das V erb. 1 9 7 3 .
Studien zur T ex tth e o rie  und zur deutschen G ram m atik . Festgabe für 
Hans G linz zum  6 0 . G eburtstag. Herausgegeben von H orst S itta  und 
Klaus Brinker. 1 9 7 3 .
Andreas Weiss, Sy n tax  spontaner Gespräche. E in flu ß  von Situ ation  
und Them a au f das Sprachverhalten. 1 9 7 5 .
3 7 4
Band 3 2 : 
Band 3 3 :
Band 3 4 :
Band 35 : 
Band 36 : 
Band 3 7 : 
B an d 38 : 
Band 3 9 : 
Band 4 0 :
Band 4 1 :
Band 4 2 : 
Ban d 4 3 :
Band 4 4 :  
B an d  4 5 :
Band 4 6 : 
B an d  4 7 :
B an d  4 8 : 
B an d  4 9 :
D eutsche W ortbildung. Zw eiter H auptteil. Hans W ellm ann, Das 
Substantiv. 1 9 7 5 .
Sprachsystem  und Sprachgebrauch. Festsch rift für Hugo M oser zum 
65 . G eburtstag. Herausgegeben von U lrich Engel und Paul G rebe,
T eil 1. 1 9 7 4 .
Sprachsystem  und Sprachgebrauch. Festsch rift für Hugo M oser zum 
6 5 . G eburtstag. Herausgegeben von Ulrich Engel und Paul G rebe,
Teil 2 . 1 9 7 5 .
Linguistische P roblem e der T extan alyse . Jah rb u ch  1 9 7 3  des Institu ts 
für deutsche Sprache. 1 9 7 5 .
Sprachw issenschaft und Sprachd id aktik . Jah rb u ch  1 9 7 4  des Institu ts 
für deutsche Sprache. 1 9 7 5 .
Heinz Kloss, D ie Entw icklung neuer germ anischer Kultursprachen 
seit 1 8 0 0 . 1 9 7 8 .
T h eo  Bungarten, Präsentische P artizipialkonstruktionen in der deut­
schen Gegenw artssprache. 1 9 7 6 .
Problem e der Lexikologie und Lexikographie. Jah rb u ch  197 5  des 
Institu ts für deutsche Sprache. 1 9 7 6 .
W olfgang Steinig , So z io lek t und soziale R o lle . Untersuchungen zu 
Bedingungen und Wirkungen von Sprachverhalten unterschiedlicher 
gesellschaftlicher Gruppen in verschiedenen sozialen S itu ation en . 1 9 7 6 .
Sprachw andel und Sprachgeschichtsschreibung. Jah rb u ch  1 9 7 6  des 
Institu ts für d eutsche Sprache. 1 9 7 7 .
G .S . Scur, Feld th eorien  in der Linguistik. 19 7 7 .
D eutsche W ortbildung. D ritter H auptteil.
Ingeburg Kühnhold / O skar Putzer / Hans W ellm ann, Das A djektiv.
19 7 8 .
G ram m atik und D eutschu nterrich t. Jah rb u ch  1 9 7 7  des Institu ts für 
deutsche Sprache. 1 9 7 8 .
Helm ut H enne / W olfgang M entrup / D ieter M öhn / Harald W einrich 
(Hrsg.), Interdisziplinäres deutsches W örterbuch in der Diskussion.
1 9 7 8 .
Fachsprachen und G em einsprache. Jah rb u ch  1 9 7 8  des Institu ts für 
deutsche Sprache. 1 9 7 9 .
H elm ut Heinze, G esprochenes und geschriebenes D eutsch. V ergleichende 
Untersuchungen von Bundestagsreden un deren schriftlich  aufgezeich­
neter V ersion . 1 9 7 9 .
Barbara M arzahn, D er D eutschlandbegriff der D D R . D argestellt vor­
nehm lich an der Sprache des “ Neuen D eutschland” . 19 7 9 .
W olfgang T eu bert, Valenz des Substantivs. A ttribu tive Ergänzungen 
und A ngaben. 1 9 7 9 .
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In V orbereitung:
Band 5 0 : G ram m atik und Logik. Jah rbu ch  1 9 7 9  des Institu ts für deutsche
Sprache.
Band 5 1 : Erwin M orgenthaler, K om m unikation sorien tierte T extgram m atik.
Ein V ersuch, die kom m unikative K om petenz zur T extb ild u ng und 
-rezeption aus natürlichem  Sprachvorkom m en zu erschließen.
7 .2 . H E U T IG E S D EU TSC H
Linguistische und didaktische Beiträge für den deutschen Sprach unterrich t.
V eröffen tlich t vom Institu t für deutsche Sprach e und vom  G oeth e-In stitu t.
M ax H ueber Verlag, München
7 .2 .1 . R eihe I: Linguistische Grundlagen. Forschungen des Institu ts für deutsche 
Sprache
Herausgegeben von U lrich Engel, Horst S itta  und Hugo Steger 
Sch riftle itu n g : Ursula Hoberg
Band 1 : Siegfried Jäger, D er K on ju nktiv  in der deutschen Sprache der
Gegenw art. Untersuchungen an ausgewählten T ex te n . 1 9 7 1 .
Band 2 : Klaus Brinker, Das Passiv im heutigen D eutsch. Form  und Fu nktion .
1 9 7 1 .
Band 3 .1 ,2 .: Bernhard Engelen, U ntersuchungen zu Satzbauplan und W ortfeld in 
der deutschen geschriebenen Sprache der G egenw art. 1 9 7 5 .
Band 4 :  Ulrike Hauser-Suida / G abriele H oppe-Beugel, D ie ‘Vergangenheits­
tem p ora’ in der deutschen geschriebenen Sprach e der Gegenwart. 
Untersuchungen an ausgewählten T ex te n . 1 9 7 2 .
Band 5 : Hermann Gelhaus, Das F u tu r in der deutschen geschriebenen Sprache
der G egenw art. Studien zum Tem pussystem . 1 9 7 5 .
Band 6 :  F ran z-Jo se f Berens, A nalyse des Sprachverhaltens im R ed ekon stella­
tionstyp  “ Interview ” . Eine em pirische Untersuchung. 1975 .
Band 7 : Gisela Sch oen th al, Das Passiv in der deutschen Standardsprache.
D arstellung in der neueren G ram m atiktheorie und Verwendung 
in gesprochener Sprache. 1 9 7 5 .
Band 8 : Jürgen D ittm ann, Sprechhandlungstheorie und Tem pusgram m atik.
Futurform en  und Zukunftsbezug in der gesprochenen deutschen 
Standardsprache. 1 9 7 6 .
Band 9 .1 .:  Karl-Heinz Bausch, M odalität und K onjunktivgebrauch in der ge­
sprochenen deutschen Standardsprache. T eil I . 1 9 7 9 .
Band 1 1 : Karl-H einz Jäg er, Untersuchungen zur K lassifikation  gesprochener
deutscher Standardsprache. R ed ekon stellation styp en  und argum enta­
tive D ialogstrukturen. 19 7 6 .
Band 1 2 : F ran z-Jo sef B e re n s/K arl-H einz Jäg er/ G erd  S ch an k / Jo h an n es
Schw italla, P ro jek t D ialogstrukturen. E in  A rbeitsberich t. 1 9 7 6 .
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Band 1 3 : A ngelika W enzel, S tereoty p e in gesprochener Sprache. Form ,
V orkom m en und Fu n k tion  in D ialogen. 1 9 7 8 .
Band 1 5 : Joh an nes Schw italla, Dialogsteuerung in Interview s. A nsätze zu
einer T heorie  der D ialogsteuerung m it em pirischen Untersuchungen.
1 9 7 9 .
Band 1 6 : Christian W inkler, U ntersuchungen zur Kadenzbildung in deutscher
Rede. 1 9 7 9 .
Band 1 7 : M arita Sennekam p, Die Verw endungsm öglichkeiten von N egations­
zeichen in D ialogen. Ein dialoggram m atischer A nsatz m it em pirischer 
Überprüfung an T exten  gesprochener deutscher Standardsprache. 19 7 9 .
7 .2 .2 .  R eihe II : T e x te
Herausgegeben von U lrich Engel, Horst S itta  und Hugo Steger
Band 1 : T ex te  gesprochener deutscher Standardsprache I. E rarbeitet vom
Institu t für deutsche Sprache, Forschungsstelle Freiburg. 2 1 9 7 8 .
Band 2 :  T e x te  gesprochener deutscher Standardsprache II . “ M einung gegen
M einung” . D iskussionen über aktuelle T hem en. Ausgew ählt, redigiert 
und eingeleitet vov Charles van Os. 1 9 7 4 .
Band 3: T e x te  gesprochener deutscher Standardsprache III. “ Alltagsgespräche” .
Ausgew ählt von H.P. Fu chs und G. Sch ank . 1 9 7 5 .
Band 4 :  T e x te  gesprochener deutscher Standardsprache IV . “ Beratungen und
D ienstleistungsdialoge” . Herausgegeben und eingeleitet von Karl-Heinz 
Jäg er. 1 9 7 9 .
7 .3 . FO R S C H U N G S B E R IC H T E  D ES IN ST IT U T S F Ü R  D EU T SC H E  SPRA C H E 
Herausgegeben von Ulrich Engel und G erhard Stickel 
Schriftle itu n g : E v aT eu b ert 
Verlag G unter Narr, Tübingen
Band 1 
Band 2 
Band 3 
Band 4  
Band 5 
Band 6
Sam m elbände
Band 7 :
Band 8 :
Band 9 :
1 9 6 8 .
1 9 6 8 .
1 9 6 9 .
1 9 7 0 .
19 7 0 .
1 9 7 1 .
G esprochene Sprache. B ericht der Forschungsstelle Freiburg des 
Institu ts für deutsche Sprache. 2 19 7 5 .
S . Jä g e r/ J. H u ber/P. Schätzte , Sprache und Sozialisation . Vorüber­
legungen zu em pirischen U ntersuchungen. 1 9 7 2 .
H. Popadic, U ntersuchungen zur Frage der N om inalisierung des 
Verbalausdrucks im heutigen Zeitungsdeutsch. 1 9 7 2 .
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Band 10: 
Band 11 : 
Band 12 : 
Band 13 : 
Band 14 : 
Band 1 5 : 
Band 1 6 :
Band 17 :
Band 18 :
Band 1 9 : 
Band 2 0 :
Band 2 1 : 
Band 2 2 : 
Band 2 3 :
Band 2 4 :
Band 2 5 : 
Band 2 6 : 
Band 2 7 :
H. Fenske, Schw eizerische und österreich ische Besonderheiten in 
deutschen W örterbüchern. 19 7 3 .
I. N eum ann, T em porale Su b ju n ktion en . Syntaktisch-sem antische 
Beziehungen im heutigen D eutsch . 1 9 7 2 .
G. K aufm ann, D as kon junktivische Bedingungsgefüge im heutigen 
D eutsch. 1 9 7 2 .
P. N ikitop ou los, S ta tistik  für Linguisten. E ine m ethodische D arstellung. 
I. T eil. 1 9 7 3 .
K . Bayer / K . Kurbel / B . Epp, M aschinelle Sprachbeschreibung im 
Institu t für deutsche Sprache. 1 9 7 4 .
H. G elh au s/ S . Latzei, Studien zum Tem pusgebrauch im D eutschen. 
1 9 7 4 .
H. R aabe (H rsg.), Trends in kontrastiver Linguistik I. Interim sprache 
und kontrastive A nalyse. Das Zagreber P ro jek t zur angewandten 
Linguistik. 1 9 7 4 .
S. M arx-N ordin, Untersuchungen zur M ethode und Praxis der A nalyse 
aktueller W ortverwendungen. A spekte des G ebrauchs der W örter 
‘Sozialism us’ und ‘sozialistisch’ in der politischen  Sprache der D D R . 
1 9 7 4 .
A rbeitsgruppe M asA: Zur m aschinellen Sy ntaxanalyse I. M orpho- 
syn taktische Voraussetzungen für eine m aschinelle Sprachanalyse 
des D eutschen. 1 9 7 4 . 2 Teilbänd e.
A rbeitsgruppe M asA: Zur m aschinellen Sy ntaxanalyse II. Ein Lexikon 
für eine m aschinelle Sprachanalyse des D eutschen. 1 9 7 4 .
H. Kloss (H rsg.), D eutsch in der Begegnung m it anderen Sprachen: 
im Frem dsprachen-W ettbew erb, als M uttersprache in Ü bersee, als 
Bildungsbarriere für G astarbeiter. Beiträge zur Soziologie der Sprachen.
1974 .
G. Harlass / H. V ater, Zum aktuellen deutschen W ortschatz. 1 9 7 4 .
I. T a n c r i, T ransform ation elle A nalyse von A bstraktkom posita . 1 9 7 5 .
H. K u bczak, Das V erhältn is von Intension und E xtension  als sprach­
w issenschaftliches Problem . 1 9 7 5 .
G. A ugst, L exikon  zur W ortbildung.
Band 2 4 .1 :  M orphem inventar A - G.
Band 2 4 .2 :  M orphem inventar H - R .
Band 2 4 .3 : M orphem inventar S - Z.
G. Augst, U ntersuchungen zum M orphem inventar der deutschen 
G egenw artssprache. 1 9 7 5 .
A. Kirkness, Zur Sprachreinigung im D eutschen 1 7 8 9  - 1 8 7 1 . Eine 
historische D oku m entation . T eil I und II. 1 9 7 5 .
A .J . P feffer, G runddeutsch. Erarbeitung und W ertung dreier deutscher 
K orpora. Ein B erich t aus dem “ Institu te  fo r Basic G erm an” , P ittsburgh.
1 975 .
3 78
Band 2 8 :
Band 2 9 :
Band 30 :
Band 31 :
Band 32 :
Band 3 3 :
Band 34:
Band 35:
Band 36:
Band 3 7 :
Band 38:
Band 39 :
Band 4 0 :
Band 4 1 :
Band 4 3 :
Band 4 6 :
Band 4 7 :
Band 4 9 :
H. R aabe (H rsg.), Trends in kontrastiver Linguistik  II. 19 7 5 .
G. S tick e l (H rsg.), D eutsch-japanische K on traste . Vorstudien zu einer 
kontrastiven G ram m atik . 1 9 7 6 .
H. Schum acher (H rsg.), Untersuchungen zur Verbvalenz. 19 7 6 .
U. Engel / H. Schum acher, Kleines V alenzlexikon  deutscher V erben.
1 9 7 6 .
N. Filipovic, Die P artizipialkonstruktion  in der deutschen dichterischen 
Prosa von heute. 1 9 7 7 .
L . Siegrist, B ibliographie zu Studien über das deutsche und englische 
Adverbial. 1 9 7 7 .
H. D roop, Das präpositionale A ttrib u t. G ram m atische Darstellung 
und Korpusanalyse. 1 9 7 7 .
H. Gelhaus, D er m odale Infinitiv . 1 9 7 7 .
U. Engel (H rsg.), D eutsche Sprache im K on trast. 1 9 7 7 .
A. Ballw eg-Schram m /A . L ötsch er (H rsg.), Sem an tisch e Studien. 1 9 7 7 .
J .  Ballweg, Sem antische Grundlagen einer T heorie  der deutschen 
kausativen V erben. 1 9 7 7 .
K . Zim m erm ann, Erkundungen zur T extty p o lo g ie . 19 7 8 .
M. D yhr, D ie Satzspaltung im D eutschen und D änischen. Eine 
kontrastive A nalyse. 1 9 7 8 .
I. K eim , Studien  zum Sprachverhalten ausländischer A rbeitnehm er. 
D argestellt an türkischen G astarbeitern im Raum  M annheim . 1978 .
L . A uburger/H . Kloss, D eutsche Sp rach kon tak te  in Ü bersee. 1 9 7 9 .
H. Wulz, Form alism en einer Ü bersetzungsgram m atik. 19 7 9 .
W olfgang M entrup, Die G roß- und K leinschreibung im D eutschen 
und ihre Regeln. H istorische E n tw icklung und V orschlag zur Neu­
regelung. 1 9 7 9 .
W olfgang M entrup (Hrsg.), R ech tsch reibreform  in der Diskussion. 
W issenschaftliche A rbeitstagung zur deutschen O rthographie. 
M annheim , Mai 1 9 7 9 . 1 9 7 9 .
In V orbereitung:
Band 4 2 :  M. K olv en bach / A . L ötscher / H.D. L u tz  (H rsg.), Künstliche Intelligenz
und natürliche Sp rach e: Sprachverstehen und Problem losen m it 
C om puter.
Band 4 4 :  W. M entrup u.a., V orstudien zu einem  großen interdisziplinären
W örterbuch der deutschen Sprache des 2 0 . Jahrh un derts. Bad Hom burg 
und die W örterbücher.
Band 4 5 : Projektgruppe Verbvalenz, K onzeption  eines W örterbuchs deutscher
V erben. Zu T heorie  und Praxis einer sem antisch orien tierten  V alenz­
lexikographie.
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Band 4 8 :  M.W. H ellm ann, W ortschatz in O st und W est.
Band 5 0 : Gerhard Strauß , Die Beziehung zwischen Fachsprachen und
Standardsprache (A rbeitstite l).
Band 5 1 : Siegfried G rosse/W olfgang M entrup (Hrsg.), B ü rg er— Form u lare —
Behörde. W issenschaftliche A rbeitstagung zum K om m unikations­
m ittel ‘F orm u lar’. M annheim , O ktober 1 9 7 9 .
7 .4 . V E R G L E IC H E N D E  G R A M M A TIK EN
Herausgegeben vom In stitu t für deutsche Sprache
Bibliographisches In stitu t, M annheim
Band 1, Teil 1 : Jean-M arie Zem b, V ergleichende G ram m atik Französisch-D eutsch.
Com paraison de deux systèm es. M it Beiträgen von M onica Belin ,
Jean  David, Je a n  Jan itza , Hans-Ludwig Sch eel. 1 9 7 9 .
In V orbereitung:
Spanisch-D eutsch
Japanisch-D eutsch
Serbokroatisch -D eu tsch
7 .5 . PHONAI
L au tb ib lio th ek  der europäischen Sprachen und M undarten
Herausgegeben von der Internationalen  V ereinigung sprachw issenschaftlicher
Schallarchive
D eutsche R eih e
Herausgegeben vom  D eutschen Spracharchiv im In stitu t für deutsche Sprache.
Herausgabe, Sch riftle itu n g  und Leitung der H erstellung: Edeltraud K netschke,
M argret Sperlbaum .
M ax N iem eyer Verlag, Tübingen.
Band 1: Lewis Levin/W alter A rndt, Grundzüge m oderner Sprachbeschreibung.
1969 .
Band 2 : Edeltraud K netsch ke / M argret Sperlbaum , A nleitung für die Her­
stellung der M onographien der L au tb ib lio th ek . S . Karger Verlag,
Basel 1 9 6 7 .
Band 3: H elm ut R ich te r, G rundsätze und Sy stem  der Tran skrip tion-IP A (G )-,
1 9 7 3 .
Band 4 :  M onum enta G erm aniae A custica. K atalog 1 9 6 5 . B earbeiter:
E . K netschke / M. Sperlbaum  u.a. S. Karger Verlag, Basel 1 9 6 5 .
Band 5: W olfgang Bethge / G ünther M. Bonn in , Proben deutscher M undarten.
1 9 6 9 .
38 0
-Band 6 :
Band 7 :
Band 8 : 
Band 9 :
Band 10 :
Band 11 :
Band 1 2 : 
Band 13 :
Band 14 : 
Band 1 5 :
Band 1 6 :
Band 17: 
Band 18 :
Band 19 :
Band 2 0 :
Band 21:
M onographien 1.
(W. B ethge: R iesen beck  Kr. Tecklenburg ; G . H eike: Gleuel Kr. K öln ; 
E. G rubacic: Kriva Bara/Banat; P. Paul: Barossatal/Südaustralien).
1 9 7 0 .
M onographien 2.
(R . E . K eller: Je s te tte n  K r. W aldshut; L .G . Z eh etn er: Freising;
H. Sch u d t: E rbstad t K r. Hanau). 1 9 7 0 .
M onum enta G erm aniae A custica. K atalog 1 9 6 7 . Bearbeiter:
E. K n etsch k e/ M . Sperlbaum  u.a. 1 9 6 9 .
M onographien 3.
(E . G rubacic: K nicanin / B an at; W.H. V e ith : B ockw itz  K r. Sp rottau ).
1 9 7 1 .
M onographien 4 .
(W. W. M oelleken: N iederdeutsch der M olotschna -  und C hortitzam en- 
noniten  in British  Columbia/KanadaX 1 9 7 2 .
M onographien 5.
(D. K arch : G roßbock en heim  K r. Frankenthal/K allstadt K r. N eustadt 
a.d. W einstraße). 1 9 7 2 .
M onum enta G erm aniae A custica. K atalog 1 9 7 0 . Bearbeiter:
E. K n etschke / M. Sperlbaum  u.a. 19 7 2 .
M onographien 6 .
(D . K arch : G im m eldingen Kr. N eustadt a.d. W einstraße/M utterstadt 
K r. Ludw igshafen a. R h ein ). 1 9 7 3 .
F e stsch rift für Eberhard Zwirner, T e il I (W. Bethge: T ex tlis te  zu 
111/50). 1 9 7 4 .
M onographien 7 . Festsch rift für Eberhard Zw irner, T eil II.
(S . G ersic: H odschag/Batschka; W .O. D roescher: Puhoi — eine eger- 
länder M undart in N euseeland). 1 9 7 4 .
M onographien 8 .
(D . K arch : M annheim . Um gangssprache). 1 9 7 5 .
M. Sperlbaum : Proben deutscher Umgangssprache. 1 9 7 5 .
M onographien 9 .
(D . K arch / W.W. M oelleken: Siedlungspfälzisch im Kreis W aterloo. 
O ntario , K anada). 1 9 7 7 .
M onographien 10.
(H. Popadic: D eutsche Siedlungsm undarten aus Slawonien/ 
Ju goslaw ien). 1 9 7 8 .
M onographien 11.
(D . K arch : Braunschw eig — V elte n h o f — Pfälzische Sprachinsel 
im O stfälischen). 1 9 7 8 .
M onographien 12.
(P. M cGraw : D ane C ou nty K ölsch , W isconsin, U SA ). 1 9 7 9 .
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Band 2 2 : M onographien 13.
(D . K arch : Jo c k g r im  Kr. Germ ersheim /N iederhorbach K r. Bad 
Bergzabern). 1 9 7 9 .
B eiheft 1: W olfgang Bethge: B esch re ib u n g  einer hochsprachlichen  Tonband­
aufnahm e. 1 9 7 3 .
B eih eft 2 : Festsch rift für E b erh ard  Zwirner, T eil III.
(H. R ich te r: E ine an sch au lich e Interp retation  des K orrelations­
koeffiz ien ten  nach B ravais-P earson ; K .H . R ensch : Zur Entstehung 
rom anischer V o k a lsy stem e; M. Sperlbaum : Isoglossenvergleich au f­
grund indirekter und direkter Spracherhebung; E . K n etschke: Die 
Fu nk tion  der P artik e l “ja ” in Tonbandaufnahm en deutscher Umgangs­
sprache). 1 9 7 4 .
B eih eft 3 : D. K arch : Zur M orphologie der vorderpfälzischen D ialekte. 1 9 7 5 .
B eih eft 4 :  Karla W aniek: Die M u n d art von R atiborh am m er. 1 9 7 7 .
In V orbereitung:
Band 2 3 :  M onographien 14.
(I. G u en th erod t: D udenrode K r. W itzenhausen/Netra K r. Eschw ege)
Band 2 4 : M onum enta G erm aniae A custica. K atalog 1 9 7 8 . Bearbeiter:
E. K n etschke / M. Sp erlbau m .
B eih eft 5 : Zur gesprochenen d eu tsch en  Umgangssprache I.
(D . Bresson : H auptregeln der phonetischen  Ellipse im gesprochenen 
D eutsch ; M. Sp erlbau m : D ie Ellipse in der deutschen Umgangssprache 
— ein soziolektales Phän om en ? ; H. R ich te r: Zur K ovariation laut­
licher M erkm ale als G egenstand kontrastiver P honetik  — B ericht über 
eine P ilotstu d ie; W .O . D roescher: Pädagogische Ausw ertung von 
Tonbandaufnahm en d es D eutschen Spracharchivs; Anhang: Kurz- 
Bibliographie zur deutsch en  Umgangssprache ab 1 9 7 0 ).
7 .6 . D EU T SC H E SP R A C H E IN E U R O P A  UND Ü B E R S E E  
B erichte  und Forschungen
Herausgegeben von Leopold  A uburger, Heinz Kloss, Heinz Rupp 
Franz Stein er Verlag, W iesbaden
Band l i  D eutsch als M uttersprache in Kanada. B erich te  zur Gegenwartslage.
1 9 7 7 .
Band 2 : W alter H offm eister, Sprachw echsel in O st-Lothringen. Sozio-
linguistische U ntersuchungen über die Sprachw ahl von Schülern in 
bestim m ten  Sprechsituation en . 1 9 7 7 .
Band 3 : Hans-Peter Müller, D ie schw eizerische Sprachenfrage vor 1 9 1 4 .
E ine h istorische U ntersuchung über das V erhältn is zwischen D eutsch 
und W elsch b is zum Ersten  W eltkrieg. 1 9 7 7 .
Band 4 : D eutsch als M uttersprache in den V ereinigten Staaten
T eil 1: D er M ittelw esten , 1 9 7 9  (Sam m elband).
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Band 5 : D eutsch als M uttersprache in Belgien (in Zusam m enarbeit m it der
“ Forschungsstelle für M ehrsprachigkeit” , Brüssel). 1 9 7 9  (Sam m elband).
Band 6 : Fernand H offm ann, Sprachen in Luxem burg. Beschreibung einer
T riglossie-Situation. 19 7 9 .
In V orbereitung:
Band 7 : Hildegard Irm a Stielau, N ataler D eutsch. D er E in flu ß  des Englischen
und A frikaansen au f d ie deutsche Sprach e in N atal.
Band 8 : M ichael C lyne, D eutsch als M uttersprache in A ustralien . Zur Ö kologie
einer Einw anderersprache.
7 .7 . M IT T E IL U N G E N  D E S IN ST IT U T S F Ü R  D EU T SC H E  SPRA C H E 
H eft 1 : 1 9 7 2 .  (vergriffen)
H eft 2 :  1 9 7 3 .
H eft 3 : 1 9 7 4 .
H eft 4 :  1 9 7 7 .
H eft 5 :  19 7 9 .
H eft 6 :  1 9 7 9 .
In V orbereitung:
H eft 7 :  1 9 8 0 .
7 .8 . D EU T SC H E SP R A C H E
Z eitsch rift für T heorie , Praxis, D okum entation
Im  A uftrag des Institu ts für deustche Sprache, M annheim , herausgegeben 
von Hugo Steger, Freiburg  (G eschäftsführung); Odo Leys, Leuven;
Gerhard Stick e l, M annheim , in Zusam m enarbeit m it W erner Besch, Bonn
Sch riftle itu n g : Günther K och end örfer, P eter Schröder
Erich Sch m id t Verlag, Berlin
1 9 7 9  erschienen H efte 1 - 3 
1 9 7 9  im D ruck: H eft 4
7 .9 . K U LA
Kartei unveröffen tlich ter linguistischer A rbeiten  zur deustchen Sprache 
der Gegenwart
Band 1 : M annheim  1 9 7 3 .
Band 2 : M annheim  1 9 7 4 .
W eitere Folgen sind ab 1 9 7 5  in der Z eitsch rift “ D eutsche Sp rach e” erschienen.
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7 .1 0 . G E R M A N IS T IK
Internationales R eferatenorgan m it bibliographischen Hinweisen
Herausgegeben von T . Ahlden u.a. gemeinsam  m it dem Institu t für 
deutsche Sprache
S ch riftle itu n g : T ilm an K röm er
M ax N iem eyer Verlag, Tübingen
1 9 7 9  erschienen: Jg . 2 0 / 1979 , H eft 1.
In V orbereitu ng : Jg . 2 0 / 1979 , H efte 2, 3 und 4
7 .1 1 . IN T E R N A T IO N A L E S G E R M A N IST E N V E R Z E IC H N IS
Herausgegeben gemeinsam  vom Institu t für deutsche Sprache 
und der R ed aktion  des Jah rbu ch s für Internation ale G erm anistik 
(Hrsg.: A loys M. Hagspihl, Hans-Gert R o lo ff)
Erscheint im Jah rb u ch  für Intern ationale G erm anistik , R eih e D
V erlag H erbert Lang, Bern
Teil I : Institu tionen  (im  D ruck)
Teil II s W issenschaftler (in Vorbereitung)
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