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a b s t r a c t
An acyclic edge coloring of a graph G is a proper edge coloring such that no bichromatic
cycles are produced. The acyclic chromatic index a′(G) of G is the smallest k such that G has
an acyclic edge coloring using k colors.
In this paper, we prove that every planar graph Gwith girth g(G) andmaximum degree
∆ has a′(G) = ∆ if there exists a pair (k,m) ∈ {(3, 11), (4, 8), (5, 7), (8, 6)} such that G
satisfies∆ ≥ k and g(G) ≥ m.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Only simple graphs are considered in this paper. Let G be a graph with vertex set V (G) and edge set E(G). A proper edge
k-coloring is a mapping c : E(G) → {1, 2, . . . , k} such that any two adjacent edges receive different colors. We say that G
is edge k-colorable if G has an edge k-coloring. The chromatic index χ ′(G) of G is the smallest integer k such that G is edge
k-colorable. A proper edge k-coloring c of G is called acyclic if there are no bichromatic cycles in G, i.e., the union of any two
color classes induces a subgraph of G that is a forest. The acyclic chromatic index of G, denoted by a′(G), is the smallest integer
k such that G is acyclically edge k-colorable. By considering the coloring for the vertex set V (G), we can define the acyclic
(vertex) chromatic number a(G) of a graph G.
The acyclic (vertex) coloring of graphs was introduced by Grünbaum in [8] and studied by Mitchem [11], Albertson and
Berman [1], and Kostochka [10]. In 1979, Borodin [5] proved Grünbaum’s conjecture, which says that every planar graph is
acyclically 5-colorable.
Let∆(G) denote the maximum degree of a graph G. If there is no confusion in the context, we like to denote∆(G) by∆.
By Vizing’s theorem [17],∆ ≤ χ ′(G) ≤ ∆+ 1. Thus, it is obvious that a′(G) ≥ χ ′(G) ≥ ∆.
In 2001, Alon et al. [3] made the following conjecture:
Conjecture 1. For any graph G, a′(G) ≤ ∆+ 2.
Using a probabilistic method, Alon et al. [2] proved that a′(G) ≤ 64∆ for any graph G. Molloy and Reed [12] improved
this bound to that a′(G) ≤ 16∆. Muthu et al. [13] proved that a′(G) ≤ 4.52∆ if G is a graph with girth g(G) ≥ 220. It was
proved in [3] that there is a constant c such that a′(G) ≤ ∆ + 2 for a graph G whenever g(G) ≥ c∆ log∆. Něsetřil and
Wormald [15] showed that a′(G) ≤ ∆ + 1 for a random ∆-regular graph G. Alon and Zaks [4] showed that determining
whether a′(G) ≤ 3 is NP-complete for an arbitrary graph G. Skurattankulchai [16] provided a polynomial time algorithm to
color a subcubic graph using five colors.
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A few interesting results about the acyclic edge colorings of planar graphs have been recently obtained. Fiedorowicz et al.
[7] proved that a′(G) ≤ 2∆ + 29 for any planar graph G, and a′(G) ≤ ∆ + 6 for a planar graph G without 3-cycles. Hou
et al. [9] proved that if G is a planar graph, then a′(G) ≤ max{2∆ − 2,∆ + 22} if g(G) ≥ 3, a′(G) ≤ ∆ + 2 if g(G) ≥ 5,
a′(G) ≤ ∆+ 1 if g(G) ≥ 7, and a′(G) = ∆ if g(G) ≥ 16 and∆ ≥ 3. In [9], the authors also proved that every series–parallel
graph G has a′(G) ≤ ∆ + 1. This extends a result in [14], which states that every outerplanar graph G has a′(G) ≤ ∆ + 1.
More recently, it is proved in [6] that a′(G) ≤ ∆+ 1 if G is a planar graph with g(G) ≥ 6, and a′(G) ≤ ∆+ 15 if G is a planar
graph without 4-cycles.
In this paper, we prove the following result, which improves and extends some related results in [9].
Main Theorem. Every planar graph G with maximum degree ∆ has a′(G) = ∆ if there is a pair (k,m) ∈ {(3, 11), (4, 8),
(5, 7), (8, 6)} such that G satisfies∆ ≥ k and g(G) ≥ m.
The organization of this paper is as follows. Some notation and preliminary results are collected in Section 2. The proof of
the Main Theorem is divided into four parts, which occupy Sections 3–6, respectively. In the final Section 7, open problems
on the acyclic edge coloring of planar graphs are proposed.
2. Preliminaries
A plane graph is a particular drawing in the Euclidean plane of a certain planar graph. For a plane graph G, we denote its
face set and minimum vertex degree by F(G) and δ(G), respectively. Two faces of a plane graph are said to be adjacent if
they share at least one common boundary edge. A vertex (or an edge) is said to be incident to a face if it lies on the boundary
of the face. For f ∈ F(G), we use b(f ) to denote the boundary walk of f and write f = [u1u2 · · · un] if u1, u2, . . . , un are the
vertices on b(f ) enumerated in some order. The degree of a face is the number of edge-steps in the boundary walk. Let dG(x)
(or simply d(x)) denote the degree of a vertex (face) x in G. A vertex of degree k (at least k, at most k) is called a k-vertex
(k+-vertex, k−-vertex). Similarly, we can define a k-face, a k+-face, and a k−-face. For k ≥ 1, let nk(f ) denote the number
of k-vertices lying on the boundary of a face f . Suppose that f = [x1x2 . . . xn] is a face of degree n ≥ 3. We say that f is an
(a1, a2, . . . , an)-face if d(xi) = ai for i = 1, 2, . . . , n.
The following two lemmas are an easy observation.
Lemma 1. If H ⊆ G, then a′(H) ≤ a′(G).
Lemma 2. Let x be a cut vertex of the graph G. Let the vertex sets of the components of G − x be V1, V2, . . . , Vm. Let Gi be the
subgraph induced by Vi ∪ {x} for i = 1, 2, . . . ,m. Then a′(G) = max{dG(x), a′(G1), a′(G2), . . . , a′(Gm)}.
The following result was given in [6].
Lemma 3. If G is a planar graph with g(G) ≥ 6, then a′(G) ≤ ∆+ 1.
Assume that c is a partial edge k-coloring of a graph G using the color set C = {1, 2, . . . , k}. For a vertex v ∈ V (G), we use
C(v) to denote the set of colors assigned to the edges incident to v under c. If the edges of a cycle (or path) are alternatively
colored with colors i and j, we call such cycle (or path) an (i, j)-cycle (or (i, j)-path).
Lemma 4. Suppose that a graph G with∆ ≥ 3 contains a 2-vertex v with two neighbors x and y such that d(x)+ d(y) ≤ ∆+ 1.
If the graph G− xv admits an acyclic edge∆-coloring c using a color set C = {1, 2, . . . ,∆}, then c can be extended to G.
Proof. If d(x) = 1, then we color xv with a color in C \ {c(vy)}, so that c is extended to the whole graph G. So assume that
d(x) ≥ 2, and similarly d(y) ≥ 2.
If c(vy) ∉ C(x), we color xv with a color in C \ (C(x) ∪ {c(vy)}). Since |C \ (C(x) ∪ {c(vy)})| ≥ |C | − |C(x)| − 1 ≥
∆− (d(x)− 1)− 1 ≥ d(x)+ d(y)− 1− d(x) = d(y)− 1 ≥ 1, the coloring for xv is available.
If c(vy) ∈ C(x), we color xv with a color in C \ (C(x) ∪ C(y)). Since |C \ (C(x) ∪ C(y))| ≥ |C | − |C(x) ∪ C(y)| ≥
∆− (d(x)− 1+ d(y)− 1) ≥ d(x)+ d(y)− 1− (d(x)+ d(y)− 2) ≥ 1, the coloring for xv is available. 
Lemma 5. Suppose that a graph Gwith∆ ≥ 3 contains a path x1x2 . . . x6 such that d(xi) = 2 for i = 2, 3, 5 and d(x6) ≤ ∆−1.
If the graph G− x2x3 admits an acyclic edge∆-coloring c using a color set C = {1, 2, . . . ,∆}, then we can construct from c an
acyclic edge∆-coloring of G.
Proof. If c(x1x2) ≠ c(x3x4), we color x2x3 with a color in C \ {c(x1x2), c(x3x4)}. Otherwise, we may assume that c(x1x2) =
c(x3x4) = 1 and c(x4x5) = 2. If either c(x5x6) ≠ 1 or 2 ∉ C(x6), we color x2x3 with 2. Otherwise, c(x5x6) = 1 and 2 ∈ C(x6).
We recolor x5x6 with a color in C \ C(x6), x4x5 with 1, x3x4 with 2, and color x2x3 with 3. Since |C \ C(x6)| ≥ |C | − |C(x6)| ≥
∆−d(x6) ≥ ∆−(∆−1) = 1, the coloring for x5x6 is available. Therefore, the resultant coloring is an acyclic edge∆-coloring
of G. 
Lemma 6. Suppose that a graph G with∆ ≥ 4 contains a path y1y2 · · · y5 such that d(y2) = d(y4) = 2, d(y1), d(y3) ≥ 3, and
d(y1)+ d(y3) = ∆+ 2. If the graph G− y2y3 admits an acyclic edge∆-coloring c using a color set C = {1, 2, . . . ,∆}, then we
can construct from c an acyclic edge∆-coloring of G.
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Fig. 1. Configurations (A1)–(A5) in Lemma 8.
Proof. Since d(y1), d(y3) ≥ 3 and d(y1)+d(y3) = ∆+2, we see that d(y1), d(y3) ≤ ∆−1. If c(y1y2) ∉ C(y3), we color y2y3
with a color in C \ (C(y3) ∪ {c(y1y2)}). Since |C \ (C(y3) ∪ {c(y1y2)})| ≥ |C | − |C(y3)| − 1 = ∆ − (d(y3) − 1) − 1 ≥
∆ − (∆ − 1 − 1) − 1 = 1, the coloring for y2y3 is available. Otherwise, we may assume that c(y1y2) = 1 and
C(y3) = {1, 2, . . . , d(y3)− 1}.
If c(y3y4) = 1,we color y2y3with a color inC\(C(y3)∪{c(y4y5)}). Assume that c(y3y4) ≠ 1, say c(y3y4) = 2. Furthermore,
suppose that if y2y3 is assigned any color i ∈ {d(y3), d(y3) + 1, . . . ,∆}, then G will contain a (1, i)-cycle. This implies that
{1, d(y3), d(y3)+1, . . . ,∆} ⊆ C(y1). Since |C(y1)| = d(y1) = ∆+2−d(y3) = 1+(∆−(d(y3)−1)), it follows that C(y1) =
{1, d(y3), d(y3)+1, . . . ,∆}. We recolor y1y2 with 2, and color y2y3 with a color in {d(y3), d(y3)+1, . . . ,∆}\ {c(y4y5)}. 
Lemma 7. Suppose that a graph G with ∆ ≥ 4 contains a 3-vertex u adjacent to two 2-vertices u1, u2 and to a vertex u3 with
d(u3) ≤ ∆ − 1. If the graph G − uu1 admits an acyclic edge ∆-coloring c using a color set C = {1, 2, . . . ,∆}, then we can
construct from c an acyclic edge∆-coloring of G.
Proof. For i = 1, 2, let u′i denote the neighbor of ui different from u. If c(u1u′1) ∉ {c(uu2), c(uu3)}, we color uu1 with a
color in C \ {c(u1u′1), c(uu2), c(uu3)}. Since |C | = ∆ ≥ 4, such a color exists. Otherwise, assume that c(u1u′1) = 1 and{c(uu2), c(uu3)} = {1, 2}. If c(uu2) = 1 and c(uu3) = 2, we color uu1 with a color in {3, 4, . . . ,∆} \ {c(u2u′2)}. Otherwise,
c(uu2) = 2 and c(uu3) = 1. If there is a ∈ {3, 4, . . . ,∆}\C(u3), we color uu1 with a. Otherwise, it follows that d(u3) = ∆−1
and C(u3) = {1, 3, 4, . . . ,∆}. Recolor uu3 with 2 and uu2 with a color a ∈ {3, 4, . . . ,∆} \ {c(u2u′2)}, and color uu1 with a
color in {3, 4, . . . ,∆} \ {a}. 
3. Case g(G) ≥ 11
To complete the proof of the Main Theorem stated in Section 1, we first consider the case where∆ = 3 and g(G) ≥ 11.
Note that in Fig. 1 (and the following Figs. 2–4), vertices marked solid points have no edges of G incident to them other
than those shown, whereas vertices marked hollow points may have edges connected to other vertices of G not in the
configuration.
Lemma 8. Let G be a 2-connected plane graph with ∆ = 3 and g(G) ≥ 11. Then G contains one of the following
configurations (A1)–(A5), as shown in Fig. 1:
(A1) A path x1x2x3x4x5 with d(x2) = d(x3) = d(x4) = 2.
(A2) A path y1y2 . . . y7 with d(yi) = 2 for i = 2, 3, 5, 6 and d(yi) = 3 for i = 1, 4, 7.
(A3) A path z1z2 . . . z9 with d(zi) = 2 for i = 2, 3, 5, 7, 8 and d(zi) = 3 for i = 1, 4, 6, 9.
(A4) An 11-face [u1u2 . . . u11] with d(ui) = 2 for i = 2, 3, 5, 7, 9, 11 and d(ui) = 3 for i = 1, 4, 6, 8, 10.
(A5) An 11-face [v1v2 . . . v11] with d(vi) = 2 for i = 2, 3, 5, 7, 9, 10 and d(vi) = 3 for i = 1, 4, 6, 8, 11.
Proof. Assume to the contrary that G contains none of the configurations (A1)–(A5). Since G is 2-connected, it follows that
δ(G) ≥ 2 and the boundary of every face of G forms a cycle. Since G does not contain (A1), there are no three consecutively
adjacent 2-vertices.
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Fig. 2. Configurations (B1)–(B7) in Lemma 9.
Fig. 3. Configurations (C1)–(C7) in Lemma 10.
To derive a contradiction, we make use of the discharging method. First, by Euler’s formula |V (G)| − |E(G)| + |F(G)| = 2
and the relation
∑
v∈V (G) d(v) =
∑
f∈F(G) d(f ) = 2|E(G)|, we can derive the following identity.−
v∈V (G)
(d(v)− 6)+
−
f∈F(G)
(2d(f )− 6) = −12. (1)
Next, we define a weight functionw byw(x) = d(x)−6 if x ∈ V (G) andw(x) = 2d(x)−6 if x ∈ F(G). It follows from (1)
that the total sum of weights is equal to−12. In what follows, we will define a discharging rule (R) and redistribute weights
accordingly. Once the discharging is finished, a new weight function w′ is produced. However, the total sum of weights is
kept fixed when the discharging is in process. Nevertheless, we can show thatw′(x) ≥ 0 for all x ∈ V (G) ∪ F(G). This leads
to the following obvious contradiction
0 ≤
−
x∈V (G)∪F(G)
w′(x) =
−
x∈V (G)∪F(G)
w(x) = −12 < 0
and hence demonstrates that no such counterexample can exist.
The discharging rule is defined as follows.
(R) Every face f sends 2 to each incident 2-vertex and 1 to each incident 3-vertex.
Let v ∈ V (G). Since G is 2-connected, d(v) ≥ 2. If d(v) = 2, thenw(v) = −4. Each of the two incident faces gives 2 to v
by (R). Thus,w′(v) = −4+ 2 · 2 = 0. If d(v) = 3, thenw(v) = −3. Each of the three incident faces gives 1 to v and hence
w′(v) = −3+ 3 · 1 = 0.
Let f ∈ F(G). Then d(f ) ≥ 11 because g(G) ≥ 11. Clearly, n2(f ) + n3(f ) = d(f ). If n3(f ) ≥ 6, then, by (R), we
have w′(f ) = w(f ) − 2n2(f ) − n3(f ) = 2d(f ) − 6 − 2(d(f ) − n3(f )) − n3(f ) = n3(f ) − 6 ≥ 0. If n3(f ) ≤ 4, then
n2(f ) = d(f ) − n3(f ) ≥ 11 − 4 = 7, and it is easy to inspect that b(f ) contains (A1) or (A2). Assume that n3(f ) = 5. If
d(f ) ≥ 12, then b(f )must contain one of (A1), (A2), and (A3). If d(f ) = 11, then Gmust contain one of (A1)–(A5). We always
get a contradiction. 
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Fig. 4. Configurations (D4)–(D5) in Lemma 11.
Theorem 1. If G is a planar graph with∆ = 3 and g(G) ≥ 11, then a′(G) = 3.
Proof. It is obvious that a′(G) ≥ ∆ = 3. To show that a′(G) ≤ 3, we make use of induction on the number of edges |E(G)|.
If |E(G)| ≤ 3, then G is obviously acyclically edge 3-colorable. Assume that G is a planar graph with∆ = 3, g(G) ≥ 11, and
|E(G)| ≥ 4, which is embedded in the plane. By Lemmas 1–3, wemay assume that G is 2-connected. By Lemma 8, G contains
one of the configurations (A1)–(A5). If G contains (A1) or (A2), the result follows from Lemmas 4 or 5.
(A3) G contains a path z1z2 . . . z9 with d(zi) = 2 for i = 2, 3, 5, 7, 8 and d(zi) = 3 for i = 1, 4, 6, 9.
Let z ′4 ≠ z3, z5 be the third neighbor of z4, and let z ′6 ≠ z5, z7 be the third neighbor of z6. Let H = G − z2z3. By the
induction assumption, H has an acyclic edge 3-coloring c using the color set C = {1, 2, 3}.
If c(z1z2) ≠ c(z3z4), we color z2z3 with a color in C \ {c(z1z2), c(z3z4)}. Otherwise, assume that c(z1z2) = c(z3z4) = 1,
c(z4z ′4) = 2, and c(z4z5) = 3. Furthermore, we assume:
(∗1) If z2z3 is assigned any color i ∈ {2, 3}, then Gwill contain a (1, i)-cycle.
It follows from (∗1) that c(z5z6) = 1. We need to consider two cases as follows:
(3.1) c(z6z ′6) = 2 and c(z6z7) = 3.
By (∗1), we have c(z7z8) = 1 and c(z8z9) = 3. We color or recolor the sequence of edges z2z3, z3z4, z4z5, z5z6, z6z7, z7z8
with the sequence of colors 2, 3, 1, 3, 1, 2, respectively.
(3.2) c(z6z ′6) = 3 and c(z6z7) = 2.
If c(z8z9) = 3, we color or recolor the sequence of edges z2z3, z3z4, z4z5, z5z6, z6z7, z7z8 with the sequence of colors
2, 3, 1, 2, 1, 2, respectively.
If c(z8z9) = 2, we color or recolor the sequence of edges z2z3, z3z4, z4z5, z5z6, z6z7, z7z8 with the sequence of colors
2, 3, 1, 2, 1, 3, respectively.
If c(z8z9) = 1, we color or recolor the sequence of edges z2z3, z3z4, z4z5, z5z6, z6z7, z7z8 with the sequence of colors
2, 3, 1, 2, 1, 2, respectively. On one hand, we note that the induced subgraph by any two color classes is a union of paths or
even cycles under a proper edge coloring. On the other hand, there exists a (1, 2)-path from z2 to z3 in H by (∗1). These facts
imply that no bichromatic cycles can be produced in G under the extended coloring.
(A4) G contains an 11-face f = [u1u2 . . . u11]with d(ui) = 2 for i = 2, 3, 5, 7, 9, 11 and d(ui) = 3 for i = 1, 4, 6, 8, 10.
For i ∈ {1, 4, 6, 8, 10}, let u′i denote the neighbor of ui which is not in the boundary of f . Let H = G − u2u3. By the
induction assumption, H has an acyclic edge 3-coloring c using the color set C = {1, 2, 3}.
If c(u1u2) ≠ c(u3u4), we color u2u3 with a color in C \{c(u1u2), c(u3u4)}. Otherwise, assume that c(u1u2) = c(u3u4) = 1,
c(u4u5) = 2, and c(u4u′4) = 3. Furthermore we assume:
(∗2) If u2u3 is assigned any color i ∈ {2, 3}, then Gwill contain a (1, i)-cycle.
It follows from (∗2) that c(u5u6) = c(u10u11) = 1. We need to handle two subcases:
(4.1) c(u1u′1) = 3.
Then c(u1u11) = 2 by (∗2). By symmetry, we consider three possibilities.
(4.1.1) c(u6u′6) = c(u10u′10) = 3.
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It is immediate to derive that c(u6u7) = u(u9u10) = 2 and c(u7u8) = c(u8u9) = 1. This contradicts the fact that c is a
proper edge coloring of H .
(4.1.2) c(u6u′6) = c(u10u′10) = 2.
It follows that c(u6u7) = u(u9u10) = c(u8u′8) = 3, and w.l.o.g., assume that c(u7u8) = 1 and c(u8u9) = 2. We color or
recolor the sequence of edges u2u3, u1u2, u1u11, u10u11, u9u10 with the sequence of colors 3, 2, 1, 3, 1, respectively.
(4.1.3) c(u6u′6) = 2 and c(u10u′10) = 3.
It follows that c(u6u7) = 3 and c(u9u10) = 2. Furthermore, by (∗2) we can deduce that c(u8u9) = 1 and c(u8u′8) = 2.
However, the edge u7u8 cannot be properly colored.
(4.2) c(u1u′1) = 2.
Then c(u1u11) = 3. By symmetry, we consider three cases as follows:
(4.2.1) c(u6u′6) = c(u10u′10) = 2.
It follows that c(u6u7) = c(u9u10) = c(u8u′8) = 3. Furthermore, by (∗2), we can deduce that c(u8u9) = 1 and
c(u7u8) = 2.We color or recolor the sequence of edges u2u3, u3u4, u4u5, u5u6, u6u7 with the sequence of colors 3, 2, 1, 3, 1,
respectively.
(4.2.2) c(u6u′6) = 2 and c(u10u′10) = 3.
It follows that c(u6u7) = 3 and c(u9u10) = 2. If c(u8u′8) = 1, we color or recolor the sequence of edges u2u3, u1u2, u1u11,
u10u11, u9u10 with the sequence of colors 2, 3, 1, 2, 1, respectively. By (∗2), no bichromatic cycles can be produced inG under
the extended coloring.
If c(u8u′8) ∈ {2, 3}, say c(u8u′8) = 2, then c(u7u8) = 1 and c(u8u9) = 3. We color or recolor the sequence of edges
u2u3, u1u2, u1u11, u10u11, u9u10 with the sequence of colors 2, 3, 1, 2, 1, respectively.
(4.2.3) c(u6u′6) = 3 and c(u10u′10) = 2.
It follows that c(u6u7) = 2 and c(u9u10) = 3. Furthermore, by (∗2) we derive that c(u7u8) = c(u8u9) = 1, which is a
contradiction.
(A5) G contains an 11-face f = [v1v2 . . . v11]with d(vi) = 2 for i = 2, 3, 5, 7, 9, 10 and d(vi) = 3 for i = 1, 4, 6, 8, 11.
For i ∈ {1, 4, 6, 8, 11}, let v′i denote the neighbor of vi which is not in the boundary of f . Let H = G − v2v3. By the
induction assumption, H has an acyclic edge 3-coloring c using the color set C = {1, 2, 3}.
If c(v1v2) ≠ c(v3v4), we color v2v3 with a color in C \{c(v1v2), c(v3v4)}. Otherwise, assume that c(v1v2) = c(v3v4) = 1,
c(v1v′1) = 2, and c(v1v11) = 3. Furthermore, assume:
(∗3) If v2v3 is assigned any color i ∈ {2, 3}, then Gwill contain a (1, i)-cycle.
It follows from (∗3) that c(v5v6) = 1. We need to handle some subcases.
(5.1) c(v11v′11) = 1 and c(v10v11) = 2.
(5.1.1) c(v4v′4) = 3 and c(v4v5) = 2.• c(v6v′6) = 2.
We color or recolor the sequence of edges v2v3, v3v4, v4v5, v5v6, v6v7, v9v10 with the sequence of colors 3, 2, 1, 3, 1, 3,
respectively. If c(v8v′8) = 1, we recolor v7v8 with 3 and v8v9 with 2. If c(v8v′8) = 2, we recolor v7v8 with 3 and v8v9 with 1.
If c(v8v′8) = 3, we recolor v7v8 with 2 and v8v9 with 1. By (∗3), no bichromatic cycles are produced in G under the extended
coloring.
• c(v6v′6) = 3.
Then c(v6v7) = 2. By (∗3), we further have c(v7v8) = 1. So c(v8v′8) ∈ {2, 3}. If c(v8v′8) = 2, we color or
recolor the sequence of edges v2v3, v3v4, v4v5, v5v6, v6v7, v7v8, v8v9, v9v10 with the sequence of colors 3, 2, 1, 2, 1, 3, 1, 3,
respectively. If c(v8v′8) = 3, we color or recolor the sequence of edges v2v3, v3v4, v4v5, v5v6, v6v7, v7v8, v8v9, v9v10 with
the sequence of colors 3, 2, 1, 2, 1, 2, 1, 3, respectively.
(5.1.2) c(v4v′4) = 2 and c(v4v5) = 3.• c(v6v′6) = 2.
Then c(v6v7) = c(v8v′8) = 3 and c(v7v8) = 1 by (∗3). We color or recolor the sequence of edges v2v3, v3v4, v4v5, v5v6,
v6v7, v7v8, v8v9, v9v10 with the sequence of colors 2, 3, 1, 3, 1, 2, 1, 3, respectively.
• c(v6v′6) = 3.
We color or recolor the sequence of edges v2v3, v3v4, v4v5, v5v6, v6v7 with the sequence of colors 2, 3, 1, 2, 1,
respectively. If c(v8v′8) = 1, we recolor v7v8 with 2, v8v9 with 3, and v9v10 with 1. If c(v8v′8) = 2, we recolor v7v8 with 3,
v8v9 with 1, and v9v10 with 3. If c(v8v′8) = 3, we recolor v7v8 with 2, v8v9 with 1, and v9v10 with 3. By (∗3), no bichromatic
cycles are produced in G under the extended coloring.
(5.2) c(v11v′11) = 2 and c(v10v11) = 1. Thus, c(v9v10) = 3 and c(v8v9) = 1.
(5.2.1) c(v4v′4) = 3 and c(v4v5) = 2.
By (∗3), we derive easily that c(v6v′6) = 2. Further, c(v6v7) = 3, c(v7v8) = 2, and c(v8v′8) = 3. We color or recolor the
sequence of edges v2v3, v3v4, v4v5, v5v6, v6v7 with the sequence of colors 3, 2, 1, 3, 1, respectively.
(5.2.2) c(v4v′4) = 2 and c(v4v5) = 3.
By (∗3), we can deduce that c(v6v′6) = c(v8v′8) = 3, but then c(v6v7) = c(v7v8) = 2, which is a contradiction. This
completes the proof of the theorem. 
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4. Case g(G) ≥ 8
This section is devoted to deal with the case where∆ = 4 and g(G) ≥ 8.
Lemma 9. Let G be a 2-connected plane graph with ∆ = 4 and g(G) ≥ 8. Then G contains one of the following
configurations (B1)–(B7), as shown in Fig. 2:
(B1) A path x1x2x3x4 with d(x2) = d(x3) = 2 and d(x4) ≤ 3.
(B2) A path y1y2 . . . y6 with d(yi) = 2 for i = 2, 3, 5, d(y6) ≤ 3, and d(y1) = d(y4) = 4.
(B3) A path z1z2 . . . z6 with d(z2) = d(z4) = 2 and d(z3) = d(z5) = 3.
(B4) A 3-vertex u adjacent to two 2-vertices u1, u2 and to a 3−-vertex u3.
(B5) A path s1s2 . . . s7 with d(s2) = d(s5) = 2 and d(s3) = d(s4) = d(s6) = 3.
(B6) An 8-face [v1v2 . . . v8] with d(v5) = 3, d(vi) = 2 for i = 2, 3, 6, 8, and d(vi) = 4 for i = 1, 4, 7.
(B7) A path t1t2 . . . t6 such that d(t2) = d(t5) = d(t ′3) = 2, d(t3) = d(t6) = 3, and d(t1) = d(t4) = 4, where t ′3 is the neighbor
of t3 different from t2 and t4.
Proof. Assume to the contrary that G contains none of the configurations (B1)–(B7). Since G is 2-connected, it follows that
δ(G) ≥ 2 and the boundary of every face of G forms a cycle. Since G does not contain (B1), there are no three consecutively
adjacent 2-vertices.
This time, Euler’s formula |V (G)| − |E(G)| + |F(G)| = 2 is rewritten in the following form:−
v∈V (G)
(d(v)− 4)+
−
f∈F(G)
(d(f )− 4) = −8. (2)
We define an initial weight function w by w(x) = d(x) − 4 for all x ∈ V (G) ∪ F(G). Afterwards, we give a discharging
rule as follows:
(R) Every face f sends 1 to each incident 2-vertex, and (w(f ) − n2(f ))/n3(f ) to each incident 3-vertex (provided
n3(f ) > 0).
Let w′ denote the resultant weight function once the discharging process is complete on G. It suffices to show that
w′(x) ≥ 0 for all x ∈ V (G) ∪ F(G).
Suppose that f = [v0v1 . . . vd(f )−1] is a face of G. For a vertex v ∈ b(f ), let τ(f → v) denote the weight transferred from
f to v according our rule (R).
Claim 1. If d(f ) ≥ 10 and v is a 3-vertex incident to f , then τ(f → v) ≥ 12 .
Proof. If n2(f ) ≤ d(f )−8, then τ(f → v) = (w(f )−n2(f ))/n3(f ) = (d(f )−4−n2(f ))/n3(f ) ≥ (d(f )−4−n2(f ))/(d(f )−
n2(f )) = 1− 4d(f )−n2(f ) ≥ 1− 48 = 12 .
Assume that n2(f ) = d(f ) − 7. If n4(f ) = 0, then G will contain (B1), (B3) or (B5). If n4(f ) ≥ 1, then n3(f ) =
d(f )− n2(f )− n4(f ) ≤ 7− 1 = 6 and hence τ(f → v) ≥ 16 · (w(f )− n2(f )) = 16 · (d(f )− 4− n2(f )) = 16 · (7− 4) = 12 .
Assume thatn2(f ) = d(f )−6. Ifn4(f ) ≥ 2, thenn3(f ) ≤ d(f )−n2(f )−2 = 6−2 = 4 and τ(f → v) ≥ 14 ·(w(f )−n2(f )) =
1
4 · (d(f )− 4− n2(f )) = 14 · (6− 4) = 12 . If n4(f ) ≤ 1, then it is easy to see that at least one of (B1) and (B3) occurs in b(f ),
a contradiction.
Assume that n2(f ) = d(f )− 5. If n3(f ) ≤ 2, then it is evident that τ(f → v) ≥ 12 . If n3(f ) ≥ 3, then b(f ) contains one of
(B1)–(B3).
Assume that n2(f ) = d(f )−4. If d(f ) ≥ 11, then it is easy to inspect that b(f ) contains (B1) or (B2). Otherwise, d(f ) = 10
and n2(f ) = 6. Since G contains neither (B1) nor (B2), we conclude that n3(f ) = 0.
If n2(f ) ≥ d(f )− 3 ≥ 7, then it is easy to inspect that b(f ) contains (B1) or (B2). The proof of Claim 1 is complete. 
Claim 2. Suppose that d(f ) = 9 and v is a 3-vertex incident to f . If f is a (2, 3, 3, 3, 2, 3, 3, 3, 3)-face or a
(2, 3, 2, 4, 2, 3, 3, 2, 4)-face, then τ(f → v) ≥ 13 ; otherwise, τ(f → v) ≥ 12 .
Proof. Clearly, w(f ) = 5. If n2(f ) ≥ 5, then either n3(f ) = 0, or b(f ) contains (B1) or (B2). If n2(f ) ≤ 1, then
τ(f → v) ≥ 18 · (5− 1) = 12 .
Assume that n2(f ) = 2. If n4(f ) ≥ 1, then n3(f ) ≤ 6 and τ(f → v) ≥ 16 · (5 − 2) = 12 . Assume that n4(f ) = 0 and so
n3(f ) = 7. Since G contains no (B1), (B3) and (B5), f must be a (2, 3, 3, 3, 2, 3, 3, 3, 3)-face, consequently τ(f → v) = 37 .
Assume that n2(f ) = 3. If n4(f ) ≥ 2, then n3(f ) ≤ 4 and τ(f → v) ≥ 14 · (5− 3) = 12 . Otherwise, G will contain one of
(B1), (B3), and (B5).
Assume that n2(f ) = 4. If n4(f ) ≥ 3, then n3(f ) ≤ 2 and hence τ(f → v) ≥ 12 . If n4(f ) ≤ 1, then G will contain (B1) or
(B3). Assume that n4(f ) = 2, and so n3(f ) = 3. If b(f ) has two adjacent 2-vertices, then G contains one of (B1)–(B3). Assume
that b(f ) has no adjacent 2-vertices. If f is a (2, 3, 2, 4, 2, 3, 3, 2, 4)-face, then τ(f → v) ≥ 13 . Otherwise, f contains (B3).
The proof of Claim 2 is complete. 
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Claim 3. Suppose that d(f ) = 8 and v is a 3-vertex incident to f . If f is a (2, 3, 2, 4, 2, k, 2, 4)-face for 3 ≤ k ≤ 4, then
τ(f → v) = 0; otherwise, τ(f → v) ≥ 13 .
Proof. We note thatw(f ) = 4. If n2(f ) ≥ 5, then b(f ) contains (B1) or (B2). If n2(f ) ≤ 2, then τ(f → v) ≥ 16 · (4− 2) = 13 .
Assume that n2(f ) = 3. If n3(f ) ≤ 3, then τ(f → v) ≥ 13 · (4− 3) = 13 . If n3(f ) ≥ 4, implying that n4(f ) ≤ 1 and further
b(f ) has no adjacent 2-vertices by (B1), then G contains (B3) or (B5).
Assume that n2(f ) = 4. If b(f ) contains adjacent 2-vertices, then either n3(f ) = 0, or f satisfies (B6), or b(f ) contains
(B1) or (B2). Assume that b(f ) contains no adjacent 2-vertices. If n3(f ) ≥ 3, then b(f ) contains (B3). If 1 ≤ n3(f ) ≤ 2, then
f is either a (2, 3, 2, 4, 2, k, 2, 4)-face with 3 ≤ k ≤ 4, or b(f ) contains (B3). The proof of Claim 3 is complete. 
Let f ∈ F(G). Since g(G) ≥ 8, d(f ) ≥ 8. By the proofs of Claims 1–3, we get n2(f ) ≤ d(f )− 4, hence (R) is well-defined. If
n3(f ) > 0, thenw′(f ) = w(f )− n2(f )− n3(f ) · w(f )−n2(f )n3(f ) = 0. Otherwise,w′(f ) = w(f )− n2(f ) = d(f )− 4− n2(f ) ≥ 0.
Let v ∈ V (G). Then 2 ≤ d(v) ≤ 4. If d(v) = 4, then w′(v) = w(v) = 0. If d(v) = 2, then w′(v) = 2− 4+ 2 · 1 = 0 by
(R).
Assume that d(v) = 3. Thenw(v) = −1. Let v1, v2, v3 be the neighbors of v, and f1, f2, f3 be the incident faces of v with
vv1, vv2 ∈ b(f1), vv2, vv3 ∈ b(f2), and vv3, vv1 ∈ b(f3). If each of f1, f2, f3 gives at least 13 to v, thenw′(v) ≥ −1+ 3 · 13 = 0.
Otherwise, by Claims 1–3, we may assume that τ(f3 → v) = 0 and d(f3) = 8. Let f3 = [vv1x1x2x3x4x5v3]. By Claim 3,
d(v1) = d(v3) = d(x2) = d(x4) = 2, d(x1) = d(x5) = 4, and 3 ≤ d(x3) ≤ 4. We will show that each of f1 and f2 gives at
least 12 to v, thereforew
′(v) ≥ −1+ 2 · 12 = 0.
Without loss of generality, assume the contrary that τ(f1 → v) < 12 . Since G contains no (B4), d(v2) = 4. This fact
and Claims 1 and 2 imply that d(f1) = 8. Let f1 = [vv1x1y1y2y3y4v2]. Let t denote the number of 2-vertices in the set
{y1, y2, y3, y4}. Since G contains no (B1), we have t ≤ 3. If t ≤ 1, i.e., n2(f1) ≤ 2, then it is easy to derive that τ(f1 → v) ≥ 12 ,
contradicting the assumption.
Assume that t = 3. By (B1), we have two possibilities: (1) If d(y1) = d(y2) = d(y4) = 2, then b(f1) contains (B2); (2) If
d(y1) = d(y3) = d(y4) = 2, then f1 satisfies (B6). We always get a contradiction.
Assume that t = 2. Then n2(f1) = t + 1 = 3. If at least one of y1, y2, y3, y4 is a 4-vertex, implying n4(f1) ≥ 3, then
τ(f1 → v) ≥ 12 · (4 − 3) = 12 , contradicting the assumption. So assume that d(yi) ≤ 3 for all i = 1, 2, 3, 4. Since G has
no (B1), it follows that d(y1) = d(y3) = 2 and d(y2) = d(y4) = 3, or d(y2) = d(y4) = 2 and d(y1) = d(y3) = 3, or
d(y1) = d(y4) = 2 and d(y2) = d(y3) = 3, we always obtain (B3) or (B7) in G. This proves the lemma. 
Theorem 2. If G is a planar graph with∆ = 4 and g(G) ≥ 8, then a′(G) = 4.
Proof. It is obvious that a′(G) ≥ ∆ = 4. To show that a′(G) ≤ 4, we make use of induction on the number of edges |E(G)|.
If |E(G)| ≤ 4, then G is obviously acyclically edge 4-colorable. Assume that G is a planar graph with ∆ = 4, g(G) ≥ 8,
|E(G)| ≥ 5, which is embedded in the plane. By Lemmas 2 and 3, we may assume that G is 2-connected. By Lemma 9, G
contains one of the configurations (B1)–(B7). If G contains (B1), (B2), (B3), or (B4), the result follows from Lemmas 4–6, or 7.
(B5) G contains a path P = s1s2 . . . s7 with d(s2) = d(s5) = 2 and d(s3) = d(s4) = d(s6) = 3.
For i ∈ {3, 4, 6}, let s′i denote the neighbor of si which is not in P . Let H = G− s4s5. By the induction assumption, H has
an acyclic edge 4-coloring c using a color set C = {1, 2, 3, 4}.
If c(s5s6) ∉ {c(s3s4), c(s4s′4)}, we color s4s5 with a ∈ C \ {c(s5s6), c(s3s4), c(s4s′4)}. Otherwise, assume that c(s5s6) = 1
and {c(s3s4), c(s4s′4)} = {1, 2}. If 2 ∈ {c(s6s7), c(s6s′6)}, we color s4s5 with a color in {3, 4} \ {c(s6s7), c(s6s′6)}. Otherwise,{c(s6s7), c(s6s′6)} = {3, 4}. Moreover, suppose that if s4s5 is assigned a color i ∈ {3, 4}, then Gwill contain a (1, i)-cycle. We
have to consider two cases as follows.
• c(s3s4) = 1 and c(s4s′4) = 2.
It follows that c(s1s2) = 1 and {c(s2s3), c(s3s′3)} = {3, 4}, say c(s2s3) = 3 and c(s3s′3) = 4. We color or recolor s2s3 with
2, s3s4 with 3, and s4s5 with 4.
• c(s3s4) = 2 and c(s4s′4) = 1.
If 4 ∉ {c(s2s3), c(s3s′3)}, we color s4s5with 4 and recolor s5s6with 2. For 3 ∉ {c(s2s3), c(s3s′3)}, wehave a similar argument.
Assume that c(s2s3) = 3 and c(s3s′3) = 4. If c(s1s2) ≠ 2, we color s4s5 with 3 and recolor s5s6 with 2. If c(s1s2) = 2, we
color s4s5 with 2, and recolor s2s3 with 1 and s3s4 with 3.
(B6) G contains an 8-face [v1v2 . . . v8]with d(v5) = 3, d(vi) = 2 for i = 2, 3, 6, 8, and d(vi) = 4 for i = 1, 4, 7.
Let v′5 denote the neighbor of v5 which is not in b(f ). For i = 1, 4, 7, let v′i , v′′i denote the neighbors of vi which are not
in b(f ). Let H = G− v2v3. By the induction assumption, H has an acyclic edge 4-coloring c using C = {1, 2, 3, 4}.
If c(v1v2) ≠ c(v3v4), we color v2v3 with a color in C \{c(v1v2), c(v3v4)}. Otherwise, assume that c(v1v2) = c(v3v4) = 1,
c(v1v8) = 4, and {c(v1v′1), c(v1v′′1 )} = {2, 3}. Further, we assume:
(∗4) If v2v3 is assigned any color i ∈ {2, 3, 4}, then Gwill contain a (1, i)-cycle.
We see that c(v7v8) = 1. If c(v4v5) = c(v6v7) = 4 and c(v5v6) = 1, we may assume that c(v5v′5) = 2 by symmetry.
We color or recolor the sequence of edges v2v3, v1v2, v1v8, v7v8, v6v7, v5v6 with the sequence of colors 2, 4, 1, 4, 1, 3,
respectively. Otherwise, we only need to handle some subcases as follows.
(6.1) 4 ∈ {c(v4v′4), c(v4v′′4 )}.
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Without loss of generality, assume that c(v4v5) = 3. By (∗4), c(v5v′5) = 1 and 4 ∈ {c(v7v′7), c(v7v′′7 )}. We have to
consider two subcases:
(6.1.1) c(v5v6) = 2.
Then c(v6v7) = 3 and2 ∈ {c(v7v′7), c(v7v′′7 )}.We color or recolor the sequence of edges v2v3, v1v2, v1v8, v7v8, v6v7, v5v6
with the sequence of colors 2, 4, 1, 3, 1, 4, respectively. The statement (∗4) implies that no bichromatic cycles are produced
in G.
(6.1.2) c(v5v6) = 4.
Then c(v6v7) = a ∈ {2, 3}. We color or recolor the sequence of edges v2v3, v1v2, v1v8, v7v8, v6v7 with the sequence of
colors 2, 4, 1, a, 1, respectively. The statement (∗4) implies that no bichromatic cycles are produced in G.
(6.2) c(v4v5) = 4 and c(v6v7) ∈ {2, 3}.
Then {c(v4v′4), c(v4v′′4 )} = {2, 3} and 1 ∈ {c(v5v6), c(v5v′5)}. By (∗4), c(v5v′5) = 1. Further, assume that c(v6v7) = 3.
It follows that c(v5v6) = 2 and {c(v7v′7), c(v7v′′7 )} = {2, 4}. We color or recolor the sequence of edges v2v3, v1v2, v1v8,
v7v8, v6v7, v5v6 with the sequence of colors 2, 4, 1, 3, 1, 3, respectively.
(B7) G contains a path t1t2 . . . t6 such that d(t2) = d(t5) = d(t ′3) = 2, d(t3) = d(t6) = 3, d(t1) = d(t4) = 4, where t ′3 is
the neighbor of t3 different from t2 and t4.
Let t ′4 and t
′′
4 denote the neighbors of t4 different from t3 and t5. Let H = G− t2t3. By the induction assumption, H has an
acyclic edge 4-coloring c using C = {1, 2, 3, 4}.
If c(t1t2) ∉ C(t3), we color t2t3with a color in C\({c(t1t2)}∪C(t3)). Otherwise, assume that c(t1t2) = 1 and C(t3) = {1, 2}.
If c(t3t ′3) = 1, we color t2t3 with a color in C \ (C(t3) ∪ C(t ′3)). So, assume that c(t3t4) = 1 and c(t3t ′3) = 2. Further, we
assume:
(∗5) If t2t3 is assigned any color i ∈ {3, 4}, then Gwill contain a (1, i)-cycle.
If H contains no (1, 2)-path from t2 to t3 through t4, we recolor t3t ′3 with a color in {3, 4} \ C(t ′3), and color t2t3 with 2.
So, assume that H contains a (1, 2)-path from t2 to t3, and by (∗5), we can deduce that c(t5t6) = 1 and c(t4t5) ∈ C(t6). Let
a = c(t4t5). We first recolor t5t6 with a color in C \ C(t6), and color t4t5 with 1. If a = 2, then we recolor t3t ′3 with a color
b ∈ C \ (C(t ′3) ∪ {1}), t3t4 with 2, and color t2t3 with a color in C \ {1, 2, b}. Otherwise, assume that a = 3. We first recolor
t3t4 with 3, and color t2t3 with 4. If c(t ′3t
′′
3 ) ≠ 3, where t ′′3 ≠ t3 is the second neighbor of t ′3, we are done. Otherwise, we
recolor t3t ′3 with 1. 
5. Case g(G) ≥ 7
Suppose that f ∗ = [v1v2 . . . v7] is a 7-face with d(v2) = d(v4) = d(v6) = 2, d(v1) = 3, d(v5) = d(v7) = 4, and
d(v3) = 5. Let v′1 ≠ v2, v7 be the third neighbor of v1. Let f be the adjacent face of f ∗ with v1v7 as a common boundary
edge. If d(v′1) ≥ 3, we say that f ∗ is a sink of f , or f is a source of f ∗ across the common edge v1v7. We use sink(f ) to denote
the number of sinks of a face f .
Lemma 10. Let G be a 2-connected plane graph with ∆ ≥ 5 and g(G) ≥ 7. Then G contains one of the following
configurations (C1)–(C7), as shown in Fig. 3:
(C1) A path x1x2x3 with d(x2) = 2 and d(x1)+ d(x3) ≤ ∆+ 1.
(C2) A path y1y2 . . . y6 with d(y2) = d(y3) = d(y5) = 2, d(y1) = d(y4) = ∆, and d(y6) ≤ ∆− 1.
(C3) A path z1z2 . . . z5 with d(z2) = d(z4) = 2, d(z1), d(z3) ≥ 3, and d(z1)+ d(z3) = ∆+ 2.
(C4) A 3-vertex v adjacent to two 2-vertices v1, v2 and a vertex v3 with d(v3) ≤ ∆− 1.
(C5) A path t1t2 . . . t6 with d(t2) = d(t4) = 2, d(t1) = d(t5) = 3, d(t3) = 5, and d(t6) ≤ 3.
(C6) A 7-face [u1u2 . . . u7] with d(u1) = d(u4) = d(u6) = 2, d(u2) = d(u3) = 3, d(u5) = d(u7) = 5, where∆ = 5.
(C7) a 7-face [w1w2 . . . w7] with d(wi) = 2 for i = 2, 3, 5, 7 and d(wi) = 5 for i = 1, 4, 6.
Proof. Assume to the contrary that G contains none of the configurations (C1)–(C7). Since G is 2-connected, it follows that
δ(G) ≥ 2 and the boundary of every face of G forms a cycle. Since G does not contain (C1) and∆ ≥ 5, no 2-vertex is adjacent
to two vertices of degree at most 3.
We define an initial weight function w by w(v) = d(v)− 6 for v ∈ V (G) and w(f ) = 2d(f )− 6 for f ∈ F(G). It follows
from the formula (1) in Section 3 that the total sum ofweights is equal to−12. To compete the proof, we define the following
discharging rules:
(R1) Every face f sends (6− d(v))/d(v) to each incident vertex v with d(v) ≤ 5.
(R2) Every source f sends 15 to each of its adjacent sinks f
′ across their common boundary edge.
Let w′ denote the resultant weight function once the discharging process is complete on G. It suffices to show that
w′(x) ≥ 0 for all x ∈ V (G) ∪ F(G).
Let v ∈ V (G). Since G is 2-connected, d(v) ≥ 2. If d(v) ≥ 6, then w′(v) = w(v) = d(v) − 6 ≥ 0. If d(v) ≤ 5, then
w′(v) = w(v)+ d(v) · 6−d(v)d(v) = d(v)− 6+ d(v) · 6−d(v)d(v) = 0 by (R1).
Let f = [v0v1 · · · vd(f )−1] ∈ F(G). For 0 ≤ i ≤ d(f ) − 1, let fi denote the face adjacent to f with vivi+1 as a
common boundary edge, where indices are taken modulo d(f ). By definition, if fi is a sink of f across the edge vivi+1, then
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{d(vi), d(vi+1)} = {3, 4}, moreover d(vi−1) ≥ 3 if d(vi) = 3, or d(vi+2) ≥ 3 if d(vi+1) = 3. Thus, the following assertions
(a)–(c) hold obviously:
(a) If d(vi) ∉ {3, 4}, then fi−1 is not a sink of f across vi−1vi, and fi is not a sink of f across vivi+1.
(b) If d(vi−1) = d(vi+2) = 2, then fi is not a sink of f .
(c) sink(f ) ≤ n3(f )+ n4(f ), and n4(f ) ≥ ⌈sink(f )/2⌉.
Since g(G) ≥ 7, we see that d(f ) ≥ 7. It is easy to observe that n2(f ) ≤ d(f )− 4 since G contains none of (C1), (C2) and
(C7). Assume that n2(f ) = d(f ) − k with k ≥ 4. Thus, sink (f ) ≤ n3(f ) + n4(f ) ≤ d(f ) − n2(f ) = k by (c). Moreover, we
note that 2d(f )− 6− 2n2(f ) = 2k− 6. We need to consider the following cases:
Case 1. k ≥ 8.
By (R1) and (R2), we havew′(f ) ≥ 2d(f )− 6− 2n2(f )− k · 1− 15 · k = 2k− 6− 65k ≥ 4·85 − 6 = 25 by (R1) and (R2).
Case 2. k = 7.
If sink(f ) ≤ 5, thenw′(f ) ≥ 2k− 6− 7 · 1− 5 · 15 = 0. If sink(f ) ≥ 6, then b(f ) has at least three 4-vertices by (c), hence
w′(f ) ≥ 2k− 6− 4 · 1− 3 · 12 − 7 · 15 = 1110 .
Case 3. k = 6.
It is easy to see that 2d(f ) − 6 − 2n2(f ) = 2k − 6 = 6. If n5+(f ) ≥ 1, then sink(f ) ≤ 4 or sink(f ) = 5 and b(f ) has at
least one 4-vertex by (a) and (c), hencew′(f ) ≥ 6− 5 · 1− 1 · 15 − 4 · 15 = 0 orw′(f ) ≥ 6− 4 · 1− 1 · 12 − 1 · 15 − 5 · 15 = 310 .
Otherwise, we assume that n5+(f ) = 0, i.e., n3(f )+ n4(f ) = 6. If n4(f ) ≥ 3, then w′(f ) ≥ 6− 3 · 1− 3 · 12 − 6 · 15 = 310 . If
n4(f ) = 2, then sink(f ) ≤ 4 by (c), hencew′(f ) ≥ 6− 4 · 1− 2 · 12 − 4 · 15 = 15 . If n4(f ) = 1, then sink(f ) ≤ 2 by (c), hence
w′(f ) ≥ 6− 5 · 1− 1 · 12 − 2 · 15 = 110 . If n4(f ) = 0, then sink(f ) = 0 by definition, hencew′(f ) ≥ 6− 6 · 1 = 0.
Case 4. k = 5.
It follows that 2d(f )− 6− 2n2(f ) = 2k− 6 = 4. If b(f ) contains two adjacent 2-vertices, then b(f ) contains at least two
∆-vertices. In this case, sink(f ) ≤ 3, and hence w′(f ) ≥ 4 − 3 · 1 − 2 · 15 − 3 · 15 = 0. Otherwise, assume that b(f ) has no
adjacent 2-vertices. It implies that d(f ) ≤ 10. We have to consider three subcases as follows:
(4.1) 9 ≤ d(f ) ≤ 10.
By (C1), b(f ) has at least two 4+-vertices. Since sink(f ) = 0 by (b), we get thatw′(f ) ≥ 4− 3 · 1− 2 · 12 = 0.
(4.2) d(f ) = 8.
(4.2.1) d(vi) = 2 for i = 0, 2, 4.
Now sink(f ) ≤ 2. By symmetry, wemay assume that d(v1) ≤ d(v3). If d(v1) = 3, then d(v3), d(v7) ≥ 5 by (C1) and (C3),
and hence w′(f ) ≥ 4 − 3 · 1 − 2 · 15 − 2 · 15 = 15 . If d(v1) ≥ 5, then we similarly derive that w′(f ) ≥ 0. If d(v1) = 4, then
d(v3), d(v7) ≥ 4 by (C1) and (C3), hencew′(f ) ≥ 4− 2 · 1− 3 · 12 − 2 · 15 = 110 .
(4.2.2) d(vi) = 2 for i = 0, 2, 5.
We first note that sink(f ) = 0. By (C1), at least two of v1, v3, v4, v6, v7 are 4+-vertices and hencew′(f ) ≥ 4− 3 · 1− 2 ·
1
2 = 0.
(4.3) d(f ) = 7.
(4.3.1) d(v0) = d(v2) = 2.
We note that sink(f ) ≤ 3. The proof is split into the following four subcases:
(4.3.1.1) d(v1) = 3. By (C1) and (C3), d(v3) = d(v6) = ∆, thusw′(f ) ≥ 4− 3 · 1− 2 · 15 − 3 · 15 = 0.
(4.3.1.2) d(v1) = 4. By (C1) and (C3), d(v3), d(v6) ≥ ∆ − 1 ≥ 4. If at least one of v3 and v6 is a 5+-vertex, then
w′(f ) ≥ 4− 2 · 1− 2 · 12 − 1 · 15 − 3 · 15 = 15 . Otherwise, d(v3) = d(v6) = 4 and∆ = 5. Noting that sink(f ) ≤ 2, we have
w′(f ) ≥ 4− 2 · 1− 3 · 12 − 2 · 15 = 110 .
(4.3.1.3) d(v1) = 5. If at least two of v3, v4, v5, v6 are 4+-vertices, then w′(f ) ≥ 4 − 2 · 1 − 2 · 12 − 1 · 15 − 3 · 15 = 15 .
Otherwise, at most one of v3, v4, v5, v6 is a 4+-vertex. By (C1) and (C3), we see that∆ = 5. If d(v3) = d(v6) = 3, (C5) exists
in G, a contradiction. Otherwise, we may assume that d(v3) ≥ 4 and d(v4) = d(v5) = d(v6) = 3. It follows that sink(f ) ≤ 1
and hencew′(f ) ≥ 4− 3 · 1− 1 · 12 − 1 · 15 − 1 · 15 = 110 .
(4.3.1.4) d(v1) ≥ 6. If sink(f ) = 0, then w′(f ) ≥ 4 − 4 · 1 = 0. If 1 ≤ sink(f ) ≤ 2, then b(f ) has at least one 4+-vertex
other than v1, thusw′(f ) ≥ 4− 3 · 1− 1 · 12 − 2 · 15 = 110 . If sink(f ) = 3, then b(f ) has at least two 4+-vertices other than
v1, thusw′(f ) ≥ 4− 2 · 1− 2 · 12 − 3 · 15 = 25 .
(4.3.2) d(v0) = d(v3) = 2.
It is immediate to see that sink(f ) ≤ 2. If at least three of v1, v2, v4, v5, v6 are 4+-vertices, then w′(f ) ≥ 4− 2 · 1− 3 ·
1
2 − 2 · 15 = 110 . Otherwise, by (C1), exactly one of v1 and v6 is a 4+-vertex, and exactly one of v2 and v4 is a 4+-vertex. Thus,
d(v5) = 3. If sink(f ) = 0, thenw′(f ) ≥ 4− 3 · 1− 2 · 12 = 0. Assume that sink(f ) ≥ 1, implying that at least one of v4 and
v6 is a 4-vertex, say d(v4) = 4. This implies d(v2) = 3 and∆ = 5 by (C1). We have two subcases as follows:
(4.3.2.1) d(v6) ≥ 4 and d(v1) = d(v2) = 3.
If d(v6) ≥ 5, then sink(f ) ≤ 1 andw′(f ) ≥ 4− 3 · 1− 1 · 12 − 1 · 15 − 1 · 15 = 110 . If d(v6) = 4, we assert that f4 and f5 are
not sinks of f , and hencew′(f ) ≥ 4−3 ·1−2 · 12 = 0. Suppose to the contrary that f4 is a sink of f , say f4 = [v4x1x2x3x4x5v5]
such that d(x1) = d(x3) = d(x5) = 2, d(x2) = 4 and d(x4) = 5. Then v2v3v4x1x2 is a configuration (C3), a contradiction. A
similar argument works for f5.
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(4.3.2.2) d(v1) ≥ 4 and d(v2) = d(v6) = 3.
Obviously, f5 is not a sink of f . If f4 is a sink of f , we can obtain a similar contradiction as in (4.3.2.1). Thus, sink(f ) = 0
andw′(f ) ≥ 4− 3 · 1− 2 · 12 = 0.
Case 5. k = 4.
It follows that 2d(f )− 6− 2n2(f ) = 2k− 6 = 2. We consider two cases as follows:
(5.1) b(f ) has two adjacent 2-vertices.
Without loss of generality, assume that d(v3) = d(v4) = 2. Then d(v2) = d(v5) = ∆ ≥ 5 by (C1). If d(v1) = 2, then
d(v0) = ∆ by (C2), sink(f ) = 0, and w′(f ) ≥ 2 − 1 · 1 − 3 · 15 = 25 . Otherwise, we may assume that d(v1), d(v6) ≥ 3. By
(C1) and (C2), d(f ) ≤ 8 and sink(f ) = 0. If d(f ) = 8, then b(f ) has four∆-vertices, and w′(f ) ≥ 2− 4 · 15 = 65 . If d(f ) = 7,
then at least one of v1 and v6 is a 4+-vertex. Thus,w′(f ) ≥ 2− 1 · 1− 1 · 12 − 2 · 15 = 110 .
(5.2) b(f ) has no two adjacent 2-vertices.
It implies that d(f ) ≤ 8 and sink(f ) = 0.
(5.2.1) d(f ) = 8.
Assume that d(vi) = 2 for i = 0, 2, 4, 6. If d(vi) ≥ 4 for all i = 1, 3, 5, 7, thenw′(f ) ≥ 2− 4 · 12 = 0. Otherwise, we may
assume that d(v1) = 3. Then both v3 and v7 are∆-vertices by (C1) and (C3). If∆ ≥ 6, thenw′(f ) ≥ 2− 2 · 1 = 0. If∆ = 5,
then d(v5) ≥ 4 by (C5), hencew′(f ) ≥ 2− 1 · 1− 1 · 12 − 2 · 15 = 110 .
(5.2.2) d(f ) = 7.
We may assume that d(vi) = 2 for i = 0, 2, 4. If d(vi) ≥ 4 for all i = 1, 3, 5, 6, then w′(f ) ≥ 2 − 4 · 12 = 0. Otherwise,
assume that d(v1) ≤ d(v3) by symmetry and discuss some subcases, depending on the degree of v1.
(5.2.2.1) d(v1) = 3. Then d(v3) = d(v6) = ∆ by (C1) and (C3). If ∆ ≥ 6, then w′(f ) ≥ 2 − 2 · 1 = 0. If ∆ = 5, then
d(v5) ≥ 4 by (C5), thusw′(f ) ≥ 2− 1 · 1− 1 · 12 − 2 · 15 = 110 .
(5.2.2.2) d(v1) = 4. By (C1) and (C3), d(v6) ≥ 4. Noting that d(v3) ≥ d(v1) ≥ 4, this implies that d(v5) = 3, so
d(v3) = ∆ by (C1) and (C3). If ∆ ≥ 6, then w′(f ) ≥ 2 − 1 · 1 − 2 · 12 = 0. Assume that ∆ = 5. If d(v6) = 5, then
w′(f ) ≥ 2 − 1 · 1 − 1 · 12 − 2 · 15 = 110 . If d(v6) = 4, let v′5 be the neighbor of v5 different from v4, v6. If d(v′5) = 2, then
G contains (C4), which is impossible. If d(v′5) ≥ 3, then f5 is a source of f and thus f5 gives 15 to f by (R2). Consequently,
w′(f ) ≥ 2+ 15 − 1 · 1− 2 · 12 − 1 · 15 = 0.
(5.2.2.3) d(v1) = 5. If d(v6) ≥ 4, thenw′(f ) ≥ 2− 1 · 1− 1 · 12 − 2 · 15 = 110 . So assume that d(v6) = 3. This implies that
∆ = 5 by (C1) and (C3). Therefore, d(v3) = 5. If d(v5) = 3, thenwe get (C6). Otherwise,w′(f ) ≥ 2−1 ·1−1 · 12 −2 · 15 = 110 .
(5.2.2.4) d(v1) ≥ 6. It is easy to derive thatw′(f ) ≥ 2− 2 · 1 = 0. 
Theorem 3. If G is a planar graph with∆ ≥ 5 and g(G) ≥ 7, then a′(G) = ∆.
Proof. It is obvious that a′(G) ≥ ∆. To show that a′(G) ≤ ∆, we make use of induction on the number of edges |E(G)|.
If |E(G)| ≤ 5, then G is obviously acyclically edge ∆-colorable. Assume that G is a planar graph with ∆ ≥ 5, g(G) ≥ 7,
|E(G)| ≥ 6, which is embedded in the plane. By Lemmas 2 and 3, we may assume that G is 2-connected. By Lemma 10, G
contains one of the configurations (C1)–(C7). If G contains (C1)–(C3) or (C4), the result follows from Lemmas 4–6 or 7.
(C5) G contains a path t1t2 . . . t6 with d(t2) = d(t4) = 2, d(t1) = d(t5) = 3, d(t3) = 5, and d(t6) ≤ 3.
If ∆ ≥ 6, then (C1) or (C3) is implied in (C5) and the proof has been established previously. So suppose that ∆ = 5. Let
t ′1, t
′′
1 be the neighbors of t1 different from t2. Let t
′
5 be the neighbor of t5 different from t4 and t6.
Let H = G− t4t5. By the induction assumption, H has an acyclic edge 5-coloring c using the color set C = {1, 2, . . . , 5}.
If c(t3t4) ∉ {c(t5t6), c(t5t ′5)}, we color t4t5 with a color in C \{c(t3t4), c(t5t6), c(t5t ′5)}. Otherwise, assume that c(t3t4) = 1
and {c(t5t6), c(t5t ′5)} = {1, 2}. If c(t5t6) = 1, we color t4t5 with a color in C \ (C(t6) ∪ {2}). Since |C | = 5 and|C(t6)| = d(t6) ≤ 3, the coloring is available. Otherwise, c(t5t6) = 2 and c(t5t ′5) = 1. Moreover, assume:
(∗6) If t4t5 is assigned any color i ∈ {3, 4, 5}, then Gwill contain a (1, i)-cycle.
It suffices to consider the following two cases:
If c(t2t3) = 2, we recolor or color t1t2 with a color in {3, 4, 5} \ {c(t1t ′1), c(t1t ′′1 )}, t2t3 with 1, t3t4 with 2, t4t5 with a color
in C \ (C(t6) ∪ {1}).
If c(t2t3) = 3, we see that c(t1t2) = 1 and 3 ∈ {c(t1t ′1), c(t1t ′′1 )} by (∗6). Recolor or color t1t2 with a color in{2, 4, 5} \ {c(t1t ′1), c(t1t ′′1 )}, t2t3 with 1, t3t4 with 3, and t4t5 with 4.
(C6) G contains a 7-face [u1u2 . . . u7] with d(u1) = d(u4) = d(u6) = 2, d(u2) = d(u3) = 3, d(u5) = d(u7) = 5, and
∆ = 5.
For i ∈ {2, 3}, let u′i denote the neighbor of ui which is not on the boundary of f . Let H = G − u1u2. By the induction
assumption,H has an acyclic edge 5-coloring c using C = {1, 2, . . . , 5}. If c(u1u7) ∉ {c(u2u3), c(u2u′2)}, we color u1u2 with a
color in C \{c(u1u7), c(u2u3), c(u2u′2)}. Otherwise, assume that c(u1u7) = 1 and {c(u2u3), c(u2u′2)} = {1, 2}. If c(u2u3) = 1,
we color u1u2 with a color in C \ {1, 2, c(u3u4), c(u3u′3)}. So suppose that c(u2u3) = 2 and c(u2u′2) = 1.
Let y1, y2, y3 be the neighbors of u5 different from u4 and u6. Assume:
(∗7) If u1u2 is assigned any color i ∈ {3, 4, 5}, then Gwill contain a (1, i)-cycle.
We have some cases to be argued:
(6.1) c(u6u7) = 2.
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If c(u5u6) ≠ 1, we color or recolor v6v7 with 1, u1u7 with 2, and u1u2 with a color in C \ {1, 2, c(u3u4), c(u3u′3)}. Assume
that c(u5u6) = 1. Let c(u4u5) = a. We have two subcases:
(6.1.1) {c(u3u4), c(u3u′3)} ⊆ {3, 4, 5}, say c(u3u4) = 3 and c(u3u′3) = 4.
We color or recolor the sequence of edges u4u5, u5u6, u6u7, u1u7, u1u2, u2u3 with the sequence of colors 1, a, 1, 2, 3, 5,
respectively.
(6.1.2) {c(u3u4), c(u3u′3)} ⊈ {3, 4, 5}, say {c(u3u4), c(u3u′3)} = {1, 3}.
(6.1.2.1) c(u3u′3) = 1 and c(u3u4) = 3.
Recolor u2u3 with 4 and color u1u2 with 2. If there is no (1, 2)-cycle in G, we are done. Otherwise, it follows that
2 ∈ {c(u5y1), c(u5y2), c(u5y3)}. Thus, a ∈ {4, 5}. We color or recolor the sequence of edges u1u2, u2u3, u3u4, u4u5, u5u6,
u6u7, u1u7 with the sequence of colors 3, 2, a, 1, a, 1, 2, respectively.
(6.1.2.2) c(u3u′3) = 3 and c(u3u4) = 1.
Recolor u2u3 with 4 and color u1u2 with 2. If there is no (1, 2)-cycle in G, we are done. Otherwise, we have c(u5u6) = 1
and 2 appears in a neighbor of u5 different from u4, u6. Thus, a ∈ {3, 4, 5}. We color or recolor the sequence of edges
u1u2, u2u3, u3u4, u4u5, u5u6, u6u7, u1u7 with the sequence of colors 3, 4, 2, 1, a, 1, 2, respectively.
(6.2) c(u6u7) ≠ 2, say c(u6u7) = 3.
Then c(u5u6) = 1 by (∗7). We have two possibilities below.
(6.2.1) c(u4u5) = 3.
It follows that c(u3u4) = 1 and c(u3u′3) = 3. Recolor u2u3 with 4 and color u1u2 with 2. If there is no (1, 2)-cycle in G, we
are done. Otherwise, we color or recolor the sequence of edges u1u2, u2u3, u3u4, u4u5, u5u6, u6u7, u1u7 with the sequence
of colors 2, 4, 2, 1, 3, 1, 3, respectively.
(6.2.2) 3 ∈ {c(u5y1), c(u5y2), c(u5y3)}.
Let a = c(u4u5). We first recolor u4u5, u5u6, u6u7, u7u1 with 1, a, 1, 3, and color u1u2 with 4. If c(u4u3) = 3 or
c(u4u3) ∈ {4, 5} and c(u3u′3) ≠ 1, we are done. If c(u4u3) ∈ {4, 5} and c(u3u′3) = 1, we recolor u3u4 with 3. Otherwise,
c(u3u4) = 1. Then we recolor u3u4 with a color in {3, 4, 5} \ C(u3). Noting that H contains a (1, 3)-path from u5 to u2 by
(∗7), this implies that there cannot be a (1, 3)-path from u5 to u3, and no bichromatic cycles can be produced in G under the
extended coloring.
(C7) G contains a 7-face [w1w2 . . . w7]with d(wi) = 2 for i = 2, 3, 5, 7, and d(wi) = 5 for i = 1, 4, 6.
LetH = G−w2w3. By the induction assumption,H has an acyclic edge 5-coloring c using C = {1, 2, . . . ,∆}. If c(w1w2) ≠
c(w3w4), we color w2w3 with a color in C \ {c(w1w2), c(w3w4)}. Otherwise, assume that c(w1w2) = c(w3w4) = 1. We
claim that there is a color a ∈ C \ {1} such that whenw2w3 is colored with a, G contains no (1, a)-cycle. Thus, we may color
w2w3 with a. Assume to the contrary that, for any i ∈ C \ {1}, Gwill contain a (1, i)-cycle wheneverw2w3 is colored with i.
It is easy to derive that c(w5w6) = c(w6w7) = 1, contradicting the definition of c. 
6. Case g(G) ≥ 6
Lemma 11. Let G be a 2-connected plane graph with ∆ ≥ 8 and g(G) ≥ 6. Then G contains one of the following
configurations (D1)–(D5), where (D4) and (D5) are depicted in Fig. 4
(D1) A path x1x2x3 with d(x2) = 2 and d(x1)+ d(x3) ≤ ∆+ 1.
(D2) A path y1y2 . . . y6 with d(y2) = d(y3) = d(y5) = 2, d(y1) = d(y4) = ∆, and d(y6) ≤ ∆− 1.
(D3) A path z1z2 . . . z5 with d(z2) = d(z4) = 2, d(z1), d(z3) ≥ 3 and d(z1)+ d(z3) = ∆+ 2.
(D4) A 6-face [u1u2 . . . u6] with d(u2) = d(u4) = 2, d(u1) = 3, d(u3) = ∆, d(u5), d(u6) ≤ 5, andmin{d(u5), d(u6)} = 3.
(D5) A 6-face [v1v2 . . . v6] such that d(vi) = 2 for i = 1, 3, 5 and one of the following holds:
(D5.1) d(v2) = 3, d(v4) = d(v6) = ∆, and 8 ≤ ∆ ≤ 11;
(D5.2) d(v2) = 4, d(v4) = 7, 7 ≤ d(v6) ≤ 8, and∆ = 8;
(D5.3) d(v2) = 5, d(v4) = 6, 6 ≤ d(v6) ≤ 7, and∆ = 8.
Proof. Assume to the contrary that G contains none of the configurations (D1)–(D5). Then δ(G) ≥ 2 and the boundary of
every face of G forms a cycle. Since G does not contain (D1) and∆ ≥ 8, no 2-vertex is adjacent to two vertices of degree at
most 4.
Again, we define an initial weight function w by w(v) = d(v) − 6 for v ∈ V (G) and w(f ) = 2d(f ) − 6 for f ∈ F(G). It
follows from the formula (1) in Section 3 that the total sum of weights is equal to−12. New discharging rules are designed
as follows:
(R1) Every face f sends (6− d(v))/d(v) to each incident vertex v with d(v) ≤ 5.
(R2) Every 7+-vertex u sends (d(u)− 6)/d(u) to each incident face.
Let w′ denote the resultant weight function once the discharging process is complete on G. It suffices to show that
w′(x) ≥ 0 for all x ∈ V (G) ∪ F(G).
Let v ∈ V (G). Since G is 2-connected, d(v) ≥ 2. If d(v) ≤ 5, thenw′(v) = w(v)+ d(v) · 6−d(v)d(v) = 0 by (R1). If d(v) = 6,
thenw′(v) = w(v) = 0. If d(v) ≥ 7, thenw′(v) = w(v)− d(v) · d(v)−6d(v) = 0 by (R2).
Let f = [v1v2 . . . vd(f )] ∈ F(G). Since g(G) ≥ 6, d(f ) ≥ 6. The proof is split into the following cases:
Case 1. n2(f ) ≤ d(f )− 6.
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It is easy to derive that w′(f ) = w(f ) − 2n2(f ) − n3(f ) − 12n4(f ) − 15n5(f ) ≥ 2d(f ) − 6 − 2n2(f ) − (d(f ) − n2(f )) =
d(f )− 6− n2(f ) ≥ 0 by (R1).
Case 2. n2(f ) = d(f )− 5.
Since d(f ) ≥ 6, b(f ) has at least one 2-vertex, say v2. Assume that d(v1) ≤ d(v3). SinceG contains no (D1), d(v1)+d(v3) ≥
∆ + 2 ≥ 8 + 2 = 10. If d(v3) ≥ 6, then τ(f → v3) = 0. Otherwise, d(v1) = d(v3) = 5, it follows from (R1)
that τ(f → v1) = τ(f → v3) = 15 . Thus, we always have that τ(f → v1) + τ(f → v3) ≤ 1. Consequently,
w′(f ) ≥ 2d(f )− 6− 2n2(f )− 3 · 1− 1 = 2(d(f )− n2(f ))− 10 = 0.
Case 3. n2(f ) = d(f )− 4.
If b(f ) contains two adjacent 2-vertices, say v2, v3, then both v1 and v4 are ∆-vertices by (D1). Thus, w′(f ) ≥ 2d(f ) −
6− 2n2(f )− 2 · 1 = 0 by (R1). Otherwise, we derive that n2(f ) ≤ ⌊d(f )/2⌋ and hence d(f ) ≤ 8.
(3.1) If d(f ) = 8, then w(f ) = 10, n2(f ) = 4, and f is a (2, 3+, 2, 3+, 2, 3+, 2, 3+)-face, say d(vi) = 2 for i = 1, 3, 5, 7
and d(vi) ≥ 3 for i = 2, 4, 6, 8. Similar to the previous case, we can conclude that τ(f → v2) + τ(f → v4) ≤ 1 and
τ(f → v6)+ τ(f → v8) ≤ 1. Thus,w′(f ) ≥ 10− 4 · 2− 2 · 1 = 0.
(3.2) If d(f ) = 7, then w(f ) = 8, n2(f ) = 3, and f is a (2, 3+, 2, 3+, 2, 3+, 3+)-face, say d(vi) = 2 for i = 1, 3, 5 and
d(vi) ≥ 3 for i = 2, 4, 6, 7. Similarly, we get that τ(f → v2) + τ(f → v7) ≤ 1, τ(f → v4) + τ(f → v6) ≤ 1, and hence
w′(f ) ≥ 8− 3 · 2− 2 · 1 = 0.
(3.3) If d(f ) = 6, thenw(f ) = 6 and n2(f ) = 2. We have the following two possibilities by symmetry:
(3.3.1) d(v1) = d(v4) = 2 and d(vi) ≥ 3 for i = 2, 3, 5, 6.
Since τ(f → v2)+ τ(f → v6) ≤ 1 and τ(f → v3)+ τ(f → v5) ≤ 1, we havew′(f ) ≥ 6− 2 · 2− 2 · 1 = 0.
(3.3.2) d(v1) = d(v3) = 2 and d(vi) ≥ 3 for i = 2, 4, 5, 6.
Without loss of generality, we assume that d(v4) ≤ d(v6). Since G contains neither (D1) nor (D3), d(v2)+ d(v4) ≥ ∆+ 3
and d(v2)+ d(v6) ≥ ∆+ 3 ≥ 11.
If d(v2) ≤ 5, then d(v4), d(v6) ≥ 6, thusw′(f ) ≥ 6−2 ·2−2 ·1 = 0. So assume that d(v2) ≥ 6. If at least two of v4, v5, v6
are 4+-vertices, or at least one of them is a 6+-vertex, thenw′(f ) ≥ 6−2 ·2−1−2 · 12 = 0, orw′(f ) ≥ 6−2 ·2−2 ·1 = 0.
Otherwise, d(v4) = 3, d(v5), d(v6) ≤ 5, and min{d(v5), d(v6)} = 3, implying that d(v2) = ∆. We obtain a configuration
(D4), a contradiction.
Case 4. n2(f ) = d(f )− 3.
If d(f ) ≥ 8, then b(f ) contains (D1) or (D2), a contradiction. If d(f ) = 7, then n2(f ) = 4 andw(f ) = 8. By (D1) and (D2),
f must be a (2, 2,∆, 2,∆, 2,∆)-face. Thus,w′(f ) ≥ 8− 4 · 2 = 0. Now, suppose that d(f ) = 6, so n2(f ) = 3 andw(f ) = 6.
If b(f ) has adjacent 2-vertices, then f is a (2,∆, 2, 2,∆,∆)-face by (D1) and (D2). It turns out that w′(f ) ≥ 6 − 3 · 2 = 0.
Otherwise, f is a (2, 3+, 2, 3+, 2, 3+)-face, say d(vi) = 2 for i = 1, 3, 5 and d(vi) ≥ 3 for i = 2, 4, 6. Furthermore, assume
that d(v2) ≤ d(v4) ≤ d(v6).
• If d(v2) ≥ 6, thenw′(f ) ≥ 6− 3 · 2 = 0.
• Assume that d(v2) = 5.We first note that d(vi) ≥ ∆+3−d(v2) = ∆−2 ≥ 6 for i = 4, 6 by (D1) and (D3). If d(vi) ≥ 7
for i = 4, 6, then τ(vi → f ) ≥ 17 by (R2) and thus w′(f ) ≥ 6 + 2 · 17 − 3 · 2 − 15 = 335 . If d(v6) ≥ 8, then τ(v6 → f ) ≥ 14 ,
thusw′(f ) ≥ 6+ 14 − 3 · 2− 15 = 120 . Otherwise,∆ = 8, d(v4) = 6 and 6 ≤ d(v6) ≤ 7. A configuration (D5.3) is found.• Assume that d(v2) = 4.We first note that d(vi) ≥ ∆+3−d(v2) = ∆−1 ≥ 7 for i = 4, 6 by (D1) and (D3). If d(vi) ≥ 8
for i = 4, 6, then τ(vi → f ) ≥ 14 by (R2) and thus w′(f ) ≥ 6 + 2 · 14 − 3 · 2 − 12 = 0. Otherwise, ∆ = 8, d(v4) = 7, and
7 ≤ d(v6) ≤ 8, which leads to (D5.2).
•Assume that d(v2) = 3. It is easy to see that d(v4) = d(v6) = ∆ by (D3). If∆ ≥ 12, thenw′(f ) ≥ 6+2· 12−3·2−1 = 0.
Otherwise, 8 ≤ ∆ ≤ 11, we obtain a configuration (D5.1).
Case 5. n2(f ) ≥ d(f )− 2.
It is not difficult to find (D1) or (D2) in G, a contradiction. 
Theorem 4. If G is a planar graph with∆ ≥ 8 and g(G) ≥ 6, then a′(G) = ∆.
Proof. It is obvious that a′(G) ≥ ∆. To prove that a′(G) ≤ ∆, we use induction on the number of edges |E(G)|. If |E(G)| ≤ 8,
then G is obviously acyclically edge∆-colorable. Assume that G is a planar graph with∆ ≥ 8, g(G) ≥ 6, |E(G)| ≥ 9, which
is embedded in the plane. By Lemmas 2 and 3, we may assume that G is 2-connected. By Lemma 11, G contains one of the
configurations (D1)–(D5). If G contains (D1), (D2), or (D3), the result follows from Lemmas 4 and 5, or 6.
(D4) G contains a 6-face f = [u1u2 . . . u6] with d(u2) = d(u4) = 2, d(u1) = 3, d(u3) = ∆, d(u5), d(u6) ≤ 5, and
min{d(u5), d(u6)} = 3.
Let u′1 denote the neighbor of u1 different from u2 and u6. Let H = G − u1u2. By the induction assumption, H has an
acyclic edge∆-coloring c using the color set C = {1, 2, . . . ,∆}.
If c(u2u3) ∉ {c(u1u6), c(u1u′1)}, thenwe color u1u2 with a color in C \{c(u2u3), c(u1u6), c(u1u′1)}. Otherwise, assume that
c(u2u3) = 1 and {c(u1u6), c(u1u′1)} = {1, 2}. If c(u1u6) = 1 and c(u1u′1) = 2, we color u1u2 with a color in C \ (C(u6)∪{2}).
Since |C \ (C(u6) ∪ {2})| ≥ |C | − |C(u6)| − 1 = ∆ − d(u6) − 1 ≥ ∆ − 5 − 1 ≥ 8 − 6 = 2, the constructed coloring is
feasible. Otherwise, assume that c(u1u6) = 2 and c(u1u′1) = 1. Similarly, we may assume:
(∗8) If u1u2 is assigned any color i ∈ {3, 4, . . . ,∆}, then Gwill contain a (1, i)-cycle.
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If c(u3u4) = 2, we recolor u4u5 with a color in C \ (C(u5) ∪ {1}), u3u4 with 1, u2u3 with 2, and color u1u2 with a color in
C \ (C(u6) ∪ {1}). Since |C \ (C(u5) ∪ {1})| ≥ ∆− |C(u5)| − 1 ≥ 8− 5− 1 = 2 and similarly, |C \ (C(u6) ∪ {1})| ≥ 2, the
defined coloring is available.
If c(u3u4) ≠ 2, say c(u3u4) = 3, then c(u4u5) = 1 and 3 ∈ C(u5). We recolor u4u5 with a color in C \ C(u5), u3u4 with 1,
u2u3 with 3, and color u1u2 with 4.
(D5) G contains a 6-face [v1v2 . . . v6] such that d(vi) = 2 for i = 1, 3, 5 and (D5.1), (D5.2) or (D5.3) holds.
LetH = G−v2v3. By the induction assumption,H has an acyclic edge∆-coloring c using the color set C = {1, 2, . . . ,∆}.
If c(v3v4) ∉ C(v2), thenwe color v2v3 with a ∈ C\(C(v2)∪{c(v3v4)}). Since |C\(C(v2)∪{c(v3v4)})| ≥ |C |−|C(v2)|−1 =
∆− (d(v2)− 1)− 1 ≥ 8− 4− 1 = 3, such a color a exists. Otherwise, assume that c(v3v4) ∈ C(v2), say c(v3v4) = 1, and
C(v2) = {1, 2, . . . , d(v2)− 1}. If c(v1v2) = 1, we color v2v3 with a color in C \ (C(v2)∪ {c(v1v6)}). Otherwise, assume that
c(v1v2) = 2 and 1 ∈ C(v2). Moreover, we assume:
(∗9) If v2v3 is assigned any i ∈ {d(v2), d(v2)+ 1, . . . ,∆}, then G contains a (1, i)-cycle.
The proof is split into three cases as follows:
(D5.1) d(v2) = 3 and d(v4) = d(v6) = ∆.
If c(v4v5) = 2, we recolor v1v2 with a color a ∈ C \ {1, 2, c(v1v6)}, and color v2v3 with 2. If there are no (1, 2)-cycles, we
are done. Otherwise, c(v5v6) = 1. Recolor or color v1v6 and v4v5 with 1, v5v6 with c(v1v6), v3v4 with 2, v2v3 with a color in
C \ {1, 2, a}.
If c(v4v5) ≠ 2, say c(v4v5) = 3, then c(v5v6) = 1 and 3 ∈ C(v6) \ {1, c(v1v6)}. Without loss of generality, assume that
c(v1v6) = 4. Recolor v1v2 with 5 and color v2v3 with 2. If there are no (1, 2)-cycles, we are done. Otherwise, we color or
recolor v1v6, v4v5 with 1, v3v4 with 3, v5v6 with 4, and v2v3 with 6.
(D5.2) d(v2) = 4, d(v4) = 7, 7 ≤ d(v6) ≤ 8, and∆ = 8.
In this case, C = {1, 2, . . . , 8}, C(v2) = {1, 2, 3}, {4, 5, 6, 7, 8} ⊆ C(v4).
If 2 ∉ C(v4), i.e., C(v4) = {1, 3, 4, . . . , 8}, we recolor v3v4 with 2 and color v2v3 with a color {4, 5, 6, 7, 8} \ {c(v1v6)}.
Assume that 2 ∈ C(v4), i.e., C(v4) = {1, 2, 4, 5, . . . , 8}. If c(v4v5) ≠ 2, say c(v4v5) = 4, then c(v5v6) = 1 and
4 ∈ C(v6) \ {1, c(v1v6)}. Recolor v4v5 with 3, v3v4 with 4, and color v2v3 with 5. So suppose that c(v4v5) = 2.
If c(v1v6) ≠ 3 and c(v5v6) ≠ 1, we color v2v3 with 2 and recolor v1v2 with a color in {4, 5, 6, 7, 8} \ {c(v1v6)}.
If c(v1v6) ≠ 3 and c(v5v6) = 1, say c(v1v6) = 4, we color or recolor v2v3 with 2, v3v4 with 3, and v1v2 with 5.
If c(v1v6) = 3 and c(v5v6) ≠ 1, say c(v5v6) = 4, we recolor v1v2 with 4 and color v2v3 with 2.
If c(v1v6) = 3 and c(v5v6) = 1, we color or recolor v4v5 with 3, v3v4 with 2, and v2v3 with 4.
(D5.3) d(v2) = 5, d(v4) = 6, 6 ≤ d(v6) ≤ 7, and∆ = 8.
We see that C = {1, 2, . . . , 8}, C(v2) = {1, 2, 3, 4}, and {5, 6, 7, 8} ⊆ C(v4).
If 2 ∉ C(v4), we recolor v3v4 with 2 and color v2v3 with a color in {5, 6, 7, 8} \ {c(v1v6)}.
Assume that 2 ∈ C(v4), so C(v4) = {1, 2, 5, 6, 7, 8}. If c(v4v5) ≠ 2, say c(v4v5) = 5, then c(v5v6) = 1 and
5 ∈ C(v6) \ {1, c(v1v6)}. Recolor v4v5 with 3, v3v4 with 5, and color v2v3 with 6.
Now suppose that c(v4v5) = 2. If c(v1v6) ∈ {3, 4}, say c(v1v6) = 3, then c(v5v6) ∈ {1, 4, 5, 6, 7, 8}, we recolor v4v5
with 3, v3v4 with 2, and color v2v3 with 5. Otherwise, we assume that c(v1v6) ∉ {3, 4}. When c(v5v6) ≠ 1, we color v2v3
with 2 and recolor v1v2 with a color in {5, 6, 7, 8} \ {c(v1v6)}. When c(v5v6) = 1, say c(v1v6) = 5, we color or recolor v2v3
with 2, v3v4 with 3, and v1v2 with 6. 
7. Concluding remarks
Given an integer g ≥ 3, letρ∗(g)denote the smallest integer such that every planar graphGwith g(G) ≥ g and∆ ≥ ρ∗(g)
has a′(G) = ∆. Note that every cycle C has a′(C) = 3 = ∆ + 1. This fact together with our Main Theorem shows that
3 ≤ ρ∗(g) ≤ 8 for g ≥ 6, and ρ∗(g) = 3 for g ≥ 11.
Before concluding this paper, we put forward the following problems on parameter ρ∗(g), and conjecture that Problem 3
is positive.
Problem 1. Determine ρ∗(6).
Problem 2. Determine the least integer g such that ρ∗(g) = 3.
Problem 3. ρ∗(3) <∞?
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