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Chapter 1
Introduction
Nature knows of four fundamental forces - electromagnetic, weak, strong, and
gravitational. The electrical and magnetic interactions were initially considered
as two distinct phenomena, but in the late 19th century, Maxwell discovered
a way to view them as two sides of the same coin, and the term electromag-
netism was born. The weak and strong interactions describe phenomena at
very short distance scales. Gravity, on the other hand, works at such large
length scales that we all sense its effect. Since Einstein introduced his theory
of general relativity in 1916, it has singled itself out as an accurate description
of the gravitational interaction and the curvature of space-time. Gravity is the
one fundamental force that has been most difficult to incorporate into a con-
sistent picture of nature. The other three forces have already been combined
into a theory called the standard model in the 1970s. The problem with also
incorporating gravity is that the standard model is a quantum field theory, but
the gravitational field does not allow itself to be quantized in a straightforward
way.
Out of the four fundamental interactions, we will mainly be concerned with
gravity. However, we will not be working in the 3 + 1 (three spatial, one
time) dimensions of our physical world, but rather in 2 + 1 dimensions, where
gravity is simplified because it does not possess any local propagating degrees
of freedom. What makes the theory interesting after all are global properties
[1], and a phenomenon we call ‘boundary dynamics.’ Based on a work by J. D.
Brown and M. Henneaux (1986) [2], we will look at the group of asymptotic
symmetries of a class of asymptotically anti-de Sitter space-times. Anti-de
Sitter space-time is the maximally symmetric solution of the Einstein equations
with constant negative curvature and no matter sources. ‘Asymptotically anti-
de Sitter’ means that we require the space-time to behave like anti-de Sitter
space-time near spatial infinity. The presence of the boundary partially breaks
diffeomorphism invariance, causing only certain transformations (asymptotic
symmetries) to remain as symmetries.
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Brown and Henneaux noticed that the asymptotic symmetry algebra is spe-
cial in two respects. For one, the AdS3 isometry group is extended to an
infinite-dimensional group at the boundary, namely the group of conformal
transformations of the plane. Since the conformal group has only a finite num-
ber of generators in higher dimensions, this is a phenomenon specific to the
2 + 1-dimensional theory. Besides the fact that the asymptotic symmetries
form an infinite-dimensional group, Brown and Henneaux noticed that their
Poisson bracket algebra is centrally extended. They also calculated the associ-
ated central charge. The fact that the central extension arises already at the
classical level makes it even more special, because central extensions are best
known as a quantum effect. In this thesis it will become clear that central
extensions may very well arise classically.
The asymptotic symmetry group is generated in the Hamiltonian formalism
by two copies of the Virasoro algebra, suggesting a dual interpretation in terms
of a conformal field theory on the (1 + 1)-dimensional boundary at spatial
infinity. It was shown in [3] that this conformal field theory is Liouville theory.
A supersymmetric generalization of this was presented in [4, 5] for the case
N = 1 and in [6] for extended supergravity. These results are reminiscent of
the AdS/CFT correspondence which was conjectured by Maldacena in 1998 [7],
and concerns an analogy between (d−1)-dimensional supersymmetric conformal
field theory and black branes of which the near-horizon geometry is AdSd times
a compact manifold.
The conformal field theory interpretation has led to another interesting re-
sult. There is a well-known formula due to Cardy [8] relating the central charge
of two-dimensional conformal field theory to the density of high-energy states
in the theory. The logarithm of the density of states gives an expression for the
entropy. Strominger [9] has shown that, using the central charge of asymptoti-
cally AdS3 space-times, Cardy’s formula yields exactly the Bekenstein-Hawking
[10, 11] entropy of a black hole solution discovered by Ban˜ados, Teitelboim and
Zanelli (BTZ) in 1992 [12]. The BTZ black hole is a three-dimensional solution
of Einstein’s equations with negative cosmological constant and a point source
at the origin. Far away from the source, the solution behaves like anti-de Sit-
ter space, and the BTZ black hole metric is asymptotically anti-de Sitter in
the sense of [2]. Generalizations of Strominger’s approach to different solutions
have been suggested for instance in [14].
We have performed our analysis in the metric formulation, following Brown
and Henneaux. An alternative would have been the Chern-Simons formulation
of (2 + 1)-dimensional gravity [15], which is a gauge theory in terms of a one-
form field Ai taking values in the space-time isometry group. The specific
case of (asymptotically) AdS3 was studied in the Chern-Simons formulation in
[16] and [17]. The derivations of the conformal field theories on the boundary
in [3] and [6] also make use of this formulation, of which the supersymmetric
generalization was given in [18].
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This thesis is organized as follows. In Chapter 2, some preliminaries are
given on isometries and conformal symmetries, and we become familiar with
the Virasoro algebra. Two examples of classical central charges are discussed.
Chapter 3 contains an introduction to the Hamiltonian formulation of gauge
theories in the context of Maxwell theory. The knowledge gained in Chapter 3 is
applied to general relativity in Chapter 4. The Hamiltonian is shown to acquire
a surface term due to the presence of the boundary. The geometrical properties
of anti-de Sitter space and the BTZ black hole are the subject of Chapter 5. The
main part of the discussion follows in Chapter 6, which contains the calculation
of the central charge in the asymptotic symmetry algebra of asymptotically
AdS3 space-times. After some preliminaries on the AdS/CFT correspondence
and Chern-Simons theory, the derivation of the boundary conformal field theory
[3] is summarized in Chapter 7. Finally, Strominger’s entropy calculation is
presented in Chapter 8, along with some comments on this approach.
Throughout, our metrics will have signature (− + . . .+), where the first
entry denotes the time component.
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Chapter 2
Isometries and Conformal
Symmetry
In this chapter we introduce the notions of isometries and conformal symmetry.
We motivate their introduction by considering the symmetry properties of the
scalar field theory defined by the action
S =
∫ √
−g(x)gµν(x)∂µφ(x)∂νφ(x) ddx. (2.1)
Section 2.3 deals with the central extension of the conformal algebra in two
dimensions, also known as the Virasoro algebra. In section 2.4, we discuss a
few examples of theories that are centrally extended at the classical level.
2.1 Coordinate Transformation
First consider the theory (2.1) in arbitrary dimension d. We define the La-
grangian density L(g, φ) to be the entire integrand, including the factor√−g(x).
The equation of motion is
Dµ∂µφ = 0. (2.2)
The metric is not treated as a dynamical field here, because our action does not
contain an Einstein-Hilbert term. Since on scalar fields the covariant derivative
is simply the partial derivative, we can still expect there to be some equivalence
between initial and transformed Lagrangians under general diffeomorphisms.
We will look exactly what happens under the infinitesimal transformation xµ →
xµ−ξµ(x). Performing an active transformation, such that we describe the new
fields in terms of the old coordinates xµ, we have
δ
√−g = 1
2
δgµµ
√−g = (1
2
gµνξρ∂ρgµν + ∂ρξ
ρ)
√−g,
δ∂µφ = ∂µ(ξ
ν∂νφ) = ∂µξ
ν∂νφ+ ξ
ν∂ν∂µφ,
δgµν = ξρ∂ρg
µν − gρν∂ρξµ − gρµ∂ρξν . (2.3)
Notice that by δgµµ we mean the trace of δgµν , not the variation of the trace
of gµν , which would be ξ
ρ∂ρg
µ
µ. It can be verified that under these transforma-
tions,
δL = ∂ν(ξνL), (2.4)
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so that we obtain the equivalence statement that under infinitesimal general
coordinate transformations, L(g, φ) goes into a new Lagrangian L(g′, φ′) which
has the same equations of motion but in terms of different fields. This is not a
true invariance, as the background metric has changed in the process. Because
the metric is not a dynamical field in our example, we have to choose a spe-
cific metric beforehand instead of determining it from the equations of motion.
Therefore, the next thing to do is to look at invariances of the metric (isome-
tries), generated by so-called Killing vectors. This will lead to a transformed
Lagrangian L(g, φ′) describing the same theory as L(g, φ), only the scalar field
having changed.
Under the infinitesimal transformation xµ → xµ−ξµ(x), the metric changes
by the Lie derivative (as we already used in contravariant form in (2.3)), which
can be rewritten as a sum of covariant derivatives of the deformation vector:
g′µν(x)− gµν(x) = Lξgµν
= ξρ∂ρgµν + gνρ∂µξ
ρ + gµρ∂νξ
ρ
= ∂µ(gνρξ
ρ) + ∂ν(gµρξ
ρ)− 2Γβµνξβ
= ∂µξν − Γβµνξβ + ∂νξµ − Γβνµξβ
= Dµξν +Dνξµ (2.5)
where we assumed the connection to be the Christoffel connection
Γβµν =
1
2
gβα(∂µgαν + ∂νgαµ − ∂αgµν), (2.6)
which makes sure that Dρgµν = 0. From (2.5) it follows that Killing vectors ξ
µ
obey
Dµξν +Dνξµ = 0, (2.7)
an equation with at most 12d(d+1) linearly independent solutions. For instance,
flat Minkowski space is a maximally symmetric space, its Killing vectors corre-
sponding to the 12d(d+ 1) generators of the Poincare´ group (
1
2d(d− 1) Lorentz
transformations and d translations).
The variation of the Lagrangian is proportional to the field equations under
any transformation of φ. Since the action is invariant under diffeomorphisms,
the part of the variation proportional to δgµν is therefore independently pro-
portional to the field equations for any diffeomorphism ξµ. If we introduce the
energy-momentum, or stress, tensor
Tµν = − 2√−g
δL
δgµν
, (2.8)
we can denote this part of the variation by
δSg = −
∫
1
2
√−g T µνδgµνddx. (2.9)
Because δgµν = Dµξν + Dνξµ, and T
µν is symmetric in its indices, we can
integrate by parts to get
δSg =
∫ √−g ξνDµT µνddx (2.10)
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Since ξν is arbitrary, this shows that T
µν is covariantly conserved, DµT
µν = 0,
in accordance with Noether’s theorem that every continuous symmetry of the
action brings along a conserved current.
In our present example, using δ
√−g = −12
√−g gµνδgµν , it can be verified
that (2.9) gives
Tµν = g
ρσ∂ρφ∂σφgµν − 2∂µφ∂νφ. (2.11)
It can be checked that Tµν is covariantly conserved if the scalar field obeys its
equation of motion.
The conserved (divergenceless) current Tµν implies the existence of d con-
served charges
Qµ =
∫
T 0µ d
d−1x (2.12)
where the index 0 stands for time and we integrate over the spatial directions.
Indeed, we have
∂0Qµ =
∫
∂0T
0
µ d
d−1x
= −
∫
∂iT
i
µ d
d−1x, (2.13)
which vanishes by virtue of Gauss’s theorem assuming T iµ vanishes at the bound-
aries (a Latin index denotes spatial components).
2.2 Conformal Symmetry
In general, a theory can have more symmetries than only those generated by
the Killing vectors. We could for instance try to rescale the metric by a local
factor (a Weyl rescaling), gµν(x)→ f(x)gµν(x). One example for which this is
a symmetry is four-dimensional Maxwell theory, for which the Lagrangian in
terms of the antisymmetric field strength tensor Fµν = ∂µAν − ∂νAµ reads
L = −1
4
√−g gαµgβνFαµFβν . (2.14)
With the Lagrangian written in this form, it is easy to see that in four dimen-
sions the theory is invariant under Weyl rescalings, since gµν(x)→ 1f(x)gµν(x),
and in four dimensions
√−g transforms with f2(x).
It is sometimes also possible to achieve a rescaling of the metric through dif-
feomorphisms xµ → xµ− ξµ(x), a conformal transformation. Four-dimensional
source-free Maxwell theory in flat space-time is conformally invariant. As soon
as a source term AµJ
µ is added to the Lagrangian, conformal invariance is
lost. Besides four-dimensional Maxwell theory, there are many more examples
of conformally invariant theories. Nonlinear sigma models in flat space-time
and with conical target space can be made scale invariant in any dimension by
adding appropriate improvement terms [19]. Mass terms generally break scale
invariance.
A field Ψ is called conformally invariant with conformal weight or conformal
dimension w if Ψ is a solution of the field equations with metric gµν , and Ω
wΨ
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is a solution with metric Ω2gµν . Fields obtained by functional differentiation
of a conformally invariant action with respect to the metric are conformally
invariant. In particular, the stress tensor of a conformally invariant theory is
conformally invariant. For tensor fields, the conformal weight depends on the
index positions.
The vectors achieving a rescaling of the metric obey the equation
Dµξν +Dνξµ =
2
d
gµνDρξ
ρ. (2.15)
Vectors obeying (2.15) are called conformal Killing vectors. They form a group,
just like the Killing vectors. From the right-hand side it can be seen that they
indeed rescale the metric by a local factor, since the left-hand side is the varia-
tion of gµν under subtraction of ξ
µ from the coordinates. Whereas the Killing
equations require Dµξν +Dνξµ to be traceless, the conformal Killing equations
lead to no such restriction. Therefore there are generally more conformal Killing
vectors than there are Killing vectors. Indeed, in more than two dimensions, the
conformal Killing vectors of flat d-dimensional Minkowksi spacetime generate
the so-called conformal group SO(d, 2), consisting of d translations, 12d(d − 1)
Lorentz transformations, one dilatation and d so-called special conformal trans-
formations. The total conformal group therefore has 12(d+1)(d+2) generators,
whereas the Killing vectors only corresponded to the 12d(d + 1) generators of
the Poincare´ group. The transformations of the conformal group in more than
two dimensions and their infinitesimal forms are summarized in Table 2.1.
Operation Finite Form Generator
translations x′µ = xµ + λµ Pµ = ∂µ
Lorentz transformations x′µ =Mνµx
ν Lµν = xµ∂ν − xν∂µ
dilatations x′µ = Axµ D = −xµ∂µ
special conformal transformations x′µ = x
µ−x2bµ
1−2x.b−x2b2
Kµ = x
2∂µ − 2xµxν∂ν
Table 2.1: The conformal group for d > 2.
We can define the new generators
G−1,µ =
1
2
(Pµ −Kµ),
G0,µ =
1
2
(Pµ +Kµ),
G−1,0 = D,
Gµν = Lµν , (2.16)
where we introduced two extra indices, so that Latin indices take on the values
−1, 0, . . . , d, while Greek indices run over 1, 2, . . . , d. In terms of the generators
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Gab, SO(d, 2) is described by the algebra
[Gab, Gcd] = ηacGbd + ηdbGac − ηadGbc − ηbcGad (2.17)
with ηµν = diag(−1,−1, 1, . . . , 1).
For d ≥ 3, the conformal group in d dimensions corresponds to the anti-
de Sitter group in d + 1 dimensions. The anti-de Sitter group is the group of
isometries of anti-de Sitter space. We will come back to this in Chapter 5.
We already know that the number of linearly independent conformal Killing
vectors does not exceed 12(d+1)(d+2) for dimensions greater than two. However,
in two dimensions, the conformal group is extended to an infinite-dimensional
group. To see this, we turn to holomorphic coordinates z, z¯, for which the
metric has only the components gzz¯ = gz¯z = 1
1. This can be done because any
two-dimensional metric is conformally flat. With the given form of the metric,
it can be checked that each of the vectors
ln = −zn+1∂z, l¯n = −z¯n+1∂z¯ , (2.18)
n ∈ Z, satisfies the conformal Killing equations (2.15). Hence there is an infinite
number of conformal Killing vectors in d = 2. The vectors ln obey the so-called
loop, or Witt, algebra
[lm, ln] = (m− n)lm+n, (2.19)
and similarly for l¯n, whereas the ln and l¯m commute among each other. The
term loop algebra derives from the fact that if one sets z = eiφ, (2.19) describes
the algebra of vector fields on a circle in the complex plane. The six vectors
l−1, l0, l1, l¯−1, l¯0, l¯1 generate a subgroup SL(2, R) × SL(2, R)/Z2 isomorphic to
SO(2, 2). This group is often written as the product of a left-hand and a right-
hand group SL(2, R)L × SL(2, R)R.
Now consider the theory (2.1) in d = 2. Because in two dimensions g, the
determinant of gµν , transforms with the inverse square of g
µν , we see that the
Lagrangian is invariant under local rescalings of the metric. So two is a special
number of dimensions in this respect.
Associated with the conformal invariance is again a conserved Noether cur-
rent Jµ, which now looks like
Jµ = Tµνξ
ν , (2.20)
where Tµν is the energy-momentum tensor specified before, and ξ
ν a conformal
Killing vector. Jµ is covariantly conserved by virtue of
DµJ
µ = ξνDµT
µ
ν + T
µ
νDµξ
ν
=
1
2
T µν(Dµξν +Dνξµ)
=
1
d
T µµDρξ
ρ
= (1− 2
d
)∂µφ∂µφDρξ
ρ. (2.21)
1The ‘holomorphic’ coordinates will be complex in the Euclidean case, but real in (1 + 1)-
dimensional Minkowski space. In the latter case, z = σ+ τ , z¯ = σ− τ , with σ the spatial and
τ the time coordinate, and z and z¯ are more commonly referred to as lightcone coordinates.
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The last expression obviously vanishes in the case d = 2. The third line im-
mediately shows that conformal invariance implies the vanishing of the trace of
the energy-momentum tensor, T µµ = 0.
According to a well-established theorem, the stress tensor classically gen-
erates transformations of the canonical variables through the Poisson bracket.
Let us consider this in two dimensions. In holomorphic coordinates Tzz¯(z, z¯)
vanishes, and T¯zz(z¯) = Tz¯z¯(z¯), so that it has become common practice to denote
Tzz(z) simply by T (z). The latter can then be expanded in terms of an infinite
number of operators Ln according to
T (z) =
∑
n∈Z
Lnz
−n−2, (2.22)
and similarly for T¯ (z¯) in terms of L¯n. The components Ln of the energy-
momentum tensor Tµν will generate symmetries of the two-dimensional La-
grangian, just like Tµν itself, and hence will form an algebra. On the classical
configuration space, the Ln defined by (2.22) turn out to obey the same algebra
as the vectors ln, namely
{Lm, Ln} = (m− n)Lm+n (2.23)
So the symmetry group of the scalar field theory (2.1) in two dimensions is
generated by two copies of the loop algebra discussed above. In some theories a
modified version of this algebra arises, and this is discussed in the next section.
2.3 Central Extension
We are still looking at the infinite-dimensional group of conformal transfor-
mations that arises in d = 2. We mentioned that the algebra (2.19) may be
modified in some cases. The modified algebra is called a central extension of
the loop algebra.
When quantizing the two-dimensional theory, the components Ln, L¯n of the
energy-momentum tensor become operators on the quantum mechanical Hilbert
space. They can then be expanded in terms of products of raising and lowering
operators. After commuting two different Lm, Ln, these raising and lowering
operators will be mixed up, and since they do not commute among each other,
the result will not immediately be recognizable as another Ln′ or L¯n′ . In order
to close the algebra after all, we need to give a prescription for the order in
which to put the raising and lowering operators in the expansion. This is called
normal ordering. Conventionally, all raising operators are written to the left
of the lowering operators. This leads to an additional term in the algebra
which commutes with all the generators and is called ‘central’ for that reason.
However, normal ordering is not the only way in which to obtain a central
charge. In Chapter 6 we will come across a central extension of the Virasoro
algebra associated with asymptotic isometries of a class of asymptotically AdS3
spacetimes which is not quantum in nature. A classical central charge was first
described by Gervais and Neveu in the context of Liouville theory [22]. More
on the topic of classical central charges is explored in section 2.4.
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The central extension of the loop algebra, the Virasoro algebra, is best
known from string theory. For string theory, two is a special number of dimen-
sions, since it is the dimension of the worldsheet swept out by the strings, and
string theory has a d = 2 conformal invariance.
Let us have a look at the relation between the quantummechanical, centrally
extended loop algebra and its classical limit. In order to pass to quantum
mechanics, we first replace the Poisson bracket by 1ih¯ times the commutator:
[Lm, Ln] = ih¯(m− n)Lm+n. (2.24)
Defining L′m ≡ Lmih¯ , we have
[L′m, L
′
n] = (m− n)L′m+n. (2.25)
Performing the normal ordering leads to (we denote normal ordered operators
by a script letter)
[L′m,L′n] = (m− n)L′m+n + central term. (2.26)
Such a centrally extended algebra has so-called projective respresentations. We
can formally take the classical limit by going back to Lm ≡ ih¯L′m, obtaining
[Lm,Ln] = ih¯
(
(m− n)Lm+n + ih¯ ∗ central term
)
, (2.27)
subsequently replacing the commutator by ih¯ times the Poisson bracket, and
taking the limit h¯→ 0. The central term then drops out.
By making use of the Jacobi identity and through addition of constants to
the generators it can be shown that the central extension can always be written
in the form (henceforth dropping primes)
[Lm,Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n,0,[L¯m, L¯n] = (m− n)L¯m+n + c¯
12
(m3 −m)δm+n,0,[Lm, L¯n] = 0, (2.28)
where c is an undetermined central charge (the factor 112 is according to con-
vention). The commutation relations (2.28) are those of two copies of the
Virasoro algebra with central charge c. The notation is somewhat mislead-
ing, since, whereas the Ln can be interpreted as generators, the central term
is just a constant of which it is not clear what it generates. The generators
L−1,L0,L1, L¯−1, L¯0, L¯1 form a subalgebra isomorphic to so(2, 2) without cen-
tral extension, which is obvious with the m-dependence in (2.28).
The central charge also shows up in the transformation law of the two-
dimensional stress tensor. Using the components of the stress tensor as genera-
tors of transformations through the Lie bracket, we can derive the infinitesimal
variation of, in this case, the stress tensor itself. Of course this works not only
for T (z), but for any function on the Hilbert space. Afterwards, we also give
the finite form of the variation.
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Just like the ln, Ln generates the transformation z → z−ǫzn+1, and (leaving
out the infinitesimal parameter ǫ) we have
δzn+1T (z) = [Ln, T (z)]. (2.29)
Again, T (z) can be expanded in terms of the Virasoro operators as
T (z) =
∑
m∈Z
Lmz−m−2, (2.30)
and we get
δzn+1T (z) = [Ln,
∑
m∈Z
Lmz−m−2]
=
∑
m∈Z
z−m−2((n −m)Lm+n + c
12
n(n2 − 1)δn+m,0)
= (zn+1∂z + 2∂zz
n+1)
∑
m∈Z
Lmz−m−2 + c
12
∂3zz
n+1. (2.31)
The same can be done for general n, so that we arrive at (from now on denoting
∂z simply by ∂)
δξT (z) = (ξ∂ + 2∂ξ)T (z) +
c
12
∂3ξ. (2.32)
The first part is tensorial (i.e. it is according to the tensor transformation law
T ′µν(x′) = ∂x
′µ
∂xρ
∂x′ν
∂xσ T
ρσ(x)), in contrast to the second part, which features the
same central charge as appears in the central extension of the Virasoro algebra.
We will now look at the finite form of the transformation (2.32). If f(z) =
z + ξ(z) +O
(
ξ2
)
, the transformation law (2.32) is the infinitesimal version of
T (z) = (∂f)2T (f(z)) +
c
12
{f, z} (2.33)
where the Schwarzian derivative {f, z} is defined by
{f, z} = ∂f∂
3f − 32(∂2f)2
(∂f)2
. (2.34)
This can be seen by calculating (2.33) up to first order in ξ.
2.4 Classical Central Charges
In the above discussion we have treated the central term as a quantum effect,
which it is in most cases. However, we have mentioned that central charges
may perfectly well arise already at the classical level. This section introduces
the concept of classical central charges by means of two examples. One is a
scalar field theory in (1+ 1) dimensions with constant external electric field, in
which the center of the symmetry algebra actually generates a transformation.
The other is Liouville theory, where the central term only shows up at the level
of the Poisson brackets, and does not act as a generator. We will see that
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there is a difference in the mechanisms by which these two central terms arise.
The possibility for a central charge that does not generate a transformation
derives from an ambiguity in the canonical generators. The central charge in
the first example, on the other hand, is shown to arise due to a partially broken
symmetry that is restored by additional symmetries.
Our first example of a classical central extension was described by E. Karat
in [20]. It concerns a charged scalar field theory in flat (1+1)-dimensional space
with a constant external electric field. The Lagrangian is
L = −(Dµφ)∗(Dµφ)−m2φ∗φ (2.35)
with
Dµφ = ∂µφ+ ieAµφ
Aµ = −1
2
ǫµνx
νF, (2.36)
and ǫ10 = −ǫ10 = 1. The electric field E then becomes
E = ∂0A1 − ∂1A0 = F, (2.37)
and it does not point in any direction. Due to the lack of a dynamical term for
Aµ, the vector potential does not transform, and the action is not manifestly
invariant under translations. If we pretended the Aµ-field to transform after all,
the total symmetry group would be a product of the Poincare´ group, consisting
of Lorentz transformations and translations
φ → φ+ tµ∂µφ
Aµ → Aµ − 1
2
ǫµνFt
ν
δTL = δTφL+ δTAL
= tµ∂µL, (2.38)
and gauge transformations
φ → eieΛφ
Aµ → Aµ − ∂µΛ
δgL = δgφL+ δgAL
= 0. (2.39)
However, the change in Aµ under translations is just a gauge tranformation
δTAµ = −1
2
ǫµνFt
ν
= ∂µ(−1
2
ǫνρx
ρtν), (2.40)
as we could have guessed, because the electric field is itself translation invariant.
From (2.39), we then see that we can ‘translate’ the transformation of Aµ under
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translations into an infinitesimal gauge transformation on φ, obtaining a so-
called covariant translation:
δφ = tµ(∂µ +
1
2
ieǫµνx
νF )φ. (2.41)
Defining the transformation of φ under translations to be (2.41), we recover
translation invariance of the action when Aµ does not transform,
δTL = tµ∂µ
[
(−Dνφ)∗Dνφ−m2φ∗φ
]
. (2.42)
However, the covariant translations do not commute like regular translations
do, [
δL, δ
µ
T
]
φ = ǫµν(δT )νφ[
δµT , δ
ν
T
]
φ = ieǫµνFφ. (2.43)
For simplicity, we have left out the translation parameters. The operator that
multiplies with ieF is a central element, since it commutes with the other sym-
metry operations. The same algebra is obeyed by the corresponding Noether
charges, but the central term ieǫµνF already shows up before introducing Pois-
son brackets. The above example gives a good idea of how central charges may
show up already at the classical level.
In our next example, the center does not act as a generator. The possibility
for such a central term in a Poisson bracket algebra can be explained as fol-
lows, with an argument from [21]. Suppose the symmetries of the action close
according to
[δa, δb]φ = f
c
ab δcφ, (2.44)
and we have a set of Noether charges generating these symmetries,
δaφ = {Qa, φ}, (2.45)
where { , } denotes the Poisson bracket,
{A,B} ≡
∑
n
∂A
∂qn
∂B
∂pn
− ∂B
∂qn
∂A
∂pn
(2.46)
for canonical positions qn and canonical momenta pn. Then the condition (2.44)
amounts to
{Qa, Qb} = f cab Qc + k∆ab (2.47)
where the only restrictions are that k∆ab should have vanishing Poisson brack-
ets with the fields, and ∆ab is antisymmetric in its indices. This is because
{f cab Qc + k∆ab, φ} = {f cab Qc, φ} = f cab δcφ. (2.48)
Of course, k∆ab may, in particular, vanish. Thus, the possibility for a central
charge in the Poisson bracket algebra that does not act as a generator derives
from an ambiguity in the Noether charges.
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An example that illustrates this is two-dimensional Liouville theory. The
Hamiltonian reads [22]
H =
∫ {
1
2
π2 +
1
2
(∂σφ)
2 + eφ − 2∂2σφ
}
dσ, (2.49)
where the ranges of the coordinates are τ ∈ (−∞,∞), σ ∈ [0, π). The canonical
momentum is π = ∂τφ. The last term −2∂2σφ is a boundary term which is added
to make sure the variation of the Hamiltonian is well-defined. That is, together
with the boundary conditions
∂σφ = −
√
2 ρ eφ/2 at σ = 0,
∂σφ =
√
2 ρ eφ/2 at σ = π, (2.50)
where ρ is a scale parameter, the variation of the action with respect to φ(τ, σ)
vanishes neatly at the endpoints of σ. The corresponding equation of motion
is the Liouville equation
φττ − φσσ + eφ = 0. (2.51)
This theory is conformally invariant. The Noether charges can be expanded
according to
L0 = −
∫ {
(
1
2
π2 +
1
2
(∂σφ)
2 + eφ − 2∂2σφ)
}
dσ − 2π
Lm = −
∫ {
(
1
2
π2 +
1
2
(∂σφ)
2 + eφ − 2∂2σφ) cosmσ
+ i(π∂σφ− 2∂σπ) sinmσ
}
dσ, (2.52)
and their Poisson bracket algebra is the Virasoro algebra
{Lm, Ln} = i(m− n)Lm+n − 4πi(m3 −m)δm+n,0. (2.53)
The central extension is claimed [22] to be a result of the presence of a bound-
ary term in the Hamiltonian. As opposed to the previous example, the central
charge of this theory is not a generator on the classical configuration space.
Chapter 6 will reveal that two copies of precisely such an algebra are encoun-
tered when describing the asymptotic symmetries of a class of AdS3-like metrics.
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Chapter 3
Constraints: An Example
from Maxwell Theory
General relativity is sometimes regarded as the gauge theory of diffeomor-
phisms, where the role of the gauge field is played by the metric. Gauge in-
variance is reflected in the Hamiltonian formalism by relations between the
canonical variables, so-called constraints. If the canonical positions are qn and
the canonical momenta pn, they can be expressed by φm(qn, pn) = 0. Some of
the φm generate gauge transformations. Constraints also arise in the Hamilto-
nian formulation of general relativity. In order to get an intuitive feeling, we
first discuss the relatively simple example of free Maxwell theory, before turning
to the more complicated case of general relativity in the next chapter.
As mentioned in section 2.2, the free Maxwell Lagrangian is
L(Aµ, ∂0Aµ) = −1
4
∫
FµνFµν d
3x, (3.1)
with the field strength tensor Fµν = ∂µAν − ∂νAµ and Aµ the photon field.
The index 0 stands for the time parameter that needs to be integrated over in
order to obtain the full action. For simplicity, we consider the theory in flat
Minkowski space-time. The components of the field strength tensor are
F0i = Ei, Fij = −ǫijkBk, (3.2)
where ǫijk is the fully antisymmetric Levi-Civita symbol, Ei is the electric field
and Bi the magnetic field. Conversely, we then have B
k = ǫijk∂iAj , or in vector
notation ~B = ~∇× ~A.
The equations of motion
∂µ
δL
δ(∂µAν)
=
δL
δAν
(3.3)
read
∂µF
µν = 0. (3.4)
The remaining Maxwell equations follow from the Bianchi identity
∂µFνρ + ∂ρFµν + ∂νFρµ = 0. (3.5)
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According to the rules of field theory, the canonical ‘position’ becomes the
field Aµ, and the corresponding ‘momentum’ is
πµ ≡ δL
δ(∂0Aµ)
= Fµ0. (3.6)
We see that πi is just the electric field. It is already clear that the canonical
momentum π0 vanishes due to the antisymmetry of Fµν . In other words, π0
is one of the constraints of the theory, on a par with the identity ~∇. ~B = 0
(telling us there are no magnetic monopoles). Because we can immediately see
it vanishes, it is called a primary constraint. So-called secondary constraints
may follow from the requirement that the primary constraints be consistent
under time evolution. One can repeat this procedure until no new constraints
arise.
Performing the Legendre transformation from the Lagrangian to the Hamil-
tonian yields a Hamiltonian that is only defined up to the addition of con-
straints, the total Hamiltonian (L denotes the Lagrangian density)
HT (Aµ, π
µ) =
∫ {
(A˙µ)π
µ −L
}
d3x
=
∫ {
A˙0π
0 + A˙iF
i0 − 1
2
F i0Fi0 +
1
4
F ijFij
}
d3x
=
∫ {
1
2
πiπi +
1
4
F ijFij −A0(∂iπi) + A˙0π0
}
d3x. (3.7)
Notice that the transformation from the Lagrangian to the Hamiltonian formu-
lation is invertible only if we treat A˙0 as a Lagrange multiplier for the constraint
π0 = 0. The Hamiltonian (3.7) further differs from the more familiar
H =
∫
1
2
( ~E2 + ~B2) d3x (3.8)
by the term -A0(~∇. ~E). We can thus expect −∂iπi to be another constraint,
representing Gauss’s law. We will now derive how this comes about on formal
grounds.
As mentioned above, π0 = 0 should be preserved in time in order for this
to be a consistent constraint. When calculating the time derivative of π0 we
cannot simply set it to zero from the outset. The time evolution belonging to
(3.7) is
f˙ =
{
f,H
}
(3.9)
for any function f(Aµ, π
µ) that does not depend explicitly on time. Choosing
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f = π0, we have
{
π0(~x),H
}
=
∫ ({
π0(~x),
1
2
πiπi(~x
′)
}
+
{
π0(~x),
1
4
F ijFij(~x
′)
}
−{π0(~x), A0(∂iπi)(~x′)}+ {π0(~x), A˙0π0(~x′)}
)
d~x′
=
∫ ∫ {
δA0(∂iπ
i)(~x′)
δAρ(~x′′)
δπ0(~x)
δπρ(~x′′)
}
d~x′d~x′′
= −∂iπi(~x)
≡ 0. (3.10)
We have thus found a secondary constraint which is recognized as the source-
free Gauss law ~∇. ~E = 0. No further constraints arise, since the bracket of ∂iπi
with the Hamiltonian is zero.
The surface defined by π0 = ∂iπ
i = 0 is a smooth submanifold of the
configuration (or phase) space called the constraint surface. In particular, the
physical content of a function on phase space is represented by the value of the
function on this surface. We call functions that may differ off the constraint
surface, but coincide on it, weakly equal. Observe that there may be many
physically distinct solutions satisfying the constraints. Each of these can be
evolved with the Hamiltonian according to (3.9). There exists a similar initial
value formulation of general relativity.
In the derivation of both equations of motion and constraints, no restriction
whatsoever has been placed on the Lagrange multipliers A0 and A˙0. Thus, the
time evolution (3.9) contains arbitrary functions. Since, given a Hamiltonian,
we assume the physical content of a state to fully determine its physical content
at another moment in time, the difference resulting from a difference in A0 and
A˙0 should be unobservable; in other words, it should be a gauge transformation.
This is in agreement with the so-called Dirac conjecture, which states that all
first-class constraints - constraints which have vanishing Poisson brackets with
all other constraints - are generators of gauge transformations.
To see what the Gauss constraint generates, it is convenient to integrate
with a parameter λ(~x′):
{Ak(~x),
∫
∂iπ
i(~x′)λ(~x′)d3x′}
=
∫ {
δAk(~x)
δAj(~x′′)
δ(
∫
∂iπ
i(~x′)λ(~x′)d3x′)
δπj(~x′′)
− δ(
∫
∂iπ
i(~x′)λ(~x′)d3x′)
δAj(~x′′)
δAk(~x)
δπj(~x′′)
}
d3x′′
=
∫ {
δkj δ(~x− ~x′′)
δ(− ∫ πi(~x′)∂iλ(~x′)d3x′)
δπj(~x′′)
}
d3x′′
= ∂kλ(~x). (3.11)
This is recognized as the U(1) gauge transformation
δAi = ∂iλ, (3.12)
and we see that this first-class constraint indeed generates gauge transforma-
tions. All in all, the arbitrariness of A0 together with the gauge freedom (3.12)
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tells us that only two polarizations of the photon have physical significance. The
other two components of the vector potential Aµ can be consistently gauged
away. A common gauge choice is the Coulomb or radiation gauge A0 = 0,
∂iA
i = 0, which leaves no room for the transformation (3.11). Instead of A0 = 0,
we may also simply exclude A0 and π
0 from the phase space altogether.
In the above derivation we have silently stepped over an issue concerning the
canonical bracket itself. In the present example we have been fortunate enough
to have only first-class constraints. In general, however, constraints may arise
that do not have weakly vanishing Poisson brackets with the other constraints.
These are called second-class constraints. If the conservation in time of some
constraints places restrictions on the Lagrange multipliers, this is indicative of
the presence of second-class constraints. Whereas the freedom in the Lagrange
multipliers of the first-class constraints led to an arbitrary contribution to the
equations of motion, the multipliers of second-class constraints are not arbitrary,
and the latter do not (in general) generate gauge transformations. Now the
fundamental point to be made about first-class versus second-class constraints
is that (after deriving the full set of constraints) those that are first-class can
be set to zero either before or after evaluating the Poisson bracket, as they do
not alter the physical content of a state. This is not the case for second-class
constraints. The problem is solved, however, by introducing the Dirac bracket
{A,B}∗ = {A,B} − {A,χα}{χα, χβ}−1{χβ, B}, (3.13)
where χα are the second-class constraints, and they are assumed to be inde-
pendent. This can always be achieved. The bracket (3.13) enables one to
set χα = 0 either before or after its evaluation, since the Dirac bracket of
second-class constraints with other functions on phase space vanishes weakly.
Moreover, if either A or B is first-class, the bracket reduces weakly to the Pois-
son bracket. The Hamiltonian, in particular, is first-class by construction, and
Hamiltonian evolution is unaffected by the replacement of Poisson brackets by
Dirac brackets.
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Chapter 4
Hamiltonian Formulation of
General Relativity
In classical mechanics, the Hamiltonian generates time translations of the canon-
ical variables through the Poisson bracket. Similarly, the diffeomorphisms of
general relativity are generated by functions that differ from the Hamiltonian
only through a simple substitution of vectors.
The asymptotically anti-de Sitter space-times have a boundary at spatial
infinity, which gives a contribution to the Hamiltonian referred to as the surface
charge. In the present chapter, we derive this surface charge starting from
the Lagrangian formulation of general relativity with a cosmological constant.
Section 4.1 first introduces the notions of ADM decomposition and extrinsic
curvature. The former is useful for defining the Hamiltonian; the latter for
deriving the surface term in the action, which is done in section 4.2. Section 4.3
finally brings us to the surface charge, which is shown to become the generator of
diffeomorphisms, as the bulk term of the Hamiltonian vanishes weakly. Another
form of the surface charge, coming from [2], is given.
4.1 ADM Decomposition
The Hamiltonian formulation of general relativity makes use of a special de-
composition of the metric, called the Arnowitt-Deser-Misner decomposition [23]
(ADM for short), which brings out the components parallel and orthogonal to
hypersurfaces at constant t. The decomposition is useful for separating the
canonical variables into constraints and physically meaningful quantities, anal-
ogous to what happens in Maxwell theory.
Suppose we have a global time function t(xµ) and a vector field tµ obeying
tµ∂µt = 1. In particular, we can introduce a coordinate system (t, x
a) with as
time coordinate the global time function t. The fact that t is global implies that
we can foliate our space-time into hypersurfaces at constant t, and tµ generates
the flow from the initial spacelike hypersurface Σ0 to Σt. If we choose t to be
one of the coordinates of a frame, we simply have tµ =
(
∂
∂t
)µ
, since in this case
∂xµ
∂t
∂t
∂xµ = 1. From now on we will treat t as a coordinate. We decompose the
vector tµ in terms of the vector nµ normal to surfaces at constant t and an
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additional vector Nµ:
tµ ≡ Nnµ +Nµ. (4.1)
N is the so-called lapse function and Nµ the shift vector. The decomposition
(4.1) shows that the lapse function is the normal component and the shift vector
is the parallel component of tµ to surfaces at constant t.
We can use lapse and shift to obtain the ADM form of the metric starting
from the following metric adapted to the hypersurface,
ds2 = −(dx⊥)2 + ωab(x⊥, xa)dxadxb, (4.2)
where a and b run from 1 to d− 1, and the coordinates x⊥, xa are independent.
This metric is adapted to the family of hypersurfaces at constant t in the sense
that the coordinates are so defined that the component of nµ in the x⊥-direction
becomes 1, while the components in the xa-directions vanish. Since we have
tµ =
(
∂
∂t
)µ
, the lapse and shift become
N =
∂x⊥
∂t
Na =
∂xa
∂t
. (4.3)
in the hypersurface-adapted frame. We can use this to turn to another frame
(t(x⊥, xa), xa). The tensor transformation rule (denoting the coordinates ap-
pearing in (4.2) collectively by xˆρ = (x⊥, xa), using a Greek index, and writing
xµ = (t, xa))
gµν(t, x
a) =
∂xˆρ
∂xµ
∂xˆσ
∂xν
gˆρσ(x
⊥, xa) (4.4)
then tells us that
gtt = −N2 + ωabNaN b, gta = ωabN b, gab = ωab, (4.5)
yielding the following line element in the coordinates t, xa:
ds2 = −N2dt2 + ωab(dxa +Nadt)(dxb +N bdt). (4.6)
This form of the metric is called the ADM decomposition.
Note that, due to the possible dependence of the metric on x⊥ and t, nei-
ther are necessarily global coordinates. This will only be the case for specific
solutions with Killing vectors ∂
∂x⊥
or ∂∂t , respectively. We called t a global
time function only because the space-time can be foliated into hypersurfaces at
constant t, which is indicative of a product topology.
For space-times with the appropriate product topology, the decomposition
can also be done with respect to other foliations.
In the following, we will also need the notion of an induced metric. The line
element induced on hypersurfaces of constant t is in the present example
ds2 = ωabN
aN bdt2 + 2ωabN
adtdxb + ωabdx
adxb (4.7)
This follows from the more general definition of an induced metric,
γµν = gµν ± nµnν , (4.8)
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with nµ the unit normal to a spacelike or timelike hypersurface, respectively.
In order for volume elements to keep the right orientation, nµ should be inward
pointing if it is timelike and outward pointing if it is spacelike [24]. If part of
the boundary is, for instance, a timelike hypersurface at constant radius, then
for this part the normal is
nµ =
1√
grr
gµ(r), nµ =
1√
grr
δ(r)µ ,
nµn
µ = 1, (4.9)
and the radial contravariant components of the induced metric vanish. We
keep d-valued indices, however, because as we saw the covariant components
are generally nonvanishing.
Indices of tensors on the boundary, including the induced metric, are still
to be raised and lowered with the full space-time metric gµν . However, γ
µν
will not be the inverse of γµν , which is noninvertible since we have removed the
components in the normal direction. Note that we have
√−g = N√±γ, with
N the appropriate lapse function. Moreover, γµνn
µ = 0.
A final notion we introduce here is that of the extrinsic curvature of a
hypersurface. Its definition is given in terms of the induced metric γµν and the
normal vector nµ as
Θµν = γ
ρ
µγ
σ
νDρnσ, (4.10)
where the covariant derivative contains the full d-dimensional connection. The
γρµ = gρνγνµ = δ
ρ
µ ± nρnµ work as projection operators of tensors onto the
hypersurface. If nµ is a geodesic normal, the projection in (4.10) is unnecessary.
We can write (4.10) in a more intuitive form by making use of the fact that
for nµ to be hypersurface orthogonal is equivalent to (square brackets denote
antisymmetrization over all indices)
n[µDνnρ] = 0, (4.11)
a result following from Frobenius’s theorem on integral submanifolds. Suppose
we are trying to find integral surfaces (i.e. surfaces that are everywhere parallel
to the original surface, and span the space) of an m-dimensional surface with
d−m linearly independent normal covectors n(a)ν , a = 1, . . . , d−m living in the
cotangent space of a d-dimensional manifold. The theorem states that in order
for this surface to be integrable, such nν should obey D[µnν] =
∑
b η
(b)
[µ v
(b)
ν] ,
where the η
(b)
µ , b = 1, . . . , d −m, lie in the cotangent space orthogonal to the
surface, and vν are some covectors. If, in particular, m = d− 1, we obtain the
result (4.11) by substituting ηµ = nµ.
Contracting (4.11) with nν, we have
Dρnµ + n
νnµDνnρ = Dµnρ + n
νnρDνnµ, (4.12)
since nνDµnν =
1
2Dµ(n
νnν) = 0. Furthermore,
nνnµDνnρ = ∓gνµDνnρ ± γνµDνnρ
= ∓Dµnρ ± γνµDνnρ. (4.13)
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If the lower signs apply, substituting this in (4.12) gives
2Dµnρ + 2Dρnµ = γ
ν
ρDνnµ − γνµDνnρ. (4.14)
Since one side is symmetric under ρ↔ µ, while the other side is antisymmetric
under this exchange, both sides are equal to zero. The upper signs immediately
give
γνµDνnρ = γ
ν
ρDνnµ, (4.15)
and in both cases the expression is symmetric in µ and ρ. At the same time,
using γαµ = g
α
µ±nαnµ, it can be verified that (4.10) can also be written simply
as γαµDαnν. Thus, through a relatively complicated procedure we have verified
that the extrinsic curvature is actually symmetric in its indices, and we can
now write it as the Lie derivative of γµν in the normal direction:
Θµν =
1
2
Lnγµν (4.16)
This more intuitive form of Θµν tells us that the extrinsic curvature measures
the rate of change of the induced metric when moving off the hypersurface. Θµν
will turn out to be a useful quantity in defining the Einstein-Hilbert action for
space-times with boundary, as is discussed in the next section.
4.2 Surface Term in the Action
In order to pass to the Hamiltonian formulation, we first need to know which
action to use. For a space-time M without boundary, Einstein’s equations can
be derived from the action
S =
1
16πG
∫
M
√−g (R − 2Λ) ddx (4.17)
by varying with respect to the metric gµν . Here, G is Newton’s constant in d
dimensions, R the Ricci scalar curvature, and Λ the cosmological constant. We
do not include matter terms, since we will be interested in vacuum solutions.
For a space-time with boundary, the action (4.17) also gives Einstein’s equa-
tion as long as boundary terms are ignored in the variational principle. However,
we wish to use a different variational principle, in which we only set δgµν = 0
at the boundary, but do not throw away surface terms in the variation of the
action. These can still arise because we do not demand the derivative of gµν to
vanish at the boundary.
To determine the boundary term in the action, we will write out the general
variation of the Einstein-Hilbert action, and see which term is needed to cancel
the unwanted surface term. It is useful to write the Riemann curvature tensor
as
Rσµνρ = ∂νΓ
σ
µρ − ∂ρΓσµν + ΓσνκΓκµρ − ΓσρκΓκµν , (4.18)
so that we can recognize its variation,
∂νδΓ
σ
µρ − ∂ρδΓσµν + ΓκµρδΓσνκ + ΓσνκδΓκµρ − ΓσρκδΓκµν − ΓκµνδΓσρκ, (4.19)
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as
DνδΓ
σ
µρ −DρδΓσµν . (4.20)
The variation of (4.17) thus becomes
δS =
1
16πG
∫
M
δ(Rσµνρ
√−gδνσgµρ)− 2Λδ(
√−g) ddx
=
1
16πG
∫
M
√−g{δνσgµρ(DνδΓσµρ −DρδΓσµν)
+ δνσR
σ
µνρδg
µρ − 1
2
δνσg
µρRσµνρgαβδg
αβ + Λgαβδg
αβ} ddx (4.21)
The term on the second line is easily recognized as a total derivative, and
applying Gauss’s law∫
M
√−g Dαvα ddx =
∫
∂M
√±γ nαvα dd−1x (4.22)
where γ is the determinant of the metric induced on the boundary, and nα a
unit normal to this boundary, now yields
δS =
1
16πG
∫
M
√−g (Rµν − 1
2
Rgµν + Λgµν)δg
µν ddx
+
1
16πG
∫
∂M
√±γ (gµρδΓνµρ − gµνδΓρµρ)nν dd−1x. (4.23)
The first term alone would give Einstein’s equations
Rµν − 1
2
Rgµν +Λgµν = 0. (4.24)
The remaining term is further reduced using
δΓνµρ =
1
2
gνσ(Dµδgσρ +Dρδgµσ −Dσδgµρ), (4.25)
which tells us that
gµρδΓνµρ − gµνδΓρµρ
=
1
2
(gµρgνσ − gµνgρσ)(Dµδgρσ +Dρδgµσ −Dσδgµρ)
= gµνgρσ(Dσδgµρ −Dµδgρσ), (4.26)
since Dρδgµσ is symmetric under µ ↔ σ, while Dµδgρσ − Dσδgµρ is antisym-
metric under this exchange, as is the prefactor. This leads to
nν(g
µρδΓνµρ − gµνδΓρµρ) = nµgρσ(Dσδgµρ −Dµδgρσ)
= nµγρσ(Dσδgµρ −Dµδgρσ)
= −nµγρσDµδgρσ . (4.27)
To get the third line we again used the antisymmetry of Dσδgµρ−Dµδgρσ under
µ↔ σ, so that nµnρnσ(Dσδgµρ −Dµδgρσ) = 0. The last equality follows from
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the fact that γρσDσ is the covariant derivative along the boundary, where δgµρ
vanishes everywhere. We have now written the boundary term in a form which
allows us to recognize it as the variation of a tensor living on the boundary.
Recall that we had
Θµν = γ
ρ
µγ
σ
νDρnσ
=
1
2
Lnγµν . (4.28)
The trace of the extrinsic curvature of the boundary is then given by
Θ = γρσDρnσ = γ
ρσ∂ρnσ − γρσΓµρσnµ. (4.29)
From the boundary condition δgµν = 0 and the fact that a variation of γµν
cannot cancel a variation of nµ, it follows that δnµ = δγµν = 0 at ∂M . Hence
we have
δΘ = −γρσδΓµρσnµ (4.30)
Using (4.25) this reduces to
δΘ =
1
2
nµγρσDµδgρσ , (4.31)
or −12 times the surface term in the variation of
∫
M
√−g (R − 2Λ)ddx. This
finally motivates the use of the adapted Einstein-Hilbert action
S =
1
16πG
∫
M
√−g (R− 2Λ) ddx+ 1
8πG
∫
∂M
√±γ Θ dd−1x. (4.32)
This action gives the Einstein equations of motion both for space-times without
boundary and for space-times with boundary under the condition that δgµν = 0
at ∂M , and taking into account surface terms. The action (4.32) is the one we
will be working with.
4.3 Hamiltonian Formalism
The ADM decomposition now comes in handy, because it allows us to write
the action (4.32) in terms of the metric hµν induced on surfaces of constant t
and only its first time derivative h˙µν , since these two quantities contain all the
physical information necessary to describe the dynamics. This in turn allows
us to define a canonical momentum
πµν ≡ δS
δh˙µν
. (4.33)
Passage to the Hamiltonian formulation will then be achieved through the def-
inition
S ≡
∫ tf
ti
(∫
Σt
πµν h˙µν −H dd−1x
)
dt. (4.34)
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This shows that properly defining the Hamiltonian is only possible if the space-
time has a global time coordinate, and can be foliated into surfaces Σt at con-
stant t:
M = [ti, tf ]× Σt. (4.35)
Assuming our space-time knows of such a thing as spatial infinity (and the
spatial part is not, for instance, a torus or the surface of a sphere), the boundary
∂M consists of initial and final spacelike boundaries, and a timelike boundary
at spatial infinity:
∂M = Σti +Σtf +Σ
∞ (4.36)
Thus, the action (4.32) becomes
S =
1
16πG
∫
M
√−g (R − 2Λ) ddx+ 1
8πG
∫
Σ∞
√−h Θ dd−1x
+
1
8πG
∫
Σti
√
γ K dd−1x− 1
8πG
∫
Σtf
√
γ K dd−1x, (4.37)
with γµν the metric induced on the Σti and Σtf boundaries, and K the trace of
their extrinsic curvature. Using the contracted Gauss-Codacci relation
(d−1)R = Rµνρσhµρhνσ −Θ2 +ΘµνΘµν (4.38)
to express the Ricci curvature scalar (d−1)R belonging to hµν in terms of the
full d-dimensional curvature Rµνρσ, the action (4.37) can be written without a
contribution from the spacelike boundaries1:
S =
1
16πG
∫
M
√−g
(
(d−1)R− 2Λ−Θ2 +ΘµνΘµν
)
ddx
+
1
8πG
∫
Σ∞
√−γ (K − uµnνDνnµ) dd−1x. (4.39)
Here, uµ is the unit normal vector to the Σ∞ boundary, and Dν is still the
d-dimensional covariant derivative. The surface Σ∞ can again be split up into
hypersurfaces Σ∞t at constant t (in three dimensions these are just closed lines).
Using
Θµν =
1
2N
(h˙µν −DµNν −DνNµ), (4.40)
we find as the momentum conjugate to hµν
πµν ≡ δS
δh˙µν
=
1
16πG
√
h (Θµν −Θhµν). (4.41)
(the purely spatial metric hµν will have a positive determinant).
1We assume the Σ∞ and Σt hypersurfaces to be orthogonal at infinity, which may not
always be true, but holds for the asymptotically anti-de Sitter space-times which we are
interested in.
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For a space-time with the appropriate product topology, the Hamiltonian
then becomes [25]
H(N) =
∫
Σt
(NH +NµHµ) dd−1x
−
∫
Σ∞t
√
σ (
1
8πG
Nθ − 2√
h
sµπ
µνNν) d
d−2x. (4.42)
where σ is the determinant of the induced metric on Σ∞t , s
µ the unit normal
vector to this surface (i.e., it is the normal to Σ∞ projected onto Σt), and θ
the trace of its extrinsic curvature. H and Hµ are the constraints of general
relativity, and N and Nµ act as their Lagrange multipliers. The constraints
take the form
H = (d−1)R− 2Λ + Θ2 −ΘµνΘµν
Hµ = ∇νΘνµ −∇µΘ, (4.43)
where∇µ is the covariant derivative belonging to hµν . The dynamical equations
now read
h˙µν = {hµν ,H(N)}∗,
π˙µν = {πµν ,H(N)}∗, (4.44)
for which the explicit expressions are given in Table 4.1, together with a sum-
mary of the analogy between source-free Maxwell theory and general relativity
with a cosmological constant.
Constraints Evolution Equations
General (d−1)R+Θ2 −ΘµνΘµν = 2Λ ∂tγµν = −2NΘµν +∇µNν +∇νNµ
Relativity
∇νΘνµ −∇µΘ = 0 (∂t −Nρ∂ρ)Θµν = −∇µ∇νN −NγµνΛ
+N
(
(d−1)Rµν +ΘΘµν − 2ΘµρΘρν
)
+Θρν∂µN
ρ +Θµρ∂νN
ρ
Maxwell ~∇. ~E = 0 ∂t ~E = ~∇× ~B
Theory ~∇. ~B = 0 ∂t ~B = −~∇× ~E
Table 4.1: The analogy between Maxwell theory and general relativity.
If initially H = Hµ = 0, and the evolution equations hold everywhere,
then the constraints will be satisfied at all times. Using the ADM decom-
position, we have in effect made a change of variables from (gµν ,Γ
µ
νρ) to
(hµν , π
µν ,H,Hµ, N,Nµ), separating physically meaningful quantities from con-
straints.
Since Nµ effectively has only d − 1 components, it is seen that the ex-
tended variational principle reduces the degrees of freedom by d. Starting out
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with d(d−1)2 components of the symmetric, (d − 1)-dimensional tensor hµν , the
graviton then has d(d−3)2 physical polarizations, or 2 in d = 4. Also, pure
three-dimensional gravity has no dynamical degrees of freedom at all.
Something else that comes to our attention is that the Hamiltonian of gen-
eral relativity is weakly zero if boundary terms are ignored. This is in fact
characteristic of generally covariant systems for which the canonical variables
transform as scalars under time reparametrizations. This is easily seen [26]
from
S =
∫
(pµq˙
µ − λmφm −Hrest(p, q))dt (4.45)
where φm are the first- and second-class constraints, λ
m their Lagrange multipli-
ers, and Hrest(p, q) represents any part of the Hamiltonian that does not vanish
weakly. The action (4.45) is invariant under the transformation t → t − ǫ(t)
provided the various variables transform as
δq = q˙ǫ
δp = p˙ǫ
δλm = λ˙mǫ+ λmǫ˙, (4.46)
and only if Hrest(p, q) = 0. Being a function of p and q, Hrest(p, q) will trans-
form as a scalar, and there is no prefactor to cancel the transformation as
there is for the constraints. Therefore, the action will not be invariant unless
Hrest = 0. This means that time evolution in general relativity consists of gauge
transformations.
The last term in (4.42) is the surface charge
J(N) =
∫
∆∞t
√
σ (
1
8πG
Nθ − 2√
h
sµπ
µνNν) d
d−2x. (4.47)
As opposed to the procedure described above, which starts out from the La-
grangian fomulation of general relativity, Brown and Henneaux [2] derived the
surface charge for 2+ 1-dimensional space-time by demanding the Hamiltonian
to have well-defined functional derivatives with respect to the canonical vari-
ables. This is needed for the Hamiltonian to be a well-defined generator through
the Poisson bracket with the variational principle that takes boundary terms
into account. Just like in the Lagrangian case, this method, called the Regge-
Teitelboim method, can only determine the surface charge up to a ‘constant’,
which they chose such that the charge vanishes for anti-de Sitter space-time. It
becomes [2]:
J(N) =
1
16πG
lim
r→∞
∫
{G¯ijkl[N⊥∇¯khij − ∂kN⊥(hij − h¯ij)] + 2N iπli}dxl(4.48)
with
G¯ijkl =
1
2
√
h¯(h¯ikh¯jl + h¯ilh¯jk − 2h¯ij h¯kl) (4.49)
where Latin indices denote parallel directions in the hypersurface-adapted frame,
and the bar is used for quantities evaluated in anti-de Sitter space. This is
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equivalent [25] to subtracting the anti-de Sitter background from (4.47) as
J(N) =
∫
∆∞t
1
8πG
(N
√
σθ − N¯√σ¯θ¯)− 2√
h
sµπ
µνNν) d
d−2x, (4.50)
where θ¯ is the trace of the extrinsic curvature of the ∆∞t hypersurface in anti-de
Sitter space. Notice that we can do this because N¯
√
σ¯θ¯ is constant in the sense
that we define its derivative with respect to any of the canonical variables to
vanish.
Even though the surface charges are not the usual Noether charges (see the
Appendix) they do generate transformations. We have seen that the Hamil-
tonian in the form (4.42) generates time translations. If we want to generate
transformations in the direction of a general vector
ξµ = ξ⊥nµ + ξ‖µ, (4.51)
(which has the components ξt = 1N ξ
⊥, ξa = −NaN ξ⊥ + ξ‖a in the (t, xa) coordi-
nate system) all we have to do is make the replacements N → ξ⊥, Nµ → ξ‖µ.
For instance, working on hµν , we have
{hµν ,H(ξ)} = Lξ⊥nhµν + hαµhβνLξ‖hαβ
= Lξhµν . (4.52)
As discussed at the end of Chapter 3, we can set the constraints to zero,
H = 0, Hµ = 0, (4.53)
and replace Poisson brackets by Dirac brackets, so that the realization of the
diffeomorphism algebra reduces to just the surface charges J(ξ). The group
property is expressed by
{J(η), J(ξ)}∗ = J([η, ξ]), (4.54)
or in case of a central extension,
{J(η), J(ξ)}∗ = J([η, ξ]) +K(η, ξ), (4.55)
where K(η, ξ) is the central term. Note that J(ξ) is not actually a proper
generator of diffeomorphisms, since its functional derivative with respect to hµν
and πµν is not well-defined. Therefore, we pretend that we have written the full
H(ξ) (including constraints) in (4.55), then taken functional derivatives, and
set the constraints to zero afterwards.
The Hamiltonian with surface charge generates diffeomorphisms with either
variational principle - taking into account boundary terms or ignoring them.
The Hamiltonian without surface charge, on the other hand, can only be used
as a generator if we neglect boundary terms. Therefore, the formulation with
surface charge is the appropriate one for describing effects on the boundary.
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Chapter 5
Geometry
In this chapter we give a short overview of the geometrical properties of anti-de
Sitter space, which is the maximally symmetric solution of Einstein’s equations
with negative cosmological constant. We also treat the BTZ black hole [12],
which is a (2+1)-dimensional solution with negative cosmological constant and
a point source at the origin. Asymptotically, the BTZ solution reduces to anti-
de Sitter space, as might be expected. However, the BTZ black hole metric
is actually asymptotically anti-de Sitter in a stronger sense. This will become
clear further on.
5.1 Anti-de Sitter Space-Time
Anti-de Sitter space in general space-time dimension d can most easily be de-
fined as a hyperbolic hypersurface embedded in flat (d + 1)-dimensional space
with metric ηµν = diag(−1,−1, 1, 1, . . . , 1) via
ηµνX
µXν = −l2 (5.1)
(µ, ν ∈ (1, . . . , d + 1)). The radius of the anti-de Sitter space is l, which is
related to the cosmological constant through Λ = − (d−1)(d−2)
2l2
. Flat space is
recovered in the limit l → ∞. The definition (5.1) immediately makes clear
that the isometries constitute the group SO(d − 1, 2), which leaves invariant
ηµνX
µXν . In terms of the coordinates appearing in (5.1), the generators take
the form
Gµν = Xµ
∂
∂Xν
−Xν ∂
∂Xµ
. (5.2)
Gµν is antisymmetric in its indices, so that there are
1
2d(d + 1) linearly in-
dependent generators, precisely the number of Killing vectors of a maximally
symmetric solution in d dimensions.
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For three-dimensional anti-de Sitter space-time (AdS3) we can define the coor-
dinates
t = l arctan
(
X1
X2
)
,
r = (X1)2 + (X2)2 − l2,
φ = arctan
(
X3
X4
)
, (5.3)
in terms of which the line element reads
ds2 = −
(
r2
l2
+ 1
)
dt2 +
(
r2
l2
+ 1
)−1
dr2 + r2dφ2. (5.4)
These coordinates have the ranges t ∈ [0, 2πl), φ ∈ [0, 2π), and r ∈ [0,∞), i.e.,
both t and φ are compactified. The space-time thus contains closed timelike
curves, which is physically unacceptable because particles will be able to influ-
ence themselves by ‘passing through the same point in space-time’ more than
once. Therefore, we unwrap the time coordinate t to become an element of
(−∞,∞), obtaining the so-called universal covering space of AdS3. This space-
time is commonly referred to simply as AdS3. The closely related maximally
symmetric solution with positive cosmological constant is called de Sitter space,
for which the metric is (5.4) with l2 replaced by −l2.
Locally, one can choose the coordinates
t =
−X2
l2(X1 +X3)
r = − ln
(
l
X1 +X3
)
φ =
lX4
X1 +X3
(5.5)
such that
ds2 = −r
2
l2
dt2 +
l2
r2
dr2 + r2dφ2. (5.6)
The coordinates appearing in (5.6) are called Poincare´ coordinates. Yet another
alternative is
ds2 = l2dr2 + e2r
(
dφ2 − dt
2
l2
)
, (5.7)
which is obtained by making the replacement r → er. The last two metrics
show that the boundary at r =∞ is a flat (1 + 1)-dimensional cylinder.
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5.2 The BTZ Black Hole
The BTZ black hole is a solution of Einstein’s equations with negative cosmo-
logical constant Λ = − 1
l2
and vanishing stress tensor everywhere except at the
origin, where there is a point source [13]. In ADM decomposition1,
ds2 = −N2dt2 +N−2dr2 + r2(Nφdt+ dφ)2, (5.8)
where lapse N(r) and angular shift Nφ(r) are given by
N2(r) = −M + r
2
l2
+
J2
4r2
, Nφ(r) = − J
2r2
. (5.9)
It can be verified that at large r, the BTZ black hole solution approaches three-
dimensional anti-de Sitter space. This was to be expected, since as r→∞, we
are increasingly far removed from the delta function source. However, the BTZ
black hole actually obeys more restrictive asymptotic conditions which will be
discussed in the next chapter.
Unlike AdS3, the BTZ black hole metric has only two Killing vectors,
d
dt
and ddφ . That these are Killing vectors can immediately be seen from the metric
(5.8), which depends neither on t nor on φ. The conserved quantities associated
with time translation and rotational symmetry are the mass M and angular
momentum J of the black hole, respectively. The fact that ddt is a symmetry of
(5.8) means that the BTZ black hole is a stationary solution.
The inner and outer horizons, where spacelike and timelike vectors inter-
change roles, are located at the roots of the lapse function:
r± = l

M
2

1±
√
1−
(
J
lM
)2


1
2
. (5.10)
The BTZ black hole is a spinning black hole. Spinning black holes have a region
outside the outer horizon in which particles cannot remain at rest, called the
ergosphere. The outer limit of the BTZ ergosphere is located at the surface
of infinite redshift r = l
√
M , where gtt vanishes. The extreme black hole is
obtained when inner and outer horizons coincide, i.e.,
|J | = lM. (5.11)
We also see that M is defined such that it vanishes as r± → 0, so that the
zero point of energy is reached when the black hole disappears. In the opposite
extreme, for M 6= 0, l → ∞, we are left with only the inside. The BTZ black
hole carries no charge; the charged 2+1 black hole is rather different in that its
curvature is not constant [27]. Substituting J = 0, M = −1 in the BTZ metric
gives back AdS3. However, AdS3 cannot be obtained from the BTZ black hole
vacuum (M = 0, J = 0) in a continuous way, since the negative mass solutions
with M between 0 and −1 possess a naked singularity, which is physically un-
acceptable [27]. This means that the BTZ black hole cannot decay physically
1To clean up the notation, factors of 8G are left implicit in M and J .
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into AdS3.
Since the BTZ black hole is also a solution of the Einstein equations with
vanishing stress-energy tensor (except at the origin), it can however only differ
from AdS3 by some discrete global identifications. This is because in three
space-time dimensions, all local information is stored in the Einstein tensor
Gµν = Rµν − 12Rgµν , and the latter coincides for AdS3 and the BTZ black hole
outside the source. Rµνρσ contains no additional information due to the relation
Rµνρσ = ǫµνκǫρσλG
λκ (5.12)
which holds in three dimensions. Indeed, it can be verified that Rµν and Rµνσρ
each have six independent components in d = 3. In [27], a procedure is described
to obtain the BTZ black hole through identifications in the universal covering
space of AdS3. The identification group turns out to be a discrete subgroup
of SO(2, 2), which is very natural, because in this way, the manifold with the
identifications inherits a well-defined local structure.
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Chapter 6
Central Charge of
Asymptotically AdS3
Space-Times
The presence of a classical central charge in the asymptotic symmetry algebra
of certain three-dimensional asymptotically anti-de Sitter space-times was first
noted by Brown and Henneaux in 1986 [2]. Often, central charges only arise
upon quantization, for instance due to normal ordering of lowering and raising
operators, as explained in section 2.3. The fact that a central charge arises
already classically in this case has to do with the fact that the asymptotic
Killing vectors do not all preserve the boundary metric exactly. The asymptotic
symmetries that are actually exact symmetries of the AdS3 background do not
lead to a central extension. It is necessarily the case that the boundary metric is
not preserved by all asymptotic symmetries, because the isometry group turns
out to be extended to an infinite-dimensional group ‘at the boundary’ - the
conformal group in 1 + 1 dimensions. We have seen before that the conformal
group in higher dimensions has only a finite number of generators, making this
a phenomenon specific to a three-dimensional bulk theory.
Asymptotic symmetries may be naively defined as any diffeomorphisms lead-
ing to corrections that are term by term of lower order in r than the original
metric. If we start from the metric (5.6), these include all diffeomorphisms that
result (locally) in
ds2 = −
(
r2
l2
+O(r)
)
dt2 +
(
l2
r2
+O
(
1
r3
))
dr2 + (r2 +O(r))dφ2. (6.1)
Brown and Henneaux translated (6.1) into conditions on the asymptotic metric
by recognizing that at least the AdS3 isometry group SO(2, 2) should be among
the asymptotic symmetries. SO(2, 2) transformations are clearly asymptotic
symmetries of AdS3 in the above sense. Then, if we first perform an asymp-
totic symmetry transformation on AdS3 that is not contained in SO(2, 2), ob-
taining a different metric that takes the form (6.1), this metric should still be
asymptotically invariant under SO(2, 2) if we want the transformations to form
a group. In the dynamical description of these transformations, another con-
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dition on the asymptotic metric is that its asymptotic symmetries should have
finite canonical generators J(ξ).
The asymptotic metric used by Brown and Henneaux takes the form:
gtt = −r
2
l2
+O(1)
gtr = O(
1
r3
)
gtφ = O(1)
grr =
l2
r2
+O(
1
r4
)
grφ = O(
1
r3
)
gφφ = r
2 +O(1) (6.2)
where t ∈ (−∞,∞), r ∈ [0,∞), and φ ∈ [0, 2π). From now on, ‘asymptotically
anti-de Sitter’ will be understood to mean (6.2).
This chapter is organized as follows. In section 6.1 we begin by deriving the
diffeomorphisms preserving (6.2). These will include SO(2, 2) as a subgroup, as
the asymptotic metric was selected to be invariant under this group. Using the
SO(2, 2) subgroup of the asymptotic Killing vectors, we come back to the form
of the asymptotic metric in section 6.2. We show that demanding invariance
under SO(2, 2) leads to conditions that are not quite as strict as (6.2). In section
6.3, the additional restrictions are shown to follow from the demand that the
surface charges be finite. The main part of our discussion comes in section 6.4,
where we calculate the central charge associated with the asymptotic symmetry
group of (6.2) in the canonical formalism. Section 6.5 contains an alternative
derivation of the central charge from the work of Balasubramanian and Kraus
[28].
6.1 Asymptotic Killing Vectors
In this section we derive the asymptotic isometries of (6.2). These have a
natural SO(2, 2) subgroup, as the asymptotic metric was obtained under the
very condition that they be SO(2, 2)-invariant.
Without loss of generality, we can write the candidate vectors in a Laurent
expansion in r. Denoting equal or higher powers of r by o and equal or lower
powers by O1:
ξt = o(r) +A(t, φ) +
B(t, φ)
r
+
C(t, φ)
r2
+
D(t, φ)
r3
+O(
1
r4
),
ξr = o(r2) + E(t, φ)r + F (t, φ) +O(
1
r
),
ξφ = o(r) +G(t, φ) +
H(t, φ)
r
+
I(t, φ)
r2
+
J(t, φ)
r3
+O(
1
r4
). (6.3)
1We do not write out more terms due to some prior knowledge on what the Killing vectors
will turn out to look like from [2] and [9].
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Applying Lie transport with these vectors ξµ to gµν and demanding that (6.2)
is preserved, results in
B = D = F = H = J = 0,
2C = −l4∂tE,
∂φA = l
2∂tG,
2I = l2∂φE,
E = −∂φG = −∂tA. (6.4)
and all higher order terms should vanish.
The fact that [l2∂2t −∂2φ]A(t, φ) = 0 allows us to write A(t, φ) as l(η++ η−),
where ∂±η
∓ = 0 and ∂± ≡ 12(l∂t ± ∂φ). The other components then follow
uniquely from the relations (6.4), and it can be verified that the asymptotic
Killing vectors become
ξt = l(η+ + η−) +
l3
2r2
(∂2+η
+ + ∂2−η
−) +O(
1
r4
),
ξr = −r(∂+η+ + ∂−η−) +O(1
r
),
ξφ = η+ − η− − l
2
2r2
(∂2+η
+ − ∂2−η−) +O(
1
r4
). (6.5)
We can see that the η+ and η− transformations do not talk to each other,[
ξ(η−1 ), ξ(η
−
2 )
]
= ξ(η−1 ∂−η
−
2 − η−2 ∂−η−1 )[
ξ(η+1 ), ξ(η
+
2 )
]
= ξ(η+1 ∂+η
+
2 − η+2 ∂+η+1 ). (6.6)
Moreover, it is clear that we are dealing with an infinite-dimensional group.
Following Strominger [9] we can then let ln and l¯n denote the generators of
the diffeomorphisms with η+ = ein(
t
l
+φ), η− = 0 and η− = ein(
t
l
−φ), η+ = 0,
respectively. The resulting Lie bracket algebra is the loop algebra
[lm, ln] = 2i(m− n)lm+n[
l¯m, l¯n
]
= 2i(m− n)l¯m+n[
lm, l¯n
]
= 0, (6.7)
and we have indeed found the infinite-dimensional conformal group on the
(1 + 1)-dimensional boundary.
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The so(2, 2) subalgebra is spanned by l−1, l0, l1, l¯−1, l¯0, l¯1. These take the
form
lt−1 = l e
−i( t
l
+φ) − l
3
2r2
e−i(
t
l
+φ)
lr−1 = ir e
−i( t
l
+φ)
lφ−1 = e
−i( t
l
+φ) +
l2
2r2
e−i(
t
l
+φ)
(6.8)
lt0 = l
lr0 = 0
lφ0 = 1
(6.9)
lt1 = l e
i( t
l
+φ) − l
3
2r2
ei(
t
l
+φ)
lr1 = −ir ei(
t
l
+φ)
lφ1 = e
i( t
l
+φ) +
l2
2r2
ei(
t
l
+φ)
(6.10)
l¯t−1 = l e
−i( t
l
−φ) − l
3
2r2
e−i(
t
l
−φ)
l¯r−1 = ir e
−i( t
l
−φ)
l¯φ−1 = −e−i(
t
l
−φ) − l
2
2r2
e−i(
t
l
−φ)
(6.11)
l¯t0 = l
l¯r0 = 0
l¯φ0 = −1
(6.12)
l¯t1 = l e
i( t
l
−φ) − l
3
2r2
ei(
t
l
−φ)
l¯r1 = −ir ei(
t
l
−φ)
l¯φ1 = −ei(
t
l
−φ) − l
2
2r2
ei(
t
l
−φ) (6.13)
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6.2 The Asymptotic Metric
We can now reverse the process, and use the SO(2, 2) vectors given above
to derive asymptotic conditions for the metric. These conditions will not yet
be quite as restrictive as (6.2). We thus find an asymptotic metric that is
consistent under SO(2, 2), and allows for an even larger asymptotic symmetry
group than (6.2).
To derive the form the asymptotic metric should take, we start by looking
at the transformations generated by l0 and l¯0:
δl0gµν = (l∂t + ∂φ)gµν
δl¯0gµν = (l∂t − ∂φ)gµν . (6.14)
As these variations are of the same order of r as the metric itself, this tells
us that any exact leading order terms in r should not depend on t or φ. Lie
transport of gtt with l±1 gives
δl±1gtt = 2gtt∂tl
t
±1 + 2grt∂tl
r
±1 + 2gtφ∂tl
φ
±1 + l
t
±1∂tgtt + l
r
±1∂rgtt + l
φ
±1∂φgtt
= [2(±i ∓ il
2
2r2
)gtt + 2
r
l
gtr + 2(± i
l
± il
2r2
)gtφ + (l − l
3
2r2
)∂tgtt
∓ir∂rgtt + (1 + l
2
2r2
)∂φgtt] e
±i( t
l
+φ). (6.15)
We can add up the transformations under l1 and l−1 for
t
l + φ = 2πn, n ∈ Z:
δ(l1+l−1)gtt = 4
r
l
gtr + (2l − l
3
r2
)∂tgtt + (2 +
l2
r2
)∂φgtt. (6.16)
This tells us that if the leading order of gtt is to be exactly preserved (so that,
as we have just seen, it does not depend on t or φ) gtr should be of at least two
orders lower than gtt. Subtracting one from the other, we get
δ(l1−l−1)gtt = (4i−
2l2
r2
)gtt + (
4i
l
+
2il
r2
)gtφ − 2ir∂rgtt (6.17)
showing that, if gtφ is lower order, gtt obeys
r∂rgtt = 2gtt (6.18)
to leading order in r. Similarly (still with tl + φ = 2πn),
δ(l1−l−1)gtφ = (2il −
il3
r2
)gtt + 4igtφ + (
2i
l
+
il
r2
)gφφ − 2ir∂rgtφ (6.19)
shows that to leading order
gφφ = −l2gtt (6.20)
if gtφ is of lower order than gtt and gφφ, and the latter are of the same order. In
fact, suppose that either gtt or gφφ were of highest order, then that component
of the metric should vanish completely not to give high order corrections to gtφ.
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Therefore, as long as gtφ is of lower order than both, gtt and gφφ should indeed
have the same order, and (6.20) should hold. The transformation
δ(l1−l−1)grr = −4igrr − 2ir∂rgrr (6.21)
gives
r∂rgrr = −2grr (6.22)
for the exact leading order part of grr. As a final example, we look at the
transformation of gφφ under Lie transport with l1 − l−1:
δ(l1−l−1)gφφ = (4il −
2il3
r2
)gtφ + (4i+
2il2
r2
)gφφ − 2ir∂rgφφ. (6.23)
From this we derive
r∂rgφφ = 2gφφ (6.24)
for any exact leading order of gφφ, as long as gtφ is lower order. Proceeding
in the same way for different combinations of l±1 and l¯±1 and
t
l = (m + n)π,
φ = (n −m)π, n,m ∈ Z, so that all exponentials become equal to 1, we can
derive many more relations, each of which is obeyed by the asymptotic metric
gtt = −r
2
l2
+O(1)
gtr = O
(
1
r
)
gtφ = O(1)
grr =
l2
r2
+O
(
1
r3
)
grφ = O
(
1
r
)
gφφ = r
2 +O(1). (6.25)
These fall-off conditions are consistent under SO(2, 2), and the vectors preserv-
ing (6.25) obey
B = F = H = 0
∂φA = l
2∂tG,
E = −∂φG = −∂tA. (6.26)
There are no further restrictions on C,D, I, and J . That the anti-de Sitter
group is part of the asymptotic symmetries is reflected by the fact that all
of these relations also hold for the vectors (6.5). The vectors obeying (6.26)
look like
ξt = l(η+ + η−) +O(
1
r2
),
ξr = −r(∂+η+ + ∂−η−) +O(1
r
),
ξφ = η+ − η− +O( 1
r2
). (6.27)
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Thus, it seems that we have found an even larger asymptotic symmetry group
than the conformal group. However, we will see in the next section that if we
introduce Hamiltonian dynamics, the boundary conditions (6.25) need to be
sharpened.
We have seen that the leading order terms of a metric that has SO(2, 2) in
its asymptotic symmetry group are those of anti-de Sitter space-time. This is
by no means surprising. However, note that, vice versa, the fact that SO(2, 2) is
part of the asymptotic symmetries does not follow from the leading orders of the
metric being those of anti-de Sitter space. We can either weaken or strengthen
the boundary conditions in such a way that they are no longer preserved by all
SO(2, 2) vectors. As an example, consider
gtt = −r
2
l2
+O(r)
gtr = O(r)
gtφ = O(r)
grr =
l2
r2
+O
(
1
r3
)
grφ = O(r)
gφφ = r
2 +O(r). (6.28)
It can be verified that the vectors (6.3) should have ∂tE = ∂φE = 0 for these
asymptotic conditions to be consistent. This is the case for l0 and l¯0 (which
are symmetries whenever the leading order components of the metric do not
depend on t or φ), but not for SO(2, 2) vectors in general.
6.3 Finiteness of the Surface Charges
So far, we have treated the asymptotic symmetries outside a dynamical context.
If we introduce Hamiltonian mechanics in the general relativistic setting, the
asymptotic symmetries are generated by the surface charges J(ξ). We show that
the demand that these generators be well-defined leads to additional conditions
on the asymptotic metric.
For the asymptotics (6.25), the surface charge (4.48) given in Chapter 4
simplifies to
J(ξ) =
1
16πG
lim
r→∞
∫
{ l
r
ξ⊥ +
r3
l3
ξ⊥(grr − l
2
r2
) +
1
l
(
1
r
ξ⊥ + ∂rξ
⊥)(gφφ − r2)
+
1
l
(ξ⊥∂φgrφ − grφ∂φξ⊥) + 2ξ‖φπ rφ }dφ.(6.29)
The term 1l (ξ
⊥∂φgrφ − grφ∂φξ⊥) goes to zero for (6.2), because for that metric
it is of O
(
1
r2
)
. Here, it is of O(1), which would not pose a difficulty if it were
not for the fact that grφ obtained via Lie transport of the anti-de Sitter metric
with an allowed vector ηµ (hence yielding an allowed metric),
grφ = g¯rφ + Lη g¯rφ
= g¯rr∂φη
r + g¯φφ∂rη
φ, (6.30)
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contains unspecified orders of O
(
1
r
)
due to the arbitrary O
(
1
r2
)
term in ηφ.
The same problem arises with 1l (
1
r ξ
⊥ + ∂rξ
⊥)(gφφ − r2), for
gφφ = g¯φφ + Lη g¯φφ
= r2 + 2g¯φφ∂φη
φ + ηr∂rg¯φφ (6.31)
has an undetermined O(1) term, while 1r ξ
⊥+∂rξ
⊥ is of the same order, so that
the product does not vanish in the limit r → ∞. Similarly, the term 2ξφπ rφ
contains unspecified orders of O(1) coming from O
(
1
r2
)
in ηt, since π rφ is equal
to leading order in r to gtφ [2]. It is clear that we need more restrictions on the
asymptotic Killing vectors in order to have well-defined surface charges. These
restrictions will come from stricter fall-off conditions for the metric. Specifically,
2C = −l4∂tE comes from gtr being of order O
(
1
r2
)
rather than O
(
1
r
)
, and 2I =
l2∂φE comes from grφ being of order O
(
1
r2
)
. Moreover, the term r
3
l3
ξ⊥(grr− l2r2 )
diverges unless grr =
l2
r2
+ O
(
1
r4
)
, after which consistency even requires gtr =
O
(
1
r3
)
and grφ = O
(
1
r3
)
. This has as a consequence that D = J = 0 in (6.3)
and finally leaves us with (6.2).
6.4 Boundary Dynamics and the Central Charge
We mentioned that the Poisson bracket algebra of the asymptotic symmetries
of (6.2) turns out to be centrally extended. The resulting algebra looks like
{J(lm), J(ln)} = 2i(m − n)J(lm+n) + ic
3
(m3 −m)δm+n,0,
{J(l¯m), J(l¯n)} = 2i(m − n)J(l¯m+n) + ic¯
3
(m3 −m)δm+n,0,
{J(lm), J(l¯n)} = 0, (6.32)
corresponding to two copies of the Virasoro algebra with an as yet unknown
central charge c. In the present section we calculate this central charge by
making use of the canonical formalism introduced in Chapter 4. We will also
see that c = c¯.
As discussed in the previous section, the surface charge J(ξ) with anti-de
Sitter background subtracted takes the form
J(ξ) =
1
16πG
lim
r→∞
∫
dφ{ l
r
ξ⊥+
r3
l3
ξ⊥(grr− l
2
r2
)+
1
l
(
1
r
ξ⊥+∂rξ
⊥)(gφφ−r2)+2ξ‖φπ rφ },
(6.33)
for the given metric (6.2). Since the integration is performed over the r → ∞
boundary, J(ξ) vanishes for any asymptotic Killing vector that is of O( 1
r4
) in
its t and φ components, and of O(1r ) in its r component, so that the actual
group of asymptotic symmetries may be defined as the factor group obtained
by identifying vectors that differ only in these orders in 1r [2].
As discussed at the end of Chapter 4, the central term is given by the
difference between the Dirac bracket algebra of the surface charges and the
charge evaluated on the Lie bracket of two asymptotic symmetries:
{J(ξ), J(η)}∗ = J([ξ, η]) +K(ξ, η). (6.34)
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K(ξ, η) is the central term. Now, the value of the charge on the surface deformed
by ηµ is:
J(ξ) + δηJ(ξ) = J(ξ) + {J(ξ), J(η)}∗
= J(ξ) + J([ξ, η]) +K(ξ, η). (6.35)
If we start out with the AdS3 metric g¯µν , then both J(ξ) = 0 and J([ξ, η]) = 0
(substituting gµν = g¯µν in the expression (6.33) yields zero for any vector), and
we are left with2
K(ξ, η) = δηJ(ξ). (6.36)
This can be evaluated by substituting
gµν = g¯µν + Lη g¯µν (6.37)
in the expression for J(ξ). Since the surface charge vanishes for anti-de Sitter
space, we see that K(ξ, η) would diverge if we had not demanded the surface
charges to be finite for all asymptotic Killing vectors. The J(ξ) would then no
longer have formed a projective representation of the asymptotic symmetries.
If we choose ξ = lm and η = ln in (6.36), we have, to leading order in r:
ξ⊥ = Nltm ≃
r
l
(
l − m
2l3
2r2
)
eim(
t
l
+φ), (6.38)
ξ‖φ = lφm +N
φltm ≃ (1 +
m2l2
2r2
)eim(
t
l
+φ), (6.39)
grr = (
r2
l2
+ 1)−1 + 2g¯rr∂rl
r
n + L
r
n∂rg¯rr
= (
r2
l2
+ 1)−1 + 2(
r2
l2
+ 1)−1∂r(−inrein(
t
l
+φ)) +−inrein( tl+φ)∂r(r
2
l2
+ 1)−1
≃ l
2
r2
− l
4
r4
− 2in l
4
r4
ein(
t
l
+φ), (6.40)
gφφ = r
2 + 2g¯φφ∂φL
φ
n + l
r
n∂rg¯φφ
= r2 + 2r2∂φ(1 +
n2l2
2r2
)ein(
t
l
+φ) − 2inr2ein( tl+φ)
= r2 + il2n3ein(
t
l
+φ), (6.41)
and, also to the relevant orders in r, π rφ = gtφ [2], with
gtφ = g¯tt∂φl
t
n + g¯φφ∂tl
φ
n
= −(r
2
l2
+ 1)∂φ(l − n
2l3
2r2
)ein(
t
l
+φ) + r2∂t(1 +
n2l2
2r2
)ein(
t
l
+φ)
= il(n3 − n+ n
3l2
2r2
)ein(
t
l
+φ). (6.42)
2The Dirac bracket does not vanish, because gµν is treated as a variable inside the bracket.
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For l¯m, l¯n we obtain similar results. It can be verified that J(ξ) integrates to
zero unless m = −n, and that, accordingly, the central term is3
K(lm, ln) = K(l¯m, l¯n) =
il
2G
(m3 −m)δm+n,0. (6.43)
The central charge appearing in (6.32) thus becomes
c = c¯ =
3l
2G
. (6.44)
We have found a classical central charge in the Poisson bracket algebra of the
asymptotic symmetry group of three-dimensional asymptotically anti-de Sitter
space-times. Since the central charge only shows up after introducing Poisson
brackets, the central element does not generate any transformation.
The above derivation has immediately shown that the asymptotic symme-
tries for which Lηg¯µν = 0 have no associated central term. Hence, the SO(2, 2)
subalgebra of diffeomorphisms generating isometries of anti-de Sitter space is
not centrally extended.
Since we obtained two copies of the Virasoro algebra, it seems possible
that the boundary dynamics we have described can be captured in a (1 +
1)-dimensional conformal field theory. Indeed, it was shown in [3] that the
boundary degrees of freedom correspond (up to zero modes) to those of Liouville
theory. Analogously, the boundary fluctuations in AdS3 supergravity have a
dual interpretation within super-Liouville theory [4, 5, 6]. We summarize the
derivation of [3] in chapter 7.
6.5 Brown-York Stress Tensor
Since the original calculation by Brown and Henneaux, there have been many
alternative derivations of the central charge of asymptotically AdS3. We discuss
one approach by Balasubramanian and Kraus [28], who looked at the transfor-
mation properties of the Brown-York stress-energy tensor [29]:
Tµν =
2√−γ
δS
δγµν
. (6.45)
3Brown and Henneaux used the aforementioned relation [l2∂2t − ∂
2
φ]A(t, φ) = 0 (cf. (6.4))
to Fourier decompose the asymptotic Killing vectors, yielding four sets of generators
An, Bn, Cn, Dn, with A(t, φ) equal to l cos
nt
l
cosnφ, l sin nt
l
sinnφ, l sin nt
l
cosnφ, and
l cos nt
l
sinnφ, respectively. The change of basis from An, Bn, Cn and Dn to the ln, l¯n
used by Strominger, is as follows:
ln = An −Bn + iCn + iDn,
l¯n = An +Bn + iCn − iDn
([2] contains a sign error for Brn). In Brown-Henneaux’s notation, the only nonvanishing
central terms are
K(An, Cm) = 2pilm(m
2
− 1)δ|n|,|m|,
K(Bn, Dm) = −2pilm(m
2
− 1)δ|n|,|m|.
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The tensor is called ‘quasilocal’ because it involves the induced boundary metric
γµν = gµν −nµnν rather than gµν itself. Since the Brown-York tensor normally
diverges as the boundary is taken to infinity, there have been several attempts
to give an unambiguous renormalization procedure. The most prominent ap-
proach, which was also suggested by Brown and York, has been to embed the
boundary in a reference space-time, and to subtract the boundary term evalu-
ated in this space-time. This is similar to the procedure used above to make
the surface charges J(ξ) vanish for anti-de Sitter space. A problem is, how-
ever, that it is not always possible to embed the boundary in some reference
space-time. Therefore, Balasubramanian and Kraus have suggested an alter-
native procedure, adding counterterms to the action that depend only on the
boundary metric to render the energy density finite. The procedure is thus
independent of any reference space-time.
Let γµν denote the induced metric of surfaces at constant r. Then, if we
add a boundary term and counterterm action to the Einstein-Hilbert action as
S =
1
16πG
∫
M
√−g (R− 2Λ) ddx− 1
8πG
∫
∂M
√−γ Θ dd−1x+ 1
8πG
Sct(γµν),
(6.46)
the stress tensor becomes
Tµν =
1
8πG
(Θµν −Θγµν + 2√−γ
δSct
δγµν
) (6.47)
with Θµν the extrinsic curvature
Θµν = γµαγνβD
αnβ (6.48)
and Θ its trace. Now it turns out on the basis of covariance [28] that for the
case of AdS3, the counterterm should be
4
Sct = −1
l
∫ √−γ dd−1x, (6.49)
so that
Tµν =
1
8πG
(Θµν −Θγµν − 1
l
γµν). (6.50)
In particular, this causes the stress tensor to vanish for the Poincare´ patch of
three-dimensional anti-de Sitter space. Therefore we can look at a deformation
of this space in order to recognize the central charge. Writing the Poincare´
patch of AdS3 in terms of r and the coordinates τ
+ = t + φ, τ− = t − φ, we
have
ds2 =
l2
r2
dr2 − r2dτ+dτ−. (6.51)
The asymptotic isometries read
r → r(1− ∂+η+ − ∂−η−)
τ+ → τ+ + 2η+ + l
2
r2
∂2−η
−
τ− → τ− + 2η− + l
2
r2
∂2+η
+, (6.52)
4Additional counterterms are possible, but these will not contribute to the energy-
momentum tensor [28].
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and they turn the metric into
ds2 =
l2
r2
dr2 − r2dτ+dτ− − l2(∂3+η+)(dτ+)2 − l2(∂3−)(dτ−)2. (6.53)
Now we can calculate
T++ = − 1
8πGl
γ++ =
l
8πG
∂3+η
+
T−− = − 1
8πGl
γ−− =
l
8πG
∂3−η
−. (6.54)
The transformation rule for the stress tensor under the diffeomorphisms
τ+ → τ+ + 2η+, τ− → τ− + 2η− is
T++ → T++ − (4∂+η+T++ + 2η+∂+T++) + c
12π
∂3+η
+
T−− → T−− − (4∂−η−T−− + 2η−∂−T−−) + c
12π
∂3−η
−. (6.55)
This is the infinitesimal version of the Schwarzian derivative that was described
in Chapter 2. Because T++ and T−− were zero before the transformation (6.52),
we find
c =
3l
2G
. (6.56)
This central charge corresponds to the one found before in the Hamiltonian
formalism if T++ =
i
π
∑
m∈Z Lm(τ
+)−m−2, as can be checked by means of the
transformation rule given in section 2.3.
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Chapter 7
Conformal Field Theory on
the Boundary
Chapter 6 has revealed a possible analogy between boundary fluctuations in
AdS3 and a conformal field theory on the (1+1)-dimensional boundary. In this
chapter we wish to investigate this analogy further.
Section 7.1 first gives a short introduction to the AdS/CFT correspondence.
The original AdS/CFT correspondence concerns an analogy between string the-
ory in a background of AdSd times some compact manifold, and supersymmetric
nonabelian gauge theory in d−1 dimensions. In that sense the analogy between
fluctuations in AdS3 and a conformal field theory on the boundary is not a full-
fledged example of an AdS/CFT correspondence. However, we can use the term
in a more obvious sense.
As mentioned before, Coussaert, Henneaux, and van Driel showed in [3]
that the conformal field theory living on the boundary of asymptotically AdS3
is Liouville theory. We will give a summary of their derivation. To this end
we shall need Chern-Simons theory, which is the subject of section 7.2. The
derivation of [3] is subsequently treated in 7.3.
7.1 AdS/CFT Correspondence
A correspondence between string theory in a d-dimensional anti-de Sitter back-
ground (times some compact manifold) and a gauge theory in d− 1 dimensions
was first noted by Maldacena in [7]. The original example concerned the anal-
ogy between the near-horizon limit of N parallel D3-branes in type IIB super-
gravity, of which the near-horizon geometry is AdS5× S5, and another limit of
four-dimensional N = 4 super Yang-Mills theory (i.e., nonabelian gauge theory
with four independent supersymmetries). This theory has a U(N) gauge sym-
metry, and the correspondence holds in the limit where both N and g2YMN are
large, with gYM the Yang-Mills coupling. The symmetries of the supergravity
theory are enhanced to the superconformal group near the horizon, similar to
the enhancement of the AdS3 symmetries to the conformal group when ap-
proaching the boundary. A first test of the correspondence is that the four-
dimensional super Yang-Mills theory has the same superconformal symmetry.
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Similarly, Maldacena showed that there is a correspondence between branes in
type IIB string theory compactified on AdS3× S3× T4 and a (1+1)-dimensional
conformal field theory. He then conjectured that these analogies continue to
hold when moving away from the horizon, which corresponds to moving away
from the conformal point on the gauge theory side. The term AdS/CFT corre-
spondence is now more generally used for dualities between gravity and gauge
theories. In this latter sense the correspondence between the Brown-Henneaux
boundary fluctuations and (1 + 1)-dimensional Liouville theory may be viewed
as an example of an AdS/CFT correspondence.
The AdS/CFT correspondence is intimately tied to the idea of holography,
which says that the information contained in a d-dimensional theory can some-
times be fully captured in a (d − 1)-dimensional local field theory. The term
holography was coined by G. ’t Hooft in 1993 [30], and he had several reasons
to conjecture such a correspondence. For one, the fact that the entropy of
black holes is proportional to their horizon area suggests that the degrees of
freedom of gravity are nonlocal. Another indication that the degrees of freedom
of general relativity are not fundamentally d-dimensional, is that large volumes
with constant energy density collapse into black holes, while they are locally
equivalent to small volumes with constant energy density.
For the standard AdS/CFT correspondence there is another important idea,
which is that U(N) gauge theories are equivalent to string theories in the limit
of large N (not to be confused with the number of supersymmetries N ). This
correspondence was also first suggested by ’t Hooft [31]. The relevance of this
result is that Yang-Mills theory is obtained in the large N limit of a configu-
ration of N parallel D3-branes in type IIB string theory on AdS5×S5 that are
brought together (the length of the open strings extending between the branes
is taken to zero). Maldacena’s conjecture is that the full string theory that is
obtained when moving away from the black hole horizon corresponds to the
theory obtained when the branes are taken back to finite distance.
We will now give a more concrete description of the AdS/CFT correspon-
dence, and see that local quantities in supergravity correspond to super Yang-
Mills operators ‘on the boundary’ [32, 33].
A metric for AdS5 (the five-dimensional version of (5.7)) is
ds2 = l2(dr2 + e2r(ηµνdx
µdxν)), (7.1)
where ηµν is the four-dimensional Minkowski metric. The boundary is located
at r =∞. If φi is a free field with mass m propagating in anti-de Sitter space,
with equation of motion
(∂2 +m2)φ = 0, (7.2)
there are two linearly independent solutions that are proportional to
e−∆r, e(∆−4)r (7.3)
near the boundary. Taking the solution that looks near the boundary like
φi ∼ φ0i e(∆−4)r, (7.4)
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where
∆(∆− 4) = m2, (7.5)
the duality is expressed in the weak-coupling limit of string theory by
exp(−Ssugra(φi)) =
〈
exp
(∫
φ0iOi
)〉
. (7.6)
Here, the supergravity action is evaluated on the classical solution φi, and Oi
represents some operator in super Yang-Mills theory with conformal dimension
∆. The right-hand side is the generating functional for expectation values in
super Yang-Mills theory.
The AdS/CFT correspondence is a weak/strong coupling duality. On the
string theory side there is a dimensionless coupling constant gs, and two pa-
rameters with the dimension of length: the curvature radius l of AdS5 and S
5,
and the string length ls. These are related to the Yang-Mills parameters by
gs = g
2
YM , (l/ls)
4 = 4πg2Y MN ≡ 4πλ. (7.7)
The perturbative expansion for Yang-Mills theory,
Z =
∑
g≥0
N2−2gfg(λ), (7.8)
is valid in the regime where g2YMN and gYM are both small, while the expansion
for string theory,
Z =
∑
g≥0
g2g−2s Zg, (7.9)
is valid when gYM is small and g
2
YMN is large [34]. Testing the correspondence
is complicated by the fact that the strong-coupling regime of neither string
theory nor super Yang-Mills has been completely solved. However, the massless
spectrum provides a good testing ground, and the correspondence has proven
to apply at least for massless fields [35]. The reason that the massless spectrum
can be solved is that the massless fields of string theory form shortened, so-
called BPS multiplets, of which the conformal dimension is not renormalized.
The eigenvalues of the corresponding operators on the gauge theory side are
then also not renormalized (they are independent of the coupling). There is of
course much more to be said about the AdS/CFT correspondence, but we shall
conclude our discussion here and further refer to the literature.
7.2 Chern-Simons Theory
In the following, we shall use the Chern-Simons formulation of (2+1)-dimensional
gravity with negative cosmological constant. Chern-Simons theory is a topo-
logical gauge theory. Therefore, recasting general relativity as a Chern-Simons
theory is only possible in three dimensions, where the theory without matter
terms has no local propagating degrees of freedom. The role of the gauge group
is then played by the space-time isometry group. In general, a Chern-Simons
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theory exists in any odd dimension, where it provides a way to describe gauge-
invariant mass terms, but not in even dimensions.
The Chern-Simons Lagrangian in three dimensions for a general compact
gauge group is [36]:
LCS = κǫµνρ Tr(Aµ∂νAρ + 2
3
AµAνAρ)−AµJµ, (7.10)
where the gauge field Aµ is Lie-algebra valued,
Aµ = A
a
µTa (7.11)
with Ta the group generators, and Tr stands for a summation over the internal
indices. If the group is abelian, the fields Aµ commute, and the second term
drops out because of the antisymmetry of the Levi-Civita symbol ǫµνρ. The
equations of motion are
κǫµνρFνρ = J
µ, (7.12)
where the field strength tensor is
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]. (7.13)
Of course, the last term drops out in the abelian case. In Lie algebra compo-
nents:
F aµνTa = ∂µA
a
νTa − ∂νAaµTa +AaµAbνf cabTc, (7.14)
with f cab the group’s structure constants, [Ta, Tb] = f
c
ab Tc. If the current J
µ = 0,
we obtain the source-free equations Fµν = 0, a demand which is equivalent to
the gauge field Aµ being pure gauge:
Aµ = U
−1∂µU, (7.15)
with U an element of the gauge group.
7.3 Liouville Field Theory
Chern-Simons theories have been shown to reduce to so-called Wess-Zumino-
Witten, or WZW [37] theories on the boundary [38]. In particular, the Chern-
Simons theory describing (2 + 1)-dimensional gravity with negative cosmologi-
cal constant reduces under certain boundary conditions to an SL(2, R) WZW
model on the cylinder at spatial infinity. In [3], it was shown that the Brown-
Henneaux conditions are in fact stronger and cause a further reduction to Li-
ouville theory. We will summarize the derivation, and see the nature of the
equivalence.
The action for three-dimensional Einstein gravity with negative cosmolog-
ical constant Λ < 0 is a sum of two Chern-Simons actions each with gauge
group SL(2, R) [15], so that the total gauge group is the product SL(2, R)L ×
SL(2, R)R ≃ SO(2, 2). As before, we should add a term to the action if we are
going to take into account surface terms in the variation,
S[A, A˜] = SCS[A]−SCS [A˜]− lim
r→∞
∫
dtdφ Tr(A2φ)− limr→∞
∫
dtdφ Tr(A˜2φ), (7.16)
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where
SCS[A] =
∫
dtdrdφ Tr(A˙rAφ − A˙φAr −A0Frφ). (7.17)
The gauge fields Aµ, A˜µ decompose as
Aµ = ωµ +
1
l
eµ, A˜µ = ωµ − 1
l
eµ. (7.18)
Writing out the group index, eaµ is the dreibein field (gµν = e
a
µe
b
νηab with ηab
the flat Minkowski metric), and ωaµ is the spin connection, which is related to
the Riemann tensor by
R aµν b = R
ρ
µν σe
a
ρe
σ
b
= ∂µω
a
ν b − ∂νω aµ b + [ωµ, ων ]ab. (7.19)
As in Maxwell theory, the components A0 and A˜0 act as Lagrange multipliers,
leading to the constraints Frφ = F˜rφ = 0. As mentioned, this amounts to the
gauge field being pure gauge. The equations can thus be solved according to1
Ai = G
−1
1 ∂iG1, A˜i = G
−1
2 ∂iG2, (7.20)
where i = (r, φ), and G1 and G2 are asymptotically given by
G1 ∼ g1(t, φ)diag
(√
r,
1√
r
)
, G2 ∼ g2(t, φ)diag
(
1√
r
,
√
r
)
. (7.21)
Here, g1(t, φ) and g2(t, φ) are two arbitrary SL(2, R) group elements. The
particular form (7.20) for the gauge field causes a reduction of the action (7.16)
to the difference of two chiral WZW actions
SWZW+ [g1] = limr→∞
∫
dφdt Tr(g˙1∂φg1 − (∂φg1)2) +
∫
drdφdt Tr(g−11 dg1)
3
SWZW− [g2] = limr→∞
∫
dφdt Tr(g˙2∂φg2 − (∂φg2)2) +
∫
drdφdt Tr(g−12 dg2)
3(7.22)
The combined result turns out to be non-chiral after substituting g ≡ g−11 g2. Be-
sides (7.20), there are additional conditions following from the Brown-Henneaux
asymptotics, which read in terms of A and A˜,
A ∼
[
dr
2r O
(
1
r
)
rdx+ −dr2r
]
A˜ ∼
[ −dr2r rdx−
O
(
1
r
)
dr
2r
]
.
Translating these into conditions on g yields
(g−1∂−g)
(+) = 1, (∂+gg
−1)(−) = 1. (7.23)
1The derivation is slightly modified for black hole solutions [3].
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In order to incorporate these extra conditions, the authors of [3] Gauss decom-
posed
g =
(
1 X
0 1
)(
exp(12φ) 0
0 exp(−12φ)
)(
1 0
Y 1
)
(7.24)
obtaining the action
SWZW =
∫
dtdφ[
1
2
∂+φ∂−φ+ 2(∂−X)(∂+Y ) exp(−φ)]. (7.25)
There is one last complication arising from the fact the the constraints (7.23)
restrict ∂−Y and ∂+X rather than X and Y themselves. The latter would be
appropriate for (7.25), but since the former applies, we need to add another
boundary term to the action:
SWZWimpr =
∫
dtdφ[
1
2
∂+φ∂−φ+ 2(∂−X)(∂+Y )e
−φ]
−2
∮
dφ(X∂+Y + Y ∂−X)e
−φ|t2t1 . (7.26)
Substituting the additional constraints (7.23) finally leads to the Liouville action
S[A, A˜] =
∫
dtdφ(
1
2
∂+φ∂−φ+ 2e
φ). (7.27)
This time, the action does not contain the boundary term that contributed to
the central charge of the algebra of Noether charges in the example of section
2.4. Therefore, the analogy has not preserved the central charge of the Virasoro
algebra. In fact, the Liouville theory (7.27) has an effective central charge
ceff = 1. In [39], it was proposed that the central charge c =
3l
2G is obtained
when counting all modes, including those that are non-normalizable, whereas
c = 1 counts only normalizable modes. The relation between the Liouville field
φ and the original variables eaµ and ω
a
µ is rather complex, but may be traced
back through the above derivation.
It would be interesting to know if analogies such as the one described apply
to a wider range of theories. However, a generalization to higher dimensions or
theories with matter terms is not straightforward, since in these cases the action
can no longer be rewritten as a Chern-Simons action. Therefore, it remains to
be seen whether this result can find a wider application.
52
Chapter 8
Entropy
We conclude this thesis with a note on black hole entropy. There have been
successful calculations of black hole entropy in string theory for extreme and
near-extreme black holes [40]. Interestingly, Strominger has shown [9] that we
can use the classical central charge of asymptotically AdS3 to calculate the
entropy of the BTZ black hole. The calculation relies on the Cardy formula [8]
for the asymptotic density of states, which is a well-known result from conformal
field theory. The Cardy formula is specific to two dimensions. It therefore seems
that a generalization to other dimensions is only possible if the relevant solution
has a special two-dimensional boundary. Although the formula works well for
the BTZ black hole, other examples have been found where the correspondence
does not hold exactly. A tentative solution to this problem is that Cardy’s
formula only gives a maximum possible entropy for a given mass [41].
There is a well-known analogy between black hole physics and thermody-
namics, called black hole thermodynamics. In this analogy, the role of temper-
ature is played by the surface gravity κ,
Tbh =
κ
2π
. (8.1)
Under reasonable circumstances, the horizon of a stationary black hole is a
Killing horizon, where Killing vectors become null. If χµ is a normal Killing
vector field to the horizon, κ is defined by
Dν(χµχµ) = −2κχν . (8.2)
The entropy, on the other hand, is proportional to the horizon area1,
Sbh =
A
4G
, (8.3)
This is the Bekenstein-Hawking entropy [10, 11]. The analogy suggests that
there should be a statistical mechanical interpretation explicitly counting the
microstates of the black hole. In 2 + 1 dimensions there turns out to be an
1This is how the Bekenstein-Hawking entropy is usually written. Bringing back the appro-
priate constants, it is actually Sbh =
Akc3
4hG
, where k is Boltzmann’s constant, c the speed of
light, and h Planck’s constant.
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elegant way to do this, using the central charge of the Virasoro algebra on the
boundary. This was first suggested by Strominger in [9]. The method makes
use of Cardy’s formula for the asymptotic (i.e., large ∆ and ∆¯) density of states
of a conformal field theory with central charge c,
ρ(∆, ∆¯) ≈ exp
[
2π
√
c∆
6
+ 2π
√
c¯∆¯
6
]
, (8.4)
Here, ∆ and ∆¯ are the eigenvalues of l0 and l¯0, respectively,
∆ =
1
2
(lM + J), ∆¯ =
1
2
(lM − J). (8.5)
Large values of ∆ and ∆¯ imply large mass as well as the non-extreme limit
lM ≫ J . The entropy can be obtained as the logarithm of the density of
states. Strominger applied this to the BTZ black hole, for which the Bekenstein-
Hawking entropy (8.3) becomes
Sbh =
π
√
16GMl2 + 8Gl
√
M2l2 − J2
4G
. (8.6)
It can be verified that this is the same result as is obtained by substituting
(8.5) and c = c¯ = 3l2G in (8.4), and the Cardy formula yields the correct density
of states for the BTZ black hole. This is a remarkable result, since we have
derived the central charge from fully classical considerations. Since the Cardy
formula is derived in the context of conformal field theory, the derivation as a
whole is semiclassical.
There have been various attempts to apply this method to more general
solutions. The approach has been successful for various black hole solutions
whose near-horizon geometry is that of the BTZ black hole2. In [42], the
three-dimensional Mart´ınez-Zanelli (MZ) black hole, which includes a confor-
mal scalar field and is asymptotically anti-de Sitter, was considered, yielding a
result that corresponds to the Bekenstein-Hawking entropy up to a prefactor.
The discrepancy is possibly related to the fact that the solution is only one
arbitrary member of a class of space-times with the same asymptotics. This
makes it debatable to what extent the boundary dynamics belong to this par-
ticular solution. It was therefore suggested in [14] that the Cardy formula only
gives the maximal possible entropy for solutions with mass M and the same
asymptotic behavior. The BTZ black hole would then be the solution with
maximum entropy, for which the Cardy formula gives the correct result.
There are many more problems with the approach of Strominger. For one,
Cardy’s formula is only supposed to work for BTZ black holes with large mass
and relatively small angular momentum, but yields the correct entropy for any
values of M and J .
Moreover, the derivation has assumed a ground state with mass M = 0 and
angular momentum J = 0, so that the lowest possible eigenvalues of l0 and
2For a list of references, see [42].
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l¯0 become ∆0 = ∆¯0 = 0. If the lowest Virasoro eigenvalues are different, we
instead have to use
ceff = c− 24∆0, c¯eff = c¯− 24∆¯0. (8.7)
For instance, using AdS3 (M = − 18G , J = 0) as a groundstate would yield
ceff = c¯eff =
6l
2G , and a different value for the entropy.
In addition, it seems mysterious that the Bekenstein-Hawking entropy, which
is proportional to horizon area, should be derivable by counting the degrees
of freedom on the boundary at infinity. To make the argument more intu-
itive, Carlip [14, 43] presented a near-horizon construction valid for black holes
in any dimension, but unfortunately with some seemingly arbitrary boundary
conditions. Several possible explanations have been given for the fact that the
derivation also works at spatial infinity, although none of them are quite satis-
factory. In [44], a mechanism was suggested by which the central charge may
“flow from the boundary at infinity to the horizon”. It has also been proposed
that the possibility of a near-infinity calculation is due to the simplicity of three-
dimensional gravity. This argument seems to disregard the fact that the first
law of black hole thermodynamics relates the entropy to quantities at infinity in
any dimension (see appendix). Therefore, the significance of this result remains
to be investigated.
Finally, the Bekenstein-Hawking entropy is a formula derived in the context
of semiclassical gravity, and may yet be subject to quantum corrections. By im-
proving upon the approximation scheme that led to (8.4), Carlip [41] calculated
a prefactor for Cardy’s formula,
ρ(∆, ∆¯) ≈
( c
96∆3
)1/4 ( c¯
96∆¯3
)1/4
exp
[
2π
√
c∆
6
+ 2π
√
c¯∆¯
6
]
. (8.8)
Various near-horizon treatments of diffeomorphisms in the r−t plane in general
dimension lead to the following values for c and ∆ [41],
c =
3A
2πG
β
κ
(8.9)
and
∆ =
A
16πG
κ
β
, (8.10)
where β is an undetermined periodicity. Inserting these values into the Cardy
formula (8.4), this leads to the standard Bekenstein-Hawking entropy. How-
ever, inserting it into (8.8) leads to a logarithmic correction to the Bekenstein-
Hawking entropy formula,
S ∼ A
4h¯G
− 3
2
ln
(
A
4h¯G
)
+ . . . . (8.11)
Taking all these problems into consideration, the subject remains open to many
avenues of research.
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Chapter 9
Discussion
We have reproduced the result of Brown and Henneaux [2] that the asymptotic
isometry group of AdS3 is extended to the infinite-dimensional conformal group
in 1+1 dimensions when using appropriate boundary conditions. This is a result
specific to three dimensions, since the conformal group has only a finite number
of generators in dimensions higher than two. The asymptotic isometry group
of AdS3 is generated by two copies of the Virasoro algebra with central charge
c = 3l2G . The central charge shows up at the level of the Poisson brackets and is
therefore classical. We have also seen other examples of classical central charges,
and shown that there are two types: those that generate a transformation and
those that do not. The Brown-Henneaux central charge falls into the latter
category.
The fact that the asymptotic symmetry algebra is the Virasoro algebra with
central charge 3l2G leads to the assumption that fluctuations around AdS3 are
described by a two-dimensional conformal field theory with the same central
charge. We have summarized the derivation of [3], in which it was shown that
this conformal field theory is Liouville theory. It seems puzzling at first that
this theory has an effective central charge c = 1. However, a possible resolution
has been proposed in [39].
The central charge of asymptotically AdS3 space-times has been used [9]
to reproduce the Bekenstein-Hawking entropy of the BTZ black hole through
Cardy’s formula [8] for the asymptotic density of states. This result is remark-
able in two respects. First of all, it suggests that the degrees of freedom of a
black hole may not fundamentally live on the black hole horizon. Moreover, it
suggests that black hole entropy has a classical origin. Unfortunately, there are
some problems with the approach of [9], which we have discussed. It will be
interesting to see whether these issues can be resolved without damaging the
original argument.
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Appendix A
Conserved Quantities
We give a short characterization of the relation between the surface charges
and conserved quantities in general relativity. The surface charges J(ξ) can be
written as the integral of an antisymmetric Noether potential Qµν(ξ) over the
boundary at spatial infinity,
J(ξ) =
∫
Σ∞t
√
h ǫµνQ
µν(ξ) dd−2x. (A.1)
Qµν(ξ) derives its name from the fact that, on shell, its derivative is the Noether
current belonging to ξ,
T µ(ξ) = ∂νQ
µν(ξ), (A.2)
and T µ is automatically conserved (∂µT
µ = 0) by the antisymmetry of Qµν .
However, these conserved currents do not give rise to the usual Noether charges.
The conserved quantities are instead obtained from integrals like (A.1), for only
those vector fields ξ that are isometries. Surface charges evaluated on Killing
vectors in the time and angular directions give an expression for the total mass
and angular momentum of a solution, respectively. If the solution is a black
hole, a third conserved quantity, the entropy, can be found by integrating the
same expression over a spatial cross section of the Killing horizon,
S = −
∫
Σhor
√
h ǫµνQ
µν(ξ) dd−2x |ξµ=0,∇[µξν]=ǫµν (A.3)
where ǫµν is a binormal spanned by two lightlike vectors at the horizon [45]
normalized according to ǫµνǫµν = −2. The integral (A.3) yields the Bekenstein-
Hawking entropy Sbh =
A
4G in the case of vacuum general relativity (i.e., Q
µν is
the Noether potential belonging to the Einstein-Hilbert action without matter
terms).
The first law of black hole thermodynamics,
δM =
κ
2π
δS +ΩδJ +ΦdQ+ . . . (A.4)
where Ω is the angular velocity of the horizon, Φ the electric potential, and
Q the electric charge of the black hole, thus relates integrals at infinity with a
local quantity at the horizon [46]. This may have a connection with the fact
that we were able to derive an expression for the entropy, which seems to live
on the horizon, through an analysis conducted at infinity.
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