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T h i s  r e p o r t  r e p r e s e n t s  the comple t ion  of  one pllase of  t b e  
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I G n  t h i s  work t h e  Second Method of Liapunov, t h e  Popov f r equency  
c r i t e r i o n  and t h e  m a t r i x - i n e q u a l i t y  method a r e  used t o  s t u d y  t h e  s t a b i l -  
i t y  of  c e r t a i n  n o n l i n e a r  a n d f o r  t ime-va ry ing  c o n t r o l  sys t ems .  
w i t h  more t h a n  one n o n l i n e a r  o r  t ime-va ry ing  e l emen t  a r e  cons ide red ,  and 
Systems > 
t h e  t y p e  of  s t a b i l i t y  of  i n t e r e s t  i s  a b s o l u t e  s t a b i l i t y ;  t h a t  i s ,  g l o b a l  
a s y m p t o t i c  s t a b i l i t y .  
The i n t r o d u c t o r y  m a t e r i a l  c o n t a i n s  c d e s c r i p t t o n  of t h e  t y p e s  
of systems which a r e  t o  be cons ide red ,  s t a b i l i t y  d e f i n i t i o n s ,  and s t a -  
b i l i t y  theorems o f  t h e  Second Method. ,’ For systems w i t h  one n o n l i n e a r  
e l e m e n t ,  t h e  Popov c r i t e r i o n  and i ts  geomet r i c  i n t e r p r e t a t i o n  a r e  g i v e n .  
\< 
i’ 
The m a t r i x - i n e q u a l i t y  method i s  used t o  deve lop  t h e  c’onnection between 
tlie Second Method of Liapunov and t h e  Popov c r i t e r i o n ,  t h e r e b y  p rov ing  
t h e  Popov c r i t e r ion . rThe  Liapunov f u n c t i o n  used i s  of  t h e  L u r i e  t y p e ;  
t h a t  i s ,  a q u a d r a t i c  form of t h e  s t a t e  v a r i a b l e s  p l u s  t h e  i n t e g r a l  i n -  
1, 
* \  
( 
volvirrg the n e f i l i n e a r i t y .  
-1 
Systems w i t h  a s i n g l e  t ime-va ry ing  e l emen t  a r e  c o n s i d e r e d  nex t ,  
and t h e  use  o f  a q u a d r a t i c  Liapunov f u n c t i o n  w i t h o u t  t h e  i n t e g r a l  i s  
showr. t o  g i v e  resu l t s  equivs1e:it- t c  t h o s r  of Bongiorno, Sandberg and 
Nzrendra end Goldwyn. I n c l u s i o n  of t h e  i n t e g r a l  of  t h e  t i m e - v a r y i n g  
e l e m e n t s  r e s u l t s  i n  a Liapunov f u n c t i o n  which i s  no longe r  V ( 9 ,  b u t  
is V(x , t ) .@e  - r e s u l t s  of p u t t i n g  bounds on the  i n t e g r a l  of t h e  t i m e  
d e r i v a t i v e  of t h e  n o n l i n e a r i t y ,  which a p p e a r s  i n  d V f d t ,  a re  e a s i l y  
v i i  
I .  
I 
demonstrated by u s e  of  t h e  m a t r i x - i n e q u a l i t y  
i s  used t o  i n d i c a t e  when t h i s  l a s t  c r i t e r i o n  
f 
v i i i  
A l eng thy  example 
g i v e s  improved r e s u l t s .  
1 The p r i n c i p a l  c o n t r i b u t i o n  o f  t h i s  wcrk i s  a n  e x t e n s i o n  of t h e  
m a t r i x - i n e q u a l i t y  method t o  systems w i t h  more t h a n  one n o n l i n e a r  o r  
t ime-va ry ing  element  .-) The m a t r i x - i n e q u a l i t y  method s t a t e s  t h a t  a 
s c a l a r  f u n c t i o n  of t h e  r e a l  f requency m u s t  alwzys be p o s i t i v e  t o  conclude 
t h a t  a c e r t a i n  s e t  of  a l g e b r a i c  e q u a t i o n s  had a s o l u t i o n .  The new r e s u l t  
i s  t h a t  a m a t r i x  which i s  a f u n c t i o n  of  r e a l  f r equency  m u s t  be p o s i t i v e  
d e f i n i t e  f o r  a l l  r e a l  f r equenc ie s ,  i f  a c o r r e s p o n d i n g l y  more invo lved  s e t  
of  a l g e b r a i c  e q u a t i o n s  i s  t o  have a s o l u t i o n .  The new r e s u l t  a l l o w s  
s t a b i l i t y  c r i t e r i a  t o  be d e r i v e d  f o r  systems w i t h  more t h a n  one non- 
l i n e a r  o r  t ime-va ry ing  element ,which a r e  ana logous  t o  t h e  p r e v i o u s  c r i -  




Examples are  i n c l u d e d  t o  i l l u s t r a t e  t h e  u s e  of  the--n<w c r i t e r i a ,  
and a comparison w i t h  p r e v i o u s  r e s u l t s  i s  made .  The c a s e  where t h e  s y s -  
t e m  e q u a t i o n s  c o n t a i n  a z e r o  e i g e n v a l u e  i n  t h e i r  l i n e a r  p a r t  i s  61so 
d i s c u s s e d .  An appendix i s  included i n  which t h e  c r i t e r i a  d e s c r i b e d  above 
i s  ~ l s e d  tc exter.:! s s x  r e s i i l t s  on s t a b i l i i y  cf f o r c e d  sys t ems .  
I n  c o n c l u s i o n ,  t h e  Rain c o n t r i b u t i o n  o f  t h i s  work i s  a n  e x t e n s i o n  
o f  t h e  m a t r i x - i n e q u a l i t y  method t o  s y s t e m  w i t h  more t h a n  one n o n l i n e a r -  
i t y .  T h i s  r e su l t s  i n  new s t a b i l i t y  c r i t e r i a  which a r e  e x t e n s i o n s  o f  
c r i t e r i a  which e x i s t  f o r  systems w i t h  a s i n g l e  n o n l i n e a r  and /o r  time- 
v a r y i n g  e l e m e n t .  






Chapter  1 
INTRODUCTION TO THE PROBLEM 
1.1 I n t r o d u c t i o n  
The development of modern t echno logy  h a s  b rough t  f o r t h  many 
compl i ca t ed  d e v i c e s  and systems which d e f y  a n a i y s i s  by t h e  c o n v e n t i o n a l  
methods of  l i n e a r  c o n t r o l  sys t em t h e o r y .  Not o n l y  a r e  t h e r e  no d e s i g n  
methods a v a i l a b l e  f o r  t h e s e  systems,  b u t  even  t h e  problem of  whe the r  
o r  n o t  t hey  a r e  s t a b l e  p r e s e n t s  g r e a t  d i f f i c u l t y .  T h i s  work c o n s i d e r s  
t h e  s t a b i l i t y  of t h r e e  t y p e s  o f  systems which a r e  d e s c r i b e d  by o r d i n a r y  
d i f f e r e n t i a l  e q u a t i o n s :  l i n e a r  s y s t e m s  w i t h  t ime-va ry ing  p a r a m e t e r s ;  
n o n l i n e a r  systems,  e s p e c i a l l y  those  w i t h  more t h a n  one n o n l i n e a r  e l e -  
ment;  and n o n l i n e a r ,  t ime-va ry ing  sys t ems .  
The t o o l s  used i n  s t u d y i n g  t h e s e  systems a r e  t h e  Second Method 
o f  Liapunov, t h e  s t a b i l i t y  c r i t e r i o n  which was developed by t h e  Rumanian 
e n g i n e e r  V .  M. Popov, and sp. apprcach tc P ~ p o v ' s  work known a s  t!!e ma- 
t r i x - i n e q u a l i t y  method which was developed by t h e  Russ i an  ma themat i c i an ,  
V .  A .  Yakubovich. 
1 . 2  H i s t o r i c a l  Bt7ckground -~- 
The t r e n d  i n  modern c o n t r o l  t heo ry  h a s  been away from t h e  f r e -  
quency domain, b l o c k  diagram approach and toward what might be  c o n s i d e r e d  
t h e  "0 Id - f ashioned" d i f f e r e n t i a  1 e q u a t i o n  r e p r e s e n t a t i o n  of  t h e  c o n t r o  1 
s y s t e m .  The main r e a s o n s  f o r  t h i s  a r e :  f i r s t ,  n o n l i n e a r  a n d / o r  t i m e -  




S O  p o w e r f u l  f o r  l i n e a r .  non- t ime-va ry ing  sys t ems ;  and second.  t h e  coming 
of age of  t he  d i g i t a l  coRputer has enab led  complitations t o  be  performed 
on l a r g e  systems of  d i f f e r e n t i a l  e q u a t i o n s .  
One b r e a k  i n  t h i s  r z t u r n  t o  t h e  t ime domain has  been i n  t h e  
a r e a  of  s t a b i l i t y  t h e o r y ,  where the c r i t e r i o n  d e r i v e d  by V .  M .  Popov 
(1961)  h a s  s u r p r i s i n g l y  p u t  t h e  s tudy  of  t h e  s t a b i l i t y  of a l a r g e  c l a s s  
of  n o n l i n e a r  and t ime-va ry ing  systems back i n t o  t h e  frequency domain. 
However, even h e r e ,  t h e  d e r i v a t i o n  s t a r t s  o u t  w i t h  t h e  s y s t e m  r e p r e s e n t -  
ed by a s e t  of d i f f e r e n t i a l  e q u a t i o n s  r a t h e r  t h a n  by a t r a n s f e r  f u n c t i o n .  
For a system w i t h  one n o n l i n e a r  o r  t ime-va ry ing  element,  t h e  t r a n s E e r  func -  
t i o n  o f  t h e  l i n e a r ,  t i m e - i n v a r i a n t  p a r t  o f  t h e  system i s  t h e n  used i n  
o b t a i n i n g  a power fu l  geomet r i c  i n t e r p r e t a t i o n  of t h e  Popov c r i t e r i o n .  
8 
However, t h e r e  i s  a d i r e c t  c o n n e c t i o n  between t h e  work o f  Popov 
and t h e  SecoTd Method o f  Liapunov. By e x p l o i t i n g  t h i s  c o n n e c t i o n  t h e  
s t a b i l i t y  c r i t e r i a  developed i n  th i s  work are  d- . r ivzd.  Liapunov d3- 
v e l o p e d  h i s  Direct o r  Second Yethgd i n  t h e  l a t z  n i n e t e e n t h  c e n t u r y ,  
b u t  i t  was n o t  u n t i l  t h e  z a r l y  1940's i n  Russ i a  and t h e  e a r l y  1960's  
'La ihe  'v'niced S t a t e s  t h a t  e n g i n e e r s  became i n t e r e s t e d  i n  t h e  t h e o r y .  
Popov developed h i s  c r i t e r i o n  f o r  n o n l i n e a r  systems i n  t h e  l a t e  1950's 
and e a r l y  1960Os. 
The two main a d d i t i o n s  t o  Popovns  t h e o r y  a r e  t h e  pape r s  o f  Yakll-  
b o v i c h  (1962)  and Kalrnnu ( 1 9 6 \ ) .  T h e i r  c o n t r i b u t i o n s  a r e  i n d i c a t e d  a t  
t h e  a p p r o p r i a t e  p l a c e  i n  t he  work wltich f o l l o w s .  The a p p l i c a t i o n  of t h e  










There i s  s u b s t a n t i a l  l i t e r a t u r e  on t h e  s u b j e c t  o f  Liapunov's 
Second Method. The s t a n d a r d  r e f e r e n c e s  a r e  Liapunov's monograph (1949), 
t h e  books of  Bahn (1963), and L a S a l l e  and L e f s c h e t z  (1961),  and t h e  
a r t i c l e  by Kalman and Bertram (1960).  Bes ides  t h e  p r e v i o u s l y  mentioned 
pape r s  o n  t h e  Popov c r i t e r i o n ,  t h e r e  a r e  t h e  books by Aizerman and 
Gantmacher (1964) and L e f s c h e t z  (1965).  The above mentioned books and 
p a p e r s  c o n t a i n  e x t e n s i v e  b i b l i o g r a p h i e s .  
Recen t ly  a g r e a t  d e a l  o f  work h a s  been  done on the problem 
o f  t h e  s t a b i l i t y  of t ime-va ry ing  sys t ems .  Some work on t ime-va ry ing  
c i r c u i t s  from tlie energy p o i n t  of view was done by D a r l i n g t o n  (1964),  
Rohre r  (1964) and Kuh ( 1965) . While of t h e o r e  t i c a  1 i n t e r e s t ,  t h e s e  
methods a r e  n o t  d i s c u s s e d  h e r e  s i n c e  o t h e r  methods seem t o  g i v e  b e t t e r  
r e s u l t s  a s  f a r  a s  s t a b i l i t y  i s  concerned.  A r e a l  f r equency  c r i t e r i o n  
h a s  been developed by Bongiorno (1963, 1964) f o r  l i n e a r  systems and 
Sandberg (1964) f o r  n o n l i n e a r  systems,  b o t h  f o r  t h e  c a s e  of one t i n e -  
v a r y i n g  e l e m e n t .  Narendra and Goldwyn (1964) g e t  s i m i l a r  r e s u l t s  u s i n g  
t h e  Second Method. Tttese c r i t e r i a  will be shown t o  be e q u i v a l e n t  t o  
t h e  Popov c r i t e r i o n .  
There a r e  a l s o  some theorems from t h e  theo ry  o f  l i n e a r  d i f f e r e n -  
t i a l  e q u a t i o n s  w i t h  t ime-va ry ing  c o e f f i c i e n t s  which seem t o  have been 
l a r g e l y  ignored  i n  t h e  e n g i n e e r i n g  l i t e r a t u r e .  A complete  t h e o r y  f o r  
L i n e a r l y  d i f f e r e n t i a l  e q u a t i o n s  w i t h  p e r i o d i c  c o e f f i c i e n t s  e x i s t s  and 
i s  known a s  F l o q u e t  t heo ry  (Coddington and Levinson 1955).  P a r t s  of 
t h i s  t h e o r y  have been u s e d  by v a r i o u s  peop le  i n  deve lop ing  s u f f i c i e n t  
s t a b i l i t y  c r i t e r i o n  f o r  t ime-va ry ing  sys t ems .  However, t h e  f u l l  use o f  
t h e  F l o q u e t  t h e o r y ,  which c a n  e a s i l y  be done u s i n g  a d i g i t a l  computer,  



















g i v e s  necessa ry  and s u f f i c i e n t  c o n d i t i o n s  f o r  s t a b i l i t y  o r ,  i n  o t h e r  
words,  t h e  e x a c t  s t a b i l i t y  i n f o r m a t i o n .  There a r e  a l s o  theorems a v a i l -  
a b l e  f o r  l i n e a r  systems w i t h  v a r i a t i o n s  t h a t  go t o  z e r o  a s  t i m e  i n c r e a s e s .  
The theorems a r e  due t o  Bellman (1953) and a r e  d i s c u s s e d  i n  Chapter  2 .  
1 . 3  O r g a n i z a t i o n  - -- --- of  t h e  W e  
The second c h a p t e r  i s  e s s e n t i a l l y  a background c h a p t e r  i n  which 
t h e  systems t o  be t r e a t e d  a r e  d e s c r i b e d ,  and t he i r  s t a b i l i t y  i s  d i s c u s s e d .  
F i r s t  t h e r e  i s  a ma themat i ca l  d e s c r i p t i o n  of t h e  g e n e r a l  sys t em under  
c o n s i d e r a t i o n ,  and t h e n  t h e  v a r i o u s  s p e c i a l  c a s e s  o f  t h i s  g e n e r a l  c a s e  
a r e  d i s c u s s e d .  Then t h e r e  a r e  t h e  d e f i n i t i o n s  of t h e  v a r i o u s  t y p e s  of 
s t a b i l i t y  which a r e  needed and a d i s c u s s i o n  of  a b s o l u t e  s t a b i l i t y .  
manos theorems on a l m o s t  c o n s t a n t ,  l i n e a r ,  t ime-va ry ing  systems are t h e n  
B e l l -  
p r e s e n t e d  and t h e i r  u s e  d i s c u s s e d .  F i n a l l y  some theorems on t h e  Second 
Method of Liapunov a r e  g i v e n .  There i s  a d i s c u s s i o n  o f  t h e  d i f f i c u l t i e s  
i n v o l v e d  i n  u s i n g  t h e  Second Method which i n d i c a t e s  how t h e  Popov c r i -  
t e r i o n  can  h e l p .  
The t h i r d  c h a p t e r  i n t r o d u c e s  Popov3s work f o r  s y s t e m s  w i t h  one 
n o n l i n e a r  e lement  and i n c l u d e s  a geomet r i c  i n t e r p r e t a t i o n  of t h e  r e s u l t s .  
T h e r e  i s  a s t a t e m e n t  and proof  of a l e m a  which i s  t h e  h e a r t  of  Yakubo- 
v i c h ' s  m a t r i x - i n e q u a l i t y  method. T h i s  i s  t h e n  used t o  show t h e  
c o n n e c t i o n  between t h e  Second Method and t h e  Popov c r i t e r i o n .  
Chapter  4 i s  devoted t o  systems w i t t i  one t ime-va ry ing  e l e m e n t ,  
e i t h e r  l i n e a r  o r  n o n l i n e a r .  The u s e  of  t h e  Pop& s t a b i l i t y  c r i t e r i o n  
f o r  t h i s  t ype  o f  system i s  shown t o  be v a l i d ,  and t h e  c o n n e c t i o n  of t h e  




Gnldwyn i s  g i v e n .  T h i s  r e s u l t s  i n  more geomet r i c  i n t e r p r e t a t i o n s  of t h e  
v a r i o u s  c r i t e r i a .  The c h a p t e r  concludes w i t h  a n  e x t e n s i o n  o f  t h e  p r e -  
vious work dae  t o  Rekasius  and Rowland (1965). 
Chapter  5 c o n t a i n s  most of t h e  o r i g i n a l  c o n t r i b u t i o n s  of t h i s  
work. The e x t e n s i o n  o f  t h e  p rev ious  work t o  systems w i t h  more t h a n  one 
n o n l i n e a r  e lement  i s  g i v e n .  T h i s  r e q u i r e s  e x t e n d i n g  t h e  l ema  of  Chap- 
t e r  3 from a s c a l a r  c a s e  t o  a ma t r ix  c a s e .  T h i s  i s  t h e n  used f o r  t i m e -  
v a r y i n g  systems t o  ex tend  t h e  r e s u l t  of  Rekas ius  and Rowland t o  t h e  case 
where more than  one element i s  t i n e - v a r y i n g .  The re  i s  a l s o  a n  e x t e n s i o n  
of some work due t o  Letov (1961)  i n  which h e  d i scusses  t h e  s t a b i l i t y  of 
systems w i t h  two a c t u a t o r s .  
Chapter  6 c o n t a i n s  c o n c l u s i o n s  and s u g g e s t i o n s  f o r  f u r t h e r  re- 
s e a r c h .  An appendix i s  inc luded  which p r e s e n t s  a n  a p p l i c a t i o n  o f  t h e  
p r e v i o u s  work t o  f o r c e d  systems,  t he reby  e x t e n d i n g  t h e  work of Yakubo- 
v i c h  (1964)  on n o n l i n e a r :  fo rced  sys t ems .  
1.4 N o t a t i o n  
-_c__ 
Due t o  the l a r g e  amount of d i f f e r e n t  q u a n t i t i e s  i nvo lved  i n  the 
rnairhematicai d e r i v a t i o n s ,  l t  is necessa ry  t o  u s e  a m i x t u r e  o f  t h e  Greek 
and E n g l i s h  a l p h a b e t s .  C a p i t a l  Eng l i sh  l e t t e r s ,  s u c h  a s  A, B, P, and 
Greek letters w i t h  a b a r  o v e r  them, such as  P, are  used t o  r e p r e s e n t  ma- 
t r i ce s .  The e x c e p t i o n s  t o  t h i s  a r e  V(z), which i s  used a s  t h e  Liapunov 
f u n c t i o n ;  W ( 2 )  which i s  used i n  c o n j u n c t i o n  w i t h  V ( 5 ,  t) i n  Chapter  2 ;  
and G ( s )  o r  G(jc;) and W ( L , ) ,  which a r c  tlLe t r a n s f e r  f u n c t i o n  and modif ied 
t r a n s f e r  f u n c t i o n  of t h e  l i n e a r  p a r t  of a n o n l i n e a r  s y s t e m w i t h  one non- 
l i n e a r  e l emcn t .  S m a l l  E n g l i s h  l e t t e r s  which a r e  u n d e r l i n e d  a re  v e c t o r s  
- 
I .  
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o r  column matrices, e . g . ,  5, a, E .  S m a l l  Greek and E n g l i s h  l e t t e r s ,  
s u b s c r i p t e d  o r  n o t ,  a r e  scalars ,  such a s ,  3, B1, yl, x. 
The f o l l o w i n g  a r e  n o t a t i o n s  used i n  c o n n e c t i o n  w i t h  m a t r i x  
h o p e r a t i o n s .  A' i s  t h e  t r a n s p o s e  o f  t h e  m a t r i x  A .  A i s  t h e  c o n j u g a t e -  
t r a n s p o s e  o r  a d j o i n t  o f  t h e  ma t r ix  A .  H e A  i s  t h e  Hermi t i an  p a r t  of  A 
and e q u a l s  1<A + A?. The n o t a -  
t i o n  A > 3 means t h a t  A i s  p o s i t i v e  d e f i n i t e .  Say ing  t h a t  A i s  a s t a -  
The i d e n t i t y  m a t r i x  i s  denoted by I .  
2 
b l e  m a t r i x  means t h a t  a l l  t h e  e i g e n v a l u e s  o f  A a r e  i n  t h e  l e f t  h a l f  












Chapter  2 
SYSTEM REPRESENTATION AND STABILITY 
2 . 1  I n t r o d u c t i o n  
The purpose  o f  t h i s  c h a p t e r  i s  t h r e e f o l d .  F i r s t ,  t h e  c l a s s e s  
of sys tems which a r e  under  c o n s i d e r a t i o n  a r e  d i s c u s s e d ,  t h e n  t h e  s t a -  
b i l i t y  of such  sys tems i s  d e f i n e d ,  and f i n a l l y  p e r t i n e n t  s t a b i l i t y  
theorems a r e  p r e s e n t e d .  
The seccnd s e c t i o n  b e g i n s  w i t h  a d i s c u s s i o n  o f  t h e  g e n e r a l  
n t h  o r d e r  sys tem w i t h  m n o n l i n e a r ,  t ime-vary ing  e l e m e n t s .  The v a r i o u s  
s p e c i a l  c a s e s  of t h e  g e n e r a l  system a r e  t h e n  g i v e n ,  t h a t  i s ,  t h e  
l i n e a r ,  t ime-vary ing  c a s e ,  t h e  s i n g l e  n o n l i n e a r i t y  c a s e ,  and t h e  s i n g l e  
n o n l i n e a r i t y  w i t h  a z e r o  e igenva lue  i n  t h e  l i n e a r  p a r t  o f  t h e  sys tem.  
I n  t h e  t h i r d  s e c t i o n  t h e  d i f f e r e n t  k i n d s  o f  s t a h i l i t y  which a r e  
needed a r e  d e f i n e d .  Such s t a b i l i t y  c o n c e p t s  a s  g l o b a l  s t a b i l i t y ,  asymp- 
t o t i c  s t a b i l i t y ,  un i form s t a b i l i t y ,  and a b s o l u t e  s t a b i l i t y  a r e  d i s c u s s -  
e d .  Then, i n  t h e  f o u r t h  s e c t i o n ,  t h e  s t a b i l i t y  of a s p e c i a l  c l a s s  of 
l i n e a r ,  t ime-va ry ing  sys tems known a s  "a lmost  c o n s t a n t "  sys tems i s  
d i s c u s s e d .  The theorems p r e s e n t e d  f o r  t h i s  c l a s s  of  systems a r e  due 
t o  Bellman (1953).  
The l a s t  s e c t i o n  p r e s e n t s  s t a b i l i t y  theorems of  t h e  Second 
Method o f  Liapunov.  The d i f f i c u l t i e s  encoun te red  i n  a p p l y i n g  t h e  
Second Method a r e  d i s c u s s e d ,  e s p e c i a l l y  i n  r e g a r d  t o  t ime-va ry ing  
s y s t e m s .  T h i s  l e a d s  i n t o  t h e  Popov c r i t e r i o n  which i s  p r e s e n t e d  i n  




2 . 2  System R e p r e s e n t a t i o n  
Many comFlex sys t ems ,  such as  sys t ems  w i t h  many c o n t r o l  a c t u a -  
t o r s ,  can  be  d e s c r i b e d  by a ma t r ix  s e t  of  e q u a t i o n s  of  t h e  form 
where A i s  a c o n s t a n t ,  n by n matrix w i t h  a l l  i t s  e i g e n v a l u e s  i n  the 
l e f t - h a l f  p l a n e  (such a m a t r i x  i s  r e f e r r e d  t o  a s  a s t a b l e  m a t r i x ) ,  B 
and C a r e  n by m m a t r i c e s ,  x i s  a n-dimensional  s t a t e  v e c t o r ,  1 i s  t h e  
m-dimensional c o n t r o l  v e c t o r ,  and 
I 
where 0 _< f i ( a i , t ) / a i  _< ki . 
t o  the dimension of t h e  c o n t r o l  v e c t o r  - u .  I f  t h i s  i s  not t r u e ,  t h e n  one 
It i s  assumed t h a t  t h e  r a n k  of  B i s  e q u a l  
c a n  always r educe  t h e  number of  c o n t r o l  v a r i a b l e s  by means o f  t h e  p r o p e r  
l i n e a r  t r a n s f o r m a t i o n s  u n t i l  i t  is t r u e  (Melsa 1965, c h .  7 ) .  
The restrictinn n f  t h e  f i ( c r .  t) to t h e  s e c t n r  [(I, ki! is ne r e a l  
L' - 
r e s t r i c t i o n  s i n c e  any system of  the same t y p e ,  b u t  w i t h  some n o n l i n e a r -  
i t y  g i ( a i , t )  such  t h a t  kai 5 g i ( a i , t ) / a i  _< k b i ,  can  be pu t  i n t o  t h e  
p r o p e r  form by t h e  s u b s t i t u t i o n  i i(oi , t)  = g i ( u i , t )  - kaiOi. A s  u s u a l  
t h e  s q u a r e  b r a c k e t s  a r e  used t o  i n d i c a t e  t h e  c l o s e d  i n t e r v a l .  The 
9 
h a l f - o p e n  i n t e r v a l  0 < f ( u i ) / o i  5 k i  i s  i n d i c a t e d  by ( 0 , k J .  
A s p e c i a l  c a s e  of  t h e  g e n e r a l  system i s  t h e  l i n e a r ,  t ime-vary-  
i n g  c a s e .  
g i v e n  by 
The e q u a t i o n s  a r e  t h e  same e x c e p t  t h a t  now t h e  v e c t o r  2 i s  
- u = -  F(t)_a , 
where F ( t )  - d i a g  (fl(t), ..., f , ( t ) ) ,  0 5 f i ( t )  _< ti. P u t t i n g  t h e  cx- 
p r e s s i o n  f o r  - a i n t o  t h i s  e q u a t i o n  and t h e n  p u t t i n g  2 i n t o  t h e  d i f f e r e n -  
t i a l  e q u a t i o n  r e s u l t s  i n  t h e  l i n e a r ,  t ime-va ry ing  m a t r i x  e q u a t i o n  
- x = (A - B F ( t )  C') (2- 2) 
The s t a b i l i t y  of t h i s  e q u a t i o n  i n  t h e  s p e c i a l  c a s e  t h a t  F ( t )  app roaches  
t h e  z e r o  matrix a s  t approaches i n f i n i t y  i s  d i s c u s s e d  i n  s e c t i o n  f i v e  
of  t h i s  c h a p t e r .  
Another  v e r y  impor t an t  ca se  o f  t h e  g e n e r a l  system (2-1)  i s  t h e  
c a s e  where m - 1, t h a t  i s ,  t h e  s i n g l e  n o n l i n e a r  a n d / o r  t ime-va ry ing  
e l emen t  system. Repea t ing  t h e  system e q u a t i o n s  f o r  t h i s  c a s e  g i v e s  
T h i s  i s  j u s t  t h e  d i f f e r e n t i a l  e q u a t i o n  of the f a m i l i a r ,  s i n g l e - l o o n  i-9 
c o n t r o l  system, F i g .  1. The t r a n s f e r  f u n c t i o n  o f  t h i s  system i n  terms 
of  t h e  above m a t r i c e s  c a n  be c a l c u l a t e d  a s  f o l l o w s .  Take t h e  Lap lace  
t r a n s f o r m  of t h e  d i f f e r e n t i a l  e q u a t i o n  i n  ( 2 - 3 ) .  The r e s u l t  i s  
s x ( s )  = A ~ ( s )  +bu(s )  
I .  
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F i g .  1. n - t h  Order System w i t h  One N o n l i n e a r i t y .  
(J and u V a r i a b l e s  Def ined .  













where t h e  i n i t i a l  c o n d i t i o n s  a r e  assumed t o  be z e r o  a s  u s u a l .  So lve  
t h i s  e q u a t i o n  f o r  ~ ( s ) .  
- x ( s )  = (SI - A) - '  b u(s )  
S u b s t i t u t e  t h i s  e q u a t i o n  i n t o  t h e  e q u a t i o n  f o r  a ( s ) .  The r e s u l t  i s  
The t r a n s f e r  f u n c t i o n  i s  g i v e n  by t h e  r a t i o  o f  o ( s ) / u ( s ) .  
The b l o c k  diagram of  t h i s  system i s  g i v e n  i n  F i g .  1. 
Another impor t an t  c l a s s  of systems w i t h  one n o n l i n e a r i t y  i s  t h e  
c a s e  of  systems w i t h  a p u r e  i n t e g r a t i o n  i n  t h e  open loop  sys t em.  The 
e q u a t i o n s  a r e  s i m i l a r  t o  (2-3) excep t  t h a t  t h e  A m a t r i x  h a s  one z e r o  
e i g e n v a l u e  and a l l  i t s  o t h e r  e i g e n v a l u e s  a r e  i n  t h e  l e f t - h a l f  p l a n e .  
When t h i s  i s  t r u e ,  t h e  dimension of  t h e  A m a t r i x  can  be reduced by one 
by means of s u i t a b l e  l i n e a r  t r a n s f o r m a t i o n s ,  and t h e  z e r o  e i g e n v a l u e  
e q u a t i o n  i s  removed from t h e  se t  of e q u a t i o n s  g i v e n  i n  matrix form.  The 
r e s u l t i n g  s e t  of e q u a t i o n s  i s  
Y = A 1  Y + b p  
u = - f (u)  
5 = f ( a )  
(J =c1 y - YS 
9 
( 2 - 5 )  
I .  
1 2  
Again t h e  t r a n s f e r  f u n c t i o n  of t h i s  s e t  of e q u a t i o n s  c a n  be found and 
i t  i s  
G ( s )  = c o  (SI - A1)-lbl  +I (2-6)  
S 
- -1 
o r  G ( s )  = G1(s) + 
One p o s s i b l e  b l o c k  diagram o f  t h i s  t r a n s f e r  f u n c t i o n  i s  g i v e n  i n  F i g .  
2 .  I f  t h e  b l o c k  diagram i s  g i v e n  and t h e  sys t em under c o n s i d e r a t i o n  
h a s  a p o l e  a t  t h e  o r i g i n ,  t h e  proper  s t a t e  v a r i a b l e s  f o r  w r i t i n g  t h e  
d i f f e r e n t i a l  e q u a t i o n  i n  t h e  form of (2-5) can  be  o b t a i n e d  by f i r s t  
b r e a k i n g  up t h e  b l o c k  diagram a s  shown i n  F i g .  2 .  It c a n  be s e e n  from 
t h i s  t h a t  t h e  q u a n t i t y  y i s  a c t u a l l y  t h e  g a i n  c o n s t a n t  o f  t h e  s y s t e m  
and t h e r e f o r e  must be p o s i t i v e .  
I n  i d e n t i f y i n g  t h e  t y p e s  of systems i n  t h e  s i n g l e  n o n l i n e a r i t y  
case ,  t h e  terminology of  Aizerman and Gantmacher (1964) i s  fo l lowed ,  and 
t h e  case of the A matrix w i t h  no ze ro  o r  pu re  imaginary e i g e n v a l u e s  i s  
c a l l e d  t h e  p r i n c i p a l  c a s e .  O the r  c a s e s  a r e  c a l l e d  p a r t i c u l a r  cases, and, 
when t h e  A m a t r i x  h a s  one z e r o  and no imaginary e i g e n v a l u e s ,  i t  i s  c a l l e d  
t h e  s i m p i e s t  p a r t i c u l a i -  c a s e .  P . l s e ,  in t h e  p a r t i c u l a r  c a s e  t h e  non- 
l i n e a r  s e c t o r  must be  0 < f ( a , t ) / a  5 k, t h a t  i s ,  f ( o ) / o  i s  n o t  a l lowed 
t o  be z e r o .  I f  f ( u ) / a  i s  allowed t o  be z e r o ,  t h e n  t h e  i n t e g r a t i o n  term 
of t h e  sys t em would j u s t  i n t e g r a t e  w i t h o u t  any f eedback  and t h e  sys t em 
would be u n s t a b l e .  
2 . 3  S t a b i l i t y  D e f i n i t i o n s  
-_I 
It i s  assumed t h a t  t h e  only s i n g u l a r  p o i n t  of (2-1) i s  t h e  
o r i g i n  so  t h a t  5 = 0 i s  a p o i n t  s o l u t i o n  of t h e  e q u a t i o n .  Then t h e  
I .  
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F i g .  2. Block Diagram Def in ing  V a r i a b l e s  f o r  
t h e  Simplest P a r t i c u l a r  Case.  
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s t a b i l i t y  o f  (2-1) i s  d e f i n e d  a s  the  s t a b i l i t y  of  t h e  s o l u t i o n  - -  x = 0 . 
D e f i n i t i o n  2 -1 :  The n u l l  s o l u t i o n  of t h e  sys t em (2-1) i s  s a i d  
t o  be Liapunov s t a b l e  ( o r  j u s t  s t a b l e )  a t  t = to ,  p rov ided  t h a t  
f o r  a n  a r b i t r a r y  p o s i t i v e  E > 0 t h e r e  i s  a 8 = 
t h a t  whenever Ix(t,)l < 6 , t h e  i n e q u a l i t y  I x ( r ( t o ) ,  to, t)l < E 
is s a t i s f i e d  f o r  a l l  t 2 to . 
D e f i n i t i o n  2-2 :  The n u l l  s o l u t i o n  of  t h e  sys t em (2-1) i s  s a i d  t o  
be a s y m p t o t i c a l l y  s t a b l e  i f  i t  i s  s t a b l e ,  and i f  t h e  l i m i t  a s  t 
apprcaches  i n f i n i t y  o f  x ( x ( t o ) ,  to , t) e q u a l s  z e r o .  
8 ( .  , to) such  
Some o t h e r  s t a b i l i t y  concep t s  are a l s o  needed.  I f  t h e  q u a n t i t y  
8 a p p e a r i n g  i n  D e f i n i t i o n  2-1 does n o t  depend on to, t h e n  t h e  sys t em i s  
un i fo rmly  s t a b l e ,  I f  t h e  system i s  a s y m p t o t i c a l l y  s t a b l e  f o r  a l l  - x ( t o )  
i n  t h e  e n t i r e  s t a t e  s p a c e ,  t h e n  the  system is g l o b a l l y ,  a s y m p t o t i c a l l y  
s t a b l e .  Kalman and Bertram (1960) g i v e  t h e  f o l l o w i n g  a s  t h e  c o n d i t i o n s  
f o r  uniform, g l o b a l ,  a s y m p t o t i c  s t a b i l i t y  
D e f i n i t i o n  2-3 :  The e q u i l i b r i u m  s t a t e  2 = - 0 i s  g l o b a l l y ,  un i fo rmly  
a s y m p t o t i c a l l y  s t a b l e  if 
( a )  i t  i s  un i fo rmly  s t a b l e  
(b) i t  i s  un i fo rmly  bounded, i . e . ,  g i v e n  any E > 0 t h e r e  i s  some 
E(<) such t h a t  (x(to)( 5 e i m p l i e s  I x ( x ( t o ) ,  to, t)l _< P 
f o r  a l l  t 2 to. 
(c) e v e r y  motion converges t o  5 * 0 a s  t approaches  i n f i n i t y  
uniformly i n  to and 1 x(t,) I 
a r b i t r a r i l y  l a r g e ;  i . e . ,  g iven  any E > 0 and F > 0 t h e r e  i s  
some T ( F , c )  such t h a t  Ix(toji 5 1 I q 1 F e s  Ix (x ( t , ) ,  -  - t,, t)l 5 P 
f o r  a l l  t - > to + T .  
- , when E i s  f i x e d  b u t  
Also,  i f  t h e  sys t em i s  g l o b a l l y ,  a s y m p t o t i c a l l y  s t a b l e  f o r  any f i ( a i )  i n  
the s e c t o r  rC! k,l. t h e n  t h e  system i s  a b s o l u t e l y  s t a b l e .  The a b s o l u t e  L J - - L J J  
s t a b i l i t y  o f  t h e  t ime-va ry ing  system i s  d e f i n e d  a s  uniform,  g l o b a l  
a s y m p t o t i c  s t a b i l i t y  f o r  any f i ( u i , t )  i n  t h e  s e c t o r  [O,ki]. I n  what 
i s  t o  f o l l o w  t h e  concep t  o f  a b s o l u t e l y  s t a b l e  systems p l a y s  a l a r g e  p a r t .  
There have been some o b j e c t i o n s  t o  t r y i n g  t o  f i n d  a b s o l u t e  
s t a b i l i t y .  It c a n  be s a i d  t h a t  one i s  n o t  r e a l l y  i n t e r e s t e d  i n  a b s o l u t e  
15 








2.4  The S t a b i l i t y  o f  Almost Constant  Systems 
I n  h i s  book on t h e  s t a b i l i t y  t h e o r y  of  d i f f e r e n t i a l  e q u a t i o n s ,  
Bellman (1953) p r e s e n t s  some theorems on a c l a s s  of l i nea r , ,  t ime-va ry ing  
sys t ems  which h e  c a l l s  "almost  c o n s t a n t " .  The system i s  r e p r e s e n t e d  by 
t h e  e q u a t i o n  $ =I A ( t )  E ,  where t h e  t e rmino logy  "almost c o n s t a n t "  comes 
s t a b i l i t y  s i n c e  systems d o n ' t  o p e r a t e  i n  t h e  e n t i r e  s t a t e  space ,  so  t h a t  
b e t t e r  r e s u l t s  shou ld  be for thcoming i f  a n  o p e r a t i n g  r e g i o n  a b o u t  t h e  
o r i g i n  i s  c o n s i d e r e d ,  and t h e n  a sympto t i c  s t a b i l i t y  i s  shown i n  t h a t  
r e g i o n .  An answer t o  t h i s  i s  t h e  f a c t  t h a t  j u s t  because  a b s o l u t e  s t a -  
b i l i t y  can  be shown f o r  a g iven  d i f f e r e n t i a l  e q u a t i o n  does n o t  mean t h a t  
t h e  sys t em t h a t  t h e  e q m t i o n  r e p r e s e n t s  i s  a b s o l u t e l y  s t a b l e .  It is t h e  
d i f f e r e n t i a l  e q u a t i o n  which i s  chosen t o  model a g i v e n  sys t em which i s  
o n l y  v a l i d  i n  some r e g i o n  o f  t h e  s t a t e  space ,  and n o t  t h e  s t a b i l i t y  
p r o p e r t i e s  o f  t h a t  e q u a t i o n .  
One o t h e r  o b j e c t i o n  i s  t h a t  a b s o l u t e  s t a b i l i t y  p u t s  no r e s t r i c -  
t i o n  on t h e  s l o p e s  o f  the n o n l i n e a r i t y ,  a s  a l l  t h a t  i s  r e q u i r e d  i s  t h a t  
i t  remain i n  t h e  s e c t o r .  I f  t h e  s l o p e  of  t h e  n o n l i n e a r i t y  i s  r e s t r i c t -  
ed,  pe rhaps  some b e t t e r  answers would r e s u l t  i n  many c a s e s .  T h i s  i s  
a c t u a l l y  a c u r r e n t  r e s e a r c h  a r e a  w i t h  t h e  r e s u l t s  of B r o c k e t t  and W i l -  
l e m s  (1965) b e i n g  abou t  t h e  on ly  i n d i c a t i o n  of  s u c c e s s  i n  t h i s  a r e a .  
Be fo re  t h e  s t a b i l i t y  theorems o f  t h e  Second Method of Liapunov 
a r e  g i v e n ,  some s t a b i l i t y  theorems of a s p e c i a l  c l a s s  o f  l i n e a r  t i m e  
v a r y i n g  sys t ems ,  c a l l e d  "almost constant : '  sys tems,  = r e  d i sc r i s sed .  These 
theorems have l a r g e l y  been ignored i n  t h e  e n g i n e e r i n g  l i t e r a t u r e  and a r e  
i n c l u d e d  f o r  comple t eness .  






from t h e  c o n d i t i o n  t h a t  t h e  l i m i t  a s  t approaches  i n f i n i t y  of A ( t )  equals  
a c o n s t a n t  n a t r i x  A.  T h i s  e q u a t i o n  can  be a s p e c i a l  c a s e  of ( 2 - 2 ) .  
W r i t i n g  (2-2) as  
- x = (A  4- B(t))x (2-7)  
where 
l i m  B ( t )  - 0 
t +  w 
p u t s  the  e q u a t i o n  i n  t h e  p rope r  form t o  a p p l y  t h e  theorems.  
Two theorems f o r  t h i s  t ype  of sys t em a r e  now s t a t e d  w i t h o u t  
p r o o f ;  t h e  proof  i s  i n  Be l lmanQs  book. 
Theorem 2-1: 
m a t r i x ,  a r e  bounded a s  t approaches i n f i n i t y ,  t h e  same i s  t r u e  
of t h e  s o l u t i o n s  of ( 2 - 7 )  provided t h a t  
I f  a l l  s o l u t i o n s  of y = Ay, where A i s  a c o n s t a n t  
Theorem 2 - 2 :  I f  a l l  s o l u t i o n s  of  y - Ax approach z e r o  a s  t 
approaches  i n f i n i t y ,  t h e  same i s  t r u e  f o r  the s o l u t i o n s  of ( 2 - 7 )  
p rov ide6  t hs t  I R ( t )  I - < c f o r  t 2 to where c i s  a c o n s t a n t  
which depends on A .  
Although t h e s e  theorems d e a l  w i t h  a l a r g e  c l a s s  of l i n e a r  
sys t ems ,  t hey  may l ead  t o  t r o u b l e  i n  e n g i n e e r i n g  work u n l e s s  c a r e  i s  
t a k e n  i n  t h e i r  a p p l i c a t i o n .  The problem i s  t h a t  a l t h o u g h  the 1Fiiear 
sys t em i s  e v e n t u a l l y  s t a b l e ,  i t  may have s o l u t i o n s  which grow t o  v e r y  
l a r g e  v a l u e s  b e f o r e  f i n a l l y  approaching z e r o .  When t h i s  i s  t h e  c a s e ,  
t h e  l i n e a r  model which g i v e s  the e q u a t i o n s  may no l o n g e r  be  v a l i d ,  and 
t h e  p h y s i c a l  sys t em cou ld  be u n s t a b l e .  
I .  
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I f  t h e  l i n e a r  model is  no longe r  v a l i d ,  t hen  Theorems 2-1 and 
2-2  are n o t  v a l i d ,  and a n o n l i n e a r  model of  t h e  sys t em a l o n g  w i t h  t h e  
s t a b i l i t y  theorems of  t h e  Second Method of  Liapunov must be u s e d .  
These s t a b i l i t y  theorems a r e  p r e s e n t e d  n e x t .  
2 . 5  S t a b i l i t y  Theorems o f  t h e  Second Method of Liapunov 
Befo re  s t a t i n g  some s t a b i l i t y  theorems of  t h e  Second Method o f  
Liapunov, a few d e f i n i t i o n s  n e e d  t o  be made. These d e f i n i t i o n s  conce rn  
r e a l ,  s c a l a r  f u n c t i o n s  o f  t h e  s t a t e  x and t h e  t ime t .  - 
- D e f i n i t i o n  2-4 :  
d e f i n i t e  ( p o s i t i v e  s e m i d e f i n i t e )  
o r i g i n  V ( 5 )  > 0 (V(x) - -  > 0) and V(0) - = 0 .  
A r ea l  s c a l a r  f u n c t i o n  V(x) i s  c a l l e d  p o s i t i v e  
i f  i n  a neighborhood of  t h e  
D e f i n i t i o n  2-5: A r e a l  s c a l a r  f u n c t i o n  V ( 5 , t )  i s  c a l l e d  p o s i t i v e  
d e f i n i t e  i n  a r e g i o n  o f  t h e  o r i g i n  i f  
where W (x) i s  p o s i t i v e  d e f i n i t e .  
D e f i n i t i o n  2-6 :  A r e a l  s c a l a r  f u n c t i o n  V ( 5 , t )  i s  c a l l e d  n e g a t i v e  
d e f i n i t e  i f  -V(x, - t) i s  p o s i t i v e  d e f i n i t e .  
1 -  
be s t a t e d  
Theorem 2-3:  I f  f o r  t > to t h e r e  e x i s t s  a r e a l  s c a l a r  f u n c t i o n  
V(x, t )  i n  t h e  neightborFood S o f  t h e  o r i g i n ,  V ( 5 , t )  b e i n g  con- 
t i n u o u s  and p o s s e s s i n g  con t inuous  f i r s t  p a r t i a l  d e r i v a t i v e s  w i t h  
r e s p e c t  t o  x i  and t ,  and s a t i s f y i n g  
1) V ( y , t )  i s  p o s i t i v e  d e f i n i t e  i n  S f o r  t > to 
2) G i s  n o t  p o s i t i v e  ( i . e . ,  n e g a t i v e  semi-Tief ini te)  i n  s f o r  
t h e n  t h e  t r i v i a l  s o l u t i o n  - -  x = 0 of (2-1)  i s  s t a b l e  (Liapunov 
s t a b l e ) .  
t L t o  
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Theorem 2 - 4 :  I f  c o n d i t i o n s  1) and 2) of t h e  above theorem a r e  
3 )  
4 )  
t h e n  t h e  t r i v i a l  s o l u t i o n  - -  x = 0 of (2-1)  i s  a s y m p t o t i c a l l y  
s t a b l e .  
cha i , t ; t - * ( l  t o  
V ( 5 , t )  i s  p o s i t i v e  d e f i n i t e  and a l s o  dominated f o r  t 2 to 
b j  a n o t h c r  W ? ( s )  ( i . e . ,  W l ( 2 )  1: V ( L , t )  5 W~(Z)) 
$ i s  n e g a t i v e  d e f i n i t e  i n  S f o r  t 1 to 
Theorem 2-5:  I f  i n  t h e  above two theorems S i s  t h e  e n t i r e  s t a t e  
space,  and i n  a d d i t i o n  
l i m  V ( 2 , t )  - 
x + m  - 
un i fo rmly  on t ,  t 2 to , t h e n  t h e  t r i v i a l  s o l u t i o n  i s ,  r e s p e c t i v e -  
l y ,  g l o b a l l y ,  un i fo rmly  s table  and g l o b a l l y ,  uniformly,  a s y m p t o t i c a l -  
l y  s t a b l e .  
For  the, c a s ( ’  of t ime i n v a r i a n t  s y s t e m s  t h e r c  i s  an e x t e n s i o n  
of tile above theorem which s t a t e s  t h a t  a s y m p t o t i c  s t a b i l i t y  can be  cor.- 
c luded  f o r  V ( 5 )  < 0 provided t l i a t  V(x) - i s  n o t  i d e n t i c a l l y  z e r o  f o r  any 
s o l u t i o n  o t h e r  tlian 2 = 0 . One of t h e  problerr,s w i t h  t ime-va ry ing  s y s -  
tems i s  t h e  f a c t  t l i a t  t h i s  e x t e n s i o n  i s  not  v a l i d ,  t h e r e f o r e  r e q u i r i n g  
a d e f i n i t e  V . 
One of  t e main f a c t o r s  ho ld ing  back t h e  a p p l i c a t i o n  of t h e  
Second Metliod i s  tlie l a c k  of methods f o r  f i n d i n g  t h e  b e s t  V - f u n c t i o n  f o r  
a g i v e n  syster . .  T h i s  i s  e s p e c i a l l y  t r u e  f o r  t h e  c a s e  of t i m e - v a r y i n g  
s y s t e m s .  The re  does not s t h e m  t o  be any  method a v a i l a b l e  which c a n  be 
used t o  g e n e r a t e  Liapunov f u n c t i o n s  which have a n  e x p l i c i t  dependence 
o n  t i m e .  T l i e re fo re ,  e i t h e r  V- func t ions  a r e  g e n e r a t e d  which have no de- 
pendence on time o r  s p e c i f i c  V- func t ions  a r e  p i c k e d .  
One c l a s s  of  V- func t ions  which h a s  r e c e i v e d  much z . t t e n t i o n  i s  
t h e  L u r i e  t y p e ,  a p o s i t i v e  d e f i n i t e  q u a d r a t i c  form of t h e  s t a t e  v a r i -  
a b l e s  p l u s  i n t e g r a l s  of t h e  n o n l i n e a r  t e r m s .  Tlie V - f u n c t i o n s  a r e  p o s i -  
t i v e  d e f i n i t e  i n  t h e  e n t i r e  s t a t e  space and V can  be p u t  i n  a form 
I .  
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such t h a t ,  i f  c e r t a i n  c o n d i t i o n s  a r e  s a t i s f i e d ,  i t  m u s t  be n e g a t i v e  
d e f i n i t e ,  and a b s o l u t e  s t a b i l i t y  i s  conc luded .  For s y s t e m s  w i t h  one 
n o n l i n e a r  e lement  t h e s e  c e r t a i n  c o n d i t i o n s  a r e  t h e  Popov f r equency  
c r i t e r i o n .  For  t h e  c a s e  of t h e  s i n g l e  n o n l i n e a r i t y  sys t em t h e  Popov 
c r i t e r i o n  g i v e s  n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  e x i s t e n c e  
of t h i s  t ype  o f  V- func t ion .  The f a c t  t h a t  Popov's c o n d i t i o n  g i v e s  
n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  e x i s t e n c e  of  t h e  V - f u n c t i o n  
o f  t h e  L u r i e  t ype  i n  t h e  s i m p l e s t  p a r t i c u l a r  c a s e  h a s  been known s i n c e  
Yakubovich's work (1962) . However, r e c e n t l y  Yakubovich (1964b) h a s  
shown t h a t  t h i s  i s  t r u e  f o r  t h e  p r i n c i p a l  c a s e  a l s o .  
A s  w i l l  be s e e n  i n  Chap te r  3 ,  t h e  advan tage  of t h e  Popov c r i -  
t e r i o n  over  t h e  s t r a i g h t f o r w a r d  a p p l f c a t i o n  of t h e  Sec0r.d Method i s  
t h e  e a s e  w i t h  which i t  i s  used.  Another advan tage  i s  t h a t  s i n c e  i t  i s  
a n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n  f o r  t h e  e x i s t e n c e  of a V - f u n c t i o n  
of  t h e  p r o p e r  form? i t  a c t u a l l y  g i v e s  the  r e s u l t s  which a r e  e q u i v a l e n t  
t o  f i n d i n g  t h e  b e s t  V- func t ion  of  t h a t  s p e c i f i c  t ype  (Aizerman and 
Gantmacher 1964, Appendix).  T h i s  i s  impor t an t  i n  t ime-va ry ing  sys t ems ,  
a s  c a n  be s e e n  by c o n s i d e r i n g  j u s t  the s imple  q u a d r a t i c  fo r=  of thc 
s t a t e  v a r i a b l e s  a s  t h e  V- func t ion .  The u s e  of  t h e  Popov c r i t e r i o n  
g i v e s  t h e  b e s t  q u a d r a t i c  V ( 5 )  f o r  a g i v e n  system. I f  t h e  Popov c r i -  
t e r i o n  d i d  n o t  e x i s t ,  t h i s  b e s t  V(x) - could o n l y  be found by a long  and 
compl i ca t ed  s e a r c h  p r o c e d u r e ,  s i n c e  V i s  a f u n c t i o n  of t h e  system 
p a r a m e t e r s  a s  w e l l  a s  t h e  p a r t i c u l a r  q u a d r a t i c  form chosen f o r  V(x ) .  - 
For h i g h  o r d e r  systems a c o n s i d e r a b l e  amount of  work i s  r e q u i r e d  t o  
do t h i s .  
2c 
Another advan tage  of u s i n g  t h e  Popov c r i t e r i o n  i n  c o n j u n c t i o n  
w i t h  t h e  L u r i e  t y p e  V-funct ion  is t h a t  V and V do n o t  have t o  be  
t e s t e d  f o r  d e f i n i t e n e s s ,  a s  t h e  s a t i s f a c t i o n  o f  t h e  Popov c r i t e r i o n  
g u a r a n t e e s  t l i a t  V i s  p o s i t i v e  d e f i n i t e  and V i s  n e g a t i v e  d e f i n i t e .  In 
t r y i n g  t o  f i n d  Liapunov f u n c t i o n s  f o r  h i g h  o r d e r  systems by o t h e r  t e c h -  
n i q u e s ,  one of  tlie main d i f f i c u l t i e s  i s  t h a t  t h e r e  i s  no easy  way of 
t e s t i n g  h i g h  ordei- n o n - q u a d r a t i c  l u t i c t i o n s  f o r  d e f i n i t e n e s s  
Chapter  3 p r e s e n t s  a n  e x t e n s i v e  d i s c u s s i o n  o f  t h e  Popov c r i t e r i o n  
and i t s  r e l a t i o n s h i p  w i t h  L u r i e  type V - f u n c t i o n s .  The purpose of Chap-  
ter  3 i s  t o  deve lop  a background from which t h e  s t a b i l i t y  of system ( 2 - 1 )  
can  be s t u d i e d .  



















Chapter  3 
THE STABILITY CRITERION OF WPOV 
3 . 1  I n t r o d u c t i o n  
I n  t h i s  c h a p t e r  t h e  s t a b i l i t y  c r i t e r i o n  which was fo rmula t ed  by 
t h e  Rumanian e n g i n e e r  V. M .  Popov i s  p r e s e n t e d .  Popov's work i s  con- 
cerned  mainly w i t h  t he  a b s o l u t e  s t a b i l i t y  o f  t h e  s i n g l e ,  t i m e - i n v a r i a n t ,  
n o n l i n e a r i t y  type  o f  system g iven  by ( 2 - 3 ) .  Only t h i s  c a s e  i s  d i s c u s s e d  
i n  t h i s  c h a p t e r  w i t h  e x t e n s i o n s  t o  t h e  time v a r y i n g  c a s e  t o  appea r  i n  
t h e  nex t  c h a p t e r .  
There  h a s  been much r e s e a r c h  i n  t h e  l a s t  f i f t e e n  y e a r s  on  t h e  
a b s o l u t e  s t a b i l i t y  problem. T h i s  r e s e a r c h  was i n i t i a t e d  by t h e  R u s s i a n  
L u r i e ,  and i t  conce rns  f incl ing s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  s t a b i l i t y  
o f  ( I - ; )  by u s i n g  a Liapunov f u n c t i o n  which i s  a q u a d r a t i c  form of  a l l  
t h e  s t a t e  v a r i a b l e s  p l u s  a n  i r i t e g r a l  o f  t h e  n o n l i n e a r i t y .  The type  o f  
Liapunov f u n c t i o n  i s  sometimes r e f e r r e d  t o  a s  t h e  L u r i e  t y p e .  
I n  t h e  l a t e  1950's  Popov began working  on  f requency  domain c r i -  
t e r i a  f o r  n o n l i n e a r  sys t ems .  He pub l i shed  h i s  main paper  i n  1961, and, 
i n  a s h o r t  t i m e ,  Yakubovich (1962,1964b) and Kalman (1963) completed 
Popovns  work i n  a n  impor t an t  way. The r e s u l t  i s  t h a t  t h e  Popov c r i -  
t e r i o n  g ives  n e c e s s a r y  and s u E f i c i e i i t  c o n d i t i o n s  f o r  the e x i s t e n c e  of 
a Liapunov f u n c t i o n  V of t h e  L u r i e  type ,  wliich i n s u r e s  t h e  a b s o l u t e  
s t n b i l i t y  of  t h e  sys t em.  
2 1  




The main advan tage  o f  t h e  Popov c r i t e r i o n  o v e r  t h e  Liapunov 
f u n c t i o n  method i s  t h a t  i t  can  be i n t e r p r e t e d  g r a p h i c a l l y  i n  a manner 
which  r e q u i r e s  j u s t  t h e  p o l a r  p l o t  o f  t h e  ampl i tude  and phase  of a 
modi f ied  f r equency  f u n c t i o n .  T h i s  f u n c t i o n  i s  o b t a i n e d  by s l i g h t l y  
modi fy ing  t h e  sys t em t r a n s f e r  f u n c t i o n .  T h e r e f o r e ,  t h e  d i f f e r e n t i a l  
e q u a t i o n s  of t h e  sys tem d o  n o t  a c t u a l l y  have t o  be knawn, and, what i s  
even  more impor t an t ,  h i g h  o r d e r  systems can  be handled  a s  e a s i l y  a s  
low o r d e r .  
The c h a p t e r  h a s  two main s e c t i o n s .  S e c t i o n  3 . 2  c o n t a i n s  a 
s t a t e m e n t  o f  t h e  Popov s t a b i l i t y  c r i t e r i o n  and deve lops  i t s  g e o m e t r i c  
i n t e r p r e t a t i o n .  I n  t h e  l a s t  s e c t i o n  t h e  r e l a t i o n s h i p  between t h e  Popov 
c r i t e r i o n  and t h e  Second Method of  Liapunov i s  g i v e n .  T h i s  i s  done by 
means of a lemma which i s  b a s i c a l l y  t h e  m a t r i x - i n e q u a l i t y  method of 
Yakubovich.  Both t h e  p r i n c i p a l  c a s e  ( 2 - 3 )  and t h e  s i m p l e s t  p a r t i c u l a r  
c a s e  ( 2 - 5 )  a r e  c o n s i d e r e d .  
3 . 2  The Popov C r i t e r i o n  
T- ALI c h i s  s e c t i o n  the ropov s t a t ; L ? L t j :  ci-Ltcri.cn is stated,  and a 
g e o m e t r i c  i n t e r p r e t a t i o n  o f  i t  i s  g i v e n .  The sys tems cons ide red  a r e  t h e  
p r i n c i p a l  c a s e  and t h e  s i m p l e s t  p a r t i c u l a r  c a s e  of t h e  c l a s s  of sys tems 
w i t h  one t i m e - i n v a r i a n t  n o n l i n e a r i t y .  For  convenience  t h e  e q u a t i o n s  of  
t h e s e  sys tems a r e  r e p e a t e d .  The p r i n c i p a l  c a s e  i s  
( 2 -  3) 
I 
The b l o c k  diagram i s  g i v e n  i n  F i g .  1 where 
? 
-1 * 
- b G(s) - - c ' ( s 1  - A) - '  b - c 0 A s  
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( 2 - 4 )  
(2-5)  
For  t h e  p a r t i c u l a r  c a s e s  i t  i s  necessa ry  t o  i n t r o d u c e  t h e  concep t  of 
s t a b i l i t y - i n - t h e - l i m i t .  The p a r t i c u l a r  c a s e  i s  s a i d  t o  be  s t a b l e  i n  
t h e  l i m i t  i f  f o r  u = -EU , w i t h  F > 0 and s u f f i c i e n t l y  s m a l l ,  t h e  
l i n e a r  sys t em o b t a i n e d  from (2-5)  i s  a s y m p t o t i c a l l y  s t a b l e .  T h i s  i s  
t o  make s u r e  t h a t  t h e  r o o t  l o c u s  o f  t h e  l i n e a r  system i s  i n  t h e  l e f t  
h a l f  p l a n e  f o r  a l l  l i n e a r  g a i n  between z e r o  and k .  T h i s  i s  a more 
s i g n i f i c a n t  problem f o r  systems where t h e  A m a t r i x  h a s  a d o u b l e  r o o t  
a t  t h e  o r i g i n  o r  pu re  imaginary z e r o s .  These c a s e s  a r e  n o t  c o n s i d e r e d  
h e r e .  The r e a s o n  f o r  hav ing  f ( u ) / a  g r e a t e r  t h a n  z e r o ,  r a t h e r  t h a n  
g r e a t e r  t h a n  o r  e q u a l  t o  z e r o ,  € o r  t h e  s i m p l e s t  p a r t i c u l a r  c a s e  i s  
d i s c u s s e d  i n  s e c t i o n  2 . 2 .  
Now t h a t  t h e  c l a s s  of  systems h a s  been s p e c i f i e d ,  t h e  V .  M .  
Popov s t a b i l i t y  c r i t e r i o n  can be s t a t e d .  The s t a t e m e n t  of  t h e  f o l l o w -  
i n g  theorem i s  e s s e n t i a l l y  t h e  same a s  t h a t  g iven  i n  Aizcrman and Gant 
macher (1964) . 
I .  
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Theorem 3-1: For t h e  r i n c i p a L  c a s e  of  (2-3)  t o  be  a b s o l u t e l y  
s t a b 1 2  i n  t h e  s e c t o r  6, .k] and f o r  t h e  s i m p l e s t  p a r t i c u l a r  
c a s e  ( 2 - 5 )  t o  be a b s o l u t e l y  s t a b l r ,  i n  t h e  s e c t o r  ( 0 ,  k], i t  i s  
s u f f i c i e n t  t h a t  t h e r e  e x i s t  a f i n i t e  r e a l  number @ such  t h a t  
f o r  a l l  r e a l  - > 0 t h e  f o l l o w i n g  i n e q u a l i t y  i s  s a t i s f i e d .  
( 3 - 1 )  1 k Re(1 + jFrl,)G(ju) + - > 0 
The importance of  t h e  Popov c r i t e r i o n  i s  due i n  a l a r g e  p a r t  












modif ied frequency f u n c t i o n ,  i s  d e f i n e d  such t h a t  
ReW(r ) = ReG(ja) 
IrnW((>) = a ImG(  j(&) 
( 3 - 2 )  
so  t h a t  t h e  p o l a r  p l o t  o f  W ( i L )  i s  o b t a i n e d  from t h a t  of  G(jc.) by m u l t i -  
p l y i n g  a l l  i t s  o r d i n a t e s  by t h e  co r re spond ing  v a l u e  of  L .  Here i t  i s  
assumed t h a t  t h e  t r a n s f e r  f u n c t i o n  G ( s )  always h a s  more p o l e s  t h a n  
z e r o s ,  so t h a t  lirn G ( j k )  = 0 . However, i f  t h e r e  i s  o n l y  one more p o l e  
( - + W  
t h a n  zero,  t h e n  lim W( ) h a s  a l i m i t  p o i n t  on t h e  imaginary a x i s  no t  
w j  O3 
The modif ied frequency r e sponse  f u n c t i o n  i s  used t o  o b t a i n  t h e  
g e o m e t r i c  i n t e r p r e t a t i o n .  Let  
W(:) = x + jy 
t h e n  
R e ( 1  + j p c  )G(jc,) = ReG(jL) - @,IIn?G(j(.)  = X - ["r 
Hence (3-1) can be w r i t t e n  a s  
- 1 k 
X - f'jr + -  > 0 f o r  a l l  (J > 0 (3-3)  
I .  
25 
The e q u a t i o n  
x - pY + 1 = 0 ( 3 - 4 )  k 
i s  t h e  e q u a t i o n  o f  a s t r a i g h t  l i n e  w i t h  s l o p e  113, which p a s s e s  th rough  
t h e  p o i n t  - l / k  on t h e  r e a l  a x i s .  A s  i n  Aizerman and Gantmacher, t h i s  
l i n e  i s  c a l l e d  t h e  Popov l i n e .  The i n e q u a l i t y  (3-3) i s  v a l i d  i f  t h e  
modif ied frequency p l o t  i s  i n  t h a t  p a r t  of t h e  p l a n e  which i s  t o  t h e  
r i g h t  of  t h e  - l / k  p o i n t  and does  no t  i n t e r s e c t  t h e  Popov l i n e .  F i g u r e  3 
shows two p o s s i b l e  s t a b l e  sys t ems .  
I n  t h e  c a s e  = 0, t h e  modified f r equency  r e s p o n s e  does n o t  have 
t o  be used .  I n  t h a t  c a s e  (3-1) reduces t o  
R e G ( j w )  + 1 > 0 (3-5) 
k 
so  t h a t  a s  long a s  t h e  p l o t  of  G ( j w )  i s  t o  t h e  r i g h t  o f  t h e  v e r t i c a l  
l i n e  th rough  l / k  ( i . e . ,  t h e  s l o p e  1/f3 i s  i n f i n i t e ) ,  t h e  system (2-3) o r  
(2-5)  i s  a b s o l u t e l y  s t a b l e .  An example of t h i s  i s  shown i n  F i g .  4 .  
A more complete  look a t  t h e  v a r i o u s  r e s u l t s  which a r e  a v a i l a b l e  
f o r  t h e  d i f f e r e n t  p a r t i c u l a r  c a s e s  of t h e  system (2-3)  i s  g i v e n  i n  
Aizerman and Gantrnacher (1964) and i n  t h e  s e r i e s  o f  pape r s  by Yakubovich 
(1963a, 1963b, 1964a) .  
3 , 3  The R e l a t i o n  B1:tween t h e  Popov C r i t e r i o n  and t h e  Second Method 
I n  t h i s  s e c t i o n  t h e  r e l a t i o n  of t h e  Popov c r i t e r i o n  (3-1) t o  a 
L u r i e  type  Liapunov f u n c t i o n  i s  d i s c u s s e d .  Two Liapunov f u n c t i o n s  are  
u s e d ;  Vo f o r  t h e  p r i n c i p a l  c a s e  and V1 f o r  tlie s i m p l e s t  p a r t i c u l a r  c a s e .  
0 




Fig. 3.  Geometric I n t e r p r e t a t i o n  o f  t h e  Popov 
C r i t e r i o n  - S t a b l e  Systems.  
F i g .  4 .  Popov C r i t e r i o n  - = 0 - S t a b l e  System 
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Here P i s  a p o s i t i v e  d e f i n i t e ,  symmetric m a t r i x .  Popov a l s o  c o n s i d e r e d  
add ing  t h e  term rex t o  V1 t o  g e t  the most g e n e r a l  q u a d r a t i c  form, b u t  
he  proved t h a t  i t  i s  necessa ry  t h a t  L = 0 . I n  F i g .  3 t h e  geomet r i c  
c r i t e r i o n  i s  shown f o r  p b o t h  p o s i t i v e  and n e g a t i v e .  Aizerman and Gant- 
macher (1964, p .  58) show t h a t  t h e s e  two d i f f e r e n t  c a s e s  a r e  r e l a t e d  by 
a l i n e a r  change o f  v a r i a b l e s  which j u s t  i n t e r c h a n g e s  t h e  s i d e s  of  t h e  
n o n l i n e a r  s e c t o r  [O, k] . For t h i s  r e a s o n  o n l y  t h e  c a s e  of :. 0 i s  - 
c o n s i d e r e d  i n  what f o l l o w s .  
Before p roceed ing  any f u r t h e r ,  a lemma i s  proven which i s  of 
g r e a t  u se  i n  what i s  t o  f o l l o w .  This lemma i s  due o r i g i n a l l y  t o  Yaku- 
b o v i c h  (1962) w i t h  t h e  s u f f i c i e n c y  proof  f o l l o w i n g  L e f s c h e t z 3 s  (1965) 
v e r s i o n  of Kalnan 's  (1963) work. The t e r m  r R  does not  appea r  i n  t h e  
above works b u t  i s  i n s p i r e d  by t h e  work o f  Rekas ius  and Rowland (1965) 
whose r e s u l t s  a r e  s t a t e d  a s  a c o r o l l a r y .  I n  most a p p l i c a t i o n s  t h e  term 
pR E Q j  b u t  s i n c e  i t  i s  needed fo r  some s p e c i a l  c a s e s ,  i t  i s  inc luded  
i n  t h e  d e r i v a t i o n  which f o l l o w s .  
Def ine  A, by 
A(li = ( j :  I - A) ( 3 - C )  
S i n c e  t h e  m a t r i x  A h a s  a l l  i t s  e i g e n v a l u e s  i n  tile l e f t  h a l f  p l a n e ,  t h e  
m a t r i x  i s  always nons ingu la r  f o r  a l l  w and 4: e x i s t s .  -1 
Lemma 1: Given t h e  s t a b l e ,  n by n, r e a l ,  m a t r i x  A ;  symmetric, 
n by n, r e a l ,  m a t r i c e s  D > 0 a n d  R 2 0 ;  n - v e c t o r s  s # 0 and 
- h # 0 ;  and s c a l a r s  r - > 0 :  t > 0, and r such  t h a t  t h e  r i g t l t  hand 
s i d e  of  ( a )  i s  n e g a t i v e  d e f i n i t e ;  t h e n  a n e c e s s a r y  and s u f f i c i -  
e n t  c o n d i t i o n  f o r  t h e  e x i s t e n c e  of a s o l u t i o n  a s  a symmetric, 
n by n ,  r e a l ,  matrix P ( n e c e s s a r i l y  > 0) and a n  n - v e c t o r  
3 o f  t h e  system 
A O P  + PA =- 9 go- p~ - ED (a) 
i s  t h a t  E be small enough, and t h a t  t h e  r e l a t i o n  
be s a t i s f i e d  f o r  a l l  r e a l  L . 
Proof  of N e c e s s i t y  
The i d e n t i t y  
A'P + PA = -(PA,,, f A,, *P) (3 -9 )  
i s  needed f i r s t .  T h i s  i s  o b t a i n e d  by add ing  and s u b t r a c t i n g  jwP t o  
A'P + PA. 
AaP + PA = A'P + j W P  + PA - jcGIP 
I - ( - j w 1  - AS)P - P( j ( ,X - A) 
= -& *P - PAcA 
The i d e n t i t y  (3-9) i s  u s e d  i n  (a )  t c  g e t  
PAL,, + 4, *P = 9 9' + cR + cD (3-10) 
* -1 -1 
T h i s  i s  p r e m u l t i p l i e d  by ~'4, and p o s t m u l t i p l i e d  by A, g g i v i n g  
I- 




S i n c e  - h'AL,;-' g + g' $,*-I h = 2 Re - h3A,-I g , t hen ,  by r e a r r a n g i n g  t h e  
te rms ,  (3-12) becomes 
(3-13)  
-1 7, - -1 = g - 2 \ ~  Reg'%, & + F; 
-1 
DA,, g > 0 . That  'r i s  g r e a t e r  t l ian z e r o  c a n  be *- 1 where b = c g ' A ,  
seen by c o n s i d e r i n g  D > 0 a s  a Xermi t ian  matrix. 
A, 
c o o r d i n a t e s  y = 4 
A d d i n g  i t o  b o t h  s i d e s  of (3-13) g i v e s  
The m a t r i x  D1 = 
54- 1 D A , : - l  i s  t h e  Hermi t i an  m a t r i x  deduced from D by t h e  change of 
-1 DAL, g > 0 .  -1 t- 1 5 . iieace, D1 > 0 and g'D1g = g g A A J  
= lg";-1 g - V G  + 3 ( 3 - 1 4 )  
S i n c e  tlie r i g h t  s i d e  of ( 3 - 1 4 )  i s  a lways p o s i t i v e ,  t h e  r e s u l t  i s  
T h e r e f o r e ,  s t a r t i n g  w i t h  ( a )  and (b)  and assuming t h a t  a l l  t h e  q u a n t i t i e s  
e x i s t .  i t  h a s  been  shovn t h a t  (*) i s  n e c e s s a r i l y  t r u e .  
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Before  go ing  on t o  t h e  s u f f i c i e n c y  proof  a n  a d d i t i o n a l  observa-  
t i o n ,  due t o  Kalman ( 1 9 6 3 ) )  i s  made. 
c o n t r o l l a b l e ,  i . e . ,  d e t  (g, A g ,  . . 
r e p r e s e n t e d  i n  phase v a r i a b l e s  w i t h  8' = ( 0 0 . . . 0 1). 
When t h e  p a i r  ( A ,  8) i s  comple te ly  
An- 1 9) # 0 ~ t h e  m a t r i x  A c a n  be * ?  
L e t  A, = 
(SI - A ) .  Then, f o r  t h e  g i v e n  choice  of A and g t h e  e x p r e s s i o n  h'As -1 g - 
i s  w r i t t e n  a s  
-1 hl  + h 2 s  + . . . + hnsn-' 
h'As g = (3-15) d e t  A s  - 











Proof  of  S u f f i c i e n c y  
-1 
DAW ki The f u n c t i o n s  2 R e h ' k - 1  g - g'A,k*-l FU,,-' g and g 'A ~ *-I - 
a r e  r e a l  r a t i o n a l  f u n c t i o n s  of w w i t h  numera tors  of d e g r e e  l e s s  t h a n  
t h e i r  denominator ,  and t h e r e f o r e  they go t o  z e r o  a s  
They a r e  con t inuous  f o r  f i n i t e  w , a n d  llcnce they hqve f i n i t e  upper and 
lower bounds.  
goes t o  i n f i n i t y .  
L e t  , L  be t h e  upper  bound of  g 9 A o  i- 1 D A , - l  g and TI be t h e  
l o w ~ r  bound of  2Reli'A0 -1 g - &'Ab - 1R Rq,, -1 s . S i n c e  D > 0 , t h e n  - 
LI > n ~ !!r!nce 
(3-16) 
Ilowever, by (a) : + IT > 0 .  Hence, i f  c = 1 / 2 ( ~  + n)/i,, t h e n  
(3 -17 )  
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L e t  d e t  Aw = a ( jw)  which i s  a r e a l  polynomial  o f  jm w i t h  l e a d i n g  
c o e f f i c i e n t  u n i t y .  The l a s t  th ree  terms on t h e  l e f t  s i d e  o f  (3-17) a r e  
of t h e  form a polynomial  i n  !u2 d iv ided  by I a ( j ( . )  l 2  . T h i s  i s  because 
they  are e i t h e r  t h e  r e a l  p a r t  of a f u n c t i o n  of jiLl or  t h e  magnitude of 
such  a f u n c t i o n .  T h e r e f o r e ,  t h e  l e f t  s i d e  of  (3-17) c a n  be w r i t t e n  as  
(3-18) 
2 where U((J ) i s  a polynornial  of deg ree  2n w i t h  l e a d i n g  c o e f f i c i e n t  T . 
However, by (3-17) U(U') i s  always g r e a t e r  t h a n  z e r o  f o r  a l l  w.  
i s  a rea l ,  p o s i t i v e ,  and even  f u n c t i o n  o f  j w .  By t h e  spec t rum f a c t o r i z a -  
t i o n  method of  t h e  Wiener t h e o r y  of  optimum l i n e a r  systems (Lee 1960, p .  
u(02)  
2 376X u(u ) can  be w r i t t e n  a s  
U ( J )  = @ ( -  j L ) )  @( j ) ( 3 -  19) 
where O ( ~ L I )  i s  a polynomial  i n  Ju w i t h  r e a l  c o e f f i c i e n t s .  S i n c e  t h e  
l e a d i n g  c o e f f i c i e n t  of  u(u 2 ) is T,  t h a t  of @ ( j  ) i s  ~7 , and t h e  deg ree  
of  @($)) i s  n.  T h e r e f o r e ,  O ( j (  ) / a ( j L )  c a n  be w r i t t e n  a s  v ( j l  )/a($,)) + 
\6 and (3-1s) becomes 
(3-20) 
I .  
I 
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v ( j f , , )  i s  a po lynomia l  of  deg ree  a t  most n-1. 
a r e  t h e  r e a l  c o e f f i c i e n t s  of v ( - j f ) ;  d e f i n e  3 by 
If vl ,  v2 ,  . . . , v n 
93 = - (vl  v2  . . . vn)  ( 3- 2 1.) 
Once 9 i s  known, t h e  ma t r ix  P i s  o b t a i n e d  by (a )  of t h e  lemma. 
S i n c e  A i s  a s t a b l e  m a t r i x  and Q = 9 go  + ;IR + E D  i s  p o s i t i v e  d e f i n i t e ,  
t h e n  u s e  o f  t h e  Liapunov t h e o r y  f o r  l i n e a r  sys tems shows t h a t  i f  A i s  
s t a b l e  and Q i s  p o s i t i v e  d e f i n i t e  ( o r  s e m i d e f i n i t e ) ,  t h e  m a t r i x  P which 
r e s u l t s  f rom s o l v i n g  A D P  + PA = - Q must be  p o s i t i v e  d e f i n i t e .  
T h i s  may seem t o  be a r a t h e r  q r b i t r a r y  d e f i n i t i o n  f o r  9. How- 
e v e r ,  t h i s  9 i s  now shown t o  a l s o  s a t i s f y  (b)  of t h e  l e m a  by go ing  back 
t o  t h e  n e c e s s i t y  p a r t  o f  t h e  p roof .  F i r s t  o f  a l l ,  a s  i n d i c a t e d  p r e v i o u s -  
l y ,  t h e  m a t r i x  A and v e c t o r  & c a n  be  assumed t o  have a c e r t a i n  form. 
R e f e r r i n g  t o  (3-15),  i t  i s  seen  t h a t  
Hence (3-20) becomes 
M u l t i p l y i n g  o u t  t h e  r i g h t  s i d e  g i v e s  
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The T c a n c e l s ;  and go ing  back t o  (3-12) i n  t h e  n e c e s s i t y  p r o o f ,  
s o l v i n g  i t  f o r  go& 
r e s u l t s  i n  
24- 1 9 9' 'h-l  g and s u b s t i t u t i n g  t h i s  i n t o  ( 3 - 2 4 )  
0 
h-1 -1 -1 
M\_ g - E s V A 4 , * - l  D*l' 3 -1 = 2Reg'PPq, g - :g0A,. 
- 17 ZRe(q'A,,,-l 9) 
C a n c e l l i n g  t h e  p r o p e r  terms and man ipu la t ing  t h e  r ema in ing  ones  give 
For (3-25)  t o  be t r u e  f o r  a l l  r e a l  w, t h e  v e c t o r  i n  t h e  p a r e n t h e s i s  must  
be z e r o  o r  
r P g - h - \ ' l q = O  
T h i s  i s  j u s t  (h )  of t h e  lemma. The re fo re ,  by s t a r t i n g  w i t h  (e), a v e c t o r  
9 was c o n s t r u c t e d  and a m a t r i x  P found wb.ich s a t i s f y  (a)  and ( b ) .  The re -  
f o r e  (h) i s  s u f f i c i e n t  f o r  t h e  e x i s t e n c e  of  t h e  s o l u t i o n  of (.) errd ( h > .  
In t h e  work o f  Rekasius  and Rowland, a r e s u l t  s i m i l a r  t o  Lemma 1 
i s  used .  It i s  a c t u a l l y  t h e  c a s e  where R = r L ' .  T h i s  c a n  be  s t a t e d  as  
a c o r o l l a r y  
C o r o l l a r y  1: I f  t h e  m a t r i x  R = r r', t h e n  (R) i s  w r i t t e n  
(3-29) 
Tllis  c o r o l l a r y  i s  used i n  Chapter  4 .  






Another s p e c i a l  c a s e  i s  when i and f a r e  z e r o .  The l e m m a  t h e n  
r e d u c e s  t o  Kalrnznls leinria (1963) w i t h  the r e su l t  t h a t  t h e  l e s s  t h a n  
s i g n  i s  r e p l a c e d  by a l e s s  t h a n  o r  e q u a l  t o  s i g n ,  t h a t  i s ,  
(3-30) 
T h i s  will a l s o  be of  u s e  i n  what f o l l o w s .  
Now t h a t  t h e  lemma h a s  been proven, i t  can b e  used t o  prove t h e  
Popov c r i t e r i o n  by r e l a t i n g  t h e  Popov c r i t e r i o n  t o  t h e  Second Method of  
Linpunov. The s i m p l e s t  p a r t i c u l a r  c a s e  i s  t r e a t e d  f i r s t ,  and a theorem 
r e l a t i n g  t h e  Popov c r i t e r i o n  t o  the Second Metliod i s  s t a t e d .  T h i s  p a r -  
t i c u l a r  s t a t e m e n t  o f  t h e  theorem f o l l o w s  L e f s c h e t z  (1965)  and i s  used 
because  i t  t;as t h e  c n n u i t i o n  t h a t  -V be p o s i t i v e  d e f i n i t e  i n  i t .  Other  
s t a t e m e n t s  of t h i s  t ype  of theorem (KPlinan 1963) have t h e  c o n d i t i o n  
t ? : a t  -0 be on ly  p o s i t i v e  s e q i d e f i i i i t e .  The d e f i n i t e  V i s  p r e f e r r e d  
h e r e  s i n c e  a p p l i c a t i o n s  a r e  t o  be made t o  t ime-va ry ing  systems,  where 
-V must be  p o s i t i v e  d e f i n i t e  t o  conclude a s y m p t o t i c  s t a b i l i t y .  
Theorem 3-2: A necessa ry  and s u f f i c i e n t  c o n d i t i o n  i n  o r d e r  t h a t ,  
w i t h  VI a s  above, both V I  and -VI  a r e  p o s i t i v e  d e f i n i t e  f o r  a l l  
E ,  IS and a d m i s s i b l e  f ( a )  i s  t h a t  t h e  Popov i n e q u a l i t y  
Re(2;ry + jr F)G( jL l )  + :!y > 0 (3-31) 
k 
h o l d s  f o r  a l l  r e a l  1 t o g e t h e r  w i t h  T > 0 where 
When t h e s e  p r o p e r t i e s  a r e  s a t i s f i e d  t h e  s y s t e m  (2-5)  i s  a b s o l u t e l y  
s t a b l e ,  










The Popov i n e q u a l i t y  above i s  o b t a i n e d  from t h e  o r i g i n s 1  Popov 
c o n d i t i o n  (3-1)  by l e t t i n g  2Q4( = 1 . 
The proof  o f  the theorem r e q u i r e s  p u t t i n g  -V1 i n  a form such  t h a t  
t h e  lemma c a n  be  a p p l i e d .  For convenience  t h e  sys t em e q u a t i o n s  a r e  re- 
p e a t e d .  They a r e  
x = Ax - + hu - 
u = - f ( u )  
6 = f ( u )  
The Liapunov f u n c t i o n  i s  
(J 
V1 = xDPx + a(a - C ~ X ) ~  - + e \ f ( z ) d z  
0 
(2-5) 
( 3 - 7 )  
2 b u t  (u - LOX) = y2E2 s o  t h a t  
t, = x'(A'P + PA)r( + 2x'Pbu + 2y 2 1. k i  + @ f ( u ) ( L " i  - y ;) - 
S u b s t i t u t i n g  f (o)  f o r  F ~ 2 ' ~  - u f o r  yt and -f(cr) f o r  11, and c o l l e c t i n g  
terms g i v e s  
G l  C= z ' ( A * P  + PA)x - -  - x3f(u) (2Pb - - 2 ~ ' s  - PIA':) 
- (:?cJb - -  + e y ) f ( o ) 2  - 2y i f (u )a  
The q u a n t i t y  A(u) = 2ycz(u - m ) f ( u )  i s  now added and s u b t r a c t e d  from 
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The q u a n t i t y  ).(a) i s  a lways  p o s i t i v e  s i n c e  y and Q must be p o s i t i v e , a n d  
(cr - m ) f ( c r )  i s  a l s o  p o s i t i v e .  
0 < f ( a ) / a  ,< k . M u l t i p l y i n g  t h e  i n e q u a l i t y  by t h e  p o s i t i v e  q u a n t i t y  
T h i s  i s  because  o f  t h e  i n e q u a l i t y  
k 
2 afo produces 0 < 5 u f ( a )  so t h a t  o f ( a )  - f ( a ) 2 / k  5 (a - f ( u ) / k )  k 
f(u) 2 o . L e t t i n g  A'P + PA = -Q and w r i t i n g  -Tj g i v e s  1 
+ (Pc'b - -  + F;y + Y ? f ( u ) *  + A(a) ( 3 - 3 3 )  
In o r d e r  t o  a p p l y  t h e  lemma, -+, shou ld  be f o r c e d  t o  assume a 
form such t h a t  t h e  s o l u t i o n  of a se t  of a l g e b r a i c  e q u a t i o n s  shows -V1 t o  
be  p o s i t i v e  d e f i n i t e .  The p r o p e r  form i s  
-il = ( g ' ~  + f (o ) / \ ?  ) 2  + s'€D& + h(a) ( 3 - 3 4 )  
where D i s  p o s i t i v e  d e f i n i t e .  I f  -cl c a n  be made t o  have t h i s  form, i t  
i s  p o s i t i v e  d e f i n i t e ,  and s i n c e  V i s  p o s i t i v e  d e f i n i t e ,  t h e  system i s  
a b s o l u t e l y  s t a b l e .  M u l t i p l y i n g  ( 3 - 3 4 )  o u t  g i v e s  
( 3 - 3 5 )  
E q u a t i n g  t h e  p r o p e r c o e f f i c i e n t s  i n  ( 3 - 3 5 )  and ( 3 - 3 3 )  l e a d s  t o  t h e  fo l low-  
i n g  s e t  of a l g e b r a i c  e q u a t i o n s .  
+2y=' 
k 
( 3 - 3 6 )  
( 3 - 3 7 )  
( 3 - 3 & )  
I 
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The lemma c a n  now be a p p l i e d  t o  t h i s  s e t  of  e q u a t i o n s ,  and i t  g i v e s  
n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n s  f o r  9 and P > 0 t o  e x i s t .  I n  o t h e r  
words t h e  lemma g i v e s  necessa ry  and s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  e x i s -  
t e n c e  o f  VI and -$, t o  e x i s t  and be p o s i t i v e  d e f i n i t e .  
r I n  o r d e r  t o  use t h e  lemnia t h e  e x p r e s s i o n  f o r  V T  CJ i s  needed. 
Now t h a t  g ,  h and 'I have been i d e n t i f i e d ,  t h e  c o n d i t i o n  f o r  t h e  ex is -  
t e n c e  of a s o l u t i o n  t o  t h e  s e t  of  e q u a t i o n s  i s  g i v e n .  T h i s  c o n d i t i o n  
i s  now a l s o  a c o n d i t i o n  f o r  t h e  e x i s t e n c e  o f  a Liapunov f u n c t i o n  so  t h a t  
i t  i s  a s t a b i l i t y  c r i t e r i o n .  The c o n d i t i o n  i s  
T + 2Rek0&-' g > 0 ( 3  -40) 
T h i s  i s  (+) w i t h  t h e  term pR = 0 . S u b s t i t u t i n g  t h e  p r o p e r  q u a n t i t i e s  
f o r  h '  and g i n t o  (3-40) g i v e s  
(3-41) 
Now A,, w a s  p r e v i o u s l y  d e f i n e d  a s  = j k 1  - A . T h e r e f o r e ,  
A = j w I  - 4, and A,,-' u exis t s  f o r  a l l  r e a l  cci s i n c e  the e i g e n v a l u e s  of  A a r e  
a l l  in t h e  left h a l f  p l a n e .  The re fo re ,  p o s t m u l t i p l y i n g  A by &-' g i v e s  
(3-42) 
-1 




S u b s t i t u t i n g  t h i s  i n t o  ( 3 - 4 1 )  a long  w i t h  t h e  e x p r e s s i o n  f o r  l / T ,  i .e . ,  
( 3 - 3 8 )  g i v e s  
o r  
T h i s  i s  t h e  e x a c t  e x p r e s s i o n  t h a t  a p p e a r s  i n  L e f s c h e t z  (1965, p .  1 2 5 ) .  
I f  u s e  i f  made of t h e  f a c t  t h a t  Re(2oy + jk)f8)1y- - py , t h e n  (3 -43)  c a n  be  
r e w r i t t e n  as  
_1 
-1 But, f o r  t h e  s i m p l e s t  p a r t i c u l a r  case, t h e  t e r m  ~~h b + y / j u  is j u s t  
t h e  t r a n s f e r  f u n c t i o n  of  t h e  l i n e a r  p a r t  of t h e  system so t h a t  ( 3 - 4 4 )  
becomes 
Iri + Re(2y)  + j c  @ ) G ( j w )  > 0 ( 3  -45)  k 
which  i s  t h e  i n e q u a l i t y  which nppear" i n  Theorem 3-2 .  
t e r m  2ycw i s  p u t  e q u a l  t o  one,  t h e  r e s u l t  is j u s t  t h e  b a s i c  Popov i n -  
e q u a l i t y  (3-1), and B c a n  be  found by u s i n g  t h e  g e o m e t r i c a l  approach .  
If now t h e  
Next t h e  r e l a t i o n s h i p  between t h e  Second Method and t h e  Popov 
c r i t e r i o n  I s  g i v e n  f o r  t h e  p r i n c i p a l  c a s e  of  t h e  system (2 .3) .  The 
s y s t e m  e q u a t i o n s  a r e  
- = Ax + Lu 
u = - f (u)  




and the Liapunov f u n c t i o n  i s  
Taking V o  g i v e s  
39 
( 3 - 6 )  
( 3 - 4 6 )  
F a c t o r i n g  out the 5 g i v e s  
Some peop le  t r i e d  t o  g e t  a p o s i t i v e  d e f i n i t e  q u a d r a t i c  form i n  fi and 
f(a) d i r e c t l y  from ( 3 - 4 6 )  (Aizerman and Gantmacher 1964, p.  2 0 ) .  S i n c e  
Ax - -  - bf c a n  be  z e r o  €o r  5 and f ( a )  no t  z e r o ,  -Vo c a n  a t  b e s t  be semi- 
d e f i n i t e  i f  t r e a t e d  a s  a q u a d r a t i c  form i n  5 and f .  T h i s  problem d i d  
n o t  occur  i n  t h e  s i m p l e s t  p a r t i c u l a r  c a s e  because  of  t h e  q u a n t i t i e s  5 
and 6 a l s o  o c c u r r i n g  i n  t h e  -V1 e q u a t i o n .  However, t h e  d i f f i c u l t y  i s  
e a s i l y  avo ided  by add ing  and s u b t r a c t i n g  t h e  term h(a )  = 6(a - m ) f ( a )  
The result  is 
k 
-to = S ( x , f ( a ) )  + C ( 0  - M ) f ( a )  ( 3  -48) 
k 
where t h e  f u n c t i o n  S ( x , f ( a ) )  must be p o s i t i v e  d e f i n i t e  i f  Vo i s  t o  be 
- _  Llt :gat ive d e f i n i t e .  
Theorem 3-3_: Necessary and s u f f i c i e n t  c o n d i t i o n s  f o r  VO t o  be  
p o s i t i v e  d e f i n i t e  a s  a f u n c t i o n  of 5 f o r  a l l  a d m i s s i b l e  f u n c t i o n s  
f ( o )  and S p o s i t i v e  d e f i n i t e  a s  a q u a d r a t i c  form i n  x and f ( a )  i s  
t h e  Popov i n e q u a l i t y  
r 
Re(5 + jwp)G( jL t t )  + - > 0 ( 3  -49) 
k 
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f o r  some B 1. 0, some p o s i t i v e  F ,  and a l l  r ea l  (I). When 
t h e s e  c o n d i t i o n s  a r e  f u l f i l l e d  bo th  VO and -Vo are  p o s i t i v e  
d e f i n i t e  and t h e  system i s  a b s o l u t e l y  s t a b l e .  
Aizerman and Gantrnacher ( 1 9 6 4 )  p o i n t  o u t  t h a t  ( 3 - 4 9 )  i s  n e c e s s a r y  
and s u f f i c i e n t  f o r  t h e  e x i s t e n c e  of a Liapunov f u n c t i o n  c o n s t r u c t e d  by 
t h e  above S -p rocedure ,  b u t  t h a t  t h e r e  e x i s t  o t h e r  Liapunov f u n c t i o n s  of  
t h e  form V which c a n n o t  be determined by t h e  S -p rocedure .  However, 
Yakubovich (1964b) has shown t h a t  there does n o t  e x i s t  a n  a b s o l u t e l y  
s t a b l e  system of t h e  form ( 2 - 3 )  f o r  which t h e  f a c t  of a b s o l u t e  s t a b i l i t y  
c a n  be e s t a b l i s h e d  by u s i n g  a L u r i e  t ype  Liapunov f u n c t i o n ,  b u t  c a n n o t  b e  
e s t a b l i s h e d  by u s i n g  t h e  S-procedure.  
0 
The p roof  o f  t h e  theorem p roceeds  i n  a n  e n t i r e l y  s i m i l a r  manner 
t o  t h e  p r e v i o u s  case. P u t t i n g  the  sys t em e q u a t i o n s  i n t o  ( 3 - 4 6 )  g i v e s  
I 
(3-50) 2 - g k f ( a )  
L e t t i n g  AOP + PA = -Q, add ing  and s u b t r a c t i n g  h ( a ) ,  and w r i t i n g  -Vo g i v e  
i- (2 + @'k) f (a l2 + h ( a )  (3-51) 
k 
Again -Vo shou ld  have t h e  same form as  g i v e n  i n  t h e  p r e v i o u s  d e r i v a t i o n ;  
i . e . ,  ( 3 - 3 4 ) .  Equa t ing  t h e  l i k e  terms i n  ( 3 - 3 5 )  and ( 3 - 5 1 )  r e s u l t s  i n  
t h e  e q u a t i o n s  
Q = ED + CJ go 0 - ( A ' P  + PA) (3-52) 
I 
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( 3 - 5 3 )  
( 3 - 5 4 )  
so t h a t  f o r  I) > 0, t h e  s o l u t i o n  of t h i s  s e t  of e q u a t i o n s  g u a r a n t e e s  
a b s o l u t e  s t a b i l i t y  as  b e f o r e .  The l e m m a  r e q u i r e s  
T + 2Reh'AAw -1 g > 0 
1 
2 where now = - .r(EW\'c + Fc) and g = TL s o  t h a t  - - 
( 3  -40) 
( 3 - 5 5 )  
( 3 - 5 6 )  
Making t h e  s u b s t i t u t i o n s  f o r  l1.r and g ives  
+ Re(pc3jiki&-' - 5 k + - pe_ ' b  - + EcUA,-' - - b) > 0 
o r  
+ R e ( j w g  + E)c '%- '  - - b > 0 ( 3 - 5 7 )  k 
which i s  t h e  i n e q u a l i t y  i n  t h e  theorem. 
b a s i c  Popov i n e q u a l i t y  ( 3 - 1 ) .  
L e t t i n g  8 = 1 a g a i n  g i v e s  t h e  
The b a s i c  Popov c r i t e r i o n  and i t s  r e l a t i o n s h i p  w i t h  t h e  Second 
I n  t h e  n e x t  c h a p t e r  t h e  u s e  o f  Method of Liapunov h a s  now been g iven .  
t h e s e  r e s u l t s  f o r  t ime-va ry ing  systems i s  d i s c u s s e d .  
Chapter 4 
FREQUENCY CRITERIA FOR TIME -VARYING SYSTEMS 
4 . 1  I n t r o d u c t i o n  
I n  t h i s  c h a p t e r  Lemma 1 i s  used t o  d e r i v e  v a r i o u s  f r equency  
domain s t a b i l i t y  c r i t e r i a  f o r  a c l a s s  o f  n o n l i n e a r ,  t i rne-varying s y s -  
t e m s .  The second s e c t i o n  i n c l u d e s  t h e  work of Rozenvasser  (1963), who 
t r e a t e d  t h e  p r i n c i p a l  case, and t h i s  i s  extended t o  t h e  s i m p l e s t  p a r -  
t i c u l a r  c a s e .  The Liapunov f u n c t i o n  used i n  t h i s  s e c t i o n  i s  a quad- 
r a t i c  form of  t h e  s t a t e  v a r i a b l e s .  
The t h i r d  s e c t i o n  examines t h e  work of  Bongiorno (1963), Sand- 
b e r g  (1964),  and Narendra and Goldwyn (1964) on t h e  s u b j e c t  o f  t i m e -  
v a r y i n g  systems,  and shows how t h e i r  work i s  r e l a t e d  t o  t h e  Popov 
c r i t e r i o n .  The geomet r i c  i n t e r p r e t a t i o n  o f  these v a r i o u s  r e s u l t s  i s  
g i v e n  i n  t h e  f o u r t h  s e c t i o n .  The f i f t h  s e c t i o n  c o n s i s t s  of two examples 
i l l u s t r a t i n g  t h e  p r e v i o u s  r e s u l t s .  The f r equency  domain c r i t e r i a  a r e  
a p p l i e d  co the e q u a t i o n  w h i c h  arises from a RLC c i r c u i t  w i t h  t ime-vary-  
i n g  c a p a c i t a n c e ,  and a l s o  t o  t h e  n u c l e a r  r e a c t o r  k i n e t i c s  e q u a t i o n s .  
The l a s t  s e c t i o n  c o n s i d e r s  how t h e  i n t e g r a l  term can  be p u t  
back i n t o  t h e  Liapunov f u n c t i o n .  This r e s u l t s  i n  e x t e n s i o n s  of  t h e  
p r e v i o u s  r e s u l t s  o f  t h e  c h a p t e r .  The RLC c i r c u i t  example i s  reworked 
t o  show when t h e s e  new r e s u l t s  a r e  a p p l i c a b l e .  
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4 .2  S t a b i l i t y  o f  Time-Varying Systems Using t h e  Popov C r i t e r i o n  
The Popov c r i t e r i o n  was shown t o  be v a l i d  f o r  t h e  p r i n c i p a l  c a s e  
o f  t h e  t ime-va ry ing  system by Rozenvasser (1963).  The development i s  
s i m i l a r  t o  t h a t  of  t h e  p r e v i o u s  c h a p t e r ,  e x c e p t  t h a t  i n  t h i s  c a s e  t h e  
q u a n t i t y  f3 i s  z e r o .  Thus, t h e  Liapunov f u n c t i o n  connected w i t h  t h i s  
development i s  j u s t  a q u a d r a t i c  form o f  t h e  s t a t e  v a r i a b l e s .  The r e a s o n  
f o r  e l i m i n a t i n g  t h e  i n t e g r a l  term i s  t h a t  t h e  i n t e g r a l  term i s  t i m e -  
v a r y i n g ,  and o n l y  c r e a t e s  a d d i t i o n a l  c o m p l i c a t i o n s  when t h e  time d e r i v a -  
t i v e  i s  t a k e n .  
The system e q u a t i o n s  a r e  
(2-3) 
- L A p &  
u - f (a , t ) ,  0 5 f ( a , t ) / o  _< k 
a - cox 
and t h e  Liapunov f u n c t i o n  i s  
v = x'px, ( 4 - 1 )  
Tak ing  the t ime d e r i v a t i v e  and adding and s u b t r a c t i n g  A ( o , t )  = f ( a , t )  
(a - f ( a , t ) / k )  2 0 t o  i t  g i v e s  
= 5' (A'P + PA)x - - 25'Pbf (a, t) + f (a, t) (a - f (a, t) /k) - X(a, t) 
(4-2) 
L e t t i n g  A'P + PA = -Q, D = 2'5 and w r i t i n g  -V g i v e s  
( 4 - 3 )  
2 -V + - x 7 f ( u , t ) ( 2 1 ' b  - 2) + f ( a , t )  / k  + h(0, t )  
Once a g a i n  -$ shou ld  t a k e  t h e  form of (3 -34)  t o  i n s u r e  t h a t  i t  i s  
p o s i t i v e  d e f i n i t e .  Equat ing t h e  l i k e  terms i n  ( 3 - 3 5 )  and (4-3) g i v e s  
t h e  f o l l o w i n g  e q u a t i o n s  
Q = 9 9' + E D - (A'P + PA) 
Applying Lemma 1 w i t h  g = kk and h = kc /2  - g i v e s  - 
1 
2 k + 2Re - kc2A,4,,-1 kb - > 0 
o r  
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( 4 - 4 )  
( 4 - 5 )  
( 4 - 6 )  
(4-7) 
-1 
But c'A, b = G ( j w )  so t h a t  ( 4 - 7 )  can  b e  w r i t t e n  as  
A + ReG(jw) > 0 ( 4 - 8 )  k 
(4-8) i s  j u s t  t h e  Popov c r i t e r i o n  f o r  p - 0 as  g i v e n  i n  ( 3 - l ) ,  and has 
t h e  same geometric i n t e r p r e t a t i o n  as  g i v e n  i n  F i g .  4 .  
The d e r i v a t i o n  i s  a l s o  r e p e a t e d  f o r  t h e  s i m p l e s t  p a r t i c u l a r  c a s e ,  
s i n c e  t h i s  was n o t  c o n s i d e r e d  by Rozenvasser .  The system e q u a t i o n s  a r e  
T a k i n g  V,and add ing  and s u b t r a c t i n g  h ( u , t )  l e a d s  t o  t h e  e q u a t i o n  
-V =t zw@ + z g f ( o , t ) ( 2 P b  - - 2 2  y 2) 




Comparing (4-11)  w i t h  (3-35) and a p p l y i n g  t h e  u s u a l  lemma w i t h  g = kb  
- h = k CI y ? and l / - r  = 2aty/k g i v e s  
+ ?Re 2 y L'&,-' - 5 > 0 ( 4 -  12) k 
But R&(2oy) = 0. Adding t h i s  t o  (4-12)  g i v e s  
Iw 
(4-13)  
o r  f o r  2;xy = 1 
(4-14)  1 - + ReG(jL..) > 0 k 
Hence, t h e  Popov c r i t e r i o n  of p - 0 h o l d s  f o r  t h e  c a s e  of a n o n l i n e a r  
t ime-va ry ing  element  i n  t h e  s i m p l e s t  p a r t i c u l a r  c a s e  a l s o .  
4.3  Other Work 
There  h a s  been  work by o t h e r  i n v e s t i g a t o r s  which g i v e s  e s s e n -  
t i a l l y  t h e  same r e s u l t s .  
sys t ems  w i t h  a p e r i o d i c  v a r i a t i o n  of t h e  t ime-va ry ing  e l emen t ,  u s i n g  a 
Combination of F l o q u e t  t h e o r y  and F o u r i e r  a n a l y s i s .  
r i v e s  h i s  r e s u l t s  u s i n g  f u n c t i o n a l  a n a l y s i s .  
u s e  t h e  Second Method o f  Liapunov t o  g e t  s i m i l a r  r e s u l t s .  
shows t h a t  t h e s e  r e s u l t s  can  be de r ived  u s i n g  Lemma 1, and they  a r e  
e s s e n t i a l l y  t h e  same a s  t h e  Popov c r i t e r i o n .  
Bongiorno (1963) d e r i v e s  h i s  r e s u l t s  f o r  l i n e a r  
Sandberg (1964) de- 
Narendra and Goldwyn (1964) 
T h i s  s e c t i o n  
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I n  t h e  work which fo l lows ,  on ly  t h e  p r i n c i p a l  c a s e  is c o n s i d e r e d ,  
and t h e  n o n l i n e a r i t y  f ( a , t )  i s  assumed t o  b e  i n  ssane s e c t o r  [kl, k2], and 
it  i s  w r i t t e n  a s  f ( a , t )  = k ( a , t ) a .  P u t t i n g  t h e  systern e q u a t i o n s  (2-3) 
i n t o  t h e  t i m e  d e r i v a t i v e  of  t h e  Liapunov f u n c t i o n  (4-1) gives  
= x Q ( A ’ P +  L PA)x - + 2 ~ ~ P b u  - (4-15) 
L e t t i n g  A ’ P  + PA = -Q and r e p l a c i n g  u by u = - k ( o , t ) a  g i v e s  
=: -x’(Q - + 2Pb c ’ k ( o , t ) ) x  - (4-16) 
Analogous t o  t h e  p r e v i o u s  work, -V i s  f o r c e d  t o  be  p o s i t i v e  d e f i n i t e .  
T h i s  i s  the V used by Narendra and Goldwyn (1964). 
e x p r e s s i o n  out g i v e s  
M u l t i p l y i n g  this 
-V = - x u ( €  D + 9 9’ - k l k 2 5  5’ + 2 q  - c ’ k ( 0 , t )  
+ ( k l  + k2)C 5 ’ k b , t ) ) X  (4-18) 
Comparing (4-16) and (4-18) g i v e s  t h e  f o l l o w i n g  s e t  of e q u a t i o n s  
Q = E D + 4 CJ’ - k ,k , c  C’ ( 4 -  19) 
L L  
(4-20) 1 Pk = 9 + 2 (kl  + k2) c 
The c o r o l l a r y  t o  L e m a  1 c a n  b e  a p p l i e d  t o  t h i s  s e t  of e q u a t i \ n s  g e t t i n g  
I .  




T h i s  i s  t h e  r e s u l t  achieved  by Narendra and Goldwyn. It shou ld  b e  
p o i n t e d  o u t  t h a t  (4-21) i s  t r u e  only  when (4-19) i s  p o s i t i v e  d e f i n i t e .  
The r e s u l t s  of Bongiorno can  be  o b t a i n e d  by s e t t i n g  up t h e  sys-  
t e m  e q u a t i o n s  such t h a t  kl = -k2 . I n  t h a t  c a s e  (4-22) becomes 
o r  
(4-23) 
Bongiorno a t t a i n e d  t h i s  r e s u l t  by means of a comple te ly  d i f f e r -  
e n t  d e r i v a t i o n .  
The r e s u l t s  o f  Sandberg can a l s o  be  o b t a i n e d  from (4-22).  F i r s t  
2 
d i v i d e  (4-22) by iG(jc.)( 
1 2 -(k; + k2) . The result i s  
4 ’  
=I G ( j L  )G(-jL ) and t h e n  add and s u b t r a c t  
( k l  + k2)2 + - -  (kl  + k2)2 + k l k 2  > 0 4 4 
T h i s  c a n  be r e w r i t t e n  a s  
1 k l  + k 2  (k2 - k1>2 
> o  1- 4 (m+ 2 ) (G(  - jw) + 2  1 k l  + k2 
(4-24) 
o r  
k2 - k l  
2 
k l  + k2 2 (k2 - k1)2 I '  4 
< 1  G( j o )  
)G(jb;) 
k l  + k2 I + (  




which I s  Sandberggs  c r i t e r i o n .  
It i s  a l s o  seen t h a t ,  by l e t t i n g  k = 0 and k2  = k in (4-22), 1 
t h e  r e s u l t  i s  
ReG(jw) + 1 > 0 ( 4 - 8 )  k 
which i s  j u s t  t h e  Popov c r i t e r i o n  d e r i v e d  i n  s e c t i o n  4.2.  
A c t u a l l y  (4-22) can be de r ived  i n  a n o t h e r  manner, t h a t  i s  by 
j u s t  u s i n g  t h e  s t a n d a r d  Popov e q u a t i o n  and r o t a t i n g  t h e  n o n l i n e a r  
s e c t o r .  S t a r t i n g  w i t h  t h e  o r i g i n a l  s e t  of e q u a t i o n s  
The n o n l i n e a r  s e c t o r  i s  r o t a t e d  by t h e  t r a n s f o r m a t i o n  f = f l - k l a .  
T h i s  means t h a t  kl 5 fl/a L k + kl  = k2 o r  k = k2 - k l  . 
t h i s  i n t o  (2-3) g i v e s  
S u b s t i t u t i n g  
i -  I 
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(4 -27 )  
where AI= ( A +  k& E?) and u 1  = u - k1u . 
G(s) and Gl(s), t h e  e q u a t i o n  r e l a t i n g  A and A 1  i s  used i n  t h e  o r i g i n a l  
sys tem e q u a t i o n s .  Taking  t h e  Laplace  t r a n s f o r m  g i v e s  
To f i n d  t h e  r e l a t i o n  between 
(SI - A ) ~ ( s )  - bu(s)  
(SI - A 1  + kl c ' ) ~ ( s )  = ~ u ( s )  
- x ( s )  + (SI - A i ) - '  kl 
- -  c 3 x ( s )  + c ' ( s 1  - A1)- '  bklc'x(s) = - c'(s1 - A1)-'  &(s) 
c 'x ( s )  = (SI - A i ) - '  &(s) 
o r  
U ( S )  + G l ( s ) k l o ( s )  = G l ( s ) " ( S )  
(4-283 
P u t t i n g  t h i s  i n t o  t h e  Popov e x p r e s s i o n  (3-11) a l o n g  w i t h  k = k2 - k l  
g i v e s  
R e w r i t i n g  t h i s  i n e q u a l i t y  gives 
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M u l t i p l y i n g  th rough  by (k2 - k l ) ( l  + klGl( jL ' ) ) ( l  + klG1(-j(.)) does  n o t  
change t h e  i n e q u a l i t y ,  and, by s u i t a b l e  g roup ing  of terms, g i v e s  (4-22) .  
The n e x t  s e c t i o n  g i v e s  t h e  geometr ic  meaning of t h e s e  v a r i o u s  c r i t e r i a .  
4 . 4  Geometric I n t e r p r e t a t i o n s  
The f o l l o w i n g  geomet r i c  i n t e r p r e t a t i o n s  can be pu t  on (4-23), 
(4-26) and ( 4 - 8 ) ,  For (4-23) i t  i s  obv ious  t h a t  t h e  system i s  s t a b l e  i f  
t h e  f r equency  l o c u s  i s  always i n s i d e  t h e  u n i t  c i r c l e  ( F i g .  5 a ) .  ( 4 - 8 )  i s  
j u s t  t h e  u s u a l  g e o m e t r i c  i n t e r p r e t a t i o n  o f  t h e  Popov c r i t e r i o n  w i t h  
= 0 ( F i g .  5 d ) .  (4-26) r e q u i r e s  some work t o  i n t e r p r e t .  
For ( 4 - 2 6 ) t h e r e  a r e t w o  c a s e s  t o  c o n s i d e r ,  kl  > 0 and k l  < 0. 
When kl > 0, the system i s  s t a b l e  i f  t h e  l o c u s  of  G ( j L )  i s  a lways o u t s i d e  
t h e  c i r c l e  of r a d i u s  (k2 - k l ) / 2 k l k 2  c e n t e r e d  a t  ( - ( k l  + k2)) /2klk2,0)  
( F i g .  5b),  and f o r  k l  < 0 t h e  system i s  s t a b l e  i f  tlie l o c u s  o f  G(jL,) i s  
always i n s i d e  t h e  c i r c l e  of  r a d i u s  (k2 - k 1 ) / 2 k l k 2  c e n t e r e d  a t  ( - ( k l  + k2) 
/ 2k lk2 ,0 ) (F ig .  5 c ) .  Th i s  r e s u l t  i s  o b t a i n e d  by f i r s t  s q u a r i n g  (4-26) 
and c r o s s  m u l t i p l y i n g ,  g e t t i n g  
l 2  I k ,  + k2 (kl - k2) I P/4,>\ I I +  2 4 I ""'"' I 
2 
L e t t i n g  G( jv )  = x + j y  r e s u l t s  i n ,  a f t e r  s u f f i c i e n t  m a n i p u l a t i o n ,  t h e  
i n e q u a l i t y  
1 + (k l  + k2)x + klk2x2 + klk2y2 > 0 
5 1  
F i g .  5 .  S t a b i l i t y  C r i t e r i a  f o r  T i n e - v a r y i n g  Sys tems.  
Examples o f  S tab le  Systems. 
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When t h i s  i s  d i v i d e d  by klk2? t h e r e  a r e  two r e s u l t s  
I f  t h e  s q u a r e  i s  completed i n  x ,  t he  r e s u l t  i s  
(4-29) 
I f  t h e  i n e q u a l i t y  s i g n s  are r e p l a c e d  by e q u a l i t y  s i g n s ,  
t h e  e q u a t i o n  of a c i r c l e  w i t h  t h e  s t a b i l i t y  i n f o r m a t i o n  o b t a i n e d  as  
i n d i c a t e d  above.  
(4-29) i s  
A l l  f o u r  geomet r i c  i n t e r p r e t a t i o n s  a r e  i l l u s t r a t e d  i n  F i g .  5 .  
It may be t h a t  one of t h e s e  v e r s i o n s  of t h e  s t a b i l i t y  c r i t e r i o n  i s  
easier t o  a p p l y  t h a n  t h e  o t h e r s  f o r  a s p e c l f i c  problem. 
t i - a t r d  i n  t h e  examples which follow. 
T h i s  i s  i l l u s -  
4.5  Examples and D i s c u s s i o n  
I n  t h i s  s e c t i o n  two examples a r e  worked which i l l l i s t r a t e  t h e  
above s t a b i l i t y  c r i t e r i a .  The f i r s t  example i s  t h e  Mathieu e q u a t i o n ,  
wh ich  a r i s e s  from a ser ies  RLC c i r c u i t  w i t h  a p e r i o d i c a l l y  var)r ing 
c a p a c i t o r .  One r e a s o n  f o r  u s i n g  t h i s  e q u a t i o n  i s  t h a t  i t  h a s  been 
s t u d i e d  e x t e n s i v e l y  (McLachlan 1953), and i t s  e x a c t  s t a b i l i t y  p r o p e r t i e s  
a r e  kiiown. 
r e s u l t s  which a r e  o b t a i n e d  h e r e .  The secund e x a q l e  i s  concerned w i t h  
n u c l e a r  r e a c t o r  s t a b i l i t y .  













Example A - 1  
The d i f f e r e n t i a l  e q u a t i o n  f o r  t h i s  example i s  
x + 2 t; i + (1 - 2q c o s  2 t ) x  = 0 
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2q(cos  2 t ) X l  
2 q ( l - c o s  2 t ) x 1  
The t r a n s f e r  f u n c t i o n  f o r  Case 1 i s  G1(s) - l / ( s L  + 25s + 1) w i t h  
-2q 2 f l ( x 1 , t ) / x 1 < 2 q ,  w h i l e  f o r  Case 2 ,  G2(s) =I l/(s 2 + 2(s + 1 - 2q) - 
w i t h  0 5 f 2 ( x l , t ) / x l  _< 4q.  
i s  used and f o r  Case 2 t h e  Popov c r i t e r i o n  ( 4 - 8 )  i s  u sed .  
For  Case 1 t h e  Bongiorno c r i t e r i o n  (4-23) 
Case 1 
K l G ( j r  ) I < 1 (4-23) 
S e t t i n g  t h e  d e r i v a t i v e  w i t h  r e s p e c t  t o  of t h e  denominator of  
I G ( j c )  I 2 e q u a l  t o  zero ,  t o  f i n d  o u t  t h e  f r equency  a t  which i t  i s  
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minimum, g i v e s  
2 ( 1  - (h2)2(1 + 8 i 2  L = 0 
< > .707 L 1  = 0 
Looking on ly  a t  t h e  low damping case  and s u b s t i t u t i n g  
g i v e s  
2 
w = dl - 5 2  i n t o  ( G ( j w )  1 
There fo re  ( G ( j w )  1 max = l / 2  \v 
k = 2q g i v e s  
. P u t t i n g  t h i s  i n t o  (4-23) w i t h  
( 4 4 )  1 - + ReG(jcL\) > 0 k 
C a l c u l a t i n g  t h e  r e a l  p a r t  g i v e s  
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1 - 2 q -  2 
(1 + 2q - 'L2)2 + (221 ) 
1 - + Re 2 > O  4q 
2 2  2 M u l t i p l y i n g  by 4 q ( ( l  - 2q - L ) + (250) ) does no t  change t h e  i n e q u a l -  
i t y ,  and r e su l t s  i n  t h e  e x p r e s s i o n  
(-2 + 1)2 - 4q2 + 4 5 2  > 0 
F i n d i n g  t h e  minimum o f  v a l u e  o f  t h i s  w i t h  r e s p e c t  t o  ti: a g a i n  g i v e s  
L\ = f o r  ( < , 7 0 7 .  P u t t i n g  t h i s  into t h e  p rev ious  e x p r e s s i o n  
g i v e s  
(-1 + 2;* + 1)2 - 4q2 + 4E2(1 - 2c2) '. 0 
w h i c h  i s  t h e  same r e s u l t  a s  Case 1, a s  i t  should b e .  
For t h i s  s i inple  example t h e r e  does n o t  seem t o  be any n o t i c e -  
a b l e  advan tage  of one s t a b i l i t y  c r i t e r i o n  o v e r  t h e  o t h e r .  However, f o r  
l . J  -.I. - .. 
L I I G I I C L  vrcier equac ions  of t h e  type  
t h e  s t a t i l i t y  c r i t e r i o n  g i v e n  by (4-23) is easier  t o  app ly  when f i n d -  
i n g  how l a r g e  t h e  amplitude v n r i n t i o n  i n  a l ( t )  c a n  be v h i k  lv2ing s u r e  
t h e  svstem i s  s t a b l e .  Th i s  i s  s een  by o b s e r v i n g  t h e  d i f f e r e n c e s  lx tween  
C - s e s  1 and 2 .  For h i g h e r  o r d e r  systems t h e  g r n p l i i c a l  procedure i s  
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u s u a l l y  fo l lowed i n  o r d e r  t o  g e t  t h e  maximum of  I G (  o r  the  minimum of  
t h e  R e G .  
i n  i t ,  and s o l v i n g  t h e  problem g r a p h i c a l l y  i s  a t r i a l  and e r r o r  p roce -  
d u r e .  For  a g i v e n  v a l u e  of  q,  R e G ( j b )  i s  p l o t t e d ,  and i t  must be t o  
t h e  r i g h t  o f  the  v e r t i c a l  l i n e  through -1 /4q .  T h e r e f o r e ,  f o r  d i f f e r e n t  
v a l u e s  of  q, n o t  o n l y  i s  t h e  locus  of  G ( j b ‘ )  d i f f e r e n t ,  b u t  t h e  Popov 
l i n e  s h i f t s  a l s o .  F i n d i n g  t h e  v a l u e  o f  q when t h e  l o c u s  and tlie Popov 
l i n e  a r e  t a n g e n t  i s  a d e f i n i t e  t r i a l  and e r r o r  p rocedure .  I n  Case 1 
G( jc  ) does  n o t  have q i n  i t  and can be  p l o t t e d  once and i t s  maximum 
v a l u e  de t e rmined .  T h e r e f o r e ,  f o r  t h e  c l a s s  of sys tems g i v e n  above,  t h e  
Bongiorno c r i t e r i o n  h a s  a d e f i n i t e  advan tage .  For  o t h e r  c lasses  of  
sys tems,  one o f  t h e  o t h e r  c r i t e r i a  may have  a s i m i l a r  advan tage .  
I n  Case 2 t h e  t r a n s f e r  f u n c t i o n  G 2 ( j t )  h a s  t h e  parameter  q 
The r e s u l t s  of  t h e  example p r e s e n t e d  h e r e  c a n  be  compared w i t h  
t h e  e x i s t i n g  r e s u l t s  on t h e  Mathieu e q u a t i o n ,  t o  see how c lose  t h e  
c r i t e r i a  o f  t h i s  c h a p t e r  come t o  t h e  n e c e s s a r y  c o n d i t i o n  f o r  s t a b i l i t y .  
For  ‘ = .05, t h e  above r e s u l t s  g ive  q < .05 a s  b e i n g  s u f f i c i e n t  f o r  
s t a b i l i t y .  The a c t u a l  s t a b i l i t y  boundary, a s  c a l c u l a t e d  i n  P h i l l i p s  
( l a & ? \  4 ”  q = c).? s= t h a t  t h e  s-ffi ,cier. t  c=z.liticr! give-  by t h e  L i s -  
L ’ V J / ,  
punov-Popov approach  i s  on ly  h a l f  t h e  a c t u a l  maximum v a l u e .  
r e s u l t s  a r e  o b t a i n e d  f o r  sys tems w i t h  h i g h e r  damping t h a n  5 =I .05. 
Better 
T 3  iixarnpie 4-2 
Tliis example t r e a t s  a nuc lea r  r e a c t o r  o p e r a t i n g  a t  some g i v e n  
r e a c t i v i t y  l e v e l ,  and i t  i s  assumed t h a t  t h i s  r e a c t i v i t y  l e v e l  i s  
p e r t u r b e d .  T h i s  p e r t u r b a t i o n  i s  t r e a t e d  a s  a t ime-va ry ing  c o e f f i c i e n t ,  
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and ( 4 - 2 3 )  i s  u s e d  t o  f i n d  a c o n d i t i o n  on t h e  a m p l i t u d e  of  t h e  v a r i a t i o n  
which w i l l  i n s u r e  s t a b i l i t y .  
The r e a c t o r  e q u a t i o n s  a r e  (Weaver 1963)  
6 
The r e a c t i v i t y  i s  assumed t o  be of the form 
6k = 8k0(1 + f ( t ) )  
The e q u a t i o n  f o r  A i s  now 
Thecomple t e  set  of e q u a t i o n s  w r i t t e n  i n  m a t r i x  form can  be represented 
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where 
A =  
and 
8 2  la  0 +2 0 0 0 
85 / a  0 0 0 0 -h5 
P p  0 0 0 0 0 
I n  o r d e r  t o  u s e  t h e  s t a b i l i t y  c r i t e r i o n  t h e  e x p r e s s i o n  G ( s )  = 
- b must be  c a l c u l a t e d .  It can  be  shown t h a t  t h i s  e x p r e s s i o n  i s  -1 :'As 
1 -1 
6 G ( s )  = g 3 A s  - - 
a / ' s + hi 
c = l  
I f  uranium-235 i s  used i n  t h e  r e a c t o r ,  t h e  c o n s t a n t s  a r e  (Weaver 
1 9 6 3 )  f5 = .0064 and 
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-4 The v a l u e  o f  is 10 seconds  and assume t h e  s t e a d y  s t a t e  v a l u e  o f  
r e a c t i v i t y  F;ko i s  
The s t a b i l i t y  c r i t e r i o n  i s  (4-23)  
klG(jUi) I < 1 (4-23)  
and t h e  maximum v a l u e  of  IG(jL.:)I f o r  t h e  g i v e n  c o n s t a n t s  i s  0.1.  
f o r e  O.lk <: 1 o r  k < 10. 
q u a n t i t i e s  i n  t h i s  e x p r e s s i o n  g i v e s  \ f ( t )  1 < 1 . 
i s  s u r e  t o  be s t a b l e  f o r  a n y  change o f  r e a c t i v i t y  such  t h a t  t h e  new 
r e a c t i v i t y  i s  between 0 and -2 x 10 . 
There-  
But k = lFiko f ( t )  1/1. P u t t i n g  t h e  p rope r  
T h e r e f o r e  t h e  sys t em 
- 3  
O f  c o u r s e  t h i s  g i v e s  a gross accoun t  o f  t h e  s t a b i l i t y  r e g i o n  
s f n c e  e f f e c t s  such  a s  feedback  e f f e c t s  o f  t h e  t e m p e r a t u r e  o n  t h e  r e a c -  
t i v i t y  were n o t  cons ide red  e x p l i c i t l y ,  b u t  were lumped t o g e t h e r  a s  a 
t i m e - v a r y i n g  c o e f f i c i e n t .  Be t te r  r e s u l t s  shou ld  be o b t a i n a b l e  by a d -  
j o i n i n g  t h e  e q u a t i o n s  d e s c r i b i n g  t h e s e  e f f e c t s  t o  t h e  above s e t  cf 
sys t em e q u a t i o n s ,  
4.6 R e t a i n i n g  t h e  I n t e g r a l  o f  t h e  N o n l i n e a r i t y  i n  V 
I n  o r d e r  t o  t r y  t o  improve t h e  s u f f i c i e n t  c o n d i t i o n s  f o r  s t a -  
b i l i t y  d e r i v e d  e a r l i e r  i n  t h i s  c h a p t e r ,  t h e  i n t e g r a l  of t h e  n o n l i n e a r  
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t e r m  is p u t  back i n t o  t h e  Liapunov f u n c t i o n .  The work here f o l l o w s  
Rekas ius  and Rowland (1965) and i s  f o r  t h e  p r i n c i p a l  case o f  ( 2 - 3 ) .  
The s t a r t i n g  p o i n t  i s  t h e  u s u a l  Liapunov f u n c t i o n  f o r  t h e  
p r i n c i p a l  c a s e  
- 0  
V = x'pX_ + f? / f ( z , t ) d z  
'J 
0 




I\u& The i d e a  i s  t o  p u t  bounds o n  I . d z  i n  v a r i o u s  ways w h i l e  i n s u r i n g  
)) o t  
0 
t h a t  -V i s  n e g a t i v e  d e f i n i t e .  There a r e  t h r e e  c a s e s  which c a n  be 





( 4 - 3 2 )  















6 1  
The t h r e e  c a s e s  can  be combined i n  d i f f e r e n t  w a y s ,  b u t  t h i s  o n l y  adds  
a n n t l i e r  d e z r e e  of c o n f u s i o n  t o  tile c a l c c i l n t i o n s  s i n c e  i t  i s  not  c l e a r  
how much one case shou ld  be wei=l . ted compared t o  t h e  o t l i e r s .  
The e q u ~ t i o n s  f o r  -V a r c  ob ta ined  f o r  each  case by add ing  and 
s u b t r a c t i n g  A.(a,t) and the r i g h t  hand s i d e  o f  ( 4 - 3 1 ) ,  (4-32),  and ( 4 - 3 3 )  
t o  ( 4 - 3 0 ) .  The r e s u l t  i n  each  c a s e  i s  
Case I 
-+ = - xo(Q - R i f l  5 2 ' ) ~  + ~ ' ( 2 P b  - f3Aoc - 2 ) f  (a, t) 
(4-34) 
+ (:YS'b + - ) f ( a , t ) 2  1 + h(rr , t )  
- k  
(4-35) 
( 4 - 3 6 )  
I ,  
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S i m i l a l -  t o  the p r e v i o u s  tlevc?'_oprn?nt, i f  -+ i s  OF t h e  form 
-+ (9'2 + f(a, t) /&)2 + x7€Dx + X(u, t) 
+ ( P o s i t i v e  term) ( 4 - 3 7 )  
t h e n  by comparing ( 4 - 3 7 )  t o  ( 4 - 3 4 ) ,  ( 4 - 3 5 )  and ( 4 - 3 6 ) ,  a se t  of  
a l g e b r a i c  e q u a t i o n s  i s  o b t a i n e d  which c a n  be used w i t h  Lemma 1 t o  o b t a i n  
s t a b i l i t y  c r i t e r i a .  The e q u a t i o n s  a r e  
Case I1 
( 4 - 3 8 )  
( 4 - 3 9 )  
( 4  -40 )  
The a p p l i c a t i o n  of  Lernrna 1 t o  t h e s e  e q u a t i o n s  r e s u l t s  i n  t h e  following 
s t a b i l i t y  c r i t e r i a .  
(4-41) 
Case I1 
1 - + R e ( 1  + @:!2 + j & b ) G ( j b )  > 0 
k 
Case 111 




( 4 - 4 3 )  
T h e r e f o r e ,  i f  some Fi can  be found such t h a t  one o f  t h e  i n e q u a l i t i e s  
(4-41) ,  (4-42), o r  ( 4 - 4 3 )  h o l d s  f o r  a l l  r e a l  L ,  t h e n  t h e  system (2-3) 
i s  a b s o l u t e l y  s t a b l e .  
S i n c e  t h e  Bongiorno t y p e  of c r i t e r i o n  had a n  advan tage  f o r  
c e r t a i n  systems i n  t h e  above work, t h e  ana logous  c a s e  was a l s o  i n v e s -  
t i g a t e d  h e r e .  T h i s  advan tage  d i d  n o t  c a r r y  o v e r  however, and t h e  r e s u l t s  
a r e  more compl i ca t ed  t h a n  t h o s e  g iven  above.  T h e r e f o r e ,  t hey  a r e  n o t  
i n c l u d e d  h e r e .  
An example i s  now g i v e n  which i l l u s t r a t e s  when t h e  above c r i -  
t e r i a  g i v e  improved r e s u l t s  over  t h e  p r e v i o u s  c a s e  (4-7) .  The same 
e q u a t i o n  a s  i n  Example 4-1 i s  c o n s i d e r e d .  
Example 4-3 
The e q u a t i o n  i s  
'x' + 2 ( J  -I- ( 1  - 2q c o s  2 t ) x  = 0 
I n  m a t r i x  form t h i s  i s  
a 
- 
0 1 0 
+ 
1 x 2  1 2 q ( 1  - c o s  2 t ) x 1  
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To u s e  t h e  above c r i t e r i a ,  t h e  numbers q, "2, and 23 must be c a l c u l a t e d .  
f ( x 1 , t )  = 2q(L - c o s  2 t ) X l  
2 
I dz = 2 q ( s i n  2 t ) x l  
("1 d f ( 2 , t )  
; ?It 
0 
For t h e  t h r e e  c a s e s  (4-31),  (4-32), and (4-33),  t h e  i n e q u a l i t i e s  a r e  
Case I 
2 q ( s i n  2t)x12 5 cylxl 2 
pi' = 2q 1 
s i n  2 t  L-,7 = max = a  1 - cos 2 t  
Case 111 
2 q ( s i n  2t)x12 = F 4q 2 (1 - c o s  2 t )  2 2  x1 
!-J3 
s i n  3 t  
;13 = rnax 2 q ( l  - cos 2 t )  2 " O o  
The s t a b i l i t y  c r i t e r i o n  f o r  Case 111, (4-43), c a n  o n l y  be t r u e  f o r  
a 3  = 00 i f  f3 - 0. T h e r e f o r e  t h i s  c r i t e r i o n  r e d u c e s  t o  the p r e v i o u s  case, 
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( 4 - 7 ) .  I n  Case I1 u2 = O0 means t h a t  ( 4 - 4 2 )  becomes 
RepT2G(jc.) > 0 
The t r a n s f e r  f u n c t i o n  G(j(,,) i s  
1 
Re G 
2 1 - 2q - 'd  
The s i g n  o f  ReG(jw) changes a s  w goes  from z e r o  t o  i n f i n i t y  so t h a t  a g a i n  
t h i s  c r i t e r i o n  i s  no good u n l e s s  R = 0.  
T h i s  j u s t  l e a v e s  Case I, The c r i t e r i o n  i n  t h i s  c a s e  i s  
1 - 2q  - L < ' 2  + 2P[',' 2 
(1 - 2q - 2 ) 2  + 4&2 
R e ( 1  + jfk1)G(jcA) = 
so t h a t  t h e  c r i t e r i o n  i s  
> o  1 - +  1 - 2q - ,2 + 2FCa .2  - 2 q @  
(1 - 2q - U * ) 2  + 4+2 4q 
I 
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M u l t i p l y i n g  thorough by 4 q ( ( l  - 2q - I , J ~ ) ~  + 4 j 2 u 2 )  g i v e s  
T h i s  c a n  be r e a r r a n g e d  a s  
F i n d i n g  the  f requency  a t  which  t h i s  i s  minimum g i v e s  m2 = 1 - 2c2 - 4p5q 
o r ,  when 1 - 25* - 485q is nega t ive ,  w = 0. For t h e  c a s e  where  = 0 
t h e  c r i t e r i o n  i s  
1 - 4q2 - 8Bq2 > 0 
or 
T h e r e f o r e  q i s  maximum when ( 3  = 0 and t h e  maxiinum q - 0 . 5  f o r  j > .707. 
I n  the o t i i e r  c a s e  s u h s t i t u t i n g  f o r  1 l e a d s  t o  t h e  i n e q u a l i t y  
-(1 - 2c2 - 4 ~ i q ) ~  + 1 - 4q2 - 8?q2 > 0 
From t h e  p r e v i o u s  example,  t h e  maximum v a l u e  of q u s i n g  t h e  Popov c r i -  
t e r i o n  was q < 0,05  f o r  5 = 0.05. I f  t h e s e  v a l u e s  a r e  s u b s t i t u t e d  i n t o  
t h e  above e x p r e s s i o n  t h e n  i t  can  be s e e n  t h a t  a g a i n  p must be z e r o  f o r  
the above e x p r e s s i o n  t o  be s a t i s f i e d  u n l e s s  q i s  made s m a l l e r  t h a n  0.05. 
The re fo re ,  t h e  i n c l u s i o n  o f  tile i n t e g r a l  term i n t o  t h e  Liapunov 
f u n c t i o n  i s  no h e l p  a t  a l l  f o r  tile e q u a t i o n  under  s t u d y .  One r e a s o n  
f o r  t h i s  i s  t h a t  t h e  f r equency  of t h e  time v a r i a t i o n  i s  a t  a c r i t i c a l  
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v a l u e .  This e q u a t i o n  i s  t h e  damped Mathieu e q u a t i o n  which h a s  been 
s t u d i e d ,  by o t h e r  means, by McLachlan (1953) and Cunningham (1954).  One 
of  t h e  r e s u l t s  o f  these s t u d i e s  i s  t h a t ,  i f  t h e  f r equency  o f  t h e  c o s i n e  
term i s  twice t h e  n a t u r a l  f requency o f  t h e  c o n s t a n t  p a r t  o f  t h e  equa- 
t i o n ,  t h e n  t h i s  i s  a c r i t i c a l  value as  f a r  a s  s t a b i l i t y  i s  concerned.  
T h i s  h o l d s  t r u e  f o r  a l l  h i g h e r  even harmonics of  t h e  n a t u r a l  f r equency .  
T h e r e f o r e ,  t h e  s t a b i l i t y  does n o t  depend on t h e  r a t e  o f  v a r i a t i o n  d i -  
r e c t l y ,  b u t  on t h e  r e l a t i o n  of t h e  r a t e  of v a r i a t i o n  t o  t h e  n a t u r a l  
f r equency  o f  ttie e q u a t i o n .  
T h i s  b r i n g s  up tlie q u e s t i o n  of wlicther t h e  frequency c r i t e r i a  
of  (4-41)-(4-43) a r e  any good a t  a l l .  The answer i s  t h a t  t h e s e  c r i -  
t e r i a  shou ld  be a p p l i c a b l e  whenever t h e  f r equency  o f  t h e  v a r i a t i o n  i s  
l e s s  t h a n  t w i c e  t h e  r e s o n a n t  f requency o f  t h e  e q u a t i o n .  I n  h i g h e r  
o r d e r  cases t h i s  should ho ld  i f  the f r equency  o f  t h e  v a r i a t i o n  i s  less 
t l ian t w i c e  t h e  i>at-lr;l i r e  queiic:~ o f  any domi ran t  coml>le.x r o o t s .  T h i s  
i s  j u s t  a c o n j e c t u r e ,  however. 
Case I o f  t h e  above problem i s  now reworked w i t h  t h e  f r equency  
o f  t h e  v a r i a t i o n  dec reased  by h a l f .  Eve ry th ing  i s  t h e  same as  b e f o r e  
e x c e p t  t h a t  c o s  2 t  i s  r e p l a c e d  by c o s  t ,  which t h e n  changes t h e  v a l u e  
o f  n1 t o  Zl - q .  The s t a b i l i t y  c r i t e r i o n  i s  
o r  s u b s t i t u t i n g  t h e  t r a n s f e r  f u n c t i o n  i n t o  t h i s  i n e q u a l i t y  g i v e s  
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Manipu la t ing  t h i s  e x p r e s s i o n  g i v e s  
2 2 o4 + w ( -2  + 4c2 + 8pl,q) i- 1 - 4q - 4pq2 > 0 
which i s  minimum f o r  ,x2 = 1 - 2 c 2  - 4p5q . 
e q u a t i o n  g i v e s  
S u b s t i t u t i n g  t h i s  i n t o  t h e  
-(1 - 252 - 48(q)2 + 1 - 4q2 - 4pq2 > 0 
L e t  5 = .05.  The i n e q u a l i t y  becomes 
- .04p2q2 + f3(.398q - 4q2) + .01 - 4q2 > 0 
It can  be shown t h a t  t h e  maximum v a l u e  of q which s a t i s f i e s  t h i s  i n -  
e q u a l i t y  i s  q - .0856 when f3 = 7.93: T h e r e f o r e ,  t h e  s u f f i c i e n t  con- 
d i t i o n  f o r  s t a b i l i t y  i s  q < .0856 which i s  a n  improvement over  t h e  
p r e v i o u s  r e s u l t  of q < .05. T h e r e f o r e ,  t h e  i n c l u s i o n  of  t h e  i n t e g r a l  
t e r m  i n t o  t h e  Liapunov f u n c t i o n  does l e a d  t o  a n  improvement i n  t h e  
s t a b i l i t y  c r i t e r i a  i f  t h e  time v a r i a t i o n s  a r e  slow enough. 
This c h a p t e r  developed the  Popov c r i t e r i o n  f o r  t ime-va ry ing  
systems, andshowed how t h e  Popov c r i t e r i o n  i s  e q u i v a l e n t  t o  t h e  work 
o f  Bongiorno, Sandberg,  and Narendra and Goldwyn. The b a s i c  Popov 
c r i t e r i o n  was t h e n  e x t e n d e d  by fo l lowing  t h e  work o f  Rekas ius  and Row- 
l a n d ,  and t h i s  e x t e n s i o n  was shown t o  g i v e  improved r e s u l t s  when t h e  
t i m e  v a r i a t i o n s  a r e  s u f f i c i e n t l y  s low.  
Now t h a t  s t a b i l i t y  c r i t e r i a  have been  developed  f o r  n o n l i n e a r  
a n d / o r  t ime-va ry ing  sys tems w i t h  one n o n l i n e a r  and /o r  t ime-va ry ing  
e l emen t ,  t h e  c a s e  o f  many such e lements  i s  c o n s i d e r e d .  T h i s  i s  done 
i n  t h e  n e x t  c h a p t e r .  
Chapter  5 
SYSTEMS WITH MANY NONLINEAR AND/OR TIME-VARYING ELEMENTS 
5 .1  I n t r o d u c t i o n  
T h i s  c h a p t e r  c o n t a i n s  e x t e n s i o n s  of t h e  p r e v i o u s  work t o  
sys tems w i t h  more than  one n o n l i n e a r  o r  t ime-va ry ing  e l e m e n t .  These 
a r e  t h e  t y p e s  of  systems which a r e  d e s c r i b e d  by e q u a t i o n s  of t h e  form 
(2-1) .  O b t a i n i n g  s t a b i l i t y  c r i t e r i a  f o r  t h e s e  systems compr ises  most 
o f  t h e  o r i g i n a l  c o n t r i b u t i o n s  of  t h i s  work. 
The second s e c t i o n  s t a r t s  w i t h  t h e  p r i n c i p a l  c a s e  of  t h e  s y s -  
tem w i t h  m n o n l i n e a r  e l emen t s .  A Liapunov f u n c t i o n ,  ana logous  t o  
t h e  one used i n  Chapter  3, is used, and t h e  r e s u l t  is a se t  o f  a l g e -  
b r a i c  e q u a t i o n s ,  which m u s t  have a s o l u t i o n ,  i f  V and -+ a r e  t o  be 
p o s i t i v e  d e f i n i t e .  Th i s  l e a d s  t o  an e x t e n s i o n  o f  t h e  m a t r i x - i n e q u a l -  
i t y  method so t h a t  i t  can  be  used  f o r  systems w i t h  more t h a n  one non- 
l i n e a r i t y .  A new lemma, which is a g e n e r a l i z a t i o n  of Lemma 1, is 
~ L U V ~ ~ ~ .  Thts 1emm is t h e n  used t o  g e t  t h e  s t a b i l i t y  c r i t e r i o n ,  the 
r e s u l t  be ing  t h a t  a ma t r ix  which i s  a f u n c t i o n  of r e a l  f requency  m u s t  
be p o s i t i v e  d e f i n i t e .  
v i o u s  work. A comparison of  t h e  s t a b i l i t y  c r i t e r i o n  w i t h  p r e v i o u s  
work i n  t h i s  a r e a  is made, and t h r e e  examples a r e  worked i l l u s t r a t i n g  
t h e  v a r i o u s  f e a t u r e s  and short-comings of t h e  c r i t e r i o n .  
--_ --- - - 
For one n o n l i n e a r i t y  t h i s  r e d u c e s  t o  t h e  p r e -  
I n  t h e  t h i r d  s e c t i o n  t h e  c r i t e r i o n  i s  ex tended  t o  t ime-vary ing  




a r e  o b t a i n e d .  The a p p l i c a t i o n  of the  c r i t e r i a  i s  i l l u s t r a t e d  by means 
of an example. 
The f o u r t h  s e c t i o n  c o n t a i n s  a d i s c u s s i o n  o f  t h e  p a r t i c u l a r  c a s e .  
It i s  shown t h a t ,  i n  g e n e r a l ,  t h e  p a r t i c u l a r  c a s e  canno t  be ex tended  
I 
f o r  t h e  sys tems w i t h  many n o n l i n e a r i t i e s .  However, one p a r t i c u l a r  
c l a s s  of sys tems which does pe rmi t  a n  e x t e n s i o n  i s  g iven ,  and a s t a -  
b i l i t y  c r i t e r i o n  i s  d e r i v e d  and i t s  use  i l l u s t r a t e d  by an  example. 
The l a s t  s e c t i o n  c o n t a i n s  c o n c l u s i o n s .  
5 . 2  M u l t i p l e  Nonlinearities--Principal Case 
I n  t h i s  s e c t i o n  t h e  p rev ious  r e s u l t s  a re  ex tended  t o  o b t a i n  a 
f requency  domain c r i t e r i o n  f o r  t h e  p r i n c i p a l  c a s e  of t h e  sys tem w i t h  m 
n o n l i n e a r  e l e m e n t s .  The t i m e  i n v a r i a n t  c a s e  i s  c o n s i d e r e d  i n  t h i s  sec- 
t i o n ,  w h i l e  t h e  t ime-vary ing  n o n l i n e a r  c a s e  i s  cons ide red  i n  t h e  n e x t .  
The sys tem e q u a t i o n s  a r e  g iven  by (2 -1 )  and a r e  r e p e a t e d  h e r e  
f o r  conven ience .  
(5-1) 
- G = Ax_ - B f ( ~ )  
- f(U’)? .-, = f:(u:) f+J2) . . . f,((J,), I -  
- (J = c’x, 0 5 f i ( q / u i  1. k i  # i 1, ..., m . 
By ana logy w i t h  t h e  p r e v i o u s  work, a Liapunov f u n c t i o n  is chosen  t o  be 
of t h e  form 
0 
7 1  
where E = d i a g  (B1, p2, . . . , p,). 
g i v e s  
Taking t h e  time d e r i v a t i v e  of (5-2) 
S u b s t i t u t i n g  f o r  h g i v e s  
W r i t i n g  -J and add ing  and s u b t r a c t i n g  t h e  term fo(a)(a - K-l f ( c r J )  g i v e s  - - -  
-$ E - x'Q + x ' ( 2 P B  - A'CE)f(g)  
+ f(uJ "EC'BfcrJ + - f ( d a  (g - K-lf(oJ) (5-4)  
where K = d i a g  (kl, k2, . 
and r e w r i t i n g  (5-4) g i v e s  
., km). L e t t i n g  f(crJ'(a + K-'f(oJ) = h(g)  
The symmetric p a r t  o f  t h e  q u a d r a t i c  form f ' p C v B f  - i s  used,  s i n c e  a 
q u a d r a t i c  form i s  comple t e ly  s p e c i f i e d  by i t s  symmetric p a r t .  
I n  a manner cvmpie t e l j ;  a n a l o g n ~ s  tn t h e  p r e v i o u s  work, i t  i s  
d e s i r e d  t o  p u t  -$ i n  t h e  form (Sul tanov 1964). 
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where 42 i s  a n  n by m m a t r i x .  Mul t fp ly ing  t h i s  o u t  g i v e s  
I 
Comparing (5-7) and (5-5) resu l t s  i n  t h e  f o l l o w i n g  set o f  e q u a t i o n s  
Q Q2Q5 + E D I - ( A u P  + PA) (5-8) 
2Q2T 2PB - Aom - C (5-9) 
(5-10) T'T = $(;CUB + B'CF) + K- 1 
I n  o r d e r  f o r  t h e  f i r s t  t h r e e  terms i n  (5-5) t o  be  a p o s i t i v e  d e f i n i t e  
form i n  x, and f, i t  i s  necessary ,  b u t  n o t  s u f f l c i e n t ,  f o r  t h e  matrix 
T'T t o  be p o s i t i v e  d e f i n i t e .  The re fo re ,  if (5-8) and (5-9) can  be  
so lved  f o r  Q2 and P > 0, then  V and -V e x i s t  and a r e  p o s i t i v e  d e f i n i t e ,  
and t h e  system (5-1) i s  a b s o l u t e l y  s t a b l e .  The c o n d i t i o n s  f o r  t h e  
e x i s t e n c e  of t h e  s o l u t i o n  o f  (5-8) and (5-9) can  be found w i t h  t h e  h e l p  
of  a lemma, which i s  an  e x t e n s i o n  o f  Lemma 1 of  Chapter  3 .  The 
s t a t e m e n t  and proof  of  t h i s  lemma f o l l o w s  n e x t .  
Lemma 2: Given a s t a b l e ,  n by n,  r ea l  matrix A;  symmetric,  
n by n, r e a l  matrices D > 0 and R > 0;  n by m, real  m a t r i c e s  
G of r ank  m and H 4 0 ;  an m by m, r e a l  m a t r i x  T'T > 0 ;  and 
s c a l a r s  E > 0 atid p, where :: i s  .such t h a t  t h e  r i g h t  hand s i d e  
of  e q u a t i o n  (ae)  below i s  nega t ive  d e f i n i t e ;  t h e n  a necessa ry  
and s u f f i c i e n t  c o n d i t i o n  for  t h e  s o l u t i o n  a s  a symmetric,  n by n, 
r e a l  m a t r i x  P > 0 and an  n by m, r e a l  matrix 42 of t h e  sys tem 
- .  
I 
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i s  t h a t  E be  s m a l l  enough and t h a t  t h e  matrix 
i s  p o s i t i v e  d e f i n i t e  f o r  a l l  r e a l  u. 
The n o t a t i o n  HeM means the Hermit ian p a r t  o f  t h e  matrix M. 
Proof of Necessity 
The p roof  a g a i n  s t a r t s  by u s i n g  t h e  i d e n t i t y  
ADP + PA - - (PAW + &*P) (5-11) 
i n  (aa).  T h i s  s u b s t i t u t i o n  r e s u l t s  i n  t h e  e q u a t i o n  
PA, + &% Q2Qj  + pR + € D (5-12) 
(5-12) i s  p r e m u l t i p l i e d  by G"-'* and p o s t - m u l t i p l i e d  by &- 1 G 




2HeH3fL,-'G - pG'AU-'* %"G 
= G'%-'* Q 2 Q'A 2 w ' l G  - 2HeT'QiAU-1G + @ (5- 15) 
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The term A = ECI%-~*  D&-lG i s  p o s i t i v e  d e f i n i t e .  To see t h a t  t h i s  i s  
t r u e ,  f i r s t  r e c o g n i z e  t h a t ,  as b e f o r e ,  D 1  43 D&-' i s  p o s i t i v e  
d e f i n i t e  s i n c e  D i s  p o s i t i v e  d e f i n i t e .  
i t  can be w r i t t e n  as t h e  product  of two nons ingu la r  m a t r i c e s  E ' E  s o  t h a t  
@DIG = G'E'EG. 
m a t r i x  of r ank  m 5 n . 
i s  z e r o ,  and - -  x ' x  = y U G * E 3 E @  is g r e a t e r  t h a n  z e r o  f o r  a l l  y # 0 and e q u a l s  
z e r o  only  f o r  y - 0 , so t h a t  G I E q E G  i s  p o s i t i v e  d e f i n i t e .  
EC'&,-~* Dkl- 'G = A i s  p o s i t i v e  d e f i n i t e .  
- 1* 
S i n c e  D1 i s  p o s i t i v e  d e f i n i t e ,  
E i s  a n  n by n nons ingu la r  m a t r i x  and G i s  a n  n by m 
The re fo re ,  t h e  v e c t o r  5 - EGy i s  only  z e r o  i f  y 
There fo re ,  
Adding TJT t o  bo th  s i d e s  of (5-15) l e a d s  t o  
TOT + 2HeH1&,,-1G - p Go&-'* q , , - ' G  
But i f  A i s  a complex ma t r ix ,  t hen  A*A i s  a t  l e a s t  a non-negat ive  d e f i n l t e  
H e r m i t i a n  m a t r i x .  T h e r e f o r e ,  t h e  r i g h t  s i d e  of  (5-16) i s  positive de- 
f i n i t e  so t h a t  t h e  l e f t  s i d e  must a l s o  be p o s i t i v e  d e f i n i t e .  The l e f t  
s i d e  i s  j u s t  (it) so  t h a t  t h e  n e c e s s i t y  of  t h a t  c o n d i t i o n  i s  proved.  
Proof  of  S u f f i c i e n c y  
The m a t r i c e s  T3T + 2HeHD4A-1G - pG'%-'* RA,-'G and G 7 A - l *  DA"G 





sma l l  enough such t h a t  t h e  ma t r ix  TIT  + 2HeHaAU-'G - pG'h*-lRAu-lG 
- EGD& D& G i s  a l s o  p o s i t i v e  d e f i n i t e .  %-1 -1 
L e t  a(s)  = d e t  As which i s  a r e a l  polynomial  w i t h  l ead ing  co- 
e f f i c i e n t  u n i t y .  The e lements  of t h e  l a s t  t h r e e  terms of t h e  above ma- 
t r i x  a l l  have t h e  te rm l /a ( jos )a( - ju)  i n  them, coming from the  &-' and 
&-l* terms. The above m a t r i x  i s  a l s o  p o s i t i v e  d e f i n i t e  and Hermit ian,  
and, a s  i n d i c a t e d  above, i t  can t h e r e f o r e  be w r i t t e n  a s  t h e  product  o f  
a complex m a t r i x  and the  a d j o i n t  o f  t h a t  complex ma t r ix .  
t h e  ma t r ix  must t a k e  t h e  fo l lowing  form 
There fo re ,  
(5-17) 
1 
By analogy w i t h  t h e  p rev ious  work ( i .e. ,  Lemma l), t h e  m a t r i x  - a ( j u )  '(jw) 
i s  se t  e q u a l  t o  -Q;ALi-'G. Th i s  l eads  t o  a se t  of e q u a t i o n s  which can  be 
so lved  f o r  t he  e lements  of Q2. 
t o  f i n d  P, which i s  p o s i t i v e  d e f i n i t e  by Liapunov's  theorem. 
Once Q, i s  known i t  can be used i n  (aa)  
By going back t o  t h e  n e c e s s i t y  p roof ,  i t  c a n  be shown t h a t  Q2,  
- 
d e f i n e d  a s  above, s a t i s f i e s  (bb) .  S u b s t i t u t i n g  tne expressiwii  
i n t o  (5-17) g i v e s  
Per forming  t h e  m u l t i p l i c a t i o n  on the  r i g h t  hand s i d e  and c a n c e l l i n g  t h e  
TIT terms g i v e s  
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(5-19) 
C a n c e l l i n g  t h e  p rope r  terms and r e a r r a n g i n g  t h e  e q u a t i o n  g i v e s  
2HeH0&,-'G + 2HeT'Q;%,-'G - 2HeG'PA(J-1G = 0 
o r  
2He (H3 + ToQ; - G'P) A, , - 'G = 0 
S i n c e  # 0 and h a s  r a n k  m, (5-21) can  only be  t r u e  i f  
Ho + TOO; - G'P 0 
(5-21) 
O r ,  by t a k i n g  t h e  t r a n s p o s e  and r e a r r a n g i n g ,  
T h e r e f o r e ,  the Q2 m a t r i x  s a t i s f i e s  (bb), and a s o l u t i o n  Q2 and P t o  ( aa )  
and  (bb) h a s  been  found u s i n g  (#), so t h a t  t h i s  c c n d i t i o n  i s  s u f f i c i e n t .  
i 
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Now t h a t  t h e  lemma h a s  been proved, e q u a t i o n s  (5-8)-(5-10) can 
be c o n s i d e r e d  a g a i n .  Comparing (5-9) w i t h  (bb) and r e p e a t i n g  (5-10) 
g i v e s  t h e  e q u a t i o n s  
1 H = y(A*CF 4- C) (5-22) 
T'T = L ( E C n B  + B'CB) + K-' 
2 
S u b s t i t u t i n g  (5-22) i n t o  (th) g i v e s  t h e  c o n d i t i o n  f o r  (5-8) and (5-9) 
t o  have a s o l u t i o n  Q2 and P > 0. This i s  




S u b s t i t u t i n g  t h i s  e q u a t i o n  i n t o  (5-23) g i v e s  
(5-24) 
But He(-pC'B) = - L(EC'B + B'CG) so t h a t  t h e  f i n a l  r e s u l t  i s  
2 
K-' + Ile(1 + j@)C'&-'B > 0 (5-25) 
T h e r e f o r e ,  g i v e n  Ci&,- lB and K, i f  a 
found such t h a t  t h e  m a t r i x  on t h e  l e f t  i n  (5-25) i s  p o s i t i v e  d e f i n i t e ,  
= d i a g  (pl ,  . . . , p,) c a n  be 
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t h e n  t h e  sys tem (5-1) i s  a b s o l u t e l y  s t a b l e .  
O the r  work on t h i s  t y p e  o f  sys tem o f  e q u a t i o n s  h a s  been  done by 
Popov (1960) and Ib rah im and Rekasius  (1964).  T h e i r  r e s u l t s  a r e  e s s e n -  
t i a l l y  t h e  same a s  t h o s e  ob ta ined  h e r e ,  b u t  t h e  method o f  d e r i v a t i o n  i s  
c o n s i d e r a b l y  d i f f e r e n t .  T h e i r  main theorems a r e  p r e s e n t e d  h e r e .  
Theorem of Popov: I f ,  be ing  g i v e n  t h e  sys tem (5 - l ) ,  w i t h  A 
s t a b l e ,  one i s  a b l e  t o  f i n d  t h r e e  d i a g o n a l  matrices P, Q, K 
p o s s e s s i n g  t h e  fo l lowing  p r o p e r t i e s :  
1. The d i a g o n a l  e l emen t s  pi and k i  o f  P and K are p o s i t i v e  
2.  The Hermi t i an  m a t r i x  
H(w) = i (G(u)  + #(u)) 
where 
G(u) = - ( P  + jidQ)C'(juI - A)-'B + PK'I 
and where @(hi) i s  t h e  a d j o i n t  of t h e  m a t r i x  G ( o ) ,  
s a t i s f i e d  S y l v e s t e r 3 s  c o n d i t i o n s  ( t h a t  i s  t o  say  i s  
s t r i c t l y  p o s i t i v e  d e f i n i t e )  whatever  t h e  r e a l  number w .  
(5-26) 
(5-27) 
3 .  The symmetr ic  matrix 
s = - +C'B - ~ ( Q C ~ B ) '  + P K - ~  
2 
(5-28) 
where (QCB)' i s  t h e  t r a n s p o s e  of t h e  m a t r i x  QC'B, 
s a t i s f i e s  S y l v e s t e r w s  c o n d i t i o n s .  
From t h e s e  c o n d i t i o n s ,  t h e  t r i v i a l  s o l u t i o n  of  t h e  sys tem (5-1) 
i s  a s y m p t o t i c a l l y  s t a b l e  i n  t h e  l a r g e  whatever  t h e  f u n c t i o n  
d f (yJ ,whose components f i ( Y i )  s a t i s f y  t h e  i n e q u a l i t y  
T h i s  theorem c a n  be made t o  look e x a c t l y  l i k e  t h e  r e s u l t s  d e r i v e d  above by 
p r e m u l t i p l y i n g  (5-27) and (5-28) by P - l  and l e t t i n g  P- 1 Q = p. Then 
(5-26) i s  t h e  same a s  (5-25) and (5-28) i s  t h e  same a s  (5-10).  
Theorem o f  Ib rah im and Rekasius:  The sys tem (5-1) i s  g l o b a l l y  
a s y m p t o t i c a l l y  s t a b l e  i f  t h e r e  e x i s t s  a non-negat ive  d i a g o n a l  
1. 
2. 
matrFx 9, ar,d p=siti.:e dFog=na? EIatrFces G a d  :: such that  
- f ( d 9 Q C o B f ( d  5 0, L(u) # 0 
t h e  e l emen t s  of GH-1 s a t i s f y  t h e  i n e q u a l i t y  
2 
0 < +ai) I 8 i q k  
3 .  t h e  m a t r i x  i n e q u a l i t y  
I .  
I 
T(jL;) = H + L ( Q C a A  + G C ' ) ( j w I  - A ) - l B  
2 
+ B n ( - j w I  - A') - '  ( Q C I A  + G C ' ) ' )  > 0 
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(5-29) 
h o l d s  f o r  a l l  r e a l  w .  
4.  A i s  a s y m p t o t i c a l l y  s t a b l e .  
Note that t h e  B m a t r i x  h e r e  h a s  t h e  o p p o s i t e  s i g n  of  Ib rah im and Rekas ius '  
pape r .  Th i s  theorem r e q u i r e s  some man ipu la t ion  b e f o r e  i t  c a n  be compared 
w i t h  t h e  p r e v i o u s l y  d e r i v e d  r e su l t s .  Rewr i t ing  (5-29) g i v e s  
H + He (QC*A + GC')l+,,-lB > 0 
H + H e  ( Q C a A q , - l B  + GC0&-'B) > 0 
H + H e ( j o Q C W & - l B  - Q C 3 B  + G C ' k - l B )  > 0 
H + He((jwQ + G ) C W 4 , , - l B  - QC'B) > 0 
Taking  o u t  t h e  QC'B term and l e t t i n g  G = I g i v e s  
L e t t i n g  H = K'l and Q - 
I f  (5-30) i s  compared w i t h  (5-25), i t  i s  s e e n  t h a t  t h e r e  i s  an  
e x t r a  term p r e s e n t  w h i c h  i s  n o t  i n  65-25). 
g i v e s  t h e  same n o t a t i o n  a s  t h e  p r e v i o u s  work. 
This term is r e q u i r e d  t o  be 
n e g a t i v e  s e m i d e f i n i t e  so t h a t  i t  makes ( 5 - 3 0 ) a  more r e s t r i c t i v e  c r i t e r i o n  
t h a n  (5-25) .  The r e a s o n  i s  t h a t  t h e  f i r s t  requi rement  of t h e  theorem 
i s  t h a t  - foQCoBf - be  l e s s  t han  o r  e q u a l  t o  z e r o .  Th i s  i s  a c o n d i t i o n  



















development of (5-25) i s  (5- lo) ,  t h a t  i s ,  
L(BC'B + B'CB) + K-' > 0 2 (5- 10) 
T h i s  i n e q u a l i t y  can hold  t r u e  even i f  B C Q B  + EQCE is no t  p o s i t i v e  semi- 
d e f i n i t e .  S i n c e  = Q, t hen  QC'B + (QC0B)O is n o t  r e q u i r e d  t o  be p o s i t i v e  
s e m i d e f i n i t e .  An example of a case  where t h e  f i r s t  c o n d i t i o n  of  Ib rah im 
and Rekas iusa  theorem is v i o l a t e d ,  so t h a t  t h e i r  theorem canno t  be a p p l i e d ,  
i s  g iven  l a t e r .  However, (5-25) i s  a b l e  t o  g i v e  resu l t s  i n  t h i s  c a s e .  
A c t u a l l y ,  t h e  c r i t e r i o n  of Ibrahirn and Rekas ius  can be d e r i v e d  
from Lemma 2 by w r i t i n g  V as 
- v - (Q; + T ~ ( u J ) ~ ( Q ~  x + T~(uJ) 
2 -  
-1 T h i s  does no t  change t h e  G and H m a t r i c e s  i n  (5-22),  bu t  now TOT = K 
T h e r e f o r e ,  a p p l y i n g  Lemma 2, w i t h  t h e  a d d i t i o n a l  r e s t r i c t i o n  t h a t  
- f'BC'Bf - 
. 
is p o s i t i v e  s e m i d e f i n i t e ,  r e s u l t s  i n  5 - 3 0 .  
Ex a 1 e j - 1 
Consider  t h e  system whose b lock  diagram and e q u a t i o n s  a r e  g iven  
i n  Fig. 6 .  The s t a b i l i t y  c r i t e r i o n  g i v e n  by (5-25) i s  
C a l c u l a t i n g  C Q & - , - ~ B  g i v e s  
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a )  Block Diagram Def in ing  t h e  S t a t e  V a r i a b l e s  
A =  
b) System Equat ions  
F i g .  6. System of Example 5-1, 
0 











l+jupl  l - j w p ,  - 2' 2+jw 1- j w  
1 - 
k2 
> o  
n 
- 
- 1 (P, - P 2 ) W L  + (B1 - 2 + 2 B 2 ) j w  - 1 
(2  + j u ) ( l  - j w )  2 
1 
k2 
i o  
8 2  
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S e t t i n g  t h e  c o e f f i c i e n t  o f  bS2 and j w  i n  t h e  numerator  of t h e  f requency  
dependent  e lement  t o  z e r o  g i v e s  
The m a t r i x  i s  now 
-1 
2 ( 2  - j u ) ( 1  + ju) 
L 
Applying S y l v e s t e r ' s  c o n d i t i o n  g i v e s  
1 1 
1 -1 2(2  + j L ) ( l  - j.) 
J 1 - k2 
> o  
klk2 4 ( 4  + w") (1 + w') 
The f requency  dependent  t e r m  h a s  its largest m a g n i t d e  a+_ LLI = C 8 0  t h s t  
klk2 < 1 6  i s  s u f f i c i e n t  f o r  t h e  sys tem t o  be s tab le .  
A c t u a l l y  a much b e t t e r  answer c a n  b e  o b t a i n e d  from a Liapunov 
f u n c t i o n  which i s  j u s t  t h e  sum of t h e  i n t e g r a l s  of t h e  two n o n l i n e a r i t i e s  
w i t h  R1 =I p2 . I f  p1 - 1, t h e n  i n  t h i s  c a s e  






and t h e  sys tem i s  s t a b l e  f o r  a l l  n o n l i n e a r i t i e s  which l i e  i n  t h e  f i r s t  
and t h i r d  q u a d r a n t s .  
of  V- func t ion  u s u a l l y  r e s u l t s  i n  i n d e f i n i t e  V- func t ions .  
Th i s  r e s u l t  canno t  be g e n e r a l i z e d  s i n c e  t h i s  t ype  
I f  p1  = = 1 i s  p u t  i n t o  t h e  s t a b i l i t y  c r i t e r i o n  m a t r i x ,  i n -  
2 s t e a d  of p1 = p2 = 7 , t h e  r e s u l t  i s  
1 
-1 
2(2  + j w )  
> o  
or 
o r  klk2 < 16 
i n f i n i t e l y  b e t t e r  r e s u l t  i s  o b t a i n e d .  Why d o e s n ' t  t h i s  r e s u l t  appea r  
f rom t h e  s t a b i l i t y  c r i t e r i o n ?  The answer t o  t h i s  q u e s t i o n  i s  o b t a i n e d  
by looking a t  (5-8) ,  (5-9) and (5-22).  The s t a b i l i t y  c r i t e r i o n  gives 
n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  s o l u t i o n  o f  (5-8) and (5-9) .  
By making P and Q2 ze ro ,  e q u a t i o n  (5-9) becomes H = - A ' C E  - C = 0. 
T h i s  i s  never  t r u e  f o r  PI = e2 = 1 so t h a t  P = 0 i s  n o t  a solution t o  
t h e  set  of  e q u a t i o n s .  
a s  b e f o r e .  I t  h a s  been s e e n  t h a t ,  by making P - 0, a n  
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Example 5-2  
Consider t he  same system a s  Ibrahim and Rekas ius ;  t he  block 
diagram and equa t ions  a r e  g i v e n  i n  Fig.  7 .  Again the  s t a b i l i t y  
c r i t e r i o n  i s  given by (5-25) .  
K-' + He(1 + j w g ) C o h - l B  > 0 
The term &-' is 
0 
0 L 
C a l c u l a t i n g  CC&-'B g i v e s  
r o  
-6 ( j d - 5 )  




This e q u a t i o n  i s  m u l t i p l i e d  by ( j w E  + I) g i v i n g  
P u t t i n g  t h i s  q u a n t i t y  i n t o  (5-25) r e s u l t s  i n  
36 
r 














, - f 2  - s+l 
(s+2) ( s+3)  2 G 
- 
a) System of Ibrahim and Rekasius .  
I 
b) Block Diagram Def in ing  t h e  S t a t e  Variables. 
c) System Equa t ions  
F i g .  7. System of  Example 5-2 .  
a7 
r 1 
T'nis c a n  be r e w r i t t e n  as  
> o  
1 - 
k2 1 
> o  
The m a t r i x  C n B  in t h i s  example i s  skew symmetric so t h a t  i f  
B1 - p2, t h e n  t h e  e x p r e s s i o n  5C'B + B°Cg 
c r i t e r i o n  is i d e n t i c a l  t o  (5-25) i n  t h i s  c a s e .  
0. The Ibrahirn and Rekasius  
1 
5 
Ibrahirn and Rekasius  set k l  = k2 = 6 and el = p2 = - g e t t i n g  
1 - 
> o  
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Applying S y l v e s t e r ' s  c o n d i t i o n s  t o  t h i s  m a t r i x  g i v e s  
- -  1 ( 1 - ~ ~ / 2 ) ~  + 25,12/36 > 
36 4(02+4) (w2-19) (w2+25) 
o r  
( 3  - p)2  + 25 2 
1 -  > o  
(02+4) (w2+9) (w2+25) 
T h i s  i n e q u a l i t y  i s  t r u e  f o r  a l l  LI so t h a t  t h e  g i v e n  sys t em i s  a b s o l u t e l y  
s t a b l e  f o r  n o n l i n e a r i t i e s  i n  t h e  sector LO, 61 . 
I n s t e a d  of  p i c k i n g  t h e  pi,  they  can  be c a l c u l a t e d  by s e t t i n g  
T h i s  g i v e s  pl= p2 t h e  c o e f f i c i e n t s  o f  t h e  j w 3  and u2 terms t o  z e r o .  
and 2 - 9p, = 0 o r  6, = 2/9.  The mat r ix  i s  
> o  
Apply ing  S y l v e s t e r  Os c o n d i t i o n s  g ives  
> o  - -  1 169w2/81 + 1 
k l k 2  4(w2+4)  (u2+9) (w2+25) 
The maximum v a l u e  o f  t h e  frequency dependent  term i s  approximate ly  
1/1290.  T h e r e f o r e ,  i f  k l k 2  < 1290 o r  k l  = k2 < 3 5 , 8 ,  t h e n  t h e  
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system i s  a b s o l u t e l y  s t a b l e .  
t h e  r e su l t s  of Ib rah im and Rekas ius .  However, i t  l e a v e s  room f o r  
improvement a s  a s imple  check shows t h a t  t h e  l i n e a r i z e d  system i s  
This  is a c o n s i d e r a b l e  improvement over  
s t a b l e  f o r  a l l  p o s i t i v e  g a i n .  
Example 5 - 3  
Consider  now t h e  same system a s  i n  Example 5-2 e x c e p t  t h a t  t h e  
s + 1 term i n  t h e  numerator i s  miss ing .  
a r e  g iven  i n  F i g .  8. 
theorem of Ib rah im and Rekas ius  cannot  be a p p l i e d .  
i s  
The b lock  d iagram and e q u a t i o n s  
The term B C ' B  in t h i s  c a s e  i s  i n d e f i n i t e ,  and t h e  
The term C ' h - l B  
r o  
L 0 1 
Applying (5-25) g i v e s  the fo l lowing  a s  t h e  s t a b i l i t y  c r i t e r i o n .  
> o  
90 
I . I 
A =  
a)  Block Diagram Defining the State  Variables 
;I - Ax_ - Bi(g], 2 = C'z - 
- 
-5 0 0 
0 0  1  B -  1: :I 
-7 L O  -1_ 0 -6 
b) System Equations 
Fig. 8 .  System of Example 5-3. 
9 1  
T h i s  i n e q u a l i t y  can  be r e w r i t t e n  a s  
Again s e t t i n g  t h e  c o e f f i c i e n t s  of j t d 3  and w 2  t o  z e r o  g i v e s  02 = 0, 
f31 = 1, and t h e  r e s u l t i n g  m a t r i x  i s  
Apply ing  S y l v e s t e r ' s  c o n d i t i o n s  g i v e s  
> o  
> o  
The maximum magnitude of t h e  second t e r m  i s  approximate ly  1/24.8 so t h a t  
t h e  sys tem i s  a b s o l u t e l y  s t a b l e  f o r  klk2 < 24.8. A check on t h e  l i n e a r -  
i z e d  sys tem shows t h a t  klk2 must be less t h a n  280 f o r  s t a b i l i t y .  
5 . 3  The Time-Varying Case 
Once a g a i n  s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  t ime-vary ing  c a s e  can  
be  o b t a i n e d  by j u s t  c o n s i d e r i n g  the  q u a d r a t i c  Liapunov f u n c t i o n .  The 
t 
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d e r i v a t i o n  o f  t h e  p r e v i o u s  s e c t i o n  goes through w i t h  f3 = 0, and t h e r e -  
f o r e ,  f o r  t h e  sys t em 
- x A x  - B f ( g , t )  













K + H e C U 4 , - l B  > 0 (5-32) 
The c a s e  where t h e  i n t e g r a l s  o f  t h e  t ime-va ry ing  n o n l i n e a r  
f u n c t i o n s  a r e  r e t a i n e d  i n  t h e  Liapunov f u n c t i o n  i s  a l s o  amenable t o  
t r e a t m e n t  i n  a s i m i l a r  manner a s  i n  Chapter  4 .  The Liapunov f u n c t i o n  
(5-33) 
For  t h i s  c a s e  -V i s  n o t h i n g  more t h a n  (5-5) p l u s  t h e  t i m e  d e r i v a t i v e  
of t h e  i n t e g r a l  term, o r  
(5-343 
The term X(cr, t)  = f(g, t) '(a - K - % ( u ,  - t))  2 0 h a s  been added and sub-  
t r a c t e d .  
i 
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The t h r e e  cases a r e  c o n s i d e r e d  a g a i n  so t h a t  t h e  i n e q u a l i t i e s  
are  
Case I 
Case X I  
Case 111 
( 5 - 3 5 )  
(5-35) 
(5-37) 
I n  each  case t h e  summation of  B i  m u l t i p l i e d  by t h e  r i g h t  hand 
s i d e  o f  t h e  i n e q u a l i t y  i s  added t o  and s u b t r a c t e d  from V g i v i n g  t h e  
f o l l o w i n g  r e s u l t s .  
(5-38) 
I 
+ r ( g ,  t) ' (;COB + K- l ) f (g ,  t) + h(g, t) 
- 
Case 111 -V zo& + f(g,t)(20'P - BC'A - C ' ) X  
- + f ( g ,  t) ' (BCo B + K-I - 6 0 l ) f ( s  t) + h(g, t) 
0 ( 5  -40) 
where = diag (Blal, p29, . . ., Bm%). The l a s t  term i n  a l l  
t h e s e  c a s e s  i s  p o s i t i v e .  
S i m i l a r  t o  t h e  p rev ious  development,  t h e  e x p r e s s i o n  f o r  -V should  
b e  of  t h e  form 
-V (Qlz + Tf(2, t ) )  (Q~~+TL(cJ, t ) )  + I ~ " E  DX - + A(:, t) 
+ ( P o s i t i v e  termj (5-41;  
Comparing (5-41) w i t h  (5-38), (5-39) and (5-40)  l e a d s  t o  t h e  f o l l o w i n g  
se t  of  equatLons .  
( 5 - 4 2 )  
Case I1 Q Q2Q; + E D 
T'T = L(BCIB + Bo@) + K-' 
2 
Case 111 Q = Q,Qi + E D 
2Q2T = 2PB - A'CE - C 
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(5 -43)  
(5-44) 
Applying t h e  Lemma 2 t o  each c a s e  r e s u l t s  i n  t h e  fo l lowing  
s t a b i l i t y  c r i t e r i a .  
Case I1 K - I  + He(jug+I+t?:.)C'AL,-lB > 0 ( 5 - 4 6 )  
- 
Case 111 K - l  - Dcy + H e ( $  % I ) C ' A ( , - l B  > 0 (5-47) 
When there i s  one t ime-varying element, these c r i t e r i s  reduce  tc t hz  
c r i t e r i a  of Rekas ius  and Rowland (1965), which are  g iven  i n  Chapter  4 .  
t h e  n o n l i n e a r i t i e s  a re  assumed t o  be t ime-vary ing .  The sys tem e q u a t i o n s  
a re  g iven  i n  F i g .  7 .  The s t a b i l i t y  c r i t e r i o n  g iven  by ( 5 - 3 2 )  i s  i l l u s -  
t r a t e d  f i r s t .  
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(5-32) 
Applying S y l v e s t e r O s  c o n d i t i o n  gives 
2 
> o  1 ( 2 J - 1 )  + -- klk2 4 ( ~ ! ~ + 2 5 )  ( iIfL+4) ( I  1 ~ i - 9 )  
The maximum magnitude of t h e  frequency dependen t  terms i s  approx ima te ly  
1/80 so t h a t  k k < 80 is s u f f i c i e n t  t o  i n s u r e  t h a t  t h e  system i s  s t a b l e .  1 2  
To i l l u s t r a t e  t h e  second t y p e  of  s t a b i l i t y  c r i t e r i o n ,  t h e  t i m e -  
v a r y i n g  n o n l i n e a r i t i e s  are assumed t o  have s p e c i f i c  forms. Let  
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where 0 5 g i ( a i ) / a i  5 k i / 2 .  The p a r t i a l  d e r i v a t i v e s  w i t h  r e s p e c t  t o  
t i m e  a re  
Using t h e  f i r s t  t y p e  of c o n s t r a i n t  g i v e s  
0 
2 
2 i O2 2 s i n  2 tg2 (z2 )dz2  -<2k2a2 = c2a2 
0' 
The s t a b i l i t y  c r i t e r i o n  i s  g i v e n  by ( 5 - 4 5 )  and i s  
The t e r m  K" + H e ( j ~ d p l - I ) C ' A ~ , , - l B  has  been c a l c u l a t e d  i n  Example 5-2. 
The term B u ~ , - l * C ~ ~ u ~ ' l B  can be c a l c u l a t e d  g i v i n g  
0 
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Using t h e  r e s u l t s  of Example 5-2, t h a t  i s  p1 = p2 = 2 /9 ,  
s t a b i l i t y  c r i t e r i o n  as 
g i v e s  t h e  
1 (13 j ~ , / 9  - 1) 
- - (  2 (jw+3) (j(.)+2) (5-  j k )  
k2 
Applying S y l v e s t e r O s  c r i t e r i o n  t o  this matrix g i v e s  
k2 > 0 1 
kl 9(02+25) 
- -  
and 
In t h e  f i r s t  i n e q u a l i t y  t h e  f r e q u e x y  depende:it ter , ; i  i s  l a r g e s t  when 
u2 - o 53 t h a t  
i k2 
> o  -- -- k 9(25) 1 
k l k 2  < 225 
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I n  t h e  .second i n e q u a l i t j j  the n e g a t l v e  term which h a s  t h e  l a r g e s t  magni- 
t u d e  i s  1/9(,*i2+25j. T h e  frequ2ncy a t  which t h e  magnitude i s  l a r g e s t  is 
w z  = 0 .  It c a n  be shown t h a t  t h e  f r equency  a t  v h i c h  t h e  sum o f  t h e  
n e g a t i v e  terms h a s  i t s  l a r g e s t  m g n i t u d e  i s  a l s o  z e r o  so t h a t ,  i f  t h e  
i n e q u a l i t y  i s  s a t i s f i e d  a t  z e r o ,  i t  i s  s a t i s f i e d  f o r  a l l  ci'. L e t t i n g  
,2 = o g i v e s  
1 1 1 klk2 1 
> o  
~~ + - - - - -  
klk2 225 648 162(4) (9)  (25) 4(9)  (4) (25) 
S e t t i n g  t h i s  e q u a l  t o  z e r o  g i v e s  
( k 1 k 2 ) ~  - (903.5jklk2 + 14.6 x lo4 = 0 
m d  s o l v i n g  t h i s  g i v e s  klk2 < 216.7. T h e r e f o r e ,  t h e  new c r i t e r i o n  g i v e s  
a s u b s t a n t i a l  improvement o v e r  the p r e v i o u s  c a s e  s i n c e ,  i n  t h a t  c a s e ,  
k l k 2  < 80 was t h e  b e s t  t h a t  could be  done.  The c r i t e r i a  (5-/+6) and (5-47) 
c a n n o t  be used w i t h  t h e  assumed n o n l i n e a r i t i e s  becalise t h e  v a l u e s  of  cq 
a r e  i n f i n i t e .  
5 . 4  The P a r t i c u l a r  Case 
It does n o t  appea r  t h a t  t h e  g e n e r a l  c a s e  o f  m n o n l i n e a r i t i e s  w i t h  
a z e r o  e i g e n v a l u e  i n  t h e  A mat r ix  c a n  be  hand led  by t h e s e  methods. Of 
c o u r s e  t h e  system e q u a t i o n s  must be man ipu la t ed  so a s  t o  remove t h e  
e q u a t i o n  which g i v e s  t h e  z e r o  e igenva lue ,  g e t t i n g  a m a t r i x  A 1 ,  of o r d e r  
a -1  by n-1,and a n  a d d i t i o n a l  5 e q u a t i o n ,  a s  i l l u s t r a t e d  i n  Chapter  2 ,  
(2-5) .  A s imple  example i s  worked which shows t h a t  a Liapunov f u n c t i o n  
o f  t h e  p ro?e r  form does  n o t  e x i s t  f o r  a p a r t i c u l a r  problem. T h e r e f o r e ,  
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a g e n e r a l  t h e o r y  does n o t  e x i s t ,  s i n c e  i f  i t  d i d ,  i t  coilld s o l v e  t h a t  
problem. 
The sys t em and s y s t e m  
g e n e r a l  q u a d r a t i c  form of t h e  
two n o n l i n e a r i t i e s  i s  used as 
V - ; x 2 + b t x + - +  E 2  
2 
The t h e  d e r i v a t i v e  i s  
e q u a t i o n s  a r e  g i v e n  i n  F i g .  9 .  The most 
two v a r i a b l e s  p l u s  t h e  i n t e g r a l s  o f  t h e  
t h e  L i a p m o v  f u n c t i o n .  
5 rx 
f ( z ) d z  + B2 i g(z )dz  < '  B1  J 
0 0 
- -ax2 - bsx - (a2-b) xg(x) - b(E(6) 
'The on ly  d e f i n i t e  term i n  5 i s  -b:f(e), b a t  t h e r e  i s  a term bsx which 
i s  € n d e f i n i t e .  S i n c e  f ( t ) / k  c a n  have anjr v a l u e  between 0 and k t h e  1' 
i n d e f i n i t e  term can  be p o s i t i v e  and g r e a t e r  i n  magnitude t h a n  t h e  
n e g a t i v e  d e f i n i t e  term. However,, s i n c e  i n  t h e  ana logous  one n o n l i n e a r -  
i t y  c a s e  t h e r e  i s  no crass term i n  < i n  t h e  L i a p m o v  f u n c t i o n ,  s e t t i n g  
t h e r e  i s  no d e f i n i t e  term i n  : o r  f(E,) a t  a l l .  T h e r s f o r e ,  a Liapunov 
f u n c t i o n  o f  t h e  p rope r  form does  n o t  e x i s t  f o r  t h i s  problem, s i n c e  t h e  
most g e n e r a l  q u a d r a t i c  p l u s  i n t e g r a l  form o f  Liapunov f u n c t i o n  was 
c o n s i d e r e d .  

















a)  Block Diagram Def in ing  t h e  S t a t e  V a r i a b l e s  
5 - g ( x ) ,  3 5 g ( 4 / x  5 k2 
b) Sy s tern Eq.Ja t i o n s  
F i g .  9 .  System w i t h  Two N o n l i n e a r i t i e s  and a Zero E igenva lue .  
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Here i s  s e m i d e f i n i t s ,  b u t  a b s o l u t e  s t a b i l i t y  i s  proven f o r  t i m e  i n v a r i -  
a n t  n o n l i n e a r i t i e a .  However, t h i s  Liapunov f u n c t i o n  canno t  be  g e n e r a l i z e d  
s i n c e ,  a s  b e f o r e ,  t h i s  t y p e  of  Liapunov f u n c t i o n  l e a d s  t c  a n  i n d e f i n i t e  
V i n  many c a s e s .  
There  i s  a g e n e r a l i z a t i o n  of t h e  s i m p l e s t  p a r t i c u l a r  c a s e  which 
i s  amenable t o  t r e a t m e n t  by t h e  above methods.  Letov (1961) c o n s i d e r s  
t h i s  c a s e  f o r  two n o n l i n e a r i t i e s  i n  what  he  c a l l s  sys tems w i t h  two 
a c t u a t o r s .  T h i s  would seem t o  be sys tems w i t h  motors, e t c .  o p e r a t i n g  i n  
p a r a l l e l .  I f  m n o n l i n e a r i t i e s  a r e  c o n s i d e r e d ,  h i s  e q u a t i o n s  can  be 
g e n e r a l i z e d  t o  be of t h e  form 
(5 -48 )  
where A has  a l l  i t s  e i g e n v a l u e s  i n  t h e  l e f t  h a l f  p l a n e .  T h i s  se t  of 
e q u a t i o n s  can b e  p u t  i n t o  a form s i m i l a r  t o  (2-5) by u s i n g  t h e  t r a n s -  
fo rma t  i o n  
- x = A x  - BA 
The e q u a t i o n s  become 
10 3 
where t h e s e  e q u a t i o n s  a r e  now i n  a form which i s  ana logous  t o  (2-5) .  
The m a t r i x  R i s  n by m w h i l e  B and C a r e  n by m. The Liapunov f u n c t i o n  
i s  also ana logous  t o  V1 of  (3-8)  and i s  
(5-50) 
Taking V g i v a s  
S u b s t i t u t i n g  f o r  L O R o ,  and 6 and c o l l e c t i n g  terms r e s u l t s  i n  
p 2' (A'P + PA)& - 5' (2PB-CL'R-CLR - A ' c g ) f ( ~ )  
- f ( d g ( s C g B  - + SR')L(g) - g'LRfi(g) - f ( d R u L g  (5-52) 
-1 
Adding and s u b t r a c t i n g  hl(z) = ((T - K 
(a - K-lf(@) t o  
f(a_))'LRf(g) and X2(cr) - f ( d ' R o L  
(5-52) r e s u l t s  i n  t h e  e q u a t i o n  
The term - f o ( k 3 B  + E R  -t K-' LR + R'LK-')f - should be  p o s i t i v e  d e f i n i t e ,  and 
t h e r e f o r e  t h e  s;r,nmetric p a r t  of t h e  matrix must a l s o  be p o s i t i v e  
d e f i n i t e .  S i n c e  -V should be i n  t h e  form g i v e n  by (5-6) ,  t h e  f o l l o w -  
i n g  e q u a t i o n s  r e s u l t .  
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Q = q Q n + € 9  (5-54)  
2Q2T = 2PB - CL'R - CLR - A'CZ (5-55) 
(5-56) 
The use  of t h e  Hermi t i an  p a r t  o f  t he  m a t r i x  i n  (5-56) comes from t h e  
f a c t  t h a t  t h e  Hertni t ian p a r t  i s  the .symmetric p a r t  f o r  r e a l  m a t r i c e s .  
The n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  s o l u t i o n  o f  
e q u a t i o n s  (5-54) and (5-55) t o  e x i s t  a s  m a t r i c e s  P > 0 and Q a re  t h a t  2 
where 
1 1 1 H = <LOR + P L R  + 7A"m 2 
G = B  
S u b s t i t u t i n g  G, H and T'T i n t o  (kt) r e s u l t s  i n  tlie i n e q u a l i t y  
H e ( 3 R  + K - k R  + R'LK-I) 
4- He(RoL + R'L" + jj$)C3Ai1 B > 0 (5-57) 
1Jsfnz t h e  f a c t  t h a t  He(R'L + R'L'  + jc>i?)R!jw = He3R g i v e s  t h e  r e s u l t  t h a t  
t h e  system (5-49)  i s  a b s o l u t e l y  s t a b l e  i f  m a t r i c e s  and L can  be found 
s u z h  t h a t  t h e  f o l l o w i n g  m i t r i x  i n e q u a l i t y  h o l d s  f o r  a l l  r e a l  w.  
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+ He(R'L + R'L' + jwi)(CoAilB + R / j w )  > 0 (5-58) 
Consider  t h e  s p e c i a l  c a s e  where R i s  a symmetric m a t r i x .  L e t  
2LR = I. The s t a b i l i t y  c r i t e r i o n  (5-58) becomes 
K - l  + H e ( 1  + j w m ( C a A i l B  + R / j w )  > 0 (5-59) 
For t h e  c a s e  of one n o n l i n e a r  e lement ,  (5-59) r e d u c e s  t o  t h e  c r i t e r i o n  
f o r  t h e  s i m p l e s t  p a r t i c u l a r  c a s e  g iven  i n  Chapter  3 .  
2LR = I i n  (5-50),  i t  i s  s e e n  t h a t  R must be  p o s i t i v e  d e f i n i t e  i f  V i s  
t o  be  d e f i n i t e .  T h i s  i s  analogous t o  y > 0 i n  t h e  s i n g l e  n o n l i n e a r i t y  
c a s e  of Chapter  3 .  
By p u t t i n g  
Example 5-5 - 
Consider  t h e  system g iven  by t h e  b l o c k  diagram i n  F i g .  10. The 









a )  Block Diagram Def in ing  t h e  S t a t e  V a r i a b l e s  
System Equat ions  




The s t a b i l i t y  c r i t e r i o n  i s  
K-' + I Ie(1 + j w n ( C 9 A w - 1 B  + - 1 R) > 0 
j w  
The t e r m  C'&-'B is 
(5-59) 
-- ! 1 j w  ( jw+l) 4 jo ( j w + 2 )  














Taking t h e  Hermi t i an  p a r t  o f  t h i s  g i v e s  
I f  p, P 29 = 1, t h i s  becomes 2 
T h e r e f o r e ,  t h e  s t a b i l i t y  c r i t e r i o n  i s  
K-' > 0 
so t h a t  t h e  sys tem i s  s t a b l e  f o r  a l l  p o s i t i v e  k i .  
The above r e s u l t s  s ay  t h a t  Q2 and P must be z e r o .  I n  a s i m i l a r  
manner t o  t h e  f i r s t  example i n  s e c t i o n  5-2, t h i s  i m p l i e s  t h a t  H = CLR + 
k ' C 5  = 0.  The p rope r  q u a n t i t i e s  a r e  p u t  i n  t h i s  e q u a t i o n  t o  see i f  P 
2 
= 0 ,  Q2 = 0 i s  r e a l l y  a s o l u t i o n  of  t h e  s e t  o f  e q u a t i o n s  ( 5 - 5 4 )  and (5-55).  
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The r e s u l t  is 
CLR + h t C B  = C + A'CE 
2 











+ [  0 
1 
= o  
T h e r e f o r e  H = 0 is s a t i s f i e d  so t h a t  P = 0, Q2 = 0 is a s o l u t i o n  t o  t h e  
s e t  o f  e q u a t i o n s .  T h i s  shou ld  be  compared w i t h  t h e  r e s u l t s  o b t a i n e d  i n  
Example 5 -2 .  
5 .5  Conc l u s  i o n s  
I n  t h i s  c h a p t e r  f requency domain s t a b i l i t y  c r i t e r i a  a r e  obtaii ied 
f o r  systems w i t h  more t h a n  one n o n l i n e a r  a n d / o r  t ime-va ry ing  e l emen t .  
This is accomplished by f i r s t  p rov ing  Lemma 2 ,  which i s  a g e n e r a l i z a t i o n  
o f  Lemma 1 of Chapter  3 .  Lema 2 s t a t e s  t h a t  a matr ix ,  which i s  a 
f u n c t i o n  o f  f r equency ,  m u s t  be p o s i t i v e  d e f i n i t e  f o r  a l l  f requency i f  
a s e t  of  a l g e b r a i c  e q u a t i o n s  i s  t o  have a s o l u t i o n .  I n  t h e  c a s e  where 
the m a t r i x  i s  one by one, Lemma 2 r e d u c e s  t o  Lemma 1. 
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Lemma 2 i s  used in c o n j u n c t i o n  w i t h  t h e  Second Method of  Liapunov 
t o  o b t a i n  s t a b i l i t y  c r i t e r i a  f o r  t h e  p r i n c i p a l  c a s e  o f  systems w i t h  more 
t h a n  one n o n l i n e a r  a n d / o r  t ime-va ry ing  e l e m e n t .  
t h e r e  is o n l y  one n o n l i n e a r  and /o r  t ime-va ry ing  e l emen t ,  t h e s e  c r i t e r i a  
r e d u c e  t o  the c r i t e r i a  g i v e n  i n  Chap te r s  3 and 4 .  The c r i t e r i o n  f o r  t h e  
t i m e - i n v a r i a n t  n o n l i n e a r  case i s  shown t o  be e q u i v a l e n t  t o  t h e  c r i t e r i o n  
o b t a i n e d  by Popov (1960) and b e t t e r  t h a n  t h e  c r i t e r i o n  o b t a i n e d  by 
I b r a h i m  and Rekas ius  ( 1 9 6 4 ) .  The c r i t e r i o n  f o r  t h e  t ime-va ry ing  c a s e ,  
wh ich  e x t e n d s  t h e  work of Rekasius  and Rowland (1965), h a s  n o t  been 
o b t a i n e d  p r e v i o u s l y .  
I n  t h e  case where 
The p a r t i c u l a r  c a s e  of systems w i t h  more t h a n  one n o n l i n e a r i t y  
is d i s c u s s e d ,  and a s t a b i l i t y  c r i t e r i o n  i s  g i v e n  f o r  a s p e c i a l  p a r t i c u l a r  
case. Again,  i f  t h e r e  is on ly  one n o n l i n e a r i t y ,  t h i s  c a s e  r educes  t o  t h e  
s i m p l e s t  p a r t i c u l a r  case o f  Chapter 3 .  The g e n e r a l  p a r t i c u l a r  c a s e  does 
n o t  appea r  t o  be manageable by the methods o f  t h i s  c h a p t e r .  
T h i s  comple t e s  t h e  development of s t a b i l i t y  c r i t e r i a  f o r  systems 
w i t h  more t h a n  one n o n l i n e a r  and /o r  t ime-va ry ing  e l emen t .  The n e x t  
c h a p t e r  c o n t a i n s  c o n c l u d i n g  s t a t e m e n t s  and i n d i c a t e s  a r e a s  o f  f u r t h e r  
work on t h i s  s u b j e c t  matter. 
Chapter  6 
CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK 
6 . 1  Conclus ions  
The a b s o l u t e  s t a b i l i t y  o f  n o n l i n e a r  and t ime-va ry ing  sys tems 
i s  s t u d i e d  by u s e  o f  a Liapunov f u n c t i o n  made up o f  a q u a d r a t i c  form 
p l u s  t h e  sum o f  t h e  F n t e g r a l s  o f  t h e  n o n l i n e a r  terms. The f r equency  
c r i t e r i o n  o f  Popov i s  ex tended  by e x t e n d i n g  t h e  m a t r i x - i n e q u a l i t y  
method of Yakubovich. T h i s  c r i t e r i o n  i s  shown to  be n e c e s s a r y  and 
s u f f i c i e n t  f o r  t h e  e x i s t e n c e  of t h e  L u r i e  t y p e  Liapunov func t ions ,  and 
i t  is g e n e r a l l y  e a s i e r  t o  use  t h a n  t h e  Liapunov approach .  Ex tens ions  
t o  t i m e  v a r y i n g  sys tems a r e  g iven .  
The o b j e c t i o n  can  be r a i s e d  t h a t  t h e  r e s u l t s  a r e  n o t  t o o  good 
s i n c e  i t  was shown t h a t  f o r  c e r t a i n  problems t h e r e  a r e  o t h e r  V-funct ions  
which  g i v e  b e t t e r  r e s u l t s ,  and a l s o  t h a t  t h e  r e s u l t s  do n o t  come c l o s e  
t o  t h e  l i n e a r i z e a  systeiii s t a b i l i t y  r e g i o n  i n  many c a s e s .  The answer t o  
t h i s  o b j e c t i o n  i s  e s s e n t i a l l y  t h a t  t h i s  i s  t h e  best  t h a t  can  be done 
a t  t h i s  s t a g e  o f  t h e  development of t h e  t h e o r y .  There i s  no way a v a i l -  
a b l e  o f  f i n d i n g  t h e  b e s t  Liapunov f u n c t i o n  f o r  a g i v e n  sys tem.  The 
method developed  i n  t h i s  work a l lows  f o r  a l o g i c a l  p r o c e s s  of deter-  
mining  s t a b i l i t y .  I f  t h e  f requency c o n d i t i o n  i s  m e t ,  i t  g u a r a n t e e s  
t h e  e x i s t e n c e  o f  a p o s i t i v e  d e f i n i t e  V and -V.  
I n  t r y i n g  t o  f i n d  Liapunov f u n c t i o n s  f o r  h i g h  o r d e r  sys tems,  
one  o f  t h e  main d i f f i c u l t i e s  i s  t h a t  t h e r e  i s  no easy  way of t e s t i n g  
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h i g h  o r d e r  non-quadra t i c  o r  p a r t i a l l y  q u a d r a t i c  forms f o r  p o s i t i v e  
d e f i n i t e n e s s .  The re fo re ,  a l t h o u g h  maybe no t  g i v i n g  t h e  best  Liapunov 
f u n c t i o n ,  t h e  methods p r e s e n t e d  he re  g i v e  some resu l t s  which may be 
adequa te  f o r  a g i v e n  problengand which a l s o  may be t h e  on ly  r e s u l t s  
which can  be o b t a i n e d  i n  a r easonab ly  s imple  manner. 
I n  summary t h e  main c o n t r i b u t i o n s  o f  t h i s  work a r e :  
1. The m a t r i x  i n e q u a l i t y  method i s  ex tended  by means o f  p rov ing  
L e m a  2 .  T h i s  r e s u l t s  i n  a n  e x t e n s i o n  o f  t h e  Popov s t a b i l i t y  
c r i t e r i o n  from t h e  s c a l a r  t o  t h e  m a t r i x  c a s e .  
By u s i n g  Lemma 2, t h e  work o f  Rekas ius  and Rowland f o r  time- 
v a r y i n g  sys tem i s  extended t o  sys tems w i t h  many t ime-va ry ing  
e l e m e n t s .  
O the r  c o n t r i b u t i o n s  of  t h i s  work a r e :  
By u s i n g  t h e  ex tended  frequency c r i t e r i a , t h e  work of  Yakubovich 
( 1 9 4 6 ~ )  on f o r c e d  systems i s  ex tended  t o  sys tems w i t h  many non- 
l i n e a r i t i e s .  T h i s  i s  g iven  i n  t h e  Appendix.  
2.  
1. 
2 .  Some i n d i c a t i o n  i s  g iven  a s  t o  when t h e  c r i t e r i a  of  Rekas ius  
and Rowland can  be used t o  g e t  improved r e s u l t s .  
3 .  The work o f  Bongiorno, Sandberg, and Narendra and Goldwyn i s  
compared w i t h  t h e  Popov c r i t e r i o n  and i s  shown t o  be e q u i v a l e n t  
t o  i t .  
4 .  The c r i t e r i a  of  Ibrahirn and Rekas ius  and of Popov a r e  compared 
w i t h  t h e  c r i t e r i o n  which i s  d e r i v e d  i n  t h i s  work f o r  t h e  c a s e  
of  many n o n l i n e a r i t i e s .  
113 
6 . 2  F u r t h e r  Work 
There i s  a good d e a l  o f  room f o r  improvement and e x t e n s i o n s  o f  
t h e  r e s u l t s  which have been p r e s e n t e d  h e r e ,  s i n c e  on ly  s u f f i c i e n t  con- 
d i t i o n s  f o r  s t a b i l i t y  a r e  g i v e n  by t h e  Second Method. 
i n g  t h e  s u f f i c i e n t  c o n d i t i o n s  would b e  by g e t t i n g  some i n f o r m a t i o n  a s  t o  
t h e  s l o p e  of  t h e  n o n l i n e a r i t y  i n t o  t h e  Liapunov f u n c t i o n s .  A b s o l u t e  
s t a b i l i t y  means t h a t  t h e  system m u s t  be s t a b l e  f o r  any n o n l i n e a r i t y  i n  
t h e  s e c t o r ,  no matter how v i o l e n t  t h e  changes i n  i t s  s l o p e  a r e .  By i n -  
c o r p o r a t i n g  some c o n s t r a i n t s  on the s l o p e  o f  t h e  n o n l i n e a r i t y  b e t t e r  
r e s u l t s  shou ld  be o b t a i n a b l e .  
o b t a i n e d  by B r o c k e t t  and W i l l i a m s  (1965) f o r  t h e  c a s e  o f  symmetric,  
monotonic n o n l i n e a r i t i e s .  
One way o f  improv- 
Some r e su l t s  on t h i s  approach  have been 
F u r t h e r  i n v e s t i g a t i o n s  i n t o  f o r c e d  systems shou ld  a l s o  prove 
f r u i t f u l ,  s i n c e  most p h y s i c a l  systems have some i n p u t  f o r c i n g  f u n c t i o n .  
A l s o ,  d i g i t a l  computer programs t o  a i d  i n  t h e  c o m p u t a t i o n a l  a s p e c t s  o f  
t h e  problems can  be i n v e s t i g a t e d .  
The c a s e s  o f  systems w i t h  z e r o  and pu re  imaginary e i g e n v a l u e s  
need f u r t h e r  work, e s p e c i a l l y  the c a s e s  o f  more t h a n  one n o n l i n e a r  ana; 
o r  t ime-va ry ing  e l emen t .  The s i m p l e s t  p a r t i c u l a r  c a s e  o f  t h e  t ime-vary-  
i n g  system does n o t  have a s t a b i l i t y  c r i t e r i o n  which i s  s i m i l a r  t o  t h e  
Rekas ius  and Rowland c r i t e r i a .  T h i s  a l s o  s h ~ ~ l d  he  i n v e s t i g a t e d .  
F i n a l l y ,  t h e r e  a r e  results a v a i l a b l e  f o r  a b s o l u t e  s t a b i l i t y  by 
means of Popov's c r i t e r i o n  f o r  systems w i t h  t i m e  d e l a y  (Popov and 
Halanay 1962), systems w i t h  h y s t e r e s i s  and d i s c o n t i n u o u s  n o n l i n e a r i t i e s  
114 
( G e l i g  1964) and sampled-data systems ( Ju ry  and Lee 1964). A p p l i c a t i o n s  
of Lemma 2 t o  t h e s e  t y p e s  of systems shou ld  l e a d  t o  e x t e n s i o n s  of the 
e x i s t i n g  r e s u l t s .  
I .  
Appendix A 
ABSOLUTE STABILITY OF FORCED SYSTEMS 
The m a t r i x - i n e q u a l i t y  method can  be used a l s o  f o r  f o r c e d  sys t ems .  
Again t h i s  i s  t h e  work o f  Yakubovich ( 1 9 6 4 ~ ) .  The sys t em e q u a t i o n  t h a t  
he c o n s i d e r s  i s  
where - r ( t )  i s  a v e c t o r  f u n c t i o n  bounded f o r  - < t < w . Yakubovich 
c o n s i d e r s  t h e  c a s e  where f(a) i s  d i s c o n t i n u o u s  so t h a t  h e  c a n  t a k e  i n t o  
a c c o u n t  t h e  p o s s i b i l i t y  o f  a s l i d i n g  r eg ime .  The r e s u l t s  he  o b t a i n e d  
a re  n o t  d i s c u s s e d  i n  d e t a i l  h e r e ,  b u t  i t  i s  shown t h a t  t h e  p r e v i o u s  ex- 
t e n s i o n s  t o  m n o n l i n e a r i t i e s  can  a l s o  be made i n  t h i s  c a s e .  
The system e q u a t i o n s  f o r  t h e  more g e n e r a l  c a s e  are  
The method i s  i l l u s t r a t e d  by proving t h e  f o l l o w i n g  theorem. 
(A-2j 
Theorem: I n  t h e  system (A-2) ,  l e t  A have a l l  i t s  e i g e n v a l u e s  
i n  t h e  l e f t  h a l f  plane,. l e t  - r ( t )  be bounded f o r  - Q) < t < 03 
and l e t  t h e  c o n d i t i o n  
K-' + HeC0&- lB  > 0 (A-3 )  






any s o l u t i o n  of (A-2) i s  bounded f o r  to 5 t < 03 
i n  t h e  s t a t e  space  {XI t h e r e  i s  a bounded r e g i o n  F such 
t h a t  any s o l u t i o n  r e a c h e s  t h i s  r e g i o n  a t  some t i m e ,  and 
f o r  t 2 t o  
, 
and - x(tO)E F i t  f o l l o w s  t h a t  x ( t )E  F , 
c) there i s  a number p > 0 such t h a t ,  f o r  any two s o l u t i o n s  
- x l ( t )  and z2(t) and t 2 to 
(A-4) 
The s i m p l e  q u a d r a t i c  Liapunov f u n c t i o n ,  V - x ' P I ~  i s  used .  
D i f f e r e n t i a t i n g  V g i v e s  
+ h(g) - 25'P;(t) 
- 
which i s  j u s t  (5-5) w i t h  :' =I 0 p l u s  t h e  t e rm w i t h  r(t). 
HeCwA, B > 0, t h e n  -V c a n  be w r i t t e n  a s  
-1 
(A-5)  
I f  K-' + 
(A-6) 
S i n c e  t h e  f i r s t  t e r m  i s  p o s i t i v e  s e m i d e f i n i t e  and h(g) i s  p o s i t i v e ,  
-V can be r e w r i t t e n  as  a n  i n e q u a l i t y .  
(A-7) 
F o r  any p o s i t i v e  d e f i n i t e  q u a d r a t i c  forms and - x'Px, t h e r e  i s  a 
c o n s t a n t  p such  t h a t  - xnDx - -  < pz'Px_ = pV. T h e r e f o r e  
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v - < -pv + 25 'Pf ( t )  (A-8 )  
1 /2  S i n c e  I(t) i s  bounded, t h e  term 2 5 ' P ~ ( t )  i s  go ing  t o  be less t h a n  Q V 
f o r  some v a l u e  of  LY. T h e r e f o r e  
For some c o n s t a n t  V = C, W C  + 9 & = 0 
d e f i n e s  a n  e l l i p s o i d  i n  t h e  s t a t e  space .  
s i d e  t h e  e l l i p s o i d ,  V i s  n e g a t i v e  and t h e  
( A - 9 )  
rr  2 2 o r  C = 7 . T h e r e f o r e  V = 7 
c1 P 
For  any s o l u t i o n  starting o u t -  
s o l u t i o n  e v e n t u a l l y  e n t e r s  
t h e  e l l i p s o i d .  Any s o l u t i o n  s t a r t i n g  i n s i d e  t h e  e l l i p s o i d  must s t a y  
i n s i d e  s i n c e  i s  n e g a t i v e  o u t s i d e  t h e ' e l l i p s o i d .  T h i s  proves  (a) and 
(b) o f  t h e  theorem. 
W r i t i n g  y - 51 - 5 2 ,  gj E 
l e a d s  t o  
y. A y  - B f o  
Repea t ing  t h e  above c a l c u l a t i o n s  g i v e s  
(A-10) 
(A-11)  
-1 where K comes from t h e  a d d i t i o n a l  c o n d i t i o n  t h a t  
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( I f  g2 = 0, t h i s  r educes  t o  t h e  prev ious  i n e q u a l i t y  f o r  t h e  n o n l i n e a r i t y . )  
T h e r e f o r e ?  a s  b e f o r e ,  
Th i s  means t h a t  
(A- 12)  
(A- 13) 
so t h a t  t h e  magnitude of y i s  d e c r e a s i n g  e x p o n e n t i a l l y .  T h e r e f o r e  
and t h e  proof  i s  comple te .  
It is e a s i l y  s e e n  t h a t  t h i s  theorem h o l d s  t r u e  if t h e  - f($ i n  
t h i s  case i s  also a f u n c t i o n  of time, i . e . ,  r(u,t). Thi s  i s  because  
V does  n o t  have t h e  i n t e g r a l  t e r m  i n  i t ,  so t h a t  t h e r e  i s  no change i n  
t h e  above proof i f  f(uJ i s  r ep laced  by f ( c ~ , t ) .  
Appendix B 
AN APPLICATION TO THE fjUCLEAR ROCKET PROBLEM 
T h i s  s e c t i o n  c o n t a i n s  a n  example i n  which t h e  s t a b i l i t y  t h e o r y  
developed  above i s  a p p l i e d  t o  t h e  s i m p l i f i e d  n u c l e a r  r o c k e t  p r o p u l s i o n  
c o n t r o l  sys t em which w a s  cons ide red  by Mohler (1962). T h i s  p a r t i c u l a r  
s y s t e m  is s t u d i e d  h e r e  because Mohler g i v e s  an a n a l o g  computer d iagram,  
which is  used t o  o b t a i n  t h e  s y s t e m  e q u a t i o n s .  
The s t a b i l i t y  of t h e  o p e r a t i n g  p o i n t  of t h i s  s y s t e m  can b e  
found by l i n e a r i z i n g  t h e  sys tem e q u a t i o n s .  However, t h i s  p rocedure  
o n l y  g i v e s  s t a b i l i t y  i n f o r m a t i o n  € o r  some a r b i t r a r i l y  small r e g i o n  
abou t  t h e  o p e r a t i n g  p o i n t .  By t r e a t i n g  t h e  n o n l i n e a r  and c r o s s - c o u p l i n g  
terms as t ime-vary ing  c o e f f i c i e n t s ,  an  a t t e m p t  i s  made t o  o b t a i n  s ta-  
b i l i t y  i n f o r m a t i o n  i n  some f i n i t e  r e g i o n  about  t h e  o p e r a t i n g  p o i n t .  
T h e  b l o c k  diagram of t h e  s y s t e m  i s  g iven  i n  F i g u r e  11. The 
d e s i r e d  t h r u s t  F i s  assumed t o  be c o n s t a n t  and t h e  a c t u a l  t h r u s t  i s  
g i v e n  by t h e  e q u a t i o n  
d 
F = c  1 f i c b  
where c i s  a c o n s t a n t ,  T i s  t h e  p r o p e l l a n t  t empera tu re  a t  t h e  c o r e  
e x i t ,  and i s  t h e  p r o p e l l a n t  weight  f low rate. The compensat ion and 
















F i g .  11 Block Diagram of S i m p l e  Nuclear Rocket 
Propulsion C o n t r o l  S y s t e m  
9 = O.l(Fd - F) 
12  1 
(B-2) 
where y i s  a s t a t e  v a r i a b l e  w i t h o u t  p h y s i c a l  s i g n i f i c a n c e .  
The r e a c t o r  h e a t  exchange r  e q u a t i o n s  are 
c h(Tf T ) = c k('1. - '!'.) 
3 Pl 4 c  1 
(li-3) 
where c c anu c are c o n s t a n t s ,  T is  t h e  ave rage  f u e l  moderator  
t e m p e r a t u r e ,  T i s  t h e  ave rage  p r o p e l l a n t  t empera tu re  i n  t h e  c o r e ,  and 
11 i s  t h e  h e a t  t r a n s f e r  c o e f f i c i e n t  due t o  c o n v e c t i o n ,  and Ti i s  t h e  
p r o p e l l a n t  t e m p e r a t u r e  a t  t h e  c o r e  e n t r a n c e ,  T i s  approximated b y  
3' 4' 5 f 
g 
g 
T i  + T c  I Tg 1. 
2 2 
Mohler c o n s i d e r e d  t h e  n e u t r o n  dynamics. t o  be  approximated by t h e  
a v e r a g e ,  one de layed  n e u t r o n  group approx ima t ion .  The e q u a t i o n s  are 
( B - 7 )  4 = 10 (6k-.0065)4 + . 1 C  
6 = -.1c + 6 (8-8) 
where C i s  t h e  c o n c e n t r a t i o n  of de l ayed  n e u t r o n s ,  6 i s  the r e a c c o r  
power, and 6k is  t h e  r e a c t i v i t y .  The r e a c t i v i t y  is assumed t o  c o n s i s t  
of t h r e e  p a r t s ;  rod r e a c t i v i t y ,  t empera tu re  r e a c t i v i t y ,  and p r o p e l l a n t  
reactivity. 
The above e q u a t i o n s  a re  now man ipu la t ed  i n  such  a manner t h a t  t hey  
c a n  be  w r i t t e n  as 
k = Ax - - B f ( a , t )  - (B-9)  
122 
The state variables are y, W, Tf, (2, and C. 
( B - 5 )  and solving f o r  T gives the equat ion  
Substituting for T in 
g 
C 
c3hTf c hT + T (C W--C h/2) 3 f  c 4  3 T e- 
C C4W + c3h/2 c4W + c3h/2 
The h e a t  transfer coefficient due t o  convection is 
-0.8 h c6W 
Theref  ore 
The five equations are 
c c  3 6 " 0 . 8  
<'Yf - f ( W ) T f / 2 )  - 1 '  
2 
Q-7'f .- c 2 
.. I 
Q - lo* (6k - . 0 0 6 5 )  6 + .iL 
The d e s i g n  c o n d f t  j o i ~ a  a r e  
3 wo = 1.2 x 10 lb / scc  
6, = 2 . 7 9  x ll!' UTL/sec 
(B-10)  
( B - 1 1 )  
(B-12) 
= [+50O0 K Tf  0 
S y  making the transformation 
x = y - -'.51u' i-' -13.) 
the first two equations a re  changed so that the nonlinear cross- 
coupling term appears only in one of the first two equations. The 
result, a f t e r  substituting the coefficient values obtained from 
Mohler' s computer diagram, is 
;r = - 5w -x 
W = .5iJ + .04(F - 1 0 . 7 3  d m b )  + x: 
d 
1 - ' 0 . 8  = --% - .192 T (1 P- 7 f ( w >  w 
f L 
4 .. Q 10 ( , k  - ,0065)  + 
c = - .1c + (7 
' 0 . 2  where f (k) = 1/ (.0232W + 0 , 5 ) ,  
These equations can now be put in the following form. 
5 = -5w - x 
w - .5k + x + a(& 
where a ( t )  = .04 ( F d / ~ i  - 10.73 q- C b  j . .  
* 
- - b ( t )  T f  
900 
where b( t) = .1' : ( 1 - f (h1) 
(1\-14) 
( B - 1 5 )  
(B-16) 
-i 
t) = 10 k ( t )  - .006')) C; -+ . L C  
(8-17)  
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The e q u a t i o n s  13-15, B - 1 6 ,  rrnd B - 1 7  are t h r e e  s e t s  of uncoupled,  
l i n e a r ,  t imc-va ry ing  e q u a t i o n s .  The 6 term i n  ( B - I O )  a c t s  as a 
f o r c i n g  f u n c t i o n  and t h i s  e q u a t i o n  i s  s t a b l e  as l o n g  as b ( t )  re-  
mains p o s i t i v e .  The s t a b i l i t y  c r i t e r i o n  of Chap te r  4 c a n  be 
a p p l i e d  t o  ( B - 1 5 )  and ( B - 1 7 ) .  
Cons ide r  ( E - 1 5 ) .  A t  t h e  o p e r a t i n g  p o i n t ,  a ( t )  = 0. 
a 
T h e r e f o r e ,  f o r  changes i n  T and W ,  -k < a ( t )  i: k,and the i3ongiorno f .  
t y p e  of s t a b i l i t y  c r i t e r i o n  c a n  be a p p l i e d .  I n  m a t r i x  n o t a t i o n  
(R-15) i s  
The t r a n s f e r  f u n c t i o n  i s  G ( j w )  = c’A -‘b. 
w -  - 
w + l  
c(jw) = . 5 j w  + 4.5 
The s t a b i l i t y  c r i t e r i o n  i s  
k 1 C ( j w ) /  (1 
T h e  maximum v a l u e  o f  / G ( j w ) (  = 2 . 2  so t h a t  k<1/2.2 = .45 is  s u f f i c i e n t  f o r  
s t d b i l i t y .  l o  o b t a i n  some idea o f  what this means i n  ternis of  t h e  s t a t e  
v a r i a b l e s ,  assume t h a t  t h e  f l o w  r a t e  i n c r e a s e s  s u d d e n l y ,  w h i l e  T cannot  
change i n s t a n t a n e o u s l y .  Then 
f 
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10 .73  df($ + = - .45 Fd a( t Imin = .04\  - 
il + 6~ 
and S i  
i n  t h r u s t  of about: 1 3  X 10 l b s .  
i s  approx ima te ly  1600 I b / s e c .  T h i s  co r re sponds  t o  a change max 
5 
Equa t ion  (B-17) can  be  s t u d i e d  i n  t h e  same manner as i n  Example 4 - 2 ,  
and s imi la r  i n f o r m a t i o n  can  b e  ob ta ined .  
T h i s  s e c t i o n  h a s  p r e s e n t e d  a n  approach t o  compl i ca t ed  n o n l i n e a r  
sys t ems  which a l l o w s  some in fo rma t ion  t o  b e  de t e rmined  about  t h e  
s t a b i l i t y  r e g i o n  a t  t h e  o p e r a t i n g  par t  o f  t h a t  system. As can b e  s e e n  
from t h e  d i s c u s s i o n  o f  (B-151, t h e  r e s u l t s  are ve ry  c o n s e r v a t i v e .  
However, s i n c e  t h e  o r i g i n a l  e q u a t i o n s  a r e  n o n l i n e a r  w i t h  c ros s -coup l ing ,  
a s u i t a b l e  Liapunov f u n c t i o n ,  which would g i v e  b e t t e r  r e s u l t s ,  i s  n o t  
known. 
Appendix C 
SOME CONSIDERATIONS I N  THE PARALLEL ACTUATOR PROBLEM 
T h i s  s e c t i o n  c o n t a i n s  a b r i e f  d i s c u s s i o n  o f  some o f  t h e  q u a l i t a t i v e  
a s p e c t s  o f  o p e r a t i n g  d e v i c e s ,  such  a s  pumps, i n  para l le l .  The d i s c u s s i o n  
r e q u i r e s  u s i n g  t h e  t h e o r e t i c a l  concept  of c o n t r o l l a b i l i t y  and looki i ig  
a t  some of i t s  p r a c t i c a l  i m p l i c a t i o n s .  
A s y s t e m  i s  comple t e ly  c o n t r o l l a b l e  i f  e v e r y  d e s i r e d  t r a n s i t i o n  of 
t h e  s y s t e m ' s  s t a t e  can be e f f e c t e d  i n  f i n i t e  time by some u n c o n s t r a i n e d  
c o n t r o l  i n p u t s .  Ma themat i ca l ly ,  this concept  r educes  t o  t h e  l i n e a r  
indepencence of c e r t a i n  scalar  o r  v e c t o r  t i m e  f u n c t i o n s .  The mathe- 
matical d e t a i l s  are  n o t  gone i n t o  here, b u t  t hey  are c o n t a i n e d  i n  t h e  
p a p e r  by K r e i n d l e r  and S a r a c h i k  (1964) .  
The s i m p l e s t  example of a system which i s  n o t  comple t e ly  c o n t r o l -  
l a b l e  is  shown i n  F i g .  1 2 ,  where tlie s t a t e  x can  be c o n t r o l l e d  o n l y  
a l o n g  ( o r  pa ra l l e l  t o )  t h e  l i n e  x 
d i m e n s i o n a l  s t a t e  s p a c e .  K r e i n d l e r  and S a r a c h i k  con tend  t h a t  t h i s  does 
n o t  matter i f  one is o n l y  i n t e r e s t 2 3  Ln t h e  c o n t r o l  of t h e  o u t p u t  y .  
However, i n  t h e  p r a c t i c a l  u s e  there a r e  d e f i n i t e  l i m i t s  on t h e  v a l u e s  
t h a t  x and x can a t t a i n ,  T h e r e f o r e ,  i f  t hey  are n o t  c o n t r o l l e d ,  t h e n  
t h e  o u t p u t  v i  t h e  system niay a l s o  become u n c o n t r o l l a b l e .  
- 
= x2 ,  r a t h e r  t han  i n  t h e  whole two- 1 
1 2 
I n  t h e  case of a c t u a t o r s  such as pumps o p e r a t i n g  i n  parallel, 
similar problems e x i s t .  However, i n  the c a s e  of pumps, t h e r e  i s  even 
t h e  p o s s i b i l i t y  of one pump getting t o  t h 2  p o i n t  where t h e  f low i s  
a c t u a l l y  g o i n g  backwards through t h e  pump. I n  t h a t  case a c i r c u l a t i n g  
f l o w  i s  set  up th rough  t h e  two pumps a s  shown i n  F i g .  13. 
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F i g .  1 2  Sys tem Nhich Is K o t  Comple t e ly  S t a t e  C o n t r o l l e d  
F ig .  1 3  C i r c u l a t i n g  Flow i n  Pa ra l l e l  Pump O p e r a t i o n  
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‘T i l e  solution to this problem is to f e e d  back information as to 
the actual output and tne output of each pump in such a manner as to 
keep b o t h  pumps pumping t h e i r  sliare. C o n s i d e r  f o r  example Fig. 14 as 
a possible configuration, The stability o E  the type of systems given 
in Fig. 14 is discussed in Chapter 5 with section 5-4 being especially 
pertinent. 
-TILFLow DESIRED FLOW rn PUMP I 
RESERVOIR L__q 
F i g .  14 Parallel Pumps w i t h  Feedback 
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