Introduction {#Sec1}
============

Fragility fractures represent a major concern in the modern Western society, with both fracture incidence and associated economic burden continuously increasing (Burge et al. [@CR4]). The majority of low-energy trauma fractures can be ascribed to bone weakness due to osteoporosis (Johnell and Kanis [@CR17]). While pharmacological treatments can increase the strength of osteoporotic bone and reduce the risk of fracture (Kanis et al. [@CR20]), the identification of the subjects at high risk of fracture remains an issue. The methods currently adopted in the clinical practice are based on the measurement of bone mineral density (BMD) using dual-energy X-ray absorptiometry (DXA), often complemented by epidemiological and statistical parameters (Kanis et al. [@CR19]; Cummings et al. [@CR7]). These methods are limited in their ability to accurately diagnose osteoporosis \[30% false negatives (Järvinen et al. [@CR16], [@CR15])\], with the epidemiological and statistical tools often not being general enough, due to their ethnic specificity (Watts et al. [@CR38]; Lekamwasam [@CR22]; Silverman and Calderon [@CR32]).

Subject-specific finite element (FE) models have the potential to improve the accuracy of fracture risk predictions by providing an accurate estimate for bone strength, together with a comprehensive and local characterization of the mechanical response of bone under different loading conditions. Although FE models can predict femoral strength more closely, as compared to BMD based on DXA images (Cody et al. [@CR6]), they are still not used in the clinics to predict fracture risk. One reason for this is that the majority of the proposed FE modelling techniques is based on computed tomography (CT) datasets. When compared with DXA, CT has higher operational cost and provides a higher radiation dose to the patients (Kanis [@CR18]; Engelke et al. [@CR9]). Subject-specific FE models from DXA images would overcome this issue, enabling also the possibility of conducting clinical trials in parallel with the current diagnostics. When building FE models from DXA images, the two main approaches are: (1) construction of two-dimensional FE models using the planar image provided by the DXA instrument (Op Den Buijs and Dragomir-Daescu [@CR26]; MacNeil et al. [@CR24]; Sarkalkan et al. [@CR28]; Yang et al. [@CR41]; Dall'Ara et al. [@CR8]), and (2) use of statistical tools (most often based on principal component analysis, PCA) to reconstruct the 3D shape and BMD distribution from a planar DXA image and use the reconstructed information to perform a 3D FE analysis (Langton et al. [@CR21]; Whitmarsh et al. [@CR40]; Väänänen et al. [@CR35]). Two-dimensional FE models based on DXA may accurately predict femoral strength (Yang et al. [@CR41]; Dall'Ara et al. [@CR8]), but cannot overcome the limitations inherent to their two-dimensional nature, such as the inability to test the bone in out-of-plane direction or to localize the point where the fracture originates. The 3D shape and BMD reconstruction from a 2D image using statistical tools has the potential to overcome these issues. The accuracy in the reconstruction of both shape and BMD has reached remarkable levels \[average shape reconstruction error 1.4 mm, mean absolute difference of the reconstructed volumetric BMD $\documentclass[12pt]{minimal}
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However, to the authors' best knowledge, no 3D FE models obtained from statistical reconstruction of a DXA image have been confirmed to accurately predict the mechanical behaviour of human femora, and ultimately, the bone strength (Sarkalkan et al. [@CR29]; Castro-Mateos et al. [@CR5]). Bryan et al. ([@CR3]) used a statistical model to generate 1000 realistic femur anatomies and estimate their fracture risk in a configuration resembling a postero-lateral fall. However, the generated models used material properties from CT data, and no direct validation could be provided, since the models were randomly generated. Whitmarsh et al. ([@CR39]) used a statistical reconstruction of shape and BMD from DXA images to discriminate hip fracture cases. The contribution of the reconstructed models was restricted to the extraction of three-dimensional anatomical shape and density parameters. These were used as additional risk factors to improve the accuracy of the discrimination. Thus, no actual FE analyses of the mechanical behaviour of the reconstructed models were performed. Grassi et al. ([@CR10]) evaluated the ability of PCA-based finite element models to predict the mechanical behaviour of 8 human femora. A high correlation was found between the strains predicted by the reconstructed PCA-based models and those measured during analogous experimental tests on the same specimens. However, the PCA-based models were reconstructed against 3D CT data, and no validation of femoral strength was provided. Thevenot et al. ([@CR34]) proposed a specific method to construct 3D FE models of proximal femora from a single radiograph, using a shape template and a set of geometrical parameters that were measured from the radiograph. The models were used to predict femoral strength on 21 samples in a condition resembling a fall to the side, showing a promising accuracy (coefficient of determination $\documentclass[12pt]{minimal}
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                \begin{document}$$=$$\end{document}$ 543 N). The material properties for the models were estimated based on the CT-based values of the training set bones and a homogeneity index derived from the radiograph. Therefore, the subject-specific BMD distribution was not taken into account, which can be a limitation when samples with BMD significantly different from that of the seven bones of the training set are examined. Recently, Bonaretti et al. ([@CR2]) created statistical models of shape and appearance using both an image-based approach (i.e. the result of the reconstruction is a volumetric image) and a mesh-based approach (i.e. a FE-ready mesh is reconstructed and used to store the shape and appearance information in the statistical model), and their strain predictions were compared to those of FE models built from segmentation of the original CT images. Both image-based and mesh-based approaches predicted similar principal strains when compared to the CT-based models, but with the mesh-based approach being more compact (i.e. requiring less modes of variation to provide an accurate reconstruction) and significantly less computationally intensive. The study concluded that image-based approaches were preferred, since some severely distorted elements were found when using the mesh-based approach. However, element distortion can be mitigated by using a mesh relaxation algorithm and by implementing a modified cost function for bone reconstruction (Väänänen et al. [@CR35]).

Recently, our group presented a mesh-based statistical shape and appearance model (SSAM) to reconstruct shape and BMD of a proximal femur from a single DXA image (Väänänen et al. [@CR35]), as well as a subject-specific FE modelling procedure from CT scans to predict strain and strength of human proximal femora (Grassi et al. [@CR12]). The latter study was validated against a set of full-field experimental measurements collected using digital image correlation (DIC) (Grassi et al. [@CR11]). In the present study, subsequently, we aimed at evaluating the ability of a SSAM-based FE model to accurately predict strains and strength in human femora. The results were validated against experimental DIC data and compared to the performance of analogous CT-based FE model.

Material and methods {#Sec2}
====================

Materials {#Sec3}
---------

Three male cadaver human femora, harvested fresh at Kuopio University Hospital, Finland (ethical permission 5783/2004/044/07), were used for this study. Height, weight, sex, BMD at the femoral neck, and age at death are presented in Table [1](#Tab1){ref-type="table"}. None of the donors had any reported musculoskeletal disease. The specimens were scanned both with CT (Somatom Definition AS64, Siemens AG, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$0.4 \times 0.4 \times 0.6$$\end{document}$ mm voxel size) and with two DXA devices (Lunar Prodigy and Lunar iDXA, GE Healthcare, pixel size $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$1.05 \times 0.60$$\end{document}$ mm and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$0.25 \times 0.3$$\end{document}$ mm, respectively). For all specimens, experimental strain measurements were obtained from mechanical tests performed up to fracture in a configuration resembling single leg stance. The force versus displacement curves were acquired from the loading device, while the full-field strain distribution was acquired using DIC (Grassi et al. [@CR11]).

Creation of the models {#Sec4}
----------------------

The SSAM has been thoroughly described earlier (Väänänen et al. [@CR35]) and is only briefly summarized here. A training set of 34 proximal femur anatomies was retrieved (Finnish population, 13 right and 21 left, 30 men and 4 women, age $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$50 \pm 16$$\end{document}$ years old, age range 18--82). The samples were segmented, and their average shape was calculated. A template mesh of the average shape was generated (1.6 million tetrahedral elements, Hypermesh 11.0, Altair Engineering, Inc.) and morphed over the shape of each bone in the training set. A MATLAB (The Mathworks, Inc.) re-implementation of Bonemat_V2 (Taddei et al. [@CR33]; Venäläinen et al. [@CR36]) was used to map bone density (as obtained via calibration of the CT images using a dipotassium phosphate phantom, model 3CT, Mindways, Inc.) over each morphed mesh based on the underlying calibrated CT values. The SSAM was created by performing the singular value decomposition of a matrix containing the nodal coordinates of each morphed tetrahedral mesh and the density values for each element, arranged columnwise. The reconstruction of a femur from its 2D image was performed by using a genetic algorithm to register the SSAM to the 2D reference image. A digital reconstructed radiography (DRR) was generated at each iteration round by projecting the SSAM instance onto the coronal plane. The cost function of the genetic algorithm was given by the sum of three components: the sum of absolute difference of the areal BMD between DRR and the 2D reference image, the mesh quality of the instance (Liu and Joe [@CR23]), and the anatomical positioning. For each of the present samples, the reconstruction was performed using three different 2D reference images, namely 2D projection of the CT image along the antero-posterior plane (hereafter referred to as CTproj, created to represent the optimum in terms of signal-to-noise ratio), the DXA image obtained with Lunar Prodigy (lower resolution, hereafter referred to as Prodigy), and the DXA image obtained with Lunar iDXA (higher resolution, hereafter referred to as iDXA).

The CT-based FE modelling procedure has also been previously described in detail (Grassi et al. [@CR12]). Briefly, the femur geometry was retrieved through semi-automatic segmentation of the CT images. The geometry was converted to non-uniform rational B-splines and meshed ($\documentclass[12pt]{minimal}
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                \begin{document}$$\sim $$\end{document}$100 k elements, Hypermesh v13.0). Inhomogeneous isotropic Young's moduli were assigned using Bonemat_V3 (Taddei et al. [@CR33]): first, the calibrated Hounsfield units were converted to equivalent radiological density of dipotassium phosphate using a calibration phantom (model 3CT, Mindways, Inc.). Next, a set of empirical relationships linked the equivalent radiological density to the modulus of elasticity (Schileo et al. [@CR30]), and the modulus for each finite element was obtained by numerical integration over the element volume.

The CT-based FE modelling procedure was combined with the SSAM and the reconstruction algorithm to build subject-specific FE models from a single DXA image. For each sample, three different reference images were used for reconstruction (CTproj, iDXA, and Prodigy). Three different models were built for each of the three samples (\#1, \#2, and \#3), and for each of the three reference images used for reconstruction:*SSAM--BMD* models: these models were obtained using the CT-based geometry (considered as the true bone shape) and the bone density as estimated from the SSAM-based reconstruction of the DXA image.*SSAM-shape* models: obtained using the estimated bone geometry as reconstructed by registering the SSAM on the DXA image and the bone density from calibrated CT values (considered as the true bone density distribution).*SSAM-shape* and *BMD* models: these models were obtained using both the estimated geometry and the estimated bone density as reconstructed by registering the SSAM on the DXA image.The rationale behind these three models was to evaluate the individual effects of each step in the shape (*SSAM-shape* models) and BMD reconstruction (*SSAM--BMD* models) on the final accuracy obtained by models implementing both shape and BMD as reconstructed by registering the SSAM on the DXA image (*SSAM-shape* and *BMD* models).

The *SSAM--BMD* models were created as follows: the CT-based FE meshes used in Grassi et al. ([@CR12]) were retrieved, and the bone density distribution was mapped based on the reconstructed BMD obtained by registration of the SSAM on the DXA image. Therefore, the model obtained by registering the SSAM on the DXA image (hereafter referred to as SSAM-based mesh) was first registered and then morphed to the CT-based geometry. The BMD in the SSAM-based mesh was presented as a three-dimensional step function according to the element borders. Then, the BMD was captured into the target CT-based mesh by integrating the function over each element in the target mesh. As a result, the density at each element was given by the average of the densities in the SSAM-based mesh, weighted by the volume of intersection between the element itself with each element of the SSAM-based mesh. Young's moduli were retrieved from density values using the same density--elasticity relationship as adopted for CT-based FE models. After the mapping, a two-step compensation process was applied, where: (1) the modulus of elasticity of the surface elements was derived as the maximum between the mapped value and the moduli of the neighbouring elements that were not surface elements as well, and (2) the allowed maximum modulus of elasticity for the model was set to 22 GPa (Bayraktar et al. [@CR1]), while the minimum modulus of elasticity for the surface elements was set to 5 GPa \[assuming very thin cortex and consequently a Young's modulus corresponding to that of the underlying trabecular bone (Rho et al. [@CR27])\]. The whole registration, warping, and density mapping procedure were implemented in MATLAB.

The *SSAM-shape* models were created by taking the geometry of the SSAM-based mesh. The geometry was meshed using Hypermesh (v14.0, Altair, Inc.), using the same parameters adopted in Grassi et al. ([@CR12]) (element size 1.5 mm on the femoral neck, 2 mm elsewhere, $\documentclass[12pt]{minimal}
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                \begin{document}$$\sim $$\end{document}$100 k tetrahedral elements). The mesh was then registered to the CT reference system, and the bone density values were assigned based on the underlying CT values using Bonemat_V3 (Taddei et al. [@CR33]). The geometry of the SSAM-based mesh included a smaller portion of the bone than the femoral segment imaged with CT. In order to create *SSAM-shape* models with the same length as that of the CT-based models, the missing distal part of the shaft and the epoxy pot from the CT-based models were connected to the model using tie connections in Abaqus (v2016, Dassault Systèmes). These procedures were implemented in MATLAB. An example of the model is shown in Fig. [1](#Fig1){ref-type="fig"}.Fig. 1Schematic of the generation of the FE models implementing the SSAM-based shape (*SSAM-shape* and *SSAM-shape* and *BMD* models): the model produced by the SSAM-based reconstruction (depicted in *blue*, *left side*) presents a shorter shaft than the actual sample, as reconstructed by segmentation of the its CT scan (CT-based model depicted in *green*, *left side*). In order to test the SSAM-shape-based models while keeping the exact same boundary conditions as in the experiments (Grassi et al. [@CR10], [@CR11]) and in the CT-based FE models (Grassi et al. [@CR12]), the most distal part of the CT-based FE model was added to the SSAM-based FE model and connected to it using tie constraints (Abaqus v2016, Dassault Systèmes). The distal cut region of the SSAM-based FE model (*yellow points*) was thus rigidly connected to the cutting region of the CT-based FE model (*red points*)

The *SSAM-shape* and *BMD* models were created by taking the shape of the reconstructed SSAM-based models, analogously to what described for the *SSAM-shape* models, as well as including the bone density from the reconstructed SSAM-based models, using the procedure described for the *SSAM--BMD* models.

Performance comparison {#Sec5}
----------------------

In order to evaluate the performance of each of the models created, identical boundary conditions to those in the experiments (Grassi et al. [@CR11]) and in the CT-based FE models (Grassi et al. [@CR12]) were applied. The ability of the models to predict the mechanical behaviour of bone was then evaluated both in terms of strain prediction accuracy and of ability to predict femoral strength.

To assess the strain prediction accuracy, a force equal to four times the body weight (BW) of the subject was applied onto the femoral head, equally distributed among the 10 most superior nodes on the surface. The principal strain patterns were then obtained and compared to principal strains measured experimentally with DIC. To do this, the DIC cloud was registered over the FE model using an iterative closest point algorithm. When the model had its shape retrieved from SSAM reconstruction (*SSAM-shape* and *SSAM-shape* & *BMD* models), a point-to-surface projection of the DIC points over the FE model was performed. For each surface element of the FE models, the smallest sphere circumscribing it was calculated. All DIC data within that sphere were averaged, and the obtained experimental value was compared to the FE element strain. A robust regression analysis with bi-square weighting function of the major and minor principal strain magnitudes was finally performed. The coefficient of determination, slope, intercept, normalized root- mean-square error (NRMSE) and maximum error were reported for each robust regression. The same accuracy parameters obtained earlier by the CT-based FE models (Grassi et al. [@CR12]) are also reported to allow for a comparison between the proposed SSAM-based models and the state of the art.

The error in the shape reconstruction was also assessed. The distance between the nodes of the *SSAM-shape* models and the surface of the CT-based models was calculated. In addition, the volumetric difference between the *SSAM-shape* and CT-based models was calculated, limited to the femoral neck region.

A robust regression analysis of the experimental versus predicted principal strains was also performed considering only the femoral neck region, for all models and reference images, and the accuracy parameters are compared to those obtained by CT-based FE models in the same anatomical region (data retrieved and processed from Grassi et al. [@CR12]).Fig. 2Diagram showing the material model implemented to predict femoral strength, as proposed first in Grassi et al. ([@CR12]). Each element is assigned a modulus of elasticity which applies for the reference strain rate \[5000 $\documentclass[12pt]{minimal}
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                \begin{document}$$\upmu \upvarepsilon $$\end{document}$/s, consistently with the strain rate used to experimentally obtain the density--elasticity relationships (Morgan et al. [@CR25]) and yield limit values (Bayraktar et al. [@CR1]) used in this model\]. The strain rate was then constantly updated for each element during the simulation and its modulus of elasticity according to relationship for $\documentclass[12pt]{minimal}
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                \begin{document}$$0.55*E({\dot{\epsilon }})$$\end{document}$, and the simulation proceeded. The simulation was stopped when the first surface element reached the failed state, and the applied force at that stage taken as the predicted femoral strength

To validate femoral strength prediction, a rate-dependent material model, with different strain limit values for yield and failure, was used (Grassi et al. [@CR12]). The material model and failure criterion are depicted in Fig. [2](#Fig2){ref-type="fig"}. The FE analyses were conducted in displacement control with consecutive 0.05 mm increments. The sum of the reaction forces at the increment where the first element of the model failed was calculated to indicate the predicted femoral strength. The simulation time was adjusted to provide a displacement rate of 15 mm/s, identical to the value used in the experimental mechanical tests. The predicted and experimental femoral strength data were compared in terms of relative error and standard error of the estimate (SEE). Again, the accuracy of the strength prediction achieved by CT-based FE models (Grassi et al. [@CR12]) was presented to enable immediate comparison.

Results {#Sec6}
=======

The results of the robust regression analyses for the principal strains predicted at 4 BW are reported in Fig. [3](#Fig3){ref-type="fig"} for the three bones pooled of the *SSAM--BMD*, *SSAM-shape*, and *SSAM-shape* and *BMD* models. The coefficient of determination ($\documentclass[12pt]{minimal}
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                \begin{document}$${R}^{2})$$\end{document}$ was always greater than 0.83, while the slope was within ±10% from unity for all but two cases (SSAM-shape models from Prodigy images, and *SSAM-shape* and *BMD* models from iDXA images). The coefficient of determination was consistently higher for the models using the CT projection for the reconstruction, followed by those using Prodigy images. The models based on the use of iDXA images showed the lowest values. For comparison, the analogous robust regression analysis for the CT-based models (Grassi et al. [@CR12]) when the data on three bones were pooled provided an $\documentclass[12pt]{minimal}
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                \begin{document}$$\hbox {NRMSE} = 9\%$$\end{document}$, with a maximum estimation error of 65%.Fig. 3Prediction accuracy for the major and minor principal strains for *SSAM--BMD* (*first column*), *SSAM-shape* (*second column*), and *SSAM-shape* and *BMD* (*third column*) models of the three bones pooled together. From *top* to *bottom*, the accuracy results are plotted for the models using CT projection, iDXA, and Prodigy images for the SSAM-based reconstructions Table 2Prediction accuracy for the major and minor principal strains for *SSAM--BMD* models of the three bones taken individuallyBone \#1Bone \#2Bone \#3CTprojiDXAProdigyCTprojiDXAProdigyCTprojiDXAProdigy*SSAM--BMD*$\documentclass[12pt]{minimal}
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                \begin{document}$${{\upmu }{\upvarepsilon }}$$\end{document}$)14417479NRMSE10%11%11%Max error%46%59%83%For each bone, the accuracy obtained using the three different 2D reference images (CT projection, iDXA, and Prodigy) for the SSAM-based reconstruction is reported. The accuracy parameters reported by Grassi et al. ([@CR12]) for the CT-based models were also reported in the last row to allow for an easy comparison

The individual validation of the single bones demonstrated a coefficient of determination greater than 0.79 for all cases and a NRMSE always below 20%, as shown in Table [2](#Tab2){ref-type="table"} for the *SSAM--BMD*, *SSAM-shape*, and *SSAM-shape* & *BMD* models. The slope was generally close to unity, with a few exceptions: the slope was underestimated by 14--26% for the *SSAM-shape* and *BMD* models using iDXA images for the reconstruction. On the other hand, the slope of SSAM-shape models for bone \#3 was overestimated by 22% and 23% when using iDXA and Prodigy images for reconstruction, respectively. The previous results of the analogous individual validations for the CT-based FE models in Grassi et al. ([@CR12]) are also reported in Table [2](#Tab2){ref-type="table"}.Fig. 4Error in the shape reconstruction for the three different femora (from *left* to *right*, bone \#1, \#2, and \#3) and the different types of images (from *top* to *bottom*, CT projection, iDXA, and Prodigy) used for the SSAM-based reconstruction Table 3Relative change between the volume of the femoral neck of the *SSAM-shape* models and the CT-based models (here considered as the true value), for the three different types of 2D reference image (CT projection, iDXA, and Prodigy)Bone \#1 (%)Bone \#2 (%)Bone \#3 (%)CTproj9109iDXA1913$\documentclass[12pt]{minimal}
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The shape reconstructions performed over CTproj evidenced a higher accuracy in boundary recovery than those based on iDXA and Prodigy images (Fig. [4](#Fig4){ref-type="fig"}). Higher reconstruction errors were generally localized in regions with negligible contribution to the mechanical behaviour of femora, such as the tip of the greater trochanter. The volumetric difference at the femoral neck, calculated between the *SSAM-shape* and CT-based models (Table [3](#Tab3){ref-type="table"}), highlighted the reconstruction error in a region with crucial mechanical contribution under the single leg stance configuration.

The results of the robust regression analyses performed considering only the femoral neck region are reported in Table [4](#Tab4){ref-type="table"} for the three bones pooled as well as for the individual bones. The coefficient of determination for the individual validations for the neck region was always greater than 0.73, with a NRMSE below 29%, with the *SSAM-shape* and *BMD* models providing $\documentclass[12pt]{minimal}
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Due to a technical problem during the mechanical test, the femoral strength could not be validated for bone \#3 (please see Grassi et al. [@CR12]). The SEE for the *SSAM-shape* and *BMD* models (pooling the models from the three 2D reference images) was 1215 N (Table [5](#Tab5){ref-type="table"}). Typically, more accurate strength estimations were obtained when using CTproj data as the 2D reference image (SEE $\documentclass[12pt]{minimal}
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Discussion {#Sec7}
==========

This study posed the main question of how accurately a 3D FE model reconstructed from a single DXA image and a SSAM could predict tissue strains and strength of proximal femur. The gold standard method, CT-based 3D FE model, was applied as a reference. To properly answer this question, it is necessary to understand the relative contribution of the different factors (bone shape, BMD distribution, local reconstruction errors, etc.) to the prediction accuracy. To this aim, three different models were built, implementing the reconstructed bone shape only (*SSAM-shape* models), the reconstructed BMD distribution only (*SSAM--BMD* models), and the combination of these two (*SSAM-shape* and *BMD* models).

The *SSAM-shape* and *BMD* models predicted strains with high accuracy ($\documentclass[12pt]{minimal}
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                \begin{document}$$\hbox {NRMSE} < 15\%$$\end{document}$ for the individual bone validations, Table [2](#Tab2){ref-type="table"}), when validated against thousands of experimental strain measurements per bone collected with DIC. CT-based FE models obtained a coefficient of determination of 0.94, with a NRMSE of 9% for the same set of samples and experimental data (Grassi et al. [@CR12]). Our present results on accuracy were only slightly lower. Nevertheless, *SSAM-shape* and *BMD* models reconstructed using iDXA significantly underestimated the strain levels (slope of the robust linear regression $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$=$$\end{document}$ 0.78). The inaccuracy was mostly related to bones \#1 and \#2 (*SSAM-shape* and *BMD* models from iDXA, Table [2](#Tab2){ref-type="table"}). By implementing only the shape and only the BMD from the SSAM reconstruction, we can explain how the strain underestimation occurred for these two cases. When implementing only *SSAM--BMD* (*SSAM--BMD* models from iDXA, Table [2](#Tab2){ref-type="table"}) and *SSAM-shape* (*SSAM-shape* models from iDXA, Table [2](#Tab2){ref-type="table"}), both samples exhibited a slope close to unity. However, due to the shape reconstruction error, the volume in the femoral neck region was overestimated by 13--19% (iDXA values, Fig. [4](#Fig4){ref-type="fig"}; Table [3](#Tab3){ref-type="table"}). Therefore, a correct reconstruction of the material properties was associated with a femoral neck that was 13--19% bigger in volume than the CT-based one, which led to a stiffer femoral neck and ultimately underestimated the principal strains for the iDXA cases. This reveals that the accuracy in the shape reconstruction from SSAM models should be evaluated not only in terms of the absolute point-to-surface distance, but also in terms of the capacity to preserve the actual volumes of the different anatomical compartments (femoral neck first, but also femoral head, and shaft).

The accuracy of the strain prediction decreased slightly when only the femoral neck region was considered ($\documentclass[12pt]{minimal}
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                \begin{document}$${R}^{2} = 0.91$$\end{document}$ for the three bones pooled, Table [4](#Tab4){ref-type="table"}). When looking at the individual validations in the femoral neck region, the accuracy of the strain prediction for the SSAM-based models seems again to follow the accuracy of the point-to-surface reconstruction error (Fig. [4](#Fig4){ref-type="fig"}) and of the volumetric difference (Table [3](#Tab3){ref-type="table"}). This trend further stresses the importance of an accurate reconstruction of both shape and BMD distribution in regions particularly prone to fracture, such as the femoral neck.

The *SSAM-shape* and *BMD* models predicted femoral strength with a SEE of 1215 N and a maximum absolute relative error of 24% (Table [5](#Tab5){ref-type="table"}). The CT-based models predicted femoral strength with a SEE of 155 N and a maximum absolute relative error of 1.5% for the same set of data (Grassi et al. [@CR12]). The accuracy data on femoral strength (Table [5](#Tab5){ref-type="table"}) were scattered. Typically, femoral strength was predicted with high accuracy, but also some outliers with lower accuracy were found in the data. At least two main trends were observed, namely (1) the models built using CTproj as 2D reference image were more accurate than those built with iDXA and Prodigy. This was expected, since CTproj data had a higher signal-to-noise ratio than DXA images and represented an ideal reference image (although of no practical use, since a CT scan is needed). The comparison of the accuracy between CTproj and the two DXA images thus provides an estimation of the effect of image noise on the accuracy of the reconstruction. Interestingly, the different spatial resolution between iDXA (pixel size $\documentclass[12pt]{minimal}
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                \begin{document}$$1.05 \times 0.6$$\end{document}$ mm) was not found to affect the accuracy of the SSAM-based models. (2) The *SSAM--BMD* models had a higher SEE than the *SSAM-shape* models. This evidence suggested that the error in the reconstruction of BMD, and consequently of the material properties, influenced the outcome more than the error in the shape reconstruction. Consistent to this finding, Bonaretti et al. ([@CR2]) found that the mesh-based SSAM reconstructions (like the one used in this study) are less accurate than the image-based SSAM reconstructions in estimating the original bone density distribution. This was also consequent to the fact that a strain-based criterion, thus strongly dependent on the correctly estimated value for modulus of elasticity, was adopted for the calculation of femoral strength.

This is, to our best knowledge, the first study evaluating the ability of a FE model built from a statistical-based reconstruction to predict strains and femoral strength of human proximal femora anatomies against direct ex vivo measurements. A validation in terms of strain prediction accuracy was already proposed (Grassi et al. [@CR10]). However, the femoral strength was not evaluated and, more importantly, the PCA-based reconstruction was performed over the 3D CT data (Grassi et al. [@CR10]). This limited the applicability of the study to the reconstruction of synthetic anatomies aimed at exploring the effects of anatomical variability. In the present study, the FE models were reconstructed from two-dimensional reference images, thus making them suitable for subject-specific estimation of fracture risk. Earlier, Thevenot et al. ([@CR34]) validated their models in terms of femoral strength and reported a SEE of 543 N, a lower value than the SEE reported in the present study (SEE $\documentclass[12pt]{minimal}
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                \begin{document}$$=$$\end{document}$ 1215 N, Table [5](#Tab5){ref-type="table"}). However, the present samples were tested in a configuration resembling single leg stance. They were fractured at an average load of 10,620 N. Thevenot et al. tested their samples in an experimental configuration resembling a fall to the side, with a much lower fracture load \[average 3188 N, as extrapolated by digitalization of data from Figure 4 in Thevenot et al. ([@CR34])\]. The present higher SEE is therefore consistent with the fracture load being three times higher than that found by Thevenot et al. In terms of relative error, the maximum absolute relative error in the prediction of femoral strength was 24% in our study, whereas it was 54% in Thevenot et al. \[as extrapolated by digitalization of data from Figure 4 in Thevenot et al. ([@CR34])\].

Other studies have also proposed to use PCA-based models to predict fracture risk (Gregory et al. [@CR13]; Schuler et al. [@CR31]; Whitmarsh et al. [@CR39]). However, those studies used the reconstructed shape and BMD distribution either to obtain three-dimensional anatomical and densitometry measurements that complemented the standard estimation of fracture risk, or to employ the model parameters as features for the classification. The present study, instead, used SSAM-based models to predict femoral strength using a purely mechanistic approach, analogously to how it is done with gold standard CT-based FE models.

The present study is limited by its small sample size, with three proximal human femora tested. However, the accuracy of the adopted SSAM-based method in reconstructing shape and BMD was previously validated using a higher number of samples (Väänänen et al. [@CR35]). As the present focus was on the ability of the reconstructed models to predict strain and femoral strength, only the samples for which full-field strain data from ex vivo mechanical tests were available (Grassi et al. [@CR11]) were used. As another limitation, the adopted SSAM was trained on 34 femoral anatomies (Väänänen et al. [@CR35]). Future works should aim at creating the SSAM using larger training sets, possibly also exploring the definition of different training sets for different population groups as defined by gender and ethnicity.

The combination of the current epidemiological-based estimation of individual fracture risk could be greatly improved by the addition of a mechanistic prediction of the load that a bone can bear without fracturing (Viceconti et al. [@CR37]). When aiming to manage effectively the future challenges related to known increase of musculoskeletal diseases, such as osteoporosis and bone fractures, we are much limited with the existing medical technology. DXA is the current clinical standard to diagnose osteoporosis and ultimately estimate fracture risk. Adoption of CT for this screening is not realistic in a short-term scenario. Therefore, the current study aimed to improve the understanding of how useful the 3D FE models, as reconstructed from a single 2D DXA image, are to predict femoral strength. Based on the present findings, SSAM-based FE models provided a highly accurate representation of the subject-specific bone mechanics in terms of bone strains ($\documentclass[12pt]{minimal}
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                \begin{document}$$=$$\end{document}$ 155 N for the CT-based models). The greater error in femoral strength estimation was mostly due to the presence of a few outliers in the data (Table [5](#Tab5){ref-type="table"}). The present results highlight the potential of SSAM-based FE models to become a tool that provides a mechanistic prediction of fracture risk in a future clinical scenario. While an enlargement of both the population of validated specimens and the population of the SSAM training set is advocated before implementing the proposed SSAM-based approach in clinical trials, the present results could help to tailor future development of SSAM-based reconstructions with the aim to further improve their accuracy towards that of CT-based models.
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