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Abstract
The scene flow describes the motion of each 3D point between two time steps. With the arrival of new depth sensors, as the
Microsoft Kinect, it is now possible to compute scene flow with a single camera, with promising repercussion in a wide range of
computer vision scenarios. We propose a novel method to compute a local scene flow by tracking in a Lucas-Kanade framework.
Scene flow is estimated using a pair of aligned intensity and depth images but rather than computing a dense scene flow as in most
previous methods, we get a set of 3D motion vectors by tracking surface patches. Assuming a 3D local rigidity of the scene, we
propose a rigid translation flow model that allows solving directly for the scene flow by constraining the 3D motion field both in
intensity and depth data. In our experimentation we achieve very encouraging results. Since this approach solves simultaneously
for the 2D tracking and for the scene flow, it can be used for motion analysis in existing 2D tracking based methods or to define
scene flow descriptors.
Keywords: Scene flow, 3D motion estimation, Image tracking, Brightness consistency, Depth data, Locally-rigid motion, Optical
flow, Image warping
1. Introduction
The scene flow corresponds to the 3D motion field of the
scene [1] and since it provides the motion of 3D points, an
accurate estimation of the scene flow can be useful in a wide
variety of applications including navigation, interaction, object
segmentation, motion analysis, tracking, etc.
A current topic of great interest is human activity under-
standing, where video analyzing and interpretation is required
to perform recognition or classification, and the 3D informa-
tion given by the scene flow may be used to provide power-
ful features. However, there is no work that directly computes
scene flow to perform tasks like human action recognition or
gesture classification. Probably, this is due to the fact that most
existing methods require stereo or multi-view camera systems,
which are not always available. Besides, most of these meth-
ods compute a dense scene flow by optimizing a global energy
function, spending a lot of processing time and becoming not
suitable for real time applications. On the other hand, the op-
tical flow that is related with the scene flow projection on the
image plane has been successfully used in human action recog-
nition. Histograms of optical flow are commonly used in state-
of-the-art techniques in action recognition to construct descrip-
tors over spatio-temporal interest points [2, 3, 4] and to extract
2D trajectories by tracking key-points [4, 5, 6]. Furthermore,
since trajectory based methods outperform other state-of-the-
art approaches for action classification [7], it is promising to
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use scene flow to capture motion information by extracting ac-
curate 3D trajectories.
Recently with the arrival of depth cameras, based either on
time-of-flight (ToF) or structured light sensing, it has been pos-
sible to compute scene flow using a pair of registered sequences
of depth and intensity, as recently in [8, 9]. Depth sensors have
decreased system requirements needed to compute the 3D mo-
tion field, opening the door to incorporate scene flow based fea-
tures in common recognition tasks. Some attempts have been
made to include depth data in human action recognition tasks.
For example, a bag of 3D points extracted from the depth data
is used for recognition in [10] while in [11] descriptors ob-
tained by well known techniques [2, 12] were extended with
depth information, outperforming the original methods. Sim-
ilarly, when a depth sensor is available the scene flow can be
inferred from the optical flow by using the depth information.
However, as we show in this paper, even small errors in the
optical flow may generate significant errors in the scene flow
computation. Computing scene flow in this way does not fully
exploit the relation between the intensity and depth informa-
tion. In this work we aim to explore how to simultaneously use
intensity and depth data to compute local scene flow. As a re-
sult, we propose a method that can be used to get accurate 3D
trajectories and define scene flow based descriptors.
One of the main contributions of this paper is the defini-
tion of a pixel motion model that allows the constraint of the
scene flow in the image. Using this motion model and assum-
ing a 3D local rigidity of the scene, we are able to solve for the
scene flow that best explains the observed intensity and depth
data. Therefore, our method combines information of both sen-
sors and simultaneously solve for the scene flow and its projec-
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tion in the image, which we named image flow. This approach
differs from previous scene flow methods using depth sensors,
since they reconstruct the scene flow from the observed optical
flow [8] or by using a large number of hypotheses to explain
the motion of each point in 3D [9], without exploiting the 2D
parameterization. Moreover, unlike other scene flow methods
that suffer from the smoothness constraint brought by 2D pa-
rameterization, we use a 3D local rigidity assumption, which is
approximately real for most of the scenes of interest.
The other contribution of the paper is the formulation of a
local scene flow computation method by extending the Lucas-
Kanade framework [13] to exploit both intensity and depth data.
In this formulation, it is possible to treat with large displace-
ments in a coarse-to-fine procedure. Besides, instead of solving
for a dense scene flow by optimizing a global energy, as most
of previous methods, we solve for a local scene flow that can
be focused over a selected set of key-points. This formulation
is versatile enough to extract accurate 3D trajectories, initial-
ize other methods by computing a dense scene flow, or refine
a estimated 3D motion field over specific points. Unlike previ-
ous scene flow methods our local approach is suitable for real
time applications and its extension to multiple cameras or depth
sensors is straightforward.
1.1. Related work
Scene flow was first introduced by Vedula et al. [1] as the
full 3D motion field in the scene. Most scene flow methods
assume a stereo, or multi-view camera system, in which the
motion and the geometry of the scene are jointly estimated, in
some cases, under a known scene structure. Since optical flow
is (an approximation of) the projection of the 3D motion field
on the camera image plane, an intuitive way to compute scene
flow is to reconstruct it from the optical flow measured in a
multi-view camera system, as proposed by Vedula et al. [14],
or including a simultaneously structure estimation as Zhang and
Kambhamettu [15]. However, it is difficult to recover a scene
flow compatible with several observed optical flows that may
be contradictory.
The most common approach for estimating scene flow is to
perform an optimization on a global energy function, includ-
ing photometric constraints and some regularization. Some au-
thors introduce constraints of a full calibrated stereo structure
[16, 17, 18, 19, 20]. Wedel et al. [17] enforce consistency on
the stereo and motion solution but they decouple the disparity
at the first time step without exploiting the spatio-temporal in-
formation. To overcome this limitation, simultaneous solution
of the scene flow and structure was proposed. Huguet and De-
vernay [18] simultaneously compute the optical flow field and
two disparities maps, while Valgaerts et al. [21] assume that
only the camera intrinsics are known and they show that scene
flow and the stereo structure can be simultaneously estimated.
All these methods suffer from the smoothness constraints
brought by 2D parametrization. Basha et al. [19] improve
the estimation by formulating the problem as a point cloud in
3D space and the scene flow is regularized using total varia-
tion (TV). Recently, Vogel et al. [20] regularize the problem
by encouraging a locally rigid 3D motion field, outperforming
TV regularization. Furthermore, other methods simultaneously
solve the 3D surface and motion [22, 23]. Another possibility
is to work in the scene domain, and to track 3D points or sur-
face elements [24, 25]. Carceroni and Kutulakos [24] model the
scene as a set of surfels but it requires a well-controlled light-
ing and acquisition setup, and because its complexity the scene
flow solution is only suitable in a limited volume. Rather than
computing a dense scene flow, Devernay et al. [24] directly get
a set of 3D trajectories from which the scene flow is derived.
However, this method suffers from drifts problems and its pro-
posed point visibility handling is a difficult task.
When a depth camera is available, the sensor provides struc-
ture information and surface estimation is not needed. Spies et
al. [26] estimate the scene flow by solving for the optical flow
and range flow. Lukins and Fisher [27] extend this approach to
multiple color channels and one aligned depth image. In these
approaches the 3D motion field is computed by constraining
the flow in intensity and depth images of an orthographically
captured surface, so that, the range flow is not used to support
the optical flow computation. Letouzey et al. [8] directly es-
timate the 3D motion field using photometric constraints and a
global regularization term without fully exploiting the informa-
tion given by the depth sensor. Recently, Hadfield and Bowden
[9] estimate the scene flow by modeling moving points in 3D
using a particle filter, reducing the over-smoothing caused by
global regularization. However, this method requires a lot of
computational time since a large number of motion hypotheses
must be generated and tested for each 3D point.
1.2. Our approach
Similar to [8, 9], we estimate the scene flow using a pair of
aligned intensity and depth sequences. Although, rather than
computing a dense scene flow we get a set of 3D motions by
tracking in the image domain using a coarse-to-fine procedure.
The work in this paper is inspired by that of Devernay et al.
[25], in which a sparse scene flow is derived from 3D trajecto-
ries using several cameras. In our approach, instead of tracking
3D points we use a Lucas-Kanade framework [13] to solve for
a local scene flow using constraints in intensity and depth data.
Previous works [26, 27] solve at the same time for the opti-
cal flow and range flow assuming an orthographic camera, how-
ever, under this approach the estimated depth velocity can not
be included to constraint the optical flow computation. Instead,
we directly compute a local scene flow by tracking small sur-
face patches in intensity and depth data. As in [20], we assume
that the scene is composed of independently, but rigidly, mov-
ing 3D parts avoiding the use of smoothness constraints in 2D.
Thus, considering a 3D local rigidity of the scene, we model
the image flow induced by the surface motion by using a rigid
translation flow model. This model allows the constraint of the
3D motion field in the image domain. In this way we are able to
solve for the scene flow that best explains the observed intensity
and depth data for each interest region on the image.
Previous Lucas-Kanade methods use a 2D warping [13].
Unlike them, we model the image flow as a function of the 3D
motion vector with help from a depth sensor, improving the
accuracy of the optical flow and solving directly for the scene
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flow. Besides, without expecting a planar surface patch as in
surfels based techniques [24, 25], this motion model allows the
constraint of scene flow in intensity and depth images. In order
to treat with large displacement the scene flow can be propa-
gated in a coarse-to-fine strategy.
Incorporating depth data our approach improves tracking
precision in the image domain that allows at the same time the
computation of the scene flow. Because we solve directly for
the scene flow by performing tracking in the image domain,
this method can be directly used to extract accurate 2D or 3D
trajectories, initialize/refine other scene flow methods or define
scene flow based descriptors for motion analysis.
1.3. Paper structure
The remainder of this paper is organized as follows. We
begin in Section 2 with the definition of a motion model that
allows the constraint of the 3D motion vector in the image do-
main. In Section 3 we describe how this motion model can be
used, in a Lucas-Kanade framework, to solve for the local scene
flow using constraints from the intensity data. In Section 4, we
extend this formulation to include constraints from depth data.
In Section 5 we present the experimental results and we discuss
the major conclusions that can be derived from them.
2. Pixel motion model
In order to constrain the scene flow in the image domain, it
is required a model to explain the image flow induced by 3D
motions in the scene. We consider a fixed camera observing a
scene composed by locally-rigid 3D parts.
The instantaneous motion, relative to the camera, of a rigid
surface in the scene can be decomposed into two components:
a translation velocity V = (VX ,VY ,VZ) and an angular velocity
W = (ΩX ,ΩY ,ΩZ). The camera frame is defined with its ori-
gin at the optical center and its (X, Y, Z) axes respectively in the
direction of the image axes and the optical axis, with positive
Z pointing in the direction of sight. Let X = (X, Y, Z) be coor-
dinates at time t − 1 of a surface point in the camera reference
frame and let X′ = (X′, Y′, Z′) be the corresponding coordinates
at time t. If between t − 1 and t the surface performs a rotation
W followed by a translation induced by velocity V then
X′ = RX + V, (1)
where the rotation matrix R can be approximated (assuming


























2.1. Rigid translation flow model
Let x = (x, y) be the projection of a surface point X on the


























then x = (X fx/Z) + cx and y = (Y fy/Z) + cy (we suppose in the
rest of this paper that nonlinear distortion was removed from the
images). In a similar way the image coordinates x′ = (x′, y′) =
M̂(X′) is the projection of the point X′, where M̂ is the projec-
tive function derived from (3). The 3D movement of the surface
generates a motion of its projection. Let (u, v) be the image flow
(an element of the 2D motion field) induced on pixel x by rota-
tion and translation of the surface, then
u = x′ − x = fx
(
X − YΩZ + ZΩY + VX






v = y′ − y = fy
(
Y − XΩZ + ZΩX + VY





The image flow induced by the 3D motion does not necessarily
correspond with the optical flow, which is defined as the appar-
ent motion of brightness patterns in the image.
We define the Rigid Translation Flow Model assuming that
i) the contribution of the inter-frame rotation is negligible and
ii) the Z component of the translational velocity is very small
w.r.t. Z. Starting from (4) and (5), we first neglect the rotation

































Now, assuming that |VZ/Z| ≪ 1, the image flow induced on




































where, for brevity and without loss of generality, we have con-
sidered the focal lengths as the unit and the optical center at
the image origin. In general, the motion of each pixel can be
expressed as a function of its depth Z, its current image posi-
tion x, the surface motion V and the intrinsic camera matrix M.
The resulting image flow in expression (8) agrees with that of
Longuet [29] for the translational component of the instanta-
neous velocity of a retinal image point.
The rigid translation model (8) can be used to describe the
flow induced on the image for all visible points of a rigid surface
performing a 3D translation V.
2.2. Other motion models
The inter-frame image flow induced by the 3D motion of a
rigid surface has been modeled in the literature using different
assumptions. The instantaneous velocity of a retinal point (x, y)
















ΩX + xyΩY + yΩZ (10)
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with (u, v) = (dx/dt, dy/dt), and (VX ,VY ,VZ) and (ΩX ,ΩY ,ΩZ)
the instantaneous translation vector and angular velocities, re-
spectively. Horn et al. [30] use this instantaneous velocity
model to describe the inter-frame pixel motion, where veloc-
ities become displacements between t − 1 and t, and the optical
flow is defined as (u, v) = (x′ − x, y′ − y). Adiv [31] shows
that equations (9) and (10) can be used to approximate the im-
age flow defined by (4) and (5) under the assumptions that the
view of field of the camera is not very large, and VZ/Z ratio and
rotation velocities are very small. This model is named Rigid
Body Model in the hierarchy classification of motions proposed
by Bergen et al. [32], and it is characterized by 6 degrees of
freedom which are functions of the 3D motion and the depth Z.
If the optical flow corresponds to the projection of a planar
surface kXX + kYY + kZZ = 1, the plane parameters (kX , kY , kZ)
constrain the flow induced by the 3D motion of the surface.
This optical flow model is called Planar Surface Flow [32] and
it is expressed as a function of 8 parameters in [31] as
u = a1 + a2x + a3y + a7x
2
+ a8xy
v = a4 + a5x + a6y + a7xy + a8y
2,
(11)
where coefficients {a1, ..., a8} are functions of the motion pa-
rameters {(VX ,VY ,VZ), (ΩX,ΩY ,ΩZ)} and the surface parame-
ters (kX , kY , kZ). This 8 DOF model is also known as the Ho-
mography Model in [13].
In [32] the surface is considered to be far from the camera
and rotation components Ωx and Ωy are assumed to be zero,
which leads to the Affine Flow Model, defined as
u = a1 + a2x + a3y
v = a4 + a5x + a6y,
(12)
In this case the induced flow is modeled by the coefficients
{a1, ..., a6} which are functions of the depth Z, the motion pa-
rameters (VX ,VY ,VZ) and the rotational componentΩZ . Finally,
the simplest model is defined assuming negligible angular ve-
locities and an orthographic camera model, in which Z displace-
ments do not affect the projection of the 3D point on the image.
In this model the image flow is given by u = a1 and v = a2
where a1 and a2 are functions of VX and VY , respectively.
3. Locally-rigid tracking approach
The rigid translation model allows the constraint of the scene
flow in the image domain. Hence, the scene flow problem can
be formulated as finding the 3D motion field that best explains
the observed intensity data, exploiting the 2D parameterization.
Assuming a scene composed of independently but locally-rigid
3D parts, we state below the scene flow computation inspired
by the Lucas-Kanade [33] formulation for local optical flow.
3.1. Lucas-Kanade framework
The goal of Lucas-Kanade algorithm is to align a template
image T (x) to an input image I(x), so that, it allows to compute
optical flow or to track an image patch between two frames.
Following [13], this problem can be stated as finding the param-
eter vector P = (p1, ..., pn)
T which minimizes a squared sum of
intensities between the template T an the current image I:




[I (W(x; P)) − T (x)]2, (13)
where the warp function W(x; P) maps each template pixel x to
a pixel on the image. The warp function can be defined using
any motion model, e.g., one of those presented in Section 2.
3.2. Brightness consistency and locally-rigid warp
Under brightness constancy assumption, points X at time
t − 1 and X′ = X + V at time t are projected with the same
intensity on the image according to
It−1(M̂(X)) = It(M̂(X′)), (14)
where M̂ is the projective function that maps points in the space
to the image plane. Hence, if It(x) is the intensity of the image
pixel x at time t , the brightness consistency can be written in
the image domain as
It−1(x) = It(x′), (15)
with x and x′ corresponding to the projections of 3D points X
and X′, respectively. Let T stand for the previous frame It−1
(intensity template) and I stand for the current frame It, then for
a set of visible points S of the rigid surface, under translation V













If the set s is the projection of S on the image and W(x; V) is
a warp function mapping each pixel x off the image T to the
corresponding pixel x′ on the image I, (16) becomes
∑
x∈s
[I (W(x; V)) − T (x)]2 = 0. (17)
The warp function that satisfies (17) can be defined as
W(x; V) = x + ∆(x; V) = x′ (18)
with the delta function modeling the image flow induced by
translation V. Following (8) the image flow induced over each





fx 0 cx − x


























where Z(x) is the depth of pixel x (Z component of X).
3.3. Tracking in the intensity image
We assume a locally-rigid scene where 2D motions on a im-
age region are generated by the translational motion of a rigid
surface. In this case, the warp function given by equation (18)
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allows to estimate the 3D motion in a Lucas-Kanade formula-
tion, where the parameter vector P corresponds to the 3D mo-
tion vector V that describes the surface translation.
To get a reliable estimation of the 3D motion vector the im-
age region must be sufficiently large to constrain the solution,
yet the larger the region of summation the more likely it is to
contain multiple motions. Besides, the brightness constancy
assumption could be violated due to factors as noise sensor, il-
lumination changes, specular surfaces, etc. To reduce the in-
fluence of outliers we use the function ψ(x2) =
√
x2 + ǫ2 [34],
a differentiable variant of the L1-norm. Therefore, we formu-










where EI (x; V) = I (W (x; V)) − T (x) stands for the intensity
difference image. In our approach, we assume that all template
pixels belong to the same rigid surface in the scene, which per-
forms a translational motion between consecutive frames.
Minimization of expression (20) is a nonlinear optimization
problem, which can be solved by IRLS [35]. Considering that
an initial estimate of V is known and using the first order Taylor
expansion on the intensity function I, equation (20) becomes

























where ∇I = (∂I/∂x, ∂I/∂y) is the row vector gradient evaluated
at W (x; V) and the term ∂W/∂V is the Jacobian J of the warp.
If W (x; V) = (Wx,Wy)
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Finding the minimum of expression (21) requires an iterative




Ψ (x; V;∆V) (∇IJ)T (EI (x; V) + (∇IJ)∆V), (23)
where for brevityΨ (x; V;∆V) = ψ′ (EI (x; V) + (∇IJ)∆V) with
ψ′(x) the derivative of the robust norm. At the minimum of
(21), equation (23) is zero, so that, the incremental scene flow
∆V can be computed by the following iterative procedure:
1. Initialize: ∆V = 0.




Ψ (x; V;∆V) (∇IJ)T EI (x; V), (24)
where H, the Gauss-Newton approximation of the




Ψ (x; V;∆V) (∇IJ)T (∇IJ), (25)
3. Update step: V← V + ∆V.
4. If ∆V < ǫ stop, otherwise goto 1.




































with IΣ = −(xIx + yIy). A reliable solution of (20) requires
that matrix H given by (26) must be above of the noise of the
intensity images and well conditioned. To construct H each 3 ×
3 gradient based matrix is weighted by the square inverse depth
of the pixel. Since the depth of each template pixel is required
to computed the solution only template pixels with valid depth
measures should be considered.
4. Tracking in intensity and depth
In the previous Section we have solved for local scene flow
by using a tracking approach in a Lucas-Kanade framework.
Thus, assuming a local rigidity of the scene, the parameter vec-
tor of the warp function corresponds to the 3D motion vector.
The depth value of each image pixel is only used to compute
the image flow induced by the estimated scene flow. However,
in this approach the motion vector is constrained using only
brightness data and the information from the depth sensor is
not fully exploited.
Taking advantage of the structure information captured by
the depth sensor we propose to incorporate a constraint based
on the observed depth velocity. The new constraint is com-
puted from the squared difference between the estimated depth
of each template pixel, given by VZ , and the current depth mea-
sure provided by the sensor.
4.1. Depth velocity constraint
Since the scene is assumed to be composed by locally-rigid
3D parts performing translation, the motion of a set of 3D points
belonging to a rigid surface can be expressed as X′ = X + V.
Therefore, the depth of each surface point between consecutive
frames, is related by the Z component of the local scene flow as
Z′ = Z + VZ . If Z
t(x) is the depth of the image pixel x at time t,
the depth data must satisfy:
Zt−1(M̂(X)) + VZ = Z
t(M̂(X′)), (27)
where M̂ is the projective function and, x and x′ correspond
to the projections of 3D points X and X′, respectively. Let TZ
stand for the previous depth frame Zt−1 (depth template) and Z
stand for the current frame Zt. Then for a set of visible points S

















Using the warp function (18) equation (28) can be expressed in
the image domain as follows:
∑
x∈s
[Z (W(x; V)) − (TZ (x) + VZ)]2 = 0, (29)
where s is the projection of set S on the image.
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4.2. Tracking algorithm in intensity and depth
Using brightness and depth velocity constraints the scene
flow computation can be formulated as finding de 3D motion
vector that best explains the observed intensity and depth data
over an image region. Therefore, we formulate the local scene
flow as the optimization problem given by:






+ λEZ (x; V)
2, (30)
where
EI (x; V) = I(W(x; V)) − T (x), (31)
EZ (x; V) = Z (W (x; V)) −
(












the noise variance in intensity
and depth sensors, respectively. The row vector DT = (0, 0, 1)
isolates the Z component of the scene flow.
The first term EI (x; V)
2 is the intensity term which mea-
sures how consistent is the image flow (induced by V) of each
template pixel with the input intensity images. The second term
EZ (x; V)
2 is the depth term which measures the consistency of
the estimated scene flow V with the input depth data. A reliable
solution of the optimization problem (30) ensures a scene flow
consistent with both intensity and depth data.
Assuming an initial estimation of V, each optimization step
searches for ∆V which minimizes
∑
x
EI(x; V + ∆V)
2
+ λEZ(x; V + ∆V)
2. (33)
In order to solve for the incremental∆V, (33) is linearized using
the first order Taylor expansions on I and Z
∑
x
[EI (x; V) + (∇IJ)∆V]2+λ
[







where∇I = (∂I/∂x, ∂I/∂y) and∇Z = (∂Z/∂x, ∂Z/∂y), both eval-
uated at W (x; V), and with J the Jacobian of the warp function
given by (22). Now, taking the partial derivative of (34) with
respect ∆V, setting this expression to zero and solving for ∆V,









































IxIΣ + λZx (ZΣ − 1)
IxIy + λZxZy IxIΣ + λZx (ZΣ − 1)
I2y + λZ
2
y IyIΣ + λZy (ZΣ − 1)













with IΣ = −(xIx + yIy) and ZΣ = −(xZx + yZy). A reliable solu-
tion of (30) requires that matrix H given by (37) must be both
above of the noise of the images (intensity and depth) and well
conditioned. Unlike Lucas-Kanade approach with a pure trans-
lation motion model, where the aperture problem can be ana-
lyzed using the 2×2 gradient covariance matrix of the image
[36], equation (37) state a new formulation. Now intensity and
depth data are combined to determine the local scene flow and
the image motion.
4.3. Implementation details
In order to compute the local scene flow at a given pixel
x0, the proposed approach assumes an aligned pair of intensity
and depth sequences, I(x, t) and Z(x, t), respectively. Taking
the former frames, the intensity template T (x) and the depth
template TZ(x) are defined by selecting a (2ωx + 1) × (2ωy + 1)
neighborhood Ω(x0), centering at x0. The initial estimate of V
is set to zero and thereby in the first iteration the warp function
obeys W(x; V) = x for all x ∈ Ω(x0). In formulation (30), we
have not used a robust norm in order to get a closed solution for
∆V. However in our implementation we apply the same variant
of the L1-norm that in (20) to each one of the terms:












Z (W (x; V)) −
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with ǫ = 0.001. Setting parameter λ to be zero, the intensity and
depth based objective function (38) becomes the only intensity
tracking formulation of Section 3.3. Since it is possible that
the depth sensor does not provide a measure for each pixel on
Ω(x0), only pixels with a valid depth measure are taken into
account for both Z (W (x; V)) and TZ (x).
Coarse-to-fine estimation. The proposed algorithm solves for
the scene flow estimation problem as local nonlinear optimiza-
tion by assuming an initial estimate of V at pixel x. In order
to deal with long-range motion, a coarse-to-fine strategy is re-
quired. We perform a multi-resolution technique to estimate
scene flow under large displacement, where the local 3D mo-
tion estimated at a coarser level is used to locally warp the in-
put intensity and depth images toward the intensity and depth
templates at the next finer level.
We construct an image pyramid with a downsampling fac-
tor of 2. For the intensity images we build a Gaussian pyramid
where the standard deviation of the Gaussian anti-aliasing filter
is set to be 1/2. In order to not propagate invalid depth mea-
sures, the depth pyramid is constructed by averaging pixels in
non-overlapped neighborhoods of 2 × 2 where only pixels with
valid depth are used. For both intensity and depth pyramids,
each level is recursively downsampled from its nearest lower
level. Using a pyramid with levels L = 0, 1, ..., M, where L = 0
is the original resolution, the local scene flow estimation starts
from the highest level M with the initial condition V = 0. In
each pyramid level L the computation is performed over the im-
age neighborhood given byΩ(x/2L) and the warp function (18)
is modified by scaling the focal length and the camera center by
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the factor 2L. The computed scene flow is directly propagated
to the next lower level.
5. Experiments
5.1. Middlebury datasets
In order to evaluate the performance of our method we have
conducted experiments using an existing scene flow benchmark.
The proposed algorithm that allows the constraint of the scene
flow in intensity and depth is named SFID and its version us-
ing only intensity constraints (λ = 0) is SFI. We compare our
method with three versions of the Lukas-Kanade tracker (KLT)
as well as with other scene flow algorithms.
As in [9, 18, 19] Middlebury stereo datasets [37], Cones
and Teddy, were used for the experiments. Using images of
one of these datasets is equivalent to a fixed camera observing a
moving object along X axis. We took image 2 of each dataset as
the first frame and image 6 as the second frame, both in quarter-
size. Parameters of the camera setup were estimated and the
depth data was generated from the disparity map of each image.
The ground truth for the scene flow is constant and given by
the baseline of the stereo setup. On the other hand, the ground
truth for the optical flow is given by the disparity map (used
as depth image) from frame 1, as show in Figure 1. In this
dataset all movements, both in the 3D scene and on the image,
are purely horizontal.
5.1.1. Error measures
In order to measure errors in 2D we compute the root mean
squared error of the optical flow (RMSOF) and the average an-
gle error (AAEOF). Besides, as in [37], we use the statistic RX
of RMSOF to observe the percentage of pixels that have an error
measure above X pixels, for the values X = 1.0 and X = 5.0.
Since errors on the image do not necessarily correspond with
errors in the scene [19], we evaluate both 2D and 3D errors
in the experiments. In order to asses errors in the scene flow
we compute the normalized root mean squared error of the 3D
flow vector (NRMSV). The NRMSV definition is close to that
of [20], but we normalize the rms error by the (constant) mag-
nitude of the scene flow ground truth which is the same for both
datasets. This normalization allows calculating the error as per-
centage of the ground truth. As in the 2D case, we compute the
statistic RX of NRMSV, now for the percentages X = 5% and
X = 20%.
Unlike optical flow, there is no standard metric to assess
scene flow algorithms. Each author uses an error metric with
or without normalization. In order to compare our method with
other scene flows approaches we choose the normalized root
mean squared error of the optical flow (NRMSOF) because it is
available or can be derivate from the selected previous works.
We normalize our results by the optical flow range of each
dataset, given by 42.5 for Teddy and 48.5 for Cones.
5.1.2. Comparison with sparse optical flow methods
Lucas-Kanade algorithm is the most frequently used method
to compute sparse optical flow and to get 2D trajectories. Even
SFID SFI KLT KLTR KLTO
Teddy
RMSOF 2.71 2.92 7.21 4.18 4.62
R1.0 9.54 12.9 40.2 23.7 28.9
R5.0 2.50 3.70 21.9 13.25 19.1
AAEOF 1.17 1.38 1.67 1.18 1.48
Cones
RMSOF 2.32 2.31 4.70 5.20 4.02
R1.0 16.3 16.7 39.9 33.1 40.3
R5.0 2.15 4.29 17.6 17.2 14.6
AAEOF 1.14 1.28 1.24 1.84 1.42
Table 1: Results in the image domain: optical flow errors.
SFID SFI KLT KLTR KLTO
Teddy
NRMSV 11.4 60.6 74.1 41.2 41.2
R5% 18.6 29.1 40.2 37.2 38.3
R20% 7.06 12.6 22.2 20.4 23.2
Cones
NRMSV 10.8 51.2 89.9 95.6 93.7
R5% 15.6 28.5 35.9 38.6 39.8
R20% 2.89 6.77 16.0 14.5 14.9
Table 2: Results in 3D: scene flow errors.
different motions models can be used in this framework (e.g.,
affine, homography) the pure translation model [36] is the most
successfully used. Therefore, we select for comparison the C
pyramidal implementation of KLT by Bouguet [38] and our
own pyramidal implementation with a robust norm (KLTR). We
also implemented a pyramidal version of the orthographic in-
tensity and depth tracker [26] provided of a robust norm, which
we call (KLTO). All algorithms were configured to use a fixed
window size of 11 × 11, in a Gaussian pyramidal decomposi-
tion of 5 levels. In the experiments we performed the computa-
tion over a regular grid covering the 85% of the image area.
Results over non-occluded regions are presented in Table 1
for the optical flow. The proposed algorithm SFID and its vari-
ant SFI outperform other trackers in the estimation of the opti-
cal flow magnitude. Errors in orientation are very close. It is
important to note that using the depth information as proposed
by [26] does not improve the optical flow estimation, indeed
the KLTR without including depth information performs better.
Statistic R5.0 shows that the number of outliers (above 5 pixels)
is reduced when the proposed pixel motion model is used even
under the large displacements of the dataset.
The most direct way to compute scene flow when a depth
camera and an optical flow algorithm are available is by infer-
ring the 3D motion using the resulting image motion and the
provided depth data. We follow this procedure to estimate the
scene flow for each optical flow method. Results for the scene
flow are presented in Table 2. The SFID algorithm achieves the
most accurate results. Statistics R5% and R20% allows to do a
more detailed comparison between the methods since NRMSV
is highly sensitive to outliers. As can be seen from Tables 1 and
2, even small pixel deviations in the image domain can have a
strong influence in the 3D error computed in the scene. Com-
paring the results of SFID and KLTO, it is clear that the pro-
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Figure 1: Teddy stereo dataset [37]. (a) Color image, (b) depth image (disparity image in the dataset), (c) optical flow ground truth and (d) flow color coding.
SFID KLTR
Tex Utex DD Tex Utex DD
RMSOF 4.99 3.11 6.91 5.75 7.20 7.05
R1.0 16.5 39.8 32.5 38.9 58.8 68.7
NRMSV 23.2 10.9 26.5 96.7 202 188
R5% 12.1 28.5 25.1 32.0 51.5 69.6
Table 3: Errors by regions.
posed warp function allows to estimate a more accurate scene
flow than the pure translation model.
In order to observe the performance in specific regions, the
scene flow is computed on textured and untextured regions, as
well as on depth discontinuities. Points for texture analysis are
chosen by observing the minimum eigenvalue (λmin) of the Hes-
sian matrix of I on a region. Higher values of λmin are used to
select textured (Tex) regions while lower values of λmin define
untextured (Utex) regions. Regions with depth discontinuities
(DD) are selected by finding higher values in the depth image
gradient. For each of these regions the averaged error on Teddy
and Cones images is presented in Table 3. For all regions our
method outperforms the robust norm KLT version and results
show that better regions to track correspond to textured regions
avoiding strong depth discontinuities. The accuracy is reduced
on DD regions since the number of outliers increases due to oc-
cluded regions and unmeasured depth points. Although scene
flow error R5% is strongly affected on DD, the use of depth
data reduce the number of outliers in the image domain w.r.t.
OFR. In average, errors on untextured regions are lower but the
percentage of points with inaccurate optical flow or scene flow
is the highest, as can be seen in Table 3 for R1.0 and R5%. Fi-
nally, on textured regions the NRMSV error is increased due to
the presence of depth discontinuities, however, observing R1.0
and R5% it is evident that precision on this regions is higher,
both in optical flow and scene flow.
5.1.3. Comparison with other scene flow methods
There is not a standard procedure or error measure to com-
pare scene flow methods. Therefore, in order to compare the
proposed SFID algorithm we compute the NRMSOF and AAEOF
in Teddy and Cones datasets, as in [18], [19] and [9]. To allow
SFID [18] [19] [9]
Teddy
RMSOF 0.067 0.062 0.028 0.090
AAEOF 2.73 0.51 1.01 5.04
Cones
RMSOF 0.046 0.057 0.030 0.11
AAEOF 2.22 0.69 0.39 5.02
Table 4: Comparison of scene flow algorithms in 2D.
the comparison with dense methods we compute the scene flow
for all pixels. Results are presented in Table 4.
The proposed method SFID outperforms [9] which is based
on particle filtering using intensity and depth. The particle fil-
ter is benefited from the constant scene flow of the datasets,
since most likely hypothesis are diffused over the whole image.
On the other hand, comparison with stereo-based techniques is
not straightforward since they use closer images of the Mid-
dlebury datasets and the depth information (disparity) must be
estimated. In [18] and [19], images 2 and 6 are taken as the
stereo pair at time t − 1 and images 4 and 8 correspond to the
stereo pair at time t. Accordingly, the optical flow ground truth
is half of the disparity and there are fewer occluded regions.
Moreover, since [19] uses a total variation regularization in 3D
this algorithm is also favored by the constant scene flow of the
dataset. Results of the SFI algorithm are good enough even it
does not use a global regularization as in [18] and [19], or a
large set of hypotheses as in [9]. In order to get more accurate
estimation the scene flow computation must be concentrated in
good regions to track.
A non-optimized version of the proposed local scene flow
algorithm processed the Middlebury dataset, on a single core
desktop machine in under 5 s, as opposed to 5 h for [18] or 10
min for [9] (run time was not reported in [19]).
5.2. Kinect images
Some experiments were performed with image sequences
from a Microsoft Kinect sensor where intensity and depth im-
ages were accessed using the libfreenect library in C++. We
used the Kinect calibration toolbox [40] to get intrinsic and ex-
trinsic parameters of the depth and RGB camera pair and to





Figure 2: Results from a pair of Kinect images. (a-b) frames at times t − 1 and t, (c-d) depth images at times t − 1 and t, (e) Z component of the scene flow and
(f) scene flow projection on the image (optical flow). The scene flow is computed for each pixel within 2 meters from the sensor, results for farther pixels are
presented in black as well as the motion estimation in regions where most pixels have no valid depth. Depth changes (Z component of the scene flow) are encoded
in a cold-to-warm color map for the range [-2.5,2.5] cm, where the zero velocity is green, blue and magenta colors represent negative velocities (approaching pixels)
and red and yellow colors are positives velocities. Optical flow is presented using the color coding shown in Figure 1(d) [39].
depth images are shown in Figure 2. Depth data is encoded us-
ing gray levels, where lighter pixels correspond to closer points
from the sensor. Unmeasured regions are encoded in black and
they correspond to occluded or out of range regions to the depth
camera, or to points belonging to reflective surfaces.
In the first experiment we computed a local scene flow for
each pixel having a valid depth measure and being within 2 me-
ters from the camera. For the computation we used a window
size of 11×11 in a pyramidal decomposition of 2 levels. Fig-
ure 2 shows the results of the motion field estimation between a
pair of images where a person is performing a motion with both
hands. In the sequence, the left (on the image) hand is moving
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Figure 3: Scene flow projection on the image.
away from the sensor while the right hand is approaching. The
resulting Z component of the scene flow and optical flow and
are presented in Figures 2(e) and 2(f), respectively.
Points on the hand surface present approximately the same
scene flow while the optical flow magnitude is function of the
depth. Using only the optical flow is not possible to distin-
guish the different types of movement that each hand performs.
This ambiguity can be resolved by means of the scene flow,
e.g. using its Z component as illustrated in Figure 2(e). Since
the scene flow is computed locally a reliable solution can not
be found over untextured regions, e.g., the t-shirt, or in depth
discontinuities where most of depth data is missing. However,
the solution on slightly textured regions, as the hands, is good
enough. Figure 3 shows an sparse projection of the scene flow
on an image region containing a hand, where missing values
correspond to regions without enough depth information.
In the second experiment we track a set of 4 image points
selected manually, over a sequence of 200 frames. Figure 4(a)
shows the chosen points which are located in both arms on
slightly textured regions. Considering a neighborhood around
each point, a local scene flow is computed between consecutive
frames to determine the new location of the interest point. Al-
though the skin color is not textured enough, the tracking can
be performed with help from the depth data. Some images of
the tracking experiment are presented in Figure 4(a)-(f).
6. Conclusions
We have proposed a novel approach to compute local scene
flow by tracking surface patches in intensity and depth. Using
a rigid translation flow model we state the scene flow compu-
tation as a 2D tracking problem, achieving the computation of
the 3D motion vector that best explains the provided intensity
and depth data. Our solution is formulated in a Lucas-Kanade
framework provided of a L1-norm approximation for each data
term, allowing to deal with outliers and to perform a coarse-to-
fine solution. Although we have chosen a specific flow model
on the image, using some assumptions, the presented formula-
tion for the scene flow problem is valid with other motion mod-
els wherever motion field V = (VX ,VY ,VZ) can be computed
from the vector parameter P. Throughout some experiments
we demonstrated the validity of our method and we showed
that it outperforms other Lucas-Kanade tracker for optical flow
and scene flow computation. We also perform comparison with
other scene flow techniques with very encouraging results. As
we simultaneously solve for the 2D tracking and for the scene
flow this method could be used directly in motion analysis tasks
to generate accurate 3D trajectories or define scene flow based
descriptors. Unlike previous scene flow methods, the proposed
approach is “near” real time with 5s processing time per frame.
We are currently exploring a variational formulation of the
scene flow computation using intensity and depth in order to
improve estimation on untextured regions and those close to
strong depth discontinuities. Besides we are investigating how
to define scene flow based descriptors to perform action or ges-
tures recognition. Since our method require the inversion of a
3×3 matrix which is function of the gradients of intensity and
depth images, we expect to obtain a criterion for selecting good
regions to compute its local scene flow.
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