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Résumé 
Nous nous intéressons dans cette thèse à divers moyens d'utiliser les ordinateurs pour 
aider les chercheurs en théorie des graphes. La plupart des problèmes en théorie des 
graphes s'expriment à l'aide d'invariants graphiques. 
Nous avons abordé l'étude de ces invariants par la recherche de graphes pour lesquels 
ils ont des valeurs extrêmes. Considérant ce problème comme un problème d'optimi- 
sation combinatoire, nous avons utilisé une métaheuristique de ce domaine pour le 
résoudre. La gamme de problèmes pouvant être traités à l'aide d'un programme basé 
sur l'optimisation semblait dors assez importante pour nous encourager à concevoir 
un tel outil. Au fur et à mesure de son utilisation, nous avons éprouvé le besoin 
d'ajouter diverses fonctionnalités au programme, de sorte qu'AutoGraphiX (AGX ) 
comporte aujourd'hui plus de 30 000 lignes. 
Outre le module d'optimisation qui est à son origine, il fut assez rapidement doté 
d'une interface graphique et d'un interpréteur lui permettant de lire le problème à 
traiter dans un fichier de paramètres sous la forme d'un problème d'optimisation écrit 
à l'aide de fonctions algébriques. Dans ce fichier de paramètres, un certain nombre 
de variables peuvent être initialisées à des valeurs adaptées au problème à traiter. 
L'interface entre le programme et le chercheur se fait par divers médias. D'une part 
l'interface graphique permet une visualisation rapide des résultats et une certaine 
forme d'interaction avec le programme car il est possible de modifier les graphes 
obtenus afins de tester rapidement certaines hypothèses suggérées par les résultats. 
D'autre part, le programme génére un rapport comportant une représentation des 
graphes obtenus sur quelques pages, comme le montre la figure 2.1, un exposé plus 
complet de ces graphes avec les valeurs de certains invariants choisis par l'utilisateur, 
à raison d'un graphe par page, ainsi que la liste des conjectures automatiquement 
trouvées et la représentation de la valeur de la fonction objectif en fonction des 
paramètres utilisés similaire à la figure 2.38. Le troisième module d lAGX a pour 
but de donner de manière automatisée des conjectures sur les graphes extrèmes. 
Les conjectures ainsi trouvées paraissent parfois simples mais sont néanmoins très 
utiles car elles indiquent assez rapidement la classe de graphes extrêmes rencontrée. 
L'analyse approfondie des gaphes obtenus est généralement guidée par ces premières 
relations. 
Le début de la thése est dédié à la description du programme AGX tandis que 
nous exposons ensuite les études pour lesquelles il a été utilisé ainsi que les résultats 
qu'il a permis d'obtenir. Certaines études portent sur divers indices topologiques 
dans le cas général ou pour des familles particulières de graphes. D'autres encore 
portent sur des propriétés des graphes plutôt que sur les valeurs d'invariants. Nous 
exposerons dans un premier temps l'étude de l'indice de Randié utilisé en dumie 
pour lequel des bornes ont été trouvées et certaines démontrées par un argument 
original utilisant la programmation linéaire. Nous étudierons ensuite l'énergie d'un 
gaphe,  invariant également utilisé en chimie et pour lequel nous avons trouvé des 
résultats simples mais inconnus malgré plusieurs décénies de recherche. Dans le cas 
de familles spécifiques de graphes, nous avons aussi utilisé AGX pour étudier l'index 
d'arbres avec contraintes de colorations (voir section 2.3), ce qui nous a permis de 
trouver une conjecture qu'il est peu probable qu'un chercheur ait trouvée car elle 
comporte 5 invariants. Le dernier problème que nous traitons ici est celui de réfuter 
une conjecture sur l'existence d'arbres dont le polynôme de Hosoya est palindromique 
(voir section 2.4). Cette étude nous a ensuite conduit à une nouvelle conjecture pour 
le moins surprenante. 
Lors de la seconde partie, nous exposons deux algorithmes utilisés pour l'énumération 
de certains types de graphes,les polyhexes. Un polyhexe est un ensemble connexe 
d'hexagones tel que deux hexagones soient disjoints ou partagent exactement une 
arête. Si la représentation du polyhexe à l'aide d'hexagones réguliers de même taille 
peut se faire sur le plan sans que deux arêtes ne se superposent, on dit que le polyhexe 
est planaire ("planarité" n'est pas ici pris au même sens qu'en théorie des graphes). 
Les polyhexes que nous nous proposons d'énumérer sont simplement connectés, ce 
qui signifie qu'ils n'ont qu'une frontière (ou bien qu'ils ne comportent pas de trous). 
La première méthode d'énumération est basée sur la méthode de recherche inversée 
d'Avis et Rikuda, équivalente dans ce cas à la méthode de génération ordonnée de 
Read et Faradzev. L'implantation tire profit des particularités du " Boundary-edges 
Code" ainsi que d'une manière appropriée de définir la relation père-fils de l'arbores- 
cence utilisée pour cette énumération. Nous avons réussi à énumérer les polyhexes 
planaires simplement connectés jusqu'à h = 2 1 hexagones, soit une ensemble plus 
de 600 fois plus important que précédemment énuméré. Dans le cas des polyhexes 
simplement connectés, ce facteur s'élève à 4000. 
La seconde méthode d'énumération que nous avons utilisée ensuite est basée sur la 
possibilité de définir chaque polyhexe par son gaphe dual (graphe d'adjacence des 
hexagones) ainsi qu'un étiquetage des sommets de ce gaphe (correspondant aux 
hexagones du poly hexe) permettant de donner les positions relatives des hexagones 
dans le polyhexe. Dans ce cas, nous générons dans un premier temps les graphes 
duaux, puis nous définissons les étiquettes indiquant les positions relatives des hexa- 
gones de manière à définir une et une seule fois tous les polyhexes associés à chacun 
de ces graphes. Du fait qu'un polyhexe ne peut appartenir qu'aux mêmes classes 
de symétrie que le graphe dual qui lui est associé et qu'un très grand nombre de 
polyhexes ont le même graphe dual, un grand nombre de tests peuvent être évités. 
Dans le cas où nous ignorons les contraintes de pianarité, il est même possible de 
compter les polyhexes sans pour autant les construire. Cet algorithme nous a permis 
de générer tous les polyhexes planaires jusqu'a h = 24, soit un ensemble environ 120 
fois plus important qu'avec la génération ordonnée. Dans le cas ou la planarité n'est 
pas considérée, l'algorithme permettait d'effectuer un décompte jusqu'à h = 26, ce 
qui est environ 25 000 fois plus important qu'avec la génération ordonnée. 
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Abstract 
We are concemed in this thesis with various ways to use cornputers to help researchers 
working in graph theory. Most of the problems in that field may be wntten using 
graph invariants. 
We tackle the study of these invaxiants by the search for graphs for which they are 
extremal. Considering this problem as a combinatorical optimisation one, we used 
a metaheuristic fiom that field to solve it. The range of problems that rnay be 
treated by a program based upon optimisation was broad enough to encourage us in 
developping such a tool. While using it, we felt a need for hirther capabilities of the 
prograrn, so that AutoGraphiX (AGX ) has now over 30 000 lines. 
Apart Erom the optimisation part which was its starting point, it quickly acquired a 
graphical interface, a translator to read the problem to be considered in a parameters 
file written as an optimisation problem using dgebraic formulae. In this parameters 
file, some variables may be initialized to specific values corresponding to the problem. 
The interface between the program and the researcher uses various methods. On one 
side is the graphical interface which allows a quick visualisation of the results as well 
as some interaction which aiiows easy tests of hypotheses that may be suggested by 
the results. On the other side, the prograrn generates a report with a representation 
of the obtaîned graphs on few pages, as shown on the figure 2.1, a more complete 
description of the graphs with a page for each giving a list of characteristics chosen 
by the user, a list of the conjectures and a curve representing the objective function 
as a function of the parameters like the curve on figure 2.38. The third module in 
AGX aims to automatically suggest conjectures on the extremal graphs. The so 
found conjectures sometimes look very simple but are nevertheless very useful as 
t hey show the family of graphs to which the extremal gaphs belong. A more precise 
study of the obtained graphs often starts with these conjectures. 
The beginning of the thesis is dedicated to the description of the AGX program and 
we then show the studies for which it was used as well as the results found. Some 
studies are on Mnous topological indices in the general case or for specific families of 
graphs. Some others studies treat some properties of the graphs rather thm values of 
invariants. We first describe the Rad ie  index study for which bounds were obtained 
and some of them were proved by an original argument using linear programming. 
We then study the energy of a gaph, an invariant used in chemistry for which some 
simple but new results were found despite decades of work on that topic. In case of 
specific farnilies of graphs, we used AGX too for a study of the index of trees given 
some coloring constraints (see section 2.3). In this case, we obtained a conjecture 
that was very unlikely to be discovered by an unaided researcher as it involves 5 
invariants. The last problem we consider here is that of refuting a conjecture on the 
existence of trees with a palindromic Hosoya polynomial (see section 2.4). This study 
then led us to a new and very surprising conjecture. 
During the second part, we give two algorithms used for enumeration of special kinds 
of gaphs, the polyhexes. A polyhex is a set of connected hexagons such that any 
two of them either share an edge or are disjoint. If the representation of that polyhex 
with regular hexagons of the same size is such that there are no overlapping edges, 
it is said to be planar (note that planarity in that sense has nothing in common 
with planarity in graph theory). The polyhexes we propose to enurnerate are simply 
connected, which means they have a single frontier (or they have no hole). 
The fim enumeration method is based upon the reverse search of Avis and F'ukuda, 
which corresponds to the orderly generation of Read and Faradzev in this case. 
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The implementation takes advantage of particularities of the Boundary Edges Code 
as well as of a specific father-son relation in the enumeration tree. This allowed 
enumeration of planar polyhexes to h = 21, which corresponds to a set 600 times 
larger than previously enumerated. In the case of general polyhexes, this ratio raises 
to 4000. 
The second method was based upon a definition of the polyhexes using their dual 
graph (adjacency graph based upon the hexagons) as well as a labelling of the ver- 
tices to give relative positions of hexagons in the polyhex. In this case, we 6rst 
generate dual graphs, and then define labels ailowing the generation of each polyhex 
corresponding to that dual graph exactly once. Since a polyhex may only belong to 
symmetry classes to which its dual graph belongs, and a large number of polyhexes 
share the same dual graph, a huge number of tests may be avoided. If we do not 
consider planarity constraints, it is also possible to count the polyhex without ex- 
plicitely generating them. This algorithm allowed the generation of planar polyhexes 
to h = 24 which is a set about 120 times larger than generated with orderly genera- 
tion (the best previous method). In the case planarity is not required, the algorithm 
allows to count polyhexes up to h = 26, which corresponds to a set 25 000 larger 
than the orderly generation did. 
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Introduction 
La puissance de calculs de l'ordinateur est un atout pour le chercheur en théorie des 
graphes. Non seulement, il permet de définir rapidement certaines caractéristiques 
des graphes, mais il permet aussi de générer rapidement un grand nombre de graphes 
et ainsi de vérifier ou réfuter certaines propriétés. L'objectif de la présente thèse 
étant l'utilisation de l'ordinateur comme outil de recherche, nous nous sommes dans 
un premier temps intéressé aux méthodes rapides de génération de certaines classes 
de graphes. Dans cette optique, nous avons d'abord travaillé sur le problème de 
la génération de polyhexes, structures géométriques représentant certains types de 
molécules, un problème que les chimistes étudient. C'est l'objet de la seconde partie 
de cette thèse. 
Nous avons ensuite remarqué que la génération exhaustive de tous les éléments d'une 
famille combinatoire n'est pas indispensable puisqu'il suffit d'un seul élément pour 
réfuter une conjecture. La recherche que nous avons alors décidé d'entreprendre est 
celle de contre-exemples. Comme un grand nombre de conjectures en théorie des 
graphes sont est données sous la forme d'inégalités faisant intervenir des mesures 
quantitatives, nous avons choisi de les traiter comme des problèmes d'optimisation et 
de trouver des graphes extrêmes plutôt que de procéder par génération exhaustive. Si 
nous cherchons le plus petit graphe possédant certaines propriétés, la connaissance 
d'un exemple donnera une borne supérieure sur cette taille. La certitude que cet 
exemple est bien le plus petit viendra d'une recherche exhaustive parmi tous les 
graphes de plus petite taille. La génération de graphes étant réduite à des graphes 
de taille modérée, il est souvent impossible de trouver une borne supérieure par son 
utilisation. Il n'est pas rare que des problèmes en théorie des graphes soient résolus par 
l'utilisation simultanEe de la génération exhaustive et la connaissance d'un exemple 
obtenu par divers moyens. 
Les deux approches sont en définitive complémentaires, l'approche par optimisation 
(heuristique) permet éventuellement de trouver un contre-exemple à une conjecture, 
tandis que la génération exhaustive permet de s'assurer que cette conjecture est vraie 
pour la classe de graphes étudiés. 
La première partie de cette thèse, consistait à développer un outil efficace de recherche 
de gaphes extrêmes par le biais de méthodes heuristiques d'optimisation combina- 
toire. Par leur étude, nous avons remarqué que les graphes extrêmes donnent une 
information précieuse sur le probléme étudié et avons ensuite concentré nos efforts 
sur le développement d'outils facilitant l'analyse de ces gaphes extrêmes. Dans le but 
de faciliter l'étude des graphes extrêmes, la version actuelle du programme comporte, 
outre la routine de recherche de gaphes extrêmes, une interface graphique permet- 
tant de visualiser les gaphes obtenus et de les étudier par modifications interactives, 
ainsi qu'un certain nombre de routines d'analyse automatique permettant de donner 
une caractérisation des graphes obtenus. 
La découverte scientifique et l'ordinateur 
Il ne fait aucun doute qu'une machine capable de reproduire à l'infini une séquence 
d'opérations définie par avance peut se montrer utile pour aider les humains dans 
diverses tâches. Cette machine, l'ordinateur, occupe du reste une place importante 
dans notre vie quotidienne et professionnelle. La question que nous nous posons face 
à ce phénomène est bien sûr de savoir quelles sont les limites des possibilités de cette 
machine, quelles sont les tâches qui peuvent lui être confiees et quelles sont celles 
qu'elle ne peut accomplir. Elle peut certainement effectuer aujourd'hui, beaucoup 
plus rapidement que les humains, des tâches répétitives de calcul, mais peut-elle 
aussi faire preuve d'intelligence, d'imagination, d'intuition ou même avoir des senti- 
ments ? Si oui, dans quelle mesure? D'une part, par sa conception même, l'ordinateur 
d'aujourd'hui ne peut qu'effectuer des opérations simples. D'autre part, il opère avec 
une grande rapidité, ce qui permet un grand nombre d'opérations en un temps rai- 
sonnable, donc de simuler un comportement plus complexe qu'il nous intéresse de 
comparer avec la pensée humaine. L'ordinateur peut alors être utilisé comme outil de 
simulation de la pensée, ce qui est d'un intérêt capital en psychologie cognitive car un 
grand nombre d'influences sur l'expérience sont éliminées. C'est un peu selon cette 
perspective que le premier programme d'intelligence artificielle, Logic Theorist, a été 
conçu par Newell, Shaw et Simon en 1956. A partir de trois règles de transformations 
et d'une série de théorèmes, le programme déduit de nouveaux théorèmes en utilisant 
les règles, ce qui, ultimement, donne une séquence de transformations permettant de 
retrouver l'expression à demontrer à partir d'un théorème initial (dans le cas où il 
parvient a effectuer la preuve). 
Les trois règles de transformations sont (voir 11021) 
1. Substitution : remplacer systématiquement une variable par une expression. 
2. Remplacement : remplacer une expression par une autre expression équivalente. 
Par exemple, p * q O, implique q) est équivalent à P V q (non p ou q).  
3. Détachement : la règle de détachement dit que si A e t  A a B sont deux 
théorèmes, alors B est un théorème. 
Comme chaque expression peut être modifiée de diverses manières, la recherche de la 
démonstration d'une proposition revient à l'exploration en profondeur d'abord d'un 
arbre dont chaque sommet correspond à un théorème alors que les arêtes représentent 
des transformations valides à l'aide des règles mentionnées ci-dessus. 
En se basant sur les résultats obtenus avec Logic theorist, les mêmes auteurs ont 
conçus le Generai Problenz Soluer peu de temps après [103]. Le principal élément 
nouveau dans le Geneml Problem Solver est que le problème est clairement dissocié 
de la méthode de résolution. Il est alors possible de résoudre différents problèmes à 
l'aide du même programme à la condition que ceux-ci soient formulés dans un langage 
approprié. Ainsi, le Generul f ~ o b l e m  Solver n'a pas la prétention de résoudre tous 
les problèmes, mais de ne pas être restreint par la nature du problème à traiter. 
Ces deux programmes montrèrent la possibilité qu'un programme informatique ac- 
complisse une tâche que nous qualifions d'intelligente. 
En 1965, dans un domaine tout autre, le progamme Dendral de Feigenbaum et 
Lederberg (621, utilise les résultats de la spectrométrie de masse, pour donner des 
structures plausibles de certains composés chimiques analysés. La spectrométrie de 
masse donne des pics associés B certaines masses (de hauteur proportionelle a la fré- 
quence d'observations de sous-composés de la masse considérée), qui indiquent que 
le composé éclaté a produit un sous-composé de cette masse. 11 reste ensuite ii déter- 
miner la structure de ce sous-composé pour en déduire, ultimement, la structure du 
composé initialement étudié. Comme le nombre de structures simples de même masse 
est grand, la combinatoire fait que ce problème est difficile a résoudre en pratique. 
Pour aider le système, des règles heuristiques sont données par les spécialistes qui, 
grâce à leur expérience, savent quelles structures sont les plus plausibles. L'utilisa- 
tion de ces règles permet d'orienter les recherches en priorité vers les avenues les plus 
prometteuses, ce qui donne des résultats intéressants en un temps raisonnable. Dans 
le cas de Dendral, l'objectif n'est plus de simuler la pensée humaine pour mieux la 
comprendre, mais de définir un outil d'aide aux chercheurs en proposant des hypo- 
thèses plausibles, but recherché aussi par les chercheurs avec l'utilisation de moyens 
éventuellement différents. Le programme Dendral est le premier système expert a 
avoir été assez développé pour permettre son utilisation. 
Dans le domaine de la découverte scientifique, un autre pas en avant est dû à Lenat, 
en 1977, avec son programme AM [94]. Programmé en L i q ,  ce programme explore 
la théorie des ensembles à la recherche de nouveaux concepts, ce qui lui a permis par 
exemple de redécouvrir le concept de nombre premier. Partant de concepts simples, 
AM Les utilise pour en défuir de nouveaux, plus complexes. Ces nouveaux concepts 
sont ensuite utilisés pour des analyses (tâches) pouvant à leur tour donner lieu à la 
découverte d'autres nouveaux concepts. La recherche dans AM est guidée par deux 
principes. D'une part, l'agenda joue plutôt un rôle stratégique et indique quelle tâche 
doit être explorée en priorité ; d'autre part, le coeur, basé sur des heuristiques, indique 
les méthodes à utiliser de préférence pour accomplir une tâche donnée. AM tel qu'il 
était conçu faisait de la découverte scientifique non supervisée en mathématique. 
Il semble qu'aujourd'hui les chercheurs ne soient plus autant attirés par ce type 
de recherche qui conduit souvent a l'élaboration d'une forme de savoir seulement 
utilisable par des moyens informatiques, dissociant une "science pour les ordinateurs" 
de la science qui intéresse les chercheurs. En effet, l'utilisation de l'ordinateur est peu 
appropriée pour certaines tâches dors que ce dernier est fort précieux pour d'autres. 
Il est donc plus judicieux de le considérer comme un partenaire avec lequel il est 
possible de collaborer que comme un chercheur autonome. 
Dans le but de mieux comprendre le processus de la découverte scientifique, une 
série de programmes nommés Bacon ont été écrits par Langley, Simon, Bradshaw et 
Zytkow [901 [91] [93] à partir de 1979. Le principe de ces programmes est la recherche 
de fonctions reliant deux variables x et y entre elles. Pour ce faire, quatre règles sont 
utilisées. 
1. Si un terme est constant, une règle est trouvée. 
2. Si z et y sont linéairement reliés, une loi est trouvée. 
3. Si les valeurs absolues des deux termes croissent simultanément, un terme ad- 
ditionnel doit être considéré, à savoir le ratio :. 
4. Si la valeur absolue d'un terme croît tandis que celle de L'autre décroît, le 
produit xy doit être considéré. 
Le processus est répété jusqu'à ce qu'un terme constant soit rencontré. 1l suffit alors 
d'identifier sa construction pour mettre en évidence une loi. 
Afin de trouver des relations plus complexes (ou aprés avoir ajouté des termes aux 
données), des analyses paramétriques sont effectuées, donnant des relations entre 
paires de variables sous l'hypothèse que d'autres variables sont constantes. Par ce 
principe, une relation telle que la loi des gaz parfaits (PV  = n R T  où P et V sont 
respectivement la pression et le volume, n est le nombre de moles de gaz, T la tem- 
pérature et R la constante 8'32 des gaz parfaits) fut redécouverte. Les programmes 
Bacon utilisant de manière systématique des règles très simples ont permis de redé- 
couvrir un certain nombre de lois fondamentales telles que la troisième loi de Kepler, 
la loi de la gravitation universelle ou la loi des gaz parfaits, par exemple. L'intérêt de 
ces systèmes est qu'ils contribuent à montrer que le processus de la découverte scien- 
tifique n'est pas nécessairement un processus complexe. Les relations redécouvertes 
à l'aide du système Bacon sont décrites plus en détail dans la section 1.1.3. 
La dernière génération de programmes de découverte scientifique utilise les ressources 
disponibles sur le réseau internet et l'extraction automatique d'information dans de 
grandes bases de données (Data rninzng en anglais). Le meilleur exemple est le pro- 
gramme Amowsmith de Swanson et Smalheiser [1141. Ce programme travaille à l'aide 
des bases de données de MEDLINE accessibles sur l'internet et découvre des relations 
en médecine. Utilisant la remarque qu'il arrive qu'un grand nombre d'articles traitent 
de relations entre des variables A et B tandis que d'autres associent B et C sans pour- 
tant qu'aucune étude ne traite de relations possibles entre A et C, le programme sug- 
gère d'étudier de telles relations. Cette approche simple a déjà permis de découvrir 
des relations jusque-là inconnues. La manière de considérer la découverte scientifique 
exploitée par Amouisrnith est typiquement contemporaine alors que les publications 
scientifiques se multiplient et qu'une masse d'informations sans précédent est doré- 
navant disponible. Amowsmith ne fait que mettre en évidence des informations déjà 
accessibles aux chercheurs mais difficiles à exploiter. Le travail rapide et systématique 
de l'ordinateur permet alors de repérer les connaissances utiles. Alon que la dispo- 
nibilité d'informations croit rapidement dans tous les domaines, Amowsmith montre 
l'intérêt que l'on doit porter A l'exploitation de ces données, même en découverte 
scientifique. 
Un des objectifs de l'utilisation de l'ordinateur est de permettre au chercheur l'explo- 
ration de nouveaux horizons, et d'accéder à de nouvelles découvertes. Deux approches 
se complètent A cette fin. La premiére consiste identifier au sein du processus de 
recherche les tâches répétitives afin de les automatiser, ce qui permet au chercheur 
de se concentrer sur d'autres aspects du problème. La seconde consiste à utiliser des 
méthodes qui ne seraient pas envisageables sans la puissance de calcul propre aux 
ordinateurs dans le but de découvrir de l'information nouvelle. Si cette information 
émanait d'un humain, elle serait sans doute considérée comme une intuition. 
Nous nous trouvons alors dans la situation où l'ordinateur se montre apte à accomplir 
des tâches qui seraient a priori réservées A des êtres considérés comme intelligents. 
Face cette réalité, il est naturel de se poser certaines questions quant à la position 
que prend, devrait prendre ou peut prendre cette machine dans les laboratoires de 
recherche. 
Valdés-Peréz [Il81 s'est penché sur la question de savoir pourquoi certains pro- 
grammes réussissent dans te domaine scientifique. Comme réponse à cette question, 
il dit qu'il en est de I'ordinateur comme de n'importe quel collaborateur, à savoir 
que nous travaillerons avec lui s'il donne des résultats nouveauz, intéressants, plau- 
sibles et intelligibles. Cette approche met implicitement en valeur la collaboration de 
l'ordinateur et du chercheur. Langley 1921 avance une théorie similaire en étudiant 
l'importance de l'intervention humaine dans les programmes de découverte scienti- 
fique. Loin de critiquer cette influence inévitable, il va jusqu'à recommander que les 
systemes à venir donnent un support plus explicite à l'intervention humaine. 
Utilisation des ordinateurs en théorie des graphes 
L'ordinateur est très largement utilisé pour déterminer, souvent de manière répéti- 
tive, certaines caractéristiques précises de graphes donnés. Pour effectuer ces tâches, 
une multitude d'algorithmes et de programmes spécifiques a été conçue. Le défi de 
ce genre d'applications est de trouver des algorithmes assez rapides pour traiter 
les graphes de grande taille représentant les problèmes auxquels les praticiens sont 
confrontés, dans un temps de calcul satisfaisant. Un autre genre d'applications, qui 
nous intéresse plus spécifiquement ici, est non pas l'étude d'un gaphe donné selon 
certains critères, mais plutôt l'étude des caractéristiques partagées par des familles 
de graphes, ou par tous les graphes. Bien que l'on utilise souvent le calcul de carac- 
téristiques de graphes précis lors de telles études, l'emphase est mis sur l'information 
que donnent ces calculs plutôt que sur la manière de les effectuer. Les applications 
suivantes sont utiles en théorie des graphes et l'ordinateur peut avantageusement 
aider le chercheur qui s'y intéresse.. 
1.  Génération automatique ou interactive, analyse et description de graphes 
Une manière courante d'utilise: l'ordinateur est pour évaluer des fonctions as- 
sociant A chaque gaphe une valeur indépendemment de la manière dont les 
sommets sont numérotés. Ce type de fonction appelée invariant graphique est 
un outil très largement utilisé en théorie des graphes. Le nombre de sommets 
n aussi appelé Ordre du graphe, le nombre d'arêtes m ou le nombre de stabilité 
a (nombre maximum de sommets du graphe deux à deux non adjacents) sont 
des exemples d'invariants graphiques. 
Il existe des programmes généraux utilisant un certain nombre d'algorithmes 
pour fournir une information complète sur des graphes donnés, ce qui permet 
de libérer le chercheur de la tâche souvent longue et fastidieuse d'évaluer à la 
main ces propriétés. Le chercheur peut alors se concentrer plus efficacement sur 
les véritables difficultés. 
Ces programmes augmentent amplement les capacités des chercheurs à tra- 
vailler sur des graphes particuliers, notamment par les fonctions de visualisation 
immédiate. 
Le système Cabri-Graphes (cahier de bmuillon informatique), développé par 
un groupe de chercheurs de Grenoble [50], entre dans cette catégorie de pro- 
grammes. 
Dans une revue récente des applications du système Graph, [891 Cvetkovif et 
SimiC mentionnent 55 articles de 16 auteurs différents [4O]. La partie Algor de 
Graph répond exactement aux fonctionnalités que nous venons de mentionner, 
et d'aprés les auteurs de Graph, c'est elle qui s'est montrée de loin la plus utile. 
2. Démonstmtion de théorèmes assistée par ordinateui. L'exemple le plus célèbre 
est le théorème des quatre couleurs dont la première preuve est due a Appel et 
Haken [3] [41 [5j. D'importantes parties de la preuve ne peuvent être effectuées 
qu'à l'aide d'ordinateur. Pour une preuve plus récente du même théorème, due 
à Robertson, Sandea, Seymour et Thomas [1101, l'ordinateur joue aussi un 
rôle. 
3. Démonstration automatique ou semi-automatique de théorèmes. C'n système 
destiné à cette application est le démonstrateur de théorèmes Theor développé 
par Cvetkovit et Pevac (381 [321 [331 [34] dans le cadre du système Graph [891 
(311 [401 (451. Des théorèmes très simples sont démontrés sans aucune inter- 
vention humaine, mais dans le cas de théorèmes plus complexes, cette dernière 
demeure indispensable. Selon les auteurs mêmes de Graph, la démonstration 
automatique de théorèmes en théorie des graphes reste encore très limitée. 
'On sait que cette preuve a du @tre amendée, du fait d'une hypothése implicite sur l'indépendance 
des configurations reductibles. 
Dans le cas de démonstration semi-automatisée de théorèmes, mentionnons le 
systeme Ingrid de Brigham et Dutton 119) 120) 148) 121). Ce système est ex- 
clusivement basé sur l'analyse de relations entre invariants et peut définir des 
relations nouvelles induites par d'autres en utilisant l'algèbre d'intervalles. A 
chaque invariant graphique sont associées les bornes de l'intervalle des valeurs 
qu'il peut prendre. Le programme traite de 36 invariants graphiques de base et 
comporte une base de connaissances provenant d'environ 350 théorèmes compo- 
sée d'approximativement 1200 régles. Chacune de ces règles permet de redéfinir 
des bornes sur certains invariants en fonction de valeurs d'autres invariants. Le 
systéme Ingrid est interactif et donne les bornes sur les invariants qu'il traite 
en fonction de valeurs qui sont fournies par l'usager. En effet, si un usager 
s'intéresse A une classe de graphes qu'il définit par une borne sur un invariant 
(par exemple le degré maximum), Ingrid va recalculer les bornes qui peuvent 
être modifiées par cette information avant de propager nouveau les nouvelles 
bornes obtenues, et ce, jusqu'à ce qu'aucune borne modifiée ne soit en attente 
d'être propagée. Comme ce systéme ignore tout de la nature des graphes et 
se restreint à une analyse d'intervalles, il ne tient compte de contraintes dues 
à la structure même des graphes que dans la mesure où elles sont considérées 
par les théorèmes, ce qui entraîne que les bornes trouvées pour des fonctions 
d'invariants sont parfois trop larges pour être utilisables. 
4.  Génération automatique, véri'cation et sélection de conjectures. Dans ce do- 
maine, le système Grafita conçu par Fajtlowicz 1521 [511 [531 [541 a déjà donné 
des résultats intéressants et stimulé l'intérêt de chercheurs. Grafiti définit 
des conjectures du type il@) 5 i2(G) ou il(C) 5 i2(G) + i3 (G) OU encore 
il (G) + i2(G) 5 i3 (G) + i4(C), où les i,(G) sont des invariants gaphiques, 
j = 1. . .4. De la même manière, dans les versions plus récentes, des formes où 
apparaissent des ratios d'invariants sont considérées. Ces conjectures sont alors 
testées sur une base de données d'exemples de graphes. Celles qui passent ce 
test sont nombreuses et parfois de moindre intérêt. Les conjectures proposées 
sont donc soumises à d'autres procédures qui éliminent certaines d'entre elles. 
Si une relation découle d'autres relations par transitivité, ou correspond à des 
relations déjà connues pour des classes de graphes plus larges que la classe 
à laquelle elle s'applique, la conjecture n'est pas retenue. Les conjectures qui 
restent sont proposées à la communauté mathématique. Dans le cas où une 
conjecture est Mutée par un contre-exemple, celui-ci est ajouté à la base de 
données, ce qui contribue à renforcer le système. Certaines conjectures peuvent 
se montrer difficiles à prouver ou réfuter. Les conjectures de Grafiti ont suscité 
et suscitent toujours un grand intérêt au sein de la communauté des chercheurs 
en théorie des graphes. Le texte Wntten on the wall remis a jour régulièrement 
[551 comporte une liste des conjectures ainsi que les références à des preuves, 
des contre-exemples, et d'autres remarques suscitées par ces conjectures. Ce do- 
cument fait état du travail de plus de 77 mathématiciens parmi lesquels Alon, 
BollobaS, Chung, CvetkoviC, Erdos et Seymour. Plusieurs théorèmes intéres- 
sants ont été suggérés par G~af i t i  tels que celui de Chung [291, qui démontre 
que la distance moyenne n'est jamais supérieure au nombre de stabilité, ou 
celui de Favaron, Mahéo et Saclé [961 prouvant que le résidu ne dépasse jamais 
le nombre de stabilité. 
5. Un autre outil utile au chercheur en théorie des graphes est la recherche bi- 
bliographique automatisée basée sur des concepts de théorie des graphes plutôt 
que sur des mot-clés, telle que dans la partie Bibiào de G ~ a p h  [471. Un tel ou- 
til permet des recherches plus efficaces que les recherches habituelles par mots 
clés puisque les mot clés donnés par les auteurs pour caractériser un même 
concept peuvent varier selon leur discipline d'origine. D'un autre côté, il est 
incontestablement plus difficile à maintenir à jour que Les bases de données au- 
tomatiquement générées par les moteurs de recherche disponibles sur internet. 
De ce fait, ces derniers compensent l'absence d'uniformisation des données par 
l'étendue des informations dont ils disposent. Ii suffit pour cela que le cher- 
cheur fasse lui même l'effort de diversifier les mot-clés qu'il utilise lors de ses 
requêtes. Comme nous aurons l'occasion de le remarquer lors de la section 2.2, 
il y a pleinement la place pour un outil structure d'analyse et de recherche dans 
la littérature. Il arrive que le même concept soit décrit dans diverses publica- 
tions sous différents noms génériques, mais il arrive aussi qu'un résultat soit 
redécouvert parce qu'une formulation équivalente décrit exactement le même 
résultat. Dans un tel cas, l'outil de recherche bibliographique n'est plus suffi- 
sant mais un outil capable de transformer une formulation en une autre serait 
utile. En ce sens, il serait sans doute intéressant de concevoir un système Ca- 
pable d'identifier par une requête les problèmes équivalents déjà traités. Selon 
une telle perspective, les concepts utilises dans Ingrid combinés à ceux de la 
partie Afgor de Graph semblent prometteurs bien que les difficultés associées à 
la gestion des données restent le principal obstacle à une telle tentative. 
Ces exemples montrent que les ordinateurs peuvent apporter une aide précieuse a u  
mathématiciens en donnant des parties de preuves, des indications pour des théo- 
rèmes spécifiques, en suggérant des conjectures ou simplement en effectuant rapide- 
ment certaines opérations. 
Chapitre 1 
Le système AutoGraphiX 
1.1 Fonctions d9AutoGraphiX 
Le système AGX que nous allons maintenant décrire est la partie centrale des re- 
cherches présentées ici. L'objectif initial sur lequel repose la plus grande partie de ses 
fonctionnalités est la recherche de graphes extrêmes, c'est-à-dire des graphes pour 
lesquels un invariant prend la plus grande ou la plus petite valeur possible. L'idée 
originale à la base d'AGX est de recourir aux outils de l'optimisation combinatoire 
et, plus précisément a la métaheuristique de Recherche (i Voisinage Variable pour ob- 
tenir heuristiquement de tels gaphes ou des graphes très proches, en grand nombre, 
puis d'analyser les propriétés des famiiles de graphes ainsi obtenues. 
Dès les premiers résultats, il est devenu très clair que la recherche de graphes extrêmes 
pouvait être utilisée pour résoudre un grand nombre de problèmes souvent considérés 
en théorie des graphes, ce qui donne à cette approche un aspect générique. Il en résulte 
que l'outil ainsi développé peut aisément être utilisé pour divers types d'appiications 
parfois complexes. Les applications de base de la recherche de graphes extrêmes sont 
les suivantes : 
- Trouver un graphe satisfaisant des contraintes données. 
Soient " i l (G) , i2(G),  .. . i l (G) ", I invariants de G et p i ,  p l ,  . . . pi des valeurs qui 
leur sont associées. A chaque contrainte Ck du type ik(G) 5 p k ,  nous associons la 
fonction hk(G) = max(ik (G) - p k ,  O ) ,  à chaque contrainte CI du type ik(G) 5 pk, 
nous associons la fonction hk(G) = max(pk - iL(G) ,  O)? et à chaque contrainte Ck 
d'égalité ik(G) = pk, nous associons la fonction hr(G) = lir(G) - p k ( .  
Considérons alors le problème 
où désigne l'ensemble des graphes à n sommets, n étant un paramètre. 
Tout graphe G tel que f (G) = O satisfait les contraintes Ck Vk = 1 . .  .1. 
Notons que les contraintes comportant des formules avec plusieurs invariants peuvent 
être traitées de la même manière, une formule dépendant de plusieurs invariants 
ét aat elle même un invariant. 
- 'houver des graphes de valeur optimale ou quasi-optimale pour un in- 
variant parmi une famille de graphes definis par des contraintes. 
Soit io(G) l'invariant de la fonction-objectif; supposons que les contraintes sont 
celles définies plus tôt et considérons le probléme 
min f (G) = io(G) + hf hk(G),  
CEG, k=l 
où M est une constante suffisamment grande pour que, pour toute paire de graphes 
Alors, en tout minimum de f (G) les contraintes seront satisfaites si elles peuvent 
toutes l'être simultanément. Les valeurs maximales sont traitées de manière ana- 
logue. 
- Refuter une conjecture. 
Soit une conjecture h(G) 5 g(G) où h(G) et g(G) sont des formules d'un ou 
plusieurs invariants de G. 
Considérons le problème 
min f (G) = g(G) - h(G). 
GE çn 
Si un gaphe G pour lequel f (G) < O est trouvé, la conjecture est réfutbe. 
- Suggerer une conjecture (ou en renforcer une). 
Ceci peut être effectué de diverses manières qui en général font appel à la para- 
métrisation en fonction de n ou d'autres invariants. Considérons par exemple une 
fonction f (G) d'un ou plusieurs invariants et le problème 
min f (G). 
G€Çn 
L'analyse qualitative ou quantitative des graphes (supposés extrérnaux) obtenus 
par résolution de ce problème peut nous suggérer des relations entre invariants. 
Cette partie sera expliquée en détail dans la section 1.4 ci-dessous. 
- Donner une id4e de preuve (ou montrer qu'une methode de preuve ne 
peut fonctionner). 
Soit une conjecture du type h(G) 5 g(G) et un gaphe supposé extrémal Gl pour 
la fonction f (G) = g(G) - h(G). S'il est possible de transformer n'importe quel 
graphe G en Cl par une suite de transformations utilisant un voisinage V générant 
une séquence de graphes dont l'évaluation f (G) est monotone décroissante. Le pro- 
gamme, par les voisinages qu'il utilise, peut suggérer que c'est le cas et préciser 
le voisinage V en question. Il reste dors à démontrer que la propriété observée est 
bien générale, ce qui est une idée de preuve. Il faut reconnaître toutefois que cette 
méthode n'a donné jusqu'ici que peu de résultats. En revanche, l'impossibilité de 
construire un graphe de la famille extrême en se restreignant à certaines trans- 
formations indique clairement qu'une autre méthode doit être utilisée. Ce type 
d'information permet d'éviter de perdre du temps à essayer de faire une preuve 
avant de se rendre compte que l'idée sur laquelie elle repose ne peut donner les 
résultats escomptés. 
Nous avons profité de cette possibilité lors de l'étude de la Conjecture WoW :12 
de Written on the Wall [56] obtenue à l'aide de Grufiti. Cette conjecture dit que 
pour tout graphe connexe, 1+ Ru 3 r .  En utilisant AGX pour trouver les solutions 
au problème 
min f(C) = l +  R a - r ,  
les graphes trouvés étaient toujours des arbres (graphes connexes sans cycles). 
Nous avons dans un premier temps montré que cette conjecture était vraie pour 
les arbres 1271. L'étape suivante consistait a démontrer qu'il est possible de passer 
de n'importe quel graphe à un arbre par une série de transformations réduisant 
toujours la fonction-objectif. La transformation que nous comptions utiliser était 
le retrait d'une arête. 
? 
Figure 1.1 - Optimum local du problème min 1 + Ra - T pour la transformation 
"retrait d'une arête". 
Avant d'essayer cette méthode de preuve, nous avons cherché à minimiser la fonction- 
objectif à partir de graphes aléatoires en restreignant les voisinages au ''retrait d'une 
arête", dans le but de trouver des optimums locaux. Pour ce problème, un optimum 
local est un graphe G à partir duquel il est impossible de construire un graphe G' 
tel que f (G') < f (G) par un retrait d'arête. Si G n'est pas un arbre, la méthode 
de preuve considérée est vouée à l'échec; c'est le cas ici puisque le programme a 
trouvé assez rapidement l'optimum local représenté sur la figure 1.1. 
AGX exécute aussi des tâches plus simples telles que la représentation de graphes, 
leur modification interactive et le calcul rapide d'invariants choisis. 
1.2 La recherche à voisinage variable 
Comme nous l'avons mentionné plus haut, l'idée de base d 'AGX est de chercher 
des graphes extrêmes, et de traiter ce probléme comme un problème d'optimisation 
combinatoire à l'aide d'outils spécifiques, en particulier les metaheuristiques. 
Depuis une vingtaine d'années, un grand nombre de métaheuristiques ont été propo- 
sées. Ce sont des cadres généraux pour construire des heuristiques, lesquelles donnent 
des solut ions quasi-optimales et parfois optimales, sans garantie de qualité. Les mé- 
taheuristiques s'appliquent à une grande variété de problèmes. Contrairement aux 
heuristiques traditionnelles, celles basées sur ces méthodes ne restent pas bloquées 
lorsqu'elles rencontrent un optimum local. Les plus connues d'entre elles sont sans 
doutes les algorithmes génétiques, le recuit simulé, la recherche avec tabous et les ré- 
seaux de neurones (le lecteur interessé par ce sujet peut se référer au livre de Reeves 
[log] pour une revue, et à Osman et Laporte [IO51 pour une bibliographie étendue). 
Celle que nous utiliserons ici est la récente Recherche à Voisinage Variable (souvent 
appelée par son nom anglais Variable Nezghborhood Search, ou VNS) [1001. Cette mé- 
thode a été appliquée avec succès à un certain nombre de problèmes d'optimisation 
combinatoire tels que le problème du voyageur de commerce [IOO], le problème de la 
pmédiane [761 et le problème de localisation de Weber avec plusieurs sources (221. 
Pour expliquer l'algorithme, nous conviendrons que le graphe G' sera dit voisin du 
graphe G par rapport à la transformation T (par exemple ajouter ou retirer une arête) 
s'il est possible de construire G' à partir de G en appliquant une fois la transformation 
T. L'ensemble des graphes voisins de G, V(G), est dit voisinage de G pour la 
transfomat ion 2'. 
La Recherche a Vobznage Variable telle qu'utilisée dans AGX comporte trois phases 
imbriquées. Tous les problèmes traités par AGX peuvent se rapporter au problème 
générique min f (G) pour lequel la Recherche à Voisinage Variable est décrite ci- 
dessous. 
La routine la plus centrale de l'optimisation dans AGX est la recherche locale qui 
procède comme suit : 
Recherche Locale : 
1. initialisation : 
Définir la transformation T à utiliser, un graphe initial G, et poser 
meilleur = 1 
2 .  Tant que meilleur = 1 faire : 
( a )  meilleur = O 
(b)  Trouver G' E vT(G) tel que f (G') 4 f (G") VG" E VT(G) 
s i  f (W < f (G) 
G t G' 
meilleur = 1 
fait. 
G est un optimum local pour la fonction f ,  en utilisant la transformation T. 
En d'autres termes, la recherche locale modifie successivement le graphe en utili- 
sant la transformation choisie de manière à améliorer à chaque fois la valeur de la 
fonction-objectif. Le choix de la transformation à utiliser est crucial pour la per- 
formance de la recherche. On peut s'attendre à obtenir les meilleurs résultats avec 
des transformations plus générales, mais ces dernières nécessitent un temps de calcul 
plus long. Selon le type de problème, elles seront donc plus ou moins pertinentes et 
il peut être meilleur de travailler en priorité avec des transformations plus simples et 
rapides, au moins au début de l'optimisation, alors qu'un grand nombre de modifi- 
cations de G seront effectuées. Le principe de la Descente u Vo'oisinage Variable est 
d'effectuer successivement des Recherches Locales utilisant diverses transformations, 
comme suit : 
Descente 8 Voisinage Variable : 
1. Initialisation Définir une liste de transformations Tl, T& . . . , TI à utiliser, un 
graphe initial G et poser meilleur = 1. 
2. Tant que meilleur = 1 faire : 
(a )  meilleur = O 
(b) Pour i =  1 8  l ,  
Soit G' le graphe obtenu après avoir appliqué Recherche Zocale avec G 
comme graphe initiai et Ti comme transformation. Si f (Gt) < f (G), 
G + Gt. 
meilleur = i 
fait. 
G est un optimum local pour chacune des transformations Tl, T2, . .. , q. 
Dans AGX, une dizaine de transformations sont programmées. Ces transformations 
sont représentées sur la figure 1.2. 
Retrait d'une &te 














Figure 1.2 - Tkansformations disponibles dans AutoGraphiX 
Le graphe obtenu après la Descente a Voisinage Variable, est un optimum local 
pour chacun des voisinages utilisés. Cette routine sera plus performante si un grand 
nombre de transformations sont utilisées ; nous l'avons donc améliorée systématique- 
ment lors de l'utilisation du programme. Quand AGX trouvait un graphe G et que 
nous connaissions un graphe G meilleur que G, nous cherchions une transformation 
permettant de passer de G à G' afin de l'intégrer au programme. Nous nous sommes 
limités à des transformations simples et générales, parce que nous voulions à la fois 
préserver la performance du programme en évitant les transformations associées à 
un voisinage long à explorer et parce que nous cherchions toujours des outils ef- 
ficaces pour le plus grand nombre de problèmes possibles. Des améliorations dans 
la Descente à Voisinage Variable sont proposées dans la section 3.2.2 réservée aux 
développements envisages. 
La troisième partie de l'algorithme utilise des voisinages imbriqués qui se définissent 
comme suit : 
Étant donnée une transformation T, nous disons que G est dans le kaCrne voisinage 
de G (G1 E c ( G ) )  si nous pouvons construire G' à partir de G en appliquant 
successivement k fois la transformation T à G. La Recherche à Voisinage Variable 
est alors définie comme suit : 
Recherche B Voisinage Variable : 
Init ialisat ion 
Définir une structure de voisinages imbriqués q, k = 1.. . lr,,, un graphe initial G 
et une condition d'arrêt. 
Tant que la condition d9arr&t n'est pas rencontrée 
1. Poser k = 1. 
2. Tant que k 5 k- rbpbter les étapes suivantes : 
(a) générer aléatoirement un graphe G' E q ( G ) .  
(b) Appliquer la Descente à Voisinage Variable avec G comme solution initiale 
et noter G" I'optimum local ainsi obtenu. 
(c) Si G" est meilleur que G recentrer la recherche en posant G t G" et 
k = 1. 
Sinon, k t k + 1. 
La condition d'arrêt peut être le temps de calcul maximum, un nombre d'itérations 
maximum ou de telles valeurs depuis la derniére amélioration de la fonction-ob jectif. 
L'étape (a) de perturbation du graphe courant G sera faite par modifications de ce 
graphe. 
Selon le type de problème à résoudre, la phase de perturbation peut se montrer plus 
ou moins efficace. Si par exemple, le nombre d'arêtes est fixé, modifier le graphe 
par ajout ou retrait d'arêtes donnera probablement un gaphe  non réalisable. II sera 
de ce fait inutile de considérer, dans la recherche locale, des voisinages modifiant le 
nombre d'arêtes. De plus, nous pouvons nous attendre à ce que, cherchant d'abord 
un gaphe réalisable, certaines transformations de la perturbation soient annulées par 
les premières itérations de la recherche locale. Dans ce cas, nous reviendrons souvent 
sur le même optimum local. Dans le but d'améliorer la performance du programme, 
deux types de transformations sont utilisés pour la perturbation utilisée dans la R W  
dYAGX . La premiére consiste a ajouter ou retrancher une arête au graphe tandis 
que la seconde, au cas où le nombre d'arêtes est fixé, consiste a déplacer une arête. 
1.3 Invariants disponibles dans AutoGraphiX 
Parmi les invariants disponibles dans AGX, mentionnons d'abord 72, le nombre de 
sommets appelé NBNOD dans le fichier de paramètres et rn, le nombre d'arêtes, 
appelé NBARC. Si nous notons d, la distance entre les sommets i et j (nombre mi- 
nimum d'arêtes que nous devons parcourir pour aller de i à j ) ,  nous pouvons définir d 
la distance moyenne entre paires de sommets, notée AVDIST. Le diamètre du graphe 
D, ou plus grande distance entre paires de sommets du graphe, est noté DI AM E- 
TER, le mode des distances n o d e ( d )  entre paires de sommets est noté MODEDIST 
alors que le rayon du gaphe r défini par : 
est noté RADIUS. Notons alors bi le degré du sommet i ou nombre d'arêtes incidentes 
au sommet i ,  le degé  minimum 6 (resp. maximum, A) de G est noté DEGMIN (resp. 
OEGM AX), tandis que le nombre de sommets pendants, ou sommets de degré 1, soit 
nl, est noté PENDING. De manière plus générale, le nombre de sommets de degré 
i est noté DEG(I), ainsi, DEG(1) est équivalent à PENDING. La variance de la 
séquence des degrés u2(6) est notée VARDEG tandis que la somme des inverses des 
degrés est notée SUMINVDEG. Un autre indice introduit par RandiC comme mesure 
branchement des alcanes [IO71 et fortement étudié par les chimistes sera étudié 
détails plus loin. L'indice de Randit Ra, noté RANDIC se défini comme suit pour 
graphe G composé d'un ensemble V de sommets et E d'arêtes : 
nombre chromatique y appelé GAMMA est le nombre minimum de couleurs 
nécessaires a la coloration de tous les sommets de G telle que deux sommets adjacents 
aient toujours des couleurs différentes. Le nombre de stabilité cr noté STABLEMAX 
est la cardinalité du plus grand sous-graphe induit sans arêtes de G alors que la taille 
de la clique maximale, cardinalité du plus grand sous-graphe complet de G, est notée 
CLIQMAX. La température moyenne d'un gaphe définie comme 
AVGTMP = 
j = I  
sera notée AVGTMP. L'index, plus grande valeur propre de la matrice d'adjacente 
A = aij (où aij = 1 si les sommets i et j sont adjacents et O sinon) associée au 
graphe, est noté INDEX. 
1.4 Recherche automatique de conjectures 
Comme nous le montrerons dans le chapitre 2, l'examen des graphes extrémaux four- 
nis par AGX permet très rapidement de proposer des conjectures. L'étape suivante 
consiste à automatiser cette recherche. Suite à la résolution d'un problème paramé- 
trisé, nous disposons d'un ensemble de graphes supposés extrêmes renfermant une 
information assez riche pour mener à des conjectures. 
La question qui se pose alors est : comment exploiter et synthétiser l'information que 
recèlent ces graphes. Les fonctionnalités que nous cherchons à développer relèvent de 
l'extraction de connaissances dans les grandes bases de données (Knowledge Discovey 
in Databues ou K D D ,  en anglais) qui reléve du "Data mining" en étant par ailleurs 
directement reliées à la découverte scientifique par le sujet traité. En suggérant des 
conjectures, le programme donne au chercheur certaines intuitions quant au problème 
traité qu'il n'aurait éventuellement pas eues seul. Dans ce sens, nous transformons 
l'outil d'optimisation en un programme qualifié d'"intelligent". 
Comme expliqué dans l'introduction, deux tendances se dégagent en découverte scien- 
tifique à l'aide de l'ordinateur. La première cherche à reproduire mécaniquement les 
modes de raisonnement humains, ce qui permet aussi de mieux les comprendre [91] 
[931. La seconde cherche plutôt à tirer profit des spécificités de la machine dans le 
but de développer des méthodes plus efficaces de découverte scientifique. 
Les deux approches sont utilisées actuellement dans AGX. 
Une première méthode découlant directement de la première approche consiste à 
identifier les familles auxquelles les graphes trouvés par l'optimisation appartiennent 
dans le but de trouver, à l'aide d'information déjà connues par le système ti leur sujet, 
une expression analytique de la fonction-objectif ne dépendant que des paramètres 
utilisés. C'est ce que nous appelerons la méthode analytique. 
Les autres méthodes relèvent plutôt de la seconde approche. Lorsque nous disposons 
d'une base de données comportant les valeurs de certains invariants pour les gaphes 
extrêmes obtenus, nous pouvons considérer un graphe comme un point dans l'espace 
des invariants utilisés. De cette manière, l'ensemble des gaphes considérés peut être 
vu comme un nuage de points que nous chercherons à caractériser dans le but de 
trouver des conjectures. 
La seconde méthode de recherche de conjectures consiste à essayer de trouver une 
direction telle que les projections orthogonales de tous les points représentant des 
graphes par rapport A cette direction soient identiques, ce qui signifierait que tous 
les points sont dans un même hyperplan orthogonal à cette direction. Dans ce cas, 
nous avons une relation affine respectée pour tous les gaphes. C'est le principe de 
la méthode numén'que. 
La troisième méthode consiste à trouver des inégalités respectées par tous les points 
représentant les gaphes dans l'espace des invariants en calculant leur enveloppe 
convexe : c'est la méthode géométrique. 
1.4.1 Sélection de graphes 
Les méthodes que nous utilisons pour trouver des conjectures sont toutes basées 
sur les graphes extrémaw obtenus. Il se peut toutefois que notre attention doive se 
concentrer plus spécifiquement sur un sous-ensemble de ces graphes soit parce que 
l'heuristique n'a pas trouvé les gaphes extrêmes (auquel cas il faudrait identifier puis 
retirer les graphes fautifs), soit simplement parce que certaines propriétés des graphes 
extrêmes ne peuvent pas être vérifiées pour toutes les valeurs des paramètres. Afin 
d'identifier la structure des graphes extrêmes, nous allons déterminer des méthodes 
pour sélectionner un sous-ensemble des graphes obtenus. La difficulté de cette tâche 
est que garder un gaphe ne correspondant pas A la bonne famille empêche le pro- 
gramme d'identifier cette structure, alors que si un trop grand nombre de gaphes 
sont éliminés, il peut ne pas en rester assez pour que cette structure soit décelable 
par le programme. Comme nous n'avons a priori aucune information sur les graphes 
recherchés, nous devrons utiliser des heuristiques pour cette sélection. A nouveau, 
nous courons le risque de trouver des familles ne correspondant pas a la caractérisa- 
tion des graphes extrêmes recherchés. La routine de sélection donne des indications 
qui doivent ensuite être vérifiées par le chercheur. Afin d'accomplir cette sélection, 
plusieurs approches ont été considérées. 
L'approche la plus simple est basée sur le principe de la moyenne flottante et procède 
comme suit : pour chacun des paramètres, faire une approximation linéaire de la 
valeur de la fonction-objectif en utilisant les graphes pour lesquels ce paramètre diffère 
de un (ou d'une fois le pas drincrémentation). De cette manière, nous sélectionnerons 
le graphe Gi (pour lequel la valeur du paramètre est i et l'objectif vaut f (Gi)) si 
f (Gi) est meilleure que f(G1-')+f(G1+L1. a Si i est la plus petite ou plus grande valeur 
possible pour le paramètre utilisé, le graphe n'est pas sélectione afin d'éviter les effets 
de bords. Dans le cas où deux paramètres ont été utilisés, la sélection a lieu pour 
chaque paramètre, donnant deux sous-ensembles distincts de graphes. Pour chacun 
des cas, le graphe Gij ,  le gaphe trouvé avec i et j comme paramètres, est comparé 
B ses ''voisins" Gi-1,j et Gi+i,j OU bien Gij-1 et Gi,j+i, selon le paramètre choisi. 
Cette approche est actuellement inplantée dans AGX et permet de conserver un 
assez grand nombre de graphes. Un défaut majeur est que dans le cas où la fonction- 
objectif a une forme concave, aucun point n'est sélectionné, comme l'illustre la figure 
1.3 sur laquelle on peut voir qu'un point n'est sélectionné que s'il est en dessous de 
la ligne. 
Graphes séléctionnés 
Graphes non considérés 
Cas général Fonction Concave 
Figure 1.3 - Sélection de graphes extrêmes par la moyenne flottante 
Cette première approche étant très locale, nous avons essayé de trouver d'autres 
méthodes utiiisant plutet une information générale. Dans un premier temps, nous 
cherchons, par régression non linéaire, à identifier la tendance centrale, puis nous 
supprimons les graphes dont la valeur est strictement moins bonne que la fonction 
de régression, avant de répéter le processus, le tout dans l'espoir de trouver une 
fonction minorante pour les valeurs obtenues. En cas de succès, la fonction obtenue 
permet de définir une conjecture sur la valeur de l'objectif. Lors des tests sur cette 
méthode, nous nous sommes rendu compte qu'à moins que la régression ne passe 
par tous les points assez rapidement, le nombre de graphes conservés chute très vite, 
de sorte que seuls deux ou trois points demeurent. Il est alors impossible de trouver 
quelque caractéristique que ce soit, comme l'illustre la figure 1.4. II est parfois arrivé, 
malgré tout, que de bonnes conjectures soient obtenues à l'aide de cette méthode, 
mais ces dernières avaient déjà été trouvées par d'autres moyens. Afin que cette 
méthode mène à de bon résultats, il faudrait sans doute l'arrêter avant la fin si nous 
voulons conserver un assez grand nombre de graphes. En se référant à la figure 1.4, 
nous remarquons que l'information critique de cet exemple disparaît lors de l'étape 
2. La performance de cette méthode dépend du respect des hypothèses associées à la 
régression, et particulièrement l'homocedasticité. Malheureusement, cette hypothèse 
n'est que rarement satisfaite, ce qui engendre les dysfonctionnements représentés sur 
cette figure. 
Gnphes sC1éctionnb 
G q h a  non considMs 
Figure 1.4 - Sélection de graphes extrêmes par régression non linéaire 
1.4.2 Une met hode analytique 
Cet te approche peut être considérée comme une formalisation automatisée de certains 
aspects du raisonnement humain. La première conjecture trouvée a l'aide dlAGX 
donne une borne inférieure sur l'indice de Randif, en fonction du nombre chromatique 
y et de l'ordre n du graphe. Rappelons que le nombre chromatique d'un graphe est 
le nombre minimum de couleurs requises pour qu'à chaque sommet du graphe soit 
associée une couleur sans que deux sommets adjacents n'aient la même couleur. Une 
étude assez poussée de l'indice de Randid Ra est donnée lors de la section 2.1. Cet 
indice a été défini dans Ia section 1.3. 
Codecture 1 Pour tout arbre conneze G ,  
TV- 
Figure 1.5 - Graphe d'indice Ra conjecturé minimum, avec n = 11 et y = 6. 
Elle fut trouvée en cherchant systématiquement les graphes d'indice Ra minimum, 
alors que l'ordre n et le nombre chromatique y du graphe sont fixés comme pa- 
ramètres. Nous avons instant anérnent identifié une structure commune à tous les 
graphes extrêmes obtenus. En effet, tous les graphes étaient composés d'une clique 
de cardinalit6 y (G) et de n - r(G) sommets pendants tous connectés au mème som- 
met de la clique, comme l'illustre la figure 1.5. 
Pour n et y donnés, le graphe correspondant est totalement défini. De plus, Ra@) 
est calculable par une formule analytique avec n et y comme paramètres. En effet, 
les sommets se répartissent en un sommet s de degré n - 1, y - 1 sommets de degré 
y - 1, qui forment une clique avec le sommet s, et n - 7 sommets pendants reliés à 
S. Il s'ensuit que le graphe comporte arêtes reliant des sommets de degré 
y - 1, 7 - 1 arêtes reliant un sommet de degré n - 1 et un sommet de degré y - 1, et 
n - y  arêtes reliant un sommet de degré n - 1 à un sommet pendant. La conjecture 1 
découle directement de ces informations et de la définition (1.7) de I'indice de Randit. 
Nous nous sommes ensuite intéressés à la maniére dont nous avons trouvé cette 
conjecture. Partant d'un ensemble de gaphes supposés extrêmes, nous avons dans un 
premier temps cherché leurs caractéristiques communes. La seconde étape a consisté 
à identifier avec exactitude une famille de graphes à laquelle ils se rattachent. Dans 
la troisième étape, nous avons exprimé une relation entre la fonction-objectif et les 
paramètres utilisés pour trouver les graphes dérivant de la famille de graphes extrêmes 
identifiée. Il était alors naturel d'essayer d'automatiser cette méthode dans AGX. 
Partant d'un ensemble de gaphes supposés extrêmes, trouvés par sa partie opti- 
misation, et d'un petit ensemble de règles, le programme identifie si ces graphes 
appartiennent à une classe connue. Il est surprenant de constater qu'un ensemble 
assez restreint de familles suffit souvent pour caractériser les gaphes extrêmes. 
Pour certaines de ces familles, il est possible de caractériser complètement un graphe 
par son nombre de sommets n. Nous appellerons ce type de familles les familles 
simples de graphes. Pour elles, les invariants peuvent en général être définis par 
une formule algébrique simple avec comme seul paramètre n. Les étoiles, chemins, 
graphes complets et cycles sont des exemples de telles familles. 
Dans de nombreux cas, les familles auxquelles appartiennent les graphes extrêmes 
sont des familles simples; il est alors possible de remplacer les invariants qui appa- 
raissent dans la fonction-objectif par une fonction de n, ce qui nous donne immé- 
diatement une borne serrée pour la formule originale en fonction du seul paramètre 
71. 
La méthode fut appliquée pour essayer de resserrer les 12 conjectures parmi les 30 
premières de Wn'tten on the Wall (Wo W) obtenues à I'aide de Gmfiti (521 (561 pour 
lesquelles tous les invariants requis étaient déjà dans AGX. Ce dernier programme 
a été utilisé pour trouver des graphes conjecturés extrémaux, graphes pour lesquels 
la différence entre le membre de gauche et celui de droite de l'inégalité est minimale. 
Des tests ont ensuite été faits pour identifier la classe à laquelle les graphes extrêmes 
appartiennent. Selon la famille extrême trouvée, il était alors possible de remplacer 
la fonction-objectif par une relation en n à l'aide d'une base de formules connues. 7 
des 12 conjectures testées ont été automatiquement renforcées par le système. 
Une routine supplémentaire a été ajoutée au système pour trouver des contre-exemples 
aux conjectures testées. En effet, la formule algébrique donnant la fonction-ob jectif a 
été évaluée pour n = 5, . . . ,10000. Le système peut ainsi trouver des contre-exemples 
à certaines conjectures sans pour autant les construire, comme ce fut le cas pour la 
Conjecture Wo W :M. 
Les conjectures testées ainsi que les résultats obtenus sont les suivants. 
- Conjecture WoW :3 
RANDIC - AVDIST 2 O 
AGX nous donne : 
IT SEEMS THAT EXTREMAL GRAPHS ARE TREES. 
Cette information n'est pas suffisante pour trouver une formule algébrique pour 
RANDIC ou AVDIST.  
- Coqjecture WoW :4 
VARDEG + SUMINVDEG - AVDlST 2 O 
AGX nous donne : 
IT SEEMS THAT EXTREMAL GRAPHS ARE COMPLETE GRAPHS. 
I SUGGEST THAT : 
VARDEG + SUMINVDEG - AVDIST 2 O + ( N B N O D I ( N B N 0 D  - 1)) - 1 
d'où la nouvelle conjecture 
Conjecture 2 Pour tout p p h e  G : 
qui s 'écrit aussi 
1 1 02(a) + C - - d 2  - 
Ji n - 1  iEV 
cette conjecture tend asymptotiquement uers la conjecture WoW :4 quand n tend 
uers l'infini. 
Coqjecture WoW :5 
MODEDIST + SUMINVDEG - AVDIST >_ O 
AGX nous donne : 
IT SEEMS THAT EXTREMAL GRAPHS ARE COMPLETE GRAPHS. 
I SUGGEST THAT : 
MODEDIST + SUMINVDEG - AVDIST 2 l+ 
( N B N O D / ( N B N O D  - 1)) - 1 
d'où la nouvelle conjecture 
Coqjecture 3 Pour tout graphe G : 
Conjecture WoW :7 
RADIUS + RANDIC - MODEDIST >_ O 
AGX nous donne : 
IT SEEMS THAT EXTREMAL GRAPHS ARE STARS. 
I SUGGEST THAT : 
RADIUS + RANDIC - MODEDIST 2 1 + S Q R T ( N B N 0 D  - 1) - 2 
IF NBNOD > 3 .  
d'où la nouvelle conjecture : 
Conjecture 4 Pour tout graphe G d'ordre n > 3 
- Coqjecture WoW :8 
AVDIST + RANDIC - MODEDIST 3 O 
AGX nous donne : 
IT SEEMS THAT EXTREMAL GRAPHS ARE STARS. 
I SUGGEST THAT : 
AVDIST + RANDIC - MODEDIST 3 ( ( N B N O D  - 1) * â / N B N O D )  + 
S Q R T ( N B N 0 D  - 1 )  - 2 
IF NBNOD > 3, 
d'où la nouvelle conjecture : 
Conjecture 5 Pour tout graphe G d'ordre n > 3 
- Coqjecture WoW :12 
1 + RANDIC - RADIUS 2 0 
AGX nous donne : 
IT SEEMS THAT EXTREMAL GRAPHS ARE PATHS. 
I SUGGEST THAT : 
i + RANDIC - RADIUS 2 1 + ( ( N B N O D  - 3)/2 + SQRT(2)) 
-FLOOR(NBNOD/2) 
IF NBNOD > 2. 
Par une analyse de graphes extrêmes sélectionnés par la méthode de la moyenne 
flottante, en l'occurence des chemins, d'où la nouvelle conjecture : 
Coqjecture 6 Pour tout graphe G d'ordre n > 2 
- Conjecture WoW :13 
Pour tout graphe G connexe 
SUIMINVDEG + AVDIST - RADIUS 2 O 
AGX a trouvé que les graphes sélectionnés par la méthode de Ia moyenne flottante 
sont des graphes réguliers, mais cette information n'est pas suffisante pour définir 
avec précision un graphe. Il faudrait pounuivre l'analyse pour les graphes réguliers 
en fonction du degré. 
- Conjecture W o W  :14 
Pour tout graphe G connexe 
AVDIST + RANDIC - RADIUS 2 0. 
AGX n'a trouvé aucun résultat. 
- Conjecture WoW :15 
VARDEG + RANDIC - RADIUS 2 O 
AGX nous donne : 
IT SEEMS THAT EXTREMAL GRAPHS ARE CYCLES. 
I SUGGEST THAT : 
VARDEG+ RANDIC - RADIUS 2 Ot(NBNODI2) - FLOOR(NBNOD/1), 
d'oii la nouvelle conjecture : 
Coqjecture 7 Pour tout graphe G d'ordre n 
Cet exemple montre que l'étude de conjectures à l'aide d'un petit nombre d'exem- 
ples de petite taille conduit parfois à des résultats incertains puisque la conjecture 
initiale est fausse pour les chemins avec un nombre pair de sommets n > 22, comme 
il a par ailleurs été remarqué à l'aide d'AGX (voir [271). La conjecture 7 est donc 
fausse elle aussi. 
- Coqjecture W o W  :16 
AVGTMP + RANDIC - RADIUS 2 O 
AGX nous donne : 
IT SEEMS THAT SELECTED EXTREMAL GRAPHS ARE PATHS 
I SUGGEST THAT : 
AVGTMP + RANDIC - RADIUS 2 (2/(NBNOD - 1)) + ((NBNOD - 3)/2 + 
SQRT(2)) - FLOOR(NBNODI2) IF NBNOD > 2. 
d'où la nouvelle conjecture : 
En calculant la valeur du membre de droite de cette expression pour n = 3. . .10000, 
le système a trouvé qu'elle était négative si n est égal à 26. Le chemin à 26 sommets 
est donc identifié comme contre-exemple à la conjecture WoW :16 sans qu'il soit 
nécessaire de le construire. Une analyse ultérieure nous a permis de constater que 
tous les chemins pairs de 26 sommets ou plus sont des contre-exemples à cette 
conjecture. 
- Conjecture W o W  :27 
RANDIC - SQRT(VARDEG) 2 0 
AGX nous donne : 
IT SEEMS THAT EXTREMAL GRAPHS ARE STARS. 
I SUGGEST THAT : 
RANDIC - SQRT(VARDEG) > SQRT(NBN0D - 1 )  - S Q R T ( ( N B N 0 D  - 
3 + ( Î I N B N O D ) ) )  
IF NBNOD > 2. 
Nous en déduisons la conjecture 
Conjecture 8 Pour tout graphe C d'ordre n 
L'utilisation de la méthode analytique a aussi permis la réfutation automatique d'une 
des conjectures de G r A t i ,  soit WoW : 16. 
Cette méthode a aussi permis de renforcer 8 conjectures sur 12. Pour la conjecture 
réfutée par le système, le terme renforcement n'est assurément pas adapté puisque 
AGX a plut& proposé une correction. 
Une approche possible pour améliorer cette méthode de recherche de conjectures est 
proposée dans la section 3.2.1. 
1.4.3 Une méthode numérique 
 tant donné un ensemble d'observations sur plusieurs variables, trouver efficace 
ment des relations qu'elles respectent est un problème fondamental en découverte 
de connaissances dans les bases de données (Knowledge Discovey in Databases, ou 
KDD, en anglais). Du fait de l'informatisation croissante des entreprises qui disposent 
donc de très grandes bases de données, cette discipline est en pleine expansion. Deux 
types d'applications sont considerées : 
- la classification, qui permet une discrimination de la population, ce qui est très 
utile pour l'analyse et la segmentation de marchés par exemple, 
- la recherche d'une information synthétique susceptible de décrire les données. Un 
modèle linéaire ou non linéaire, est par exemple utilisé pour la conception de mo- 
dèles de prédiction. Dans ce cas, une fonction générique est considérée tandis que 
ses paramètres sont évalués grâce à la base de données. 
Dans le cas qui nous concerne ici, comme pour beaucoup d'applications de découverte 
scientifique, l'utilisation de données et la recherche de relations qu'elles respectent 
est déterminante (931, [1121, et s'apparente à la recherche de connaissances dans des 
bases de données. Plus précisément, nous cherchons des relations au sein d'un sous- 
ensemble des variables vérifiées par toutes les observations considérées. Les méthodes 
généralement utilisées relèvent de la régression ou bien, quand la taille ou la structure 
des problèmes ne permet pas l'utilisation de cette dernière, des réseaux de neurones, 
comme l'expliquent Fayyad et ses collaborateurs [611. En effet, considérer tous les 
sous-ensembles de variables possibles permet de résoudre le problème mais se traduit 
par une explosion combinatoire. La recherche de paramètres minimisant la somme des 
erreurs revient à un problème d'optimisation globale si le modèle n'est pas linéaire. 
Nous voulons montrer ici que dans le cas déterministe, cas où il existe des relations 
strictement vérifiées pour toutes les observations, ce problème peut être résolu en 
temps polynomial pour de larges classes de relations. Plus précisément, nous propo- 
sons un algorithme polynomial pour trouver une base de toutes les relations afnnes 
entre les variables (ou des puissances, quotients, produits ou logarithmes de celles-ci). 
Cet algorithme utilise des résultats simples d'algèbre linéaire qui sont aussi utilisés 
en analyse en composantes principales [1061. Toutefois, le but recherché en analyse 
en composantes principales est d'expliquer les différences entre les observations alors 
que nous cherchons à identifier les propriétés communes à ces observations. 
Nous décrirons d'abord l'algorithme utilisé, puis nous l'illustrerons avec quelques 
exemples classiques de découverte, déjà étudiés à l'aide du programme Bacon [931. 
Une relation portant sur cinq invariants, découverte à l'aide d'une version totale- 
ment automatisée d'AGX sera ensuite exposée ainsi que deux autres conjectures 
découvertes lors de l'analyse de la premiére. D'autres conjectures obtenues à l'aide 
du système seront présentées au chapitre 2 qui porte sur les applications d'AGX. 
Algorithme 
Considérons un ensemble de m observations sur n variables quantitatives 11, 1 2 ,  . . . x. 
Soit ,Y,,, = (x,) l'ensemble de données correspondantes. Notre but est de trouver 
une base de l'ensemble des relations affines (les relations de la forme a l x l  + + 
- - - + a,x, = b, où les aj  et b sont des constantes) respectées par les observations. 
Soit p = $'~1, le vecteur des moyennes sur les colonnes de X. Alors, toutes les re- 
lations affines entre les colonnes de X deviennent des relations linéaires (de la forme 
aixi + aixi + ---+ akxk = O) entre les colonnes de X' = X - (lm$), la matrice des 
données centrées. De plus, tous les coefficients (à l'exception de 6) restent inchangés. 
n 
En effet, si XI = C cjxj  + d alors 
j=2 
Centrer les variables, la première étape de notre algorithme, transforme donc le pro- 
bléme de trouver des relations affines en celui de trouver des relations linéaires. 
Considérons alors la matrice de variance-covariance V définie par Vnxn = X'X'. 
Si la relation 
est vraie, alors 
ce qui veut dire que si la relation linéaire (1.22) est vraie pour les colonnes de X', elle 
l'est également pour celles de V. Comme V est symétrique, cette relation est encore 
vérifiée pour ses lignes. 
La seconde étape de notre algorithme est alors de calculer V. 
La troisième étape consiste à diagonaliser V (avec toutefois des lignes vides s'il y a des 
relations). Ceci peut être effectué par élimination Gaussienne. Dans la matrice ainsi 
obtenue, V', Dim(lm(V)) lignes contiennent des termes non nuls et correspondent à 
des variables indépendantes. Les n - Dim(Im(V)) lignes restantes ne contiennent que 
des zéros et correspondent aux variables dépendantes qui peuvent s'exprimer comme 
combinaisons linéaires des variables indépendantes. Ces relations forment une base 
de l'espace nul de V. A l'aide des données originales, il est ensuite aisé de calculer 
les membres de droite correspondant aux relations afnnes. 
Le cas où une variable dépendante est exprimée sous la forme d'un monôme de 
plusieurs variables indépendantes, au lieu d'une relation affine, peut aisément se 
rapporter au cas précédent. 
En effet, si 
où et et f sont des constantes, en passant aux logarithmes des variables, cette relation 
devient 
n 
log z; = = et log (IL) + log( f ) .  
t= 1 ,C# j 
La méthode décrite ci-dessus peut alors être utilisée pour trouver les exposants et 
(égaux à O si xi  n'apparaît pas dans le monôme) ainsi que la valeur f .  
Les deux classes de relations décrites précédemment peuvent être aisément et sub- 
stantiellement étendues en calculant des termes supplémentaires à part ir des données 
originales. Le cas le plus simple consiste i prendre, en plus des données originales, 
tous les carrés et produits de paires de variables. Nous utilisons alors n+* = * 2 
variables au lieu de n. Les formules sont du type 
Les ratios, puissances supérieures à deux ou les produits de trois variables peuvent 
aussi être considérés. Si xj a la forme d'un monôme, les sommes ou différences de 
miables peuvent être prises comme termes additionnels. 
Complexité 
La première étape de la méthode,  calcule^ les valeurs centrées, exige le calcul des 
termes p,  ce qui requiert O(mn) opérations. Nous devons ensuite soustraire / t j  de 
chaque z, ce qui requiert à nouveau O(rnn) opérations. 
La seconde étape, calculer la matfice de variance-covariance V , prend 0(mn2) .  
La troisième étape, la dzagonalisatzon de V par élimination gaussienne requiert aussi 
Afin d'éviter de trouver des relations aberrantes, il faut que n 2 n. On en déduit 
que la complexité globale de l'algorithme est 0 ( m n 2 )  (ou 0(n3) sous l'hypothèse 
raisonnable que m est O ( n ) ) .  Si les carrés et produits de termes sont considérés, 
la complexité s'élève à 0(n6). De tels problèmes restent possibles a résoudre en un 
temps raisonnable lorsque n est modéré. 
A titre de comparaison, utiliser la régression linéaire permet de trouver au plus une 
relation à la fois alors que nôtre méthode trouve une base de l'ensemble des relations 
présentes dans les données. De plus, la régression linhaire nécessite qu'une variable 
soit expliquée par les autres, ce qui implique qu'une régession doive être calculée 
pour chacune des n - 1 premières variables à expliquer par les suivantes. De plus, 
aiin de s'assurer que toutes les relations soient identifiées, il faut utiliser le critère du 
%neilleur sous-ensemble" pour chaque régression, ce qui implique l'essai de chacune 
des combinaisons de Mnables, un algorithme d'énumération non polynomial et une 
complexité exponentielle. Analyser un exemple de 20 variables et 44 observations 
avec le logiciel de statistique SAS requiert 10 secondes alors que 0.0013 seconde s a t  
à notre méthode. Pour un exemple avec 25 variables au lieu de 20 et toujours 44 
observations, le temps mis par SAS s'élève à 4 minutes et 30 secondes tandis que 
0.002 seconde suffit à notre algorithme (qui est donc 130 000 fois plus rapide). 
Applications 
Avant d'utiliser cette méthode pour découvrir de nouvelles conjectures en théorie des 
graphes, nous l'avons testée sur des exemples tirés de la physique. 
La troisiéme loi de Kepler 
La troisième loi de Kepler dit que pZ/d3  = c où p représente la période de l'orbite 
d'une planète, d sa distance moyenne au soleil et c une constante. Comme toutes les 
lois exposées dans cette section, cette loi a été redécouverte par un des programmes 
Bacon [931, en un temps de calcul supérieur à celui de notre méthode. Notons toutefois 
que le but de ces programmes est différent du nôtre : comprendre le raisonnement qui 
conduit à la découverte plutôt que construire une méthode efficace mais dépendant 
de l'ordinateur pour arriver a l'identification de la relation. 
Les quatre observations suivantes de p et d ont été simulées (en choisissant les unités 
de telle manière que c = 1) : 
X =  
ou, en passant aux logarithmes, 
La matrice de variance-covariance correspondante est 
Sa diagonalisation nous conduit a 
qui montre qu'une relation de la forme log(p) = d log(d) est vérifiée. Alors, en utili- 
sant &, nous trouvons c' = 1,5. Une forme équivalente de la relation originale est 
p = d L e 5 .  Les temps de calcul sont trop petits pour être mesurés. 
La loi des gaz parfaits 
La loi des gaz parfaits s'écrit P V  = nRT où P est la pression (en pascals), V le 
volume (en mètres cubes), n le nombre de moles et T la température (en kelvins). 
R = 8.32 est la constante universelle des gaz parfaits. Le générateur a produit des 
simulations de données de Pl V, n et T. Celles-ci ont été converties en anciennes 
unités afin d'être conformes à la situation qui prévalait lors de la découverte de cette 
loi, avant que les températures absolues ne soient utilisées. A cette époque, la pression 
p était mesurée en atmosphères, le volume v en litres et la température t en degrés 
Celsius. Les règles de conversion sont P = 101325p, V = u/1000 et T = t + 273,15. 
En utilisant 25 observations et l'ensemble étendu de variables comprenant les carrés 
et produits de paires de variables nous avons obtenu, en moins d'un centième de 
seconde, la relation nt  = -273,15n + 12,1785pv. En convertissant à nouveau cette 
relation en unités du système international, nous trouvons nT = 0,120192PV, qui 
est une forme équivalente de la loi présentée plus haut. 
Notons que cette relation est encore plus facile à trouver en utilisant les unités du 
système international, et les logarithmes des d e u r s .  En ce cas un ensemble de don- 
nées étendu n'est pas nécessaire. 16 observations suffisent en effet et la matrice de 
variance-covaxiance pour ces données est 
Après diagonalisation, cette matrice devient 
qui met en évidence la relation log(T) = log(P) + log(V) - log(n) + c. 
En utilisant les logarithmes des données, nous obtenons e = 0,120192. Dans ce cas, 
la forme équivalente T = 0, 120192PVn-L de la loi des gaz parfaits est trouvée ins- 
tant anérnent . 
La loi de la gravitation universelle de Newton 
La loi de Newton dit que F = G" où m et M sont les masses de deux corps, D 
la distance qui les sépare, F leur force d'attraction et G = 6.67e-Il la constante 
de la gravitation universelle. Dans sa forme, le problème est identique au précédent, 
puisque nous cherchons à nouveau un monôme impliquant trois variables. 
Le générateur nous a donné 25 observations simulées de F, m, M et D. En utilisant 
les logarithmes des valeurs, le système a identifié la relation F = mhf W26.67e-Il 
qui est équivalente à la loi donnée ci-dessus. A nouveau, cette relation fut trouvée 
instantanément . 
En plus de ce résultat, le systeme a donné les relations aberrantes m + F = ml 
M + F = M et D + F = D. Il est facile de voir qu'elles sont incorrectes, et causées 
par des erreurs numériques dûes à de trop grandes différences d'ordre de grandeur. 
Une mise à l'échelle des variables préalablement aux calculs aurait permis d'éviter 
cette erreur. 
La loi d'Ohm 
La loi d'Ohm stipule que I L  = r f  + u où I représente l'intensité du courant, L 
l'inductance, r la résistance et v la tension. Le générateur a simulé 25 observations 
de 1, L, r et v. En utilisant l'ensemble de variables étendu par ajout des carrés et 
produits de paires de variables, soit 14 termes (ou 10 si nous cherchons une expression 
sous fome  d'un monôme puisqu'ajouter 2 fois la même variable est redondant), la 
relation rf = -u + I L  fut trouvée en moins d'un centième de seconde. 
Notons que l'utilisation des variables originales seules n'aurait pas permis de trouver 
cette relation. 
Exemple en théorie des graphes : découverte d'une propriété des arbres 
avec contrainte de coloration d'index minimum 
Nous appelons index d'un graphe la première (plus grande) valeur propre de sa 
matrice d'adjacence. La description qui suit donne un exemple d'utilisation de cette 
méthode de recherche de conjectures. D'autres relations ont été trouvées lors d'études 
plus vastes illustrant l'utilisation d' AGX dans son intégralité. A ce titre, elles seront 
exposées dans le chapitre 2 consacré aux applications du programme. 
Un arbre est un graphe biparti; on peut donc en colorier les sommets en noir et 
blanc sans que deux sommets adjacents n'aient la même couleur. Si les nombres de 
sommets noirs et blancs sont firés (respectivement a et b avec a 2 b), on dit que 
l'arbre vérifie une contrainte de coloration. Dans 1411, AGX est utilisé pour étudier 
les arbres d'index extrémal en fonction de contraintes de coloration. 
Lors de cette étude, décrite dans la section 2.3, six conjectures ont été trouvées 
interactivement 6 i'aide d' AGX, et quatre d'entre elles ont ensuite été prouvées. 
Nous nous intéresserons ici à une exploration automatisée des arbres extrémaux trou- 
vés qui donna lieu à une conjecture de nature totalement différente. De cette nouvelle 
conjecture, deux autres ont ensuite été deduites, toujours à l'aide d'AGX. Ces d e n  
dernières ont ensuite été prouvées. 
L'algorithme décrit plus tôt a été utilisé pour trouver une base des relations affines 
entre les quinze invariants suivants : nombre n de sommets, nombre nl de sommets 
pendants (sommets de degré l), nombre m d'arêtes, diamètre D, rayon r ,  nombre de 
stabilité a (nombre maximum de sommets deux à deux non adjacents), degré moyen 
5, distance moyenne et somme des distances entre paires de sommets, énergie (somme 
des valeurs absolues des valeurs propres de la matrice d'adjacence), degré maximum, 
index (plus grande valeur propre de la matrice d'adjacence), indice Hyperwiener 
(somme des carrés des distances entre paires de sommets), indice de RandiC Ra 
(défini dans la section 1.3), et nombre chromatique 7. 
En plus de relations connues, telles que rn = n - 1 et y = 2 qui sont vérifiées pour 
tous les arbres, la relation suivante, fort inattendue, a été découverte : 
et nous savons alors que les huit invariants restants sont linéairement indépendants 
de tous ceux considérés. 
Le résultat (1.23) peut aussi s'exprimer comme suit : 
Coqjecture 9 Pour tout arbre avec contrainte de couleurs et d'index minimum 
De plus, AGX a été utilisé pour voir si cette conjecture pouvait être étendue à tous les 
arbres. Minimiser et maximiser le membre gauche de (1.25) nous a ensuite conduits 
aux résultats suivants. 
Théoréme AGX 1 Pour tout arbre 
Preuve: 
Rappelons que pour un arbre, D = 2r si D est pair et D = 2r - 1 si D est impair. 
Donc, D - 27- = -(D mod (2)). 
Supposons d'abord que D soit pair. Définissons l'étoile d'un sommet ui comme étant 
l'ensemble d'arêtes incidentes à vis il est clair que les étoiles des sommets d'un en- 
semble stable sont disjointes. Considérons un ensemble stable S de taille maximale a 
avec nl sommets pendants et q sommets intérieurs. Alors, m > nl + 2a2 = 2a - nl 
et cr 5 $(m + n,). 
Supposons maintenant que D soit impair. Considérons un chemin P de longueur 
D ;  ou bien un seul sommet pendant de P appartient à S, ou bien il existe une 
paire de sommets consécutifs vi et vj de P qui n'appartiennent pas à S, et en ce 
cas l'arête (vil vj) n'appartient l'étoile d'aucun sommet de S. Dans les deux cas, 
m > Sa  - nl+ 1 et a 5 i ( m + n l -  1). n 
Soit La] le plus grand entier inférieur ou égal à a. 
Théoréme AGX 2 Pour tout arbre 
Preuve: 
Il est facile de vérifier que ce résultat est vrai pour n = 1 ou 2. Supposons que n 2 3 
et considérons l'heuristique g l o u t o ~ e  suivante : 
Posons S = 0, ajoutons récursivement un sommet pendant ou isolé a S et supprimons 
le sommet adjacent (s'il y en a un) et les arêtes de son étoile mais pas les sommets 
de celle-ci. De cette manière, un ensemble stable avec au moins rq] sommets est 
construit, alors cr 3 r:l. Observons aussi que tous les sommets pendants forment un 
ensemble stable, d'où cr 2 ni et a 2 i(rtl + no. Alors, si n est pair, rn - = 
n - 1 - 9 = " = [:], et si n est impair, - [y] = m - = = 151. D'où, 2 L 2 
Comme D - 2r 5 O, le résultat s'ensuit. 
1.4.4 Une méthode géométrique 
A partir d'un ensemble de graphes, il est possible de calculer les valeurs de certains 
invariants, comme nous l'avons fait pour rechercher des conjectures avec la méthode 
numérique. Si nous calculons ensuite l'enveloppe convexe des points représentant 
ces graphes dans l'espace des invariants, nous obtenons par définition des inégalités 
respectées par l'ensemble des graphes considérés. 
Nous avons pensé utiliser cet te technique pour identifier des conjectures caractérisant 
les graphes extrêmes trouvés par AGX. Une telle approche permet de trouver des 
conjectures du type "Si G est un graphe avec entre 10 et 20 sommets tel que l'indice 
I (G) soit minimum, alors Il (G) 5 I2 (G)". Pour trouver des conjectures intéressantes, 
il est nécessaire qu'elles soient plus générales, et que le nombre de sommets (ou tout 
paramètre utilisé pour la recherche des graphes extrêmes) n'intervienne pas dans les 
hypothèses. Nous avons décidé alors de procéder par deux étapes successives. Dans 
un premier temps, nous enlevons les graphes dont les paramètres ont des valeurs 
extrêmes. En un second temps, nous évaluons les inégalités trouvées à l'aide de tous 
les graphes, et retirons celles qui ne sont dors plus valides, comme l'indique la figure 
1.6. Nous espérons alors avoir trouvé des conjectures assez robustes pour être étudiées 
avec intérêt. 
\ Inégaii tés définissant t'enveloppe \ inégalités robustes 
convexe. ' 
' . inégalités non robustes 
Points considérés pour cdculer les O Points comspondant aux valeurs 
inégalités extrêmes des parrunè tres 
Figure 1.6 - Les deux étapes de la recherche de conjectures géométrique 
Lorsque nous avons essayé cette approche, elie nous a donné des résultats peu élégants 
et inappropriés à toute étude quand nous utilisions plusieurs invariants graphiques. 
De plus, les résultats ainsi obtenus ne permettaient pas de guider notre imagination 
pour l'identification de nouveaux résultats, contrairement à la méthode numérique 
qui conduit souvent à des caract6risations au moins partielles des graphes obtenus. 
Dans certains cas, toutefois, la méthode géométrique nous a indiqué des relations inté- 
ressantes quand on considérait un ou deux paramètres ainsi que la fonction-objectif. 
Nous devons par contre reconnaître que dans le cas où deux paramètres étaient 
considérés, elle n'a jamais permis d'identifier aucune conjecture qu'une autre mé- 
thode n'avait pas permis de trouver. Comme il est difficile de représenter clairement 
a l'écran l'enveloppe convexe en trois dimensions (deux paramètres et l'objectif), l'ap 
proche géométrique n'a pas été programmée dans AGX de manière générale. Une 
routine de calcul des équations des droites composant l'enveloppe convexe inférieure 
pour les problèmes de minimisation et supérieure dans le cas contraire est disponible 
en deux dimensions. Cette routine s'est montrée très pratique car elle utilise l'inter- 
face graphique et peut être appelée interactivement. De plus, la droite obtenue est 
représentée d'une couleur différente si elle est vérifiée comme une égalité par plus de 
deux points, ce qui donne immédiatement une conjecture. La figure 1.7 illustre cette 
fonction dans le cas de l'étude de ia distance à la palindromicité du polynôme de 
Hosoya pour des arbres de diamètre impair (voir section 2.4). 
Figure 1.7 - Enveloppe convexe inférieure de la distance à la H-palindromicité 
d'arbres de diamètre impair donnée par AutoGraphiX 
Chapitre 2 
Applications 
2.1 Étude de l'indice de RandiC 
L'indice de Randit, ou indice de connectivité, noté Ra est défini comme suit. Soit 
(il j) une arête d'un graphe G, bi et bj les degrés des sommets i et j .  Alors le poids 
de ( 2 ,  j )  est - l et l'indzce de connectzvité Ra@) est égal à la somme des poids de JdTa; 
toutes les arêtes de G : 
Cet indice fut conçu par Randit il y a un quart de siècle [IO71 pour l'étude de 
la compacité et de diverses autres propriétés des graphes pouvant représenter des 
molécules, ou graphes chimiques. La restriction que nous considérons pour qu'un 
graphe soit dit chimique est que son degré maximum est inférieur ou égal à 4, la 
même restriction appliquée à un arbre définit un arbre chimique. 
C'est sans doute l'indice topologique associé aux graphes chimiques le plus étudié. 
Plusieurs centaines d'articles et deux livres ont été consacrés à Ra et ses généralisa- 
tions [84] (851. 
Les recherches mathématiques au sujet de l'indice de Randif ont principalement été 
stimulées par les conjectures obtenues par le système automatisé Grufltz. Une revue 
des résultats ainsi obtenus, qui ont mené à des théorèmes ou demeurent à l'état de 
conjectures, est donnée dans 1251. Parmi les résultats importants notons que Bollob& 
et Erd6s [16] ont prouvé que 
Ra 2 d z ,  ( 2 4  
et cette borne est atteinte pour les étoiles ; toutefois, ce résultat est d'utilité limitée 
pour les chimistes puisque quand n > 5, l'étoile n'est plus un graphe chimique. 
Lors de l'étude de cet indice, nous nous sommes intéressés aux graphes chimiques 
d'indice de Randid extrême. Dans un premier temps, nous avons étudié les arbres 
d'indice Ra extrême en général, puis nous avons approfondi cette recherche en consi- 
dérant les arbres chimiques dont le nombre de sommets pendants (sommets de degré 
1) est fixé. Ce problème semble avoir un intérêt particulier puisqu'il a déjà été étudié 
par Araujo et De la Peiïa [6]. Cette seconde étude nous a permis d'identifier quelques 
erreurs dans [61 et, en nous basant sur les graphes extrêmes, de trouver des relations 
plus précises que celles connues précédemment. Enfin, nous avons abordé l'étude des 
graphes chimiques d'indice de RandiC extrême en fonction du nombre cyclomatique v 
(nombre de cycles élémentaires indépendants du graphe) défini dans la section 2.1.3. 
2.1.1 Arbres chimiques d'indice de RandiC extrême 
Au début de nos recherches, nous n'avions pas d'indications quant à la structure 
des arbres chimiques d'indice Ra minimum et avons utilisé AGX afin de trouver ou 
d'approxirner de tels arbres. Les arbres trouvés pour 5 5 n 5 24 sont représentés sur 
la figure 2.1. 
En étudiant la structure des arbres chimiques d'indice Ra minimum, nous constatons 
qu'ils ne sont pas uniques. En effet, considérons un arbre chimique à n sommets T, 
Figure 2.1 - Arbres chimiques d'indice Ra minimum d'ordre n pour 5 5 n 5 24. 
Figure 2.2 - Les six arbres chimiques non-isomorphes avec 18 sommets et un indice 
Ra minimum. 
et notons le nombre de ses sommets de degré i par ni , i = 1 ,2 ,3 ,4 .  De plus, notons 
le nombre d'arêtes de T,, reliant un sommet de degré i à un sommet de degré j par 
x i j .  Alors, d'après l'équation (2.1)' 
De l'expression (2.3), il s'ensuit que dès que les valeurs xi, sont identiques pour deux 
arbres, ces arbres ont le même indice Ra. En d'autres termes, l'indice de RandiC 
dépend des valeurs de certaines structures locales fixant les degrés des sommets de 
chaque arête mais non de la manière dont elles sont agencées dans le graphe considéré 
1661 [67]. Il n'est donc pas surprenant de constater que pour n'importe quelle valeur 
de n (sauf n 5 13 et n = 16) il existe plusieurs arbres chimiques non-isomorphes 
d'indice de Randié minimum. La figure 2.2 montre six arbres non isomorphes d'indice 
Ra minimum avec 18 sommets et x14 = 12,  224 = 2 , 244  = 3 et xl2 = 213 = 22, = 
1'23 = 233 = 2 3 4  = 0. 
En utilisant AGX de manière analogue pour les arbres d'indice de RandiC maximum, 
nous avons obtenu un résultat simple et attendu : l'arbre chimique à n sommets 
d'indice Ra présurnément maximum est le chemin Pn. 
Th&or&me AGX 3 Si Tn et P. sont respectivement un arbre et un chemin à n 
avec égalité si et seulement si Tn est un chemin. 
Preuve: 
Outre les cas n = 2 et n = 3 qui sont triviaux, nous utiliserons une technique issue 
de la programmation linéaire [30] pour démontrer le Théo~ème AGX 3. 
Soit xij le nombre d'arêtes reliant un sommet de degré i à un sommet de degré j ,  
alors pour tout arbre nous avons 
pour tout arbre T,. De même, nous avons, pour tout arbre de plus de 2 sommets 
(211 = 0) 
où nj est le nombre de sommets de degré j. 
Nous en déduisons 
où SI = {(i, j )  E 11 5 i 5 n, i 5 j 5 n, (i, j) # (1, l )) ,  tandis que l'indice de 
Randié s'écrit 
Le programme linéaire associe à ce problème est alors 
sous les contraintes 
où les variables sont x, alors que n est un paramètre. 
Soit S2 = {(i, j )  E Si 1 ( i l  j )  + (1,2)) ,  l'équation (2.13), se réécrit alors 
En remplaçant x12 par sa valeur dans (2.14), nous obtenons 
3n 3 - - - -  1 1 3  
2 2 
C (; + 7 - 2 ) ~ i j  = n 
(i. j )  ES3 3 
avec S3 = {(i, j )  E & 1 (i, j) # (2,2))- 
L'équation (2.16) devient alors 
En utilisant les équations (2.19) et (2.20), l'indice Ra s'écrit : 
Ii reste alors à démontrer que Cj 5 OV(i, j )  E S3. NOUS montrerons d'abord que 
décroit avec j ,  ce que nous ferons en vérifiant que cj+r -C, 5 OV( i ,  j )  E S3- 
Nous montrerons ensuite que f 13, et Gi < O Vi = 3 . . . n. 
Étant donné que i > 2 dans l'équation (2.30), et que j > i en général, C, < O V( i ,  j )  E 
S3. Toutes les variables devant être non négatives, la solution XI*  = 2, 1 2 2  = n - 3 
qui correspond au chemin est celle qui maximise l'indice de Randit. 
Th6otème AGX 4 Soit T, un arbre chimique quelconque à n sommets. 
(a) Si n = 2 (mod 3) et n 2 5 ,  alors 
avec égalité si et seulement si tow les sommets sont de degré 1 ou 4 (ou encore si et 
seulement si T, ne comporte aucun sommet de degré 2 ou 3). 
( b )  Si n = 1 (mod 3) et n 2 1 3 ,  alors 
avec égalité si et seulement si tous les sommets de Tn sont de degré 1 ou 4 ,  à l'ex- 
ception d'un seul qui est de degré 3 et adjacent à 3 sommets de degré 4 .  
(c)  Si n = O (mod 3) et n 2 9 ,  alors 
avec égalité si et seulement si tous les sommets sont de degré 1 ou 4 a l'exception 
d'un seul qui est de degré 2 adjacent 4 2 sommets de degré 4 .  
Le Théorème AGX 4 ne couvre pas les cas n 5 4 ,  n = 6 ,  n = 7 et n = 10 pour 
lesquels se produisent des "effets de bord". Les graphes d'indice Ra minimum avec 
n = 4,6,7 ou 10 sommets sont représentés sur la figure 2.1. 
Preuve: 
Pour démontrer le Théorème AGX 4 ,  nous à nouveau la programmation linéaire. Si 
Tn est un arbre à n sommets, alors les six relations qui suivent sont vérifiées : 
Notre stratégie est de considérer les équations (2.33)-(2.38) comme un système de 
six équations linéaires dont les inconnues sont nl ,722, nj , n4, x l d ,  x u  et de le résoudre. 
La solution ainsi obtenue dépendra des autres paramétres, soit xl*, 213, 122, 123, 224, 
1 3 3  et x34. Les résultats d'AGX indiquent que pour les graphes chimiques d'indice 
Ra minimum tous, ou du moins la majorité, de ces paramètres seront nuls. 
En réécrivant les équations (2.33)-(2.38) comme suit, 
nous obtenons les solutions recherchées : 
Dans ce qui suit, il suffit d'avoir 114 et 1 4 4  sous forme explicite : 
La substitution des relations (2.39) et (2 AO) dans l'équation (2.3) donne 
Pour vérifier la condition d'optimalité de la programmation héaire, ii faut que tous 
les sept coefficients présents dans le membre droit de l'équation (2.41) aient des 
valeurs positives, ce qui est Le cas. En calculant ces coefficients, nous obtenons : 
Des équations (2.41) et/ou (2.42), il s'ensuit que, pour n h é ,  la valeur de Ra(T,) 
sera minimale si tous les paramètres x ~ ~ , x ~ 3 , 1 2 2 ,  xw  t24 , 133 , 134 sont nuls. Si ceci est 
impossible, nous devons chercher des arbres chimiques pour lesquels les paramètres 
x 12 513, ~ 2 2 , 1 2 3  , 224 133,134 sont proches de zéro, en sachant qu'ils doivent prendre 
des valeurs entières non négatives, celles qui minimisent (2.42) 
- Etape 1. 
En posant 
l'indice Ra devient 
et les solutions des équations (2.33)-(2.38) se lisent : 
Afin que n l  , n4 , etc. soient des entiers, le nombre de sommets n doit @tre égal à 
2(mod 3), et pour que x44 soit non négatif, il faut que n soit supérieur ou égal à 5. 
Si ces deux conditions sont respectées, alors, il existe des arbres chimiques vérifiant 
l'équation (2.43), ce qui démontre la partie (a) du Théorème AGX 4. 
Si n f 2 (mod 3), dors aucun arbre chimique à n sommets ne satisfait l'équation 
(2.43) puisqu'ii n'en existe pas sans sommet de degré 2 ou 3. Les arbres chimiques 
d'indice Ra minimum doivent donc comporter au moins un sommet de degré 2 ou 
3. De l'équation (2.42)' nous pouvons conclure ce qui suit : 
cas 722 = 1,n3 = O  : 
si 1 1 2  = 1 & 1 2 4  = 1 alors Ra croit de 0.14399 
si 1 1 2  = O 9r ~2.4 = 2 alors Ra croit de 0.04044 
cas n2 = O,n3 = 1 : 
si 113 = 2 & 234 = 1 alors Ra croit de 0.11004 
si 113 = 1 & 234 = 2 alors Ra croit de 0.07137 
si x13 = O & x 3 4  = 3 alors Ra croit de 0.03269 . 
L'augmentation de l'indice Ra, c'est-à-dire la différence entre la valeur de Ra 
et(5 n - 1)/12 quand n* > 1 et/ou n~ > 1, ou nl = n3 = 1 est significativement 
plus grande et ne nécessite pas d'être considérée. 
D'après les informations précédentes' i! semble que la recherche d'arbres chimiques 
d'indice Ra minimum doive se poursuivre par des arbres respectant une des condi- 
t ions suivant es : 
- Etape 3. 
En combinant les équations (2.41) et/ou (2.42) avec (2.45) I'indice de connectivité 
s'écrit 
où les solutions des équations (2.33)-(2.38) sont : 
De plus, afin que nl, n d  , etc. soient entiers, le nombre de sommets de T, doit 
respecter la condition : n 1 (mod 3 ) .  Afin que 144 soit non négatif, il faut que 
n>: 13. 
Ceci démontre la partie (b) du Théoreme A GX 4. 
- Etape 4. 
Les considérations dans le cas où les conditions (2.46) sont vérifiées sont analogues 
à celles de l'étape précédente. L'indice de connectivité est alors donné par 
Dans ce cas nl, nd , etc. sont entiers si n = O (mod 3 ) ,  et 244 prend des valeurs non 
négatives si n 2 9 .  La partie (c )  du Théorème AGX 4 en découle. 
Les cas considérés dans les étapes 1, 3 et 4 couvrent toutes les possibilités, ainsi la 
preuve du Théorème AGX 4 est complète. O 
2.1.2 Arbres chimiques d'indice de Randit minimum en fonc- 
tion du nombre de sommets pendants. 
Deux bornes sur l'indice de connectivité de graphes chimiques 
L'application de la routine de recherche de relations d'AGX aux graphes chimiques 
d'indice de RandiC présumément minimum n'a donné au départ aucune relation. Tou- 
tefois, en considérant les graphes selectionnés par la méthode de la moyenne flottante 
(voir section 1.4.1), nous avons obtenu les deux relations suivantes, à l'origine des 
Theoremes 5 et 6. 
Thhoréme AGX 5 Pour tout graphe chimique G : 
Preuve: 
Soit ni, i = 1 , .  . . , 4  le nombre de sommets de degré i de G et x,, i , j  = 1,. . . , 4  ; 
i j le nombre d'arêtes de G dont les extrémités sont de degrés i et j. Considérons 
ensuite les 6 équations : 
obtenues en comptant les sommets et les degrés. Il est clair que ces équations sont 
indépendantes. 
Résoudre pour nl , n2,n,, n 4 , x i d  et 24.4 et substituer 114 et 2 4 4  dans la fonction-abjectif 
min R ~ ( G )  =C C 3 
i=1 j=i fi 
nous conduit à la relation 
min Ra(G) = -+-+ 4 7 (& ---  XI^+($-+ 
Le résultat découle alors du fait que 212) 1 1 3 , 1 2 2 )  ~ 2 3 )  1 2 ~ )  133 et xw sont non négatifs 
et ont des coefficients positifs dans (2.51). 
Thboréme AGX 6 Pour tout graphe chimique 
Ce théorème généralise le Théorème ACX 4 et sa preuve est découle de la preuve du 
Théorème AGX 5. Nous l'omettrons donc ici. 
2.1.3 Graphes chimiques avec nombre cyclomatique fixé d'in- 
dice de RandiC extrême 
Le nombre cyclomatique v est défini pour des graphes connexes par 
u = m - n + 1 .  
La démarche que nous avons utilisée pour cette étude est similaire à celle adoptée 
pour les cas précédents. AGX a d'abord permis de trouver des graphes chimiques 
d'indice Ra maximum et minimum alors que n et m étaient k é s  comme paramètres. 
Dans un premier temps, nous nous sommes intéressés aux graphes chimiques d'indice 
Ra maximum. En utilisant AGX avec les paramètres 12 5 n 20 et 2 5 v 5 5, la 
courbe représentant Ra en fonction de n et v est très régulière, comme le montre la 
figure 2.3. 
De plus, la procédure automatisée de recherche de conjectures d'AGX nous indique 
que les relations 
(ainsi que d'autres relations triviales) sont vézifiées pour tous les graphes supposes 
extrêmes trouvés par le programme. 
L'équation (2.56) dit que le nombre d'arêtes adjacentes à des sommets de degré 2 
est deux fois le nombre de tels sommets, ce qui est trivial. L'équation (2.57) est 
essentiellement la même pour les sommets de degré 3, comme on peut le voir en 
ajoutant (2.56) à deux fois (2.57). 
De ces relations nous pouvons déduire la conjecture suivante : 
Conjecture 10 Si G est un graphe chimique de nombre cycbmatique u 2 2 et 
d'indice de RandiC maximum, alors G n'a pas de sommets pendants ni de sommets 
de degré 4 
Figure 2.3 - Valeurs de Ra pour les graphes chimiques en fonction de n et v .  
Le programme a ensuite été utilise pour diverses valeurs de v dans le but de trouver 
des relations alors que n est considéré comme paramètre. Les résultats obtenus sont 
résumés dans le Tableau 2.1 donnant les valeurs de n ~ ,  222, 1 2 3  et x33 en fonction de 
V .  
Tableau 2.1 - Relations proposées par AutoGraphiX pour les graphes d'indice Ra 
Ces résultats suggèrent les conjectures suivantes : 
maximum en fonction v ,  pour n assez grand. 
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d'indice de Randit maximum, alors le sous-graphe induit par les sommets de degré 2 
est un chemin. 
Cette conjecture découle de la relation 122 = 712 - 1 donnée par le programme pour 
v > 3. 
Conjecture 12 Si G est un graphe chimique de nombre cyclomatique v 2 3 et 
d'indice de RandiC maximum, alors G a 3u - 4 arêtes reliant des sommets de degré 
3. 
Ces conjectures ont été trouvées pour u 5 5 et nous devons poser des restrictions sur 
leur généralisation. Bien sûr, pour un ordre n donné, si v est assez grand, n4 doit 
être positif. Afin de trouver les conditions dans lesquelles ces conjectures sont vraies 
et de les prouver, rappelons que 
alors 
Les résultats ci-dessus conduisent au théorème suivant : 
Theorème AGX 7 Si G est un g~aphe chimique de nombre cyclomatique v 2 2, 
comportant n >_ 5v - 4 sommets et d'indice de connectivité Ra maximum alors 
- G n'a pas de sommets pendants ; 
- G a au mohs une arête reliant de= sommets de degré 2 ;  
- G n'a pas de sommets de degré 4 .  
Preuve: 
Afin de démontrer ce théoreme, nous traitons chacune de ses parties séparément sous 
forme de lemmes. 
Lemme 1 Soit v > 1 le nombre cyclomatique d'un graphe chimique G à n sommets, 
si n 2 n,i, = 5u - 4 et G est d'indice de Randif maximum, alors G n'a pas de 
sommets pendants. 
Preuve: 
Soit C l'ensemble de sommets d'une composante connexe obtenue quand un sommet 
v est retiré de G. Le sous-graphe induit par T = CU ( v )  est appelé sous-arbre de G 
s'il ne comporte pas de cycle. 
Lemme 1.1 Si G est un graphe chimique d'indice de Randif maximum, alors tout 
sous-arbre de G est un chemin. 
Afin de démontrer cette affirmation, nous utilisons un argument similaire à la preuve 
que les arbres d'indice de RandiC maximum sont des chemins (Théorème ACX 3 ci- 
dessus). Considérons un gaphe  comportant au moins un sous-arbre T, alors soit ce 
sous-arbre est un chemin soit non. Si tel n'est pas le cas, choisir dans T un sommet 
de branchement u tel que si u était enlevé, le graphe résiduel serait composé d'au 
plus une composante qui ne soit ni un chemin ni un sommet isolé. Clairement, un tel 
sommet existe. 
Le gaphe G a dors la structure décrite sur la figure 2.4. 
Figure ?.4 - Graphe avec un sous-arbre et ses modifications augmentant Ra 
La suite de la preuve de ce lemme reprend en tous points la preuve du Théorème 
AGX3 donnée ci-dessus. Elle est donc omise ici. 
A cette étape, nous avons démontré que si G a un indice de Randié maximum, il ne 
peut contenir d'autres sous-arbres que des chemins. 
Soit A le sommet appartenant à un sous-arbre de G de degré maximum, alors A a 
un degré supérieur ou égal à 3. 
Considérons d'abord le cas où = 3. Soit C un voisin de A appartenant aussi 
à un sous-arbre, B et C les autres. D'après le Lemme 1.1, soit C appartient A un 
chemin comme le représente la figure 2.5, dont l'extrémité est l'arête (QP) où P est 
un sommet pendant, soit C est un sommet pendant. Nous nous intéresserons d'abord 
au cas où C appartient à un chemin. 
Remplacer l'arête (AB) par (BP) change Ra de 
Figure 2.5 - Réduire le nombre de sommets 
comme 6A = 3, Jp = 1 et JQ = Jc = 2, l'équation 
pendants en augmentant Ra 
(2.62) devient 
Puisque 1 < 6B 5 4 et 1 5 dD 5 4, il est facile de vérifier que pour chacun des 16 
cas, &a > O. La transformation proposée donne un graphe toujours connexe Gf de 
même nombre cyclomatique v que G, avec un sommet pendant de moins et un plus 
grand indice de Randid. 
Un raisonnement similaire nous conduit à la même conclusion dans le cas ou C est 
un sommet pendant, et dans les cas où hA = 4, C étant un sommet pendant ou pas. 
Donc, si G a au moins un sommet pendant, son indice de Randif n'est pas maximum. 
Lemme 2 Soit G un gmphe chimique ci n sommets, avec un nombre ccyioomtzque 
v et sans sommet pendant; alors si n 3 n,,* = 5v - 4, 222 2 1. 
Preuve: 
Si G a 222 = O, alors chaque sommet de degré 2 relie 2 sommets de degré supérieur à 
2, et le nombre d'arêtes adjacentes à des sommets de degré 2 est inférieur ou égal à 
3n3 + 4n4. D'où nz 5 f (3n3 + 4n4). De l'equation (2.61), comme nl = O, nous avons 
Considérons alors le problème d'optimisation 
Max n = n2 +n3 + n4 
sous Les contraintes 
du nl, n3 et n4 sont entiers. 
Étant donné que nz n'apparaît que dans l'équation 2.66 et dans la fonction-objectif, 
il peut être remplacé par sa borne supérieure f (3n3 + 4n4) alors que n3 peut être 
remplacé par 2u - 2 - 2ns en utilisant l'équation (2.67). 
Le problème devient alors 
Max n = 5(u - 1 )  - 2n4 
et la solution est n4 = O, ce qui implique n = 5v - 5.  
Nous pouvons en conclure que tout graphe chimique sans sommets pendants avec un 
nombre cyclomatique u et de cardinalhé n 2 5v - 4 comporte au moins une arête 
reliant deux sommets de degré 2. O 
Figure 2.6 - Partie d'un graphe G4 avec n4 2 1 
Figure 2.7 - Partie d'un graphe G4 après modification. 
Lemme 3 Soient v > 1 le nombre cyclomatzque d'un graphe chimique G à n som- 
mets, n,i, le nombre mznimvm de sommets requis pour s 'assurer que 1 2 2  2 1. Si 
n > nmin et G a un indice de RandiC maximum, alors G n'a pas de sommets de deg~é 
4. 
Preuve: 
Considérons un graphe chimique G d'indice de RandiC maximum avec au moins 2 
sommets de degré 2 ; il est facile de vérifier que si G a au moins un sommet de degré 
4 il a un tel sommet avec au moins un voisin de degré inférieur ou égal à 3. Soit A un 
tel sommet, B, C, D et E ses voisins, avec J E  2 3, et U, V deux sommets adjacents 
de degré 2, comme décrits sur la figure 2.6. 
Si G est modifié en fusionnant Li et V en un seul sommet de degré 2, et en séparant 
A en deux sommets adjacents de degré 3, comme décrit sur la figure 2.7, l'indice de 
Randii croît de 
comme 6A = 4, Jx = bNt = 3, c&, = Jv = 2, l'équation (2.68) devient 
Il est facile de vérifier à i'aide de l'équation (2.69) que si 1 dB 5 4, 1 5 Jc 5 4, 
1 5 bD 4 et 1 5 Jg 5 3, AR, 2 O. Cette transformation, valide tant que nc 2 1. 
augmente toujours Ra et réduit n4 d'une unité ; répéter ce processus jusqu'à ce que 
n4 = O générera un gaphe toujours connexe avec le même nombre cyclomatique, et 
un indice de Randié plus grand. Cl 
Des preuves des Lemmes 1 - 3, nous concluons que le Théorème AGX 7 est vrai. O 
2.2 Étude de l'énergie d'un graphe 
L'application présentée dans cette section est issue de la chimie. Nous rappelons 
d'abord quelques notions élémentaires de chimie organique afin de mieux faire com- 
prendre les motivations de cette recherche. 
Un graphe chimique est un gaphe pouvant représenter une molécule. Les sommets 
de ce graphe représentent des atomes tandis que les arêtes représentent des liaisons 
entre atomes. En réalité, chaque atome comporte un certain nombre de couches 
d7Blectrons ou orbitales. Selon la charge associée au noyau, un certain nombre 
d'électrons graviteront autour de l'atome, et il se peut que certaines couches ne soient 
pas complètes. Par exemple l'atome d'hydrogène a un noyau de charge +1 équilibrée 
par la présence d'un électron sur sa premiére couche. Cette couche peut contenir 
jusqulA 2 électrons. L'atome d'Hydrogène peut mettre en commun son électron avec 
un électron d'un autre atome, ce qui complèterait sa dernière orbitale et formerait une 
liaison. Dans le cas de l'atome de carbone, la charge du noyau est +6, équilibré par 
6 électrons, deux sur la première couche et quatre sur la seconde. La seconde couche 
pouvant comporter jusqu'à 8 électrons, l'atome de carbone peut mettre en commun 
quatre électrons avec d'autres atomes, ce qui compléterait sa derni&re couche. Dans 
ce dernier cas, l'atome peut avoir quatre liaisons simples (dites liaisons u)  ou avoir 
des liaisons multiples (mettant en jeu plusieurs électrons et appelées liaisons a) avec 
certains atomes. 
Une molécule composée d'atomes de carbone et d'hydrogène est appelée Hydro- 
carbone . Un hydrocarbone qui comporte une succession de liaisons simples et de 
liaisons doubles est appelé hydrocarbone coqjugé . Nous appelerons n-électrons 
les électrons impliqués dans une liaison de type n. 
Une des plus remarquables applications de la théorie des graphes en chimie est basée 
sur la correspondance étroite entre les valeurs propres de la matrice d'adjacence 
du graphe (souvent appelées par abus de langage valeurs propres du graphe) et les 
niveaux d'énergie moléculaire orbitale des rr-électrons des hydrocarbones conjugués. 
Pour plus de détails, le lecteur pourra consulter les ouvrages de Cvetkovit et al [361, 
Gutman et Polansky [741 ou Dias [441. Si G est le graphe représentant une molé- 
cule d'hydrocarbone conjugué et Al, A*, . . . , A, sont ses valeurs propres, alors dans 
l'approximation de l'énergie moléculaire de liaison due à Hückel (Hückel Molecular 
Orbital theory, ou HMO, en anglais), l'énergie de la igme orbite moléculaire est donnée 
où a e t  p sont des constantes. Afin de simplifier le formalisme, il est de coutume de 
poser a = O et B = 1, et en ce cas l'énergie orbitale des r-électrons et ies valeurs 
propres du graphe coïncident. 
L'énergie totale n-électronique (E) est égale à la somme pondérée des énergies asso- 
ciées à chaque orbitale. 
n n 
où gi est le nombre d'électrons dans l'orbitale. En raison de restrictions provenant 
du principe d'exclusion de Pauli, gi est égal à 0, 1 ou 2. 
Dans la majorité des cas qui intéressent les chimistes, gi = 2 quand Xi > O et gi = O 
quand Ai < O ,  ce qui implique 
Comme la somme des valeurs propres est nulle, 1'8nergie d'un graphe se défini 
comme suit : 
Le membre de droite de l'équation (2.73) est défini 
(2.73) 
pour tous les graphes (qu'ils 
représentent le squelette d'atomes de carbones d'un système conjugué T-électrons ou 
non). Si G est un graphe quelconque, on définit donc E(G) à l'aide de l'équation 
(2.73), et on l'appelle, par extension, l'énergie du gaphe G. 
Un certain nombre de résultats mentionnés dans la littérature chimique au sujet de 
l'énergie totale n-électronique des orbitales moléculaires de Hückel d'hydrocarbones 
conjugués sont en fait, des résultats valides pour l'énergie d'un graphe quelconque. 
Une revue des propriétés mathématiques de E ,  est donnée dans le chapitre 12 du 
livre de Gutman et Polansky [741 ainsi que l'article de synthèse de Gutman [691. 
Les propriétés de l'énergie totale *-électronique des orbitales moléculaires de Hückel 
et en particulier ses rapports avec la structure moléculaire, attirent l'attention des 
chimistes théoriciens depuis plus d'un demi siècle. Parmi la multitude de résultats 
obtenus en ce domaine, un certain nombre sont relatifs aux graphes (moléculaires) 
extrémaux pour E, et/ou à des bornes inférieures ou supérieures sur E. La plupart des 
bornes sur E sont valides pour des classes particulières de graphes telles que : bipartis, 
benzenoïdes, arbres, et autres. Peu de résultats s'appliquent à tous les graphes. Les 
graphes d'énergie extrémale ne sont connus que pour les arbres avec n sommets et 
pour les arbres sur n sommets avec couplage parfait (c'est-à-dire un ensemble d'arêtes 
disjointes recouvrant tous les sommets). Les résultats d'une recherche par ordinateur 
(mais seulement jusquTA 6 sommets) sont mentionnés dans un article de Cvetkovit 
et Gutman [37j. 
L'objet du travail présenté ici est de contribuer Q combler ce vide. 
Dans un premier temps, AGX a été appliqué au probleme de trouver des graphes 
d'énergie minimale. Les nombres n de sommets et m d'arêtes ont été choisis comme 
n n-1) paramètres avec pour valeurs 2 < n 5 12 et O 5 m 5 +. Lors de la recherche, 
tous les voisinages ont été utilisés à l'exception de ceux qui peuvent modifier les 
valeurs de n ou rn, et le programme a fonctionné durant une fin de semaine sur un 
Pentium 133 MHz. 
Les valeurs obtenues, conjecturées minimales pour E, en fonction de n et m sont 
représentées sur la figure 2.8. II est plus facile d'interpréter ces résultats pour des 
valeurs fixées de n ou m. Ceux pour n = 12 sont présentés sur la figure 2.9. 
En regardant cette fonction, nous observons certaines régularités : une courbe à 
la courbure décroissante (plus du bruit) sur la paztie gauche, et une droite sur la 
n 
Figure 3.8 - Valeurs conjecturées minimales de E pour n = 12 et m = O a 66 
Figure 2.9 - Plus petites valeurs de E pour n = 12 et rn = O à 66 trouvées par le 
programme 
Figure 2.10 - Plus petites valeurs de E pour n = 12 et m = O à 66 après corrections 
partie droite. Un examen des graphes extrémaux situés sur la courbe, a montré 
qu'il s'agissait de graphes bipartis complets, ( c'est-à-dire dont les sommets 
peuvent être partitionnés en deux ensembles VI et V2 tels que deux sommets dans le 
même ensemble ne sont jamais adjacents alors que deux sommets dans des ensembles 
différents le sont toujours), avec éventuellement des sommets isolés. De tels graphes, 
quand iIs existent pour n et rn donnés et sont différents des graphes obtenus par 
AGX ont une énergie inférieure à ces derniers. Ceci nous a permis d'améliorer les 
résultats dans deux cas sur 67. Des améliorations interactives sur la partie de droite 
de la courbe, dans la zone linéaire, nous ont permis d'améliorer la solution dans deux 
cas de plus. 
Les résultats corrigés sont présentés sur la figure 2.10. 
En superposant les résultats obtenus pour n = 2 à 12, comme l'illustre la figure 2.11, 
nous constatons que le côté gauche des courbes de valeurs pour n fixé coïncide dans 
un bon nombre de cas. Il est alors facile de voir que les points sont sur ou au dessus de 
Figure 2.11 - Résultats superposés pour n = 2 à 12 
la courbe 2f i .  De plus, cette valeur est atteinte quand il existe un graphe composé 
d'un graphe biparti complet et éventuellement des sommets isolés pour les valeurs 
données de n et m. Ceci se produit si et seulement si 
rn = a x b  
n z a + b  
a, b entiers, 
ce qui arrive 27 fois pour n = 12. La comparaison des résultats de plusieurs essais 
a montré que s'il y a plusieurs paires (a, 6)' (a', 6 ' ) .  . . qui satisfont les conditions 
mentionnées plus tôt, elles correspondent i des graphes de même énergie. Un exemple 
avec n = 5, m = 4 est d'une part l'étoile et d'autre part un cycle à 4 sommets auquel 
est ajouté un sommet isolé. Ces deux graphes ont une énergie E égale a 4. 
Quand les valeurs m et n sont telles qu'il n'y a pas de paire a, b d'entiers positifs tels 
que m = a x  b et a + b 5 n, les graphes extrêmes semblent être des graphes bipartis 
modifiés avec a x b < m, et m - a x b arêtes reliant un sommet du plus petit côté à 
d'autres sommets du même côté. Les 10 graphes extrêmes pour n = 12 qui ne sont 
Figure 2.12 - Graphes obtenus avec AGX 
pas des graphes bipartis complets, avec éventuellement des sommets isolés, et pour 
lesquels rn 5 1; J x , le nombre maximal d'arêtes dans un graphe biparti complet 
sont présentés sur la figure 2.12. 
Remarquons que le graphe biparti qui est modifié par addition d'arêtes n'est pas 
nécessairement celui qui comportait le plus d'arêtes. Par exemple, dans le cas n = 12 
et m = 34 le graphe extrême avec a = 5, 6 = 6 et 4 aretes ajoutées (le dernier sur la 
figure 2.12) a une énergie E = 12,877, alors que celui avec a = 4, b = 8 et 2 arêtes 
ajoutées a une énergie E = 13,17, tel que vérifié interactivement par modification du 
précédent. Les remarques faites jusqu'ici peuvent être résumées par les conjectures 
suivantes (appelées théorèmes si la preuve en a été faite). 
Theorème AGX 8 Pour tout graphe G l'énergie vérifie 
De plus, la borne est atteinte s i  et seulement s i  G est un graphe biparti complet, 
auquel sont éventuellement ajoutés des sommets isolés. 
Preuve: 
Soit G un graphe quelconque à n sommets, avec rn arêtes, et notons Al, A*, . . - < An ses 
valeurs propres. Trois relations bien connues pour les valeurs propres de la matrice 
d'adjacente d'un graphe (voir (361 ) sont : 
Si G comporte des sommets isolés, alors à chaque tel sommet nous pouvons associer 
une valeur propre nulle. Ajouter des sommets isolés à G ne changera donc ni m ni 
E. 
De l'équation (2.73) nous avons 
En vertu de l'équation (2.77)) la première somme du membre droit de l'équation 
(2.79) est égale à 2m. Au vu de l'équation (2.78), 
Par conséquent, 
ce qui démontre le Théorème AGX 8 
Conjecture 13 Si G est u n  graphe avec n sommets, m 5 151 111 arêtes et d'énergie 
minimum, alors 
( i )  s'il existe des entiers positifs a et b tels que a x b = m et a + b 5 n, G est un 
graphe biparti complet auquel sont éventuellement ajoutés des sommets isolés. 
(22) sinon, G est u n  graphe biparti complet Kattii avec a' x 6' m et a'+bl 5 n modifié 
par l'ajout de m -a' x b' arêtes reliant u n  sommet du plus petit cSté de Kat,ii et d'autres 
sommets de ce cdté, avquel sont éventuellement ajoutés des sommets isolés. 
La courbe (2.75), et les résultats pour n = 12 sont représentés sur la figure 2.13. 
11 apparaît que la coïncidence sur la partie gauche de la courbe, pour m 5 36, 
c'est-à-dire le plus grand nombre d'arêtes dans un graphe biparti avec 12 sommets, 
est excellente puisque la borne est atteinte pour 27 valeurs sur 37. Toutefois, la 
courbe est bien en dessous des valeurs observées pour m > 36. Observons alors que si 
nous prolongeons la tendance linéaire qui apparaît sur la partie droite de la courbe, 
nous obtenons une droite passant par l'origine. Comme pour le graphe complet à n 
n n-1) sommetsm= -et E = 272 - 2, (voir (361, page 72) la pente de cette droite peut 
facilement être calculée et nous m h e  au théorème suivant. 
Theorérne AGX 9 Pour tout graphe G, l'énergie E satisfait 
Preuve: 
La plus grande valeur propre d'un graphe ne peut être inférieure au degré moyen de 
ce dernier (voir par exemple [36]).Sachant que le degré moyen d'un graphe est n, 
nous avons la relation : 
Figure 2.13 - Plus petites valeurs de E pour n = 12 et m = O à 66 comparées à la 
Conjecture 8 
D'autre part, si nous notons par S la somme des valeurs propres positives de G, nous 
avons 
en vertu de l'équation (2.76). D'où 
ce qui demontre le Théorème AGX 9. 
Pour n = 12 et m 2 37, la borne (2.83) est atteinte par les graphes obtenus avec 
AGX 12 fois sur 30. Les deux courbes (2.75) et (2.83), et les résultats pour n = 12 
sont présentés sur la figure 2.14. Les valeurs observées paraissent raisonnablement 
proches des courbes et coïncident dans bon nombre de cas. 
Les caractérisations des graphes extrêmes pour n = 12 et m > 37 semblent plus 
difficiles que pour m 5 36. Comme les arêtes sont nombreuses, plutôt que d'utiliser 
Figure 2.14 - Plus petites valeurs de E pour n = 12 et rn = O à 66 comparées aux 
deux conjectures Conjecture 8 et Conjecture 9 
G, il est plus approprié d'utiliser G, son cornpl~mentaire (ou compl6ment) où une 
arête relie deux sommets ut et V I  de G si et seulement si ces sommets ne sont pas reliés 
dans G. Les compléments G de quelques gaphes G trouvés par AGX pour n = 12 
sont représentés sur la figure 2.15. il apparaît que la plupart de ces graphes G, mais 
pas tous, sont composés de cliques disjointes auxquelles sont ajoutés éventuellement 
des sommets isolés. Les cliques de tailles quasi égaies semblent favorisées mème si 
parfois elles ne sont pas disjointes. En effet, un cas dans lequel les valeurs de n et 
m sont telles qu'il existe une décomposition en cliques de tailles très inégales, par 
exemple n = 12, rn = 43 et f i  = 23, (qui se décompose en KT, 2K2 et K I )  a un graphe 
conjecturé extrémal G tel que G se décompose en une clique sur 5 sommets et une 
composante de 7 sommets composée de dew cliques sur 5 et 3 sommets partageant 
un sommet. 
Les gaphes de Turan, décrits par Berge 1141, sont composés de cliques disjointes 
avec des cardinalités égales ou différant d'au plus un. Les gaphes G qui sont des 
Figure 2.15 - Compléments de graphes conjecturés extrémaux 
graphes de Turan ne sont pas nécessairement les compléments de graphes G tels que 
la borne (2.83) soit atteinte. Ce qui est plus surprenant est que cette propriété ne tient 
même pas lorsque G est composé d'arêtes disjointes. Par exemple, si n = I l ,  rn = 
52, Rt = 3, G consiste en 3 arêtes disjointes auxquelles sont ajoutés 5 sommets isolés 
et E = 18.954, alors que la borne est = 18.909. 
Lors d'une seconde série d'expériences, AGX a été appliqué au problème de trouver 
des graphes connexes d'énergie minimum, à nouveau avec n et m comme paramètres. 
Les valeurs considérées étaient 2 5 n 5 12 et n - 1 5 m < v. Le temps de 
calcul requis était similaire à celui de la première série d'expériences. Les valeurs 
conjecturées minimales pour E dans le cas des graphes connexes en fonction de n et 
m sont représentées sur la figure 2.16. Les valeurs minimums de E pour n donné sont 
toujours obtenues quand m = n - 1, soit, pour les étoiles. 
Théoréme AGX 10 Pour tout graphe conneze G 
E > _ 2 4 Ï Z  
et la borne est serrée si et sevlement si G est une étoile. 
L'équation (2.87) découle du Théorème AGX 8, et de la relation E 2 2 f i  vraie pour 
tout graphe connexe. Cette borne sera atteinte si et seulement si G est un graphe 
connexe biparti complet avec n - 1 arêtes, soit l'étoile. 
Figure 2.16 - Énergie minimum pour des graphes connexes 
Figure 2.17 - Énergie minimum pour des graphes connexes avec n = 12 
Les résultats pour n = 12 sont donnés sur la figure 2.17. La contrainte de connexité 
fait que les valeurs de E trouvées avec AGX sont plus grandes que celles trouvées 
dans le cas non contraint sur la partie gauche de la courbe excepté pour les valeurs de 
m telles qu'il existe un graphe biparti complet avec 12 sommets et m arêtes. Entre de 
telles valeurs E croit généralement dans un premier temps avant de décroître lorsque 
m croit. La courbe entre les d e w  premiers graphes sélectionnés par la moyenne flot- 
tante, qui correspondent à l'étoile et au graphe biparti complet K2,101 est régulière. 
Celles entre les minima suivants le sont moins, mais ceci est peut-être dû au fait 
qu'AGX n'a pas trouvé les graphes d'énergie minimale dans tous les cas. La séquence 
de graphes obtenus pour n = 12 et 11 5 rn 20 est représentée sur la figure 2.18. Elle 
montre que les arêtes adjacentes au même sommet vk sont ajoutées une à une jusqu'à 
n = 15, alors, l'arête reliant le sommet vi,  adjacent à tous les autres, à vk est enlevée 
et deux arêtes adjacentes à vr sont ajoutées. Ensuite, des arêtes adjacentes à vk sont 
ajoutées à nouveau une à une. Les valeurs de m pour lesquelles l'arrête est enlevée 
et deux arêtes sont ajoutées pour n = 5 à 12 sont respectivement 6,7,8,10,11,13,14 
et 16. Nous en déduisons la conjecture suivante : 
Figure 2.18 - Graphes d'énergie conjecturée minimum pour m = 11 à 20 et n = 12 
Conjecture 14 Les g~aphes connexes G avec n 2 6 sommets, n - 1 5 m 5 2(n - 2) 
arêtes et une énergie minimum sont les étoiles avec rn - n + 1 arêtes supplémentaires 
toutes connectées au meme sommet pour na 5 n + [y] , et sinon des graphes bipartis 
avec 2 sommets d'un côté, un desquels est connecté à tous les sommets de l'autre c6té. 
Lors d'une troisième série d'expériences, AGX a été appliqué au problème de trouver 
des graphes avec une énergie maximum en utilisant a nouveau n et m comme para- 
mètres. Les valeurs pour les paramètres sont les mêmes que pour la première série 
d'expériences, et le temps de calcul de nouveau similaire. Les valeurs conjecturées 
maximales de E en fonction de n et m sont représentées sur la figure 2.19 et les 
valeurs pour n = 12, sur la figure 2.20. 
Avant de poursuivre cette étude, considérons une borne supérieure bien connue, due 
à McClelland (971 : 
ES&.  (2.88) 
Cette borne est atteinte pour m = O ainsi que m = quand n est pair. La courbe 
(2.88) et les résultats pour n = 12 sont présentés sur la figure 2.22. 
Observons que la borne (2.88) croit de manière monotone avec m tandis que la courbe 
des plus grandes valeurs de E passe par un maximum avant de décroître avec m (sauf 
une légère augmentation lorsqu'on atteint le graphe complet) quand n 2 7. 
Au vu des résultats obtenus à l'aide dlAGX, il apparaît clairement que la partie 
gauche de la courbe est un segment de ligne droite. De plus, des segments de lignes 
droites similaires, avec la même pente apparaissent pour les autres valeurs de n. Les 
graphes extrêmes correspondant sont composés d'arêtes disjointes auxquelles sont 
éventuellement ajoutés des sommets isolés. Ceci nous conduit au théorème suivant. 
Thborérne AGX 11 Pour tout graphe G avec rn arêtes, ['énergie vérifie 
et la borne est atteinte si et seulement si G est composé d'arêtes disjointes auxquelles 
sont éventuellement ajoutés des sommets isolés. 
Preuve:La preuve de ce théorème, utilise les résultats de Mc Clelland décrits par 
l'équation (2 -88) : 
Supposons maintenant que G ne comporte pas de sommets isolés ; le nombre maxi- 
mum de sommets d'un tel graphe est 2m, ce qui se produit quand G = mK2. Dans 
tout autre cas, nous avons n < 2m d'où 
Sachant qu'ajouter des sommets isoles à G ne change pas son énergie, la preuve du 
Théorème AGX 11 s'en suit. O 
Nous nous sommes rendu compte après avoir trouvé ce résultat que la Conjecture 146 
de Grafiti lui était équivalente et avait déjà été démontrée par Shearer 1561. Cette 
conjecture s'énonce comme suit : la somme des valeurs propres positives d'un graphe 
est inférieure ou égaie à sa taille (ou nombre d'arêtes). En sachant que la somme des 
valeurs propres d'un graphe est nulle, L'équivalence des deux résultats est évidente. 
Toutefois, cette expérience illustre la nécessité d'une notation unifiée et d'une base de 
données centralisée de conjectures et théorèmes qui permettraient d'accéder aisément 
aux résultats cherchés même s'ils sont exprimés en termes différents. 
La figure 2.21 représente les plus grandes valeurs de E pour n = 12 ainsi que la 
valeur 2m, comme illustration du Théoreme AGX 11. 
La figure 2.23 représente les valeurs obtenues à l'aide du programme comparées avec 
les bornes de (2.88) et (2.89). 
Les résultats pour l'énergie maximum semblent plus difficiles à analyser que ceux 
pour l'énergie minimum, excepté pour les bornes déjà décrites. 
Les plus grande valeurs trouvées pour E ,  n étant donné sont indiquées sur le Ta- 
bleau 2.2 
Jusqu'à n = 7, les graphes d'énergie maximum sont les graphes complets et E = 2n - 
2 ; donc l'énergie maximum croit Linéairement avec n. Ensuite, ces valeurs croissent 
n(n-1) plus que linéairement. On déduit de m 5 , et (2.88) que 
E 5 J-~c ni (2.91) 
En ajustant une courbe de puissance au dessus de la différence entre les plus grandes 
valeurs de E et la ligne 272 - 2 nous obtenons la conjecture suivante. 
Tableau 2.2 - Plus grandes valeurs de E pour n donné. 
Conjecture 15 Pour tout graphe G avec n sommets, L'énergie E vérifie 
Cette borne est atteinte pour n 5 7, n = 9 et n = 10. Elle est plus compliquée que 
les précédentes et il est peu probable qu'elle soit atteinte pour un grand nombre de 
valeurs de n. Le graphe avec la plus grande énergie et n = 10, pour lequels E = 26, 
est le complément du graphe de Petersen qui est représenté sur la figure 2.24. 
Les résultats pour n = 12 sont comparés à toutes les bornes citées sur la figure 
2.25. Les résultats sont plus clairs pour les graphes connexes avec peu d'arêtes. Pour 
rn = n - 1 seules les étoiles sont connexes. Les graphes unicycliques (avec m = n) 
de plus grande énergie sont soit des cycles, soit des cycles auxquels sont ajoutés un 
chemin, comme représentés sur la figure 2.27. 
Les résultats pour les graphes connexes avec nombre cyclomatique 2 (soit rn = n + 1) 
sont représentés sur la figure 2.28. 
En se basant sur les résultats présentés sur la figure 2.27 nous arrivons à la conjecture 
suivante. Soient P, et C, respectivement le chemin et le circuit à n sommets, et Ck(h) 
le graphe obtenu en connectant un sommet du circuit Cc avec un sommet terminal 
du chemin Ph. 

Figure 2.22 - Plus grandes valeurs de E pour n = 12 et m = O à 66 comparées à la 
borne de McClelland 
Figure 2.23 - Plus grandes vafeurs de E pour n = 12 et rn = O à 66 comparées a la 
Conjecture 111 et la borne de McCleUand 
Figure 2.24 - Graphe de Petersen 
Figure 2.25 - Plus grandes valeurs de E pour n = 12 et m = O à 66 comparées aux 
bornes des Conjecture 1 1, Conjecture 15 et à la borne de McClelland simultanément 
Figure 2.26 - Énergie maximum comme fonction de n 
Figure 2.27 - Graphes unicycliques de plus grande énergie pour n = 5 à 12 
Figure 2.28 - Graphes bicycliques de plus grande énergie pour n = 5 12 
Conjecture 16 f a m i  les graphes unzcyc~iques a n sommets, le circuit C,, a ['énergie 
maximum si n 5 7 et n = 9,10,11,13,15. Pour toute autre valeur de n le graphe 
unicyclique d'énergie maximum est Cs(n - 6 ) .  
Ce résultat est intéressant du point de vue des chimistes étant donnée la fréquence 
des cycles hexagonaux dans les hydrocarbones. 
2.3 Étude de l'index d'arbres avec contrainte de co- 
loration 
Tout arbre est un graphe biparti, ses sommets peuvent donc être coloriés avec deux 
couleurs, par exemple noir et blanc. Notons l'ensemble des arbres avec a sommets 
noirs et b sommets blancs. De tels arbres peuvent être vus comme des arbres de re- 
couvrements de graphes biparti complets KaC. Nous pouvons supposer sans perte de 
généralité que a 2 b. Nous nous intéressons ici au problème de trouver les arbres ex- 
trêmes T € pour l'index, ou plus gande valeur propre de la matrice d'adjacence 
associée à Tl ce qui s'écrit 
pour des valeurs a et b données, et tous les arbres T pour lesquels ces extrêma sont 
atteints. 
Une double étoile S,, est un arbre avec un sommet de degré p, adjacent à un 
sommet de degré q et des sommets pendants (voir figure 2.29). Nous remarquons que 
Sa,b E %.b. 
Figure 2.29 - Une double étoile 
Des résultats généraux sur le comportement de la quantité A1(G) suggèrent que les 
arbres d'index maximal doivent être proches de l'étoile tandis que ceux d'index mini- 
mal se rapprochent du chemin. La conjecture triviale que les arbres d'index maximal 
sont les double étoiles a déjà été faite à plusieurs reprises [351, (391. Pour les arbres 
d'index minimal, il n'y a pas de candidat évident. Nous avons utilisé AGX pour 
étudier ces problèmes. Alors que le système a trouvé les double étoiles comme arbres 
d'index maximal dans tous les cas, les résultats pour les arbres d'index minimal 
étaient hétérogènes, en partie inattendus et certainement intéressants pour des rai- 
sons théoriques. 
Nous allons ici présenter les résultats obtenus pour le problème de minimiser Xl(T) 
pour T E Tac, avec 2 5 n 5 30 et a 2 6.  
La surface des plus petites valeurs trouvées pour &(T) est représentée sur la fi- 
gure 2.30. Il est plus facile de visualiser les valeurs sur les courbes pour n constant. 
Trois telles courbes sont représentées sur la figure 2.31. Conjointement avec les valeurs 
numériques trouvées, elles conduisent au théorème suivant : 
Theorème AGX 12 Pour n &é et T E Ta,*, fa valeur minimale de AI(T) croit de 
manière monotone avec a - b. 
Nous remarquons qu'alors que les courbes de la figure 2.31 sont proches d'être 
convexes, si elles ne le sont pas. Nous remarquons aussi que pour a fixé et b croissant, 
les valeurs de XI(T) ne changent pas de manière monotone. Par exemple, dans le cas 
oh a = 4, les plus petites valeurs successives de A1(T) pour b = l , ? ,  3 et 4 sont : 
2,1.9021,1.8478 et 1.8794. 
Figure 2.30 - Plus petites valeurs de X1(T) 
Regarder les arbres extrémaux suggère une autre conjecture. 
Conjecture 17 Un sommet noir d'un arbre d'indez minimal a un degré de 1 ou 2. 
Les formes des arbres peuvent changer. Ceux avec n = 10, n = 20 et avec n = 28 sont 
représentés sur la figure 2.32, 2.33 et 2.34 respectivement. Les arbres pour lesquels 
Figure 2.31 - Valeurs de hl(T) pour n = 10, 20 et 30 
a est proche des valeurs minimum ou maximum (si n est fixé) sont plus faciles à 
décrire, ce qui conduit à une série d'observations et de conjectures. 
Figure 2.32 - Arbres avec plus petite valeur Al et n = 10 
Pour a - b 5 1 les arbres T' avec Al  minimum sont les chemins P,,. De plus 
Ceci découle du résultat de [951 qui dit que parmi les arbres à n sommets, le plus 
petit index (qui vaut 2 ~ 0 s  5) est obtenu pour le chemin P,. Le plus grand index 
(égal à JX) est rencontré par l'étoile Kn-lll qui est aussi de manière évidente le 
graphe d'index maximal quand b = 1. 
Une cométe C,, est construite à partir d'une étoile Kp-lll (p 2 4) par l'insertion de 
r sommets (de degré 2) à la même arête. De même, une double com&e DP, ,  est 
Figure 2.33 - Arbres avec plus petite valeur AI et n = 20 
obtenue d'une double étoile S, (p, q 2 3 )  par l'insertion de r sommets dans l'arête 
centrale (ou intérieure). 
Theorème AGX 13 Pour a = b + 2 et n 2 6 ,  les arbres T' d'index Al minimum 
sont les comètes C49n-4. De pius 
Lim X1(Tm)  = 2. 
n-tm 
Pour a = b + 3 et n 2 7, les arbres P d'index minimum hl sont les doubles comètes 
D3,n-6,3 et A1(T*) = 2. 




Figure 2.34 - Arbres avec plus petite valeur Al et n = 28 
Coqjecture 18 Pour a = 6 + 4 les arbres T' d'index Al minimum sont des chenilles 
avec 5 arêtes pendantes. Pour a = b + 5 les arbres T' d'index minimum Al sont des 
chenilles avec 6 arêtes pendantes. 
Les positions des arêtes pendantes changent. Pour n = 6 ou 7, les arbres sont des 
étoiles. Pour n = 8 les arêtes pendantes sont incidentes à un sommet de degré 4 et un 
sommet de degré 3. Pour n = 9 et 11, elles sont incidentes à deux sommets de degré 4. 
Dans tous les cas, les sommets de degré supérieur à 2 sont aux extrémités d'un chemin 
interne (éventuellement vide). Pour n = 10,12,14,16,18,20, . . . deux paires d'arêtes 
pendantes sont ajoutées chacune à un sommet extrême du chemin et la dernière 
arête pendante est ajoutée à un sommet intérieur de ce chemin. Nous remarquons 
que ce sommet n'est pas nécessairement le sommet central du chemin. En effet, c'est 
le cas pour n = 10 mais pas pour n = 12 (en quel cas il est à distance des deux 
sommets de degré 3 respectivement). L'explication est que pour n = 12,16,20, . . . le 
sommet central est de couleur noire, il s'ensuit que les arêtes pendantes ne peuvent 
pas être ajoutées a ce sommet. 
Quand 6 = 1 il n'y a qu'un seul arbre, l'étoile à n sommets. Les résultats les plus 
intéressants sont obtenus pour les valeurs suivantes de b. 
Une double comète DP,,, est equilibrée si p = q et quasi-équilibree si ( p  - ql = 1. 
Theoréme AGX 14 Pour n = 2, les arbres T' d'index Al minimum sont soit des 
doubles comètes équdibrées, soit des doubles comètes quasi-équilibrées 
Pour a 2 6 et b = 3 un patron semble apparaitre : les arbres sont des doubles comètes 
avec un chemin intérieur de 5 sommets auquel des arêtes pendantes sont ajoutées sur 
le sommet central. 
Théorème AGX 15 Pour b = 3 et a 2 6 les arbres T* d'index hl minimum sont 
des doubles comètes 
au sommet centml du chemin sont ajoutées n - 2 - 3 arêtes pendantes. 
La plupart des arbres extrémawc trouvés sont des chenilles. Toutefois, ce n'est pas 
toujours le cas. Le plus petit exemple pour lequel il n'en est pas ainsi est l'arbre avec 
n = 16 et a = 12, qui est représenté sur la figure 2.35. Sur la même figure, nous 
donnons les arbres extrêmes pour n = 26 et a = 19 qui a une allure unique parmi les 
arbres extrémaux trouvés par AGX. 
Les arbres d'index minimal ne sont pas toujours uniques. La figure 2.36 montre 
deux arbres d'index minimal pour a = 13 et b = 4. Pour chaque arbre, nous avons 
At = 2.3702. Nous ne connaissons pas d'autres exemples de ce type. 
Figure 2.35 - Arbres extrêmes qui ne sont pas des chenilles 
Figure 2.36 - Deux arbres d'index minimal 
Les preuves des théorèmes 12, 13, 14 et 15 sont données dans [411. 
2.4 Recherche d'arbres H-palindromiques 
Un polynome CI=, ak Xk est dit palindromique si l'égalité ak = a , ~  est vérifiée 
pour tout k = 0,1,. . . , p .  
Godsil et McKay [641 semblent être les premiers à avoir remarqué que les polynomes 
caractéristiques de certains graphes peuvent être palindromiques. Néanmoins, l'étude 
systématique de polynomes graphiques palindromiques a débuté avec le travail de 
Kennedy [83] et était initialement concentrée sur les polynomes caractéristiques et 
les polynomes de couplage [83) [601 [59) [70]. D'autres polynomes ont ensuite été 
étudiés pour leur palindromicité, tels que les polynomes d'indépendance [681 et de 
Hosoya (Wiener) [711 [461 [731. Ce dernier a été introduit en 1988 par Hosoya (811, 
et défini comme suit. Si G est un gaphe connexe, alors son polynome de Hosoya est 
où D représente le diamètre de G et oii d(G, k) est le nombre de paires de sommets 
de G qui sont a distance k. Par convention, d(G, O)  = n. 
Hosoya lui même appelait H(G) le Polynome de Wiener puisque pour X = 1, la 
dérivée première de H(G, A) correspond à l'indice de Wiener W (G). Dans le but 
de simplifier la notation, nous dirons que le gaphe G est H-pul2ndromique si son 
polynome de Hosoya est palindromique. 
Defmition 1 Un graphe G de diamètre D(G) est dit H-palindromique si d(G, k )  = 
d(G, D - k)  pour tout k = 0,1,. . . , [Dl21 . 
Definition 2 Un graphe G de diamètre D(G) est dit H"-palind~omigue si d(G, k) = 
d(G, D - k + 1) pour tout k = 1 , .  . . , [0/2]. 
La conjecture qu'il n'y a pas d'arbres H-palindromiques a été faite par Gutman en 
1993 [711. Une autre recherche du même auteur, menée à l'aide de l'ordinateur [73) 
a étayé cette conjecture. Lors de cette étude, trois arbres H*-palindromiques ont été 
trouvés (les trois seuls à moins de 13 sommets). 
D'après les travaux précédents, nous étions convaincus que la conjecture était vraie. 
Les avantages d'une interface chercheur-ordinateur appropriée se montrent ici d'une 
grande importance puisque nous avons décidé de tester la conjecture à l'aide d 'AGX 
à la seule condition que cela se fasse rapidement et facilement. 
Afin de rechercher des arbres K-palzndromiques avec AGX, nous devons trouver un 
problème d'optimisation dont la résolution permette de déterminer ces arbres. Dans 
ce but, nous utilisons la distance à la palindromicité DwL(G)  définie par 
D d  est supérieur ou égal à O, et un graphe pour lequel cette valeur est nulle est 
Dans le cas des arbres avec un nombre donné de sommets, les deux premiers termes 
sont n et n - l. Les conditions sur les deux derniers termes sont donc plus restrictives 
que pour les autres termes (leur terme correspondant ne peut pas changer), c'est 
pourquoi nous avons légèrement modifié la fonction-objectif pour augmenter le poids 
associé à ces termes et nous avons utilisé DM' défini comme suit : 
où X est un nombre positif assez élevé pour que la recherche s'oriente d'abord sur des 
arbres dont les deux derniers termes ont les bonnes valeurs. 
Après avoir ajouté à AGX une routine pour le calcule de DF", nous avons lancé le 
programme un soir, et avons été surpris de trouver un contre-exemple à 21 sommets 
le lendemain matin. 
Suite à cette expérience, nos recherches ont changé d'orientation et nous avons com- 
mencé à nous demander s'il y avait d'autres arbres H-palindromiques, éventuellement 
plus grands. Constatant, toujours avec AGX, qu'il y en avait en effet, nous nous 
sommes demandé combien et avons entrepris d'enumérer tous les arbres avec n 5 26 
sommets afin de les compter, à l'aide d'un programme fourni par A. Dobrynin. Les 
résultats de cette énumération sont résumés dans le Tableau 2.3. 
Tableau 2.3 - Nombre total d'arbres à n sommets, d'arbres H-palindromiques et 
Total 
Nous remarquons que le nombre d'arbres a-palzndromzques est relativement impor- 
tant alors que le nombre d'arbres H-palindromiques reste très modéré et ces arbres 
Figure 2.37 - Les cinq plus petits arbres H-paiindromiques. 
sont représentés sur la figure 2.37. 
Les résultats de nos recherches se résument comme suit : 
Thborème 1 La conjecture qu 'il n'y a pas d'arbres &palzndromiques n'est pas m i e .  
Le plus petit arbre H-palindromique comporte 21 sommets, il est unique et représenté 
sur fa figure 2.37 
Le plus petit arbre H-palzndromique a un diamètre 8. Le plus petit diamètre des 
arbres palindromiques trouvés est 6, et les polynômes paiindromiques trouvés sont 
les suivants : 
Tous les (cinq) arbres fl-pahdromzques que nous avons trouvés ont un diamètre pair. 
L'étape suivante de nos recherches fut de chercher des arbres H-palzndromiques de 
diamètre impair. Une recherche intensive à L'aide d'AGX (sur des arbres de 32 et 36 
sommets) a été infnictueuse. 
Nous nous sommes dors intéressés a u  valeurs minimales possibles pour la fonction- 
objectif Dpi,  pour des arbres avec n sommets et un diamètre impair. Notons cette 
valeur minimale L$$Jn). Nous avons obtenu un résultat pour le moins inattendu : 
Pour n = 4 ,  8 et 9, nous avons ~ ! ~ ( n )  = 4 ,  6 et 7, respectivement. Pour toutes les 
autres valeurs de n , 5 5 n 5 50, 
comme le montre la figure 2.38. 
Les arbres correspondants sont représentés sur la figure 2.39. Nous croyons que la 
relation (2.96) est vérifiée pour toutes !es valeurs de n 2 10. 
Ceci est équivalent à la conjecture suivante. 
Coqjecture 19 P o w  tout arbre T avec n 2 4 sommets et un diamètre impair, la 
distance à la H-palindromicité est au moins r31. De plus, cette borne est serrée pour 
tout n 1 10. 
De cette conjecture découle la suivante : 
Conjecture 20 il n'y a pas d'arbres H-palandromiques avec un diamètre impair. 
La diversité des arbres de la figure 2.39 et le fait que tout changement, même rni- 
nime d'un arbre modifie considérablement son polynorne de Hosoya suggèrent que 






Figure 2.38 - Distance à la H-palindromicité conjecturée minimum pour les arbres 
de diamètre impair avec 5 à 50 sommets. 
Figure 2.39 - Arbres avec n sommets, 4 5 n 5 33, diamètre impair et  conjecturés de 
distance à la H-palindromicité minimum. 
Chapitre 3 
Résultats et développements 
envisagés 
3.1 Résultats 
Par le biais du programme AGX qui était au départ un prototype sans autre ambition 
que d'aider a résoudre quelques problèmes très spécifiques, nous avons pu remarquer 
B quel point l'ordinateur peut être un collaborateur important. 
Il a réussi à nous convaincre de sa pertinence en retrouvant très rapidement des ré- 
sultats connus sans qu'aucune information spécifique sur le problème ne soit utilisée. 
Il nous a ensuite permis de résoudre des problèmes que des mathématiciens étudiaient 
depuis environ 25 ans, dans le cadre de l'étude de l'énergie (voir la section 2.2 pour 
plus de détails). 
Il a ensuite permis de trouver une conjecture d'expression élégante mais tellement 
inattendue que nous n'avons aucune idée de sa signification et nous sommes encore 
plus dépourvus lorsque nous envisageons de la démontrer. II s'agit de la Conjecture 
AGX 19 sur la distance à la palindromicité décrite à la fin de la section 2.4. 
Pour continuer la revue des résultats remarquables d'AGX, nous ne pouvons pas gar- 
der sous silence les conjectures obtenues de manière totalement automatisée panni 
lesquelles celle décrite dans la section 1.4.3 que nous n'aurions simplement pas cher- 
chée car elle met en relation 5 invariants. Comme le programme travaille à partir de 
graphes (supposés) extrêmes, les bornes sur des invariants qu'il permet de découvrir 
sont en général les meilleures possibles. 
3.1.1 Conjectures de Graffiti réfutées 
Une fonction importante d'AGX est la réfutation de conjectures. Il était donc naturel 
de tester le programme sur un certain nombre de conjectures de Graffiti, ce qui nous 
a permis d'en réfuter un certain nombre. Les conjectures suivantes de GrafIiti ont été 
réfutées par ou à l'aide d'AGX, elles sont numérotées conformément à la version de 
mai 1998 de W ~ t t e n  on the Wall [561. 
- Conjecture W o W  :15 
"Radius zs not more than the variance of the degree sequence i Randic indez" ou : 
r 5 u2(6) + Ra. 
AGX a trouvé que le chemin à 22 sommets est un contre-exemple. Une analyse 
des chemins nous mène à la conclusion que les chemins pairs de 22 sommets ou 
plus sont tous des contre-exemples à cette conjecture. 
- Conjecture W o W  :l6 
"Radius 2s not more than the average temperature + Randic index" qui peut aussi 
s'écrire : 
a été réhitée automatiquement (voir section 1.4.2). 
- Conjecture WoW :750 
"Let e be an edge and let v be a vertex. e is  called a v-horizontal edge i f  the distance 
fiom v to both endpoints is the same. Let h(v) denotes the nvmber of v-horizontal 
edges, and let d(v) be the number of vertices at odd distance fsom v. Grafitz made 
the conjecture that for every connected graph G the independance number of G 
is not l e s  than m m  d(v) - min h(v)." Où : soit h(v)  le nombre d'arêtes (ij) du 
graphe G telles que di, = dju, et d(v) le nombre de sommets à distance impaire de 
v. Graffiti a fait la conjecture que 
a 5 max d(v) - min h(v) .  
Le graphe représenté sur la figure 3.1, trouvé par AGX, est un contre-exemple à 
9 sommets. 
Figure 3.1 - Contre-exemple à la conjecture 750 de Graffiti 
- Coqjecture W o W  :834 
"the average distance is ! + maximum temperature of complement of G" ou : 
AGX a trouvé en quelques minutes le graphe représenté sur la figure 3.2 qui est 
un contre-exemple à la conjecture 834 de Graffiti. 
Figure 3.2 - Contre-exemple à la conjecture 834 de Graffiti 
3.1.2 Conjectures obtenues 
Le programme nous a permis de trouver les conjectures suivantes : 
- Conjecture AGX 1 
Pour tout graphe connexe G : 
Pour tout graphe G : 
qui s'écrit aussi 
cette conjecture tend asymptotiquement vers la conjecture WoW :4 quand n tend 
vers l'infini. 
- Coqjecture AGX 3 
Pour tout graphe G : 
- Coqjecture AGX 4 
Pour tout graphe G d'ordre n > 3 
- Coqjecture AGX 5 
Pour tout graphe G d'ordre n > 3 : 
- Coqjecture AGX 6 
Pour tout graphe G d'ordre n > 1 : 
- Coqjecture AGX 7 
Pour tout graphe G d'ordre n : 
Cette conjecture a été réfutée (voir (271). 
- Conjecture AGX 8 
Pour tout graphe G d'ordre n : 
- Conjecture AGX 9 
Pour tout arbre avec contrainte de couleurs et d'index minimum : 
- Coqjecture AGX 10 
Si G est un graphe chimique de nombre cyclomatique v 3 2 et d'indice de Randit 
maximum, alors G n'a pas de sommets pendants ni de sommets de degré 4. 
- Conjecture AGX 11 
Si G est un graphe chimique de nombre cyclomatique v 2 3 et d'indice de Randit 
maximum, alors le sous-graphe induit par les sommets de degré 2 est un chemin. 
- Conjecture AGX 12 
Si G est un graphe chimique de nombre cyclomatique 2 3 et d'indice de Randit 
maximum, dors G a 3u - 4 arêtes reliant des sommets de degré 3. 
- Coqjecture AGX 13 
Si G est un graphe avec n sommets, m 5 Lf J [Pl arêtes et d'énergie minimum, 
alors 
(i) s'il existe des entiers positifs a et b tels que a x b = m et a + b 5 n, G est un 
graphe biparti complet auquel sont éventuellement ajoutés des sommets isolés, 
(ii) sinon, G est un graphe biparti complet KaIr avec a' x b' 5 rn et a' + b' 5 n 
modifié par l'ajout de rn - a' x b' arêtes reliant un sommet du plus petit côté 
de à d'autres sommets de ce côté, auquel sont éventuellement ajoutés des 
sommets isolés. 
- Coqjecture AGX 14 
Les graphes connexes G avec n 2 6 sommets, n - 1 m 5 2(n - 2) arètes et 
une énergie minimum sont les étoiles avec m - n + 1 arêtes supplémentaires toutes 
connectées au même sommet pour m 5 n + [q], ou bien des graphes bipartis 
avec 2 sommets d'un côté, dont un est connecté à tous les sommets de l'autre coté. 
- Conjecture AGX 15 
Pour tout graphe G avec n sommets, l'énergie E vérifie 
- Conjecture AGX 16 
Parmi les graphes unicycliques à n sommets, le circuit C, a l'énergie maximum si 
n 5 7 et n = 9,10,11,13,15. Pour toute autre valeur de n le graphe unicyclique 
d'énergie maximum est C6(n - 6). Ce résultat est intéressant du point de vue des 
chimistes, étant donnée la fréquence des cycles hexagonaux dans les hydrocarbones. 
- Conjecture AGX 17 
Soit l'ensemble des arbres dont une coloration des sommets comporte a Som- 
mets noirs et b sommets blancs avec a 2 6. Un sommet noir d'un arbre T € GVs 
d'index minimal a un degré 1 ou 2. 
- Coqjecture AGX 18 
Pour u = b + 4, les arbres T' E lopb d'index minimum XI sont des chenilles avec 5 
sommets pendants. Pour a = b+5 les arbres d'index minimum XI sont des chenilles 
avec 6 sommets pendants. 
- Conjecture AGX 19 
Pour tout arbre T avec n 2 4 sommets et un diamètre impair, la distance à la H- 
palindromicité est au moins [f l .  De plus, cette borne est serrée pour tout n Z 10. 
- Coqjecture AGX 20 
Il n'y a pas d'arbres H-palindromiques avec un diamètre impair. 
Certaines des conjectures obtenues à l'aide dlAGX ont été démontrées. En plus 
des conjectures précédemment citées, les théorèmes suivants ont été trouvés grâce à 
AGX : 
- Théoréme AGX 1 
Pour tout arbre 
- Theoréme AGX 2 
Pour tout arbre 
- Theoréme AGX 3 
Si Tn et Pn sont respectivement un arbre et un chemin à n sommets, n > 2, dors 
avec égalité si et seulement si T, est un chemin. 
- Th4oréme AGX 4 
Soit T, un arbre chimique quelconque à n sommets. 
(a) Si n i 2 (mod 3) et n 2 5 ,  alors 
avec égalité si et seulement si tous les sommets sont de degré 1 ou 1 (ou encore si 
et seulement si T, ne comporte aucun sommet de degré 2 ou 3). 
(b) Si n 1 (mod 3) et n 3 13, alors 
avec égalité si et seulement si tous les sommets de T, sont de degé 1 ou 4, à 
l'exception d'un seul qui est de degré 3 et adjacent à 3 sommets de degré 4. 
(c) Si n = O (mod 3) et n 2 9 ,  alors 
avec égalité si et seulement si tous les sommets sont de degré 1 ou 4 à l'exception 
d'un seul qui est de degré 2 et adjacent à 2 sommets de degré 4. 
Théorème AGX 5 
Pour tout graphe chimique G : 
Théorème AGX 6 
Pour tout graphe chimique 
Thhorème AGX 7 
Si G est un graphe chimique de nombre cyclomatique v 2 2, comportant n > 5v-4 
sommets et d'indice de connectivite Ra maximum, dors : 
- G n'a pas de sommets pendants, 
- G a au moins une arête reliant deux sommets de degré 2, 
- G n'a pas de sommet de degré 4. 
Théoreme AGX 8 
Pour tout gaphe G l'énergie vérifie 
De plus, la borne est atteinte si et seulement si G est un graphe biparti complet, 
auquel sont éventuellement ajoutés des sommets isolés. 
Theorème AGX 9 
Pour tout graphe G, l'énergie E satisfait 
- Théor&me AGX 10 
Pour tout gaphe  connexe G 
E 2 2dn-l 
et la borne est serrée si et seulement si G est une étoile. 
- Théorème AGX 11 
Pour tout graphe G avec m arêtes, l'énergie vérifie 
et la borne est atteinte si et seulement si G est composé d'arêtes disjointes aux- 
quelles sont éventuellement ajoutés des sommets isolés. Après la démonstration de 
ce théorème, nous avons réalisé que Graffiti a donné une conjecture équivalente, 
prouvée par Shearer. 
- Thborème AGX 12 
Pour un nombre âue de sommets n et T E ila3b la valeur minimale de X1(T) croit 
de manière monotone avec a - b. 
- Théorhe AGX 13 
Pour a = 6 + 2 et n 2 6, les arbres Tm E laTb d'index XI minimum sont des comètes 
lim A i ( T ' )  = 2. 
n+w 
Pour a = b+ 3 et n 2 7, les arbres Tm E zalb d'index XI minimum sont des doubles 
comètes D31nd613 et X1(Tm) = 2. 
- Thboréme AGX 14 
Pour b = 2, les arbres T' E GVb d'index AI minimum sont soit des doubles comètes 
équilibrées, soit des doubles comètes quasi-équilibrées 
- Theoreme AGX 15 
Pour b = 3 et a 2 6, les arbres T' E TaVb d'index minimum XI sont des doubles 
comètes 
avec n - 2 - 3 arêtes pendantes ajoutées au sommet central de son chemin. 
3.2 Développements envisagés 
L'utilisation d'AGX n'est pas restreinte aux cas mentionnés plus haut, et le pro- 
gramme nous donna assez régulièrement des informations ou des directions de re- 
cherche que nous serions tentés d'appeler intuition si elles n'émanaient pas d'un 
ordinateur. 
Pour toutes ces raisons, nous pensons actuellement qu'un tel programme a réellement 
sa place dans un laboratoire de théorie des graphes. Le prototype ayant pleinement 
montre le potentiel d'un tel type de programme, nous envisageons actuellement de 
I'améliorer . 
Nous souhaiterions dans ce cadre reconstruire le programme afin de faciliter l'inté- 
gration de fonctionalités nouvelles et l'extension des possibilités actuelles. 
Les quelques exemples suivants illustrent les améliorations que nous souhaiterions 
apporter au programme. 
3.2.1 Recherche analytique de conjectures 
Dans le cas où la famille de graphes extrêmes trouvée par AGX n'est pas une famille 
simple de g~aphes, il est possible de renforcer la methode d'analyse paramétrique des 
graphes obtenus en utilisant un second paramètre qui, combiné au premier, per- 
met d'identifier une famille simple de graphes pour laquelle une formule analytique 
comportant un paramètre ajouté par le système est identifiabie. Le résultat que pro- 
poserait alors le système ne serait pas une simple fonction du paramètre initial, mais 
une fonction de deux paramètres devant être optimisée algébriquement par rapport 
au paramètre ajouté. 
Une illustration de cette approche est l'étude de la variance des degrés. En cherchant 
les graphes de la plus grande variance des degrés, AGX a trouvé systématiquement 
des Graphes fendus complets (Complete Split G~aphs). De tels graphes sont composés 
d'une clique et d'un ensemble stable dont chaque sommet est joint à tous ceux de 
la clique. Malheureusement, ceci ne suffit pas à définir complètement un gaphe et 
la valeur de la variance des Graphes fendw complets n'est pas constante quand n 
est donné. En revanche, si le degré minimum du gaphe est donné, ce dernier est 
complètement défini, et la variance des degrés peut être calculée analytiquement. 
Nous avons utilisé ces propriétés pour calculer la valeur maximale de la variance des 
degrés dans un graphe en fonction de n et bmin. En effet, pour un Graphe fendv 
complet de degré minimum 6,, il y a Lin sommets de degré rt - 1 et n - bmin 
sommets de degré Lin. On en déduit la valeur du degré moyen : 
La variance des degrés est alors 
r n  
La valeur maximale pour la Mnance des degrés dans un Graphe fendu complet en 
fonction du degré minimum est alors : 
Un programme simple calculant cette valeur pour 3 5 n 5 200 en considérant toutes 
les valeurs possibles de 6rnin nous a ensuite montré que la valeur de b,,, pour laquelle 
la variance des degrés était maximale était [YJ. Si ce résultat n'est pas nouveau 
puisqu'il fut décrit par Bell en 1992 [131, il reste néanmoins une bonne illustration 
des procédures à ajouter à AGX. 
Dans certains cas, les formules analytiques pour les inmriants ne sont pas disponibles, 
soit parce que la classe de graphes extrêmes n'a pas été considérée, soit parce que le 
paramètre utilisé n'est pas courant. Nous pouvons alors essayer d'utiliser la méthode 
numérique de recherche de conjectures décrite dans la section 1.4.3 pour donner une 
expression de l'invariant recherché en fonction de termes calculés avec le paramètre 
utilisé pour la recherche des graphes extrêmes. Par exemple, si nous utilisons le 
nombre de sommets n comme paramètre, il est possible de rechercher les relations 
entre l'invariant et n,(n - l), (n + 1)' 6, JX,  n2, etc. .. 
11 est possible aussi de partir d'une caractérisation des graphes extrêmes pour générer 
une extension de la famille sans pour autant recourir a l'optimisation, ce qui permet 
de gagner du temps car l'optimisation pour des graphes de plus grande taille peut se 
montrer longue. Il est alors possible de construire un ensemble de graphes conjecturés 
extrêmes beaucoup plus conséquent (au risque d'une moindre qualité des graphes) 
dans le but de chercher des conjectures complexes (impliquant un grand nombre 
d'invariants), avec la méthode numérique. Il convient alors de voir si les relations 
simples que le programme donne pour les graphes extrêmes suffisent à définir avec 
exactitude chaque graphe ou si elles sont simplement un ensemble de propriétés qu'ils 
vérifient. La différence est que dans le cas où la caractérisation petmet de définir 
avec exactitude un graphe en fonction des paramètres choisis, celui-ci est unique 
et peut ensuite être généré rapidement dans le but de trouver des contre-exemples 
a des conjectures, ou de renforcer ces dernières. Ce type d'approche a été décrit 
lors de la section 1.4.2, avec la différence que nous ne connaissons pas les formules 
analytiques permettant de calculer certains invariants, et que les graphes doivent ici 
être construits. 
3.2.2 Définition automatique des voisinages à utiliser 
Nous avons remarqué que le choix des transformations à utiliser, dans la recherche 
locale est déterminant. Ce choix est guidé par deux enjeux : 
d'une part la qualité des solutions trouvées, d'autre part le temps requis pour les 
trouver. Il est certain que l'exploration exhaustive de tous les graphes par modifi- 
cations locales impliquant k sommets donnera les meilleurs résultats parmi toutes 
les transformations de dimension k (impliquant Ir sommets). Cependant, certains des 
cas considérés lors d'une exploration exhaustive sont inutiles. Pour cette raison, nous 
avons en général plutôt cherché à caractériser des transformations pertinentes, à sa- 
voir celles qui permettent de passer du gaphe courant au meilleur que nous connais- 
sions. Au lieu de cette approche en partie basée sur notre intuition, nous pouvons 
utiliser la puissance de calcul de l'ordinateur pour identifier, à partir de l'optimum 
local rencontré, le type de transformation de dimension k permettant une améliora- 
tion de la fonction-object if. Une approche pour identifier ces transformations consiste 
à faire d'abord une recherche exhaustive à partir de l'optimum local trouve, dans le 
but d'identifier celles qui engendrent une amélioration de la fonction-objectif. Dans 
un second temps, ces transformations sont caractérisées, avant d'être mémorisées, en 
vue d'une utilisation systématique. 
Par exemple, si nous nous intéressons aux transformations de dimension 3 (avec les 
sommets i, j et k), trois arêtes sont impliquées dans le sous-graphe considéré, (i, j), 
(i, k) et (j, k). Appelons r a b  la variable binaire associée A I'aête (a, b) qui vaut 1 si 
l'arête est présente et O sinon. Sans perte de généralité, nous pouvons ne considérer 
que les cas où x,, 3 xik 2 z j k .  Il reste alors à donner les valeurs de +i j ,  sk et xjk 
ainsi que les valeurs xij, xik et xlk après transformation pour lesquelles une am& 
lioration a été observée, ainsi que les statistiques sur ces améliorations. La dernière 
étape consiste à sélectionner les transformations les plus prometteuses afin d'éviter de 
perdre du temps à évaluer des transformations inutiles. Selon les statistiques sur les 
améliorations, nous pouvons également, au début, nous contenter des transformations 
les plus pertinentes, pour en ajouter d'autres quand celles-ci échouent. 
A l'aide d'une telle procédure, nous pouvons espérer utiliser de nouveaux voisinages 
plus appropriés au probléme lors de la Descente à Voisnages Variables. 
3.2.3 Définit ion interactive d'invariants 
Dans sa version actuelle tous les invariants utilisés sont programmés dans AGX. 
Cette manière de procéder est sans doute la meilleure pour un prototype car l'usa- 
ger, qui est aussi le développeur, dispose en permanence du programme source avec 
laquelle il est à l'aise pour ajouter de nouveaux invariants si nécessaire. Par ailleurs, 
il a la possibilité de programmer chaque invariant de la manière la plus efficace. 
Comme nous pensons qulAGX est un outil qui peut se montrer utile A un bon 
nombre de chercheurs en théorie des graphes, nous pensons aussi à l'aspect pratique 
pour l'usager qui ne dispose pas de la source du programme. Ou bien il faut que tous 
les invariants qu'il désire utiliser soient disponibles, ou alors il doit pouvoir les ajou- 
ter aisément sans aucune connaissance de la structure interne du programme. Dans 
cette optique, deux approches sont considérer : la programmation d'un plus vaste 
ensemble d'invariants d'une part, et la possibilité d'ajouter de nouveaux invariants 
d'autre part. Il est bien entendu dans nos projets d'ajouter un grand nombre d'inva- 
riants au programme. Nous pensons aussi à ajouter un module permettant à l'usager 
de donner ses propres invariants soit par l'intermédiaire d'un interpréteur, soit par 
l'ajout de modules qu'il compilerait séparément. L'interpréteur serait certainement 
d'une utilisation plus simple mais ralentirait l'exécution du programme en plus d'être 
démesurément ardu par rapport a w  bénéfices envisagés. Pour ces raisons, nous envi- 
sageons plutôt de rendre possible l'intégration de modules compilés séparément par 
l'usager. 
3.2.4 *numération de familles de graphes 
Le principe de fonctionnement d'AGX étant de trouver puis d'analyser des graphes 
extrêmes, il serait sans doute pertinent d'ajouter au programme un module d'énu- 
mération de familles de graphes qui permettrait de trouver les graphes extrêmes avec 
certitude, contrairement à ce que permet l'utilisation d'une heuristique. Bien sûr, 
l'énumération de graphes généraux est une tâche particulièrement longue, mais c'est 
chose relativement raisonnable si nous nous intéressons à des graphes avec contraintes 
(par exemple les arbres). Actuellement, AGX est capable de lire par l'entrée stan- 
dard (Standard input) des graphes fournis par le générateur geng de McKay, et de 
sélectionner le meilleur des graphes proposés comme graphe optimal au lieu de le 
chercher heurist iquement . Cette possibilité a l'avantage de garantir I'optimalité mais 
au prix d'un temps de calcul ne permettant pas de traiter dans le cas général des 
graphes à plus d'une dizaine de sommets. Pour cette raison, il serait sans doute in- 
téressant de nous pencher sur la recherche de propriétés des graphes extrêmes par 
l'étude des graphes obtenus heuristiquement, puis d'utiliser les conditions que nous 
avons pu démontrer pour réduire l'espace de recherche afin d'envisager l'utilisation 
d'énumération appliquée à la famille de graphe ainsi définie. 
Chapitre 4 
Énumeration de Benzenoides et 
Helicènes 
4.1 Introduction 
Comme expliqué dans le chapitre d'introduction et illustré dans les premiers cha- 
pitres, les méthodes heuristiques et les méthodes d'énumération sont des out ils com- 
plément aires pour la découverte de conjectures en théorie des graphes. Les méthodes 
d'énumération peuvent : 
(à) réfuter des conjectures par des exemples de taille modérée, 
(àà) déterminer l'ensemble des contre-exemples de taille modérée à une conjecture, ce 
qui peut mener à sa reformulation (comme le montre le cas des arbres H-palindromi- 
ques discuté durant la section 2.4 du présent document), 
(ziz) corroborer une conjecture en montrant qu'elle est vérifiée pour tous les graphes 
de taille modérée, 
(2v) déterminer des graphes extrêmes qui n'auraient pas été découverts par une mé- 
thode heuristique, la correction des résultats ainsi faite facilitant la découverte auto- 
matisée ou assistée par l'ordinateur de nouvelles conjectures. 
Dans cette partie, nous proposons deux méthodes d'énumération et de dénombrement 
nouvelles et les appliquons à d e w  problèmes classiques de la théorie des graphes chi- 
miques : l'énumération et le dénombrement de polyhexagones (ou polyhexes) re- 
présentant des benzenoïdes et des hélicènes (les définitions sont rappelées ci-dessous). 
La première méthode utilise la recherche inversee de Avis et Rikuda [71, qui dans 
le cas présent est équivalente à la recherche ordonnée de Read [IO81 et Faradzev (581 
[571, ainsi que le code des arêtes de fronti&re ou " bvndary edges code", appelé 
BE Code. La seconde méthode (développée avec Gunnar Brinkmann [Université de 
Bielefeld]) est également basée sur la recherche ordonnée. Cependant, elle fonctionne 
à d e w  niveaux : l'énumération des graphes duaux des polyhexes, puis de tous les 
polyhexes ayant le même graphe dual. Les deux méthodes sont appliquées aux cas des 
polyhexes planaires (au sens géométrique, les hexagones étant supposés réguliers) et 
non planaires, ou fusénes, cette dernière classe comprenant les polyhexes planaires 
et non planaires, ou hélicènes. Dans tous les cas, des ensembles de polyhexes beau- 
coup plus grands que ceux traités par les méthodes précédentes sont énumérés ou 
dénombres. 
4.2 Définit ions 
Un polyhexe est un système planaire et simplement connecte d'hexagones ré- 
guliers tel que deux hexagones quelconques partagent exactement une arête ou sont 
disjoints [871 (1111 (voir figure 4.l(a)). Les sommets intérieurs sont de degré 3 et 
ceux de la frontière de degré 2 ou 3. Les polyhexes peuvent être planaires ou non au 
sens géométrique (différent de la planarité au sens de la théorie des graphes) c'est- 
à-dire qu'ils peuvent ou non être plongés dans un treillis hexagonal infini du plan, 
sans que deux arêtes ne se superposent. Si ce n'est pas le cas, c'est-à-dire en cas 
de superposition d'au moins une paire d'arêtes distinctes, ils sont appelés helicénes 
(voir figure 4.l(b)) Remarquons que même si un polyhexe est dit planaire, la mo- 
lécule qu'il représente peut avoir une géométrie vrillée, et ne pas être planaire dans 
l'espace, le lecteur peut se référer à Herndon et al [801 pour une discussion à ce sujet. 
Un coronoîde est un polyhexe, planaire ou non, qui comporte au moins un trou 
d'au moins d e w  hexagones, comme 
polyhexe simplement connecté 
4.1 (a). 
illustré sur la figure 4.l(c),  par opposition à un 
qui n'a pas de trous, comme l'illustre la figure 
Figure 4.1 - Exemples de polyhexes planaire simplement connecté (a), hélicène (b) 
et coronoïde (c) 
\ Arête externe libre 
'* Arête interne 
Figure 4.2 - Arêtes d'un polyhexe 
Si on s'intéresse aux incidences entre arêtes et sommets, les polyhexes peuvent être 
considérés comme des graphes. Dans un polyhexe, les degrés des sommets sont soit 
deux, soit trois. Une arete externe d'un polyhexe simplement connecté est une 
arête qui n'appartient qu'à un seul hexagone, comme l'illustre la figure 4.2. Une 
arete libre est une arête externe reliant deux sommets de degré deux. La fkontiére 
d'un polyhexe simplement connecté est le cycle décrit par ses arêtes externes- Un 
sommet externe d'un polyhexe est un sommet faisant partie de son contour. On 
appelle graphe dual d'un polyhexe le graphe obtenu en associant un sommet à 
chaque hexagone du polyhexe, deux sommets étant adjacents si et seulement si les 
hexagones qu'ils représentent ont une arête en commun. Une arborescence est un 
arbre orienté de telle manière que chaque sommet soit à l'origine d'exactement un 
arc, excepté un sommet qui est appelé racine . 
4.3 Historique de l'énumération de polyhexes pla- 
naires simplement connectés 
Le denombrement et l 1 ~ n u m 6 r a t  ion de molécules de diverses familles ont fait 
l'objet de nombreux travaux, commencés déjà au XDCième siècle, comme le montrent 
ceux de Flavitsky [631 par exemple. 
Pour des revues comprenant un historique de ces tentatives, le lecteur peut se référer 
à Balaban [81, Bababan et al.[91, Balasubramanian [II], Bonchev et Rouvray [l?] 
1181, Brunvoll et al. [42], Dias (431, Gutman et Cyvin (721, Hosoya [821), Knop et al. 
[8611 Mercier et al. 1991 et Tnnajstic et al. Il161 [US]. 
Les deux activités sont distinctes : le dénombrement vise à connaître le nombre de 
molécules alors que l'énumération implique d'en donner aussi une courte description 
sous la forme d'un code. 
L'information fournie par l'énumération est plus complète et plus utile que celle 
obtenue par simple dénombrement. Par exemple, lorsque nous étudions des propriétés 
associées à un invariant, les codes des éléments de l'ensemble considéré peuvent être 
utilisés pour trouver les valeurs minimum, maximum ou moyenne de cet invariant. 
De plus, si cet ensemble est particulièrement grand, il est possible de sélectioner un 
échantillon aléatoire suffisamment important lors de la génération des structures qui 
fournira une bonne approximation de la distribution des valeurs de cet invariant. 
L'énumération de polyhexes est un problème très étudié depuis les années soixante. 
La croissance exponentielle du nombre de polyhexes en fonction du nombre d'hexa- 
gones (noté h) fait de ce problème un excellent problème test pour l'évaluation des 
performances de méthodes d'énumérations. Le premier programme informatique pour 
la résolution de ce problème Mt proposé par Balasubramanian et al en 1980 [121. Il 
est basé sur le boundary code qui semble être le premier code informatique pour les 
polyhexes. 
L'idée de ce code est de décrire le contour du polyhexe, utilisant la remarque qu'il 
est toujours possible de passer d'un sommet à chacun de ses voisins par des dépla- 
cements unitaires utilisant seulement six directions. En associant à chaque direction 
un chiffre, il est possible de décrire le contour du polyhexe par une série de chiffres 
représentant les directions utilisées successivement. Ce code étant circulaire, nous 
examinons ensuite les différentes représentations du polyhexe en fonction du sommet 
de départ et du sens utilisé pour parcourir le contour. Comme l'orientation est im- 
portante puisque les directions utilisées ont une influence sur le code lui même, nous 
devons considérer toutes les 12 manières de représenter le polyhexe, par rotations et 
symétrie axiale avant de choisir le code le représentant comme celui qui est lexico- 
graphiquement le plus grand, tel que le montre la figure 4.3. Il est aisé de se rendre 
compte que le boundury code est redondant et long. 
L'énumération de polyhexes planaires simplement connectés jusqu'à h = 10 [Ml, 
h = 11 [Il31 et h = 12 (171 utilisaient ce code. 
Les progPs suivants sont venus du code DAST (de l'anglais Duulzst Angle-restricted 
Spanning Tree ou Arbre de Recouvrement Dual avec Restriction d'angle) (1041 qui 
est basé sur le graphe dual associé a chaque polyhexe [101. La première étape du 
calcui du code DAST consiste à identifier l'arbre de recouvrement orienté permettant 
d'icientifier la position de chaque hexagone du polyhexe. La manière de parcourir le 
polyhexe à partir d'un hexagone choisi comme racine est telle que pour tout hexagone 
H, un angle de 120 degrés ou plus doit séparer le père P d'un fils quelconque F. Cette 
règle n'empêche nullement de définir chaque polyhexe car si F a un angle de moins 
de 120 degrés avec Pl il lui est adjacent et a été considéré comme fils de P, ainsi, sur 
la figure 4.4, H2 est considéré comme fils de P et ne doit pas être considéré comme 
fils de Hl.  De cette manière, chaque hexagone a un et un seul pere tandis qu'il peut 
avoir jusqu'à trois fils à des positions bien définies par rapport au père. 
Afin que le code soit compact, chaque hexagone sera caractérisé par un chiffre indi- 
quant les positions de ses fils. Si l'hexagone a un fils non encore considéré aligné avec 
son pére, une valeur 1 est considérée. S'il a un hexagone non encore indiqué dans le 
code sur la droite par rapport à la direction que donne la relation père-fils, on compte 
2, s'il y en a un à gauche, une valeur 4 est considérée. En faisant la somme des va- 
leurs ainsi définies, on trouve le chiffre représentant l'hexagone, compris entre O et 7, 
indiquant les huit combinaisons possibles associées aux trois positions ou un fils peut 
se trouver. Dans le code, d la suite du chiffre associé à un hexagone, nous plaçons 
les codes des sous-arbres connectés par l'hexagone à gauche, aligné et à droite quand 
ils sont présents (notons que cette présence est indiquée par le chiffre associé 6. H) 
dans cet ordre. Un exemple de construction de code, en fonction de l'arête utilisée 
pour "entrer" dans le polyhexe (indiquée par la flèche à l'extérieur du polyhexe) est 
donné sur la figure 4.5. Remarquons que chaque hexagone est considéré exactement 
une fois, le code DAST sera alors composé d'exactement h chiffres pour un polyhexe 
a h hexagones. 
De la manière dont il est décrit, il est possible de construire sans ambiguïté un 
polyhexe à partir d'un code, mais à chaque polyhexe sont associés plusieurs codes. 
Dans le but de pallier ce problème, il faut définir de manière unique l'arête par laquelle 
nous L'entrons" dans le polyhexe. Tout d'abord, il faut que l'hexagone pax lequel 
nous "entrons" dans le polyhexe soit tel que tous les hexagones du polyhexe soient 
considerés. Afin de limiter le nombre de choix pour l'arête par laquelle nous "entrons" 
dans le polyhexe, si elle est verticale, nous la rejeterons si elle n'est pas le plus à droite 
possible, et dans le cas ou il y en aurait plusieurs sur la même verticale, celles qui ne 
sont pas le plus haut seront rejetées. A ce stade, nous définissons de manière unique 
l'arête par laquelle nous entrons pour chaque représentation possible du polyhexe. 
Comme dans le cas du Bovndary Code, il y a alors 12 possibilités correspondant 
aux 12 manières de représenter le polyhexe selon la symétrie axiale et les rotations 
possibles. Parmi chacun des codes ainsi définis, celui qui est lexicographiquement le 
plus petit sera sélectionné. 
Ce code est beaucoup plus puissant que le boundary code et a permis l'énumération 
de tous les polyhexes pour h = 13 [101], h = 14 [1171, h = 15 (1041 et h = 16 [871. 
Malgré tout, ce code comportait certaines faiblesses puisque chaque polyhexe peut 
avoir jusqu'à 12 représentations différentes selon l'hexagone utilisé comme racine de 
l'arbre de recouvrement du polyhexe. Afin d'éviter toute génération multiple, une 
règle spéciale fût utilisée [116]. Les dernièrs résultats dans le domaine est due à ToSit 
et al (1111 qui proposent une approche originale utilisant une "cage" dans laquelle 
chaque polyhexe est placé. Cette méthode semble implicitement basée sur un code 
utilisant les positions des hexagones dans un espace cartésien, un peu comme le code 
Wiswesser pour les polyhexes [78]. Cette méthode donna lieu à l'énumération de tous 
les polyhexes avec h = 17 hexagones, mais les temps de calcul ne sont pas fournis 
dans l'article. 
Nous présenterons dans les chapitres qui suivent les algorithmes que nous avons 
élaborés pour énumérer les polyhexes simplement connectés. Le premier nous a permis 
l'énumération des polyhexes planaires simplement connectés jusqu'à h = 21 et des 
polyhexes simplement connectés jusqu'à h = 20. Le second a été utilisé pour énumérer 
tous les polyhexes planaires simplement connectes jusqu'à h = 24 alors qu'il nous a 
permis de compter tous les polyhexes simplement connectés jusqu'à h = 27. 
Figure 4.3 - Calcul du boundoy code (encadré) d'un polyhexe 
Figure 4.4 - Construction de l'arbre de recouvrement utilis6 par le code DAST 
3016 30160 301600 
Figure 4.5 - Construction du code correspondant à un arbre de recouvrement 
Chapitre 5 
Une méthode d'énumération de 
polyhexes basée sur la génération 
ordonnée 
5.1 Énumération de polyhexes planaires simplement 
connectés 
Nous proposons ici un algorithme basé sur la méthode de recherche inversée propo- 
sée par Avis et Rikuda [?1. Le code utilisé est le "Boundary-edges Code" (ou code 
BEC défini par Hansen, Lebatteux et Zheng [75l). Dans le cas des polyhexes sim- 
plement connectés, il est équivalent au code PC-2 de Herndon et Bruce [Tg].  Le 
" Boundary-edges Code" est défini comme suit pour les polyhexes simplement connec- 
tés. En commençant par un sommet externe de degé 3, qui appartient donc à deux 
hexagones, suivre le contour du polyhexe en notant par un chifie le nombre d'arêtes 
sur le contour suivi pour chaque hexagone rencontré (le même hexagone peut a p  
paraître jusqu'à 3 fois sur le contour du polyhexe, et peut donc correspondre à 1, 2 
ou 3 chiffres du code). Ensuite, appliquer, si nécessaire, des permutations circulaires 
ou des inversions (de la fin vers le début) afin que le code soit lexicographiquement 
maximum. La construction du code BEC d'un petit polyhexe est représentée sur la 
figure 5.1. Remarquons que le code est unique, mais peut être obtenu de diverses 
manières dans le cas où le polyhexe est symétrique. 
Figure 5.1 - Construction du code BEC. 
Proposition 1 Le code BEC d'un polyheze débute toujours par un chiffre supérieur 
ou égal à 3 .  
Preuve: 
Gutman et Cyvin ([721 p23) ont montré que le nombre d'arêtes libres d'un polyhexe 
est 6 + b où b est le nombre d'arêtes externes dont chaque extrémité a un degré 3 
dans le polyhexe (ces arêtes correspondent à des "1" dans le code BEC). Si le premier 
chiffre du code est inférieur ou égal à 2, alors il n'y a aucun chiffre supérieur à 2 dans 
ie code puisque ce dernier est lexicogaphiquement maximum. Dans ce cas, aucun 
hexagone n'a d'arêtes libres, ce qui contredit la propriété mentionnée. O 
Pour simplifier l'exposé, nous utiliserons l'expression "niLme hexagone" au lieu de 
"hexagone représenté par le ndme chifie du code". 
5.2 Principe et algorithme 
Comme dans la plupart des méthodes d'énumération, nous procédons par ajouts 
successifs d'hexagones. Ceci peut être fait en profondeur d'abord en ajoutant des 
hexagones jusqu'à ce que le nombre hm, soit atteint, ou en largeur d'abord, en 
construisant tous les polyhexes à h hexagones à partir de ceux à h - 1 hexagones, et 
ainsi de suite. Dans chaque cas, il peut y avoir duplication puisque le même polyhexe 
A h hexagones peut être construit à partir de plusieurs polyhexes à h - 1 hexagones. 
Afin d'éviter toute répétition, chaque polyhexe avec h hexagones est généré de ma- 
nière légitime par un seul polyhexe à h - l hexagones, en utilisant la méthode d'Avis 
et Fukuda [71. 
La vérification de la légitimité du polyhexe (à h - 1 hexagones) à partir duquel le 
polyhexe courant vient d'être généré est rapide grâce au choix d'une relation pèrcfils 
efficace. 
La méthode de recherche inversée d'Avis et Fùkuda et la géné- 
ration ordonnée 
Avis et h k u d a  [71 ont introduit la méthode de recherche inversée pour résoudre de 
manière efficace un problème classique de recherche opérationelle et de géométrie 
calculatoire (Computational Geometry) : l'énumération de tous les sommets d'un 
polytope (la méthode s'étend facilement au cas de l'énumération des points extrêmes 
et rayons extrêmes d'un polyèdre). Les algorithmes pour ce problème explorent de 
différentes manières le graphe d'adjacence d'un polytope. Les sommets et arêtes de 
ce gaphe  correspondent respectivement aux sommets et arêtes du polytope ; deux 
sommets du gaphe étant adjacents si et seulement si les sommets correspondant du 
polytope le sont. En d'autres mots, il est obtenu de l'ensemble des sommets et arêtes 
par les propriétés d'incidence topologique, en négligeant les propriétés métriques. Ha- 
bituellement, le graphe d'adjacence est exploré par recherche en profondeur d'abord 
(voir Aho, Hopcroft et Ullman (21 pour une description de cette technique). La ques- 
tion est alors de savoir lorsque la procédure amive en un sommet, s'il a déjà été 
rencontré ou non. Durant plus de 25 ans, ce problème a été résolu à l'aide d'une 
(longue) liste des sommets rencontrés afin de la consulter pour savoir si le dernier 
sommet rencontré en fait partie ou non (voir Dyer 1491). Une telle procédure prend à 
la fois du temps et de l'espace mémoire, puisque le nombre de sommets d'un polytope 
peut être très grand, mêine si le polytope est de dimension modeste (typiquement 
plus d'un million pour 10 variables). Une autre méthode a été proposée par Chen, 
Hansen et Jaumard [281, elle utilise de listes d'adjacence entre sommets, obtenues 
d'abord en incluant le polytope dans un simplexe. On ajoute ensuite les facettes du 
polytope l'une après l'autre, tandis que les listes de sommets et d'adjacence sont 
mises à jour. Il est toutefois nécessaire de garder une liste relativement longue de 
sommets de la dernière facette ajoutée afin de déterminer leurs adjacences. 
Par contre, Avis et Rikuda [71 utilisent une observation simple mais puissante pour 
éviter d'avoir recours à des listes. On suppose qu'une arborescence (inversée) puisse 
étre définie sur le graphe d'adjacence (ou, en d'autres mots, qu'exactement un suc- 
cesseur soit associé à chaque sommet, exceptée la racine). Ceci peut se faire pour 
l'énumération de sommets d'un polytope par l'utilisation de la règle de Bland 1151 
comme critère de choix des Mnables entrante et sortante dans une version de I'algo- 
rithme du simplexe dont la convergence est garantie, même en cas de dégénérescence. 
Alors, l'exploration du graphe d'adjacence se fait par recherche en profondeur d'abord 
depuis la racine. Lorsque la procédure arrive au traitement d'un sommet, nous véri- 
fions en ''inversant la recherche" si l'itération suivante du simplexe nous donne le père 
de ce sommet. Si tel est le cas, le sommet est considéré comme légitime et enregistré. 
Sinon, nous effectuons un retour arrière. Les auteurs, puis d'autres ont rapidement 
remarqué que cette méthode de recherche inversée peut être utilisée pour un grand 
nombre de problèmes de géométrie calculatoire et pour d'autres domaines. 
Dans le cas de l'énumération de polyhexes, un graphe est obtenu en associant un 
sommet à chaque polyhexe et une arête est présente entre deux sommets s'il est 
possible de construire un polyhexe à partir de l'autre en lui ajoutant un hexagone. 
La construction d'une arborescence orientée (inversée), appelée arbre d'énumération, 
à partir de ce graphe est expliquée dans la section 5.2.1. 
Comme nous l'a fait remarquer Gunnar Brinkmann, cette méthode d'énumération 
peut aussi être considérée comme une application de la Géné~ation Ordonnée, déjà 
proposée indépendamment à la fin des années soixante-dix par Read [108] et Faradzev 
[581. Nous référons le lecteur à Brinkmann (231 et Mc Kay [98] pour une présentation 
des variantes et des applications récentes de cette technique exploitant la symétrie. 
5.2.1 Définition de l'arbre d'énumbration 
A chaque polyhexe P de h sommets (fils), nous associons un unique polyhexe avec 
h - 1 sommets (père). En utilisant le code BEC, une manière directe de définir un 
père unique est de prendre parmi tous les polyhexes A h - I sommets permettant de 
générer P par ajout d'un hexagone celui dont le code est lexicographiquement le plus 
grand. Dans ce cas, à chaque fois qu'un polyhexe est généré, nous devons examiner son 
code dans le but d'identifier tous ses pères potentiels, puis ces derniers doivent être 
construits en retirant un hexagone à P à chaque fois, dans le but d'identifier celui qui a 
le code lexicogaphiquement le plus grand. Le polyhexe sera considéré comme Iégitime 
si et seulement s'il a été construit à l'aide du père de code lexicographiquement le 
plus grand. 
La très bonne performance de l'algorithme proposé ici est due à la manière d'identifier 
si oui ou non le polyhexe généré est légitime par la règle suivante : 
Règle 1 Un polyhexe sera considéré comme légitime si et seulement s i  le premier 
chzfre de son code BEC est associé au dernier hexagone ajouté. 
En d'autres mots, la Règle 1 dit que le père d'un polyhexe P est le polyhexe obtenu 
en enlevant l'hexagone de P représenté par le premier chiffie du code (appelé aussi 
premier hexagone du polyhexe pour simplifier la notation). 
L'utilisation de cet arbre d'énumération (représenté sur la figure 5.2) réduit significa- 
tivement la complexité du programme. Au lieu d'examiner le code du polyhexe afin 
de trouver tous les pères potentiels comme décrit plus tôt, nous n'en considérerons 
qu'un. Dans le pire cas, la complexité de la phase de validation est réduite de 0(h3)  à 
0 ( h 2 ) ,  la validation étant comprise dans l'arrangement sous forme canonique du code 
du fils lui même. Comme il s'agit là de l'opération critique, la complexité générale 
de l'algorithme est réduite d'un facteur h. 
Une méthode d'énumération idéale devrait permettre d'identifier a priori les posi- 
tions où ajouter un hexagone de manière a ce que le polyhexe ainsi obtenu soit 
légitime, au lieu de procéder à une validation après construction de ce dernier. 11 
semble qu'un tel modèle d'énumération soit difficile à construire. Toutefois, l'identi- 
fication a priori d'ajouts illégitimes est souvent possible, avant même tout calcul, en 
raison de la définition de l'arbre d'énumération (par exemple : ajouter un hexagone 
qui sera représenté comme un 3 dans le code alors que d'autres hexagones sont et 
demeurent représentés par des 4 ou 5 dans le même code). Quand la génération n'est 
pas démontrée illégitime, le réarrangement du code sous forme canonique est simple 
puisque le point de départ du code est déjà connu. Dans ce contexte, l'identifica- 
tion d'un meilleur point de départ pour le code conduit immédiatement au rejet du 
polyhexe avant même que son code n'ait été complètement construit. 
5.2.2 Ajouts d'hexagones 
Il y a trois manières valides d'ajouter des hexagones B un polyhexe. 
Figure 5.2 - Représentation de l'arbre d'énumération. 
Figure 5.3 - Ajouts d'hexagones. 
1. Un hexagone représenté par un chiffre x > 3 dans le code avec au moins un 
côté libre peut accepter un ajout. Le chiffre "2" du code est alors remplacé par 
la séquence "a5b" où a + b + 1 = x et a 2 1, b > 1 (voir la figure 5.3 a) .  
2. Deux hexagones adjacents représentés par la séquence "xy" (où x > 1, y > 1) 
dans le code peuvent accepter l'ajout d'un hexagone adjacent à chacun d ' eu .  
La séquence "xy" du code est dors remplacée par "(x - 1)4(y - 1)" (voir la 
figure 5.3 b). 
3. Trois hexagones consécutifs sur le contour représentés par la séquence "xly" (où 
x 3 2, y > 2) peuvent aussi supporter L'ajout d'un hexagoae qui soit adjacent à 
tous les trois. La séquence x l  y du code est alors remplacée par "(x - 1)3(y - 1)" 
(voir figure 5.3 c). 
Proposition 2 Aucun polyhexe obtenu par ajout d'un hexagone partageant plus de 
trois arêtes consécutzves avec le polyhexe n'est valide au sens de ['arbre d'énumération. 
Preuve: 
L'hexagone ajouté aurait alors au plus 2 arêtes externes. D'après la règle 1, le code 
du polyhexe ainsi construit débuterait par un chiffre inférieur ou égal à 2. D'après la 
Proposition 1, aucun polyhexe n'a un tel code. O 
Figure 5.4 - Le polyhexe 515151 peut engendrer 6 fois le même fils. 
5.2.3 Méthode pour éviter la g6nération multiple de poly- 
hexes iî partir du même pére 
Dans le cas où le père appartient à des classes non triviales de symétrie, il peut 
engendrer plusieurs fois le même polyhexe (voir figure 5.4 pour un exemple). Le 
nombre de polyhexes générés à partir du même père étant relativement petit (environ 
5 en moyenne), nous en gardons simplement une liste dans laquelle nous vérifions s'il 
y a duplication. 
Si les classes de symétrie des polyhexes avec h - 1 hexagones sont connues lors de la 
génération de ceux avec h hexagones, cette étape peut être évitée. Il y a deux cas : 
(2 )  si le père n'a pas de symétrie, (ce qui amive le plus souvent d'après les Tableaux B.1 
à B.3 plus loin) le test pour la génération multiple n'est pas effectué. 
(iz) Si le père est symétrique, on doit considérer un seul ajout pour chaque orbite. 
Toutefois, il ne semble pas que de tels rdnements  de la méthode soient nécessaires 
car les gains effectués réduisent le temps de calcul de moins d'un pour cent. 
5.2.4 Description de 19algorit hme 
Cet algorithme énumère tous les polyhexes valides au sens de l'arbre d'énumération 
avec h hexagones qui sont générés à partir d'un polyhexe P donné à h - 1 hexagones. 
1. Ajout d'hexagones : Dans le cas où nous cherchons à énumérer les polyhexes 
planaires simplement connectés, nous devons nous assurer que les conditions 
de planarité seront respectées avant d'ajouter un hexagone. Ensuite 
- Générer tous les polyhexes possibles obtenus par addition d'un "5" au code 
de P. 
- Si le code de P ne débute pas par un "Sv, générer tous les polyhexes possibles 
obtenus par ajout d'un "4" au code de P ,  sinon, ne considérer l'ajout d'un 
"4" qu'adjacent au premier "5" du code. 
- Si le code de P ne comporte aucun "5" et au plus deux "4", considerer l'ajout 
dtun "3" au code. 
2. Validation : S'assurer que chaque polyhexe généré peut être décrit par un 
code débutant par le chiffre correspondant au dernier hexagone ajouté. Rejeter 
ceux qui ne peuvent s'exprimer ainsi. 
Les justifications de I'algorithme découlent de la Règle 1, de la définition du 
code BEC et plus particulièrement de ses propriétés lexicographiques. 
De manière pratique, nous avons procédé par trois étapes successives pour accomplir 
l'énumération. 
1. Initialisation : Nous construisons d'abord une base de données de polyhexes 
pour h relativement petit. Le programme peut assurément être initialisé avec 
le seul polyhexe à 2 hexagones, mais dans ce cas, toute l'énumération devra 
être complétée sans aucune interruption et tout problème technique (tel qu'une 
panne d'électricité) obligera à recommencer le travail depuis le début. Comme le 
programme d'énumération est plutôt rapide, lire un polyhexe depuis un fichier 
est plus lent que de le générer à partir d'un plus petit polyhexe, ce qui nous 
pousse à trouver un compromis entre le temps et les risques techniques. 
Pour h = 18 à 20, nous avons décidé de débuter l'énumération avec 67 fichiers 
contenant les 331 polyhexes à 7 hexagones tandis que 6018 fichiers contenant 
les 30086 polyhexes a 10 hexagones ont été utilises pour h = 21. 
Enurneration : Pour chaque fichier, nous générons tous les descendants de 
chaque polyhexe jusqu'à la taille désirée par un appel récursif à l'algorithme 
décrit plus tôt. 
L'utilisation de l'arbre d'énumération permet une énumération simultanée sur 
différents ordinateurs sans aucune mémoire partagée (c'est ce qui a été fait 
pour h = 21). Dans le cas de traitements en parallèle des fichiers, un système 
de blocage des fichiers a éte mis en place afin d'éviter que ceux-ci ne soient 
corrompus et que certaines taches ne soient accomplies plusieurs fois. 
Resdtats suppl&mentaires : Le nombre d'atomes de carbone et d'hydro- 
gène de chaque polyhexe est directement calculé a partir du nombre de chiffres 
dans son code, puisqu'il ne dépend que du nombre de sommets intérieurs et 
d'hexagones. Le nombre d'hexagones est relié à la profondeur de l'arbre d'énu- 
mération et le nombre de sommets internes vient directement du nombre de 
chiffies présents dans le code BEC [791, [751. 
Le nombre de baies cancérigènes, qui sont représentées par la séquence "515 
dans le code BEC est calculé aisément. Les classes de symétrie sont aussi déter- 
minées en utilisant des règles simples décrites par Hansen et al ['Xi. Après un 
traitement complet d'un fichier de données, les fichiers de résultats indiquant le 
nombre de chaque type de polyhexes généré sont remis à jour avant de passer 
au fichier suivant. 
5.2.5 Validité de l'arbre d9Bnumération jusqu'à h = 21 
L'arbre d'énumération est valide si et seulement si chaque polyhexe a un et un seul 
père. Comme le code BECd'un polyhexe est unique, son premier hexagone est unique 
aussi, alors chaque polyhexe a au plus un père si le premier hexagone apparaît seule- 
ment une fois dans le code BEC du polyhexe. Il peut toutefois y avoir une difficulté 
dans le cas où le premier hexagone du polyhexe apparaît deux fois dans son code (il 
ne peut pas apparaître trois fois puisque le code d'un polyhexe ne peut pas débuter 
par un 1). En effet, dans ce cas, enlever le premier hexagone du polyhexe le séparerait 
en deux parties, et il n'aurait pas de père car une structure non connexe n'est pas 
un polyhexe. N'ayant pas de père, ce polyhexe est appelé orphelin. Le problème des 
orphelins n'apparaît toutefois pas dans l'énumération de polyhexes avec assez peu 
d'hexagones, comme nous le montrerons. 
Afin d'aborder le théréme suivant et sa preuve, donnons quelques définitions supplé- 
mentaires relatives aux polyhexes. 
L'isthme d'un orphelin est l'ensemble maximum d'hexagones consécutifs, incluant 
le premier hexagone, qui apparaissent tous deux fois dans le code et sont adjacents 
6, exactement deux hexagones apparaissant deux fois dans le code. Une p h i n s u i e  
est un des deux polyhexes obtenus suite au retrait de l'isthme d'un orphelin. La 
premiére péninsule apparaît la première dans le code de l'orphelin alors que la se- 
conde péninsule n'apparaît qu'ensuite. Comme nous utiliserons des codes partiels, 
il est pertinent de préciser que les codes dont nous parlerons au cours de cette preuve 
sont tous calculés dans le sens des aiguilles d'une montre. Le code de l'isthme 
est la chaîne de caracteres représentant le contour selon l'isthme depuis la seconde 
péninsule vers la première (le début du code de l'orphelin est inclus dans le code de 
l'isthme). L'isthme a deux voisins 6xés (un pour chaque péninsule). Le code long 
de la péninsule d'une péninsule donnée est la chaîne de caractères représentant les 
hexagones appartenant à cette péninsule dans le code de l'orphelin, dans le même 
ordre. Le code court de la péninsule est la chaîne de caractères décrivant la pé- 
ninsule si on suppose que l'isthme est enlevé, en débutant par l'hexagone adjacent 
à l'isthme (remarquons que ni Le code court ni le code long d'une péninsule n'est 
ordonné lexicographiquement). La séquence caracteristique d'une péninsule est 
la séquence lexicographiquement la plus grande qui soit dans le code long de la pé- 
ninsule. Ces concepts sont illustrés sur la figure 5.5. 
Code de l'orphelin: 333232 -. 1 13233323 ..... 132 12 1 1 132 1 3 2 3 3 3 . 1 2  \ . .----- * ---.... 
Code Iong de la prerniére péninsule: 13233323 1 
Code court de la prerniére péninsule: 33233323 
Premiére séquence canctdristique: 33323 1 
Figure 5.5 - Définitions relatives aux orphelins. 
Thborème 2 Aucun orphelin planaire simplement connecté n'a moins de 29 hexa- 
gones. 
La preuve utilise les quatre lemmes suivants : 
Lemme 4 Le code d'un orphelin débute par un "3". 
Preuve: 
Le premier hexagone d'un orphelin doit apparaître deux fois dans son code ; ainsi il 
ne peut pas être un "4" OU un "5". D'après la Proposition 1, ce doit être un 'Y. O 
Lemme 5 Le code d'un orphelin ne compoîte aucun q'' ou "5'! 
Preuve: 
La preuve découle directement du lemme 4 et de la règle lexicographique. O 
Lemme 6 Le code d'un orphelin ne peut p u  comporter plus de trois "3" successifs. 
Preuve: 
Comme, d'après le lemme 5, le code d'un orphelin ne comporte aucun chiffre supérieur 
B trois, et qu'il doit être ordonné de manière lexicographique, la plus grande séquence 
de "3' successifs doit se trouver au début du code. La presence de quatre "3" successifs 
impliquerait que l'orphelin comporterait un trou (ce serait alors un coronoïde, ou bien 
il ne serait pas planaire comme l'indique la figure 5.6). U 
Figure 5.6 - Aucun code d'orphelin planaire ne comporte plus de trois "3" successifs. 
Lemme 7 Le code d'un orphelin ne peut comporter la séquence "333233". 
Preuve: 
Supposons par contradiction que le code d'un orphelin contienne la séquence "333233". 
Alors, d'après les lemmes 4 à 6 ,  le début de ce code doit être "333233"' mais ceci 
Figure 5.7 - Aucun code d'orphelin planaire ne peut comporter la séquence "333233". 
implique que le polyhexe comporte un trou ou ne soit pas planaire comme le montre 
la figure 5.7. O 
Nous démontrons maintenant le Théorème 2 : aucun orphelin planaire simplement 
connecté n'a moins de 29 hexagones. 
Preuve: 
La preuve se fait par énumération des petites péninsules et de leurs positions relatives 
en tenant compte des propriétés des orphelins établies par les lemmes 4 à 7. 
La première étape consiste à énumérer toutes les petites péninsules (ne considérer 
que celles avec h 5 12 est sufnsant). Ce sont tous les polyhexes avec au plus trois 
"3" successifs, un "4" et aucun "5" dans leur code. En effet, un "5" ne peut pas être 
le premier hexagone d'une péninsule puisqu'il partage une arête avec un hexagone 
qui apparaît deux fois dans le code; selon la définition, il devrait dors faire partie 
de l'isthme lui même. Les péninsules avec jusqu'à 12 hexagones obtenues par une 
énumération simple mais longue sont représentées sur la figure 5.8. Les arêtes qui 
peuvent être partagées avec l'isthme sont représentées en gras. 
Figure 5.8 - Péninsules avec de 10 à 12 hexagones. 
Les péninsules obtenues par symétrie axiale sont ici considérées comme différentes. 
Le Tableau 5.1 donne la liste de tous les codes courts de péninsules ainsi que les 
séquences caractéristiques correspondantes. Un X dans la dernière colonne indique 
qu'il n'est pas nécessaire de considérer cette péninsule en vertu du lemme 7. 
Soit hi le nombre d'hexagones de la péninsule i (i = 1, 2). 
Notons d'abord que si la séquence caractéristique de la première péninsule débute 
par "33323", un hexagone doit être ajouté avant la seconde péninsule pour des raisons 
de planarité (voir figure 5.9 a). 
1. hi = 10. Tout orphelin comportant la péninsule à 10 hexagones doit débuter par 
Tableau 5.1 - Péninsules avec de 10 à 12 hexagones et leurs séquences caractéristiques. 
1 1 Code de 1 Séquence 1 Lemme 7 1 
1 h 1 péninsule 1 caractéristique 1 utilisé 1 
la séquence "33323". Le code de l'isthme doit comporter la séquence "1333231" 
ou "1333232", mais cette première configuration seule n'est pas valide à cause 
de la règle lexicographique (voir figure 5.9 6 )  et I'autre seule ne respecte pas la 
condition de planarité (voir figure 5.9 c). 
L'étape suivante consiste à ajouter un hexagone avant la première péninsule. Il 
y a deux possibilités : 1333231 et 1333232. 
Dans le premier cas, il y a trois manières de placer le nouvel hexagone : 
(a) 13332313 : pour des raisons de planarité, un hexagone doit être ajouté 
avant la seconde péninsule menant au code de l'isthme 113332313 ou 
213332313! mais aucun d'eux ne respecte la condition de planarité à moins 
qu'un autre hexagone ne soit ajouté. L'orphelin comporterait alors au 
moins 30 hexagones (10+10+10). Nous n'explorerons pas ce cas puisque 
nous trouverons un orphelin plus petit plus tard. 
(b) 13332312 ou 13332311 : la règle lexicographique n'est pas respectée. 
Dans le second cas, les trois manières d'ajouter le nouvel hexagone sont : 
(a) 13332323 : donne un polyhexe non planaire (voir figure 5.9 d) .  
(b) 13332322 : nous pousse à ajouter un hexagone avant la seconde péninsule 
afin de respecter les conditions de planarité (voir figure 5.9 e). L'isthme 
devient dors "113332322" et on obtient un orphelin avec 29 hexagones 
(voir figure 5.9 f i .  
(c) 13332321 : nécessite l'ajout d'un hexagone avant le second isthme afin 
que la planarité soit vérifiée (voir figure 5.9 g). Alors, l'isthme comporte 9 
hexagones et ne peut donner un orphelin avec moins de 29 hexagones. 
2. h; = 11. 
La séquence caractéristique de chacune des deux péninsules pour hi = 11 est 
"333232" et l'isthme doit avoir au moins 7 hexagones. Il y a quatre manières 
de connecter la première péninsule a l'isthme (représentées sur la figure 5.9 
2-0. Les deux premières donnent des polyhexes non planaires et les deux autres 
ne respectent pas la règle lexicogaphique. Dans chaque cas, un hexagone doit 
être ajouté à l'isthme. Le plus petit orphelin ainsi obtenu comporte au moins 
10+8+11=29 hexagones. Cette configuration ne sera pas considérée puisqu'elle 
ne conduira Q aucun orphelin plus petit que celui déjà trouvé. 
3. hi = 12. Pour les mêmes raisons que pour hl = 11, les péninsules dont la 
séquence caractéristique débute par 33323 ne sont pas considérées puisqu'elles 
ne peuvent être utilisées pour la génération d'orphelins plus petits que celui 
déja rencontré. La seule péninsule qui puisse conduire à un plus petit orphelin 
est "332332332" mais chaque péninsule doit alors avoir au moins 12 hexagones 
afin que la séquence caractéristique ne débute pas par 33323. Alors le code 
de l'orphelin doit débuter par 332332 ou 333. Dans le premier cas, l'orphelin 
comporte au moins 30 hexagones, et dans le second, deux hexagones doivent être 
ajoutés pour des raisons de planarité et l'orphelin comporte alors (au moins) 
29 hexagones (voir figure 5.9 m). 
4. hi = 13. Les péninsules avec 13 hexagones ont des séquences caractéristiques 
débutant par "332" ou "333", ce qui implique que l'isthme doit avoir au moins 
trois hexagones. Si la seconde phinsule comporte douze hexagones, un hexa- 
gone doit être ajouté à l'isthme avant elle ; qu'on utilise cette péninsule ou une 
peninsule à treize hexagones, l'orphelin ne peut comporter moins de 29 hexa- 
gones (12+4+13 ou 13+3+13). il n'est pas pertinent de considérer des secondes 
péninsules plus petites, comme il a été expliqué plus tôt. 
5. hi 3 14. Pour toute peninsule à 14 hexagones ou plus, soit la séquence carac- 
téristique est au moins "332", et en ce cas l'isthme doit comporter au moins 
trois hexagones, et le plus petit orphelin comporte 12+3+14 hexagones, (la 
séquence caractéristique "333' requiert au moins 5 hexagones dans l'isthme, 
l'orphelin a alors 10+5+14=29 hexagones ou plus), soit chaque péninsule doit 
avoir au moins 14 hexagones, et en ce cas l'orphelin ne peut pas avoir moins 
de 14+1+14=29 hexagones. Aucun orphelin de moins de 29 hexagones ne peut 
être construit de cette manière. O 
La présente méthode ne peut donc pas être utilisée pour énumérer les polyhexes 
planaires simplement connectés avec plus de 28 hexagones, sans l'utilisation d'une 
routine complémentaire de génération des orphelins. 
5.2.6 VériAcation de la planarité 
Afin d'éviter la génération d'hélicènes, nous notons la position de chaque hexagone 
externe du polyhexe courant dans le plan et déterminons ensuite les arêtes sur les- 
quelles il est possible d'ajouter des hexagones sans que les conditions de pianarité ne 
cessent d'être satisfaites. La figure 5.10 montre les positions qui doivent être vérifiées 
selon le nombre d'arêtes Libres qu'aura l'hexagone ajouté. Si l'ajout d'un hexagone 
implique la superposition de deux arêtes, cet ajout est interdit. 
Ce programme s'est montré assez rapide pour mener à bien l'énumération et l'identifi- 
cation des caractéristiques mentionnées pour tous les polyhexes planaires simplement 
connectés jusqu'à h = 20 hexagones à l'aide d'un PC Pent iumr 133 MHz en 63 jours 
14 heures et 35 minutes. 
5.2.7 Résultats numériques 
Le principal résultat nouveau obtenu fut le nombre de polyhexes planaires simplement 
connectés avec h = 18,19,20 et 21 hexagones. Ces résultats sont présentés dans le 
Tableau 5.2. 
Tableau 5.2 - Nombre de polyhexes planaires simplement connectés et temps requis 
en fonction de h(*) sur un ensemble hétérogène d'ordinateurs difficiles à comparer 
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Pour h < 20 les calculs ont été effectués sur un PC PentiummI 133 MHz. Pour h = 21, 
un réseau d'ordinateurs variés a été utilisé. Notons que dans le cas où h = 16, la plus 
grande valeur pour laquelle le temps de calcul a été donnée précédemment, ce temps 
était de 91 jours sur un PC 386 (20 MHz) [871, ce qui a été réduit A 2 heures 10 min et 
20 secondes sur un PC PentiumT (133MHz). Il n'y a pas de doutes quant à la vitesse 
du nouvel algorithme, même si le précédent [S?] énumérait aussi les coronoïdes, ce 
que ne fait pas le nôtre. Le nombre de polyhexes pour h = 21, soit 1012 565 172 403, 
est très grand et montre l'efficacité de la méthode d'énumération. 
Une formule pour estimer le nombre de polyhexes avec h hexagones à partir du 
nombre de polyhexes avec h - 1 hexagones a été donnée par Aboav et Gutman (11. 
Les prédictions sont proches des vraies valeurs pour h 5 17, mais semblent sous- 
estimer les valeurs réelies quand h croît, et les différences relatives augmentent avec 
h (voir Tableau 5.3). 
ToJiC et al. [Ill] avaient conjecturés que le nombre de polyhexes avec h = 18 hexa- 
gones devrait se situer dans l'intervalle (8549 f 4)107, ce qui est assez proche. 
Nous remarquons sur le Tableau B.3 en annexe qu'aucun des isomères de C8,H4 ne 
comporte de symétrie. La raison en est la suivante. De la relation H = 4h + 4 - n, 
(Gutman et Cyvin [72] p 23), où H représente le nombre d'atomes d'hydrogène, leur 
nombre ni de sommets intérieurs est égal ii 1. Ces polyhexes sont donc composés 
de 3 hexagones mutuellement adjacents auxquels sont ajoutés au plus 2 polyhexes 
catacondensés (un polyhexe catacondensé est un polyhexe sans sommet intérieur). 
Le sommet commun A ces trois hexagones doit appartenir à tout axe de symétrie 
(sans quoi il ne serait pas le seul sommet intérieur). Mais avoir un axe de symétrie 
et un nombre impair de sommets indique qu'au moins un sommet doit être séparé 
en deux par cet axe. II ne peut pas être adjacent à deux des hexagones initiaux, 
puisque ceci impliquerait que ni 2 2, ni ailleurs sur cet axe car le polyhexe serait 
un coronoïde. Étant donné que le nombre d'hexagones restant, 17, n'est pas divisible 
par 2 ou 3, il ne peut pas y avoir de symétrie rotationelle. 
Les nombres de polyhexes planaires simplement connectés en fonction des isomères et 
de la symétrie étaient connus pour h 5 14 [421 depuis 1992 ; ils ont été ensuite obtenus 
pour h = 15'16 et 17 par ToSK et al. en 1995 [Il11 et furent confirmés par nôtre 
programme. Les valeurs pour h = 18 à 20 sont présentées sur les Tableaux B.l- B.3 
en annexe (seules les colonnes correspondant aux classes de symétrie pour lesquelles 
il existe au moins un polyhexe sont indiquées). 
5.3 Énumeration de polyhexes simplement connec- 
tés 
L'algorithme utilisé pour l'énumération de polyhexes simplement connectés (appelés 
en général fusénes) est le même que celui ut i lw pour l'énumération de polyhexes 
planaires simplement connectés, à l'exception du fait que le test de planarité est 
omis puisque cette contrainte ne s'applique plus. La méthode basée sur le contour 
de la structure comporte cet avantage que si la contrainte de planarité n'est plus 
exigée, l'algorithme se simplifie alors que d'autres méthodes ne fonctionnent plus, 
en particulier celle de TosiC et al [111] car elles utilisent les positions cartésiennes 
des centres des hexagones. C'est avec surprise que nous avons alors constaté que ce 
problème, plus simple à nos yeux, était moins bien traité dans la littérature que le 
problème d'énumérer les polyhexes planaires simplement connectés, comme décrit 
dans la section 4.3. 
Des différences entre l'énumération de polyhexes simplement connectés planaires et 
non nécessairement planaires interviennent toutefois à plusieur niveaux. 
D'une part, la validité du code BEC même n'est pas vérifiée pour tous les polyhexes 
simplement connectes, comme le montrent Guo et ai. [65], puisque deux hélicènes 
différents à 29 hexagones sont représentés par le même code. Ce problème ne se 
produit toutefois pas pour h 5 25 [65]. 
D'autre part, la taille des plus petits orphelins est largement réduite dans le cas des 
hélicènes, la contrainte de planarité ne s'applicant plus. Nous montrerons donc que 
les plus petits orphelins comportent 20 hexagones, et qu'il y en a exactement 1, qui 
seront décrits. 
5.3.1 Validité de l'arbre d'énumération jusqu'à h = 20 
Theoreme 3 Le plus petit orphelin parmi les fusenes comporte h = 20 hezagones. 
De plus, il y en a exactement 4 de cette taille. 
Preuve : 
La preuve se fait par énumération de cas en combinant les péninsules et les isthmes. 
1. Comme, d'après le lemme 5, le code d'un orphelin ne peut comporter aucun "4" 
ou "5", il est facile de vérifier que toute péninsule comporte au moins 7 hexagones 
(voir figure 5.12 a). De plus, il n'y a qu'une péninsule avec 7 hexagones, une avec 
8 et deux avec 9 (voir figure 5.12 a,b et c). La partie du code BEC correspondant 
à une péninsule à 7 hexagones comporte 5 " 3  successifs (celle d'une péninsule à 
8 ou 9 hexagones en comporte 4). Dès lors, l'isthme correspondant d'un orphelin 
doit comporter au moins 5 (ou 4) hexagones. 
En conséquence, le plus petit fusène orphelin doit comporter au moins 19 hexa- 
gones. Il n'y a qu'une manière de combiner deux péninsules a 7 hexagones avec 
un isthme à 5 hexagones. Le code correspondant débutant par le premier hexa- 
gone de l'isthme est alors "333331333331 11 11 11333331". Toutefois, ce code n'est 
pas lexicographiquement le plus gand, on en déduit que le plus petit hélicène 
orphelin doit au moins comporter 20 hexagones. 
2. Considérons maintenant deux péninsules a 7 hexagones et un isthme à 6 hexa- 
gones. Il y a plusieurs cas. Si le code de l'isthme comporte la séquence "333333", 
il y a une maniére unique de le connecter aux péninsules. Le code correspon- 
dant est "3333331333331 1111 111333331", qui est lexicographiquement maxi- 
mum. Nous venons de trouver un plus petit orphelin (voir figure 5.14a). Si le 
code de l'isthme ne comporte pas la séquence "33333311, comme il doit com- 
porter la séquence It33333", une des péninsules doit être reliée à un hexagone 
de l'isthme par une arête (notée (a) sur la figure 5.13) de sorte que 3 arêtes 
de cet hexagone soient sur le premier côté du contour. De plus, cette pénin- 
sule doit être la seconde. En effet, si tel n'était pas le cas, le premier hexagone 
serait le second de l'isthme (pour que le fusène soit un orphelin) et le code 
débuterait par ''33333133333111'' mais en debutant au dernier "3" du code de la 
première péninsule et en renversant le code, nous obtenons UR code débutant 
par "33333133333213" ou "33333133333113" qui est lexicographiquement plus 
grand. En connectant alors la première péninsule à l'arête du dernier hexagone 
de l'isthme qui laisse 2 arêtes de chaque côté (noté (b) sur la figure 5.13) donne 
le code "33333213333312111111333331" qui est lexicogaphiquement maximum. 
Un second plus petit fuséne orphelin est trouvé (voir figure 5.14 b). En re- 
liant la première péninsule à l'isthme par une arête avec une arête du dernier 
hexagone du premier côté du p&e (noté (c) sur la figure 5.13) donne le code 
"3333311333331311111333331" qui n'est pas lexicographiquement maximum. 
3. Considérons ensuite une péninsule de 7 hexagones et une de 8 hexagones. La 
dernière a une forme gbométrique unique, mais peut être connectée à l'isthme 
sur deux différentes arêtes (arêtes représentées en g a s  sur la figure 5.12 b), 
qui ne sont pas équivalentes puisque le code est toujours calculé selon le sens 
des aiguilles d'une montre. A nouveau, si une péninsule a 7 hexagones, l'isthme 
doit en avoir au moins 5. Si l'isthme comporte 5 hexagones, que la première 
péninsule en a 7 et la seconde 8, il y a deux cas : 
(a) La seconde péninsule partage l'arête (a) avec l'isthme. Le code correspon- 
dant est "33333l33333lll l l lZ33332l" qui n'est pas lexicogaphiquement 
maximum. 
(b) La seconde péninsule partage l'arête (b) avec l'isthme. Le code correspon- 
dant est "333331333331111 11 l2333327' qui B nouveau n'est pas lexicogra- 
phiquement maximum. 
Si l'isthme comporte 5 hexagones, la première péninsule en a 8 et la seconde 7, 
il y a à nouveau deux cas : 
(a) La première péninsule partage l'arête (a) avec l'isthme. Le code est alors 
"3333322333321111111333331" qui est lexicographiquement maximum. Un 
troisième fusène orphelin est trouvé (voir figure 5.14 c). 
(b) La première péninsule partage l'arête ( b )  avec l'isthme. Le code est alors 
"333331233332211111133331" qui n'est pas lexicogaphiquement maximum. 
4. Finalement, considérons deux péninsules avec 8 hexagones et un isthme avec 4. 
Comme la partie du code BEC correspondant à l'isthme comporte la séquence 
"3333" pour que le fusène soit un orphelin, les arêtes de l'isthme auxquelles 
les péninsules sont reliées sont W e s  et toutes deux (a). Alors, en connectant 
chaque péninsule à une arête (a) donne le code "333322333321111122333321" 
qui est lexicographiquement maximum. Un quatrième fusène orphelin est trouvé 
(voir figure 5.14 d). En reliant la première (resp. la seconde ou les deux) pénin- 
sule(~)  à l'isthme donne les codes "333312333322111122333321", "33332233332- 
11 111 lX33322", et "333312333322111112333322" parmi lesquels aucun n'est 
lexicographiquement maximum. O 
On déduit du théorème 3 que les fusènes jusqu'à h = 20 peuvent être énumé- 
rées par l'algorithme décrit plus tôt, si nous ajoutons les quatres orphelins qui 
viennent d'être identifiés. 
5.3.2 Résultats numériques 
Ce programme nous a permis d'énumérer pour la première fois à notre connaissance 
les fusènes avec h = 16 à 20 hexagones, ce qui représente un ensemble 4 000 fois plus 
important que le plus gros ensemble précédemment énuméré [241. 
Les temps de calcul pour h 3 17 (en utilisant une large variété de machines) sont aussi 
indiqués sur le Tableau 5.4. Il semble que ces temps augmentent linéairement avec 
le nombre de hisènes énumérés et avec le nombre d'hexagones qu'ils comportent. 
Les nombres de polyhexes simplement connectés pour h = 16 à 20 sont donnés 
dans les Tableaux B.7 à B.11. Il est possible avec ces Tableaux, en utilisant les 
nombres de benzenoides de chaque classe de symétrie et d'isomères trouvés lors de 
I'énumération des polyhexes planaires simplement connectés [111] [26], de déduire le 
nombre d'hélicènes correspondant. 
Tableau 5.4 - Nombre de polyhexes simplement connectés pour 17' <_ h <_ 20. 
Figure 5.9 - Configurations considérées dans la preuve. 
Figure 5.10 - Vérification de la planarité dans le cas où l'hexagone ajouté comporte 
3 (a), 2 (b) ou 1 (c) arête libre. 
Figure 5.11 - Un orphelin (avec comme code BEC 3333331333331111 1111333331), 
son isthme I ,  sa première PP et  seconde SP péninsules. 
Figure 5.12 - Péninsules avec 7, 8 et 9 hexagones, et leur plus grande séquence dans 
le code BEC, avec les connexions possibles à l'isthme (en gras). 

Figure 5.14 - Eùsènes orphelins à 20 hexagones 
Chapitre 6 
Une méthode d'énumération par 
décomposition 
6.1 Définitions et propriétés 
Une face, définie pour les représentations planaires de graphes, est un cycle sans 
sommets intérieurs ni cordes. Excepte la face extérieure qui est infinie, les faces sont 
bornées par les arêtes sur la représentation du gaphe. 
Le Graphe dual associé a un polyhexe est défini comme suit : à chaque hexagone 
est associé un sommet et une arête entre deux sommets indique que les hexagones 
correspondants partagent une arête. Ainsi, l'aspect géométrique n'est pas considéré 
sur les graphes d u a w  (les positions de chaque sommet sur le plan n'ont pas d'im- 
portance). 
Une représentation propre d'un graphe dual est une représentation planaire telle 
que toutes les faces bornées soient des triangles. 
PropribttB 1 A chaque polyhexe est associé un et un seul graphe dual, mais plusieurs 
polyhexes peuvent être associés au même graphe dual, comme illustré sur la figvre 6.1. 
Pour des raisons de simplicité d'écriture, le gaphe dual d'un polyhexe sera sim- 
plement appelé gaphe  dual, alors que la représentation classique du polyhexe sera 
qualifiée de graphe original. 
d 
Graphe dual Benzenoide 1 
87 
Benzenoide 2 
Figure 6.1 - Deux polyhexes partageant le même gaphe dual 
Propriéth 2 Si un polyheze H appartient à un ensemble de classes de symétries C ,  
aiors son graphe dual G appartient aussi a C. 
Cette propriété est très importante puisque les tests de symétrie servent à éviter la 
duplication et représentent en général la partie critique des algorithmes d'énuméra- 
tion. 
6.2 Algorithme 
L'algorithme proposé est composé de deux étapes et cherche a tirer avantage des pro- 
priétés des graphes duaux mentionnées ci-dessus. La propriété 1 signifie que certains 
calculs peuvent être effectués seulement une fois pour un grand nombre de polyhexes 
aiors que la propriété 2 implique que si G n'appartient qu'à la classe de symétrie tri- 
viale, on peut être assuré que les polyhexes correspondants ne seront générés qu'une 
fois sans qu'aucun test de symétrie ne soit effectue. 
Comme les graphes duaux G = (V, E) sont générés avant les polyhexes, une carac- 
térisation de ceux-ci indépendante des polyhexes est nécessaire. Pour cette raison, la 
définition originale est remplacée par la suivante : 
Un graphe G est un gaphe duai si 
i )  G est planaire ; 
ii) G est connexe ; 
iiz) toutes les faces bornées de G ont une taille de 3 ; 
zv) tous les sommets intérieurs ont un degré 6 ; 
v) la somme du nombre de fois tu qu'un sommet v apparait sur le contour de G 
et de son degré est au plus 6 : tu + 6, 5 6. 
L'algorithme doit effectuer les trois tâches suivantes : 
a)  Générer tous les graphes duaux G comportant au plus h sommets; 
b) Tkouver les classes de symétrie de chacun de ces graphes G ; 
c) Générer tous les polyhexes correspondant à chaque graphe dual G, sans répé- 
tition. 
La génération des graphes duaw est effectuée par génération ordonnée [58] [1081. 
Chaque graphe à h sommets (appelé fils) est généré à partir d'un unique graphe G' 
à h - I sommets (appelé père). Parmi les pères potentiels, le père sera celui qui est 
représenté par le code lexicographiquement le plus petit (la définition du code utilisé 
est donnée ci-dessous). Lors de l'ajout d'un nouveau sommet Y et d'une arête ( v ,  w )  
à un gaphe, G' (ou, en d'autres mots, lors de l'ajout d'une arête pendante ( v ,  w) 
à v ) ,  nous devons aussi considérer toutes les manières possibles d'ajouter une arête 
incidente w et aux sommets consécutifs v + 1, v + 2 .  . . sur la frontière de G' qui 
donnent un gaphe dual d'après la définition donnée ci-dessus. Remarquons que dans 
certains cas, des arêtes supplémentaires doivent être ajoutées (voir figure 6.2) alors 
que dans d'autres cas eues peuvent être ajoutées ou non (voir figure 6.3). 
Les règles pour l'ajout d'arêtes dépendent du degré 6, du sommet w et sont les 
suivant es : 
I )  Si w est adjacent à un seul sommet u de G, alors tu + 6. 5 4. En effet, en 
ajoutant un sommet pendant w et une arête (uw) à G', nous augmentons tu et 
6. de 1 chacun. La condition mentionnée ci-dessus vient de la valeur maximum 
de 6 pour tu + 6, dans G. 
X w,;:,x - ajoutées 
Figure 6.2 - Ajouts forcés d'arêtes après (vw), à Gt. 




Figure 6.3 - Ajouts facultatifs d'arêtes après (uw), à Gt. 
zz) Si w est adjacent à deux sommets v et u + 1 de G, alors dans G', nous avons 
t. + 6, i 5 et t,,t + &+l 5 5. En effet, l'ajout d'un sommet w et deux arêtes 
(v;w) et (v + 1, w) à G' augmente 6, et 6v+i de 1 mais t. et t,+l restent 
inchangés. Le résultat découle à nouveau de la condition citée ci-dessus. 
iii) Si w est adjacent à trois sommets v ,  v + 1 et v + 2 dans G, alon dans G' : 
t, + 6, 5 5, tV+* +6u+2 5 5 et soit bu+l = 5, soit 2 2. En effet, l'ajout d'un 
sommet w et trois arêtes (v, w), (v + 1, w )  et (v + 2, w )  à G' augmente 6,+1 de 
1 et si 6,+1 était strictement inférieur à 5, réduit de 1 ; encore une fois, le 
résultat découle de Ia condition mentionnée ci-dessus. 
La recherche de symétrie des graphes duaw se fait par la méthode suivante : 
considérant un graphe dual G, nous définissons un court code capable d'identifier ra- 
pidement les arêtes non-équivalentes. Nous supposons qu'une représentation planaire 
de G, où toutes les faces intérieures sont des triangles, est connue et que pour chaque 
sommet, la liste de ses arêtes incidentes selon le sens des aiguilles d'une montre est 
donnée par des pointeurs d'une arête à la suivante. Le code est alors obtenu de la 
manière suivante : 
a) Remplacer chaque arête non orientée par une paire d'arêtes orientées incidentes 
aux mêmes sommets mais de sens opposé. 
b) Pour chaque arête e et orientation, construire un code comme suit : 
61) Donner l'étiquette 1 au sommet initial de e et 2 à l'autre sommet. 
b2) Étiqueter les autres voisins de 1 dans l'ordre des aiguilles d'une montre 
à partir de 2 avec les étiquettes 3, 4, etc ... Nous définissons l'arête de 
référence d'un sommet comme l'arête opposée a celle par laquelle il a été 
rencontré la première fois. L'arête de référence de 1 est e. 
b3) Après avoir étiqueté tous les voisins des sommets 1 à x < IV1 de G, avec 
les étiquettes 1, . . . , k, étiqueter les voisins non encore étiquetés de x + 1 
depuis leur arête de référence avec les étiquettes k + 1, k + 2 , .  . . 
64)  Pour chaque sommet, écrire une liste des étiquettes de ses voisins en 
commençant par son arête de référence. Ajouter un O la fin de cette 
liste. Concaténer les listes dans l'ordre des sommets auxquels elles corres- 
pondent. 
c) Parcourir la liste ainsi obtenue de gauche ii droite et, à chaque fois qu'un 
sommet autre que 1 est rencontré pour la première fois, remplacer son numéro 
par son degré auquel est ajouté le nombre 1 VI de sommets de G. Insérer ensuite 
61 + IV/ à la première position du code. 
d) Le code choisi est celui qui est lexicographiquement le plus petit. Cette procé- 
dure de codage est ihstree sur la figure 6.5. Remarquons que les listes d'éti- 
quet tes sont calculées parallèlement avec les étiquettes. 
La generation des polyhexes ii partir des graphes duaux est faite par af- 
fectation d'étiquettes aux sommets de ces derniers. Chaque polyhexe peut en effet 
être défini a l'aide de son graphe dual ainsi que des étiquettes de chaque sommet 
représentant les positions relatives de ses voisi~s dans le plan. Dans ce but, une ar- 
borescence (arbre de recouvrement avec racine (141) du graphe dual est défmie et les 
Figure 6.4 - représentation d'un polyhexe si I(v) = 1. 
positions des hexagones sont déterminées les unes après les autres, en commençant 
par la racine et en respectant toutes les contraintes d7adjacences associées aux arêtes 
du graphe dual. Lors de ce processus, la racine ainsi qu'un de ses voisins sont placés 
arbitrairement. @tant donné un ensemble de sommets placés, quand nous plaçons 
leurs voisins, il est possible que certains sommets pour lesquels plusieurs positions 
respectent les contraintes d'adjacence soient rencontrés. Un tel sommet v sera dit 
sommet dtiquetable et nous notons r (v)  le nombre de ses positions relatives. 
La valeur de r(v) est 
7 - b(v) - f(v) s i f ( v )  = 2 
sinon, 
où f (v), est le nombre de fois que le sommet u apparaît sur le contour de G dans une 
représentation propre. 
Associer à chaque sommet étiquetable v une étiquette 1 5 l ( v )  5 r(v) suffit a 
complètement définir un polyhexe. Pour construire ce polyhexe, nous avons utilisé 
la convention que I(v) correspond au nombre d'arêtes externes de l'hexagone qui lui 
est associé la première fois qu'il est rencontré si nous suivons le contour du polyhexe 
en commençant par l'hexagone associé à la racine ( q ) ,  dans un sens donné (sens des 
aiguilles d'une montre ou sens trigonométrique), comme le montre la figure 6.4. 
A ce moment, nous devons toujours nous assurer que le polyhexe généré est planaire. 
Dans ce but. une triangulation régulière du plan est mémorisée par le programme 
et chaque sommet v du gaphe dual est associé à un nombre positif différent n(v)  
tandis que la valeur -1 est initialement affectée à chaque sommet de la triangulation. 
L'étape de positionnement consiste récursivement placer les voisins des sommets 
déjà placés selon les étiquettes I (v ) .  Chaque fois qu'un sommet v est placé, nous 
donnons la valeur n(v )  au sommet correspondant de la triangulation, alors, nous 
vérifions que tous les voisins de ce sommet de la triangulation ont la valeur -1 ou la 
valeur associée au voisin correspondant dans le gaphe dual. 
Le test de planarité (et le calcul des étiquettes I(v))  durant l'étape de positionement 
peut éviter des calculs de positionnement inutiles puisqu'il n'est pas nécessaire de 
continuer à définir les étiquettes d'un polyhexe qui ne peut pas être planaire. 
Nous avons finalement besoin de nous assurer qu'aucun polyhexe n'est généré plu- 
sieurs fois. En effet, ceci peut se produire si plusieurs ensembles d'étiquettes distincts 
définissent le même polyhexe, ce qui est possible si le polyhexe appartient à des classes 
de symétrie non triviales. D'après la propiété 2, le graphe dual appartient alors aussi 
à des classes de symétrie non triviales, ce qui a déjà été identifié lors de la phase de 
génération du graphe dual. Si le graphe dual n'appartient qu'A la classe triviale de 
symétrie, il est alors inutile de faire quelque test que ce soit dans le but d'éviter la 
redondance. Étant donné que seulement une infime partie des graphes duaw ont une 
symétrie non triviale, comme le montre le Tableau 6.2, ce test (qui correspond a la 
partie critique pour la plupart des méthodes efficaces) n'est que rarement effectué. 
Dans le cas toutefois où le graphe dual comporte une symétrie non triviale, nous dé- 
finissons une et une seule représentation canonique afin de nous assurer que chaque 
polyhexe n'est généré qu'une fois. Nous suivons la face extérieure de G (dans une 
représentation propre) en commençant pax le sommet vo dans le sens des aiguilles 
d'une montre et tenons une liste des étiquettes des sommets étiquetables la première 
fois que nous les rencontrons, dans l'ordre ou nous les rencontrons, ce qui définit 
une liste L(Ç) dYétiquettes. En utilisant I'information disponible sur la symétrie du 
graphe dual, d'autres points de départ (définis par un sommet initiai a," et un sens 
pour suivre le contour de G) sont considérés. Pour chacun d'eux, nous calculons les 
listes alternatives L\ (Ç) correspondantes. L'étiquetage f (Ç) sera dit canonique si 
la liste correspondante est lexicographiquement plus grande que chacune des listes 
alternatives. 
Pour éviter toute redondance lors de la génération, nous ignorons tout polyhexe dont 
l'étiquetage n'est pas canonique car ce polyhexe sera généré par un autre ensemble 
d'étiquettes qui, par contre, sera canonique. 
1 Graphe Dual 
8 autres codes potentiels peuvent être obtenus en parcournt 
le graphe dans le sens trigoaom&rique. 
Le code est 5701660240230. 
Figure 6.5 - Génération du code pour identifier la symétrie : graphe orienté, liste 
d'étiquettes, listes concaténées et code potentiel. 
6.3 Résultats numériques 
6.3.1 humerat ion de polyhexes planaires simplement connec- 
tés 
Le résultat principal obtenu à l'aide de cette méthode est le nombre de polyhexes 
pour h = 22,23 et 24 hexagones. Pour h = 22 et h = 23, les calculs ont été effectués 
séparément à Montréal et Bielefeld, tandis que les résultats pour h = 24 ont été 
effectués en partie dans chaque université. La construction des graphes duaux étant 
assurée par génération ordonnée en ajoutant récursivement un sommet à un graphe 
plus petit, nous avons séparé les tâches d'une manière similaire à l'énumération dé- 
crite dans la section 5.1. La principale différence est que lors de chaque énumération 
indépendante, tous les graphes duaux jusqu'à une cardinalité définie au sein du code 
sont construits, à la suite de quoi une partie d'entre eux est considérée en s'assurant 
que tous les graphes duaux sont considérés une et une seule fois. De cette manière, 
nous avons effectué l'énumération de tous les benzenoïdes avec h = 24 hexagones en 
traitant 10 000 cas séparément (5 000 dans chaque université). 
Pour l'énumération de polyhexes planaires simplement connectés, les nombres de 
molécules ainsi que le temps requis sont indiqués sur le Tableau 6.1 tandis que des 
informations complémentaires sont données sur le Tableau 6.2, pour h entre 10 et 24. 
Le Tableau 6.2 nous donne les valeurs des ratios des nombres de polyhexes avec h 
et h - 1 hexagones. Ces ratios semblent relativement proches de 5 et sont croissants 
(4.63 pour h = 10 et 4.91 pour h = 20). 
Les nombres de graphes duaw sont aussi indiqués sur le Tableau 6.2, de même que le 
nombre de ces graphes qui appartiennent a des classes de symétrie non triviales. Le 
nombre de graphes duaux semble très nettement inférieur au nombre de polyhexes 
planaires et décroît proportionnellement quand h croît : il y a environ 20 benzenoïdes 
par graphe dual pour h = 10 tandis que ce nombre s'élève à 1100 pour h = 24. 
Seule une faible proportion de ces graphes comportent une symétrie non triviale, à 
nouveau, cette proportion décroît nettement quand h augmente : 15% des graphes 
duawc appartiennent à une classe de symétrie non triviale pour h = 10 contre environ 
0.0022% pour h = 24. Comme nous l'avons déjà mentionné, ceci est un facteur 
déterminant qui explique la bonne performance de l'algorithme : dans la plupart des 
cas, comme le graphe dual n'a que la symétrie triviale, aucun test n'est nécessaire pour 
assurer la génération unique de chaque polyhexe. Les énumérations dont les temps 
sont donnés sur le Tableau 6.1 ont été effectués sur un Pentium IIm(?66 MHz) pour 
h 5 21. Pour les plus grandes valeurs, du fait que les temps de calcul sont très longs, 
ces calculs ont été effectués sur un ensemble hétérogéne de machines, principaiement 
la nuit, sans quoi plusieurs années auraient été nécessaires. Le Tableau 6.1 donne 
aussi le nombre de molécules générées par secondes. Ii est intéressant de remarquer 
que ce nombre croît avec h, bien que les polyhexes soient plus grands. Ceci est dû au 
fait que le temps perdu pour la génération est inférieur au temps qui est gagné par 
le fait que les tests de symétrie requis sont plus rares quand h croit. 
L'isomère représenté par le polyhexe pouvant par ailleurs être défini simplement à 
l'aide du graphe dual correspondant, le décompte des isomères est assez rapide (a 
nouveau car le nombre de polyhexes correspondant au meme graphe dud  est élevé 
et croît avec h). 
6.3.2 gnumérat ion de polyhexes simplement connectés 
Dans h cas où nous n'avons pas les contraintes de planarité, le décompte des poly- 
hexes peut s'effectuer incomparablement plus rapidement puisque le test de planarité 
est alors omis. Le test d'automorphisme a h  d'éviter la redondance n'est quant à lui 
Tableau 6.1 - Nombre de polyhexes planaires, temps CPU total, nombre de polyhexes 
générés par seconde en moyenne, en fonction de h. (*) indique des résultats obtenus 
sur des ensembles de machines hétérogèges, dans ce cas, le temps CPU est donné à 
titre indicatif. 

















requis qtie dans le cas où le graphe h a i  appartient à des classes de syrnmétrie non 
triviales. Le nombre de polyhexes associés à un graphe dual est alors donné par la 
formule 
comme l'illustre la figure 6.6. 
Comme la très grande majorité des graphes duaux n'appartiennent qu'aux classes 
triviales de symétrie, cette propriété nous a permis d'effectuer le décompte des poly- 
hexes simplement connectés jusqu'à h = 26, alors que les énumérations précédentes 
s'arrêtaient à h = 20 (voir section 5.3). Le nombre de polyhexes ainsi comptés s'élève 
à plus de 25 000 fois plus que précédemment, comme le montre le Tableau 6.3. 
Tableau 6.2 - Nombre de polyhexes planaires ( N ( h ) ) ,  ratio N ( h ) / N ( h  - 1)) nombre 
de graphes duaux (GD), nombre de graphes duaw avec symétrie non triviale 
( ~ D ~ ) , r a t i o  GDSIGD en pourcentages et ratio GD/N(h)  en fonction de h. 

















n = 2 . 2  . 3  . 3  . 3  = 108 polyhexes 
Figure 6.6 - Exemple de décompte des polyhexes associés à un graphe dual sans avoir 
recours A la génération. 
Tableau 6.3 - Nombre de polyhexes simplement connectés N ( h )  pour h = 21 . . -26. 
Conclusion 
Le programme AGX comporte plusieurs parties qui mettent en application un cer- 
tain nombre de méthodes et d'algorithmes. La principale innovation est le fait de 
considérer la recherche de graphes extrêmes comme un problème d'optimisation corn- 
binatoire et d'utiliser la métaheuristique de Recherche u Voisinages Variables pour 
le résoudre. Nous avons illustré, par la variété de problèmes qui ont été résolus, la 
souplesse et la puissance de cette méthode pour la théorie des graphes. La possibi- 
lité de trouver aisément des graphes extrêmes nous a encouragés à envisager l'étude 
de ces graphes extrêmes comme moyen d'aborder un grand nombre de problèmes. 
Une autre innovation que nous proposons réside dans l'utilisation de méthodes de 
recherche automatique de conjectures, et dans la nature de ces méthodes. A l'aide de 
ces fonctionnalités, AGX est devenu un système assez complet pour pouvoir donner 
de nouvelles conjectures intéressantes de manière totalement automatique. Plus d'une 
trentaine de conjectures intéressantes ont été découvertes par ou à l'aide d'AGX. 
Parmi ces conjectures, près de la moitié ont été démontrées, dont certaines par une 
utilisation originale de propriétés liées à la programmation linéaire. Les divers ou- 
tils qui composent AGX étant très complémentaires avec le travail du chercheur, le 
programme se montre aussi très adapté à une utilisation interactive et devient un 
collaborateur utile au chercheur en théorie des graphes. 
AGX a démontré le potentiel qui réside dans les concepts qu'il utilise. Bien sur, ce 
constat n'est pas une fin en soi et il reste une large place pour des améliorations dans 
le but que le programme soit utilisé par les chercheurs. Certaines de ces améliorations 
sont discutées dans la section 3.2. 
Durant les derniers chapitres, nous avons appliqué de nouvelles méthodes d'énumé- 
ration au problème de la génération de polyhexes. Plus important que le nombre 
de polyhexes selon le nombre d'hexagones, cette étude nous a montré les gains qu'il 
y a 8 faire en utilisant les méthodes les plus aproprîées. La génération ordonnée, 
reconnue comme une des approches les plus prometteuses quand elle est utilisable, 
nous a permis d'améliorer significativement les résultats connus jusque là. Toutefois, 
une méthode spécifique en deux phases est incomparablement plus rapide. Cette re- 
marque quant au choix de l'algorithme reflète le compromis avec lequel nous devons 
toujours composer en aigorithmique, et qui est très important pour les problèmes 
d'énumération, choisir entre la généralité et l'efficacité. 
L'intégration de méthodes d'énumération au sein d'AGX relève de cette probléma- 
tique. Nous pouvons envisager un générateur de graphes quelconques évalués par les 
routines d lAGX afin de parcourir de manière systématique l'espace des graphes jus- 
qu'à une taille donnée. Cette possibilité est actuellement exploitée par l'intermédiaire 
du générateur de graphes geng de McKay mais se voit vite limitée par la taille des 
graphes. Une autre possibilité consiste a utiliser des algorithmes spécialisés en fonc- 
tion des familles sp4cifiques de graphes à considérer. Au niveau de la performance, 
cette dernière approche est indéniablement meilleure mais engendre une perte de 
généralités. Il faudrait alors concevoir une série de routines appropriées à divers cas. 
Tant par les améliorations sur le programme lui même que par les nouvelles méthodes 
à y ajouter, AGX offre un large éventail de développements possibles. En dehors de 
la théorie des graphes, les résultats obtenus à l'aide d t A G X  montrent le potentiel 
des méthodes qu'il exploite. La généralité de ces méthodes laisse penser que nous 
pouvons avantageusement les adapter à d'autres problèmes combinatoires. 
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Annexe A 
Utilisation d' AutoGraphiX 
Pour que l'utilisation du programme soit conviviale et facile, nous avons établi que 
les fonctionnalités suivantes doivent être présentes dans le système. 
- Saisie des données relatives à la tâche demandée, le problème à traiter et des 
informations complémentaires permettant d'améliorer le traitement et d'indiquer 
la manière dont l'usager désire lire les résultats. 
- Communication des résultats obtenus : génération de rapports par exemple. 
- Interface graphique permettant une étude interactive du problème. 
- Représentation adéquate des graphes trouvés. 
A. 1 Définition d'un problème, le fichier de paramètres 
Pour traiter un problème, du nom monPb, nous lançons le programme par la com- 
mande "agx monPb". Il lit alors le fichier appelé monPb.par dans lequel sont donnés 
le problème ainsi que les valeurs de certain paramètres. De ce fichier, seules les ins- 
tructions entre les mots clés BeginFile et EndFile. Par ailleurs, toute portion de 
texte comprise entre "/*" et "*/", considérée comme commentaire, est ignorée. 
Le fichier de paramètres doit au moins comporter la définition du problème à traiter 
qui est exprimée sous la forme d'expressions d'invariants graphiques et d'opérateurs 
tels que : 
1. + - */ les quatre opérateurs classiques, 
2. ABS(x) la valeur absolue, 
3. SQRT(x) la racine carrée, 
4. x A y élévation de x à la puissance y, 
5. LOG(x) le logarithme, 
6. EX P ( x )  l'exponentielle, 
7. FLOOR(x) le plus grand entier inférieur ou égal à x, 
8. C E I L ( x )  le plus petit entier supérieur ou égal à x, 
9. ROUND(x) ['entier le plus proche de x (dans le cas ou x est un multiple de i, 
c'est x - $ qui est choisi. 
10. SUP(x;  y) le plus grand des nombres x et y (notez ici que le séparateur doit 
impérativement être " ;"), 
11. INF(x;  y) le plus petit des nombres x et y. 
La description du problème d'optimisation à résoudre doit impérativement débuter 
par le mot clé Pmblem et finir par End. La première ligne décrit la fonction-objectif 
précédée du mot cl6 Min : ou Max : selon le type de problème. Si le problème 
est contraint, le mot clé SubjectTo doit être inscrit après la fonction-objectif. Les 
contraintes sont ensuite données sous forme d'égalités ou d'inégalités dont le second 
membre doit être une constante. 
Les contraintes sont traitées par relaxation lagrangienne, leurs violations sont muiti- 
pliées par un poids avant d'être ajoutées à la fonction-objectif. Par défaut, le poids 
associé à chaque contrainte est de 1000, mais l'utilisateur a la possibilité de le chan- 
ger en indiquant la valeur souhaitée entre crochets juste après le membre droit de 
la contrainte. Un graphe sera identifié comme réalisable si la valeur de sa fonction- 
objectif est comprise entre -Range et Range. Range est fixé a 100 par défaut mais 
peut être modifié pour la valeur réelle n par la commande Range n dans le fichier de 
paramètres. Il revient à l'utilisateur de s'assurer que la valeur Range est cohérente 
avec les poids associés à chaque contrainte. Étant donné que les poids associés aux 
contraintes sont fixés a priori, il est conseillé de ne pas utiliser dans les contraintes 
des valeurs continues mais plutôt des valeurs entiéres sans quoi leur respect sera 
difficilement garanti. 
11 est possible, lors de la définition du problème d'utiliser des contraintes disjonctives. 
Si le mot clé OR est donné entre deux contraintes, seule la plus petite des pénalités 
sera considérée. Par conséquent, aucune pénalité ne sera considérée dès l'instant 
qu'une des contraintes est respectée. 
Certains paramètres peuvent être ajustes dans le fichier afin d'améliorer le comporte- 
ment de l'optimiseur selon les spécificités du problème, parmi lesquels lnfty donne une 
valeur au dessus de laquelle tout nombre est traité comme l'infini. Par défaut, cette 
valeur est fixée à 106. Pour des raisons de traitement numérique, il est possible aussi 
de fixer Eps, une petite valeur telle que nous considérons que si - Eps x - y 5 Eps, 
alors x = y. 
Pour certains problèmes avec contraintes et dont la fonction objectif est assez longue 
à calculer, il peut être utile pour accélérer la résolution, de débuter la phase d'opti- 
misation avec un graphe particulier. R est dans ce but possible de préciser à AGX le 
type de graphe initial à générer par la commande : InitalGraph type où type peut 
être Tree pour générer un arbre, Path pour un chemin, Star pour une étoile, Ciicle 
pour un cercle, Complete pour un graphe complet, ou tout simplement Graph pour 
un gaphe  aléatoire auquel cas il est peut être souhaitable de changer la densité du 
graphe initial à 50% par défaut pour x% par la commande Density x. Le paramètre 
NbNod n indique enfin le gaphe initial comportera n sommets. 
Si ces fonctions suffisent i définir un gaphe initial réalisable, il est possible ensuite 
de passer directement à l'optimisation proprement dite en donnant le mot clé Nolnit. 
Dans le cas contraire, AGX résoudra d'abord un programme initial défini exactement 
comme le problème lui meme, à l'exception du premier mot clé qui sera lnit au 
lieu de Problem, notons que si aucun problème initial n'est explicitement donné, 
le programme utilisera le problème principal lors de la phase d'initialisation. Du 
point de vue de l'algorithme, une seule descente locale sera effectuée lors de la phase 
initialisation, bien que celle-ci puisse utiliser différentes transformations. 
La manière la plus sûre d'obtenir les meilleurs résultats lors d'une descente locale 
avec AGX est d'utiliser toutes les transformations successivement. Le problème est 
alors que la descente sera longue. D'un autre côte, n'utiliser que les transformations 
rapides donnera des résultats plus rapidement mais ces derniers seront moins bons, 
sinon réellement mauvais. Il est alors important de définir une stratégie de cho~u des 
transformations à utiliser. Si la phase d'initialisation a permis de trouver un graphe 
réalisable, il sera possible d'identifier des transformations ne permettant pas conser- 
ver la réalisabilité (par exemple l'ajout d'arêtes tandis que le nombre de celles-ci est 
h é ) .  De telles transformations sont donc vouées à l'échec lors de l'optimisation. Il 
est donc possible de les enlever de la liste des transformations à utiliser sans risque 
de perdre au niveau de la qualité des graphes obtenus. Si par exemple nous nous 
intéressons A des arbres, dès qu'un d'entre e u  est obtenu, il n'est pas nécessaire 
d'essayer d'améliorer la fonct ion-objectif par des transformations modifiant systéma- 
tiquement le nombre d'arêtes sans changer le nombre de sommets. La stratégie est 
dans ce cas plutôt de trouver le plus rapidement possible un arbre et d'éviter ensuite 
toute transformation ne conservant pas cette caractéristique. Selon les problèmes 
étudiés, l'utiiisateur peut utiliser ses connaissances pour sélectionner lui même les 
transformations A utiliser en les indiquant dans l'ordre par une liste débutant par 
le mot BeginDesc et finissant par End. Pour la phase d'initialisation, BeginDesc 
sera remplacé par Beginlnit. Dans le cas où la liste de transformations n'est pas 
donnée explicitement, le programme utilisera toutes celles qui sont disponibles lors 
de la phase d'initialisation. Si le graphe trouvé A la fin de cette phase est réalisable, 
chaque type transformation sera ensuite testé pour l'itération suivante dans le but 
d'évaluée sa performance. Certaines transformations seront alors éliminées si elles ne 
permettent pas de conserver les propriétés désirées, tandis que les autres seront triées 
par ordre décroissant de performance. Ce tri a pour but que la majeure partie du 
travail se fasse en priorité avec les transformations les plus appropriées. Si le mot c:5 
VnsCentered est présent dans le fichier de paramétres, la recherche se fera en recom- 
mençant par le début de la liste des transformations à chaque fois que la meilleure 
solution est aniéliorée, sans quoi le programme continuera à suivre la liste de ma- 
nière circulaire. Cette possibilité vise à tirer un meilleur profit des transformations 
les plus appropriées. Lors de la descente locale à l'aide d'une transformation donnée, 
il y a plusieurs options possibles. Nous pouvons par exemple décider d'effectuer le 
premier mouvement intéressant rencontre alors que le voisinage du graphe courant 
est examiné, ou nous pouvons décider de les considérer tous avant de sélectionner le 
meilleur. Entre ces deux extrêmes, nous avons la lattitude de sélectionner la meilleure 
des n premières améliorations rencontrées. Ce type de stratégies se définit en ajou- 
tant lmprove n après le nom du voisinage dans la liste des voisinages donnée par 
l'utilisatew. S i  un voisinage est trés long à explorer, nous pouvons chercher à l'utiliser 
seulement pour sortir d'un optimum local commun aux voisinages plus rapides. Dans 
ce cas, nous passerons au voisinage suivant dans la liste dès qu'un nombre limité n 
d'améliorations a été obtenu avec ce dernier. Il suffit pour cela de donner le mot clé 
Nblt n après le nom du voisinage concerné (avant ou après l'option lmprove n). 
Certains voisinages enfin peuvent être utilisés avec des paramètres spéciaux. Specs 
x peut alors être utilisé d'une manière similaire à Improve ou Nblt. Pour la descente 
appelée Local cûnsistant à ajouter ou retirer une arête à la fois par exemple, nous 
pouvons ajouter Specs -1 pour se restreindre à des retraits d'arêtes, ou Specs 1 
pour en ajouter sedement. 
La partie perturbations de la recherche à voisinages variables comporte quelques 
paramètres. Nous pouvons ainsi donner la taille minimale x de la perturbation en 
ajoutant la commande VnsMin x, ou la taille maximale de la perturbation y, qui 
sert de critère d'arrêt de la recherche avec la commande VnsMax y. Il est encore 
possible de faire plusieurs essais (x par exemple) pour chaque taille de perturbation 
avant de changer cette taille en ajoutant la commande VnsTry x. Si nous désirons 
incrémenter la perturbation d'une valeur différente de 1 à chaque fois, nous pouvons 
entrer la commande VnsStep x. Ii est certains types de problèmes pour lesquels la 
perturbation classique n'est pas appropriée. Si le nombre d'arêtes par exemple est 
fixe, le voisinage consistant à ajouter ou retirer une arête est peu pertinent. Nous 
pouvons alors utiliser une autre perturbation consistant B déplacer une arête. Changer 
la perturbation par défaut pour celle-ci s'effectue en ajoutant la commande VnsType 
Move au fichier de paramètres. II est enfin parfois intéressant de répéter plusieurs 
fois l'optimisation à partir de graphes initiaux différents, pour ce faire, nous ajoutons 
la ligne MaxStart x. 
Dans le cas où nous voulons faire une recherche parametrique, nous pouvons lancer 
AGX avec une ou deux boucles du type for PARAM = EXPl to EXP2 step x 
où PARAM est un invariant, en général NBNOD pour la première boucle et NBARC 
pour la seconde. Le paramètre peut aussi bien être un paramètre existant ou un 
paramètre symbolique intervenant par ailleurs dans les contraintes. Dans le cas ou le 
paramètre est un invariant, une contrainte est associée à chaque boucle avec un poids 
de 100000 pour la première boucle, et 10000 pour la seconde. Si ces valeurs ne sont 
pas appropriées au problème, il est possible de changer le nom du paramètre pour 
le changer en paramètre symbolique qui peut ensuite intervenir dans une contrainte 
d'égalité fixant la valeur du paramètre choisi, bien que le poids soit alors celui de 
cette dernière contrainte. De cette manière, dans l'exemple donné dans l'annexe A.5, 
for PENDING = 2 to FLOOR((2*NBNOD-4)/3+2) step 1 est change pour 
for P = 2 to FLOOR((Z*NBNOD-4)/3+2) step 1 
et P - PENDING = O [600], 
ce qui réduit le poids associé au paramètre PENDING de 10000 à 600. 
Il est B noter que si NBNOD est fixé par la paramétrisation, il prévaut sur l'option 
NbNod x exposée plus tôt. EXPl et EXP2 sont des expressions écrites sous le même 
format que la fonction objectif ou le membre gauche de n'importe quelle contrainte. 
Un graphe aléatoire est alors généré pour évaluer les expressions. Il convient donc 
de prendrr gxde  à l'utilisation de ces expressions qui peuvent être très hasardeuses. 
Il est conseillé qu'elles soient exclusivement basées sur des valeurs numériques et 
fonctions du nombre de sommets NBNOD, seules valeurs alors certaines. Si step x 
est omis, la valeur de l'incrément est assumée A 1. 
LoaqulAGX est utilise en mode paramétrique, selon qu'un ou deux paramétres 
sont utilises, le fichier "monPb-pl.cmbn ou "monPbp1-p2.cmb" est créé pour chaque 
valeur des paramètres utilisés et comportent une descript ion des graphes pour les 
paramètres p l  et, le cas échéant p2 dans le format "cornbinatorica", comportant une 
ligne pour chaque sommet, dont le premier nombre est le numéro du sommet suivi 
d'un couple de valeurs réelles comprises entre O et 1 donnant les coordonnées de ce 
sommet, enfin sont donnés sous forme d'une simple liste les sommets adjacents. Si le 
mot clé AutoSavePs est présent, chaque graphe trouvé est aussi sauvegardé comme 
une image en PostScript avec comme extension ".ps" au lieu de ".cmb". Si en plus, le 
mot clé SaveCaractPs est présent dans le fichier de paramètres, le graphe en format 
PostScript sera accompagné de la valeur de quelques invariants. 
Un exemple de fichier de paramètres est donné en annexe. 
A.2 L'interface graphique 
Puisque le seul dessin du graphe n'est en général pas sufEsant pour tirer les conclu- 
sions cherchées, AGX dans son mode interactif offre un certain nombre de fonc- 
tionnalités supplémentaires. Lorsque la commande Interactive n ou n est un entier 
est présente dans le fichier de paramètres, la valeur donnée à n indique les événements 
qui justifient de lancer le mode interactif. Quand n vaut 5, il est lancé pour chaque 
optimum local rencontré. Pour une valeur de n 2  4, il sera lancé au cours de l 'op 
timisation, chaque fois que la solution est améliorée, afin d'observer l'évolution des 
graphes et déceler certaines caractéristiques du problème pouvant nous guider vers 
de meilleures solutions ou pouvant aider à les trouver plus rapidement. Quand n 2 3, 
il sera aussi appelé pour le graphe obtenu après la phase dlinitialisation. Quand n 
2 2, il est lancé pour chaque graphe supposé extrême trouvé, ainsi que pour le graphe 
initial généré aléatoirement. Pour n 2 1, il sera appelé à la fin de I'optimisation. Si 
cette dernière est paramètrique, c'est depuis le mode d'etude parambtrique qu'il 
sera invoque. 
A.2.1 Le mode interactif 
L'interface en mode interactif est présentée en figure A.l et se compose de 5 parties. 
La partie centrale d o ~ e  une représentation de graphe modifiable par déplacement 
des sommets à l'aide de la souris. La partie de gauche donne les valeurs d'un certain 
nombre d'invariants graphiques choisis parmi une liste de manière interactive, ou 
depuis le fichier de parametres. La partie de droite donne le cas échéant une liste des 
familles auxquelles le graphe appartient ainsi que la taille du stable maximum, de la 
clique maximum et leur nombre. La fenêtre en dessous du graphe peut ou bien indi- 
quer la valeur de la fonction-objectif ainsi qu'une valeur mémorisée interactivement, 
dans le but d'évaluer rapidement l'effet de cettaines modifications que l'utilisateur 
désire observer, ou bien donner des informations spécifiques à un sommet quand la 
souris s'en approche. 
La partie supérieure, la barre des boutons est composée comme suit : 
Figure A S  - Fenêtre d'AutoGraphiX en mode interactif 
Quit ter le programme. 
p 2 y j  
ii m,2; 4 Imprimer le graphe ou la courbe qui est dans la zone centrale. 
Sauvegarder le graphe sous forme PostScRpt ou combinatorka. 
Lancer l'aide contextuelle. 
AfEcher le problème. 
Supprimer un sommet. 
Ajouter un sommet. 
Supprimer une arête. 
Ajouter une arête. 
Afficher le complément du graphe au lieu du graphe original. 
Agrandir une région. 
Mettre en évidence les arêtes critiques. 
Fixer le degré de certains sommets. 
Interdire le retrait ou l'ajout d'une arête lors de L'op 
Changer la règle de coloration des sommets. 
Positionner les sommets automatiquement. 
Sélectionner les invariants à afficher. 
Mettre la valeur de l'objectif en mémoire. 
Poursuivre l'optimisation si eue n'est pas complétée. 
A.2.2 Le mode paramétrique 
t imisation. 
Par rapport au mode interactif, la structure de la fenêtre principale change un peu. 
Tout d'abord, si la barre des boutons reste dichée, seuls les boutons 
et a restent actifs, mais la description du graphe ainsi que les valeurs de certains 
invariants devenues inutiles sont remplacees par des nouveaux boutons, comme le 
montrent les figures A.3 et A.4. 
Ces boutons sont répartis en deux groupes. Les boutons à gauche correspondent à 
des fonctions permettant de changer la manière dont la courbe est représentée. Les 
fonctions des boutons de gauche sont les suivantes : 
Modification de l'angle que forme le second paramètre avec le 
premier sur la représentation en trois dimensions. 
am Changement de l'échelle selon chaque =e. 
Permet de déplacer l'ensemble de la courbe. 
Il est à noter que certains dessins ne sont pas exactement identiques pour la re- 
présentation de la courbe en deux dimensions (un paramètre) et la courbe en trois 
dimensions (deux paramètres). 
Les fonctions associées aux boutons de droite sont les suivantes : 
Afnchage des lignes joignant deux points correspondant à des paramètres 
successifs. 
Représentation de chaque point par une ligne verticale indiquant la valeur 
de l'objectif. 
Échange des axes correspondant au premier et second paramètre sur la 
représentation. 
Réinitialisation de la représentation à la configuration par défaut. 
Lorsqu'un de ces bcutons est appuyé, cliquer sur un point re- 
présentant un graphe lance le module d'analyse paramétrique 
à un paramètre sur le premier (ou le second selon le bou- 
ton appuyé) paramètre, l'autre étant fixé A la valeur pour le 
graphe courant. 
Demande à l'utilisateur une fonction qui sera affichée dans la 
zone principale, comme comparaison avec la courbe étudiée. 
Ouvre la fenêtre de sélection d'invariants représentée sur la 
figure A.2 et recherche les relations affines qui sont respec- 
tées entre ces invariants à l'aide le l'algorithme décrit dans la 
section 1.4.3. 
Lance le mode de défilement des graphes obtenus, il suffit alors 
d'appuyer sur le bouton pour travailler sur les graphes 
les uns après les autres sans passer par la courbe générale. 
Dans le cas ou l'étude paramétrique porte sur un seul paramètre, certains des boutons 
mentionnés plus tôt ne sont pas pertinents. En revanche le bouton qui apelle le 
calcul de l'enveloppe convexe inférieure (si le problème est un problème de minimisa- 
tion) ou supérieure (dans le cas contraire) n'est disponible que si l'étude porte sur un 
seul paramètre. En plus d'afficher les équations des droites représentant cette enve- 
loppe convexe, cette fonction en dessine une représentation sur la fenêtre principale. 
Dans le cas ou une équation est vérifiée comme égalité par plus de deux graphes, elle 
est considérée comme information importante et la droite comme son équation sont 
représentées d'une couleur dinerente. 
Figure A.2 - Fenêtre d'AutoGraphiX pour la sélection d'invariants 
Le mode paramétrique permet d'étudier les valeurs extrêmes trouvées pour l'objec- 
tif en fonction des paramztres du problème. En déplaçant la souris dans la fenêtre 
centrale, nous voyons dans la fenêtre du bas les valeurs des parmètres et de la 
fonction-objectif correspondant à la solution pointée, laquelle est mise en valeur par 
un point bleu sur la fenêtre centrale. Il est alors possible de passer en mode interactif 
pour visualiser le g a p  he correspondant en cliquant avec la souris. 
A.3 La génération de rapport 
Après la résolution d'un problème de manière paramétrique, AGX peut créer un 
fichier PostScript comportant des représentations des graphes obtenus en taille ré- 
duite. L'échelle utilisée alors dépend de la commande CompaaPs X Y dans le fi- 
chier de paramètres, où X et Y sont respectivement le nombre de graphes sur chaque 
Figure A.3 - Fenêtre d'AutoGraphiX en mode d'étude paramétrique avec 1 paramètre 
ligne et le nombre de lignes dans chaque page. Le fichier généré alors porte le nom 
"monPbsum.ps'~. Il est aussi possible de générer un rapport plus détaillé composé 
de plusieurs parties. Sur quelques pages sont représentés les gaphes dans le format 
qui vient d'être décrit pour visualisation globale. Une seconde partie comporte, si le 
nombre de gaphes conjecturés extrêmes n'est pas trop grand (20 par défaut bien que 
cette valeur puisse être changée à partir du fichier de paramètres par la commande 
MaxGnphslnReport n où n est le nombre souhaité), une page pour chaque graphe 
comprenant une image de ce dernier ainsi qu'une description comportant une liste 
d'informations demandées par l'usager dans le fichier de paramètres. Cette liste est 
donnée entre les mot-clés Report et End. Il est ainsi possible de demander des va- 
Figure A.1 - Fenêtre d'AutoGraphiX en mode d'étude paramétrique avec 2 para- 
mètres 
leurs d'invariants ainsi que des informations plus générales telles que les coefficients 
de polynôme de Hosoya par exemple. Une autre partie du rapport comporte une 
courbe représentant la fonction-objectif en fonction des paramètres, et la dernière 
partie est consacrée aux conjectures trouvées automatiquement par le programme. 
A.4 La représentation des graphes 
Un aspect déterminant quant à la performance du programme est la manière dont il 
assiste le mathématicien dans sa tâche. Il n'est pas question de demander au chercheur 
de dessiner le graphe obtenu en partant d'une information brute, mais plutôt de faire 
dessiner le graphe par l'ordinateur de la manière la plus proche possible de ce que 
l'utilisateur désire. 
La manière de représenter des graphes est a elle seule un problème aussi important 
que difficile. La première règle, impérative, est l'interdiction de voir un sommet sur 
une arête car cette configuration engendre une ambiguïté. Une manière d'éviter ce 
problème est de positionner les sommets du graphe sur un cercle, toutes les arêtes 
étant alors strictement à l'intérieur de ce dernier. D'une manière générale, cette règle 
est assez facile à respecter, mais ne sufnt pas à définir une manière de positionner les 
sommets que nous qualifierons d'esthétique, ou de satisfaisante. Si nous devons aussi 
tenir compte d'aspects esthétiques, ou d'autres critères, alors le problème devient très 
complexe, et justifie que la représentation des graphes soit actuellement une discipline 
à part entière à laquelle est consacré un symposium annuel depuis 1992, dont les actes 
sont publiés par Springer Verhg dans la série Lecture Notes in Cornputer Science. 
Sans aucune prétention dans le domaine de la représentation des graphes, nous avons 
simplement essayé de considérer quelques cas particuliers afin de rendre l'interface 
graphique plus facile à utiliser. Tout d'abord, nous avons remarqué que selon le 
graphe considéré, la représentation adéquate diffère totalement. Dans l'application 
que nous en faisons ici, nous demandons au programme qu'il représente le graphe 
de manière à mettre en évidence sa structure. L'objectif que nous recherchons pour 
représenter le graphe d e  donc selon sa structure. Par exemple, la minimisation 
du nombre de croisements d'arêtes est particulièrement peu appropriée aux graphes 
bipartis pour lesquels nous cherchons plutôt à voir 
sommets en deux stables (sous-graphe ne comportant 
cas même, il y a une exception puisque nous ne nous 
rapidement une partition des 
aucune arête). Dans ce dernier 
attendons pas à voir un arbre 
représenté ainsi. Si le graphe n'est pas connexe, nous nous attendons à ce que chaque 
composante connexe soit représentée séparément. Partant de ces remarques, nous 
avons décidé d'orienter la représentation sur la famille à laquelle appartient le graphe, 
et d'appeler un algorithme différent pour chacune d'eues. Si le graphe n'appartient 
à aucune famille répertoriée, c'est la représentation par défaut qui est appliquée, à 
savoir placer les sommets sur un cercle. Parmi les familles traitées, nous avons porte 
un intérêt particulier aux arbres parce que nous les avons étudiés plus en détails. 
L'algorithme que nous avons utilisé pour les arbres est le suivant : 
1. Initialisation : Soit C un sommet de degré maximum. Posons P = 0 et t = {C). 
Placer C à la position (0,O). 
2. Tant que C # 0 Vv (v C Soit A(v) l'ensemble des sommets adjacents à v .  
- Si 6. > 1 
Si P = 0, 
placer les sommets de A(v) régulièrement sur un cercle de rayon 1 autour 
de C. P t P u { u )  
L t (L n {v)) u (A(v) n P )  
Si non 
Soit w = A(v) n P, placer les sommets u E A(u) n P régulièrement sur 
le demi-cercle ayant pour centre v ,  rayon & de manière que l'angle 
3. Mettre à l'échelle le graphe obtenu selon chacun des deux axes afin qu'il occupe 
le mieux possible la place sur la fenêtre. 
Cet algorithme très rapide donne en général une représentation des arbres tout à fait 
satisfaisante comme le montre la figure A.5. 
Figure A.5 - Un arbre à 15 sommets avant et après positionnement par le programme 
Toujours dans le but de faciliter la lecture des graphes proposés, AGX offre la 
possibilité de donner deb couleurs différentes aux somrneu selon plusieurs critères tels 
que la coloration propre (affectation d'un nombre minimum de couleurs aux sommets 
pour que deux d'entre eux qui sont adjacents n'aient jamais la même couleur), la 
coloration propre du graphe complémentaire, le degré des sommets (les sommets de 
degré 1 sont bleus, ceux de degré 2 sont rouge, etc ...) ou les composantes connexes 
(une couleur est affectée à chaque composante). Dans le cas oti le graphe comporte 
plus de 25 sommets, toutefois, les colorations propres ne sont pas utilisées à cause 
de temps parfois long qui peut s'avérer nécessaire aux calculs. Le choix du mode de 
coloration peut se faire depuis le fichier de paramètres mais peut aussi être modifié à 
l'aide de l'interface. Une autre fonction ajoutée récemment alors que nous étudiions 
la transmission au sein de graphes (la transmission d'un sommet est la distance du 
sommet qui lui est le plus éloigné) est l'affichage d'information relative aux sommets. 
Lorsque nous plaçons le curseur sur un sommet, une fenêtre indique le nom du sommet 
pointé ainsi que sa transmission alors que les arêtes de l'arbre des plus courts chemins 
associé au dit sommet sont présentées en rouge (au lieu de bleu), et l'étiquette ou le 
point représentant chaque sommet se change pour une étiquette indiquant la distance 
au sommet pointé. Si l'utilisateur clique alors sur le bouton central de la souris, les 
sommets du graphe sont placées selon l'algorithme pour le positionement des arbres 
décrit plus tôt, à partir du sommet pointé et en utilisant l'arbre des plus courts 
chemins mis en évidence. Cette méthode permet de mieux visualiser l'arbre des plus 
courts chemins mais n'assure nullement qu'aucun sommet ne se trouve sur une arête. 
A ce titre, elle ne peut être utilisée qu'à titre d'information complémentaire. 
A.5 Exemple de fichier de paramètres 
Exemple de fichier de paramètres utilisé pour trouver des arbres chimiques d'indice 
de RandiC minimum avec nombre de sommets pendants fixés. 
/* Graphes d'ordre variant de 5 a 19 
for NBNOD = 5 to 19 step 1 
/* nombre de sommets pendants, toutes les valeurs possibles 
pour des arbres a NBNOD sommets, l'invariant PENDING 
n'est pas utilisé ici mais plutôt mis dans les contraintes 
sous la forme P - PENDING = O [600] afin de pouvoir ajuster 
le poids associé à cette contrainte, sans quoi le programme 
qui accorde un poids beaucoup plus élevé aux paramètres 
ne parviendra pas bien à trouver des graphes avec le bon nombre 
d arêtes */ 
for P-2 to FLOOR((2*NBNOD-4) /3+2) step 1 
/* Description du problème: maximiser lJindice de Randic pour des 
arbres (NBNOD-NEARC-1) chimiques (degré maximum de 4, soit pas 
de sommets de degré 5, ni de degré 6, etc ... 
Noter que la pénalité croît avec la valeur du degré afin de donner 
une direction de descente au programme (un sommet de degré 5 sera 
préféré à un sommet de degré 6, etc. 
On remarque aussi que la contrainte sur le nombre dJarêtes a un 




NBNOD - NBARC = 1 
P - PENDING = O C600J 
DEG(5) = O [25] 
DEG(6) = O [50] 
DEG(7) = O C753 
DEC(8) = O ClOO] 
DEG(9) = O [125] 
DEG(10) = O CISOJ 
DEG(11) = O Cl751 
DEG(l2) = O C2OOJ 
DEG(13) = O CS251 
DEG(l4) = O [250] 
DEG(15) = O [275] 
DEG(16) = O [300] 
DEG (17) = O 13253 
DEG(18) = O [350] 
DEG(l9) = 0 [375] 
DEG(20) = O [400] 
End 
Comex /* On ne veut que des graphes connexes */ 
InitialGraph Tree /* Lors de l a  génération aléatoire  du premier 
VnsType Move 
graphe, on génerera un arbre */ 
/* Nombre de fo i s  ou l'on lance VNS */ 
/* Tail le  minimale d'une perturbation */ 
/* Taille maximale d'une perturbation */ 
/* À chaque f o i s ,  on augmentera l a  t a i l l e  
de l a  perturbation de 1 */ 
/* On fait deux essais pour chaque t a i l l e  
de perturbation. */ 
/* Les perturbations consisteront seulement en des 
déplacements d'arêtes car ajouter ou r e t i r e r  des 
arêtes n'est pas permis */ 
/* On reviendra au premier voisinage de l a  séquence 
de descente chaque fois que l a  meilleure solution 
e s t  améliorée +/ 
ProblemName "Min Ra, arbres chim, n1 e t  n fixes" 
AutoPos 1 /* POU l e  repositionnnement des graphes à l'écran*/ 
SaveCaractPs /* donne une petite description du graphe dans le 
.ps décrit ci dessous */ 
AutoSavePs /* donne le graphes extrémaux a x et y fixes , 
en .ps */ 
Interactive 1 /* dege d'interactivite de l'utilisateur lors de 
1 'exécution 
1: affichage uniquement à la fin de 
l'optimisation */ 
DisplayColors DEC /* La couleur associée à chaque sommet sur la 
fenêtre correspond à son degré */ 
DravDot s /* Sur La fenêtre, chaque sommet est représenté par 
un point au lieu de la lettre qui lui est associée 
(ce choix peut être modifié interactivement en 
cliquant sur le bouton droit de la souris dans la 
fenêtre où est représenté le graphe) */ 
PrintCmd "lpr" /* Commande à effectuer pour imprimer un fichier 
PostScript dans te système */ 
CompactPs S 6 /* La représentation de graphes sur le sommaire et le 
rapport se fera en en mettant 5 par ligne, et 6 
lignes par page */ 
Caracterise 1 /* niveau de l'information requise a propos de 
graphes obtenus */ 
Verbose 3 /* niveau de 13nformation ecrite dans le fichier 
.txt, 3 signifie que l'on a toutes les solutions 
et leurs ameliorations, s'il y en a */ 
Print Par /* necessaire a la creation du fichier .txt */ 
PrintCaract /* Donne les caractéristiques des graphes obtenus 
dans le rapport (f ichier-rep . ps) et les fichiers 
PostScripts ou sont représentés chaque graphe */ 





Eps 0.00000001 /* Différence maximum entre 2 valeurs pour que le 
programme les considère identiques */ 
Infty 1000000 /* Valeur associée a l'infini pour des raisons 
numériques */  
Range 20 /* Valeur de la f onction-object if au-dessus de 
laquelle on considérera qu'une contrainte n'est 
pas respectée */ 
EndFile 
A.6 Quelques astuces de modélisation pour Auto- 
GraphiX 
Comme la méthode de recherche de graphes est heuristique, aucune garantie n'est 
donnée quant à la qualité des solutions trouvées. Il est alors très important de pro- 
céder à un examen du problème à traiter dans le but de trouver la manière de le 
représenter pour tirer le meilleur profit de l'optimisation dans AGX. 
Un problème particulièrement critique apparaît avec certains invariants qui prennent 
un nombre restreint de valeurs. Dans ce cas, il est possible qu'un grand nombre 
de voisins de G aient la même valeur pour la fonction-objectif que lui, et qu'aucun 
ne soit meilleur. Pour éviter tout risque de cyclage, AGX n'effectue alors aucun 
mouvement. D'un autre coté, il n'explore pas ces plateau (ensemble de graphes 
voisins avec même valeur pour la fonction-objectif) et reste comme dans un optimum 
local. Une manière de faire progresser le programme est d'ajouter à la fonction- 
objectif un critère secondaire qui donne à l'algorithme une information au sujet de 
la direction à suivre dans le but de poursuivre la descente. Il faut alors s'assurer que 
le critère secondaire soit doté d'un poids assez faible pour ne pas altérer le critère 
principal. Pour illusirer cette approche, prenons l'exemple suivant, suggéré par Paul 
Seymour lors d'une visite à Montréal pour un atelier sur la coloration des gaphes : 
trouver un gaphe  cubique (dont tous les sommets ont un degré 3)' de diamètre 3 
(le diamètre d'un graphe est la plus grande distance qui soit entre sommets de ce 
graphe) avec le plus de sommets possibles. Notre approche fut d'abord de fixer le 
nombre de sommets, puis de chercher à maximiser le diamètre. Après avoir trouvé 
un graphe vérifiant les contraintes, nous cherchons un graphe avec deux sommets de 
plus, jusqu'à ce qu'AGX ne trouve plus de graphes respectant les contraintes. Le 
problème, c'est que le diamètre prend un nombre restreint de valeurs et AGX n'a pu 
trouver de gaphes à plus de 16 sommets vérifiant les conditions posées. La raison de 
cet échec est que le diamètre d'un gaphe peut prendre un nombre réduit de valeurs 
différentes. Comme conséquence, la plupart de ses voisins peuvent avoir le même 
diamètre (ou avoir un diamètre supérieur). Dans ce cas, AGX ce dispose d'aucune 
direction vers une amélioration de la fonction objectif. Pour éviter les risques de 
cyclage, il n'accepte de déplacements que s'ils sont strictement bénéfiques et reste 
sur ce plateau comme dans un optimum local. Un graphe G peut avoir un diamètre 
D(G) parce qu'un grand nombre de paires de sommets sont à une distance D(G), 
dans ce cas, il faudra déplacer un important nombre d'arêtes pour construire un 
graphe G' de diamètre supérieur. Nous disons alors que G est sur un plateau. Une 
telle situation se traduit par l'absence de direction de descente et les perturbations de 
la Recherche à Voisinages Variables ne sufnt pas a en sortir. Comme AGX n'effectue 
un déplacement que s'il est strictement bénéfique, les plateaux se comportent comme 
des cas particuliers d'optimums locaux où la fonction-objectif ne change pas sur 
une grande distance. Il est alors très difficile d'en sortir, même avec la Recherche 9 
Voisinages Variables dont les perturbations nous mènent en général a des graphes sur 
le même plateau. Il devient alors indispensable de donner au programme une direction 
de descente secondaire vers laquelle on puisse espérer trouver un graphe dont l'objectif 
soit meilleur. Bien sur, cette direction secondaire doit être assez faible pour ne pas 
se substituer 3 l'objectif original à rechercher mais être utilisée uniquement dans le 
cas oh un plateau est rencontré. 
Dans le cas qui nous intéresse ici, avec l'intuition que la distance moyenne d (moyenne 
des distances entre paires de sommets) évolue en général dans le même sens que le 
diamètre, nous avons ajouté à la fonction-objectif un millième de la distance moyenne 
et AGX a trouvé en quelques minutes un graphe cubique, de diamètre 3 comportant 
20 sommets, qui est la taille du plus grand graphe cubique de diamètre 3. 
Annexe B 
Tables de résultats d'énumerat ion 
B. 1 Polyhexes planaires simplement connectés 
B. 2 Polyhexes simplement connectés 











c6 1 &? 
G 2  H28 
c63 H29 
C64 H ~ o  












Tableau B.2 - Isomères pour h = 19 en fonction des classes de symétrie 
Isomère 
C s 4  H l 8  
Cs5 Hl9 
C S 6  H 2 0  
c 5 7 f f 2  1 
C s 8  H 2 2  
c59 H 2 3  
c 6 0 H 2 4  
c 6  1 H?s 
c 6 2 H 2 6  
C 6 3 H - 7  
C 6 4 H - 8  
c 6 5 H 2 9  
c 6 6  H 3 0  
G 7 H 3 i  
c 6 8  H 3 2  
Cs9 H 3 3  
c 7 0 H 3 4  
c i l  H 3 5  
c 7 2  H 3 6  
c 7 3  H 3 7  
C 7 4 H 3 8  
G s  H 3 9  
c 7 6 H 4 0  
C n H 4 1  
C i 8  H 4 2  
Total 
Nombre 




























































Tableau £3.5 - Isomères pour h = 22 en fonction des classes de symétrie 
c 6 2  H20 
c 6 3 H 2 1  
c 6 4  H22 
C 6 S  Hz3 
c 6 6  H 2 4  
C 6 7 H 2 5  
G a  H 2 e  
C69 H 2 7  
c70 Hz8 
cïl H29 
c 7 2  HXl 
c 7 3  H 3  1 
c i 4  
c 7 s  H 3 3  
c ? 6  H 3 4  
c 7 7  H 3 s  
c ? 8  H 3 6  
G 9  H 3 7  
Cao H 3 8  
c 8 1  H39 
C a 2  H ~ o  
c 8 3 H 4 1  
c 8 4 H 4 2  
c 8 5  H43 
Cas 4 4  
Ca A s  
C 8 8 H 4 6  
C a 9  H 4 7  

































Tableau B.6 - Isomères pour h = 23 en fonction des classes de symétrie 
Number 























Tableau B.8 - Isomères pour h = 17 en fonction des classes de symétrie 
Number 
Tableau B.9 - Isomères pour h = 18 en fonction des classes de symétrie 
C 5 2 H 1 8  
c53H19 
c 5 4 H 2 0  
c55 H 2  L 
c 5 6 H 2 2  
C 5 7 H 2 3  
c5aH24 
c 5 9 H 2 5  
c 6 0  Hz6 
C61 H27 
c 6 2  H 2 8  
c63 H29 
c64 H ~ o  
c 6 5  H 3  1 
c66 H 3 2  
c67 H33 
C68 H3r 
C 6 9  H35 
c 7 0  H36 
c 7 i  H37 
c 7 2  H 3 8  
c73 H39 
c74 H ~ o  
Total 
Tableau B.10 - Isomères pour h = 19 en fonction des classes de symétrie 
Number 
Tableau B.11 - Isomères pour h = 20 en fonction des classes de symétrie 
Number 
