Introduction {#Sec1}
============

Techniques for imaging in the presence of scattering media are crucial to the fields of biometrics and biomedical neuroscience. Near-infrared spectroscopy (NIRS)^[@CR1],[@CR2]^ uses source--detector probes located far apart when monitoring blood haemoglobin levels in the cerebral cortex to enhance the detection of deep component signals. Researchers at NIRS have recently developed a high-density diffuse optical tomography (HD-DOT) technique^[@CR3]--[@CR8]^ to improve spatial resolution by using multiple probes with additional short source--detector (SD) distances. HD-DOT can image quantitative^[@CR8],[@CR9]^ haemoglobin concentration changes three-dimensionally by solving the inverse problem with spatial sensitivity distribution. Time-domain functional near-infrared spectroscopy (TD-fNIRS)^[@CR10]--[@CR14]^ can be used to monitor tissue oxygenation using a picosecond ultrashort pulse laser and a fast-gated single-photon avalanche diode (SPAD) for contactless detection. Two-dimensional image acquisition has also been demonstrated by scanning^[@CR11]^ the illumination spot. Time-gated measurements using an intensified CCD camera have also been adopted to detect absorption changes in deep tissues^[@CR15]--[@CR23]^, and two-dimensional imaging^[@CR22]^, and *in vivo* experiments^[@CR23]^ have also been performed.

In our work using a separated-light contactless extraction (SLICE) camera, we have directly acquired brain functional images employing a compact and inexpensive setup that uses ordinary nanosecond laser diodes and a compact camera's image sensor without an image intensifier. In this paper, we demonstrate brain activity imaging using a phantom that mimics a human head and present *in vivo* measurements of task-evoked neural activity obtained in an adult human subject. In our tests, we employed nanosecond short-pulse illumination with a flat-top intensity distribution to directly obtain two-dimensional images. Since our image sensor-based technique eliminates the physical limitations on spatial resolution that are a function of the SD distance, higher-density measurements were achieved. Our technique, which does not require a scanning process, can effect zero time-delayed bounded capture of an extensive cerebral blood-oxygenated area. The use of ordinary laser diodes and an image sensor obviates the need to attach and align numerous probes to the subject.

Results and Discussion {#Sec2}
======================

Principle of time-extracted non-contact imaging {#Sec3}
-----------------------------------------------

Our proposed method can capture the two-dimensional distribution of brain blood flow changes using a non-contact, compact setup that employs image sensor-based capture (Fig. [1a](#Fig1){ref-type="fig"} and Supplementary video). As shown in Fig. [1b](#Fig1){ref-type="fig"}, the SLICE camera was realised using a camera module equipped with two 750-nm laser diode (LD) sources (GH0752WA2G, manufactured by Sharp) and two 855-nm LD sources (22007682, manufactured by JDSU) that emit nanosecond square-pulsed light, and an image sensor^[@CR24]^ with an 11-ns shutter time-window for detecting near-infrared light, manufactured by Panasonic Semiconductor Solutions Co., Ltd. The pixel structure of the image sensor consists of silicon-based stacked deep photodiodes that enhance the quantum efficiency at a wavelength of 850 nm^[@CR24]^. The shutter timing of the image sensor is controlled within the camera by synchronizing it with the timing at which the LDs emits pulsed light. Flat-top diffusers are attached to the front of the laser diodes to illuminate the objects uniformly. The diffusers shaped the laser beams into a square pattern and the spatial intensity distribution was flat within this pattern.Figure 1Time-extracted non-contact imaging. (**a**) Schematic of brain blood flow captured with the zero-contact SLICE camera. (**b**) Component parts of the camera. (**c**) Principle of capturing deep tissue images with a compact camera using ordinary laser diodes. (**d**) Modelling of light propagation in a simplified head model to analyse the influence of the pulse width of the input illumination. The size of the illuminated region is 64 × 18 mm. The detector, measuring 1 × 1 mm, is located in the centre of the illuminated region. Both were placed on the top surface of the phantom. The thickness and optical properties of each layer of the phantom are shown in Table [1](#Tab1){ref-type="table"}. The mean optical path length of propagated light which passes the brain layer between 0--4 mm in depth was computed using a Monte Carlo simulation. (**e**) Relationship between arrival time of the returned light to the detector and mean partial optical path length. 0 ns on the time axis indicates that the pulsed light was turned off. Pulse widths of the input illumination were 1 ps and 10 ns. (**f**) Waveform of a laser pulsed light and the shutter driving signal of the SLICE camera, measured using a two-channel oscilloscope (Tektronix DPO 7254). Laser-pulsed light was detected with a photo detector and transformed from light intensity to a voltage level. Scale bars: 10 ns.

Figure [1c](#Fig1){ref-type="fig"} shows the input pulsed light, the pulsed light reflected from the surface, and the scattered pulsed light after it passes through the biological tissue. Since the scattered pulsed light is a combination of light beams that have travelled along various optical paths, the scattered pulsed light has a "tail" at the trailing edge of the pulsed light. This is because the time delay is longer than that of the surface reflection component. The ratio of input light that reaches deep tissues tends to increase probabilistically as a function of the optical path length of the scattered light. To efficiently extract the late-arriving scattered components, which include information pertaining to the deep tissues, the electronic shutter is opened only at a point after the falling edge of the surface-reflected pulsed light has arrived at the image sensor (Dotted square in red in Fig. [1c](#Fig1){ref-type="fig"}).

Time-resolved detection can be applied to both the impulse, which is performed conventionally, and square-pulsed light. The optical path length of the pulsed illumination for input light passing through a simplified head model (Fig. [1d](#Fig1){ref-type="fig"}) was calculated by analysing the propagation of light using a Monte Carlo simulation. The number of photons for the calculation was 10 billion. Figure [1e](#Fig1){ref-type="fig"} shows mean partial effective optical path length, which was propagated between 4 mm in depth from the brain surface, of the returning light entering the detector. The partial optical path length with input light from a 10-ns pulse width was equivalent to or longer than the 1-ps pulse width. This result means that the longer the optical path length through a biological tissue, the greater the quantity of information on deep tissue components is carried by that light. Our results indicate that square-pulsed light can be used to detect partial optical path length at deep layers equally as well as impulse light, demonstrating that low-cost ordinary laser diodes with wide pulse widths, which also have the benefit of being compact, are sufficient to distinguish between superficial and deep components. Furthermore, long-optical-path components can be enhanced by superimposition (Fig. [1c](#Fig1){ref-type="fig"}) when square-pulsed light is input.

Here, we explain the effect of superimposition by comparing the detected intensity between the impulse-input and square-pulsed-input using Monte Carlo simulation, then show the calculation of the generated electrons on an image sensor. The simulation results in Supplementary Fig. [S1](#MOESM1){ref-type="media"} show detected intensity by the sensor with an 11-ns time window. The pulse widths of the input light were 10 ps and 11 ns, and the input intensity was 1 (a.u.) per 10-ps pulse-width. The sensor was placed on the surface of the object model in this simulation, and 0 ns in Supplementary Fig. [S1](#MOESM1){ref-type="media"} shows the timing when the end of the input light is reflected on the surface. When the shutter opened with an 0.8-ns delay after the end of the surface reflection, as shown in Supplementary Fig. [S1](#MOESM1){ref-type="media"}, the detected light intensity of the nanosecond-square-pulse (11 ns) was almost three orders of magnitude greater than that with the impulse (10 ps) response. This was the effect of integration of the trailing edge. The ratio of the detected light intensity to input light intensity per unit area was increased to 1: 2.5 × 10^−6^.

The number of generated electrons on an image sensor in this system can be calculated using the propagation result of the detected light in the previous paragraph. Light intensity per frame on a pixel of the image sensor *I*~s~(*t*), where *t* is the shutter timing delay in Supplementary Fig. [S1](#MOESM1){ref-type="media"}, can be written as (see Supplementary Fig. [S2](#MOESM1){ref-type="media"}):$$\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{s}(t)=P\times n\times S\times R(t)\times \varOmega /2\pi \times a$$\end{document}$$where *P* is the light intensity of a single-input-pulse per unit area on the object surface, *n* is the number of light sources, *S* is the projected area of 1 pixel on the object surface, *R*(t) is the reflection ratio of light that passed through and scattered within the object, *Ω* is the solid angle from the object point to the aperture of the lens, and *a* is the number of captured pulses per frame.

When the pulse-width of the input light was 11 ns at a wavelength of 850 nm, *P* was 4.8 × 10^−7^ mJ at *ϕ*7 mm at distance *L* = 100 mm. The number of light sources *n* attached to the SLICE camera was two, and *S* was 0.07 × 0.07 mm. The reflection ratio *R*(t), when the shutter timing delay *t* = 0.8 ns, was 2.5 × 10^−6^. The aperture *D* of the lens was *ϕ*4 mm, the solid angle *Ω* was 1.3 × 10^−3^ sr and *a* was 440,000 times. Light intensity *I*~s~ in Eq. ([1](#Equ1){ref-type=""}) was therefore 2.7 × 10^−17^ J, so when the sensitivity of the silicon photodiode was 0.3 A/W, the number of generated electrons was 51 e^−^. On the other hand, the noise in this system consisted of fixed patterns and random noise such as dark current and shot noise, respectively. The dark current generated only a few electrons, since the total opening time of electric shutter was 4.8 ms per frame^[@CR24]^. Shot noise, which is the main noise on our camera, is equal to the square root of the generated electrons on the sensor and was 7 electrons. Spatial and temporal low pass filtering can be applied to the acquired images to improve the SN, since the standard width of the sulcus, which is the functional unit in the human cerebral cortex^[@CR25],[@CR26]^, is 10 mm in spatial resolution, and the typical haemodynamic to neural activation consists of gradual reaction in the order of seconds^[@CR27]^. Fixed pattern noise was also removed using subtraction from the captured signal by detection without illumination by the LDs during the same frame.

The fall time (Tf) characteristic of the output light from laser diodes is a contributory factor to the detection of changes in haemoglobin in the cerebral cortex. We have designed a circuit board using enhancement mode gallium-nitride-on-silicon field effect transistors (EPC2040, EPC Corporation), which output the driving current of the laser diodes. Their switching characteristic is fast for their low gate charge: they can force the Tf of the output light to fall steeply within 1 nanosecond (at 10--90%) as shown in Fig. [1f](#Fig1){ref-type="fig"}. The time increases from left to right in Fig. [1f](#Fig1){ref-type="fig"}. The electronic shutter in this system is realised using a time-extracted control method that alternates between accumulating electric charge on floating diffusion (FD) layers and discharging that charge through the drain^[@CR28]^.

Verification using a biological tissue-equivalent phantom {#Sec4}
---------------------------------------------------------

The biological tissue-equivalent phantom^[@CR29]--[@CR32]^ employed to demonstrate the principles of the proposed system is shown in Fig. [2a](#Fig2){ref-type="fig"}. It consists of superficial tissue (scalp^[@CR33]^ and skull^[@CR34]^), cerebrospinal fluid^[@CR29]^ (CSF) and brain^[@CR35]^ layers that mimic the optical properties of an adult human head^[@CR29],[@CR33]--[@CR35]^. The thickness and optical properties of each layer are shown in Table [1](#Tab1){ref-type="table"}.Figure 2Imaging through a biological tissue-equivalent phantom using a SLICE camera. (**a**) Experimental setup for brain activity imaging with the SLICE camera. The head phantom consists of three parts: the superficial tissue (scalp and skull), cerebrospinal fluid (CSF), and brain. The thickness and optical properties of these parts are shown in Table [1](#Tab1){ref-type="table"}. The bottom wall consists of two layers that model the superficial tissue and the CSF. The superficial tissue was constructed of epoxy resin containing TiO~2~ to alter the scattering coefficient and near-infrared absorbing dye to alter the absorption coefficient. The CSF layer was made of epoxy resin containing TiO~2~. The phantom comprised a water bath filled with intralipid solution and black ink to simulate brain tissue. An absorption rod was inserted into the intralipid solution to mimic the absorption changes caused by brain activation. The rod was made of epoxy resin with TiO~2~ and near-infrared absorbing dye, as was the bottom part of the phantom. The diameter of the absorption rod was 10 mm. (**b**--**d**) Images captured by the SLICE camera. The shutter starting times in (**b**--**d**) are respectively 0, 400, and 800 ps from the arrival time at half maximum of the end of the pulse. The values in (**b**--**d**) are shown as ∆OD, which represents the change in the intensity of the detected light compared to the initial data acquired without brain activation. Each image in (**b**--**d**) is normalized by the maximum value in (**d**). The dotted circle in (**d**) indicates the position of the absorption rod. Scale bars: 10 mm.Table 1Thickness and optical properties of the layers of the head model.Thickness\
(mm)Transport\
scattering\
coefficient\
(mm^−1^)Absorption\
coefficient\
(mm^−1^)Scalp and skull101.80.019Cerebrospinal fluid20.30Brain∞2.10.04

Figure [2b--d](#Fig2){ref-type="fig"} shows images captured by the SLICE camera. The values in the images represent ∆OD^[@CR29]^, the change in the intensity of the detected light from the initial state without brain activation. This result reveals that our SLICE camera can acquire two-dimensional changes in haemoglobin in deep tissue as light-signal changes. The later the shutter starting time, the stronger the ∆OD of the deep tissues became, as shown in Fig. [2b--d](#Fig2){ref-type="fig"}. When the shutter opened later than in Fig. [2d](#Fig2){ref-type="fig"}, the ∆OD images were swamped by noise, since the detected light had become too faint. The optimal shutter opening timing is therefore set in consideration of the amount of noise. This result also indicates that our method, which detects deep tissues with high density, can capture images without mislocalisation or loss of information.

The following two steps are the key to realizing high quality images of changes in haemoglobin in deep tissue in scattering media. The first step is to acquire measurement data with a high density of sampling points, and the second step is to correct the spatial light scattering from measurement data by calculation. The quality of the images in the second step depends on the measurement data acquired in the first step.

Conventional fNIRS detects deep tissue using a spatial separation method in which the sources and detectors are 30 mm distant from each other. HD-DOT, which has a sampling pitch of 10 mm, also uses source-detector pairs at a distance of 30 mm for efficient acquisition of deep tissue information. This spatial separation method gathers information from a broad area in the deep layers over the 30-mm width. Figure [3](#Fig3){ref-type="fig"} shows the dependency of sampling pitch of the detected images. Images in Fig. [3a--c](#Fig3){ref-type="fig"} were formed by binning the image, which assumed the spatial separation method, in Fig. [2d](#Fig2){ref-type="fig"} with sampling pitches of 10, 20, and 30 mm, respectively. After the binning process, the images were interpolated to the same pixel counts as the original version. The process in Fig. [3a--c](#Fig3){ref-type="fig"} assumes measurement using conventional fNIRS, which has a sparse configuration of source and detector probes. With the 30-mm sampling pitch in Fig. [3c](#Fig3){ref-type="fig"}, the absorption rod was illustrated as being larger and in the wrong position because of too few sampling points (Supplementary Figs. [3](#MOESM1){ref-type="media"}--[6](#MOESM1){ref-type="media"} also shows an experimental comparison with conventional fNIRS). Although the distribution of brain activation is better detected with a higher number of sampling points, the sampling density in Fig. [3a](#Fig3){ref-type="fig"} shows the physical limitations of the conventional method that uses physical probes, compared to the images taken by our method using a camera that takes 1,600 measurements/cm^2^, shown in Fig. [2d](#Fig2){ref-type="fig"}.Figure 3Effect of the number of sampling points on the detected images. (**a**--**c**) Binning images formed from the image in Fig. [2d](#Fig2){ref-type="fig"}. Binning pitches are respectively 10, 20, and 30 mm in (**a**--**c**). Bicubic interpolation with the same pixel count as the original image was applied after the binning process in (**a**--**c**). Colour scales of ∆OD were normalized by the maximum value in each image. The scale bar is the same as in Fig. [2d](#Fig2){ref-type="fig"}.

The second step, which is a common problem with fNIRS measurements, was not executed in this study; however, conventional reconstruction processes^[@CR7],[@CR36]--[@CR39]^ such as those for HD-DOT, are also applicable to our measurement data.

*In-vivo* testing {#Sec5}
-----------------

A demonstration with a human subject to measure cognitive brain activation while solving simple arithmetical tasks in combination with 2-back tasks is shown in Fig. [4](#Fig4){ref-type="fig"}, which illustrates the response by our camera to the subject's blood oxygen levels. During the task, problems comprising single-digit additions were displayed randomly in sequence on a monitor. The subject was instructed to calculate the sums of two numbers, memorize them sequentially and mentally answer the problem two steps earlier. Light components with wavelengths of 750 and 855 nm were alternately captured in odd and even row pixel lines every 4,000 pulses to record changes in oxy- and deoxy-haemoglobin^[@CR40]^. This operation was performed 55 times per frame to reduce the time lag between the two wavelengths. Our technique can capture information on both deep and superficial tissue by using time differential capture of the early and late components of the arrival pulses, as shown in Fig. [4c](#Fig4){ref-type="fig"}. The electric shutter for late signals opened with the timing required for efficiently detecting deep tissues in the head phantom, such as in Fig. [2d](#Fig2){ref-type="fig"}. The early-arriving signals were captured by opening the shutter window much earlier than the time-scattered pulsed light arrived at the image sensor, and closing it 1 ns after the leading edge arrived, since the shutter window was 11 ns. The leading edge of the scattered pulsed light was therefore detected for 1 ns; as a result, it included not only surface-reflected light but also a proportion of internally-scattered components from under the surface, such as the scalp layer.Figure 4Changes in haemoglobin in a human subject acquired using a SLICE camera during an arithmetic task. (**a**) Setup for the experiment. The camera was held at a distance of 7 cm from the subject's forehead by an arm attached to the helmet. (**b**) Field of view of the camera on the subject. (**c**) Shutter opening timing in the experiment. (**d**--**f**) Cortical responses to cognitive stimuli. Solid and dotted lines show the changes in oxy and deoxyhaemoglobin, respectively. The signals in (**d**,**e**) were captured using the early and late parts, respectively, of an arriving pulse. The result in (**f**) was taken with late shutter timing and subjected to 5-trial averaging and a band pass of between 0.01 and 0.1 Hz. To reduce the biasing influence of higher signals, the averaging was executed after the values in each trial had been normalized by the maximum change in oxyhaemoglobin in each trial. Shadings indicate standard errors. The yellow background in (**d**--**f**) refers to periods during the task. The solid circle in (**b**) refers to a selected pixel plotted in (**d**--**f**). (**g**--**i**) Power spectra of the haemoglobin signals in (**d**--**f**), respectively. Each of the power spectra in (**g**--**i**) was normalized by the maximum value. (**j**) Two-dimensional captured images of changes in oxy- and deoxyhaemoglobin from 35--80 s in (**f**). A spatial Gaussian filter with 10 pixels as standard deviation was applied.

Figure [4d--f](#Fig4){ref-type="fig"} shows the results of *in vivo* testing. In the test, the subject rested for 30 s, performed the task for 25 s, then rested for 30 s. The solid circle in Fig. [4b](#Fig4){ref-type="fig"} refers to a selected pixel plotted in Fig. [4d--f](#Fig4){ref-type="fig"}, which is located around Brodmann area 46 and is related to working memory^[@CR41],[@CR42]^. Oxyhaemoglobin data of late signals in Fig. [4e](#Fig4){ref-type="fig"} can identify task initiation. However, task-related activation was not observed with early signals in Fig. [4d](#Fig4){ref-type="fig"}, which includes mainly the skin blood component on the superficial layer. Figure [4g,h](#Fig4){ref-type="fig"} show the power spectra of Fig. [4d,e](#Fig4){ref-type="fig"}. Low-frequency oscillations (LFOs) around the 0.1 Hz component were detected, such as Mayer waves^[@CR43],[@CR44]^, which derive from the baroreflex in the systemic regulation of the cardiovascular system. They appear to be caused by changes in haemoglobin in the superficial layer, since similar temporal patterns were seen in both Fig. [4d,e](#Fig4){ref-type="fig"}. This result indicates that two-dimensional changes in haemoglobin in only the cerebral component can be extracted by comparison of these two components in Fig. [4d,e](#Fig4){ref-type="fig"}, although late signals that pass through both deep and shallow areas can include superficial changes in haemoglobin. Although not shown here, the spectrum around 1.1 Hz was also faintly detected and appears to be derived from the heartbeat.

The periodic noise in Fig. [4e](#Fig4){ref-type="fig"}, which appears to be caused by superficial tissue, can be attenuated by averaging and using a band pass filter as shown in Fig. [4f](#Fig4){ref-type="fig"}. The result in Fig. [4f](#Fig4){ref-type="fig"}, which was captured with late shutter timing, was applied with an averaging of five trials and a band pass of between 0.01 and 0.1 Hz which included the low frequency of the task and rest periods. The averages and standard errors of the changes in oxy- and deoxyhaemoglobin are plotted as solid lines and shading, respectively, in Fig. [4f](#Fig4){ref-type="fig"}. As shown in Fig. [4f](#Fig4){ref-type="fig"}, the periodic component was decreased and the task-related signals were obtained more distinctly. LFOs around 0.1 Hz in Fig. [4i](#Fig4){ref-type="fig"} were also reduced by the averaging and band pass method. The two-dimensional distributions of changes in haemoglobin in Fig. [4f](#Fig4){ref-type="fig"} are shown in Fig. [4j](#Fig4){ref-type="fig"}. Most visible changes in oxyhaemoglobin in the image are found in the upper left and middle regions, which are around Brodmann areas 9 and 46.

Conclusion {#Sec6}
==========

We have demonstrated two-dimensional single-shot direct captures of deep tissue using square-pulsed illumination and a time-extracted digital compact camera employing a non-contact configuration. This technique realized a high number of measurement points on the image without mislocalisation or loss of information. The results acquired in this study were optical topography images that were not subjected to any reconstruction processes. However, they could be converted to DOT images by estimating the spatial sensitivity distributions and reconstructing the inverse problem. Any drawbacks to the reconstruction process could be mitigated by the high density of points.

Although a SLICE camera cannot work through the hair on a subject's head, it can detect the frontal lobes, which are associated with the higher brain functions unique to humans. However, it is important to note that imaging moving objects remains a challenge. This drawback might be solved by using the image-based motion stabilization mechanism of consumer digital cameras, since our camera can also capture textural images of objects.

Our device eliminates certain limitations to conventional systems, such as system size, cost and the probe alignment requirement of conventional functional brain imaging systems, making our device of greater practical use. For these reasons, we anticipate that this camera will revolutionize sensing in the neuroimaging field and pave the way towards the evolution of human-robot interactions.

Methods {#Sec7}
=======

Monte carlo simulation {#Sec8}
----------------------

Light propagation in the head model in Fig. [1e](#Fig1){ref-type="fig"} and Supplementary Fig. [S1](#MOESM1){ref-type="media"} was analysed by Monte Carlo simulation. Illumination light was input to the surface of the phantom. This analysis recorded total optical path lengths from the input point to the exit point under ray tracing, as well as partial optical path lengths which passed the brain layer between 0--4 mm in depth. Those with mean partial optical path length are plotted in Fig. [1e](#Fig1){ref-type="fig"}. 0 ns on the time axis indicates that the pulsed light was turned off.

In Supplementary Fig. [S1](#MOESM1){ref-type="media"}, the shutter timing dependency of detected scattered light is resolved by recording the time of propagation and the number of rays that returned to the detector measuring 10 × 10 mm. Assumed intensity of the rays during an 11-ns time-window is plotted in Supplementary Fig. [S1](#MOESM1){ref-type="media"}.

Phantom evaluation {#Sec9}
------------------

The phantom comprised a water bath filled with intralipid solution and black ink to model brain tissue. A cylindrical absorption rod with a diameter of 10 mm was inserted into the intralipid solution to model the changes in haemoglobin caused by brain activation. The transport scattering and absorption coefficients were 2.1 and 0.05 mm^−1^, respectively.

The developed camera was positioned 150 mm from the surface of the phantom (Fig. [2a](#Fig2){ref-type="fig"}). To ensure stable light emission, the experiments were executed 60 minutes after switching on the LDs. There were 440,000 emitted pulses and shutter openings per frame. The frame rate was 5 fps and the field of view was 64 × 44 mm. The effective pixel count on the image sensor was 320 × 240, so about 2,700 measurements/cm^2^ were acquired. The data captured at a wavelength of 855 nm was used in the evaluation. Background noise such as ambient light was subtracted from the captured signal by detection with different FD layers on the image sensor without illumination from the LDs during the same frame. Dark current noise on the sensor was also removed using this process.

The camera first captured a phantom image from the direction of the scalp and skull layer without the absorption rod in the brain water bath to model the rest state in which the brain was not activated. Secondly, the absorption rod was inserted into the water bath to model brain activation, and the change in intensity from the initial rest image to the activated image was evaluated to verify the detection of deep tissue.

Three differentiated images in Fig. [2b--d](#Fig2){ref-type="fig"} were captured as independent measurements. The values shown in Fig. [2b--d](#Fig2){ref-type="fig"} were computed as ∆OD (=−∆ln*I*, where *I* is the intensity of the detected light), which was the change in the intensity of the detected light from the initial state, taken with only the brain component, to an active state taken with the absorption rod in the brain. A spatial Gaussian filter with 18 pixels as standard deviation was applied.

Adult head measurement {#Sec10}
----------------------

The response of the blood oxygen levels of the subject during a 2-back task on a monitor consisting of the addition of one order of magnitude was measured using our camera. Light components with wavelengths of 750 and 855 nm were alternately captured in odd and even row pixel lines every 4,000 pulses to record changes in oxy- and deoxy-haemoglobin^[@CR35]^. This operation was performed 55 times per frame to reduce the time lag between the two wavelengths.

The image sensor in this work includes multiple FD layers per photodiode in each pixel, so that two types of light components can accumulate in each FD layer. In addition to standard mode, in which the camera captured only the late-arriving signals, early-arriving signals were detected using another FD layer on the sensor in the same frame by alternately selecting the FD layer to collect the electrons from the photodiode, as shown in Fig. [4d,e](#Fig4){ref-type="fig"}. FD layers to accumulate the electrons were replaced every 4000 pulses in each frame to reduce the time lag between early- and late-arriving signal detection. The detected optical density data from the camera were converted into changes in haemoglobin, which were the changes in the product of haemoglobin and optical path length. Ambient light components, such as from the fluorescent lighting in the laboratory, were also captured with a different FD layer with the laser diodes off in the same frame to remove them from the captured signal, using the same technique as in the previous phantom experiment. The frame rate of the camera was 5 fps. The SLICE camera was held by a flexible arm that was attached to a helmet worn by the subject to minimize the influence of his body movements. The camera was located on the left side of the prefrontal cortex, as shown in Fig. [4a](#Fig4){ref-type="fig"}. The distance between the forehead of the subject and the camera was 7 cm. The location of the detected area on the head of the subject was determined based on the international 10--10 system, and the field of view of the camera, which used a wide-angle lens, was a 68 × 50 mm area on the subject's forehead (Fig. [4b](#Fig4){ref-type="fig"}).

A healthy male volunteer in his mid-twenties participated in the following measurements after providing his informed consent, having been given a full description of the study beforehand. During the test, the subject rested for 30 s, performed the task for 25 s, and then rested for 30 s. A baseline correction was applied to the time series data representing the changes in haemoglobin at 30- and 85-s intervals. A spatial Gaussian filter with 10 pixels, which is 2 mm on the subject's forehead, as standard deviation and a temporal low pass filter between 0.01 and 0.1 Hz were applied to reduce shot noise. The right and low edges of the detected images were removed from the data on the plot in Fig. [4j](#Fig4){ref-type="fig"}, since part of the subject's hair and eyebrow intruded slightly into the camera's field of view.

Ethics {#Sec11}
------

The experiment was conducted in a laboratory at Panasonic Corporation. This study was approved by Panasonic Corporation's Ethical Review Board and followed the Helsinki Declaration and guidelines of the Finnish Committee for Research Ethics. All the study participants were briefed on the purpose of the study, and written informed consent was obtained from them before the experiments. The study participant also gave his informed consent to publication of the image of the experimental setup shown in Fig. [4a](#Fig4){ref-type="fig"}.
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