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The equation (*) Au - 1Tu + ECU = f is studied in a real separable Hilbert space 
H. Here, I, p 10 are fixed constants and f E H is fixed. The operators 
A: D c H + H, C: D c H + H are monotone and compact, respectively, where D 
denotes a closed ball in H. The operator T: H --t H is linear, compact, self-adjoint 
and positive-definite. Degree-theoretic arguments are used for the existence of 
solutions of (*) and extensions of recent results of Kesavan are established. For 
example, it is shown, under additional assumptions, that there exists a constant 
pa > 0 such that (*) is solvable for all p > pa and all I. E R. c 1986 Academic Press, Inc. 
1. INTRODUCTION: PRELIMINARIES 
In what follows, the symbols R, R, denote the sets (-co, co) and 
[0, co), respectively. The letter H stands for a real separable Hilbert space 
with norm 1). I/ and inner product ( , ). An operator A: D(A) c H--+ H is 
“monotone” if (Ax- Ay, x - y) 3 0 for all x, y ED(A). A monotone 
operator A is “strongly monotone” if there exists a constant c > 0 such that 
(Ax-Ay,x-y)~cIlx-yll* for all x, yeD(A). An operator 
A: O(A)c H, + H, (H,, H, Hilbert spaces) is “compact” if {x,} CD(A) 
and x, -x E D(A) implies Ax, + Ax. We should note here that our notion 
of compactness coincides with the usual notion of “complete continuity.” 
Here, - (-+) denotes weak (strong) convergence. A linear, selfadjoint 
operator A: H--t H is “positive definite” if (Ax, x) > 0 for x # 0. We 
denote by BJO) the open ball with center at zero and radius b > 0. We 
denote by aD, D the boundary and the closure of the set D, respectively. 
Let T: H + H be a linear, compact, self-adjoin4 and positive definite 
operator. Then there exists a strictly decreasing sequence l/ii, i= 1, 2,..., of 
positive eigenvalues and an associated sequence {h,} of orthonormal eigen- 
vectors such that: 
(1) ii+00 as i-+cc. 
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(2) If Hi denotes the space spanned by hi, A*,..., h, and Pi: H -+ H, is 
the projection operator onto Hi, we have H = Hi@ HI and 
llni+ 1 = sup (TM> u>, 
i = 1, 2,... . 
1141 =j
UEH, 
In this paper we establish some “localized” versions of the main result of 
Kesavan [4]. Kesavan showed that the equation 
u-iTu+Cu=f (El 
is solvable in H for all 1 E R, f E H if T is linear, compact, self-adjoint, and 
strictly positive, while C: H -+ H is compact, positively homogeneous of 
degree p> 1 and such that (CU, u) =0 implies u=O. Moreover, 
(Cu, u) b 0. Kesavan also utilized the method of Galerkin approximations 
for his result. We use instead Browder degree theory (for mappings A + C 
with A continuous, monotone and C compact) to give a result, according 
to which the problem 
Au-,ITu+/tCu=f (*) 
is solvable (with solutions lying in Bh(0)) for all large p > 0, when A and C 
are only locally defined. Here, A is at least monotone and continuous and 
C is at least compact. Another local result is given in Theorem 2. We also 
give a result (Theorem 3) that improves Kesavan’s main result because the 
identity operator in (E) is now replaced by A: D(A) c X-+ H, where A is 
maximal monotone (R(A + I) = H) and coercive. 
Problems of the type (E) have important applications in the theory of 
Von K&man equations (cf. Kesavan [4], Ciarlet and Rabier [3], and 
Berger [ 1 ] ). 
2. MAIN RESULTS 
THEOREM 1. Let b 3 1 and let A, C: Bb(0) + H with A continuous and 
strongly monotone (with constant c = 1) and C compact. Let T H -+ H be 
linear, compact, self-adjoint, and positive definite. Assume that there exists a 
compact function g: B,(O) + R, such that g(u) = 0 implies u = 0 and 
(C%~)~S(4ll4) I14p+1 
for all u E aB,(O), where p >, 1 is a fixed constant. Let 2 E R + , f E H be fixed. 
Then if A0 = 0 there exists a constant p0 > 0 such that (*) has a solution 
u E BJO) for every p > pO. 
Proof We follow the notation for T from Section 1. We also give the 
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whole proof of the theorem for the case L > 1,. The case 2 < L, is con- 
siderable easier and is therefore omitted. 
As in [4], given E > 0 there exists an integer k > 0 such that L/A,, < E and 
[If,‘11 < E for all n > k, wherefi denotes the orthogonal projection off onto 
H,‘. 
Now, we consider the operator S(u, u) = Au + C,u, where for lixed 1, ZL, 
f, C,u= -lTv+pCu-f: If we let S(U) = S(u, u), then the mapping 
s: Bb(0) --, X is a strongly semiaccretive mapping in the sense of Brow- 
der [2, p. 2341. We assume that the equation (*) has no solution 
UE aB,(O). Then the Browder degree d(s, Bb(0), 0) is defined (cf. [2, 
p. 2351). To show that d(s, Bh(0), 0) ~0, we consider the homotopy 
S, = ts + (1 - t)Z, where Z is the identity operator on H. We already know 
that there is no u E aB,(O) with si(u) =O. Obviously, we cannot have 
so(u) = 0 for some u E aB,(O). Assume that s,(u,) = 0 for some t E (0, 1) and 
U, E as,(O). Then 
t(A - AT+ pC) u, + (1 - t) U, = [J (1) 
At this point we let U, = h, + h, with h, E H,, h, E Ht. Taking inner 
products above with h, + h,, we obtain 
(t(A-~T+~C)(h,+h,),h,+h,)+(l-t) llh~+M2 
= t(f, h, + h, >. (2) 
Now, (cf. Kesavan [4]) we observe that 
~~~~,+~,~~~,+~~~~Il~,+~,l12=~ll~,l12+Il~zl12~, 
(~T(h,+h,),h,+h,)=~(Th,,h,)+~(Th,,h,) 
<(Vi,) llhJ2+W,+J llhzl12, 
<f, h, +A,) 3 -Ilf:II llhzll - llfll llh,ll, 
(CM, +h,L h, +h2)bg(UrIllUJ) IlAp+’ 
= g(u,/h) Pf’ 30. 
Combining these inaqualities with (2) we find 
o=((A-~T+~C)u,,u,)-(f,u,)+C(l-t)ltl Il~rll’ 
’ lW,l12+ Il~,I12-~~/~~~ll~~l12-~~l~~+,~ll~zl12 
-Ilf:II llhzll - Il.fll IVII 
= Cl -W&)1 llhll12+ Cl -(W&c+,)1 llh,ll’ 
-Ilf:II llhzll - llfll llh,II 
‘Cl-(V&)1 Ilh,l12+(1-~Hlh2112-41h~ll-lIfll llh,ll (3) 
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Since E is arbitrary, we may assume that 2.5 < 1. Denoting by Q(hi, h2) 
the expression in the last member of (3), we see that for every 
U, = h, +&E aB,(O) satisfying (1) (TV (0, 1)) we have Q(h,, h2) < 0 and 
Q(h,, h,) bounded. 
It should be stressed here that this fact is independent of the size of 
p E (0, co). One can show now that there exists a constant v > 0 such that 
g(u,/llu,l]) = g(u,/b) > v for such u,. This can be shown as in Kesavan [4] 
using the fact that if ]IuJ = 1 and U, -u then u E B,(O) and g(u,) + g(u) as 
n -+ co. On the basis of this lower bound, as in (3), 
o=((A-~T+~c)u,,u,)+C(1-t)ltl 11~,/12 
>wll~l+MP+ + Cl - (@&)I Ilh,l12 + (1 --&I Ilh2112 
-E Ilh2II - llfll IV, II 
= pbP+ 1 + Q(~I> h2) 
>o (4) 
for all large p > 0. This contradiction and the properties of the Browder 
degree [2, Theorem (12.7)] show that there exists p0 > 0 such that Eq. (*) 
has a solution in Bb(0) for every p > pO. 
If the strong monotonicity constant c of the operator A is less than 1, we 
see that we can consider instead the equation 
(l/c)@ - iT+ C)u = (l/c)f; 
or 
(A,-XT+p,C)u=fi, 
where A, = (l/c)A, 2 = A/c, pi = p/c, and fi = (l/c)J: Now the operator 
A, : Bb(0) + H has strong monotonicity constant 1 and Theorem 1 applies 
to the above equation as well. 
The result of Theorem 1 is of rather theoretical nature because it would 
not be an easy task to compute the constant v > 0 (hence the size of p,,) in 
the proof of the theorem. Nevertheless, it provides considerable insight to 
the “local” behaviour of (*) because feS,(B,(O)) for p >pO, where S, 
denotes the left-hand side of (*). 
THEOREM 2. Let the assumptions on C, T of Theorem 1 be satisfied. 
Assume also that A: D(A) c H + H (0 E D(A), A0 = 0) is maximal monotone 
and strongly monotone with constant c = 1. Then the conclusion of Theorem 1 
holds. 
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Proof We now consider the approximating problems 
Au-ITu+~Cu+(l/n)u=f, n = 1, 2,... . 0%) 
We fix n and we give the proof for A> I,. Since the operator 
A + (l/n)1: D(A) + H is one-to-one and onto, (E,) is equivalent to the 
problem 
u-(A+(l/n)z)-‘[~Tz4-$Ucu+f]=0. (5) 
First, we observe that the mapping x + (A + (l/n)Z))‘[H’x - ,LKX +f] 
is compact. Thus, (5) has a solution in BJO) for all large ,u and any n, by 
Leray-Schauder theory, if we show that for every solution u, of the 
equation 
u-t(A+(l/n)Z))‘[ATu-&24+f]=O, (6) 
with t E (0, l), U,E BJO), we have Q(hi, h2) < 0 independently of p, n. To 
this end, let U, solve (6) for some t E (0, 1) with liuIll = 6. Then we have 
A(u,/t)-ATu,+pCu,+ [l/(nt)]u,=f: 
Taking inner products with u,, we get 
O=t(Nu,lt), 4/t)-A(%, u,)+P<c% u,> 
+ (et) lM12 - <f, 4) 
‘(l/t) Il~,ll*-wk~ ut)+P<Cu,, 4) 
- (.fi u,> 
‘Ilu,l12-~(~~l,u,)-(f,u,). 
This inequality is independent of p > 0 and n. It also implies, as in the 
proof of Theorem 1, that Q(hi, h2) < 0 also independently of p > 0, n. Thus, 
as in Theorem 1, there exists ,u~> 0 such that Eq. (E,) has a solution 
u,,+ E Bb(0) for all n = 1, 2 ,..., and p 2 pO. Fix p > pLo and let u, be a solution 
of (E,) lying in BJO). We may assume that u, - u0 E Bb(0) as n -+ CO. Since 
T, C are compact, (-AT+pC)u,-+ (-AT+pC) a0 as n+ co. Taking 
inner products of 
Au, - Au, - AT(u, - u,) + ,uCu, - ,uCu, + (l/n) U, - (l/m) u, 
=o 
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with u, - u,, we get 
i.e., un + uo as m, n + co. Since A is demiclosed, u. E D(A) and 
Au, = &%, - ECU, + f: The proof is complete. 
In the result that follows, C is allowed to be defined just on D(A). This 
result is an improvement of the main existence result of Kesavan [4]. 
THEOREM 3. Let A: D(A) c H + H, T: H -+ H be as in Theorem 2. Let 
C: D(A) c H be compact and assume that there exists a compact function 
g: B, (0) -+ R + such that g(u) = 0 implies u = 0 and 
(Cu, u> b g(~/ll~ll) IIUIIPf’ 
for fixed p > 1 and all u E D(A). Then Au - ITu + Cu = f is solvable for all 
AER, andallfEH. 
ProoJ: Here, we consider the scheme 
AJ,,u-[l+(l/n*)](~TJ,u-CJ,u)+(l/n)u=f, 
(J,=(Z+(l/n)A)-‘). 
(8) 
(9) 
First, we note that the Yosida approximants AJ, are Lipschitz continuous 
with Lipschitz constant 2n and maximal monotone. As in the proof of 
Theorem 1, to apply Browder degree theory on (8) (the left-hand side 
minus f defines a strongly semiaccretive mapping), it suffices to show that 
there exists a number b > 0 such that the equation 
[((A - Cl + (lln*)l(~T- C))(J,u) + (lln)u-f) 
+(l -t)u=O (10) 
has no solutions u, E aB,(O) for any t E (0, 1). To this end, assume the con- 
trary and let {r,} E (0, l), U, = u,~ solve (10) (with t = t,, u = u,) and be 
such that IIu,II -+ cc as m + co. We may assume that ll~,,I[ > 1, m = 1,2 ,... . 
Letting x, = JIIu,, we obtain from (lo), 
t,[l + (l/n’)](A -AT+ C)(x,) + t,( l/n) x, 
+ (1 - t,)[x, + (l/n) Ax,] - t, f = 0. (11) 
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Letting U(t,, x,) denote the left-hand side of (1 l), we get 
At this point we observe that (11) implies that jlAxrnll 64(x,), where 
I$: H-t R, maps bounded sets into bounded sets. This fact and 
x, + (l/n) Ax, imply that {xm} cannot have a bounded subsequence. 
%i=s, IIx,,II -+ +co as m + co. Again, we assume for convenience that 
IIx,/I 2 1, m= 1, 2 ,... Letting Q(h,, h,) denote the function Q(hi, h2) of 
the proof of Theorem 1 with h, instead of h, and h,,, instead h,, and letting 
x,,,/llx,,II = h, + h, with h, E H,, h; E H,$, we obtain again Q(h,, h,,,) < 0. 
In fact, using (12) we get 
0 > Cl - Vl&+ ,)I Il~ml12 - llfll IIU 
-llf:II lkll Cl -(VJ,)l lI~ml12 
3 (1 -8) Ilhl12-E II&II - iifll ilkil + cl -(n/i,)] llhnl12~ (13) 
where EE (0,:) is as in the proof of Theorem 1. To show that 
inf, + m g(u,) > 0, assume the contrary and let u, = x,/I~x,,II have a sub- 
sequence, denoted again by {urn}, such that g(u,) + 0 as m + co. Then, as 
Kesavan shows in [4], we may take h, + h, E H,, h, - h, E Hi and 
II&/l + 1. Since g(u,) = g(h, + h,,,) -+ g(h, + h2) = 0, we must have 
hi + h, = 0, which implies h, = 0 and h, = 0. Thus, taking limits as m + cc 
in (13), we get E > $, i.e., a contradiction. It follows that, for some constant 
C>O, g(u,,J>c and (Cx,,x,)3g(x,/llx,ll) II~,IIp+l~~II~,IIp+‘, 
m = 1, 2,... Taking this fact into consideration in (12) we obtain the 
desired contradiction. 
It follows that Eq. (8) is solvable for every n = 1, 2,... Let U, denote a 
solution of (8). Then we have, letting x, = J,u,, 
Cl +(l/n2)1(@ -G+ wGr))+ (l/n)-%i=f (14) 
or 
(A -AT+ C)(x,) + [n/( 1 + n’)] x, = [n’/(l + n*)]f: (15) 
To show that Eq. (*) is solvable, all we need to show is that all solutions 
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x, of (15) lie in the same ball of H. In fact, the rest of the proof would then 
follow with the argument at the end of the proof of Theorem 2. 
If we let LX, = n/( 1 + n2), b, = n’/( 1 + n*), then t(, -+ 0 as n -+ co, fi,, --f 1 as 
n + co and fl, < 1. If we assume that {xna} is a subsequence of {x,,) such 
that I/x,J + co as k + co, then we have 
(16) 
and an argument as above will lead to an appropriate inequality of the 
type Q(h,,, h,,) < 0 and, eventually, to a contradiction as before. The proof 
is complete. 
3. EXAMPLE 
As an example illustrating Theorem 3, one may consider the buckling 
problem for thin elastic plates. More precisely, the equilibrium states of a 
clamped thin elastic plate B subject to compressible forces which act on aB 
are solutions of the equation 
u-ilTu+Cu=f, (17) 
where T, C, f may be taken as in Theorem 3 with D(A) there replaced by H 
(cf. Berger [ 1, p. 3801). Here H = IV$*(sZ), where a is a bounded domain 
in R”. If we replace the identity operator in (17) by a maximal monotone 
operator A: D(A) c H + H which is also strongle monotone, and such that 
0 E D(A) and A0 = 0, then the solvability of (17) for all A > 0 follows from 
Theorem 3. Such operators A: H -+ H may be defined through semilinear 
coercive forms on H x H associated with operators of the type 
Ah u) = 1 (- 1 )“‘D”A.(x, t(u)), 
l11<2 
where the various symbols have the standard meaning. The operator C 
here is usually homogeneous of degree p > 1 and potential while 
g(u)= C(u, u), UE H. 
4. GENERAL COMMENTS 
The problems studied in this paper can actually be considered as 
problems of the “Fredholm alternative” type. We have not assumed any 
“smallness” conditions of the operator A with respect to C. It seems that if 
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C is homogeneous of degree p > 1, then various results can be obtained 
under assumptions of the types 
II~xlllllxll p -+ 0 or (Ax, x>lllxll p+l -+o as llxli -+ +co. 
Such results, as well as their connections with known nonlinear 
Fredholm alternatives, will be exhibited in a forthcoming paper of the 
authors. 
It would be interesting to see how the results of this paper can be 
extended to operators mapping X into X*, where X is a real reflexive 
Banach space with dual X*. The difficulty here lies in the property of self- 
adjointness of the operator T. Even in the well-known situation of 
superregularization, the resulting operator from T is not necessarily self- 
adjoint. Some hope might exist in Banach spaces possessing a Schauder 
basis. For a survey article on Eq. (*) involving various types of nonlinear 
operators, the reader is referred to Petryshyn [6]. The book of Pascali and 
Sburlan [S] is also a good reference. 
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