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A paradigmatic framework to study the phenomenon of spontaneous collective synchronization is provided
by the Kuramoto model comprising a large collection of limit-cycle oscillators of distributed frequencies that are
globally coupled through the sine of their phase differences. We study here a variation of the model by including
nearest-neighbor interactions on a one-dimensional lattice. While the mean-field interaction resulting from the
global coupling favors global synchrony, the nearest-neighbor interaction may have cooperative or competitive
effects depending on the sign and the magnitude of the nearest-neighbor coupling. For unimodal and symmetric
frequency distributions, we demonstrate that as a result, the model in the stationary state exhibits in contrast
to the usual Kuramoto model both continuous and first-order transitions between synchronized and incoherent
phases, with the transition lines meeting at a tricritical point. Our results are based on numerical integration of
the dynamics as well as an approximate theory involving appropriate averaging of fluctuations in the stationary
state.
Keywords: Spontaneous synchronization, Kuramoto
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I. INTRODUCTION
Competing interactions are known to result in interest-
ing stationary and dynamical features in systems compris-
ing many interacting degrees of freedom. Here, we explore
this theme within the ambit of a many-body system involv-
ing limit-cycle oscillators of distributed natural frequencies
interacting via a mean-field and a nearest-neighbor interac-
tion on a one-dimensional periodic lattice. In the absence of
the nearest-neighbor interaction, the dynamics is that of the
Kuramoto model [1], well known in the field of nonlinear dy-
namics as a paradigmatic framework to study the phenomenon
of spontaneous synchronization abound in nature [2, 3]. The
model has been extensively employed over the years to ex-
plain the emergence of collective synchrony in a diverse range
of scenarios, from Josephson junction arrays [4] and chemical
oscillators [5], to power-grids [6], rhythmic applause in con-
cert halls [7], and many more.
The dynamics of the Kuramoto model is strictly non-
Hamiltonian: it cannot be obtained as an overdamped dynam-
ics on a potential energy landscape, as is possible when the
natural frequencies are same for all the oscillators. For uni-
modal and symmetric frequency distributions, the model in
the limit of infinite system-size shows as a function of the
mean-field coupling a continuous phase transition between
a synchronized and an incoherent phase [1, 8]. The for-
mer phase is characterized by a macroscopic number of os-
cillators having different phases but nevertheless sharing a
∗ mrinal@physics.iitm.ac.in
† shamikg1@gmail.com
common frequency. In the incoherent phase, however, there
is no macroscopic cluster of coherent oscillators. The Ku-
ramoto model when considered with solely nearest-neighbor
interaction has been shown to not exhibit any macroscopic
phase locking and hence any synchronized phase on a one-
dimensional periodic lattice [9].
In the aforementioned backdrop, we explore in this work
the issue of what happens when one includes both a mean-
field and a nearest-neighbor interaction in the Kuramoto set-
ting. We show that as a result, the system in the station-
ary state exhibits both synchronized and incoherent phases;
thus, the scenario of nonexistence of a synchronized phase
with solely nearest-neighbor interaction is significantly mod-
ified on adding a mean-field interaction, in that the system
now does exhibit a synchronized phase. Moreover, a phase
transition occurs between the two phases as one tunes the rel-
evant dynamical parameters, with the transition being either
continuous (with continuous variation of the order parameter)
or first-order (showing jumps in the behavior of the order pa-
rameter at the transition point). The two transition lines meet
at a so-called tricritical point, defined as the termination of
a continuous transition and a first-order transition point [10].
While existence of such points has been demonstrated earlier
for Hamiltonian systems relaxing to equilibrium stationary
states, see recent works, e.g., [11, 12], our work is a demon-
stration of existence of a tricritical point in a non-Hamiltonian
dynamics relaxing to a nonequilibrium stationary state, and is
to the best of our knowledge a hitherto unreported existence
of such a point in the framework of the Kuramoto model. Our
claims are supported by extensive numerical integration re-
sults as well as an approximate theory valid in the limit of
large system size that considers an appropriate averaging of
fluctuations in the stationary state.
The layout of the paper is as follows. In Section II, we
define our model of study and summarize our queries. In
Section III, we report on numerical results demonstrating the
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2existence of both continuous and first-order transitions in the
stationary state of our model of study. This is followed in Sec-
tions IV and V by a discussion on how to obtain numerically
the lines of continuous and first-order transitions in the pa-
rameter space, respectively. Based on the results obtained in
these two sections, the following section is devoted to obtain-
ing the complete phase diagram of the model. In Section VII,
we discuss an approximate theory to obtain the order param-
eter variation in our model. The paper ends with conclusions
in Section VIII.
II. MODEL AND QUERIES
We consider a one-dimensional periodic lattice of L sites,
with sites labeled i = 1,2 . . . ,L. On each site resides a limit-
cycle oscillator interacting with all the other oscillators via
a mean-field coupling with strength J and also with oscilla-
tors on its nearest-neighbor sites with strength K. We take J
to be positive, while K can be of either sign. Denoting by
θi ∈ [0,2pi) the angle [13] of the oscillator on the i-th site, the
dynamics is defined by L coupled nonlinear differential equa-
tions of the form
dθi
dt
= ωi+ Jr sin(ψ−θi)+K ∑
j∈nni
sin(θ j−θi). (1)
Here, ωi is the natural frequency of the i-th oscillator, while
the second term on the right hand side (rhs) may be interpreted
as a torque (in suitable units) arising from a mean-field inter-
action and expressed in terms of the usual Kuramoto synchro-
nization order parameter [1, 8]
reiψ ≡ 1
L
L
∑
j=1
eiθ j . (2)
On the other hand, the third term on the rhs of Eq. (1) is
the torque due to a nearest-neighbor interaction, with the sum
over j restricted to the nearest neighbors of i. The ωi’s denote
a set of quenched-disordered random variables sampled inde-
pendently from a common distribution G(ω) with finite mean
ω0 > 0 and width σ > 0. The quantity r; 0≤ r≤ 1 in Eq. (2) is
a measure of the amount of synchrony present in the system at
a given time instant, while ψ measures the average angle [8].
As is usual in studies of the Kuramoto model, we consider
G(ω) to be unimodal, i.e., symmetric about ω0 and decreas-
ing monotonically and continuously to zero with increasing
|ω−ω0|. In view of rotational invariance of the dynamics (1),
the effect of ω0 can be gotten rid of from the dynamics by
effecting the transformation θi→ θi+ω0t ∀ i. On implement-
ing such a transformation, one evidently has ωi’s having zero
mean in the resulting dynamics; we will from now on consider
such an implementation to have been made.
The dynamics (1) is intrinsically non-Hamiltonian. This
may be understood as follows: although the torque due
to the mean-field and the nearest-neighbor interaction may
be obtained from a potential V ({θi}) ≡ (J/(2L))∑Li, j=1[1−
cos(θi−θ j)]−K∑Li=1[cos(θi+1−θi)+ cos(θi−1−θi], a sim-
ilar procedure cannot be implemented for the frequency term.
This is because an ad hoc potential ∼ −∑Li=1ωiθi that would
nevertheless allow to obtain the frequency term in the dynam-
ics (1) would not be periodic in the angle variables and thus
cannot be regarded as a bona fide potential of the system. As a
result of the foregoing, the dynamics (1) cannot be interpreted
as an overdamped dynamics on a potential landscape, as is
possible with ωi = 0 ∀i [14]. In the latter case, the dynamics
may be written as
dθi
dt
=−∂V ({θ j})
∂θi
, (3)
and then the long-time stationary solution corresponds to val-
ues of θi’s that minimize the potential V ({θ j}) [15]. A conse-
quence of the non-Hamiltonian nature of the dynamics (1) is
that the stationary state it relaxes to is not an equilibrium but
rather a nonequilibrium stationary state [14].
Setting K to zero in Eq. (1) recovers the usual Kuramoto
model that has only mean-field interaction [1, 14, 16–18],
while setting J to zero reduces the dynamics to the version
of the Kuramoto model with only nearest-neighbor interac-
tion [9]. In the former case, it is known in the limit L→ ∞
that in the stationary state, attained as t→∞, the model shows
a continuous phase transition from a low-J incoherent phase
(zero value of the stationary r) to a high-J synchronized phase
(a non-zero value for the stationary r) across the critical point
Jc = 2/(piG(ω0)) [8, 14]. Study of the model with only
nearest-neighbor interaction has established that in the limit
L→ ∞, no angle locking and consequently, a non-zero value
for stationary r is possible [9].
For further analysis, we reduce the dynamics (1) to a dimen-
sionless form. To this end, implementing the transformations
t→ Jt, ωi→ωiσ/J, K→K/J, one obtains the dimensionless
form as
dθi
dt
= σωi+ r sin(ψ−θi)+K ∑
j∈nni
sin(θ j−θi), (4)
where the ωi’s are now distributed according to a distribution
g(ω) that has zero mean and unit variance. From now on, we
will study the dynamics (4) in the parameter space (σ ,K). In
obtaining numerical results reported later in the paper, we em-
ploy as representative examples of the frequency distribution
a Gaussian and a Lorentzian g(ω); σ is identified with the
variance of the Gaussian distribution, and with the half-width
at half-maximum of the Lorentzian distribution.
In the dimensionless dynamics (4), the continuous transi-
tion of the usual Kuramoto model is observed as one tunes σ
across the critical value σc = pig(0)/2, with the system exist-
ing in the synchronized phase at low σ and in the incoherent
phase at high σ . In this backdrop, we ask: How does the in-
clusion of nearest-neighbor interaction modify the stationary-
state phase diagram? Do new phases emerge? What is the
order of transition between the different phases? We may an-
ticipate new features in view of the fact that for K < 0, the
mean-field and nearest-neighbor interactions have competing
tendencies: while the former favors global synchrony, the lat-
ter would like to make oscillator angles get out of phase on
nearest-neighbor sites. For K > 0, however, we expect both
3the mean-field and the local interaction to have cooperative
effect in establishing global synchrony. In both the scenarios,
an essential role will be played also by the parameter σ . In
view of the foregoing, it is evidently pertinent to embark on a
detailed analysis of the dynamics (4), an issue we take up in
this work.
III. CONTINUOUS VERSUS FIRST-ORDER
TRANSITIONS
In order to gain preliminary insights into possible dynam-
ical behavior, we performed numerical integration of the dy-
namics (4) by employing a fourth-order Runge-Kutta algo-
rithm with integration time step dt = 0.01. We considered
a Gaussian distribution for g(ω). Figure 1 shows for several
values of K the variation of the order parameter r with σ in the
stationary state on a lattice of size L= 3200 [19]. In obtaining
the results depicted in the figure, we initiate the dynamics (4)
in a state in which all the oscillators have the same angle; we
then let the system relax to stationarity, signalled by a time-
independent value of r. Unless stated otherwise, the results
for the order parameter presented here and elsewhere in the
paper have been obtained by taking time average of the data
in the stationary state for a given frequency realization {ωi}
and considering a further average over different frequency re-
alizations. The figure suggests the existence of both synchro-
nized and incoherent phases and a phase transition between
them. The latter appears to be continuous (continuous vari-
ation) for positive and low negative values of K, and to be
first-order-like (sharp jump) for large negative K (cf. plots for
K =−0.21,−0.23).
Since a clear distinguishing feature between first-order and
continuous transitions is the occurrence of hysteresis in the
former [20], we now proceed to report on results of such a
study. Numerical results reported in Fig. 2 correspond to the
situation in which for a fixed value of K, we let the system re-
lax to the stationary state at σ = 0 while starting from an initial
state in which all the oscillators have the same angle, and then
tune σ adiabatically to high values and back in a cycle, while
recording concomitantly the value of the order parameter r.
Adiabatic tuning ensures that the system is at every instant of
time close to a stationary state as σ is tuned in time. Fig-
ures 2(a),(b) show the variation of r with adiabatically-tuned
σ , for K = 0.04 and K = −0.1, respectively. In both cases,
the curves corresponding to forward and backward variation
of σ coincide up to numerical precision, and consequently,
we do not observe any hysteresis behavior, thereby hinting at
the corresponding transition from the synchronized to the in-
coherent phase being a continuous one. On the other hand,
results displayed in Figs. 2(c),(d) for K = −0.21 and −0.23,
respectively, show the existence of a hysteresis loop, thereby
bearing a clear signature of a first-order transition. It may be
noted from the results for the backward variation of σ shown
in panels (c) and (d) that r does not attain the value of unity as
σ is reduced to zero, but instead has a value close to zero. We
understand this as due to the system being stuck in long-lived
metastable states during relaxation to a synchronized state for
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FIG. 1. (Color online) Variation of order parameter r with σ for sev-
eral values of K in the stationary state of the dynamics (4) on a lat-
tice of size L = 3200. The frequency distribution g(ω) is a Gaussian
with zero mean and unit variance. The data have been averaged, first
over dynamical evolution in the stationary state for a given frequency
realization {ωi}, and then over different frequency realizations. The
transition from the synchronized to the incoherent phase appears con-
tinuous for positive and low negative values of K and first-order-like
for large negative K. The data are obtained from numerical inte-
gration of the dynamics (4). In obtaining the results depicted in the
figure, we initiate the dynamics (4) in a state in which all the oscilla-
tors have the same angle; we then let the system relax to stationarity,
signalled by a time-independent value of r.
K negative and large in magnitude. To illustrate this point,
consider the plots in Fig. 3 for a large negative value of K and
at a fixed σ at which an initial synchronized state is stable.
The figure shows time evolution of r for several realizations of
an initial incoherent state. It may be seen that only a fraction
η of these realizations relax to the synchronized state over the
time window of observation, with the fraction decreasing fast
with the increase of system size L (inset of Fig. 3). This result
implies that in the limit of large L, the system does not exhibit
relaxation to the synchronized state but remains close to the
initial incoherent state, consistent with the results displayed
in Fig. 2, panels (c) and (d).
On the basis of the foregoing, we may conclude the ex-
istence of both continuous and first-order phase transitions
in the stationary state of the dynamics (4). Our next task
would be to obtain numerically the phase-transition lines in
the (σ ,K)-plane, and in particular, to locate the tricritical
point, defined as the point at which the first-order and con-
tinuous transition lines meet.
IV. OBTAINING THE LINE OF CONTINUOUS
TRANSITION
In order to locate numerically the line of continuous tran-
sition, we proceed as follows. At values of K at which no
hysteresis is observed in the variation of r with adiabatically-
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FIG. 2. (Color online) Variation of order parameter r with
adiabatically-tuned σ in the stationary state of the dynamics (4)
on a lattice of size L = 3200 and for four values of K, namely,
K = 0.04 (panel (a)), K = −0.1 (panel (b)), K = −0.21 (panel (c)),
and K = −0.23 (panel (d)). The frequency distribution g(ω) is a
Gaussian with zero mean and unit variance. The results correspond
to a typical realization of the frequencies. Hysteresis behaviour is
observed only in panels (c) and (d). The data are obtained from nu-
merical integration of the dynamics (4).
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FIG. 3. (Color online) Considering the dynamics (4) for a large neg-
ative value of K (namely, K = −0.21) and at a fixed σ at which an
initial synchronized state is stable (we have taken σ = 0.05), the main
figure shows for two system sizes the time evolution of r for five re-
alizations of an initial incoherent state. The frequency distribution
g(ω) is a Gaussian with zero mean and unit variance. It may be seen
that with increase of L, a smaller number of initial realizations relax
to the synchronized state over the time window of observation. The
inset shows this fraction η as a function of L, indicating fast decrease
with increase of L. This result implies that in the limit of large L, the
system does not exhibit relaxation to the synchronized state but re-
mains close to the initial incoherent state, consistent with the results
displayed in Fig. 2, panels (c) and (d). The data are obtained from
numerical integration of the dynamics (4).
tuned σ , our aim is to estimate the value of σc ≡ σc(K),
namely, the value of σ at the critical point of transition at fixed
K. To this end, we analyze the finite-L data for stationary r by
resorting to the finite-size scaling theory for equilibrium criti-
cal phenomena briefly summarized in Appendix A. By draw-
ing an analogy with Eq. (A1), we write scaling forms for the
order parameter r(L) obtained in a system of size L and the
stationary-state temporal fluctuations of the order parameter
defined as
χ(L)≡ L 〈r2(L)〉−〈r(L)〉2, (5)
where the angular brackets and the overbar denote respec-
tively time average in the stationary state for a given frequency
realization {ωi} and average over frequency realizations. The
scaling forms are
r(L)∼ L−β/ν f (|ε|L1/ν),
(6)
χ(L)∼ Lγ/νg(|ε|L1/ν),
with β ,ν ,γ being the critical exponents, and
ε ≡ σ −σc
σc
. (7)
As discussed in Appendix A, the scaling functions f (x) and
g(x), defined with x > 0, behave in the limit x→ ∞ as f (x)∼
xβ and g(x) ∼ x−γ . In the limit x → 0, both the functions
behave as constants.
Now, following the procedure detailed in Appendix A to
obtain the critical point, σc ≡ σc(K) is estimated from the plot
of the maximum of χ(L) as a function of L and fitting it to a
power law. Using the value of σc estimated this way, and
requiring for large L scaling collapse of the finite-L data for
r(L) and χ(L) according to the forms in Eq. (6) allow to obtain
values for the critical exponents β ,γ,ν . In Fig. 4, we show for
two values of K the behavior of r (panels (a) and (c)) and χ
(panels (b) and (d)) as a function of σ and scaling collapse
in the corresponding insets. We have K = 0.04 for panels (a)
and (b) and K = −0.1 for panels (c) and (d). The values of
the critical exponents that yielded scaling collapse are: for
K = 0.04, we have β ≈ 0.52,ν ≈ 2.0,γ ≈ 0.76, while for K =
−0.1, we have β ≈ 0.78,ν ≈ 3.13,γ ≈ 1.06. We note that one
requires data for larger L in order to estimate more reliably
the critical exponent values. Our focus here is primarily on
establishing the existence of a continuous phase transition in
the dynamics (4) for a range of values of K, and in this regard,
a confirmation, in addition to the no-hysteresis data presented
in Fig. 2, is provided by the very good scaling collapse for
large L demonstrated in Fig. 4 for which the underlying theory
invoked is that of finite-size scaling for continuous transitions.
That we have been able to estimate σc accurately is evident
from the quality of scaling collapse seen in Fig. 4.
The aforementioned procedure of obtaining σc(K) from the
data of χ(L) is repeated for several values of K at which one
does not observe any hysteresis in the behavior of r as a func-
tion of adiabatically-tuned σ . In this way, we obtain the val-
ues of σc(K) as a function of K, which we use to construct
the phase diagram in the (σ ,K)-plane, that is, draw the line of
continuous transition, see Fig. 6.
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FIG. 4. (Color online) For two values of K, the figure shows the variation with σ of the finite-L order parameter r ≡ r(L) and the quantity
χ ≡ χ(L) (see Eq. (5)) in the stationary state of the model (4), for five values of the system size L. In the insets, we show scaling collapse of
the data according to Eq. (6). The frequency distribution g(ω) is a Gaussian with zero mean and unit variance. We have K = 0.04 for panels
(a) and (b) and K =−0.1 for panels (c) and (d). The data involve time averaging in the stationary state for a given frequency realization {ωi}
as well as over different frequency realizations. The critical point σc ≡ σc(K) is obtained by plotting the maximum of χ(L) as a function of
L and fitting it to a power law, while the values of the critical exponents β ,ν ,γ are obtained from the scaling collapse of the data for r and χ .
The data are obtained from numerical integration of the dynamics (4).
V. OBTAINING THE LINE OF FIRST-ORDER
TRANSITION
Having obtained in the preceding section the line of con-
tinuous transition, we now proceed to obtain the line of first-
order transition. In the absence of a scaling theory akin to
the one that exists on general grounds for continuous transi-
tions, we proceed to obtain the first-order transition point as
follows. At a first-order phase transition, the order parame-
ter as a function of time shows bistability, with the system
switching back and forth between two phases. For our sys-
tem (4), we show in Fig. 5(a) the behavior of r versus time
in the stationary state and at a value of K at which we have
observed hysteresis (cf. Fig. 2). Such a bistable behavior
may be characterized by drawing the probability distribution
P(r) of stationary r. When bistable, P(r) is bimodal with two
peaks of equal heights. Contrarily, while on either side of
the transition point when the system is no more bistable, the
distribution P(r) is bimodal, but the peaks are not of equal
heights. Considering our model (4), when one is at a value of
σ smaller (respectively, greater) than the critical value of first-
order transition, P(r) will have a higher peak at a value of r
corresponding to the synchronized (respectively, incoherent)
phase. Then, in order to locate the transition point, we adopt
the following strategy. For a fixed K and a given (large) sys-
tem size L, we scan the range of σ , obtaining for each value
the distribution P(r) from the time variation of r in the sta-
tionary state, and estimate the transition point as the value of
σ at which P(r) has two peaks of equal heights. An example
is shown in Fig. 5(b). Note that unlike a first-order transition
point that is characterized by two equally likely values of the
order parameter, a continuous transition is characterized by a
distribution P(r) that is single peaked, with the peak shifting
continuously from non-zero to zero values as σ is tuned from
below to above the transition point.
Armed with the above background on how to locate first-
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FIG. 5. (Color online) Time variation of the order parameter r (panel
(a)) and the corresponding distribution P(r) (panel (b)) in the station-
ary state of the dynamics (4) and at a value of K (namely, K =−0.20)
at which one has a first-order transition. The system size is L= 3200.
The frequency distribution g(ω) is a Gaussian with zero mean and
unit variance. The results correspond to a typical realization of the
frequencies. Exactly at the transition point, the distribution has two
peaks of equal height, while on either side, the peaks have different
heights. Note that the switching time between the two bistable states,
as in panel (a), becomes with increasing L so prohibitively large that
one does not observe enough switching within a reasonable time in-
terval of observation, and then, one does not have enough statistics
to draw the distribution P(r). The data are obtained from numerical
integration of the dynamics (4).
order and continuous transition points in the (σ ,K)-plane, we
now proceed in the following section to draw the correspond-
ing transition lines and to locate the tricritical point at which
the two lines meet.
VI. PHASE DIAGRAM IN (σ −K) PLANE
The stationary-state phase diagram in the (σ −K) plane is
shown in Fig. 6, where the circles in red constitute the line of
continuous transition, while the line of first-order transition is
represented by squares in blue. The tricritical point is located
at (σTricritical ≈ 0.23, KTricritical ≈−0.19), and is denoted by a
green star. For the system sizes scanned, we did not observe
any appreciable dependence of the transition points on L.
From the phase diagram, we see that for K > 0, when both
the mean-field and the nearest-neighbor interaction favour
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FIG. 6. (Color online) The complete phase diagram of the model (4)
in the (σ −K) plane, showing synchronized and incoherent phases
separated by a line of transition that is either first-order (blue squares)
or continuous (red circles). The two lines meet at a tricritical point,
shown by a green star. The frequency distribution g(ω) is a Gaussian
with zero mean and unit variance. Exact results are obtained for (i)
K = 0, yielding the critical point (σc =
√
pi/(2
√
2),0), and (ii) σ = 0,
yielding the critical point (Kc =−0.25,σ = 0).
global synchrony, one has a continuous phase transition from
a low-σ synchronized phase to a high-σ incoherent phase. For
negative values of K, there is instead a competition between
the two types of interaction. One has a continuous transition
as long as K > KTricritical and otherwise a first-order transition.
As stated earlier, for K = 0, we recover the transition point of
the usual Kuramoto model.
For σ = 0, we now discuss how one may obtain exact re-
sults for the critical value Kc. In this case, the dynamics (4)
takes the form of Eq. (3), with the potential in dimensionless
form given by
V ({θ j}) =−r
L
∑
i=1
cos(ψ−θi)
−K
L
∑
i=1
[cos(θi+1−θi)+ cos(θi−1−θi)]. (8)
As mentioned in Section II, the stationary solution then corre-
sponds to values of θi’s that minimize the potential V . Con-
sider first the incoherent phase, which has by definition a zero
value for stationary r, and the potential is minimized by hav-
ing angles of oscillators on nearest-neighbor sites differing by
an amount equal to pi (since K is here negative, see Fig. 6).
The corresponding minimum value of the potential (8) is given
by
Vinc = 2KL. (9)
On the other hand, the potential can also be minimized by hav-
ing all the angles equal to one another (which is the favored
state for σ = 0), yielding unity for the stationary r (maximally
synchronized phase) and the potential having the correspond-
7ing value
Vsync =−L−2KL. (10)
It is then evident that equating Vinc with Vsync defines Kc such
that on either side of this critical value, it is the incoherent
or the synchronized phase that minimizes the potential and is
consequently observed in the stationary state. The equality
2KcL=−L−2KcL yields the exact critical value Kc =−0.25.
In the following section, we embark on an analysis of the
dynamics (4) based on an approximate theory that allows to
obtain the behavioral trend of the order parameter in the sta-
tionary state.
VII. THEORETICAL ANALYSIS
In this section, we discuss a suitably-modified version of
an approximate time-averaged theory proposed in [21], see
also [18], which allows to obtain quite accurately the behavior
of the order parameter in the stationary state of our model in
parameter regimes of continuous transitions. To proceed, let
us define a weighted adjacency matrix as
Wi j ≡ 1L (1−δi j)+Kδi, j±1; i, j = 1,2, . . . ,L, (11)
in terms of which we rewrite Eq. (4) as
dθi
dt
= σωi+ Im
[
e−iθi
L
∑
j=1
Wi jeiθ j
]
. (12)
Let us now consider the above dynamics in the stationary
state, and express it as
dθi
dt
= σωi+ r
(T)
i sin(ψi−θi)+hi(t), (13)
where we have defined a time-averaged local order parameter
for the i-th site as
r(T)i e
iψi ≡
L
∑
j=1
Wi j〈eiθ j〉
= reiψ +K
(
〈eiθi+1〉+ 〈eiθi−1〉
)
− 1
L
〈eiθi〉, (14)
with the angular brackets denoting as usual time average over
dynamics in the stationary state for a given frequency realiza-
tion {ωi}, while hi(t) denotes stationary-state fluctuations:
hi(t)≡ Im
[
e−iθi
L
∑
j=1
Wi j
(
eiθ j −〈eiθ j〉
)]
. (15)
In obtaining the first term on the rhs of Eq. (14), we have
used the fact that since we are in the stationary state, we have
〈reiψ〉= reiψ . Note that the quantities r(T)i and ψi are by defi-
nition time independent.
The time-averaged theory aims to study the synchronized
phase by neglecting for large L the fluctuations hi(t) in the
dynamics (13) [18, 21], which therefore reads
dθi
dt
= σωi+ r
(T)
i sin(ψi−θi). (16)
Considering the dynamics (16), it is well known from the
study of a similar equation occurring in the usual Kuramoto
model [8, 14] that if the i-th oscillator has r(T)i having such
a value that σ |ωi| ≤ r(T)i , the quantity θi−ψi would have a
stable fixed point given by sin(θi−ψi) = σωi/r(T)i ; cos(θi−
ψi) = +
√
1−σ2ω2i /(r(T)i )2, the latter determining the value
of θi−ψi in the stationary state. All such oscillators satisfying
σ |ωi| ≤ r(T)i are therefore called phase-locked or synchronized
oscillators. On the other hand, oscillators with σ |ωi| > r(T)i
constitute the so-called drifting oscillators, for which the dy-
namics (16) does not allow for a stable fixed point.
Let ρ j(θ)dθ denote the stationary probability that the j-th
oscillator, with its natural frequency equal to ω j, has its angle
in the range (θ ,θ +dθ ). If the j-th oscillator is phase locked,
the normalized density is given by [14, 16]
ρ lockedj (θ −ψ) = r(T)j cos(θ −ψ)δ
(
σω j− r(T)j sin(θ −ψ)
)
×Θ(cos(θ −ψ)) , (17)
with Θ(x) being the Heaviside step function. On the other
hand, the probability density in the case that the j-th oscillator
is drifting is given by [14, 16]
ρdriftj (θ −ψ) =
1
2pi
√
σ2ω j2− (r(T)j )2
|σω j− r(T)j sin(θ −ψ)|
. (18)
The value of r(T)i may then be found self-consistently as
r(T)i = r
(T)
i
∣∣
locked+ r
(T)
i
∣∣
drift
= ∑
j; σ |ω j |≤r(T)j
Wi j〈ei(θ j−ψi)〉+ ∑
j; σ |ω j |>r(T)j
Wi j〈ei(θ j−ψi)〉.
(19)
The contribution of the locked oscillators to the order param-
eter is calculated as follows:
r(T)i
∣∣
locked = ∑
j; σ |ω j |≤r(T)j
Wi j〈ei(θ j−ψ j)ei(ψ j−ψi)〉. (20)
These oscillators have θ j −ψ j taking up time-independent
values in the stationary state, so that the corresponding factor
may be taken out of the angular brackets in Eq. (20), More-
over, ψi and ψ j being time independent, we have 〈ei(ψ j−ψi)〉=
ei(ψ j−ψi). The time-independent values for θ j −ψ j are dis-
tributed according to the delta-function distribution (17), im-
plying that we have (θ j−ψ j) = sin−1
(
σω j/r
(T)
j
)
; cos(θ j−
ψ j) = +
√
1−σ2ω2j /(r(T)j )2). Putting all these together, we
have
r(T)i
∣∣
locked = ∑
j; σ |ω j |≤r(T)j
Wi jei(ψ j−ψi)
×
√√√√1− σ2ω2j
(r(T)j )2
+ i
σω j
r(T)j
 . (21)
8Proceeding in the same manner as for the locked oscillators,
we may obtain the contribution of the drifting oscillators:
r(T)i
∣∣
drift = ∑
j; σ |ω j |>r(T)j
Wi j〈ei(θ j−ψ j)ei(ψ j−ψi)〉
= ∑
j; σ |ω j |>r(T)j
Wi jei(ψ j−ψi)〈ei(θ j−ψ j)〉
= ∑
j; σ |ω j |>r(T)j
Wi jei(ψ j−ψi) [〈cos(θ j−ψ j)〉+ i〈sin(θ j−ψ j)〉] .
(22)
Now, the drifting oscillators, unlike the locked ones, do not
have time-independent values for their angle θ j−ψ j, but in-
stead have their values distributed according to the stationary
distribution (18). Consequently, in computing the time aver-
age 〈ei(θ j−ψ j)〉, we need to consider that (θ j−ψ j) would take
values following the distribution (18), so that we have
〈cos(θ j−ψ j)〉=
∫ 2pi
0
d(θ −ψ) ρdriftj (θ −ψ)cos(θ −ψ) = 0,
(23)
and
〈sin(θ j−ψ j)〉=
∫ 2pi
0
d(θ −ψ)ρdriftj (θ −ψ)sin(θ −ψ)
=
σω j
r(T)j
1−
√√√√1− (r(T)j )2
σ2ω j2
 , (24)
finally yielding
r(T)i
∣∣
drift= ∑
j; σ |ω j |>r(T)j
Wi jei(ψ j−ψi)
×
iσω j
r(T)j
1−
√√√√1− (r(T)j )2
σ2ω j2

 . (25)
Using Eqs. (21) and (25) in Eq. (19), and then equating real
and imaginary parts from both sides of it, we get
r(T)i =
∑
j; σ |ω j |≤r(T)j
Wi j
cos(ψ j−ψi)
√√√√1− σ2ω2j
(r(T)j )2
− sin(ψ j−ψi)
σω j
r(T)j
− ∑
j; σ |ω j |>r(T)j
Wi j
sin(ψ j−ψi)σω j
r(T)j
1−
√√√√1− (r(T)j )2
σ2ω j2

 ,
(26)
0 =
∑
j; σ |ω j |≤r(T)j
Wi j
sin(ψ j−ψi)
√√√√1− σ2ω2j
(r(T)j )2
+ cos(ψ j−ψi)
σω j
r(T)j
+ ∑
j; σ |ω j |>r(T)j
Wi j
cos(ψ j−ψi)σω j
r(T)j
1−
√√√√1− (r(T)j )2
σ2ω j2

 .
(27)
The above equations are solved with the choice ψi =ψ j ∀ i, j.
Equation (27) then reduces to
0=∑
j
Wi j
σω j
r(T)j
− ∑
j; σ |ω j |>r(T)j
Wi j
σω j
r(T)j

√√√√1− (r(T)j )2
σ2ω j2
 ,
(28)
while Eq. (26) now reads
r(T)i = ∑
j; σ |ω j |≤r(T)j
Wi j
√√√√1− σ2ω2j
(r(T)j )2
 . (29)
Equations (28) and (29) are simultaneously satisfied by taking
all r(T)i ’s to be even in {ω j}: r(T)i ({ω j}) = r(T)i ({−ω j}) ∀ i
and satisfying Eq. (29). With our choice of ω j’s being sam-
pled from a symmetric g(ω) : g(ω) = g(−ω), Eq. (28) is then
automatically satisfied for large L, as the contributions in the
two sums for every pair of positive and negative ω j cancel
each other. The set of L coupled equations (29) when solved
numerically determines the set {r(T)i }. Equation (14) then al-
lows to obtain the order parameter r for a given frequency
realization {ω j} as
r =
1
(1+2K)L−1
∣∣∣∣∣ L∑i=1 r(T)i eiψi
∣∣∣∣∣= 1(1+2K)L−1
∣∣∣∣∣ L∑i=1 r(T)i
∣∣∣∣∣ ,
(30)
where in the last step we have used the fact that all the ψi’s
are equal. Finally, we average the value of r so obtained over
different frequency realizations.
We use Eq. (30) to obtain the behaviour of the order pa-
rameter r versus σ for various values of K and compare with
that obtained from direct numerical integration of the dynam-
ics (4) for a lattice of size L = 3200, see Fig. 7. The values of
K are: K = 0.1 (panel (a)), K = 0.04 (panel (b)), K = −0.04
(panel (c)), K =−0.1 (panel (d)), and K =−0.21 (panel (e)).
The data have been averaged over several frequency realiza-
tions. Note that the time-averaged theory described above is
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FIG. 7. (Color online) The figure shows the variation with σ of the
stationary order parameter r obtained for the dynamics (4) on a lattice
of size L = 3200, for five values of K: K = 0.1 (panel (a)), K = 0.04
(panel (b)), K = −0.04 (panel (c)), K = −0.1 (panel (d)), and K =
−0.21 (panel (e)). The frequency distribution is a Gaussian with
zero mean and unit variance. The figure shows data obtained from
numerical integration of the dynamics and from the time-averaged
theory discussed in Section VII.
valid in the synchronized phase. For positive as well as low
negative K, the order parameter behaviour obtained from the
theory is in very good agreement with numerics, see Fig. 7,
panels (a), (b) and (c). With K becoming more negative so
that one approaches the tricritical point (see Fig. 6), the de-
viation between theory and numerics becomes evident, espe-
cially close to the phase transition point, see Fig. 7(d). For K
values for which one has a first-order transition, the match
between the theory and numerical results worsens substan-
tially, even somewhat deep into the synchronized phase, see
Fig. 7(e). Nevertheless, the remarkable agreement in the case
of continuous transitions lets us conclude that there is good
enough merit in using the time-averaged theory in obtaining
the behavioral trend of stationary r in the synchronized phase.
We anticipate that in parameter regimes of first-order transi-
tions, the local field set up by the nearest-neighbor interaction
competing with the global mean-field leads to enhanced fluc-
tuations neglected in our time-averaged theory. It would be
interesting to formulate a theory that would explain the varia-
tion of r for K values for which r shows a first-order transition
as well as for K values to the right of the tricritical point as
the latter is approached from the side of continuous transi-
tion, see Fig. 6. One crucial issue would then be to devise a
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FIG. 8. (Color online) Variation of order parameter r with
adiabatically-tuned σ in the stationary state of the dynamics (4)
on a lattice of size L = 3200 and for four values of K, namely,
K = 0.04 (panel (a)), K = −0.1 (panel (b)), K = −0.23 (panel (c)),
and K = −0.24 (panel (d)). The frequency distribution g(ω) is a
Lorentzian with zero mean and unit width. The results correspond
to a typical realization of the frequencies. Hysteresis behaviour is
observed only in panels (c) and (d). The data are obtained from nu-
merical integration of the dynamics (4).
suitable measure that is analytically tractable and yet able to
take into account local fluctuations. A possibility is that the
one-oscillator distribution function that was employed in the
time-averaged theory is dispensed with, and consider instead,
e.g., a two-oscillator distribution function that gives the joint
probability density for two consecutive-site oscillators to ob-
serve given angle values at a given time instant.
VIII. CONCLUSIONS
In this work, we studied a variation of the celebrated Ku-
ramoto model of spontaneous collective synchronization, by
including in the dynamics a nearest-neighbor interaction on
a one-dimensional lattice with periodic boundary conditions.
For unimodal and symmetric frequency distributions, we
demonstrated that the resulting dynamics exhibits a rich phase
diagram in the stationary state, with the system exhibiting syn-
chronized and incoherent phases separated by transition lines
that could be either continuous or first-order. The first-order
and continuous transition lines meet at a tricritical point. For
such frequency distributions, the usual Kuramoto model that
has only mean-field interaction exhibits only continuous tran-
sitions and the model with solely nearest-neighbor interac-
tions exhibits only the incoherent phase with no transitions.
Our work highlights that a competition between the two types
of interactions brings in new features, namely, that the sys-
tem in contrast to the only-nearest-neighbor case does exhibit
global synchrony, and moreover, that transitions between the
synchronized and the incoherent phase can be either continu-
ous or first-order depending on parameter regimes. Although
we have studied in detail the case of Gaussian frequency dis-
tributions, we have verified for another choice of the distri-
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bution, namely, a Lorentzian, the existence of continuous and
first-order transitions, see Fig. 8. It may be mentioned in the
passing that the dynamics (4) on setting σ to zero maps on
to the overdamped, noisy dynamics of a paradigmatic model
of long-range interactions, the Hamiltonian mean-field (HMF)
model with additional nearest-neighbor interactions [22, 23],
in the limit in which the noise strength T is zero. The HMF
model with nearest-neighbor interactions and in presence of
finite noise (T 6= 0) in the dynamics has an equilibrium sta-
tionary state in which the system exhibits a tricritical point.
It would be interesting to investigate phase transitions of the
model that includes the effect of all the nonzero parameters,
namely, K,σ ,T . Investigations in these directions will be re-
ported elsewhere.
Appendix A: Scaling theory of continuous transitions in
equilibrium
Equilibrium continuous phase transitions are associated
with a singularity in the second derivative of the free energy,
and are observed strictly in an infinite system [24]. While the
limit of an infinite system can be achieved in theoretical anal-
ysis, experiments and numerical analysis invariably involve
systems of finite size. Finite-size scaling theory allows to es-
timate the phase transition point, i.e., the parameter value at
which a singularity occurs in an infinite system, by analyz-
ing the data for large but finite systems. For our discussions
of the finite-size scaling theory, consider a system with two
different phases characterized by a real scalar order parame-
ter Ψ, and a continuous phase transition occurring as a func-
tion of temperature T with the system existing in an ordered
phase with |Ψ| > 0 (respectively, in a disordered phase with
Ψ = 0) at temperatures below a critical temperature Tc (re-
spectively, at and above Tc). Defining t ≡ (T − Tc)/Tc and
considering a system with linear dimension L (so that N, the
number of degrees of freedom, scales as N ∼ Ld , with d be-
ing the dimension of the embedding space), let us denote the
correlation length as ξ (L), the order parameter as Ψ(L), and
consider the quantity χ(L)≡ Ld (〈(Ψ(L))2〉−〈Ψ(L)〉2), mea-
suring stationary-state fluctuations of the order parameter and
related to the zero-field susceptibility. Here, 〈·〉 denotes time
average in the stationary state. Then, a continuous phase tran-
sition, observed as L→ ∞, is characterized by the divergence
of the correlation length ξ (∞) at temperatures around the crit-
ical point as ξ (∞) ∼ |t|−ν ; t → 0, where ν is a critical expo-
nent [24]. The critical exponent β characterizes the behavior
of Ψ(∞) close to the critical point, as Ψ(∞)∼ (−t)β ; t→ 0−.
The quantity χ(∞) is on the other hand known to diverge as
χ(∞)∼ |t|−γ ; t→ 0, where γ is another critical exponent. For
large but finite L and at a given |t| → 0, if one has L ξ (∞),
no significant finite-size effects should be observed. On the
other hand, for L ξ (∞), the system size will cut-off long-
distance correlations, and hence, finite-size rounding off of
critical-point singularities is expected. It is then reasonable
to expect for small |t| that the ratio ξ (∞)/L (or, equivalently,
the ratio |t|L1/ν ) controls the behavior of χ, Ψ, etc, so that
one may write under the assumptions of the finite-size scaling
theory the following scaling forms [25]:
Ψ(L)∼ L−β/ν f (|t|L1/ν),
(A1)
χ(L)∼ Lγ/νg(|t|L1/ν).
The scaling functions f (x) and g(x), defined with x > 0, be-
have in the limit x→ ∞ as f (x) ∼ xβ and g(x) ∼ x−γ . In the
limit x→ 0, the functions behave as f (x)|x→0→ constant and
g(x)|x→0 → constant. Such forms ensure that as required, in
the limit L→ ∞ at a fixed and small |t|, we have Ψ(∞) ∼ tβ
and χ(∞)∼ |t|−γ . On the other hand, at a fixed L, as |t| → 0,
one has Ψ(L)∼ L−β/ν and χ(L)∼ Lγ/ν .
In order to estimate the critical point of a continuous transi-
tion, one proceeds as follows. For finite L, the infinite-L diver-
gence in χ is rounded and shifted over a finite range of temper-
ature around a pseudo-critical point Tc(L); in the limit L→∞,
the region shrinks to zero and Tc(L) converges to infinite-L
value Tc as [26]
Tc(L)−Tc ∝ L−1/λT , (A2)
with λT a phenomenological exponent to characterize the
shifting of Tc(L) with L. In numerics, one uses the data for the
maximum of χ(L) for different L to obtain Tc(L) as a func-
tion of L. Fitting the plot to a power law of the form (A2)
then allows to estimate Tc. Using this value of Tc and the scal-
ing forms (A1), one then plots the finite-L data (Lβ/νΨ(L) vs.
|t|L1/ν and L−γ/νχ(L) vs. |t|L1/ν ) and obtains estimates of
the critical exponents by requiring that the data for large L
collapse onto each other.
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