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Abstract
We consider the impact of multi-user interference on a bit-
interleaved coded-modulation system with M-ary PPM (BIC M-
ary PPM) in an impulse-radio ultra-wideband physical layer. In
a realistic scenario such as an ad hoc network, the interference
is inherently variable. This justies the need for a physical
layer that can optimally adapt its transmission parameters to
the interference level. We use puncturing on the channel code
so that we can not only change the modulation order M but
also the channel code rate. We study by simulation how the
optimal combination of modulation order M and channel code
rate behaves with various degrees of interference. The results
show that BIC M-ary PPM can be successfully adapted to various
levels of interference conditions. It also shows the benet of both
rate and modulation adaptation, especially in the presence of
multi-user interference.
I. INTRODUCTION
Recent results [1], [2] in the field of medium-access control
(MAC) for UWB time-hopping impulse-radio ad-hoc networks
have demonstrated the advantages of rate adaptation. With rate
adaptation, nodes do not attempt to control the interference
they create for concurrent users. Instead, they adapt their
transmission rate to the current level of interference. In [1]
and [2] a transmitter adapts its rate by dynamically changing
the channel code rate based on feedback from its destination.
This scheme is very efficient in the presence of a high level of
interference. However, when the network is lightly loaded, the
possibility of augmenting the modulation order would permit
for a great increase in spectral efficiency.
This motivates us to study the performance of a physical
layer that can not only adapt its channel code rate, but also
increase the modulation order. We selected bit-interleaved
coded-modulation (BICM) [3]. It has a low complexity and
can be easily used with any type of binary channel code. We
use it with M-ary pulse position modulation (M-ary PPM).
In this paper, we are not interested in optimizing the
channel code or interleaver design. Rather, we want to study
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the interaction between the modulation order M and the
channel code rate Rc. Furthermore, we want to show how this
relatively simple design can yield to substantial performance
improvements.
Bit-interleaved coded modulation (BICM) was proposed in
[3] and [4] and M-ary PPM for UWB was analyzed in [5].
Previous work on combined modulation and channel coding
can be found in [6], [7], [8] and [9]; they all consider signal
constellations in two dimensional spaces. Hence, they do not
take advantage of the infrequent pulse transmission charac-
teristics of pulse based physical layers. Instead of changing
the modulation order to increase the spectral efficiency, it is
possible to make the pulse transmission period (PTP) variable
as in [10] and [11]. However, makes the average transmitted
power on the channel variable if the power used to send a
single pulse is fixed. Note that [10] considers M-ary PPM but
without channel coding and multi-user interference (MUI).
Since we consider the effect of multi-user interference, we
cannot use the Gaussian approximation on the interference
[12]. Hence, we analyze by simulation the performance of
the BIC M-ary PPM physical layer. We consider a multi-
path channel and several concurrent transmitters. We do not
consider narrowband interference. We show the packet error
rate (PER) in various topologies and interference conditions.
We also analyze the best combination (M,Rc) of modulation
order M and channel code rate Rc in the presence of multi-
user interference.
II. SYSTEM MODEL AND ASSUMPTIONS
We consider a bit-interleaved coded-modulation system
(BICM) as described in [3]. We use M-ary pulse position
modulation (PPM) with time-hopping [5] and a binary rate-
compatible punctured convolutional (RCPC) code of rate Rc
[13]. We assume a multipath propagation channel and a
coherent, single user, Rake receiver. From the channel encoder
and the modulator, BICM is obtained by concatenating the
output of the convolutional encoder with the M-ary PPM
modulator through a bit interleaver Π. In this paper, we assume
a perfect random interleaver. Following the terminology of [3],
we denote with X = {0, 1, . . . ,M − 1} the so called signal
set of size |X | = M = 2k. We also define the binary labeling
map
µM : {c1, . . . , ck} ∈ {0, 1}
k → x ∈ X (1)
The binary labeling map µ models the modulator. In the case
of M-ary PPM, the set X corresponds to the set of available
pulse positions.
The convolutional encoder produces coded blocks c =
[c0, c2, . . . , ck∗K−1] of k∗K coded bits. Each coded block c is
interleaved. The output Π(c) of the interleaver is broken into
sub-blocks of k bits. Then, these sub-blocks are mapped into
one of the M signals in X . An illustration of the transmitter
and receiver chain is given in Figure 1.
From the modulator, the signal transmitted by the ith source
is
s(i)(t) =
K−1∑
j=0
p
(
t− jTf − c
(i)
j Tc − x
(i)
j Tm
)
(2)
where
{
x
(i)
j
}K−1
j=0
is the symbol sequence with x(i)j ∈ X , K
is the block (or packet) length Tc is the chip width, Tf is the
frame length, Tm is the pulse position offset and c(i)j is the
Time-Hopping Sequence (THS). The THS is a sequence of
integers uniformly distributed in [0, PTP − (M + 1)] where
PTP =
Tf
Tc
is the Pulse Transmission Period. We assume that
there is no inter-symbol interference or intra-symbol interfer-
ence (ISI). The constraint on the inter-symbol interference can
be enforced by having a guard time Tg at the end of each
frame, or by constraining the THS such that the minimum
spacing between two consecutive chips is larger than Tg . The
constraint on the intra-symbol interference can be enforced
by choosing a sufficiently large Tm. The pulse p(t) has unit
energy i.e.
∫
|p(t)|2dt = 1.
The channel impulse response between the ith transmitter
and the receiver is
h(i)(t) =
L−1∑
l=0
α
(i)
l δ(t− ν
(i)
l ) (3)
where δ is a Dirac function, ν(i)l is the delay induced by the
lth path and L the maximum number of paths. We denote by
A(i) =
∑L−1
l=0
(
α
(i)
l
)2
the total energy of the channel. The
channel is considered to be static for the duration of a packet
transmission.
At the receiver side, we consider a coherent, single user,
Rake receiver. However, the number of branches of the Rake
receiver is assumed to be limited to L˜ ≤ L. The received
signal is
r(t) =
U∑
i=1
h(i)(t) ∗ s(i)(t− φ(i)) + n(t) (4)
where ∗ is the convolution operator, U is the number of
transmitters present in the system, φ(i) ∈ [0, Tf ) is the delay
between the ith transmitter and the receiver, and n(t) is zero
mean white Gaussian noise with two-sided power spectral
density N02 .
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Fig. 2. Illustration of the definitions. φ(i) is the delay between interferer i and
the source, Tf is the frame length, Tc is the chip width and Tm is the pulse
position offset. The dashed curve following the pulses represents the multipath
propagation. Note that the pulse position offset Tm is not necessary equal to
the chip width Tc.
The autocorrelation Θ(τ) of the pulse p(t) is Θ(τ) =∫∞
−∞
p(t)p(t − τ)dt The pulse shape of p(t) at the receiver
is the second derivative of a Gaussian pulse, i.e.
p(t) = CE
(
1− 4pi
(
t
τp
)2)
exp
(
−2pi
(
t
τp
)2)
(5)
where τp is a time normalization factor and CE an energy
normalization factor. Hence, with (5), the autocorrelation Θ(τ)
is
Θ(τ) =
[
1− 4pi
(
τ
τp
)2
+
4pi2
3
(
τ
τp
)4]
exp
[
−pi
(
τ
τp
)2]
If Tp is the width of the pulse, the autocorrelation Θ(τ) is
equal to zero outside the interval [−Tp, Tp].
III. BIT-INTERLEAVED CODED M-ARY PPM
In this section, we first compute the outputs of the matched
filters of the M-ary PPM demodulator. We then show how
these outputs are used in the decision rule of [3] for the channel
decoder.
A. Output of the M-ary PPM matched lters
We let i = 1 be the user of interest. We assume perfect
channel knowledge and perfect synchronization between the
transmitter 1 and the receiver i.e. φ1 = 0. Since we have M
matched filter outputs, we have M template waveform wm(t),
m = 0, 1, . . . ,M − 1, matched on the signal from the first
transmitter where
wm(t) =
K−1∑
j=0
h(1)(t) ∗ p
(
t− jTf − c
(1)
j Tc −mTm
)
=
K−1∑
j=0
L˜−1∑
l=0
α
(1)
l · p
(
t− jTf − c
(1)
j Tc −mTm − ν
(1)
l
)
(6)
Then, the jth output rj,m of the mth matched filter is
rj,m =
∫ (j+1)Tf
jTf
r(t)wm(t)dt (7)
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Fig. 1. Block diagram of the BIC MPPM physical layer. The bit interleaver is denoted by Π, Rc denotes the code rate and M is the modulation order. The
channel, where multi-user interference (MUI) and noise (N ) is added, is depicted with the dashed box.
Using equations (2),(4) and (6), the right-hand side of (7)
becomes
rj,m =
U∑
i=1
L−1∑
l=0
α
(i)
l
L˜−1∑
l˜=0
α
(1)
l˜
∫ (j+1)Tf
jTf
p
(
t− jTf − c
(i)
j Tc − x
(i)
j Tm − φ
(i) − ν
(i)
l
)
p
(
t− jTf − c
(1)
j Tc −mTm − ν
(1)
l˜
)
dt
After a few manipulations, the previous expression can be
rewritten as
rj,m = sj,m +
I∑
i=2
I
(i)
j,m + nj,m (8)
The contribution sj,m of the user of interest at the output of
the mth matched filter is
sj,m =
L˜−1∑
l=0
(
α
(1)
l
)2
·Θ
[(
m− x
(1)
j
)
Tm
]
(9)
=
L˜−1∑
l=0
(
α
(1)
l
)2
1
{x
(1)
j
=m}
(10)
In a similar way, we can obtain the contribution of the ith,
i > 1, interferer is
I
(i)
j,m =
L˜−1∑
l˜=0
α
(1)
l˜
L−1∑
l=0
α
(i)
l Θ
[
∆
(i)
j,m +
(
ν
(1)
l˜
− ν
(i)
l
)
− φ(i)
]
(11)
where (see Figure 2)
∆
(i)
j,m =


(
c
(1)
j − c
(i)
j
)
+
(
m− x
(i)
j
)
Tm, if c
(1)
j · Tc > φ
(i)(
c
(1)
j − c
(i)
j−1
)
+
(
m− x
(i)
j−1
)
Tm − Tf , otherwise
(12)
Finally, the filtered white noise nj,m ∼ N
(
0, σ2N
)
with
σ2N =
N0
2
With equation (8), the original continuous time channel of
equation (4) is transformed into M parallel discrete time chan-
nels. In other words, the continuous time channel is mapped
with an equivalent vector channel p(y|x) of dimension M .
B. BIC M-ary PPM decoder
We first recall the results from [3] and then describe how
they are used in our case. We define X ib as the subset of
all signals x ∈ X whose label has the value b ∈ {0, 1}
in position i. For instance, with k = 3, the subset X 12 is
{010, 011, 110, 111}. The channel decoder makes decisions
according to the maximum likelihood (ML) rule
cˆ = arg max
c∈C
∑
j
λi
(
yj , cj
)
(13)
for i = 1, . . . , k where for b ∈ {0, 1}
λi
(
yj , b
)
= log
∑
x∈X i
b
p
(
yj |x
)
(14)
is the ML bit metric. The decision rule (13) is easily imple-
mented with a Viterbi decoder. This is a very attractive feature
from an implementation point of view.
For M > 2, the decision metric in (13) can be computation-
ally too complex. Also, it necessitates the knowledge of σ2N .
Hence for M > 2, the log-sum approximation log
∑
j zj '
maxj log zj (see [4]) can be used to obtain the following
simplified bit metrics
λ˜i
(
yj , b
)
= max
x∈X i
b
log p
(
yj |x
)
(15)
Example 1: With M = 4, the binary labeling map µ is
µ : {00, 01, 11, 10} → {x1, x2, x3, x4} (16)
Hence, for i = 1 and b = 0, the bit metrics (14) and (15) are
λ1
(
yj , 0
)
= log
[
p(yj |x1) + p(yj |x2)
]
(17)
and
λ˜1
(
yj , 0
)
= max
[
log p(yj |x1), log p(yj |x2)
]
(18)
Now in the case of a single user receiver, we can express the
suboptimal bit metric (18) as a function of the matched filter
outputs. It is straightforward to show that
λ˜1
(
yj , 0
)
= max
[
rj,1, rj,2
]
Similarly,
λ˜1
(
yj , 1
)
= max
[
rj,3, rj,4
]
λ˜2
(
yj , 0
)
= max
[
rj,1, rj,4
]
λ˜2
(
yj , 1
)
= max
[
rj,2, rj,3
]
Tf Tc Tm K
500 ns 1 ns 50 ns 1024 bits
L˜ τp Ep N0
4 0.2877 0.2818 mW -80 dBm
TABLE I
NUMERICAL VALUES OF THE PARAMETERS OF THE PHYSICAL LAYER
0 5 10 15 20 25
−5
0
5
10
15
20
25
Link distance [m]
Av
er
ag
e 
SN
R 
[dB
] w
ith
 4 
pa
ths
SNR with full Rake
Avg. SNR with 4 best fingers
Fig. 3. Comparison of the average SNR obtained with a 4 fingers Rake
receiver and the theoretical maximum SNR. The maximum SNR could be
obtained with a full Rake receiver. This figure also provides the correspon-
dence between the link distance and the SNR.
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the BIC M-
ary PPM physical layer in various conditions, most notably
in the presence of multi-user interference. Our two main
performance metrics are the rate and the packet error rate
(PER). The numerical values of the parameters of the physical
layer are given in Table I. We do not use a perfect Rake
receiver. Instead, we use a selective Rake receiver (S-Rake)
[14] with L˜ = 4. With L˜ = 4, the performance loss is
around 2 or 3 dB in terms of SNR [14]. This is confirmed
by simulation; on Figure 3, we display the average SNR with
respect to the theoretical SNR that would be obtained with
a full Rake receiver. Even tough we gather only L˜ paths of
the channel impulse response, a large enough value of Tm is
necessary in order to accommodate for the delay spread of
the multipath channel. This ensures the orthogonality of the
modulation.
We selected the RCPC codes from [15]; the mother code has
rate 14 . Along with the uncoded case (Rc = 1), they provide
the following set of available rates
R = {R0, R1, . . . , R24}
= {1, 8/9, 8/10, 8/11, . . . , 8/32}
of size |R| = 25. The block (or packet length) is K = 1024
bits.
We consider M = 2, 4, 8. The maximum value of the
modulation order is limited by the frame length Tf . Following
[3], we use a Gray mapping for the modulation map µ. For
M = 4
µ4 : {00, 01, 11, 10} → {0, 1, 2, 3} (19)
and for M = 8
µ8 : {000, 001, 011, 010, 110, 111, 101, 100}
→ {0, 1, 2, 3, 4, 5, 6, 7} (20)
The channel parameters are chosen according to the IEEE
802.15.4a CM1 channel model [16]. The path loss attenuation
is computed according to [17]. All the simulations have
been performed using Matlab. We consider three interference
scenarios. A first scenario with no multi-user interference
(U = 1), a second scenario with one interferer at one meter
from the receiver (U = 2) and a third scenario with five
interferers at one meter from the receiver (U = 6). We present
the results as a function of the link distance between the
transmitter of interest and the receiver. The correspondence
between the average received SNR and the link distance is
given by Figure 3.
A. Effect of the Multi-User Interference on the Packet Error
Rate
On Figure 4(a) we show the PER with no MUI for Rc = 45 ,
Rc =
1
2 and Rc =
1
4 for M = 2, 4, 8. Similarly, on Figure 4(b)
we show the PER for for the same set of modulation order
and channel code rate in the presence of five interferers. On
Figure 5(a) and Figure 5(b), we fix M = 2 and compare the
PER with Rc = 1 (uncoded), Rc = 45 and Rc =
1
2 . Already
with Rc = 45 we can observe a significant decrease of the PER
with respect to the uncoded case.
A traditional way to compute the PER if only the bit error
rate (BER) is available is to use
P̂ER = 1− (1−BER)K (21)
This assumes that all the bits of the packet are independent
and identically distributed (i.i.d). Since we can also obtain the
BER from our simulations, we compare (21) with the PER we
obtained by simulations. As can be observed on Figure 4 with
M = 2, equation (21) is only valid in the uncoded case without
MUI. In the other cases, using (21) always overestimates the
PER. Results are similar with M = 4, 8. Indeed, the MUI
breaks the i.i.d assumption.
B. Effect of the Multi-User Interference on the Best Combi-
nation of Modulation and Channel Code
For each of the scenarios, we computed for each link
distance the PER for each modulation order and a subset of the
available channel code rate1. Then for each modulation order,
we looked for the best rate, i.e. the maximum channel code rate
assuming a maximum PER of 1%. From these curves, we can
infer the best combination of modulation order and channel
code rate. The results are presented on Figure 6 and the best
1Every two channel codes starting from Rc = 1. Hence there are 13
available rates.
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(a) M = 2 and no interferers. With the channel code, the PER
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Fig. 5. From left to right, the three plain curves correspond to the PER with no coding, Rc = 45 and Rc =
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and M = 2. The dashed curves are the PER
approximation using the traditional approximation 1− (1−BER)K . The approximation is valid only in the uncoded case without MUI.
combination of modulation and channel code are given in
Table II. It is interesting to observe in Table II that every time
the modulation order changes, the coding rate either decreases
or stays constant. There are no coding rates augmentation
when the modulation order decreases.
On Figure 6, we can clearly observe the rate decrease
due to the MUI in near-far cases. When one interferer is
present, the range is reduced by approximately 4 meters. For
5 interferers, it is reduced by 8 meters. The slope of the
rate curve increases with the level of MUI. However, when
the distance between the transmitter and the receiver is short
relative to the distance between the interferers and the receiver,
the MUI has practically no impact.
C. A Note about the Power Consumption
The energy per data bit Ed is defined as Ed = EPkRc Hence
Ed decreases if either k increases or the code rate Rc increases.
However, when k is incremented, the number of matched
filter outputs at the receiver is doubled. Hence, when k is
increased, the decrease of Ed has to be compared with the
Link distance in meters 1 2 3 4 5 6 8 10 12 14
U = 0 M 8 8 8 8 8 8 8 4 4 2
Rid 0 0 2 2 4 6 12 16 22 24
U = 1 M 8 8 8 8 8 8 4 2 n/a n/a
Rid 0 0 2 4 12 12 20 24 n/a n/a
U = 5 M 8 8 8 4 2 2 n/a n/a n/a n/a
Rid 0 2 8 8 12 16 n/a n/a n/a n/a
TABLE II
BEST COMBINATION OF MODULATION ORDER AND CHANNEL CODE
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the presence of 5 interferers at a distance of 1m from the receiver.
Fig. 6. For various interference conditions, the plain curves represent the best rates obtained for each modulation order M for M = 2, 4, 8. For a given M
and link distance, the best rate is obtained by looking for the best channel code assuming a maximum PER. The dashed curves represent the rates obtained
for each M with the channel code of lowest rate. These figure clearly show the benefit of being able to adapt the code rate and the modulation in various
interference conditions, even in the presence of strong near-far interference.
energy required to produce the M = 2k matched filters.
V. CONCLUSION
BIC M-ary PPM appears to be perfectly suitable for an
adaptive system as in [1], [2]. In the case of a channel without
multiuser interference, the modulation could be easily adapted
to the channel condition. Indeed, the receiver could track one
or several channel metrics such as the bit metrics at the output
of the decoder (see (14)), the received energy, or the M-ary
PPM channel capacity. However, in the case of a channel
with interfering users, the choice of an appropriate metric and
adaptation algorithm remains open.
It would be interesting to study the performance of BIC
M-ary PPM with an iterative decoder as is done with BICM-
ID [18] as well as the performance with an energy detector
instead of a Rake receiver. Also, in the presence of near-
far interference, an interference mitigation [2] scheme could
increase the performance.
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