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a b s t r a c t
This paper presents a modified quasi-Newton method for structured unconstrained
optimization. The usual SQN equation employs only the gradients, but ignores the available
function value information. Several researchers paid attention to other secant conditions
to get a better approximation of the Hessian matrix of the objective function. Recently
Yabe et al. (2007) [6] proposed the modified secant condition which uses both gradient
and function value information in order to get a higher-order accuracy in approximating
the second curvature of the objective function. In this paper, we derive a new progressive
modified SQN equation, with a vector parameter which use both available gradient and
function value information, that maintains most properties of the usual and modified
structured quasi-Newton methods. Furthermore, local and superlinear convergence of the
algorithm is obtained under some reasonable conditions.
Crown Copyright© 2010 Published by Elsevier B.V. All rights reserved.
1. Introduction
We consider the following unconstrained optimization problem
min
x∈Rn
f (x), f : Rn → R. (1.1)
The structured secant method is a class of efficient methods developed in recent years for unconstrained optimization
problem in which the Hessian of the objective function has some special structure and is partially available i.e., there exists
a given function C(x) such that
∇2f (x) = C(x)+ A¯(x), (1.2)
where thematrix C(x) contains only the first-order informationwhich is usually cheap to compute but A¯(x) contains second-
order information of Hessian which is usually expensive to calculate. Note that if ∇2f (x) and C(x) are nonsingular, we can
write
[∇2f (x)]−1 = C(x)−1 + A(x). (1.3)
Problems whose Hessian matrices have special structures like (1.2) arise in several optimization problems. A primary and
typical example is the nonlinear least squares problem: see [1,2].
min
x∈Rn
f (x) = 1
2
r(x)T r(x) =
l∑
i=1
ri2(x), (1.4)
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where l ≥ n and r : Rn → Rl is nonlinear and ri(x) is the ith component function of r(x), so
∇r(x) = (∇r1(x), . . . ,∇rl(x))T ∈ Rn×l
and the Hessian of f is given by (1.2) with
C(x) = ∇r(x)∇r(x)T , A¯(x) =
l∑
i=1
ri(x)∇2ri(x).
In this paper, we consider a new quasi-Newton algorithm for solving the structured unconstrained optimization problem.
Standard quasi-Newton methods approximate the whole Hessian matrix of f (x). Many kinds of updating formulae, and
convergence properties of these methods were proposed. if the information of the Hessian matrix is partially known, it
is desirable to use of this information to obtain more efficient methods. Dennis, Martinez and Tapia [3] presented some
quasi-Newton methods with partially known Hessian. i.e.,
[∇2f (xk)]−1 ≈ C(xk)−1 + A(xk).
Their main idea was to use a matrix Ak to approximate A(xk) at the kth iteration in (1.3) and to update Ak based on the
quasi-Newton equation
(C(xk+1)−1 + Ak+1)yk = sk
that is equivalence with
Ak+1yk = s]k, (1.5)
where
sk = xk+1 − xk, yk = g(xk+1)− g(xk), s]k = sk − C−1(xk+1)yk.
For solving the problem (1.5), Dennis, Gay and Welsh [4] proposed the structured DFP update, and Dennis and Walker [5]
showed local and q-superlinear convergence of this method. Dennis, Martinez and Tapia [3] and proved local and q-super-
linear convergence of the structured BFGS update, which was proposed in [2].
Yabe et al. [6] proposed new modified quasi-Newton equation
Bk+1sk = zk,
where
zk = yk + ρk θksTkuk
θk = 3(g(xk+1)+ g(xk))T sk + 6(f (xk)− f (xk+1)).
They prove that zk is better than yk and also better than yk proposed in [7] because zk approximates∇2f (xk+1)sk with higher
accuracy.
In this paper, with using of Yabe et al. proposal we present a progressive modified quasi-Newton method for problem
(1.1) with partial information on the Hessian. In Section 2, we review the Yabe secant equation and introduce a structured
quasi-Newton based on Yabe equation. according to this equation in Section 3 introduce a progressive modified quasi-
Newton for structured unconstrained optimization. In Section 4, we show a local and q-superlinear convergence property
of the new algorithm.
2. Modified secant condition
In this section, we describe the secant condition proposed in [6]. that is introduced by embedding one parameter into
the secant condition of Zhang et al. The secant condition of Yabe et al. exploits not only the gradients but also the function
values and possesses better theoretical advantage than the standard one in the sense that their secant condition possesses a
more accurate curvature information. Assume that the objective function f is smooth enough. Let sk be the step taken from
xk and expand the function and the gradient at xk+1 = xk + sk in the Taylor series along−sk:
f (xk) = f (xk+1)− sTk∇f (xk+1)+
1
2! s
T
k∇2f (xk+1)sk −
1
3! sk
T (Tk+1sk)sk + O(‖sk‖4),
sTk∇f (xk) = ∇f (xk+1)− sTk∇2f (xk+1)sk +
1
2! s
T
k (Tk+1sk)sk + O(‖sk‖4)
where Tk+1 ∈ Rn,n,n is the tensor of f at xk+1. Canceling the terms which include the tensor yields
sTk∇2f (xk+1)sk = (∇f (xk+1)−∇f (xk))T sk + 6(f (xk)− f (xk+1))+ 3(∇f (xk+1)+∇f (xk))T sk + O(‖sk‖4). (2.6)
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Since sTkBk+1sk is required to approximate the curvature of the Hessian ∇2f (xk+1), Zhang et al. dealt with the equation
sTkBk+1sk = sTkyk + θk
where
θk = 6(f (xk)− f (xk+1))+ 3(∇f (xk+1)+∇f (xk))T sk. (2.7)
Yabe et al. proposed the following condition based on the above relation:
Bk+1sk = zk, zk = yk + ρk θksTku
u (2.8)
where u ∈ Rn is any vector such that sTku 6= 0. We note that Zhang et al. dealt with the special case ρk = 1. The secant
condition (2.8) is justified by the following theorem, which can be found in [7].
Theorem 2.1. If f (x) is twice continuously differentiable and theHessianmatrix∇2f (x) is Lipschitz continuous in an open convex
set that contains xk and xk+1, then the following estimates hold:
sTk (∇2f (xk+1)sk − yk) = O(‖sk‖3)
sTk (∇2f (xk+1)sk − zk) = (1− ρk)θk + O(‖sk‖4).
If the parameter ρk is chosen so that |1− ρk| = O(‖sk‖), we have
sTk (∇2f (xk+1)sk − zk) = O(‖sk‖4).
It follows from Theorem 2.1 that the curvature sTkBk+1sk given by any quasi-Newton update with (2.8) approximates the
second-order curvature sTk∇f (xk+1)sk with a higher precision than the curvature sTkBk+1sk when ρ = 0. Based on condition
(2.8), Yabe et al. obtained the BFGS-like update and the DFP-like update separately and showed that new quasi-Newton
methods had the local and q-superlinear convergence.
In next section, we will apply the new quasi-Newton equation to the structured secant methods; in the sense, we define
new quasi-Newton equation
Ak+1zk = s]k,
where
zk = yk + ρk γksTku
u (∀u : sTku 6= 0). (2.9)
3. The algorithm
In this section, we propose a progressivemodified quasi-Newtonmethod for structured unconstrained optimizationwith
partial information on the Hessian based on the approximation zk to ∇2f (xk+1)sk. The new quasi-Newton equation is
Ak+1zk = s]k, (3.10)
where zk is defined by (2.9) and s
]
k = sk − C(xk+1)−1zk. Notice that C(x) is the known part of the Hessian H(x).
In our progressive modified quasi-Newton method, if sTk zk ≤ 0 we set Ak+1 = Ak because of the superlinear convergence
consideration; otherwise update Ak according to the scheme of least-change secant update formula proposed in [3], a two-
rank update for Ak satisfying (3.10) is
Ak+1 = Ak + (s
]
k − Akzk)sTk + sk(s]k − Akzk)T
sTk zk
− z
T
k (s
]
k − Akzk)sksTk
(sTk zk)2
. (3.11)
Based on the above discussion, the following algorithm is obtained:
Progressive Modified Structured Secant algorithm (PMSS):
Let x0 be a initial approximation to the solution of (1.1) such that C(x0) is nonsingular. A0 ∈ Rn×n. Given xk, Ak such that
C(xk) is nonsingular, the kth step for obtaining xk+1, Ak+1 is:
Step 1. If ‖gk‖ = 0, stop; otherwise.
Step 2. Compute Hk = C−1(xk)+ Ak and sk = −Hkgk.
Step 3. Set xk+1 = xk + sk.
Step 4. Compute yk = gk+1 − gk and γk = 3(gk+1 + gk)T sk − 6(fk+1 − fk).
Step 5. Set: zk = yk + ρk γksTk uu, s
]
k = sk − C(xk+1)−1zk.
Step 6. If sTk zk ≤ 0 set Ak+1 = Ak; otherwise update Ak by (3.11) and set k = k+ 1.
808 K. Amini, A. Ghorbani Rizi / Journal of Computational and Applied Mathematics 234 (2010) 805–811
4. Convergence analysis
In this sectionwewill prove local and q-superlinear convergence of PMSS algorithm. At first, we prove that for sufficiently
large k, sTk zk > 0, which implies that Ak+1 is always computed by (3.11) when k is large enough. Then, we show the bounded
deterioration of {Ak} and theDennis–Moré condition of {Bk}. Consequently, the local and superlinear convergence is achieved
by the modified method.
Let D = {x : ‖x− x∗‖ < 1}, where 1 > 0 is a sufficiently small constant and x∗ ∈ Rn is a local solution of the problem
(1.1), we need the following assumptions in the rest of the paper.
(A1) C(x∗) is nonsingular.
(A2) The function f is twice continuously differentiable in D and there exists a constant L > 0 such that for all x, y ∈ D
‖∇2f (x)−∇2f (y)‖ ≤ L‖x− y‖,
‖C−1(x)− C−1(y)‖ ≤ L‖x− y‖.
(A3) For a given u ∈ Rn in (2.9), there exists a constant τ ∈ (0, 1] such that
|uT sk| ≥ τ‖u‖ ‖sk‖ : ∀k
(A4) The parameter ρk in (2.9) is uniformly bounded, i.e., there exists a positive constant ρ¯ such that |ρk| ≤ ρ¯.
(A5) There exist constants 0 < m < M such that for all x ∈ D andw ∈ Rn
m‖w‖2 ≤ 1
2
wT∇2f (x)w ≤ M‖w‖2.
It follows easily from assumption (A2) that for any x, xˆ ∈ D,
‖g(x)− g(xˆ)−∇2f (x∗)(x− xˆ)‖ ≤ Lσ(x, xˆ)‖x− xˆ‖, (4.12)
where σ(x, xˆ) = max{‖x− x∗‖, ‖xˆ− x∗‖}.
Lemma 4.1. If the sequence {xk} is generated by the PMSS method and converges to x∗, then there exists K > 0 such that
‖zk −∇2f (x∗)sk‖ ≤ Kσ(xk+1, xk)‖sk‖, ∀xk, xk+1 ∈ D. (4.13)
Proof. We can easily see
‖zk −∇2f (x∗)sk‖ ≤ ‖yk −∇2f (x∗)sk‖ + ρ¯ |γk|
τ‖sk‖
≤ ‖gk+1 − gk −∇2f (x∗)sk‖ + 3ρ¯
τ‖sk‖
[|(gk+1 + gk)T sk − 2(fk+1 − fk)|] .
Thus, there exist ξ1, ξ2, ξ3 ∈ [xk+1, xk] such that
‖zk −∇2f (x∗)sk‖ ≤ ‖∇2f (ξ1)−∇2f (x∗)‖ · ‖sk‖ + 3ρ¯
τ‖sk‖
∣∣sTk [∇2f (ξ2)−∇2f (ξ3)] sk∣∣
≤ L‖ξ1 − x∗‖ · ‖sk‖ + 3ρ¯L
τ
‖ξ2 − ξ3‖ · ‖sk‖
≤
(
L+ 3ρ¯L
τ
)
σ(xk+1, xk)‖sk‖.
Therefore the proof is complete if Set K = L
(
1+ 3ρ¯L
τ
)
. 
Theorem 4.1. If the sequence {xk} generated by the PMSS method converges to x∗ and xk 6= x∗ for all k = 0, 1, . . . , then there
exists k0 > 0 such that sTk zk > 0 for all k ≥ k0. So, for all k ≥ k0, Ak+1 is computed using (3.11).
Proof. With defining
λ = min
w∈Rn,w 6=0
wT∇2f (x∗)w
wTw
> 0
and since sk 6= 0 for all k = 0, 1, 2, . . . , by Lemma 4.1 we have
sTk zk
sTk sk
= s
T
k∇2f (x∗)sk
sTk sk
+ s
T
k (zk −∇2f (x∗)sk)
sTk sk
≥ λ− Kσ(xk+1, xk). (4.14)
Because xk → x∗, then there exists k0 > 0 such that when k ≥ k0, sTk zk > 0. 
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Lemma 4.2. Let the sequence {xk} is generated by the PMSS algorithm and is converge to x∗, then there exists K1 > 0 such that
‖A∗zk − s]k‖ ≤ K1σ(xk+1, xk)‖sk‖, ∀xk, xk+1 ∈ D, (4.15)
where A∗ = ∇2f (x∗)−1 − C−1(x∗).
Proof. It is obvious that
‖A∗zk − s]k‖ = ‖sk − C(xk+1)−1zk −∇2f −1(x∗)zk + C−1(x∗)zk‖
≤ ‖∇2f −1(x∗)‖ · ‖zk −∇2f (x∗)sk‖ + ‖zk‖ · ‖C(xk+1)−1 − C−1(x∗)‖.
By Lemma 4.1, we have
‖zk‖ ≤ Kσ(xk+1, xk)‖sk‖ + ‖∇2f (x∗)‖ · ‖sk‖.
Thus, by Assumptions (A1), (A2) and the convergence of {xk}we can claim
∃K1 > 0 : ‖A∗zk − s]k‖ ≤ K1σ(xk+1, xk)‖sk‖, ∀xk, xk+1 ∈ D. 
Theorem 4.2. Let the sequence {xk} is generated by the PMSS algorithm and is converge to x∗, then there exist , δ > 0 such that
for any initial point x0 with ‖x0 − x∗‖ <  and any A0 ∈ Rn×n with ‖A0 − A∗‖F < δ and ‖A0 − A∗‖ < δ, the sequence {xk} is
well defined and converges q-superlinearly to x∗.
Proof. LetM = [∇2f (x∗)] 12 , with choosing µ ∈ [0, 1], β ∈ (0, 13 ] and , δ sufficiently small such that
δ < min
{
m
K
,
µ
4L
,
β
(1+ β)K‖M−1‖F , 1
}
, (4.16)
 < min
{
1,
µ
4L[‖∇2f −1(x∗)‖ + L] ,
δ(1− µ)
2α1δ + α2 , 1
}
, (4.17)
where
α1 = 25 (1− β)
−1β, α2 = 2K1(1+ 2
√
n)‖M‖F
‖M−1‖−1F − Kδ
(4.18)
and K , K1 are defined by Lemmas 4.1 and 4.2.
Now, by induction,we show for all k = 0, 1, . . .
(i) ‖xk+1 − x∗‖ ≤ µ‖xk − x∗‖,
(ii) ‖Ak+1 − A∗‖F ≤
(√
1− αθ2k + α1σ(xk+1, xk)
)
‖Ak − A∗‖F + α2σ(xk+1, xk),
(iii) ‖Ak+1 − A∗‖F ≤ 2δ,
where α and θk are defined as
α = 1− 2β
1− β2 ∈
[
3
8
, 1
]
(4.19)
θk = ‖M[Ak − A
∗]zk‖
‖Ak − A∗‖F‖M−1zk‖ . (4.20)
For proof (i), by (4.16) and (4.17) we have
‖x1 − x∗‖ = ‖x0 − x∗ − H0g0‖
= ‖x0 − x∗ − C−1(x0)g0 − A∗g∗ − A0g0 + A∗g∗‖
≤ ‖A0 − A∗‖ · ‖g0 − g∗‖ + ‖x0 − x∗ −∇2f −1(x∗)(g0 − g∗)‖ + ‖C−1(x0)− C−1(x∗)‖ · ‖g0 − g∗‖.
Now, with using of A2, it is clear that
‖x1 − x∗‖ ≤ [δL+ L(‖∇2f −1(x∗)‖ + L)]‖x0 − x∗‖ ≤ µ‖x0 − x∗‖
In the sense proof (ii), by Lemma 4.1 we have, for x0, x1 ∈ D,
‖Ms0 −M−1z0‖ ≤ ‖M−1‖.‖z0 −∇2f (x∗)s0‖ ≤ Kσ(x1, x0)‖s0‖,
so
‖M−1z0‖ ≥ ‖Ms0‖ − Kσ(x1, x0)‖s0‖ ≥ [‖M−1‖−1 − Kδ]‖s0‖. (4.21)
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Now, by the condition (4.15) and (4.19) we have
∀β ∈
(
0,
1
3
]
: ‖Ms0 −M
−1zk‖
‖M−1z0‖ ≤ βσ(x1, x0). (4.22)
According to (4.22) and similar to the proof of Lemma 5.2 in [3], for A∗ = ∇2f (x∗)−1 − C−1(x∗)we have
‖A1 − A∗‖F ≤
[√
1− αθ20 +
5
2
(1− β)−1 ‖Ms0 −M
−1zk‖
‖M−1z0‖
]
‖A0 − A∗‖F + 2(1+ 2
√
n)‖M‖F ‖s
]
0 − A∗z0‖
‖Mz0‖ . (4.23)
By (4.21), (4.22) and Lemma 4.2, we have
‖A1 − A∗‖F ≤
(√
1− αθ20 + α1σ(x1, x0)
)
‖A0 − A∗‖F + α2σ(x1, x0), (4.24)
where α1, α2 is defined in (4.18).
Following the inductive argument, we can get conclusions (i) and (ii).
For proof (iii), we note that if ‖Ak − A∗‖F < 2δ, with using of (ii) have
‖Ak+1 − A∗‖F − ‖Ak − A∗‖F ≤ 2α1δµk + α2µk.
By summing both sides from k = 0, we obtain
‖Ak+1 − A∗‖F ≤ ‖A0 − A∗‖F + [2α1δ + α2] 1− µ. (4.25)
By (4.17), the value  satisfies (2α1δ + α2) 1−µ < δ.
Hence, we have
‖Ak+1 − A∗‖F ≤ 2δ.
Thus, the conclusions (i)–(iii) ensure the q-linear convergence of the sequence {xk} and the boundness of the sequences
{Bk} and {B−1k }which follows from the convergence to x∗ of the sequence {xk}, the positive definiteness of C−1(x∗), and the
boundness of the sequences Ak. By the definition of Hk, we have
‖Bk −∇2f (x∗)sk‖
‖sk‖ ≤
‖zk −∇2f (x∗)sk‖
‖sk‖ +
‖Bk‖ · ‖Hkzk − sk‖
‖sk‖
≤ Kσ(xk+1, xk)+ ‖Bk‖ · ‖A
∗zk − s]k‖
‖sk‖ +
‖Bk‖ · ‖C(xk+1)−1 − C−1(xk)‖ · ‖zk‖
‖sk‖
× ‖Bk‖ · ‖zk‖‖sk‖
‖(Ak − A∗)zk‖
‖zk‖ . (4.26)
By Lemma 4.1, we have
(m− Kσ(xk+1, xk))‖sk‖ ≤ ‖zk‖ ≤ (M − Kσ(xk+1, xk))‖sk‖.
On other hand, since
√
1− αθ2k ≤ 1− αθ
2
k
2 and α ∈
( 3
8 , 1
)
, conclusion (ii) yields
αθ2k ‖Ak − A∗‖F ≤ ‖Ak − A∗‖F − ‖Ak+1 − A∗‖F + α1σ(xk+1, xk)‖Ak − A∗‖ + α2σ(xk+1, xk).
By the definition of σ(xk+1, xk), conclusion (i) and µ ∈ (0, 1), we have
∞∑
k=1
σ(xk+1, xk) <
∞∑
k=1
µk‖x1 − x0‖ < +∞.
Therefore
∞∑
k=1
θ2k ‖Ak − A∗‖F < +∞. (4.27)
So θk‖Ak − A∗‖F → 0, by the definition of θk we have
lim
k→∞
‖(Ak − A∗)zk‖
‖zk‖ = 0.
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So, we prove
lim
k→∞
‖Bk −∇2f (x∗)sk‖
‖sk‖ = 0
this is the necessary and sufficient condition that convergent sequence {xk} converges q-superlinearly to x∗ (see [8]).
Therefore the proof is complete. 
5. Conclusions
In this paper, we introduce a new structured quasi-newton algorithm that not only use partial information on Hessian
matrix but also use both available gradient and function value information. Specifically, we have showed the local and
q-superlinear convergence property of our method. Further research is needed for global convergence property.
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