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Buildings are essential parts to human life, which provide the place to dwell, educate, 
entertain, etc. However, they are usually vulnerable to earthquakes, and collapsed buildings 
are the main factor of fatalities and directly impact livelihoods. It is particularly important to 
quickly and accurately obtain damaged building conditions for further planning rescue. 
Remote sensing has the ability to quickly capture the information of damaged buildings in a 
large area, and remote sensing imagery has been used by government organizations, 
international agencies, and insurance industries for assessing post‐event damage. The 
application of deep learning is encouraged by recent technological developments, enabling 
the processing of increasing amounts of data in a reasonable time as well as the use of more 
complex models. In this thesis, deep learning is explored for identifying collapsed buildings 
using very high‐resolution remote sensing imagery after the 2010 Haiti earthquake. 
 In the present study, a simple architecture of convolutional neural network (CNN) model 
was proposed to evaluate the potential of CNN for extracting features and detecting collapsed 
buildings using only post‐event very high‐resolution remote sensing imagery. Three 
balancing methods were considered to reduce the effect of the imbalance problem for the 
performance of the CNN, and the results showed that a suitable balancing method should be 
considered when facing imbalance dataset to retrieve the distribution of collapsed buildings. 
To improve the classification accuracy, pre‐ and post‐event very high‐resolution remote 
sensing imagery were considered, and a conventional classification method was combined 
with the CNN. Compared to conventional texture features, deep features learnt from CNNs 
had better performance for identifying collapsed buildings, and the accuracy was further 
improved by combing CNN features with random forest classifier. For the limited dataset, a 
pretrained CNN model was applied to detect collapsed buildings, and the effect of data 
augmentation was also investigated. The experimental results demonstrated that the 
pretrained CNN model outperformed the model trained from scratch for identifying 







Gebäude sind wesentliche Bestandteile des menschlichen Lebens, die einen Ort zum 
Wohnen, zur Bildung, zur Unterhaltung usw. bieten. In der Regel sind sie jedoch 
erdbebengefährdet, und eingestürzte Gebäude sind der Hauptfaktor für Todesfälle und 
wirken sich direkt auf die Lebensgrundlagen aus. Es ist daher besonders wichtig, schnell 
genaue Informationen über eingestürzte Gebäude für die weitere Rettungsplanung zu 
erhalten. Fernerkundung kann diese Informationen in einem großen Gebiet schnell zu 
erfassen und Fernerkundungsbilder wurden von Regierungsorganisationen, internationalen 
Agenturen und der Versicherungsbranche zur Beurteilung von Schäden nach derartigen 
Ereignissen verwendet. Die Anwendung von Deep Learning wird gefördert durch die 
aktuellen technologischen Entwicklungen, die die Verarbeitung immer größerer 
Datenmengen in einer angemessenen Zeit sowie die Verwendung komplexerer Modelle 
ermöglichen. In dieser Arbeit wird untersucht, wie man Deep Learning für die Identifizierung 
eingestürzter Gebäude unter der Nutzung von hochauflösenden Fernerkundungsaufnahmen 
nach dem Erdbeben von 2010 in Haiti nutzen kann. 
 Zur Evaluierung des Potentials von Convolutional Neural Network (CNN) für die 
Extraktion von Objekten und die Erkennung von eingestürzten Gebäuden auf Basis von 
hochauflösenden Fernerkundungsbildern, wurde eine einfache Architektur eines CNN‐
Modells vorgeschlagen. Außerdem wurden drei verschiedenen Ausgleichungsverfahren 
berücksichtigt, um die Effekte einer ungleichmäßigen Datenverteilung zu reduzieren. Die 
Ergebnisse zeigten, dass bei Datensätzen mit Ungleichgewichten ein geeignetes 
Ausgleichsverfahren in Betracht gezogen werden sollte, um die Verteilung der eingestürzten 
Gebäude zu ermitteln. Zur Verbesserung der Klassifikationsgenauigkeit wird vorgeschlagen, 
Aufnahmen von vor und nach dem Ereignis zu nutzten und eine konventionelle 
Klassifikationsmethode mit den neuronalen Netzwerken zu kombinieren. 
Verglichen mit konventionellen texturbasierten Modellen bieten auf neuronalen 
Netzwerken erlernte Modelle eine bessere Leistung bei der Identifizierung von eingestürzten 
Gebäuden. Die Genauigkeit wurde weiter verbessert durch die Kombination von Neuronalen 
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Netzwerken mit der Random Forest Klassifizierung. Für den begrenzten Datensatz wurde ein 
vortrainiertes CNN‐Modell verwendet um die eingestürzten Gebäude zu erkennen. Der 
Effekt der Datenanreicherung wurde ebenfalls untersucht. Die experimentellen Ergebnisse 
zeigen, dass das vortrainierte CNN‐Modell das von Grund auf neu trainierte Modell zur 
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Earthquake disasters occur with sudden and destructive power, and a severe earthquake 
can cause devastating damage to human beings in property, living environment, lives, and 
health. For example, an earthquake (    6.5) that happened in Ludian (China) on 3 August 
2014 caused 617 deaths, and more than 8,000 buildings were destroyed [1]. A severe 
earthquake occurred in Nepal on 25 April 2015, the main shock of which led to 8,510 deaths 
and 199 missings as of 26 May 2015, and destroyed a large number of buildings and 
infrastructure in urban and rural areas. The total economic loss was 10 billion U.S. dollars 
which were about half of Nepal’s gross domestic product [2]. Figure 1.1 shows the number of 
annual earthquakes with    higher than 5 and annual deaths induced by earthquakes from 
1990 to 2015 year. It is obvious that the number of fatalities caused by earthquakes show an 
increasing tendency since 21th century compared to 20th century, which were partly caused 
by urban population agglomeration and human activity impact. It is important to not only 
investigate into pre‐earthquake prediction, but also monitor disaster conditions after 









Figure 1.1 Annual mortality and earthquakes (   higher than 5) in the period 1990 ‐ 2015 
provided by the United States Geological Survey (USGS). 
Buildings are an indispensable part of human life which provides a place for people to 
live, study, work, and engage in various cultural and social activities. Even though modern 
buildings are more stable than the former ones, they are still vulnerable to natural disasters. 
Millions of people are exposed to earthquakes, and damaged buildings caused by earthquakes 
are one of the main threats to people [3]. Earthquake prevention measures before an 
earthquake can certainly improve the ability to resist disasters. However, if an effective rescue 
cannot be carried out in time after an earthquake, the loss of people’s lives and properties will 
be further aggravated. People trapped in collapsed buildings can generally survive for only 
about 48 h after an earthquake [4]. Thus, quickly and efficiently acquiring the number of 
damaged buildings and the type of damage incurred by individual buildings are important 
to manage and support rescue activities [5]. 
With the development of remote sensing technology, it is possible to rapidly carry out 
identification and assessment of damaged buildings after an earthquake using remote sensing 
imagery. Remotely sensed data adopted to detect damaged buildings may be classified into 








































































































imagery can be easily interpreted, and various features (e.g. gray scale, spectra, texture, shape, 
morphological features) can be extracted from optical imagery, which is critical to distinguish 
affected buildings. However, it is not always available since it is affected by weather 
conditions. SAR imagery can be acquired after an earthquake independent of weather 
conditions. The unique property of LiDAR data is its capability to detect building damage via 
evaluating its elevation changes or patterns, which is helpful to identify pancake type of 
collapse and estimate debris volume [3]. Figure 1.2 shows the different building damage levels 
viewed on oblique and overhead imagery.  
 
Figure 1.2 Different building damage levels viewed on oblique and overhead imagery [6].  
Deep learning (DL), in particular, deep convolutional neural networks (CNNs) have 
gained significant attention in object detection and image classification using very high‐
resolution (VHR) remote sensing imagery over the past few years [7,8]. CNNs have the ability 
to learn appropriate features automatically from available datasets rather than depending on 
human feature design, and they require no prior feature extraction [9]. Moreover, CNNs 
sometimes can surpass the human ability to solve highly computational tasks, such as 
ImageNet Large Scale Visual Recognition Competition (ILSVRC) image classification and the 
highly mediatized Go match tasks [10,11]. Motivated by those advantages, CNNs have been 
widely applied in land use and land cover classification [12], building detection [13], concrete 
crack detection [14], etc. However, combing CNNs with remote sensing imagery has rarely 
been explored to detect damaged buildings induced‐earthquakes until now. Hence, its 




1.2 Previous Studies on Remote Sensing Data for the 
Detecting Earthquake‐Induced Damage Buildings 
Field surveys conducted by experts visiting the earthquake‐affected area may obtain 
more detailed information about damaged buildings compared with those from remote 
sensing imagery. However, it requires an amount of time and workload, and even the results 
could be affected by humans. Moreover, it is difficult to reach the affected area in time if roads 
are damaged, especially when the affected area is surrounded by mountains. In the absence 
of field investigation, it is essential to timely and accurately obtain the condition of building 
damage for planning emergency rescue and assessing damage.  
Remote sensing is an effective tool for timely and effectively documenting large‐scale 
affected areas without directly accessing them. Various types of remote sensing data from 
spaceborne and airborne sensors have been widely used for detecting building damage after 
earthquakes, such as the 2010 Haiti earthquake, the 2015 Nepal earthquake, and the 2016 Italy 
earthquake [4,13,15,16]. Affected buildings can be characterized by the damaged grade, and 
numerous studies have been carried out to determine the relationship between the damage 
grade and building appearance in remote sensing imagery [17]. Damage grades for different 
types of buildings have been proposed. For example, the damage grades were classified into 
five grades (negligible to slight damage, moderate damage, substantial to heavy damage, very 
heavy damage, and destruction) for masonry and reinforced buildings, based on the European 
Macroseismic Scale 1988 (EMS‐98) [18]. Wood frame buildings were divided into four damage 
grades (no damage, moderate damage, heavy damage, and major damage), as proposed by 
the Japanese Prime Minister’s Office [19]. This section was divided into four parts in relation 
to the sources of remotely sensed datasets used to detect building damage after earthquakes.  
1.2.1 Optical Data  
Visual interpretation of VHR imagery can be considered if the imagery is available after 
an earthquake. Individual building damage was visually interpreted by multiple experts and 
non‐experts using QuickBird imagery taken both before and after the 2003 Boumerdes, 
Algeria, earthquake. The results from different interpreters were reasonably close for 




Damaged buildings were visually interpreted using VHR satellite imagery after the 2001 
Gujarat earthquake [21]. The experimental results indicated that rapid visual screening can 
identify areas of heavy damage and individual collapsed buildings, even when the 
comparative cover does not exist. Although visual interpretation can achieve relatively high 
accuracy, its applicability is limited due to its time‐consuming nature and results that rely on 
human experience without any specific standards [22].  
Pixel‐based and object‐based methods have been proposed to derive damaged buildings 
from satellite imagery. Pixel‐based semi‐automated thematic classification methods were 
applied to identify the damage using VHR QuickBird imagery of the 2003 Bam, Iram, 
earthquake [23]. The results illustrated the potential for using optical images to understand 
and document earthquake effects. The pixel‐based technique [24] mainly relies on the 
backscattering coefficient signal of individual pixels, thus the model performance is easily 
influenced by speckle effects. To address such an issue, object‐based image analysis (OBIA) 
has been adopted for building damage classification by taking advantage of spectral, texture, 
and shape features. An object‐based method using the statistical characteristics was proposed 
to detect collapsed buildings with pre‐ and post‐event QuickBird imagery and obtained an 
overall accuracy (OA) of 70.5% [25]. Numerous studies have shown that object‐based methods 
were able to achieve more promising results compared to pixel‐based approaches for 
detecting damaged buildings using remotely sensed imagery [26,27]. In their paper, Li et al. 
2010 [28] applied pixel‐level spectral features and texture features, as well as objected‐based 
features for urban building damage detection using QuickBird imagery obtained before and 
after the 2008 Wenchuan earthquake, China. The results showed that One‐Class Support 
Vector Machine (OCSVM) was an effective method that could combine different information 
and performed better on the object level than pixel level for detecting damaged buildings.  An 
artificial neural network (ANN) was applied to identify damaged buildings using 
WorldView‐2 imagery obtained before and after the 2010 Haiti earthquake, and the feature 
vectors obtained by subtracting the extracted textural features from pre‐ and post‐event 
images were applied as an input feature vector in ANN for classifying the area into two classes 
of changed and unchanged areas [29]. The results show the ability of the proposed technique 





1.2.2 SAR Data 
SAR has several advantages compared with optical sensors. First, it is independent of day 
and night, while passive optical sensors use solar radiation. Second, it has the capability to 
capture the earth change in all‐weather so that it is able to timely provide the destruction 
situation for further planning rescue [30]. It is possible to visually interpret single‐polarization 
high‐resolution SAR images to identify damaged buildings. However, the interpretation of 
radar images is not straightforward and requires ancillary data in most cases [51]. SAR 
intensity correlation and the interferometric coherence have been applied for building 
damage assessment [31,32]. Coherence is better suited for the analysis of slightly damaged 
and undamaged areas, while correlation is more sensitive to higher damage levels and also 
less influenced by the spatial baseline of the SAR image pair [33].  
Change detection by comparing pre‐ and post‐event SAR imagery is a common approach 
to detect damaged buildings after an earthquake. Building damage was evaluated using SAR 
data obtained before and after the 1995 Hyogoken‐Nanbu (Kobe) earthquake [34]. The method 
was based on the difference and correlation coefficient of the intensity between pre‐ and post‐
event images. The results showed that the difference between the backscattering coefficient 
(before and after) becomes higher and negative, and the correlation coefficient becomes lower. 
A similar image processing technique was applied to the high‐resolution SAR images for 
damaged urban areas after the 2009 L’Aquila, Italy, earthquake. The correlation coefficient 
between the pre‐ and post‐event SAR imagery was utilized to detect the collapsed buildings 
since the different values of the intensity strongly vary in the collapsed buildings [35]. The 
method proposed by Matsuoka et al. 2004 [34] was quantitatively evaluated by detecting 
individual building damage from high‐resolution SAR images, and also verified the 
applicability and limits of the technique to a dense urban area damaged by earthquake ground 
shaking [36]. The results demonstrated that the backscattering intensity between images 
changes more for collapsed buildings than for less damaged buildings, and that it is difficult 
to detect small and congested buildings because the number of pixels is too few to detect the 
damage, and the buildings are obscured by the neighbouring buildings and other features in 
the image. An improved technique named Earthquake Damage Visualization (EDV) was 




compared with other methods. The results showed that EDV is more sensitive to damaged 
buildings [16].  
Sometimes, pre‐event SAR imagery is unavailable which pushes toward searching for a 
possible technique for evaluating building damage using post‐event data alone. Visual 
interpretation, statistical comparison, and classification experiments were performed for the 
damage building analysis using post‐event TerraSAR‐X imagery [37]. The results demonstrate 
that only using post‐event TerraSAR‐X has the potential for building damage detection and 
for discrimination of basic damage classes. A K‐Nearest Neighbor (K‐NN) classifier was 
utilized to distinguish collapsed and intact buildings using post‐event SAR data acquired after 
the 2010 Yushu Earthquake in the Qinghai Province of China [38]. The results were validated 
by manual interpretation map of VHR optical imagery and demonstrated that the method 
was efficient to extract collapsed building areas using limited samples and post‐event SAR 
imagery. It has further been demonstrated that the accuracy of detecting damaged buildings 
can be improved by combining SAR with other imagery [39–41]. For example, SAR and optical 
imagery were combined to improve the accuracy of damage detection at block level after the 
2009 L’Aquila, Italy, earthquake [24]. 
1.2.3 LiDAR Data 
Some collapsed buildings are hardly distinguished in the very dense building areas due 
to the fact that many destroyed buildings still share similar spectral radiometric information 
with unchanged buildings. Moreover, it can be difficult to separate building changes with 
other land cover changes without height information [42]. LiDAR data can be used to classify 
collapsed buildings using geometrical features, such as the height change from the initial one, 
the reduction of the total volume, the footprint borders, the inclination of the structure, the 
debris spread outside the footprint, the additional covered area outside the footprint, and the 
damage situation of the roof [43]. In addition, LiDAR has the ability to work under any 
weather conditions and allows rapid data gathering for a large area. Further, its laser can 
penetrate vegetation, sands, and surface layers of snow. A pair of digital surface models 
(DSMs) taken from pre‐ and post‐event airborne LiDAR data were utilized to detected 
collapsed buildings after the 2016 Kumamoto earthquake [44]. The results demonstrated that 




Compared to SAR and optical imagery, there are relatively few applications using LiDAR 
to detect damaged buildings because the pre‐event LiDAR data is usually missing and post‐
event LiDAR data is not always available. A post‐event LiDAR digital surface model DSM 
was applied by Aixia et al. 2016 to study the possibility of detecting damaged buildings with 
simple roof shapes, such as flat and pitched roofs [45]. Post‐event LiDAR data was applied to 
generate a damage map after the 2010 Haiti earthquake [46]. The results demonstrated that 
the proposed method was reliable to generate a damage map using LiDAR data. In their paper, 
Labiak et al. 2011 [47] proposed an automated method to detect and quantify building damage 
using post‐event LiDAR DSM. However, the heavily damaged and collapsed buildings could 
not be accurately distinguished. There are some studies combining LiDAR data with other 
remote sensing data for identifying damaged buildings, and they achieved satisfying results. 
GeoEye‐1 imagery was considered along with LiDAR data to detect damaged buildings after 
the 2010 Haiti earthquake [48]. The study demonstrates that fusing optical imagery and 
LiDAR data can effectively map the nature, severity, extent and damage patterns caused by 
earthquakes in densely populated urban areas like Port‐au‐Prince.  
1.2.4 Others 
Considering the limitation of overhead satellite imagery, it is difficult to distinguish 
building damage grade 2 (G2) and grade 3 (G3), which are related to cracks on buildings’ 
facades which could not be detected by high spatial resolution remote sensing sensors [49]. 
Moreover, it is also a challenge to identify grade 4 (G4) since very heavy damaged buildings 
might have failures of walls, partial structural failure of roofs and floors. Oblique aerial 
imagery has been recognized as a potential source to detect severely damaged building 
induced by earthquakes since it could offer views of facades, roofs, or rubble piles. Oblique 
Pictometry imagery was applied to assess damaged buildings into three grades, and it can 
overcome the limitations of traditional image‐based methods restricted to vertical views [50]. 
Point cloud data generated from airborne oblique imagery are also well suitable for detailed 
building damage assessment after an earthquake, but they often contain gaps that result either 
from physical damage or from a range of image artefacts or data acquisition conditions. A 
method was proposed to delineate buildings from point cloud data and detect all significant 
gaps and correctly identify the gaps [51]. Although oblique images provide more information 




elements, such as windows, balconies, and staircases, which might be of no use to identify 
damaged buildings [52].  
Volunteer contributed data also serve as a popular data source for detecting damaged 
buildings [53]. The citizen can be considered as a sensor that contributes data for filling the 
gaps in the availability of authentic data about disasters [54]. Social media platforms, such as 
Twitter, Youtube, Foursquare, and Flickr, have contributed significantly to disaster 
management [55]. Volunteered geographic information (VGI) was elaborated in 2007 by 
Michael Goodchild [56] and is now a hot term as thousands of people contribute to the 
OpenStreetMap (OSM) which is a free and editable digital map of the world released with an 
open‐content license. VGI such as OSM and Google Map Maker (GMM) is able to provide 
detailed and updated data. It played a critical role in emergency response in the case of the 
2010 Haiti earthquake [57,58] and was heavily used by multiple agencies and non‐
governmental organizations (NGO’s). The integration of traditional remote sensing data and 
VGI data have the ability to enhance the speed and effectiveness of the earthquake response 
[59–61].  
1.3 Deep Learning for the Detection of Earthquake 
Damaged Buildings 
1.3.1 Machine Learning for the Detecting Damaged Buildings 
Machine learning (ML), as a branch of artificial intelligence (AI), has played an important 
role in our modern society to monitor disasters. Figure 1.3 shows the relationship between AI, 
ML, and DL. ML can automatically perform a task to get a model using training data, and 
then predict future data [62]. ML algorithms are usually divided into supervised and 
unsupervised ones. The goal of supervised learning is to build a concise model of the 
distribution of class labels in terms of predictor features [63]. The model modifies its internal 
adjustable parameters to reduce the error between the output scores and the desired pattern 
of scores. Unlike supervised learning, unsupervised learning is to describe patterns in 
unlabelled training data. Another kind of ML, reinforcement learning [64] in which successful 
strategies are learned by means of rewards and punishments, is rarely used in assessing 





Figure 1.3 Relationship of AI, ML, and DL. ( https://www.edureka.co/blog/ai‐vs‐machine‐
learning‐vs‐deep‐learning/). 
The advanced ML classifiers have brought much attention to their applicability to 
recognize damage buildings. To assess building damage after the 2015 Earthquake in Gorkha, 
Nepal, support vector machine (SVM), and K‐NN classifiers were used for supervised 
classification using only post‐event dual‐polarization SAR imagery [65]. The supervised 
learning results indicated that feature reduction can improve the classification accuracy. The 
SVM classifier achieved an OA of 80.5% and a Kappa of 61%. The K‐NN classifier achieved 
an OA of 73.3% and a Kappa of 47% in classifying two‐class damage. SVM, a kind of shallow 
ML method, has an advantage when dealing with small sample size problems due to its sparse 
characteristics. However, for applications where a large number of training samples are 
available, SVM often yields a large number of support vectors, resulting in unnecessary 
complexity and a long training time [66]. Neural networks (NNs) also showed their potential 
in classifying damaged buildings. The learning vector quantization (LVQ), a type of ANNs, 
was used to classify the damaged regions using multi‐source and temporal SAR coherence 
imagery [67]. LVQ produced higher accuracy compared to parametric methods. There are 
some studies that showed that ANNs outperformed shallow ML. For example, ANNs and 
random forest (RF) were applied to discriminate damaged and non‐damaged buildings, and 
the former model required slightly less overall training time compared to the latter one for 
detecting damaged buildings [68]. While supervised ML has been successfully applied to 
detect damaged buildings, there is still a major problem that the success of supervised ML 




optimizing available remote sensing data and also parameters of ML, three robust ensemble‐
learning‐based classifiers were evaluated based on limited human‐interpreted building 
damage annotations after the 2018 Sulawesi earthquake and tsunami. The results 
demonstrated that the canonical correlation forest [69] classifier performed better than the 
other ones and the digital elevation model (DEM)‐ and SAR‐derived features contributed 
most to the overall damage classification [70]. An unsupervised classification method based 
on the modification of the logistic regression technique was implemented to detect collapsed 
buildings after the great 2011 East Japan earthquake and tsunami [71]. The proposed method 
overcomes the difficulties encountered when using supervised ML techniques while 
maintaining some of their advantages, such as the capacity to adapt to n‐dimensional 
problems and the possibility of using non‐linear discriminant functions.  
1.3.2 Development of Deep Learning 
DL based on NNs has the ability of automatic feature learning and visual pattern 
recognition [72], and there are many popular variations of DL, such as Deep Belief Nets (DBNs) 
[73], recurrent neural networks (RNNs), and CNNs. In the present series of studies applied to 
the 2010 Haiti earthquake, CNNs were used to extract features and to classify collapsed 
buildings because it performs well at feature representation by use of its convolutional layers. 
Although DL has gained lots of popularity in recent years, history can be traced back to the 
1940s. Figure 1.4 briefly showed the development of DL. In 1943, McCulloch and Pitts [74] 
published the first concept of a simplified McCulloch‐Pitts (MCP) neuron which mimicked 
the functionality of a biological neuron. MCP was not immediately used for the solution of 
real‐world problems until decades later. The first concept of the perceptron learning rule was 
proposed based on the MCP neuron model [75], and an algorithm based on this rule was also 
proposed to automatically learn the optimal weight coefficients. However, without 
appropriate methods to train a neural network with multiple layers, and also further funding 
slushed, researchers and ML practitioners slowly lose interest in neural networks [76]. The 
interest in neural networks was revived with the discovery and popularization of the 
backpropagation (BP) algorithm which can help to train neural networks more efficiently. BP 
still is the backbone of training NNs today. The first conference on Neural Information 
Processing System (NIPS) was held in 1987 which also promoted the development of NNs. 




of parameters and low training speed. With the proposal and application of SVM, which is 
particularly well suited for classification of complex but small‐ or medium‐sized datasets, 
NNs gradually lost attention again, since kernel machines included much fewer heuristics and 
nice proofs on generalization. To solve the vanishing gradient problem of traditional RNNs, 
the concept of long‐short‐term memory (LSTM) networks was proposed in 1997 and it 
gradually improved over the years, based on the improvements of several researchers [77].  
 
Figure 1.4 Development of deep learning. 
In 2006, DBN fine‐tuned by BP achieved a 1.2% error rate on the Mixed National Institute 
of Standards and Technology (MNIST) database of handwritten digits without any training 
pattern deformation. DBN has a pre‐training process which is different from traditional 
training patterns, and uses the fine‐tuning method to optimize the training of the entire 
network. The time of training multi‐neural networks was significantly reduced by pre‐
training and fine‐tuning methods. Another factor affecting the process of DL application is 
the lack of training data. The ImageNet dataset was released in 2009 [78]. It assembled a free 
database of more than 14 million labeled images, and the ImageNet project ran an annual 
contest named ILSVRC, where software programs compete to correctly classify and detect 
objects and scenes that also stimulates people to study and develop DL.  
CNNs have attracted vast attention, and numerous varieties of CNN architecture has 
been proposed after the ImageNet competition in 2012 whose success came from the 
application of a Graphic Processing Units (GPUs), a rectified linear unit (ReLU), dropout, and 
also techniques to generate more training data by deforming the existing ones [72]. Moreover, 
CNNs have the capability of processing millions of images with the characteristics of weight 




to visualize learned filters of each CNN layer. The visualization approach was used to 
improve feature extraction by reducing the size of the filters. VGGNet [80] was proposed and 
made the receptive field much small in comparison to that of AlexNet, and the depth was 
increased from 9 to 16 layers. Google inception net (GoogLeNet) [81] not only exerted its 
efforts to reduce the computational cost by changing the layer design, but also to broaden the 
width in compliance with the depth to improve CNN performance. To solve the problem of 
vanishing gradient and improve the network representational capacity, in 2015 the concepts 
of cross‐channel connectivity and information gating mechanism were applied in highway 
networks [82]. There are some limitations in the mechanism of routing data when using 
traditional CNNs. Routing is the process of relaying the information from one layer to another. 
CNNs perform routing by pooling operations which discard lots of important information 
such as location and pose of the objects that can be valuable for classification purposes [83]. 
In 2017, a novel architecture named Capsule Network (CapNet) [84] was proposed to 
overcome the routing problem of traditional CNNs. The CapsNet uses a group of neurons as 
a capsule to replace a neuron in the traditional neural network and has been used to classify 
remote sensing imagery [85]. The research point is to improve the representation of the 
network rather than the reformulation of network connections [86]. Squeeze and excitation 
nets (SENet) was proposed, in which the representational power of a network which is 
improved by explicitly modeling the interdependencies between the channels (convolved 
feature map) [87]. SENet has the ability to capture the channel relationships with low cost and 
can be used directly in all CNN types, but when a SE‐block is applied in residual networks 
(ResNet), the identity mapping does not take into account the input of the channel‐wise 
attention of the residual flow. A competitive squeeze‐excitation (CMPE‐SE) module was 
further proposed based on the SE‐block to model the implicit competitive relationship 
between identity and residual feature maps [88]. Table 1.1 shows part of popular CNNs. 
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2014 ZFNet [79] 8 ImageNet: 14.8 60 M 
2015 GoogLeNet [81] 22 ImageNet: 6.67 4 M 
2015 VGGNet [80] 19 ImageNet: 7.3 144 M 
2015 Highway Networks [82] 19 CIFAR‐10: 7.76 2.3 M 
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MNIST: Modified National Institute of Standards and Technology; CIFAR: Canadian Institute for Advanced 
Research; MALC: Multi‐Atlas Labelling Challenge; VGG: visual geometry group; DenseNet: dense 





CNNs benefit significantly by increasing the depth of CNN architecture to obtain higher 
classification accuracy, which results in an increased number of parameters, and affects the 
model training time negatively. To solve the problem, some researchers focus on model 
compression which intends to lower the number of parameters while maintaining its 
performance. SqueezeNet has 50 times fewer parameters than AlexNet but achieved similar 
accuracy [97], and ZipNet obtained higher classification accuracy while having fewer 
parameters compared to ZFNet [98]. The performance of CNNs usually requires a large 
number of labeled training samples. However, it is not always easy to obtain sufficient labeled 
samples of damaged buildings after an earthquake. To solve the problem of limited datasets, 
researchers have proposed algorithms focusing on CNN initialization tricks and 
modifications to the CNN architecture. Structure and Strength Filtered CNN (SSF‐CNN) [99] 
was proposed to address the problem of limited data, which focuses on learning the "structure” 
and “strength” of filters. The structure of the filter is initialized using a dictionary‐based filter 
learning algorithm, and the strength of the filter is learned by using the small sample training 
data. Compared to traditional ML which tries to learn each task from scratch, transfer learning 
(TL) has attracted more and more attention since 1995. It is possible to transfer the knowledge 
learnt from some previous tasks to a target task even if the target task has fewer training data 
[100].  
1.3.3 Potential of Deep Learning for the Detecting Damaged Buildings 
Statistical learning methods with a series of texture features are commonly employed to 
estimate building damage under the framework of ML. However, the method usually requires 
manual and time‐consuming extraction and selection of high‐dimensional features, which 
limits the applicability of this method to meet the needs of a rapid disaster emergency 
response [101]. Considering the limitation of traditional methods, it needs to develop a 
framework that can not only enhance the speed and level of automation but also improve the 
efficiency of damage recognition. CNNs have the potential to solve those problems since they 
have the high ability of automatic feature learning and visual pattern recognition [72]. 
Moreover, CNNs have achieved impressive performance in object recognition and image 
classification [102–105].  
Compared to traditional NNs, CNNs add convolutional and pooling layers to extract 




of the next one by a set of learnable weights and biases [106]. A typical architecture of CNNs 
comprises convolutional, pooling, and fully‐connected layers. There are a set of learnable 
filters to extract local features in convolutional layers. The pooling layer can generalize the 
convolved features through down‐sampling and thereby reduce the computational 
complexity during the training process. As for fully‐connected layers, each node is connected 
to all nodes of the previous layer. In CNNs, the low‐level layers learn more generic knowledge 
that is transferable to other tasks whereas the higher‐level layers learn more task‐related 
knowledge with lower transferability [107]. The forms of the convolutional kernels are 
automatically learned, so they have high flexibility and can mine more useful information 
associated with the respective task. In addition, the deep architecture network can better catch 
global structural information by combining knowledge from different scales/damaged levels. 
CNNs have demonstrated to be the most well‐established method among those deep ML 
methods [108], and have been widely used in remote sensing imagery due to their superlative 
performance in extracting deep, abstract and invariant features [109].  
CNNs have shown great advantages when dealing with image‐based pattern recognition 
tasks. As described in the paper [110], three pipelines comprising one or two CNNs were 
proposed to extract rich features from input data, and several models based on these pipelines 
were built and evaluated using post‐event images of buildings affected by earthquakes. The 
CNN was applied to classify images containing collapsed buildings and to detect images 
containing spalling and successfully achieved high classification accuracies in both cases [111]. 
The single‐short multibit detector (SSD) [112] based on CNN pre‐trained on the ILSVRC 
classification‐localization (CLS‐LOC) dataset was applied to detect building damage using 
extremely few training samples [113]. The experiment proved that the pre‐training method 
can effectively increase various indicators of the model. Deep TL based on VGGNet was 
applied for image‐based structure damage recognition, and the results revealed the potential 
to use deep TL in image‐based structural damage recognition [114]. While CNN features are 
more effective compared to conventional hand‐crafted features, it is also possible to further 
improve the performance in damage detection by combing 3‐dimensional (3D) point cloud 
features. The integration of CNN and 3D point cloud features derived from VHR oblique 
aerial images significantly improved the model transferability accuracy compared to the 




While CNNs have been widely used in many fields, such as medical image classification 
[116], text classification [117], and speech recognition [118], the application of CNNs to detect 
damaged buildings induced by earthquakes is still a relatively new area of research. There are 
some problems limiting the application of CNNs. CNNs are like a black box and thus lack 
interpretability. To obtain a good classifier, CNNs usually need the availability of large‐scale 
annotated data which are usually difficult to be obtained after earthquakes. While problem‐
specific features related to the task can be automatically learnt by CNN layers, it is beneficial 
to know the nature of features before the classification and to understand the effects on the 
task performance.  
1.4 Studies of Building Damage Detection for the 2010 
Haiti Earthquake 
 
Figure 1.5 Haiti‐Port‐au‐Prince 2010 earthquake damage assessment map produced by JRC 




In 2010 a severe earthquake hit Haiti, which leads to more than 300,000 collapsed 
buildings which had no or less earthquake‐resistant design. There were different construction 
types in Haiti: one and multi‐story reinforced concrete buildings, masonry bearing walls, 
timber frames, and shanty housing made of reinforced concrete and masonry block with 
corrugated metal roofs. A number of critical infrastructures such as government buildings, 
educational structures, and hospitals collapsed or were severely damaged. The collapsed 
buildings were distributed irregularly and were surrounded by a mass of debris. There were 
numerous groups of people providing datasets for rescue and reconstruction in time. Figure 
1.5 shows the building damage assessment map for Haiti earthquake carried out by the Joint 
Research Centre (JRC) of the European Commission.  
Remote sensing data (optical, SAR, LiDAR, and oblique airborne images) and field survey 
data over Haiti were available from various data providers and were distributed via the web 
and other channels to a broad range of users within few days after the earthquake. Table 1.2 
shows the results of identifying damaged buildings using different datasets after the Haiti 
earthquake. Diverse success rates have been reported for building damage detection ranging 
from about 50% to over 90%. There were numerous damage assessment methodologies 
proposed after the 2010 Haiti earthquake, which can be divided into two categories referring 
to the data source, including change detection from pre‐ and post‐event imagery and using 
post‐event imagery alone. LiDAR data was combined with GeoEye‐1 imagery to detect 
damaged buildings after the 2010 Haiti earthquake, however, the applied method required 
manual intervention, and the damage level was not clearly classified [48]. The classifiers based 
on ML have widely applied in damaged detection after the earthquake. Using a pixel‐based 
method with an SVM classifier to assess the damage class, an OA of 81.5% with a user accuracy 
(UA) of 63.4% and a producer accuracy (PA) of 71.3% was achieved [120]. Automated 
building‐damage assessment can obtain a similar level of accuracy from traditional manual 
interpretation, but can also significantly reduce the time of producing damage maps [121]. 
Ultimately, automated methods are faster and more efficient when applied to plan rescued 













Post-event data OA (%) Kappa (%) 
2011 [47] ‐ LiDAR 73.40 27.51 
2011 [50] ‐ Airborne oblique 61.7/63.0  
2011 [120] ‐ QB 81.40 76.40 
2011 [48] ‐ GE‐1/LiDAR ‐ ‐ 





2012 [123] TSX/QB TSX/ GE‐l/ WV‐2 73.80 ‐ 
2012 [124] QB WV‐2 67.63 ‐ 
2012 [125] QB/TSX WV‐2/GE/TSX 54.90  
2013 [126] WV‐2 QB/LiDAR 46.11/84.26 14.56/62.16 
2015 [127] WV‐2 QB/LiDAR 67.37/81.43/88.35 30.59/49.63/80.81 
2015 [46] Vector map LiDAR 91.59 71.61 
2016 [128] ‐ LiDAR 87.31 73.79 
2016 [129] WV‐1 QB‐2 74.30 ‐ 
2016 [130] TSX TSX 74.14/77.26/76.14 40.2/39.51/30.57 
2017 [121] ‐ LiDAR 78.90 57.00 
2017 [29] WV‐2 WV‐2 92.13 ‐ 
2017 [131] GE‐1/TSX GE‐1/ TSX 60.00‐66.10 24.20‐40.30 
2017 [132] TSX/ GE‐1 TSX/GE‐1 ‐ ‐ 
2018 [133] GE‐1 GE‐1 89.30 ‐ 
QB: QuickBird; WV: WorldView; GE: GeoEye; TSX: TerraSAR‐X. 
1.5 Objective of Thesis 
The objective is to explore the potential of CNNs to detect damaged buildings using 
remote sensing imagery. To reach this goal, the following specific objectives were pursued. 




2) To explore the performance of intermediate outputs from CNN layers for identifying 
collapsed buildings. 
3) To compare the performance of CNN features and texture features (including contrast, 
dissimilarity, entropy, homogeneity, correlation, and ASM) derived from pre‐ and 
post‐event imagery for identifying collapsed buildings after earthquakes. 
4) To investigate the classification performance of CNN, CNN‐RF, and texture‐RF. 
5) To improve the performance of identifying collapsed buildings via data augmentation 
and a pretrained VGG model.  
1.6 Thesis Structure 
The main parts of the thesis have been prepared as stand‐alone manuscripts and 
published in or submitted to international peer‐reviewed journals. The stand‐alone 
manuscripts were written originally by the author of this thesis and subsequently revised by 
the co‐authors. Data collections were carried out by third parties and were identified within 
the thesis at the appropriate locations. As each of the manuscripts follows the standard 
structure for a scientific publication, some limited statements are repeated. The contents of the 
two published articles in this thesis are listed as follows: 
Ji, M.; Liu, L.; Buchroithner, M. F. Identifying Collapsed Buildings Using Post‐Earthquake 
Satellite Imagery and Convolutional Neural Networks: A Case Study of the 2010 Haiti 
Earthquake. Remote Sensing. 2018, 10, 1689, doi: 10.3390/rs10111689. 
Ji, M.; Liu, L.; Du, R.; Buchroithner, M. F. A Comparative Study of Texture and 
Convolutional Neural Network Features for Detecting Collapsed Buildings after Earthquakes 
Using Pre‐ and Post‐Event Satellite Imagery. Remote Sensing. 2019, 11, 1202, doi:  
10.3390/rs11101202. 
Ji, M.; Liu, L.; Zhang, R.; Buchroithner, M. F. Discrimination of Earthquake‐Induced 
Building Destruction from Space Using a Pretrained CNN Model. Applied Sciences. 2020, 10, 
602, doi: 10.3390/app10020602. 
Thus, the present thesis is divided into the following chapters. 
Chapter 1 gives the general introduction of this thesis. It provides the research motivation, 




for damaged building classification, present studies on assessing building damage induced 
by the 2010 Haiti earthquake, objectives, and structure of the thesis. 
Chapter 2 explores the performance of CNNs for identifying collapsed buildings using 
post‐earthquake satellite imagery obtained after the 2010 Haiti earthquake. To overcome the 
imbalance problem, random over‐sampling, random under‐sampling, and cost‐sensitive 
methods are applied. The pixel size of unified building patches is determined by analyzing 
the distribution of width and length pixels for collapsed and non‐collapsed building patches 
which are classified into five categories to study the effect of the pixel size for the balanced‐
CNN model. 
Chapter 3 compares the performance of the grey‐level co‐occurrence matrix and CNNs 
features with the RF classifier using remote sensing imagery obtained pre‐ and post‐event. 
The performance of output features from intermediate layers of CNN is estimated. To 
compare the difference between the derived texture and CNN features, t‐SNE is employed to 
visualize embedded texture and CNN features using the first three components. The relative 
important variables derived from texture features and CNNs for detecting damaged buildings 
are also evaluated, respectively. Finally, three classification models (CNN, CNN‐RF, and 
Texture‐RF) are compared for classifying collapsed and non‐collapsed buildings. 
Chapter 4 presents the potential of TL for identifying collapsed and non‐collapsed 
buildings using remotely sensed imagery. VGGNet was pretrained using ImageNet data and 
then fine‐tuned using the target dataset. To estimate the performance of pretrained models, 
the VGGNet trained from scratch is also considered for comparison. Consumed time and 
validation loss curves are considered when doing the data augmentation. The comparison 
between incremental fine‐tuning is applied to investigate the impact of the depth of fine‐
tuning on the performance of the pretrained model. 
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Earthquake is one of the most devastating natural disasters that threaten human life. It is 
vital to retrieve the building damage status for planning rescue and reconstruction after an 
earthquake. In cases when the number of completely collapsed buildings is far less than intact 
or less‐affected buildings (e.g., the 2010 Haiti earthquake), it is difficult for the classifier to 
learn the minority class samples, due to the imbalance learning problem. In this study, the 
convolutional neural network (CNN) was utilized to identify collapsed buildings from post‐
event satellite imagery with the proposed workflow. Producer accuracy (PA), user accuracy 
(UA), overall accuracy (OA), and Kappa were used as evaluation metrics. To overcome the 
imbalance problem, random over‐sampling, random under‐sampling, and cost‐sensitive 
methods were tested on selected test A and test B regions. The results demonstrated that the 
building collapsed information can be retrieved by using post‐event imagery. SqueezeNet 
performed well in classifying collapsed and non‐collapsed buildings, and achieved an average 
OA of 78.6% for the two test regions. After balancing steps, the average Kappa value was 
improved from 41.6% to 44.8% with the cost‐sensitive approach. Moreover, the cost‐sensitive 
method showed a better performance on discriminating collapsed buildings, with a PA value 
of 51.2% for test A and 61.1% for test B. Therefore, a suitable balancing method should be 













With the advance of sensor and space technology, remote sensing is able to obtain 
detailed temporal and spatial information at the target area, and has been widely used to 
detect, identify, and monitor the effect of natural disasters [35,130]. It has been adopted in 
various post‐earthquake activities as remotely sensed images usually need minimal 
fieldworks, which is especially important to earthquake‐affected areas that are difficult to 
access [128]. Building damage information is key to post‐earthquake rescue and 
reconstruction. It has been demonstrated that remotely sensed data are capable to derive 
relatively accurate building damage information [134]. High‐resolution remote sensing 
imageries are able to generate building‐by‐building damage maps by interpreting their 
damage states [61,135,136].  
Building damage can be detected by using only post‐event data with the help of the 
emergence of VHR remote sensing imagery, which can provide detailed textural and spatial 
features of the damaged targets [3]. A wide range of remote sensing techniques is applicable 
to evaluate post‐earthquake damage, including optical satellite imagery, synthetic aperture 
radar (SAR), and light detection and ranging (LiDAR). With the rapid improvement of the 
spatial resolution of satellite optical sensors (such as WorldView‐4 that has a GSD of 0.31 m 
in the panchromatic band), the utilization of optical data is a promising approach to detect 
earthquake damage. Visual interpretation, edge and textures, and spectral properties have 
been used to detect building damage when the post‐event optical data are available. The 
distribution of damaged buildings was visually delineated using post‐event optical images to 
support early emergency and rescue planning [137]. The semi‐automated approach was 
applied to identify the region damage using spectral and textural information from an optical 
image after the earthquake [23]. The building damage was detected using the watershed 
segmentation of the post‐event aerial images, assuming their shape information is available 
as a stored geographic information system (GIS) layer [138]. A refined example, automated 
damage detection method using optical data, was discussed in [139,140]. The advantage of 
using SAR data to assess damaged buildings is its independence from sun illumination and 
relative insensitivity to atmospheric conditions [39]. Compared with combined pre‐ with post‐




building damage [142]. The potential of post‐event SAR images has been demonstrated for 
building damage assessment after earthquakes [143–145]. LiDAR can provide a three‐
dimensional visualization of the damaged area, which is useful to automatically generate a 
damage map [46]. In addition, LiDAR has the ability to work at day and night, even in adverse 
conditions, such as in poor illumination or through clouds and smoke. A number of studies 
have used post‐even LiDAR imageries to detect building damage [45,46,146,147]. There are 
also some studies that combined optical imagery with SAR imagery. Different damage types 
have been analyzed in [37] using post‐event TerraSAR‐X Spot‐Light VHR SAR image and 
optical images as assistance to facilitate the analysis. To validate and analyze the results, a 
validation map was created based on optical imagery, and the result demonstrated that SAR 
data have potential for application in urban disaster monitoring and assessment [148].  
Automatic and visual methods are common approaches to generate building damage 
maps using satellite or aerial imageries [149]. However, the visual method based on the study 
of manual sampling is time‐consuming, which is disadvantageous for planning rescue [150]. 
By contrast, automatic methods are able to derive change information from satellite images 
efficiently. The classification model created by supervised learning can predict the class of 
other unclassified instances automatically, once the model is generated [151]. Nevertheless, it 
also requires time and effort to prepare a few training samples for supervised methods, which 
is a disadvantage for rapid damage assessment. Numerous scholars have paid attention to the 
use of machine learning methods to detect damaged buildings using post‐event datasets, and 
carried out much fruitful work. The feature extraction was conducted by morphological 
profiles and texture statistics, then collapsed buildings were classified using support vector 
machine (SVM) [152]. The collapsed buildings were detected by methods based on object‐
based image analysis (OBIA), and SVM using post‐event LiDAR data [153]. A support vector 
selection and adaptation (SVSA) method was applied to two small regions and the entire city 
of Port‐au‐Prince (Haiti), to assess the damage using the post‐event satellite images [154]. A 
variety of algorithms and parameters were tested on post‐event aerial imagery for the 
earthquake in Christchurch, New Zealand, and the results showed that object‐based 
approaches can produce better results than pixel‐based approaches in earthquake damage 




neighbor (K‐NN) classifiers were applied to classify collapsed and standing buildings with 
the post‐event SAR image and the building footprint map [156].  
Convolutional neural networks (CNNs) have become hot research topics in the field of 
image recognition and speech analysis in recent years. A CNN is an alternative type of neural 
network architecture that can be used to model spatial and temporal correlations [89,157,158]. 
It can reduce the complexity of network models and the number of weights, due to its weight‐
sharing characteristic, which makes it more similar to a biological neural network. It has a 
high invariance in translation, scaling, incline. There are many kinds of CNNs, such as 
AlexNet [90], VGGNet [80], and GoogleNet [81]. SqueezeNet [97,101] was developed by 
Forrest Iandola, and it can acquire the same accuracy of AlexNet‐level on ImageNet, with 50 
times fewer parameters. However, there are still limited studies using CNNs to obtain the 
damage information in earthquake‐affected areas. In a recent study, deep learning was 
explored for building damage detection caused by earthquakes using oblique aerial images 
[115]. It demonstrated that CNN features performed better than 3D point cloud features using 
a multiple‐kernel‐learning approach for detecting damaged regions using VHR images. 
Besides, there is a significant challenge for remotely sensed imagery analysis due to the highly 
imbalanced class distribution [159,160]. To handle the imbalanced classification problems, 
various methodologies have been proposed, such as resampling, modification on classifier 
optimization problem, or introducing a new optimization task on top of the classifier [161]. A 
number of studies have been aimed to deal with imbalanced datasets acquired from remote 
sensing images. Infinitely imbalanced logistic regression (IILR) was proposed to deal with 
remote sensing datasets [162]. The oil spills were able to be detected by applying the one‐sided 
selection method (OSS) and satellite radar images [163]. To deal with the imbalance problem 
in the convolutional neural network, seven approaches were compared in [164], including 
random over‐sampling, random under‐sampling, and thresholding with prior class 
probabilities. 
The objective of this study was to explore the performance of SqueezeNet on identifying 
collapsed buildings using single post‐earthquake VHR satellite data. Completely collapsed 
buildings can be readily identified from disintegrated roof structures and associated texture 
features from VHR imagery, while lower damage grades are much harder to map, as such 




The dataset obtained after the 2010 Haiti earthquake was used in this study. As the 
distribution of building damage grades was imbalanced, three balancing methods were 
adopted to improve the accuracy of identifying collapsed buildings including random over‐
sampling, random under‐sampling, and cost‐sensitive approaches. The rest of this paper is 
organized as follows. Section 2.2 provides the descriptions of the study area. Section 2.3 briefly 
introduces basic concepts of convolutional neural networks, data balancing methods, and the 
metrics used to evaluate the performance. The workflow of using SqueezeNet to classify 
collapsed buildings caused by the earthquake is also included. Section 2.4 presents the 
experimental results and discusses the methodology used in the experiments. Finally, 
conclusions are drawn in Section 2.5. 
2.2 Input Data 
Massive buildings and infrastructures were damaged, and some of them even completely 
collapsed, after an earthquake struck Haiti on 12 January 2010. It was said that more than 
300,000 people lost their lives, and about 105,000 houses were completely destroyed in Haiti 
earthquake [129]. The location of the study area is shown in Figure 2.1. Post‐earthquake 
satellite images were captured on 15 January 2010 by the QuickBird satellite. The data were 
obtained via DigitalGlobe open data program having a resampled spatial resolution of 0.5 m, 
and the near infrared (NIR) band was not included. The building damage information was 
visually interpreted from high‐resolution satellite images and aerial photos by 
UNITAR/UNOSAT [165]. The building damage level was classified into five categories based 
on the EMS‐98 [18]; G5: Destruction; G4: Very heavy damage; G3: Substantial to heavy 
damage; G2: Moderate damage and G1: Negligible to slight damage. Selected examples of 
damaged buildings were shown in Figure 2.2. Building footprints were manually extracted in 
the study area using ArcGIS 10.4. To train and validate the proposed method for collapsed 
building identification, the study area was further separated into three regions: train, test A 
and test B. In this study, the number of collapsed and non‐collapsed buildings is 613 and 1857 





Figure 2.1 Location of the study area and regions for train and test datasets. 
 
Figure 2.2 Examples of damaged buildings caused by the Haiti earthquake. (A) Grade 1; (B) 






Figure 2.3 Workflow of mapping collapsed buildings using very high resolution (VHR) 
imagery and convolutional neural networks (CNNs). 
In this study, a CNN‐based approach was proposed for building collapsed assessment 
after the earthquake. The workflow can be seen in Figure 2.3. To make use of VHR satellite 
imagery, a decomposition method should be used to split the large image into small 
processing patches [166]. Small building patches were extracted from satellite images 
according to the building boundary polygons. However, building patches have a different 
number of width and length pixels, which makes them unsuitable as inputs for the CNNs. We 
adopted a zero‐padding operation to make the small building patches uniform, while 
discarding building patches with the width or length smaller than 10 pixels or larger than 96 




collapsed (G1–G4), which will be used as the labels for the corresponding building patches 
for further analysis. Non‐collapsed buildings (2864) outnumbered collapsed buildings (1064), 
which caused an imbalance problem and may affect the classification results. Three balancing 
methods were considered and compared. Finally, a building collapsed map can be derived 
with the proposed workflow. 
2.3.1 Convolutional Neural Networks (CNNs)  
CNNs can be viewed as multilayer neural networks, in which shift and distortion 
invariance can be ensured due to CNNs’ special architectures: local receptive fields, shared 
weights and, sometimes, spatial or temporal subsampling. A typical CNN structure normally 
contains convolution, pooling, and activation function layers, as shown in Figure 2.4. The first 
layer represents input data, while the second layer means feature maps after the convolution 
process. The third layer contains features of activation maps after the process of the activation 
function. The fourth layer is the pooled feature map after the pooling process. Red squares in 
the figure represent filters, and the latter square is the output of the former one after the 
corresponding operation (convolution, ReLU activation, and pooling). The convolutional 
layer is meant to extract features, and filter weights can be shared across all pixels. The spatial 
variation and correlation will be reduced in convolutional layers. There are many kinds of 
activation functions, such as sigmoid, tanh, and rectified linear unit (ReLU). ReLU activation 
function is able to avoid the vanishing gradient, and has less computation than tanh and 
sigmoid, as it involves simpler mathematical operations [90]. In the nonlinearity layer, ReLU 
is applied to each component in a feature map, as shown in Equation (2‐1), in which   means 
the input to the activation layer. It is a half‐wave rectifier function, which can significantly 
accelerate the training phase and prevent overfitting. 
 ( ) = max ( , 0) (2‐1) 
The main function of the pooling layer is to compress the feature graphs and reduce the 
dimensionality [167]. Common methods are to maximize or average the input values. The 
pooling layer can be viewed as down‐sampling of the convolutional feature map [168]. A max 








Figure 2.4 Illustration of typical layers of a CNN [169]. 
2.3.2 SqueezeNet 
A small CNN architecture named SqueezeNet was proposed in 2016. Compared to 
AlexNet, SqueezeNet can get a similar accuracy of classification with 50× fewer coefficients 
by using a compression methodology, and was proven on the ImageNet database [97]. The 
design goal of SqueezeNet is not to get the best CNN recognition accuracy, but to simplify the 
network complexity and attain the recognition accuracy of the public network. There are three 
main strategies in SqueezeNet architecture. For the first strategy, a fire module was proposed 
based on the use of 1 × 1 filters instead of 3 × 3 filters, as 1 × 1 filters have 9× fewer parameters 
than 3 × 3 filters. For the second strategy, a squeeze layer was applied to decrease the number 
of input channels to 3 × 3 filters, instead of the 11 × 11 filters adopted by AlexNet. The first 
and second strategies are designed to reduce the number of parameters in a CNN, while 
maintaining similar inference accuracy. The last strategy is to get large activation maps in 
convolution layers and maximize the accuracy. For SqueezeNet, the stride for the first 
convolutional layer is 2 × 2 instead of 4 × 4 for AlexNet. As if early layers in the network have 
small strides, the following layers will have large activation maps. 
The Fire module is the basic building block of SqueezeNet architecture, as shown in 
Figure 2.5. It consists of a squeeze convolution layer with 1 × 1 filters feeding an expanding 
layer with 1 × 1 and 3 × 3 filters. The number of filters per Fire module is gradually increased, 
from the beginning to the end of the network. Relu [170] is functioned as the activation 
function in all Fire modules. The SqueezeNet architecture utilizes global‐average‐pooling 
layer to replace the fully‐connected layer, which is easier to interpret and less prone to 





Figure 2.5 The structure of the Fire module used in SqueezeNet. 
The structure of the adopted CNN model is listed in Table 2.1. The input layer expected 
building patches with width, length, and band values as (96, 96, 3) followed by a convolutional 
layer with 64 filter kernels and a stride of 2 × 2. Three Fire modules were adopted from 
SqueezeNet when constructing the CNN model. A max‐pooling operation was inserted 
between the fire modules. A dropout layer was also considered after the Fire modules. Finally, 
a global‐average‐pooling layer was used to replace the conventional flatten layer, followed by 
a softmax layer to classify if the input building collapsed or not. The model has a total number 
of 164,194 parameters, which were trained with the mentioned training dataset. The CNN 
model was implemented using Keras 2.1.5 with tensorflow 1.8 as backend. Computing was 
done using Google Cloud Platform with NVIDIA Tesla K80 GPU and 26 gigabyte memory. 
Table 2.1 The CNN structure adopted in this study. 
 Layer  Shape (N, Width, Length, Bands) Nr. of Parameters  
 Input   (N, 96, 96, 3) 0 
 Conv2D (N, 47, 47, 64) 1792 
 Relu (N, 47, 47, 64) 0 
 MaxPooling2D (N, 23, 23, 64) 0 
Fire Module 
Conv2D_squeeze1 × 1 (N, 23, 23, 16) 1040 




 Layer  Shape (N, Width, Length, Bands) Nr. of Parameters  
 Conv2D_expand1 × 1 (N, 23, 23, 64) 1088 
 
Conv2D_expand3 × 3 (N, 23, 23, 64) 9280 
Relu_expand1 × 1 (N, 23, 23, 64) 0 
Relu_expand3 × 3 (N, 23, 23, 64) 0 
Concatenate (N, 23, 23, 128) 0 
 MaxPooling2D (N, 11, 11, 128) 0 
Fire Module 
Conv2D_squeeze1 × 1 (N, 11, 11, 32) 4128 
Relu_squeeze1 × 1 (N, 11, 11, 32) 0 
Conv2D_expand1 × 1 (N, 11, 11, 128) 4224 
Conv2D_expand3 × 3 (N, 11, 11, 128) 36,992 
Relu_expand1 × 1 (N, 11, 11, 128) 0 
Relu_expand3 × 3 (N, 11, 11, 128) 0 
Concatenate (N, 11, 11, 256) 0 
 MaxPooling2D (N, 5, 5, 256) 0 
Fire Module 
Conv2D_squeeze1 × 1 (N, 5, 5, 48) 12,336 
Relu_squeeze1 × 1 (N, 5, 5, 48) 0 
Conv2D_expand1 × 1 (N, 5, 5, 192) 9408 
Conv2D_expand3 × 3 (N, 5, 5, 192) 83,136 
Relu_expand1 × 1 (N, 5, 5, 192) 0 
Relu_expand3 × 3 (N, 5, 5, 192) 0 
Concatenate (N, 5, 5, 384) 0 
 Dropout (N, 5, 5, 384) 0 
 Conv2D (N, 5, 5, 2) 770 
 Relu (N, 5, 5, 2) 0 
 Global‐average‐pooling (N, 2) 0 
 Softmax (N, 2) 0 






2.3.3 Data Balancing Methods  
There are mainly three approaches to deal with class imbalance problems, which can be 
classified as data‐level, algorithm‐level, and hybrid methods [171]. Data‐level methods mainly 
use re‐sampling methods to balance the class distribution in the training data. Random over‐
sampling methods increase the number of samples in the minority class by randomly 
replicating or generating a new minority. As opposed to the random over‐sampling, majority 
class instances are randomly eliminated by the random under‐sampling method, to balance 
class distribution until the minority and majority have the same number of instances. 
Algorithm methods modify existing classification algorithms to improve the sensitivity of the 
classifier towards minority classes. One of the most popular algorithm‐level methods is the 
cost‐sensitive approach [172], which assigns different cost to samples from different classes. 
In this study, we simply use the class proportion as the loss weight for different classes. The 
minority class samples have higher costs, thus giving them greater impact on the weight‐
updating in the neural network [173]. The hybrid method integrates previously mentioned 
approaches to improve the performance [174], which was not considered in this study. 
2.3.4 Evaluation Metrics 
The selected Haiti dataset was separated into the train, test A, and test B regions, as shown 
in Figure 2.1. Several metrics are used as the evaluation standards in this study, including 
producer accuracy (PA), user accuracy (UA), overall accuracy (OA), and Kappa, which are 
proposed based on the confusion matrix (Table 2.2). True positive (TP) is the number of 
positive examples correctly classified, false positive (FP) is the number of negative examples 
incorrectly classified as positive, false negative (FN) is the number of positive examples 
incorrectly classified as negative, and true negative (TN) is the number of negative examples 
correctly classified. OA (Equation (2‐3)) is the percentage of examples correctly classified. OA 
is often used to measure the performance of learning systems. However, it is not appropriate 
when the dataset is imbalanced, since it tends to be biased toward the majority class while 
neglecting the minority class. PA is the probability that a value in a given class was classified 
correctly. UA is the probability that a value predicted to be in a certain class really is that class. 
The probability is based on the fraction of correctly predicted values to the total number of 
values predicted to be in a class. The Kappa coefficient of agreement developed by Cohen 




by Equation (2‐4).     is the observed proportion of agreement, and     is the proportion of 
agreement expected by chance. When dealing with imbalance dataset, it is important to pay 
attention not only to the overall accuracies but, also, the corresponding misclassification costs. 
Thus, Kappa would be a better performance measure than the OA when facing an imbalanced 
dataset. Kappa coefficients are interpreted using the guidelines outlined by Landis and Koch 
[175], who characterized values between 0.01 and 0.20 as slight, between 0.21 and 0.40 as fair, 
between 0.41 and 0.60 as moderate, between 0.61 and 0.80 as substantial, and between 0.81 
and 1.00 as almost perfect. 
   =
   +    
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Table 2.2 Confusion matrix. 
  Ground Truth 
Total 
  Collapsed Non-collapsed 
Predicted 
Collapsed True Positive (TP) False Positive (FP)    
Non-collapsed False Negative (FN) True Negative (TN)    
 Total       n 
2.4 Results and Discussion 
2.4.1 Identifying Collapsed Buildings Using CNNs 
The number of width and length pixels for extracted building patches are different. The 
width and length vary from several to hundreds of image pixels. The length of the non‐
collapsed buildings ranges from 10 to 276 pixels, and the width ranges from 9 to 413 pixels. 
For collapsed buildings, the length falls within the range of 7–194 pixels, and the width within 
the range of 11–438 pixels. The distributions for collapsed and non‐collapsed buildings have 
similar trends, mainly ranging from 20 to 40 pixels for both width and length, with long tails, 
as can be seen in Figure 2.6. Typical CNNs require fixed‐size inputs, as pointed out by [176]. 
Convolutional layers do not require a fixed image size, but the fully connected layer needs to 




instead of a fully connected layer in the network, it is still difficult to implement CNNs using 
variable‐size inputs. In this study, too large or small buildings were ignored by defining the 
thresholds, and the remaining buildings were padded by zero values to have the same 
dimensions. The width and length of building patches were limited from 10 × 10 to 96 × 96 
pixels in this study. Building patches having pixel sizes outside of the mentioned range were 
filtered. For retained collapsed or non‐collapsed buildings, a zero‐padding operation was 
considered so that all building patches have a uniformed pixel size of 96 × 96. 
 
Figure 2.6 The distribution of width and length pixels for collapsed and non‐collapsed 
building patches. 
The results of using the mentioned CNN model can be seen in Table 2.3, to classify 
collapsed and non‐collapsed buildings caused by the Haiti earthquake. SqueezeNet achieved 
Kappa values of 37.7% and 45.6% for discriminating collapsed and non‐collapsed buildings 




non‐collapsed buildings were very high (>90%) in the two test regions, which means the 
model performed well on classifying non‐collapsed buildings. It can be seen that collapsed 
buildings were prone to being misclassified through the low PA values of 42.6% and 50.6%. 
The UA values for non‐collapsed buildings are comparatively higher than for collapsed 
buildings. The UA values for collapsed buildings were 58.5% and 78% for test A and test B, 
indicating that non‐collapsed buildings were comparatively prone to being wrongly 
identified in test A region. One reason for the low PA value of collapsed buildings is that the 
classification method is prone to favor the majority class when dealing with the imbalanced 
dataset. The building structures should also be considered in the study area. It is prone to 
being correctly classified for concrete buildings having very prominent collapse or damage 
structures with totally broken down roofs. Steel or wooden frame buildings with metal sheet 
roofs, where the building was physically collapsed but there was no visible deformation or 
textural change to its roof structure, would be hard to correctly classify [48], which would 
decrease the number of correctly classified collapsed buildings. 
Table 2.3 SqueezeNet performance on test A and test B dataset. 











Collapsed 55 39 58.5   
Non-
collapsed 
74 415 84.9   
 PA (%) 42.6 91.4    
      80.6 37.7 
 
Predicted 




159 507 76.1   
 PA (%) 50.6 91.7    
     76.6 45.6 





Figure 2.7 The performance of the CNN on identifying collapsed buildings using test A (A) 
and test B (B) dataset. 
The Kappa value for test A (37.7%) and test B (45.6%) also indicated that SqueezeNet 
performed better on test B to discriminate collapsed buildings, which could be partly caused 
by the difference in building structures in these two regions. Building structures in Test B 
include concrete structures with flat roofs of varying heights and sizes, wooden or steel frame 
buildings with corrugated metal sheet roofs, and low height metal sheet shelters (shanty 
housing) with very small‐sized dwellings [48]. For test A, there is mainly a density of small 




makeshift homes when the devastating earthquake struck Haiti. While such buildings were 
prone to be misclassified from the imagery, the extracted patches for small buildings were 
padded with more zero values in the pre‐processing step, which will also affect the model’s 
performance. To demonstrate the achieved results, building‐by‐building evaluation maps 
were shown in Figure 2.7. 
2.4.2 Performance of Balancing Methods for Identifying Collapsed Buildings 
Table 2.4 The performance of balancing methods on test A and test B dataset. 
Region Method 
Collapsed Non-collapsed OA  
(%) 
Kappa  
(%) PA (%)  UA (%) PA (%) UA (%) 
Test A 
Cost‐sensitive 51.2 55.4 88.3 86.4 80.1 40.6 
Random over‐sampling 49.6 53.3 87.7 86.0 79.2 38.2 
Random under‐sampling 61.2 47.6 80.8 88.0 76.5 38.1 
Test B 
Cost‐sensitive 61.1 72.2 86.3 79.2 77.0 48.9 
Random over‐sampling 60.9 71.7 86.1 79.1 76.8 48.5 
Random under‐sampling 69.6 65.7 78.8 81.6 75.4 47.8 
 
In the training dataset, the number of collapsed and non‐collapsed buildings was 613 and 
1857, respectively. The imbalanced distribution of training labels makes the classifier biased 
to the majority class, which results in the CNN model not performing well on identifying 
collapsed buildings compared to non‐collapsed buildings. Random under‐sampling, random 
over‐sampling, and cost‐sensitive methods were adopted to deal with the imbalance problem. 
Table 2.4 compared the overall performance of the three balancing methods. The highest PA 
values for collapsed buildings in regions of test A (61.2%) and test B (69.6%) were acquired by 
random under‐sampling methods. Also, the UA values were lowest among these three 
methods, 47.6% and 65.7%, respectively. The higher PA for collapsed buildings means that 
more collapsed buildings were classified correctly. In addition, lower UA for collapsed 
buildings means larger number of FP. Random over‐sampling achieved similar results with 
the cost‐sensitive method. It can be seen that the highest OA and Kappa were acquired by the 
cost‐sensitive method, 80.1% and 40.6% for test A, and 77.0% and 48.9% for test B. Therefore, 




the CNN model still achieved a better OA for test A than for test B, and the Kappa values for 
test B are comparatively higher. To demonstrate the achieved results, building‐by‐building 
evaluation maps were shown in Figure 2.8 for test A and test B, by considering the cost‐
sensitive method. 
 
Figure 2.8 The performance of the balanced‐CNN on identifying collapsed buildings using 
test A (A) and test B (B) dataset. 
It can be seen that the PA values for non‐collapsed buildings are higher than collapsed 




increased after balancing, which means the balanced model has a better capability in 
identifying collapsed buildings, which is very important for planning rescue after an 
earthquake. For the random under‐sampling method, it discarded a large number of non‐
collapsed building samples. An increasing number of collapsed buildings were correctly 
classified, and the PA values improved from 42.6% to 61.2% for test A, and from 50.6% to 69.6% 
for test B. However, the performance for non‐collapsed buildings was severely damaged, thus, 
the OA decreased from 80.6% to 76.5% for test A, and from 76.6% to 75.4% for test B. In this 
study, random over‐sampling and cost‐sensitive methods achieved similar results, and the 
latter one has a slightly better performance. Although the overall accuracies did not improve 
with balancing methods, the Kappa values improved from 37.7% to 40.6%, and from 45.6% to 
48.9% with the cost‐sensitive method.  
2.4.3 Intra-Class Analysis for Building Damage Assessment 
 
 
Figure 2.9 The distribution of width pixels for collapsed and non‐collapsed building patches 
for test B dataset. 
To make the pixel size of building patches unified, a zero‐padding operation was applied 
to the input data. If the original building patch has fewer pixel values, it will affect the model 
performance by padding too many zero values. To analyze the model performance on intra‐
class samples, test B dataset was re‐classified according to the original width pixel numbers 




and the cost‐sensitive method on re‐classified data. The distribution of width pixels for test B 
building patches was shown in Figure 2.9, mainly ranging from 20 to 40 pixels. 
Building patches were classified into five categories according to the number of building 
width pixels, as shown in Table 2.5, making the number of training data as equal as possible 
for each category. It can be seen that Kappa values for the categories of “25–31” and “31–47” 
were comparatively low before balancing, and the highest Kappa was achieved for buildings 
with width pixels within the range of 37–46. After balancing, the Kappa values were improved 
for all categories, except for “<25”. For the category of building width larger than 46 pixels, 
the OA and Kappa values were improved from 76.3% to 80.2%, and 48.9% to 57.8%. For 
building patches with width pixels lower than 25, the Kappa value was decreased from 44.0% 
to 40.8%. While the balanced model achieved better Kappa values on building patches with 
width larger than 25 pixels, the balancing operation could deteriorate the performance for the 
left small buildings in this case study. 
Table 2.5 SqueezeNet model performance on test B data re‐classified by the number of 
building width pixels. 
Width  
(Pixels) 
Nr./Train Nr./Test B 
CNN Balanced-CNN 
OA (%) Kappa (%) OA (%) Kappa (%) 
<25 515 248 75.8 44.0 72.2 40.8 
25–31 500 157 76.4 39.7 78.3 48.7 
31–37 529 135 77.7 39.8 79.2 45.4 
37–46 456 128 77.3 51.7 77.3 52.6 
>46 470 207 76.3 48.9 80.2 57.8 
 
The confusion matrix values obtained using re‐classified test B dataset were plotted on 
Figure 2.10. TN has the highest values among the confusion matrix, as non‐collapsed 
buildings outnumbered collapsed buildings, and the classifier performed well on classifying 
non‐collapsed buildings. The aim of this study is to identify collapsed buildings, which plays 
a key role in post‐event rescue and reconstruction. After balancing, the number of TP samples 
increased, showing that the balanced classifier had a better performance on identifying 




post‐event data was considered in this study. The accuracy would be better when pre‐
earthquake data and LiDAR data were considered. The zero‐padding pre‐processing 
operation also affected the performance on small buildings. Furthermore, the number of 
training samples was still too small. Considering that it is not easy to prepare large number 
samples for such a task, transfer learning based on CNN could be considered, by fine‐tuning 
large‐scale dataset‐derived complex CNN models with relatively less new data. 
 
Figure 2.10 Plots of the confusion matrix values obtained using re‐classified test B dataset: (A) 
CNN (B) Balanced‐CNN. FP (non‐collapsed buildings misclassified as collapsed ones); FN 
(collapsed buildings misclassified as non‐collapsed ones); TP (collapsed buildings classified 




The model was prone to favor collapsed buildings after balancing, which would increase 
the number of misclassified small buildings for non‐collapsed buildings. It can be observed 
from Figure 2.10 that the number of false positives was increased, along with the increase of 
the number of true positives for buildings with width pixels smaller than 46. Similar results 
were also observed in [177]. This is a disadvantage and undesirable for rapid damage 
assessment. It is demonstrated that the number of false positives could be reduced by taking 
advantage of ensemble learning [178]. However, it is still a challenge to properly deal with an 
imbalanced dataset [171]. Besides, the building structures in the study area should be 
considered when using balancing methods for identifying collapsed buildings after an 
earthquake, which could deteriorate the performance for small buildings. 
2.4.4 CNNs for Identifying Earthquake-Induced Collapsed Buildings 
There are several existing studies using VHR satellite imagery for mapping earthquake‐
induced collapsed or affected buildings after the 2010 Haiti earthquake. Texture and structure 
features were derived from pre‐ and post‐earthquake VHR satellite imagery for the city of 
Port‐au‐Prince (Haiti), and obtained overall accuracies of 74.1–77.3% and Kappa values of 
30.6–40.2% using artificial neural networks (ANN), radial basis function neural network 
(RBFNN) and RF [1]. A support vector selection and adaptation (SVSA) approach was carried 
out, to classify the post‐earthquake QuickBird data into eight land‐use classes, and 92 
damaged buildings were correctly identified from the total 145 damaged samples [31]. The 
road and building classes were confused with the damage class due to pixel‐based 
classification. A moderate result was achieved in this study using the CNN approach, which 
can take advantage of features learnt via the trained network, and requires no extra feature 
extraction. However, the learnt features are difficult for interpretation. When the post‐event 
LiDAR point cloud data were considered, a better result was achieved in [127] by combing 
spectral, texture, and height information, and implemented at the object level. A one‐class 
support vector machine (OCSVM) method was adopted to extract collapsed buildings and 
obtained an OA of 88.3% and Kappa value of 70.8%. LiDAR data can characterize building 
roof changes through the accurate and precise measurement of height information. A 3D 
shape descriptor was further developed in [161], based on building contour clusters derived 





Kappa was used in this study as one of the evaluation metrics, and it is also commonly 
adopted by many previous studies related to earthquake‐induced collapsed buildings [35,179]. 
Kappa statistics showed significant response to the class distribution, while OA is not a useful 
measure when evaluating classifiers learned on imbalance datasets [180,181]. Furthermore, it 
provides a mean to make the achieved result comparable with previous studies. However, it 
is pointed out that there are some drawbacks for Kappa [182]. The major limitations are that 
randomness may mislead the accuracy of assessment, and may incorporate problems in 
computation and analysis [183]. The allocation agreement and quantity agreement were 
further proposed by Pontius and Millions [182] to replace Kappa, and will be considered in 
further studies.  
In this study, grade 4 damage was classified as non‐collapsed, as in [130]. However, it is 
pointed out that grade 4 damage is difficult to identify from remotely sensed images [61]. Very 
heavy damaged buildings might have failure of walls, or partial structural failure of roofs and 
floors. Pre‐ and post‐event imagery are needed to distinguish them from collapsed buildings. 
With the availability of aerial oblique imagery, a detailed building damage map for each grade 
might be achievable [50]. Besides, building footprints, in this study, were manually extracted 
from the imagery, which is time‐consuming and also disadvantageous for planning rescue 
after earthquake. In [178], a fractal net evolution approach (FNEA) algorithm was adopted to 
delineate the image into objects. It showed that collapsed buildings and other objects (e.g., 
intact buildings, vegetation, and shadow areas) were well segmented, and a collapsed 
building detection method was further proposed. A region‐growing‐with‐smoothness‐
constraint approach was suggested to segment damaged and undamaged buildings from 
airborne LiDAR data [121]. Out of 1953 validation buildings, 1890 were correctly segmented, 
with only 0.03% errors of commission and 0.03% errors of omission. Accurate automatic 
segmentation methods should be considered to extract building footprints from remotely 
sensed data.  
It should be mentioned that the achieved result, in this study, was not satisfied for rapid 
damage assessment, as indicated by the Kappa values. On the one hand, only post‐event 
imagery was used in the study, and pre‐event data and LiDAR data are also crucial for 
identifying collapsed buildings. On the other hand, the performance is also affected by the 




correctly classify them. Furthermore, the size of training dataset was too small for the CNNs. 
However, this study demonstrated that the CNN method, to some extent, is able to 
distinguish collapsed buildings from non‐collapsed buildings using single post‐event satellite 
imagery. The performance is expected to be improved when more training data are available 
or using more advanced deep learning structures. Besides, rotating the input image will not 
significantly impact the output as CNNs are capable of learning invariant features due to the 
special architecture, including local receptive fields, shared weights, and the spatial 
subsampling. The model transferability to other areas was not explored in this study. It is 
worth pointing out that the CNN model is supposed to be transferrable to new datasets when 
a few training samples are available. The pretrained network weights can be fine‐tuned by 
training the network with new data. Once an accurate CNN model was built, which can be 
viewed as the pretrained model, the fast availability of post‐earthquake VHR imagery would 
be crucial for rapid damage assessment [184]. Interpretation of the imagery or field 
observation should also be involved, to prepare for a situation of little training data, which 
will be then used to fine‐tune the pretrained model. The transferability of CNNs using 
remotely sensed data has been demonstrated in case studies of land‐use classification, SAR 
target recognition, and soil clay content mapping using airborne hyperspectral data 
[12,108,158]. Furthermore, it is also possible to fine‐tune CNN models (VGG, Xception, 
ResNet), trained by existing large‐scale dataset (like ImageNet) to identify collapsed buildings 
caused by earthquakes. 
2.5 Conclusions 
Supervised classification algorithms have been widely used in damage assessment after 
an earthquake. In this study, the convolutional neural networks were proposed for identifying 
collapsed buildings after the Haiti 2010 earthquake using single post‐earthquake VHR satellite 
imagery. The SqueezeNet method achieved OA values of 80.6% and 76.6% on classifying 
collapsed and non‐collapsed buildings using test A and test B dataset. The damage grade 
distribution of earthquake‐affected buildings is often imbalanced, as collapsed buildings are 
normally less than non‐collapsed buildings after an earthquake. Three balancing methods 




improve significantly for the two test regions, the model’s capability of identifying collapsed 
buildings was enhanced with balancing methods. The SqueezeNet‐similar CNN model 
achieved Kappa values of 40.6% and 48.9%, for test A and test B dataset, with the cost‐sensitive 
method. The zero‐padding operation for preparing building patches can improve the model 
performance on the intra‐class dataset. The balanced model achieved the Kappa value of 57.8% 
for buildings with width larger than 46 pixels. However, the number of false positives were 
increased, along with the increase of the number of true positives, especially for small 
buildings. Thus, the building structures in the study area should be considered when using 
balancing methods for identifying collapsed buildings after earthquakes. The efficiency is 
crucial for emergency mapping. Apart from the preparation for training data, it took 95.3 s to 
train the model using Google Cloud Platform in this study. When more data and complex 
deep learning models with even millions parameters were involved, the model training time 
will be expected to be increased. It would be practical to consider a pretrained model, which 
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 The accurate and quick derivation of the distribution of damaged building must be 
considered essential for the emergency response. With the success of deep learning, there is 
an increasing interest to apply it for earthquake‐induced building damage mapping, and its 
performance has not been compared with conventional methods in detecting building 
damage after the earthquake. In the present study, the performance of grey‐level co‐
occurrence matrix texture and convolutional neural network (CNN) features were 
comparatively evaluated with the random forest classifier. Pre‐ and post‐event very high‐
resolution (VHR) remote sensing imagery were considered to identify collapsed buildings 
after the 2010 Haiti earthquake. Overall accuracy (OA), allocation disagreement (AD), 
quantity disagreement (QD), Kappa, user accuracy (UA), and producer accuracy (PA) were 
used as the evaluation metrics. The results showed that the CNN feature with random forest 
method had the best performance, achieving an OA of 87.6% and a total disagreement of 
12.4%. CNNs have the potential to extract deep features for identifying collapsed buildings 
compared to the texture feature with random forest method by increasing Kappa from 61.7% 
to 69.5% and reducing the total disagreement from 16.6% to 14.1%. The accuracy for 
identifying buildings was improved by combining CNN features with random forest 
compared with the CNN approach. OA increased from 85.9% to 87.6%, and the total 
disagreement reduced from 14.1% to 12.4%. The results indicate that the learnt CNN features 
can outperform texture features for identifying collapsed buildings using VHR remotely 










Buildings are fundamental for human living. However, they are vulnerable to natural 
hazards. Buildings are usually seriously damaged or completely destroyed by earthquakes, 
such as the Sichuan (2008), Chile (2010), Haiti (2010), and Nepal (2015) earthquakes. Therefore, 
it is vital to monitor the status of buildings and provide high‐precision building damage 
assessment after an earthquake at a detailed scale to support the emergency response and 
rescue activities. Considering the demand of the timely retrieval of disaster damage 
information, the implementation of satellite‐based methods to assess damage in buildings has 
raised more and more attention after an earthquake, especially where the road connections 
are blocked or destroyed and access became thus difficult [44,185,186]. 
Remote sensing has been widely utilized for various disasters as it can capture affected 
areas from space [187,188]. Synthetic aperture radar (SAR), light detection and ranging 
(LiDAR), and optical techniques have been adopted to detect and assess damaged buildings 
after an earthquake and have achieved great success for comparatively low costs, minimal 
corresponding fieldwork, large coverage, digital processing, and quantitative results [128]. 
SAR is strongly sensitive to surface changes based on the backscatter coefficient and intensity 
correlation [17]. In the previous study, object‐based image analysis (OBIA) was proposed by 
Blaschke et al. 2001 [189] and evaluated on post‐event ALOS‐2/PALSAR‐2 dual polarimetric 
SAR imagery after the 2015 Nepal earthquake [22]. LiDAR imagery can provide information 
of height change, while optical imagery has become an important way to identify damaged 
buildings with the improvement of spatial resolution and image quality. It is also possible to 
integrate different methods to detect damaged buildings and produce accurate and reliable 
results. A novel method was proposed to detect damaged buildings using high‐resolution 
remote sensing images and three‐dimensional GIS data by Tu et al. 2016 [190]. Remote sensing 
and GIS can be used to not only detect earthquake damage, but also to monitor the recovery 
after earthquakes, like how remote sensing and GIS were applied to monitor the recovery after 
the 2009 L'Aquila earthquake, Italy [191].  
Compared with automatic methods, the visual method [192] is usually time‐consuming, 
which is disadvantageous for planning rescue and for the generation of building damage 




using remote sensing imagery since 1988 [193]. The OBIA approach is usually performed in 
two steps. First, the input image is segmented, and then each segmented object is assigned to 
a class by a classification algorithm [194]. OBIA provides an automated method for the 
analysis of high‐resolution imagery by describing the object using spectral, textural, spatial, 
and topological properties. An adaptive‐network‐based fuzzy inference system (ANFIS) 
model was designed to attain the building damage degrees, and OBIA played a key role in 
detecting damaged buildings using high‐resolution imagery after the earthquake in 2004 Bam, 
Iran [49]. OBIA was already incorporated with random forest classifier to identify damaged 
buildings [156]. In high‐resolution imagery, the pixel size is significantly smaller than the 
average size of the object of interest. OBIA can group pixels into objects based on spectral 
similarity, and thus, showed better performance compared to pixel‐based classification [195]. 
The commercial image segmentation and classification software eCognition has been widely 
used in detecting earthquake damage. For earthquake‐collapsed building extraction from 
LiDAR and aerophotograph based on OBIA, eCognition software was used to segment 
imagery. Texture features (contrast, dissimilarity, and variance) were calculated based on the 
gray level co‐occurrence matrix (GLCM), and support vector machine (SVM) was chosen as 
the classifier to identify the collapsed buildings [153,196]. eCognition software was also 
considered for image segmentation and classification to detect damaged buildings after the 
2010 Haiti earthquake [197]. OBIA has shown the potential for earthquake damage detection, 
while the application of convolutional neural networks (CNNs) is still limited and worth to 
be explored to discover its advantages. 
Deep learning is able to improve the efficiency of damage recognition because of its high 
ability of automatic feature learning and visual pattern recognition [72]. There are many kinds 
of CNN structures, including GoogleNet [81] with 22 layers for classification when counting 
only layers (or 27 layers when also counting pooling), VGGNet [80] with 11 to 19 weight layers 
for large image recognition, AlexNet [90] with five convolutional layers (some of them 
followed by max‐pooling layers) and three full‐connected layers, which were used to classify 
1.2 million high‐resolution images in the ImageNet Large Scale Visual Recognition Challenge 
(ILSVRC) into the 1000 different classes. Network in network (NiN) was proposed by 
replacing the liner filter and full connected layer with nonlinear multilinear perceptron and 




tasks including image classification, speech recognition, and object detection 
[90,158,169,199,200]. However, there are limited studies related to earthquake‐induced 
building damage mapping using deep learning and its robustness and applicability of 
building damage mapping should be explored. A SqueezeNet‐similar CNN structure was 
adopted to identify the collapsed buildings after the 2010 Haiti earthquake using only post‐
event satellite imagery [13]. CNN and three‐dimensional features, both independently and in 
combination, were considered to detect damaged buildings, and the results showed that the 
integration of CNN and 3D point cloud features significantly improved the model 
transferability and achieved accuracy was improved up to a maximum of 7% compared with 
the result achieved by CNN features alone [115].  
The objective of the present study was to explore the performance of using texture and 
CNN features respectively integrated by random forest for building damage assessment using 
pre‐ and post‐earthquake VHR satellite imagery. The dataset obtained after the 2010 Haiti 
earthquake were used in this study. A neural network containing three convolutional layers 
were implemented to automatically learn features. GLCM texture features (including contrast, 
dissimilarity, entropy, homogeneity, correlation, and angular second moment) were extracted 
from pre‐ and post‐event data using eCognition. Subsequently, random forest was used as the 
classifier to evaluate the performance of these two different features. The rest of this paper is 
organized as follows. Section 3.2 describes the study area and dataset. Section 3.3 introduces 
the basic concepts of convolutional neural networks, textural feature extraction, random forest, 
and evaluation metrics. The results are then provided in Section 3.4 and discussed in Section 
3.5. Conclusion is described in Section 3.6. 
3.2 Study Area 
After the earthquake in Haiti on January 12, 2010, there were about 105,000 houses 
completely destroyed, especially in its capital, Port‐au‐Prince, where some important 
buildings collapsed, such as the Port‐au‐Prince Cathedral and the Presidential Palace. 
Buildings in the study area were highly vulnerable to earthquakes since little or no seismic 
design was applied. Building structures in the capital mainly included concrete structures 




metal sheet roofs, and low metal sheet shelters (shanty housing) with very small dwellings 
[48]. Based on the European Macroseismic Scale 1988 (EMS‐98) [18], the damage of buildings 
can be classified into five grades as shown in Figure 3.1.  
 
Figure 3.1 Classification of damage to masonry and reinforced buildings (taken from EMS‐
98). 
The proposed method was applied to the area of Port‐au‐Prince to distinguish collapsed 
and noncollapsed buildings. Considering limited data availability, the pre‐event WorldView‐
2 data acquired on January 9, 2010 (Figure3.2A) and post‐event QuickBird data acquired on 
January 15, 2010 (Figure 3.2B) were utilized in this study. The data were obtained via 
DigitalGlobe open data program with the identical spatial resampling resolution of 0.5 m. 
Furthermore, building damage information was also used to evaluate the performance of the 
model. The building damage information was acquired from UNITAR/UNOSAT and created 
by visual interpretation of high‐resolution satellite images and aerial photos observed after 
the earthquake [165]. In the present study, the dataset is randomly divided into training and 





Figure 3.2 Very high‐reslution (VHR) imagery in the study area before (A) and after (B) the 
2010 Haiti earthquake and building footprints with damage grades (C). Grade 2 was not 
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Figure 3.3 The flowchart of comparing convolutional neural network (CNN) and texture 
features with random forest for deriving collapsed building information after the earthquake. 
The purpose of this study is to explore the performance of texture and CNN features for 
identifying collapsed buildings after the earthquake. It should be mentioned that it is hard to 
identify small dwelling units with metal rooves, even when VHR imagery is used [49]. 
Therefore, the study mainly focuses on distinguishing between collapsed and noncollapsed 
buildings. The damage grades were classified into binary categories: Collapsed (G5) and 
noncollapsed (G1–G4) buildings as labels for the corresponding objects for further study. 
Building patches were extracted from pre‐ and post‐event satellite images with manually 
prepared building footprints. In general, CNNs accept input image patches with the same 
dimension. Thus, building patches were scaled to have the same pixel size of 96 by 96 [13]. 
Ideally, the CNNs can learn useful task‐oriented features from the training data. Thus, the 
pre‐ and post‐event data were combined by simply concatenating them. The workflow was 
shown in Figure 3.3 and the main steps were further described in the following sub‐sections. 
The CNN model was trained and then used as a feature extraction tool to derive CNN features. 
The basic concept of CNNs and the adopted CNN structure were presented in Section 3.4.1. 
For texture features as described in Section 3.4.2, a total of 12 features was calculated for each 




Random forest was briefly explained in Section 3.4.3, which was chosen as the classifier to 
compare the performance of texture and CNN features for identifying collapsed buildings 
after the 2010 Haiti earthquake. Evaluation metrics were described in Section 3.4.4.  
3.3.1 Convolutional Neural Networks (CNNs)  
Compared to conventional classification methods, CNNs can provide better classification 
performance due to its capability of learning high‐level features from a large number of 
training dataset [102]. To ensure the shift and distortion invariance, three architectural ideas 
were proposed in convolutional neural networks including local receptive fields, shared 
weights, and sometimes spatial or temporal subsampling [157]. The number of parameters 
could be reduced using the weight‐sharing technique to solve the problems of sophisticated 
and complicated hyperparameters in deep neural networks. The standard CNN structure 
consists of convolutional, pooling, and fully connected layers. The convolution layers are used 
to generate feature maps by linear convolutional filters followed by nonlinear activation 
functions such as sigmoid, tanh, softmax, and Rectified Linear Unit (ReLU). The feature maps 
obtained after convolutional layers are often subsampled by pooling layers to reduce the 
dimensionality. Max‐pooling operation is commonly adopted in the pooling layer, which is a 
sort of downsampling where we can preserve the locations of the original image that showed 
the strongest correlation to the specific features. Fully connected layer is often used to combine 
the local features into the global features. Global average pooling is also proposed to minimize 
overfitting by reducing the total number of parameters in the model [198]. It averages all the 
features within the spatial region. Given a feature map of the size height × width × depth, 
global average pooling reduces that to a 1 × 1 × depth feature map. Compared to fully 
connected layers, it is more native to the convolution structure by enforcing correspondences 
between feature maps and target categories. 
The adopted CNN structure in this study is shown in Table 3.1. It comprises three 
convolutional and activation layers, two max‐pooling layers, a global average pooling layer, 
and a traditional fully connected layer. Max‐pooling operation is utilized following activation 
layers. The input values of width, length, and band values are 96, 96, and 3, respectively. The 
stride is 1 × 1 in the first and second convolutional layers. The first convolutional layer has 32 
filters with the window size of 3 × 3 followed by a pooling layer of 32 filters of window size 2 




window size should be larger than the smallest size of building or the intermediate output. 
Thus, the output size after the first pooling operation was 47 × 47 × 32. The activation feature 
maps acquired by the activation layer were pooled with a 2 × 2 max‐pooling window, and 
would be used as the input data for the next convolutional layer. The drop probability was 
set to 0.5 in the dropout. ReLU was used as the activation function in the model. The CNN 
model was implemented using Keras 2.4 with tensorflow 1.7 as the backend. The model was 
trained using the prepared Haiti earthquake dataset and functioned as the feature extractor. 
The extracted CNN features were then used as input for the random forest classifier, which 
was term as CNN‐RF for convenience, to distinguish collapsed and noncollapsed buildings. 
Table 3.1 CNN structure in the present study. 
Layer Shape (N, Width, Length, Bands) Nr. of Parameters 
Conv2d_1 (N, 94, 94, 32) 896 
Activation_1 (N, 94, 94, 32) 0 
Max_pooling2d_1 (N, 47, 47, 32) 0 
Conv2d_2 (N, 45, 45, 64) 18496 
Activation_2 (N, 45, 45, 64) 0 
Max_pooling2d_2 (N, 22, 22, 64) 0 
Conv2d_3 (N, 20, 20, 64) 36928 
Activation_3 (N, 20, 20, 64) 0 
Global_average_pooling2d_1 (N, 64) 0 
Dense_1 (N, 32) 2080 
Dropout_1 (N, 32) 0 
Softmax (N, 2) 66 
Total  58466 
3.3.2 GLCM Texture Features 
GLCM has been proven to be a popular statistical method of extracting textural feature 
from images. A variety of GLCM derived features have been applied in previous studies 
related to damaged buildings induced by an earthquake [29,152,201,202]. According to the co‐




to extract the characteristics of texture statistics of images [196]. In this paper, six texture 
features (contrast, dissimilarity, entropy, homogeneity, correlation, angular second moment) 
that have been correlated with earthquake‐induced damaged buildings in previous studies 
[133,156,203,204] were selected and calculated with the eCognition software for pre‐ and post‐
event satellite imagery. A GLCM is a matrix where the number of rows and columns is equal 
to the number of gray levels in the image. The eigenfunctions (Equations (3‐1)–(3‐6)) are as 
follows: Where   is the row number,   is the column number,  ( ,  ) is the ( ,  )    entry in a 
normalized GLCM.   is the number of gray levels.    and    are the standard deviations for 
row   and column  .    and    are the means of row   and column  .  
GLCM contrast measures local variation among neighbours in the image. If gray value 
difference among neighbors is high, the contrast values will be high. It can be calculated as 
follows: 






GLCM dissimilarity is similar to the contrast and inversely related to homogeneity. 
Dissimilarity is also high when the contrast of area is high. The formula is as follows: 






GLCM homogeneity reflects the texture homogeneity. A large value indicates strong 
texture homogeneity and elements concentrating on the main diagonal. The equation reads as 
follows:  
        Homogeneity =    
 ( ,  )






GLCM entropy measures the disorder in an image. High entropy indicates the 
heterogeneous texture of the image and low entropy indicates a homogeneous texture [40]. 
The value is large when the elements of GLCM are equal. The equation can be expressed as 
follows:  






GLCM correlation represents the linear dependence of gray levels on those of neighbors 




              Correlation =    






   (3‐5) 
GLCM angular second moment (ASM) is also called energy and measures textural 
uniformity. The value will be close to maximum when the image patch is homogeneous. It is 
expressed as follows: 





    (3‐6) 
3.3.3 Random Forest 
Random forest is an ensemble method consisting of classification and regression trees 
[205]. The final classification decision is taken by averaging the class assignment probabilities 
calculated by all produced trees [206]. There are two random procedures in random forest. 
First, the training set is created for each tree by sampling with replacement (bootstrapping) 
from the original training dataset. Second, random features are selected with nonreplacement 
from the total features when the nodes of the trees are split [207]. It has been adopted widely 
since it can increase the robustness and performance of classification based on bootstrap 
sampling and random feature combination strategy [22]. Furthermore, it has the capability of 
handing a number of variables, ranking those variables, evaluating the importance of 
variables based on the performance, and finding the computationally optimal number of trees 
through testing the algorithm [68,208]. Random forest can overcome the overfitting problem 
of decision trees, and has a strong anti‐interference ability for noise and outliers. It has already 
been demonstrated to be a powerful classifier to detect the damaged buildings caused by 
earthquakes using SAR imagery [143,209]. In this study, random forest was chosen as the 
classifier to identify collapsed and standing buildings, and implemented in a production‐
ready Python library scikit‐learn. 
3.3.4 Evaluation Metrics 
In this study, in order to accurately assess the performance of building damage, allocation 
disagreement (AD) and quantity disagreement (QD), overall accuracy (OA), user accuracy 
(UA), producer accuracy (PA), and Kappa were adopted as evaluation metrics. OA is the 
proportion of buildings that are correctly identified. It is one of the most popular agreement 




in different scenarios [210–212], so it is difficult to define acceptable threshold values of OA. 
PA is the probability that a value in a given class was classified correctly. UA is the probability 
that a value predicted to be in a certain class really is that class. Kappa indices are common 
evaluation parameters in the remote sensing literature, since they also compare two maps that 
show a set of categories. Recent studies, however, suggested that Kappa has some limitations, 
and Pontius Jr. and Millones [182] state that standard Kappa is frequently complicated to 
compute, difficult to understand and unhelpful to interpret, and recommend that Kappa 
should be replaced by QD and AD. The QD is defined as the amount of difference between 
the reference and the observed maps because of the imperfect match in the proportions of the 
damaged building classes, and the AD is the amount of difference between the reference and 
observed maps because of the imperfect match in the spatial allocation of damaged building 
classes [201]. QD and AD can be calculated by Equations (3‐8) and (3‐9), respectively. The 
proportion of agreement C is estimated by Equation (3‐10). The total disagreement D is the 
sum of AD and QD. Where     and     are the quantity disagreement and the allocation 
disagreement of land use class  ;   is the number of damaged building categories;     is the 
number of sample classified as   and referenced as  ;     is the estimated proportion of study 
area classified as   and referenced as  ;    is the number of buildings damage class   [213].                                        
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3.4.1 Performance of CNN-RF 
 
Figure 3.4 Loss and accuracy curves of the CNN model. 
The CNN model should be established before using it as a feature extractor. For the 
training parameters, the Adam optimizer [214] was used with a learning rate parameter of 
0.001 and 500 epochs. The batch size was set to 64. Each building object was scale to 96 × 96 
pixels. Validation/training losses and accuracies of the model with data augmentation are 
depicted in Figure 3.4. Both validation and training losses could be significantly reduced after 
300 epochs, while the accuracies could increase correspondingly. Thus, an early‐stopping 
technique could be considered to reduce the amount of training time and also to avoid 
overfitting. The curves are fluctuating, as we used a mini‐batch training method.  
Convolutional neural networks can automatically learn robust and representative 
features layer by layer. The performance of output features from intermediate layers is shown 
in Figure 3.5. The accuracies with output features from the third layer, sixth layer, eighth layer, 
and ninth layer were obtained by the random forest classifier. It is clear that the values of OA 
and Kappa consistently increased along with the depth of layers, while D (the sum of AD and 
QD) values showed an opposite tendency. The QD and AD values gradually decreased except 
the AD in the eighth layer and QD in the sixth layer which increased compared to the previous 
layer. Especially, the performance improved significantly when intermediate layer outputs 
were combined with the aggressive global pooling operation (low resulting dimensionality). 




random forest classifier, the best result was achieved with 87.6%, 72.5%, and 12.4% for OA, 
Kappa, and D, respectively. Features of high‐level layers are an abstraction of those of low‐
level layers and more discriminative for the classification task.  
 
Figure 3.5 Classification performance of outputs from intermediate layers. 
The output vector of the global average pooling layer was then used as the input for the 
random forest classifier and the results were shown in table 3.2. The achieved accuracy of OA 
is 87.6% with a Kappa of 72.5%. There are 52 collapsed buildings misclassified as non‐
collapsed ones and 37 non‐collapsed ones that failed to be identified. The UA and PA 
measures were obtained more than 70% for non‐collapsed and collapsed building, which 
indicated the success of this classification technique applied in this study for damaged 
building detection. More collapsed buildings, which affected the corresponding PA 
percentage, were misclassified compared to non‐collapsed ones. The greater values of PA 
(91.8%) and UA (89.1%) stemmed from non‐collapsed buildings, which demonstrated that the 
model performed better on identifying non‐collapsed buildings than collapsed ones. 
Regarding the building structures, some steel or wooden frame buildings collapsed 
during/after the earthquake with no visible deformation or textural changes visible on their 
roofs, in which cases the collapsed buildings were hard to discriminate from overhead 
imagery. Two components of disagreement (QD and AD) were calculated. The sum of them 




the model performs. The QD and AD were 2.1% and 10.3%, respectively. Figure 3.6 shows the 
classification map achieved by CNN‐RF. 
 







Table 3.2 Accuracy achieved by CNN‐RF. 









(%)   Collapsed       Non-collapsed 
 
Predicted 
Collapsed 203 37 84.6     
Non-
collapsed 
52 424 89.1     
 PA (%) 79.6 91.8      
     87.6 72.5 2.1 10.3 
3.4.2 Performance of Texture-RF 
 
Figure 3.7 Violin plots showing the distribution of textural features obtained from pre‐ and 
post‐event data. 
Texture features (including contrast, dissimilarity, entropy, homogeneity, correlation, 
and ASM) of the pre‐ and post‐event imagery based on GLCM were calculated. The violin 
plot synergistically combines the box plot and the density trace (or smoothed histogram) into 




pre‐ and post‐event features based on the violin plot are shown in Figure 3.7. The violin plot 
shows quantiles for 0.25 (the first quantile) and 0.75 (the third quantile). It highlights data 
density and extends to the most extreme data points. The white dot indicates the median 
inside the plot. Edges of the vertical lines show the minimum and maximum values. The 
textural features (ASM and homogeneity) from pre‐event imagery show greater distributions 
than those from post‐event imagery. However, ASM and homogeneity from post‐event 
imagery are more stable and concentrated than those from pre‐event imagery. 
Table 3.3 lists the error matrix and accuracy of collapsed and non‐collapsed buildings 
using the Texture‐RF method. The OA value of the result was 83.4% with a Kappa value of 
61.7%. There were 29 for non‐collapsed buildings and 90 for collapsed buildings were 
misclassified. It is possible to define non‐collapsed buildings as the better‐detected class by 
analyzing UA and PA for each class. The number of correctly identified collapsed buildings 
decreases due to the difficulty to identify changes of steel or wood frame buildings with steel 
roof. QD (8.5%) and AD (8.1%) are similarly important in the Texture‐RF model. Figure 3.8 
shows the classification map achieved by Texture‐RF. 
Table 3.3 Error matrix and accuracy achieved by Texture‐RF. 









(%)   Collapsed      Non-collapsed 
 
Predicted 
Collapsed 165  29 85.1     
Non-
collapsed 
90  432 82.8     
 PA (%) 64.7  93.7      






Figure 3.8 Performance of Texture‐RF on test dataset. 
3.5 Discussion 
This study showed that random forest classifier with CNN features performed better than 
with GLCM texture features. To further explore the difference between these two kinds of 




buildings with different features via feature visualization. The intermediate CNN features for 
selected collapsed and non‐collapsed buildings were also presented. Section 3.5.2 explored 
the relative important variables provided by the random forest classifier, and Section 3.5.3 
further compared the performance of CNNs, CNN‐RF, and Texture‐RF for identifying 
collapsed buildings after the earthquake. 
3.5.1 Feature Visualization 
 
 





The t‐distributed stochastic neighbour embedding (t‐SNE) algorithm was proposed to 
visualize high‐dimensional data by giving each data‐point a location in a two‐ or three‐
dimensional map, which is similar to the principal component analysis by reducing data 
dimensionality [216]. To compare the difference between derived texture and CNN features, 
t‐SNE was employed to visualize embedded texture and CNN features using the first three 
components (Figure 3.9). Raw data were also considered for the comparison. Red color 
represents collapsed buildings in the plots, and green color indicates non‐collapsed ones. 
Basically, there are no visible clusters for t‐SNE plots generated from raw data. All 
building objects are completely mixed up and it is hard to distinguish these two groups. 
Therefore, it is vital to extract informative features to identify collapsed buildings from 
satellite imagery. From the plots obtained by texture features, it can be seen that collapsed 
objects tend to cluster on the extreme left and right side of the first two plots. High levels 
regarding the features extracted from CNN contain more abstract information. T‐SNE 
separates the different building objects and forms clustered groups of similar ones using CNN 
features. There is a slight improvement over texture features, especially for the plots using the 
second and third t‐SNE components. Although texture and CNN features can separate these 
two groups to some extent, there are still many buildings mixed up. It remains a challenge to 
distinguish collapsed and non‐collapsed objects after earthquakes using satellite imagery. 
Once the CNN model is established, it is also possible to visualize outputs of 
convolutional neural network layers, which provides a better understanding of what 
happened to the input building object after each operation. Figure 3.10 shows outputs of 
intermediate layers for selected collapsed and non‐collapsed building objects. The third layer 
is the first pooling layer with 32 filters, which was used to reduce the dimensions of the image 
and keep the important features for further processing. There are 64 filters in the sixth layer 
(the second pooling layer) and eighth layer (the activation layer). The third layer acts as a 
collection of various change detectors by accepting the inputs of post‐event data subtracted 
by pre‐event data. It tends to retain the full shape of the building, although there are several 
filters that are not activated and left blank for the non‐collapsed building objects. The 
obviously changed pixels have higher values. As the layer goes deeper, the activations become 
increasingly abstract and less visually interpretable. The sparsity of the activations increases 




For the following layers, more and more filters are blank, which means the pattern encoded 
by the filter is not found in the input image. The features extracted by a layer become 
increasingly abstract with the depth of the layer. The activations of higher layers retain less 
information present in the specific input, and more information about the target. 
 




3.5.2 Relative Importance Variables 
 
Figure 3.11 Relative importance variables derived from Texture‐RF and CNN‐RF. (A) shows 
the relative importance of texture features from pre‐ and post‐event imagery. (B) shows the 
relative importance of features extracted by CNN. 
A benefit of the random forest algorithm is that it can provide the estimation of variable 
importance from the trained model. For classification, the importance of input variable can be 




impurity (weighted by the probability of reaching that node) averaged over all trees of the 
ensemble. For Texture‐RF, Figure 3.11A demonstrates the relative importance of texture 
features generated from pre‐ and post‐event imagery. It can be seen that the dissimilarity 
feature (except entropy) from the post‐event data made the greatest contribution to the 
random forest model. Especially, four out of the top five variables are from post‐event data. 
Features calculated from post‐earthquake data are more important to distinguish collapsed 
and non‐collapsed buildings. Looking at the variable, its importance can give you a sense of 
which variable has the highest effect on the model. It is possible to make use of such 
information to engineer new features or drop out features that look like noise. For CNN‐RF, 
Figure 3.11B also displays the relative importance variables for neural nodes representing 
features extracted from the global average pooling layer. However, variables in the global 
average pooling layer are too abstract to be interpretable. 
3.5.3 Comparison Between CNNs, CNN-RF, and Texture-RF 
Considering the number of limited training data, we simply adopt three convolutional, 
activation, and pooling layers in the structure of CNN. According to the results, random forest 
classifier with features extracted from the sixth layer achieved similar performance compared 
to texture features with the sample Kappa value of 61.7% and OA values of 83.0% and 83.4%, 
respectively. The accuracy increases progressively along with the depth of the layers [157]. 
The number of convolutional filters for the first convolutional layer is 32, and the number for 
the second and third convolutional layers is 64. It is pointed out that larger number of filters 
can lead to an increase in performance. However, utilization of larger number of filters can 
increase training time and overfit the training data if the model is not regularized properly 
[169].  
Figure 3.12 shows the comparison of the classification results achieved by CNNs, CNN‐
RF, and Texture‐RF. Apart from Kappa and OA, in the present study, the metrics of allocation 
disagreement and quantity disagreement were also considered. The disagreement percentage 
for CNN and CNN‐RF was mainly due to the component of AD (12.8% and 10.3% for CNN 
and CNN‐RF, respectively) rather than QD (1.3% and 2.1% for CNN and CNN‐RF, 
respectively). Although texture‐RF achieved the lowest AD with 8.1%, its QD (8.5%) is the 
highest one which is also an important part to affect the classification results. A decrease of 




agreement between training data and test data. Although the lowest values of AD and QD 
were produced by Texture‐RF and CNN respectively, the lowest D was obtained using CNN‐
RF. Thus, in the present study, when viewed from the perspective of evaluation metrics 
including D, OA and Kappa, CNN‐RF outperformed CNNs and texture‐RF. 
 
Figure 3.12 Performance comparison for CNNs, CNN‐RF and Texture‐RF. 
The result achieved by CNNs (OA = 85.9%, Kappa = 69.5%, and D = 14.1%) is slightly 
worse than CNN‐RF. It demonstrated that CNN‐RF is able to improve the accuracy by 
replacing the softmax function with random forest as the final classifier. Softmax is a 
generalization of the binary logistic function, and it is used as a cost function for probabilistic 
multi‐class classification. As a classifier, the random forest classifier more complex than the 
softmax, and it is an excellent model for classification tasks. A simple decision tree is not very 
robust, so ensemble methods like random forest are proposed to run many decision trees and 
aggregate their outputs for prediction. This process controls overfitting and can often produce 
a very robust, high‐performing model. Besides, the random forest classifier does not require 
much pre‐processing, and can handle both categorical and numerical variables as the input. 
Texture features play a key role in remote sensing image analysis. Texture‐based 
descriptors characterize spectral variations that can provide supplementary information for 
high‐resolution image analysis. In the present study, the result acquired by texture features 
with the random forest classifier was worse than CNNs and CNN‐RF. Handcrafted features 




reflects limited aspects of the problem, while deep learning can automatically learn robust 
and representative features layer by layer. Deeply learnt features are generally more general 
and robust, and they were proven to be more effective for the identification of collapsed 
buildings after the 2010 Haiti earthquake. 
3.6 Conclusions 
Remote sensing imagery has been widely adopted to assess damaged buildings induced 
by an earthquake. In this study, we compared the performance of texture and CNN features 
with the random forest classifier to distinguish collapsed and noncollapsed buildings after the 
2010 Haiti earthquake using pre‐ and post‐event satellite imagery. The result directly obtained 
by a simple CNN model was also considered. Deep learning has proven its value for many 
problems, and is sometimes even able to surpass human ability to solve highly computational 
tasks, such as ImageNet Large Scale Visual Recognition Competition (ILSVRC) image 
classification and the highly mediatized Go match [10,11]. Motivated by these exciting 
advances, deep learning is becoming the model of choice in remote sensing, and has been 
successfully applied to land use and land cover classification, building detection, data fusion, 
and 3D reconstruction. Detailed summaries can be found in References [217,218]. It provides 
a promising approach for building damage assessment after the earthquake. The trained CNN 
model can be used as a feature descriptor and learnt features were combined with the random 
forest classifier. CNN‐RF achieved the highest accuracy (OA = 87.6%, Kappa = 72.5%, and D = 
12.4%). The learnt features from the CNN model showed better performance than texture 
features calculated from pre‐ and post‐event satellite data. However, it still remains a 
challenge to identify collapsed buildings using remotely sensed data. Although buildings 
could be obscured by other features (e.g., trees, clouds) in the imagery, some collapsed 
buildings with metal sheet roofs showed basically no visible distortion in the overhead 
imagery. Thus, more data should be considered if available such as airborne oblique imagery 
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The building is an indispensable part of human life which provides a place for people to 
live, study, work, and engage in various cultural and social activities. People are exposed to 
earthquakes, and damaged buildings caused by earthquakes are one of the main threats. It is 
essential to retrieve the detailed information of affected buildings after earthquakes. Very 
high‐resolution satellite imagery plays a key role in retrieving building damage information 
since it captures imagery quickly and effectively after the disaster. In this paper, the pretrained 
Visual Geometry Group (VGG)Net model was applied for identifying collapsed buildings 
induced by the 2010 Haiti earthquake using pre‐ and post‐event remotely sensed space 
imagery, and the fine‐tuned pretrained VGGNet model was compared with the VGGNet 
model trained from scratch. The effects of dataset augmentation and freezing different 
intermediate layers were also explored. The experimental results demonstrated that the fine‐
tuned VGGNet model outperformed the VGGNet model trained from scratch with increasing 
overall accuracy (OA) from 83.38% to 85.19% and Kappa from 60.69% to 67.14%. By taking 
advantage of dataset augmentation, OA and Kappa went up to 88.83% and 75.33% 
respectively, and the collapsed buildings were better recognized with a larger producer 
accuracy of 86.31%. The present study showed the potential of using the pretrained 
Convolutional Neural Network (CNN) model to identify collapsed buildings caused by 















4.1 Introduction  
Earthquakes have a consistently high frequency of occurrence and usually lead to 
secondary damage such as landslide and tsunami. The building is an essential part of modern 
human lives, which is vulnerable to earthquakes. Damaged buildings commonly lead to the 
main fatalities. Therefore, it is important to monitor structural health and rapidly assess 
building damage after earthquakes. Remote sensing can quickly and accurately capture the 
surface change of the earth, and the application of remote sensing for assessing damaged 
buildings has shown its values for post‐event emergency response and reconstruction. For 
instance, near real‐time satellite mapping played a vital role to support the government in 
emergency response of post‐disaster relief after the 2015 Gorkha earthquake in Nepal [219]. 
With the development of remote sensing technologies, the amount of data obtained after 
an earthquake has been gradually increasing. Feature extraction is the key to make use of 
remotely sensed data to automatically identify damaged buildings after earthquakes. The 
common methods for image features can be roughly divided into 2 categories (the hand‐
crafted and learned features) when dealing with images. Hand‐crafted features are typically 
derived using statistical functions based on expert knowledge. The commonly applied hand‐
crafted features are local binary pattern (LBP) [220], scale‐invariant feature transform (SIFT) 
[221], and histogram of oriented gradients (HOG) [109] features. Hand‐crafted features have 
achieved remarkable performance on various tasks. For deep learning, features can be 
automatically learned by training a deep neural network model. Learnt features are more 
effective than hand‐crafted features in image classification and object representation. [222,223]. 
The learnt features from the Convolutional Neural Network (CNN) model showed better 
performance than six typical texture features calculated from pre‐ and post‐event satellite data 
obtained before and after the 2010 Haiti earthquake [15].  
In recent studies, CNNs have been applied in the field of identifying damaged buildings 
caused by the earthquake using remote sensing imagery and shown its potential in 
automatically discriminating damaged buildings [8]. CNNs were applied for collapse 
classification and spalling detection in concrete structures caused by earthquakes [111]. The 
results demonstrated that the proposed method achieved accurate and rapid identification of 




estimate the pre‐event digital height model (DHM) from the single satellite image, and the 
DHM was trained by the post‐event satellite imagery and light detection and ranging (LiDAR) 
data [224]. The collapsed buildings were successfully identified by analyzing the difference 
between pre‐ and post‐event DHMs. The single‐short multibit detector (SSD) [112] based on 
CNN pre‐trained on the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 
classification‐localization (CLS‐LOC) dataset was applied to detect building damage using 
extremely few training samples [113]. The experiment proved that the pre‐training method 
can effectively increase various indicators of the model. Deep transfer learning (TL) based on 
Visual Geometry Group (VGG)Net was applied for image‐based structure damage 
recognition, and the results revealed the potential to use deep TL in image‐based structural 
damage recognition [114]. While CNN features are more effective compared to conventional 
hand‐crafted features, it is also possible to further improve the performance in damage 
detection by combing 3‐dimensional (3D) point cloud features. The integration of CNN and 
3D point cloud features derived from very high‐resolution (VHR) oblique aerial images 
significantly improved the model transferability accuracy compared to the accuracy achieved 
by CNN features alone [115].  
While CNNs have great potential for the task of identifying the damaged buildings, there 
are some problems in training a deep CNN model from scratch. First, it requires a large 
amount of labeled data, while the number of training data is usually not enough to train the 
CNN model in the real world. Second, the training process is often time consuming if there 
are not extensive computational and memory resources. Pretrained CNNs have been 
proposed to function as generic feature extractors. In the training phase, there is a process, 
named as fine‐tuning to take a network model that has already been trained for a given task, 
and make it perform on a new task. Fine‐tuning a pretrained CNN is a promising alternative 
to training a CNN from scratch, especially when there is a limited dataset, and fine‐tuned 
pretrained CNNs has an advantage of the speed of convergence. Pretrained CNNs have been 
successfully applied in imagery classification as a feature extractor or as a baseline for transfer 
learning. The pretrained CaffeNet [225] was fine‐tuned to classify the remote sensing scenes 
solving the overfitting problem due to the lack of labeled images [102]. A pretrained model 
was applied to classify SAR targets with limited labeled data and achieved a superior 




applied in disaster identification and achieved satisfactory performance. In order to achieve a 
good recognition performance toward small dataset tasks, instead of training deep CNN from 
scratch, deep transfer learning (TL) with a Visual Geometry Group (VGG) [80] pretrained 
model is implemented, and feature extractor and fine‐tuning as two TL strategies. The results 
showed the potential use of deep TL in image‐based structural damage recognition [114]. 
CNNs have been widely adopted in image classification, while there are still limited 
studies related to the detection of damaged buildings after an earthquake. VGGNet is a 
popular CNN structure. It achieved excellent performance on ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) classification and localization tasks, and it can generalize 
well to a wide range of tasks and datasets [80]. In remote sensing, it is difficult to obtain a 
large number of labeled samples. VGGNet could be adopted as the base model which was 
pretrained using a large amount of labeled data, and then a small amount of target data was 
applied to fine‐tune the pretrained network for tasks including remotely sensed imagery 
classification and target detection [226,227]. In this study, a pretrained VGGNet model was 
proposed to recognize collapsed buildings caused by the 2010 Haiti earthquake using pre‐ 
and post‐event remotely sensed overhead imagery, and the performance of fine‐tuned 
pretrained VGGNet model and VGGNet model trained from scratch were compared. Dataset 
augmentation was also considered to enlarge the training dataset to improve identification 
accuracy. The study area and data sources were described in Section 4.2. The detailed 
methodology is illustrated in Section 4.3. The results achieved by the applied methods and 
discussion were shown in Section 4.4. Section 4.5 demonstrated the conclusion. 
4.2 Study Area and Data Sources 
The present study focused on the capital Port‐au‐Prince area, Haiti, which was severely 
damaged by the 2010 Haiti earthquake. More than 100,000 houses were heavily destroyed. 
One of the main reasons that led to more than 100,000 buildings being heavily destroyed is 
that these buildings had no or little consideration for seismic design. The post‐ and pre‐
earthquake satellite images were acquired after the 2010 Haiti earthquake through 
WorldView‐2 on 9 January 2010 and QuickBird on 15 January 2010, respectively. The 




Macroseismic Scale 1988 (EMS‐98) [18]. The building damage inventory was provided by 
UNITAR/UNOSAT [165] in which only four building damage levels existed (G 1, 3, 4, and 5). 
Figure 4.1 shows the comparison of pre‐ and post‐event remote sensing imagery for each 
damage level. There is no difference of G1 buildings between pre‐ and post‐event imagery. 
Even though G3 buildings have significant change on the roofs and its surroundings between 
pre‐ and post‐event, the change is still difficult to be identified by remote sensing imagery. 
The debris around G4 can be identified, however, it is difficult to identify the difference of the 
G4 roofs. On the contrary, the roofs of G5 buildings are completely destroyed which indicated 
that it is feasible to identify the collapsed buildings from the images. Thus, it is difficult to find 
any edges and house boundaries using remote sensing imagery even with VHR 0.5 m. As 
mentioned above, heavy damage grades such as collapsed buildings are generally detected, 
and it remains challenges to identify low damage grades using the overhead imagery [228]. 
Thus, several low damage grades are usually aggregated as one grade. In this study, buildings 
with the damage grade from G1 to G4 were grouped as the non‐collapsed category, and 
buildings with the damage grade of G5 were labeled as collapsed ones. There are 1789 
buildings in the study area, and 610 buildings were labeled as collapsed ones. Figure 4.2 
displays the distribution of collapsed and non‐collapsed buildings in the study area. 
 
Figure 4.1 Comparison of pre‐ and post‐event remote sensing imagery for each damage level. 






Figure 4.2 Distribution of collapsed and non‐collapsed buildings in the study area. Red 
indicates collapsed buildings; green indicates non‐collapsed buildings. 
4.3 Methodology 
In this section, the methods for detecting collapsed buildings are described in detail. 
Firstly, building patches were extracted from pre‐ and post‐event satellite images with 
manually prepared building footprints. Then, the building patches with 96 × 96 pixels are 
functioned as input data to be applied to explore the effect of dataset augmentation and the 
number of fine‐tuning layers for the performance of applied pretrained VGGNet. Section 4.3.1 
describes the basic concept of CNNs and the adopted VGGNet structure. The concept of fine‐




incremental fine‐tuning methods were applied to study the effect of the number of fine‐tuning 
layers for the performance of CNNs. Section 4.3.3 shows what dataset augmentation is and its 
characters. To assess the performance of applied methods, the evaluation metrics are 
described in Section 4.3.4. 
4.3.1 CNNs 
CNNs usually consists of several convolutional, pooling, and fully‐connected layers, and 
it has shown its effective performance in analyzing images due to their remarkable 
performance on benchmark datasets such as ImageNet. CNNs have the ability to extract 
features and classify classes with a large number of parameters learned from the training 
dataset. VGGNet [80] can achieve good classification accuracy and it is relatively simpler 
compared to ResNet [229] and Inception [81]. Pretrained VGGNet model is easy to be fine‐
tuned for different classification tasks, and it can be used as the base model instead of training 
a model from scratch. The process of fine‐tuning a pretrained CNN can be shown in Figure 3. 
In this study, the VGGNet‐16 model was chosen as the basic architecture for detecting 
collapsed buildings using pre‐ and post‐event VHR remote sensing imagery. The VGGNet‐16 
model contains 16 weight layers including 13 convolutional layers and 3 fully‐connected 
layers, and it utilizes small‐size convolutional filters (3  3) with a fixed stride of 1 for 
convolutional layers and 2  2 pixels with a stride of 2 for max‐pooling from the beginning 
to the end. The dropout probability is set at 0.5 to reduce overfitting. Each convolutional block 
contains two or three convolutional layers and a pooling layer. There are five convolutional 
blocks, in which the first and second convolutional blocks have two convolutional layers, and 
the last three blocks have three convolutional layers. 
4.3.2 Fine-Tuning with the Pretrained CNN Model  
Figure 4.3 illustrates the process of fine‐tuning a pretrained CNN. The VGGNet model 
was pretrained with the ImageNet dataset to learn features which were transferrable to 
further training on the target dataset. ImageNet dataset consists of 1.2 million images with 
over 1000 categories which could be divided into two big groups (animals and objects) and 
has been applied to several popular architectures, including VGGNet, ResNet, and Inception. 
The weights and biases were updated by retrained different convolutional blocks using the 




binary classification of buildings. The comparison between incremental fine‐tuning was 
applied to determine the number of fine‐tuning layers with optimal performance. When fine‐
tuning part of layers, the rest of weights are frozen during training in this network, meaning 
that they only participate in the forward propagation of the network and will not be updated 
via backpropagation. The learning rate determines how much weights change at each 
iteration, and a higher learning rate comes with faster‐changing weights. The network was 
trained with a small learning‐rate, since our dataset is small and very different from the 
ImageNet. The network has been trained via 200 epochs with the learning‐rate equal to 0.001, 
momentum 0.9. 
 
Figure 4.3 Illustration of fine‐tuning pretrained Visual Geometry Group (VGG)Net for 
discriminating collapsed buildings after an earthquake. 
4. 3.3. Dataset Augmentation 
CNN models are prone to overfitting when the training dataset is limited. To alleviate the 
problem, the easiest and most common method is to artificially enlarge the dataset. Dataset 
augmentation is an effective way to reduce the effect of overfitting for CNN, which generates 
more training data by making minor alterations (flip, translation, and rotation) to an existing 




rotation tolerant features for classifying images or object categories [111]. The key concept of 
dataset augmentation is that the method applied to the labeled data does not change the 
semantic meaning of the labels while producing additional training data. When an additional 
dataset was trained in the network, the network can become invariant to those deformations 
and generalizes better for unseen data [230].  
4.3.4 Evaluation Metrics 
In this study, overall accuracy (OA), Kappa, producer accuracy (PA), and user accuracy 
(UA) were chosen as evaluation metrics. OA can be used as a standard that the proportion of 
non‐collapsed and collapsed buildings were correctly identified. However, there is no 
thresholds of OA for image classification. In addition, it cannot tell the exact identified 
proportion of non‐collapsed and collapsed buildings, respectively. Kappa has threshold 
provided by Landis and Koch [175], which values between 0.01 and 0.20 are slight, between 
0.21 and 0.40 are fair, between 0.41 and 0.60 are moderate, between 0.61 and 0.80 are 
substantial, and between 0.81 and 1.00 are almost perfect. PA is the probability that collapsed 
or non‐collapsed buildings are classified correctly. UA is the probability of predicting that it 
is indeed of this type in collapsed or non‐collapsed buildings.  
4.4 Experimental Results and Analysis 
4.4.1 Pretrained VGGNet Model for Collapsed Building Detection 
For the VGGNet structure, we slightly modified the layers after convolutional layers. The 
flatten layer was replaced by a global average pooling layer to reduce the total number of 
parameters in the model. Correspondingly, the number of neurons in the dense layer was 
reduced to 64. As the target is to classify collapsed and non‐collapsed buildings, the softmax 
layer was replaced by a new layer with two neurons. The total number of network weights is 
1.47 million. More details about VGGNet can be found in [80]. In this study, pretrained CNN 
model was fine‐tuned using the target dataset and the model trained from scratch was also 
obtained using the same dataset. There are 1789 buildings utilized in the present study, 
including 716 and 1073 for testing and training, respectively. The results were shown in Table 
4.1. It is obvious that the pretrained VGGNet model outperformed the VGGNet model with 




60.69% to 67.14%. Even though VGGNet model achieved a higher value of OA, nearly half‐
collapsed buildings were misclassified as non‐collapsed ones, which could be partly caused 
by that the target training dataset was too small for training VGGNet model since deep CNN 
requires a large amount of training dataset to obtain a satisfied classifier. On the contrary, the 
collapsed and non‐collapsed buildings were relatively well identified by the pretrained 
VGGNet model, which indicated that pretrained CNNs can perform satisfactorily under a 
limited dataset. The pretrained weights have been proved to outperform randomly initialized 
weights [108,231,232]. Neural network models trained from scratch were compared to 
pretrained models fine‐tuned by target dataset in [199], and the results indicated that fine‐
tuned pretrained models achieved better performance, which corresponds to the results 
obtained in the present study.  
Table 4.1 Performance of identification of collapsed buildings using VGGNet model and fine‐






     Collapsed          Non-collapsed 
PA (%) UA (%) PA (%) UA (%) 
Pretrained VGGNet  85.19 67.14 81.70 75.29 86.90 90.67 
VGGNet  83.38 60.69 59.21 90.96 96.75 81.09 
OA: overall accuracy; PA: producer accuracy; UA: user accuracy.  
4.4.2 Impact of the Data Augmentation  
In general, the model that fine‐tunes the entire network (such as updating all the weights) 
is prone to suffer the overfitting problem, especially among the first few layers when the new 
dataset is not large enough [194]. Dataset augmentation is a simple but effective technique to 
reduce the effect of overfitting and to improve performance. While pretrained CNNs can be 
applied to reduce the effect of the problem of a limited dataset, dataset augmentation still has 
the potential to improve classification performance, which was verified by Hu et al. 2015 [199]. 
It is common that the more training dataset CNNs have, the better results could be obtained. 
Agrawal et al. 2014 [104] pointed out that fine‐tuning a network pretrained with the ImageNet 
dataset has a positive effect on a target task, such as image classification and object detection, 
and this effect increases when more data is used for fine‐tuning. Thus, there is still potential 




dataset augmentation can be applied to reduce the effect of overfitting problem in the fine‐
tuning procedure.  
 
Figure 4.4 Performance of data augmentation. (A) Loss curves. (B) Time consumption for 
training the model. 
Figure 4.4 shows the loss curves and consumed time when dataset augmentation was 
considered. The VGGNet model was using pre‐trained weights rather than random weights. 
The loss curve can be used for supervised learning procedure, if the loss is decreasing, it 
indicates that the network is learning effective features. Fine‐tuned CNNs has an advantage 
of the speed of convergence. The loss decreased sharply along with the number of increasing 




augmentation (x represents the multiple of the data increased by dataset augmentation), the 
loss values significantly increased after 60 epochs which implies that overfitting significantly 
affects the performance of the fine‐tuned pretrained VGGNet model, and slight overfitting 
took place for 4x and 8x dataset augmentation. After 160 epochs, both loss curves for 16x and 
32x became flat and vibrates in a small range, which indicated that it is hard to obtain more 
improvement with further training based on the current parameter complexity. Figure 4B 
shows that the training time increased with the increase of training data. It was noteworthy 
that the model with 32x obtained the lowest loss value, however, it needs about twice as much 
time to perform the model compared to the model with 16x. Time is precious for planning a 
rescue after an earthquake. The experiment demonstrated the 16x method achieved relatively 
fast training and high accuracy. Therefore, 16x was chosen as the dataset augmentation 
coefficient. 
4.4.3 Effect of Fine-Tuning Different Layers for the Detecting Collapsed Buildings 
 
Figure 4.5 Fine‐tuning of different layers.  
OA: overall accuracy; FCL: Fully‐connected layer; Conv‐block: Convolutional block. 
The comparison between incremental fine‐tuning was applied to investigate the impact 
of the depth of fine‐tuning on the performance of pretrained VGGNet model with dataset 

























































performance of pretrained VGGNet model increases with the increased of fine‐tuned 
convolutional blocks. The worst result was obtained by only fine‐tuning the fully‐connected 
layer. One of the reasons is that the dataset for pre‐training and the dataset for fine‐tuning are 
significantly distant. The pretrained VGGNet model with fine‐tuning each layer performed 
best with 88.83% of OA, 75.33% of Kappa, and 11.18% of total disagreement values. The results 
also indicate that, the more layers that are used for backpropagation, the better the learning 
process could be obtained. 
4.4.4 Performance of Pretrained VGGNet for the Detection of Collapsed Buildings  
The classification results of collapsed buildings by means of the pretrained VGGNet 
model with fine‐tuning all layers were shown in Table 4.2 and Figure 4.6. The overall accuracy 
is 88.83%, which is better than the results achieved in [233]. It can be seen that the applied 
model performed satisfactorily for identifying collapsed and non‐collapsed buildings with 
relatively high producer accuracy (PA) and user accuracy (UA) values, which could be 
utilized as a guidance for the monitoring of disaster conditions and the responding emergency 
rescue. The non‐collapsed buildings were better classified than collapsed buildings, which is 
partly caused by the effect of imbalanced data in which there were more non‐collapsed 
buildings than collapsed ones. In addition, there were many steel or wooden frame buildings 
with metal sheet roofs, which had no visible deformation or textural change of the metal sheet 
roofs on the overhead satellite imagery when the buildings had been collapsed. 
Table 4.2 Results of fine‐tuned pretrained VGGNet model with data augmentation. 
Confusion  Building  Ground Truth 
UA (%) 
Matrix Damage Grade Collapsed  Non-collapsed 
 
Predicted 
Collapsed 208 47 81.57 
Non-collapsed 33  428 92.84 






Figure 4.6 Performance of pretrained VGGNet model for discriminating collapsed and non‐
collapsed buildings. 
4.5 Conclusions 
Deeply pretrained CNNs have shown their potential in many fields. In this study, to 
explore the capability of pretrained CNN models for classifying collapse and non‐collapse 
buildings induced by the 2010 Haiti earthquake, a pretrained VGGNet model was applied 




demonstrated that the pretrained VGGNet model performed better than the one learned from 
scratch to classify collapsed and non‐collapsed buildings. Dataset augmentation was used to 
reduce the effect of the overfitting problem induced by the limited dataset. The appropriate 
dataset augmentation multiple was ensured by comparing the effect of dataset augmentation 
for validation loss curves and consumed time. As the available dataset was far more different 
from ImageNet, the pretrained VGGNet model fully fine‐tuned layers achieved the best 
results with an OA of 88.83% and a Kappa of 75.33%. These findings not only can promote the 
use of CNNs that have been fine‐tuned but also emphasize that large training sets are 
important to effective training and fine‐tuning of CNNs. However, it should be pointed out 
that the building footprints were manually prepared in the present study, which is a limitation 
for rapid building damage mapping. An automatic approach should be considered to extract 
building footprints from high‐resolution imagery. It is also possible to directly use an existing 
building database if available. 
The advantages of using CNNs to detect damaged buildings include feature learning 
without feature engineering, the ability to extract invariant features, often with high accuracy. 
CNN technology based on remote sensing images is still in the early stages of detecting 
damaged buildings since the image features are complex and limited training dataset after 
earthquakes. There are some other factors that affect the accuracy of classification. For instance, 
the buildings on remote sensing imagery might be obscured by other objects such as trees, 
and there might be no visible distortion of collapsed buildings with metal roofs. Therefore, 
some additional datasets could be applied to improve the classification accuracy if it is 
available, such as airborne oblique dataset which can reveal cracks of a building facade and 
LiDAR data which can acquire failure geometrics of earthquake‐affected buildings. In 
addition, it is still interesting to explore how to combine CNNs with conventional methods to 
take full advantage of existing techniques in order to improve the quality of derived building‐








Conclusions and Outlook 
 
5.1 Conclusions 
Buildings are the main place for human activities. A large number of buildings were 
severely affected or even completed destroyed through the 2010 Haiti earthquake. It is vital 
to retrieving building damage information for disaster response. High‐resolution remote 
sensing imagery is able to distinguish the characteristic traits and spatial location of ground 
objects, which lays the foundation for such tasks. CNNs have gained popularity in many fields 
due to their extraordinary performance with the characteristics of weights sharing, local 
receptive field, etc. Within the present research, DL was proposed to automatically detect 
damaged buildings caused by the 2010 Haiti earthquake using remote sensing imagery, and 
deep features were also compared with conventional texture features for identifying collapsed 
buildings. Conclusions are as follows: 
 Earthquake‐affected buildings were reclassified as collapsed and non‐collapsed 
buildings, and a SqueezeNet model was trained and achieved an average OA of 78.6% 
using only post‐event remote sensing imagery in the case of the 2010 Haiti 
earthquake.  For the two selected regions, SqueezeNet performed better in test region 
B to discriminate collapsed buildings, which could be partly caused by the difference 
in building structures in these two regions. In test region A, there are mainly densely 




imagery and padded with more zero values in the pre‐processing step. Moreover, the 
Kappa values were low in both test regions, which could be partly caused by only 
using post‐event remote sensing imagery.  
 In general, there are more buildings still standing than completely destroyed, which 
means that the distribution of collapsed and non‐collapsed buildings is imbalanced. 
The performance of CNN models for detecting collapsed and non‐collapsed 
buildings could be affected by the imbalanced problem. To reduce the effect of 
imbalance, three balancing approaches were applied including cost‐sensitive, 
random over‐sampling, and random under‐sampling methods. The results 
demonstrated that the cost‐sensitive approach performed best among the tree 
balancing methods. Thus, a suitable balancing method should be considered when 
facing imbalance to retrieve the distribution of collapsed buildings.  
 The performance of GLCM texture features and CNN features was comparatively 
evaluated with the RF classifier using pre‐ and post‐event remote sensing imagery. 
The results showed that CNNs performed well in extracting deep features for 
identifying collapsed buildings compared to the GLCM texture features. Combining 
the CNN features with RF allowed to improve the performance of recognition, thus 
increasing the Kappa from 69.5% to 72.5% and decreasing the total disagreement 
from 14.1% to 12.4%. The applied CNN model as extractor and classifier performed 
better than texture‐RF which also showed that CNNs have the potential to recognize 
the damaged buildings after an earthquake. Moreover, after several repeated 
convolutions, activation functions, and pooling layers, the filters can pick up more 
complex features.  
 The results of Chapter 4 demonstrated that the classification model fine‐tuned on 
pretrained VGGNet model performed better than the one trained from scratch. Data 
augmentation has the ability to improve the classification accuracy with an OA of 
88.83%, a Kappa of 75.33%, and a total disagreement of 11.18%. In the meantime, the 
increasing number of training datasets leads to an increase in the training time which 
is disadvantageous for rapid response after an earthquake.  
While remote sensing has the ability to identify damaged buildings, it is still a challenge 




damaged grades since cracks in walls or joint detachments are difficult to be detected in 
satellite imagery even when using VHR aerial imagery. In addition, buildings with internal 
story collapse or non‐structural damage are difficult to be captured by remote sensing. 
Although current remote sensing yields images at a vast range of views and scales, automatic 
recognition of even heavy damages to buildings is still challenging due to the complexity of 
the scenes and the uncertain characteristics of damage patterns.  
5.2 Outlook 
The advantages of using DL to detect damaged buildings include feature learning 
without feature engineering, the ability to extract invariant features, often with high accuracy. 
Due to the complex image characteristics of post‐disaster ground objects and the limitation of 
resources, DL techniques with remote sensing are still in the preliminary stage to detect 
damaged buildings. It is still an interesting topic to identify collapsed buildings based on DL 
using remote sensing imagery after earthquakes. Some future research work could be 
considered as follows: 
 In order to further explore the generalization of those models for identifying 
damaged buildings, the method should be evaluated using other datasets showing 
damaged buildings caused by earthquakes. 
 Not only buildings might be obscured by other features (e.g., trees, clouds) in the 
imagery, but also some collapsed buildings with metal sheet roofs show basically no 
visible distortion in the overhead imagery. Thus, more data should be considered, 
such as airborne oblique imagery revealing cracks on the building facade and LiDAR 
data providing failure geometrics of earthquake‐affected buildings.  
 Deep CNNs have the ability to extract features, however, it requires a large number 
of training samples and a long time to train the model. Moreover, it takes lots of 
labour and time to label large amounts of data. It is worth to explore semi‐supervised 
or unsupervised learning algorithms for detecting damaged buildings after 
earthquakes. 
 While CNNs showed great potential for distinguishing collapsed and standing 




conventional methods to take full advantage of existing techniques in order to 
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