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We develop a general framework for measure theory and integration theory that is
compatible with o-minimality. Therefore the following natural deﬁnitions are introduced.
Given are an o-minimal structureM and a Borel measure μ on some Rn . We say that μ is
M-compatible if there is an o-minimal expansion ofM such that for every parameterized
family of subsets of Rn that is deﬁnable inM the corresponding family of μ-measures is
deﬁnable in this o-minimal expansion. We say that μ isM-tame if there is an o-minimal
expansion of M such that for every parameterized family of functions on Rn that is
deﬁnable in M the corresponding family of integrals with respect to μ is deﬁnable
in this o-minimal expansion. We substantiate these deﬁnitions with existing and many
new examples. We investigate the Lebesgue measure in their light. We prove deﬁnable
versions of fundamental results such as the theorem of Radon–Nikodym, the Lebesgue
decomposition theorem and the Riesz representation theorem. They allow us to describe
explicitly compatible and tame measures and to classify them in dimension one.
© 2012 Elsevier B.V. All rights reserved.
0. Introduction
O-minimality is undoubtedly the key concept for ﬁrst order structures on the ﬁeld of reals such that the deﬁnable sets
behave topologically and geometrically in a tame way (see Van den Dries [9] for a general introduction and reference on
o-minimal structures). One of the main motivations and great successes of o-minimality is the extension of tame geometry
like real algebraic geometry by important concepts from analysis. The prosperous story started with the exponential function
and led to a systematic study of Pfaﬃan differential equations (see Wilkie [32,33], Lion and Rolin [23], Speissegger [30], and
Lion and Speissegger [25]). Whereas differentiation is very well understood in the context of o-minimal structures, very
little is known about integration. At ﬁrst glance, o-minimality and integration seem to be incompatible. The processes found
in o-minimality are either ﬁnite or continuum-like whereas the processes found in integration theory or measure theory
are of countable type.
And so far only isolated results have been established. By [30], the antiderivative of a continuous unary function deﬁn-
able in an o-minimal structure is deﬁnable in an o-minimal expansion. The other very nice result is by Comte, Lion and
Rolin (see [6,24]) and deals with volume for sets deﬁnable in the o-minimal structure Ran which consists of the globally
subanalytic sets (see Van den Dries [8] and Van den Dries and Miller [13] for this structure). It states the following. Given
is a globally subanalytic family of globally subanalytic sets such that each set has dimension at most k. Then the param-
eters such that the corresponding sets have ﬁnite k-dimensional volume form a globally subanalytic set, and the volume
depending on the parameter is given by a multivariate polynomial where globally subanalytic functions and logarithms
of globally subanalytic functions are plugged in. Cluckers and Dan Miller [5] have extended the work of Comte, Lion and
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functions and their (single) logarithms.
Both results above deal with the Lebesgue measure. The ﬁrst one is only about unary functions, the second one about the
special o-minimal structure Ran. The goal of this paper is to develop a general framework for measure theory and integration
theory that is compatible with o-minimality as part of topological measure theory. We work throughout this paper with
positive measures. The right class of measures to consider is given by the Borel measures on some Rn; i.e. measures that
are deﬁned on the Borel sets of Rn (note that the notions of various classes of measures are very inconsistently dealt with
in the literature; see for example Bauer [3], Bogachev [4], Doob [7] and Halmos [16]; we follow the notions of Doob [7]).
As measure theory and integration theory is a two stage process (where in both stages countable sequences and their
limits are involved), we make a two step deﬁnition, inspired by the above result of Comte, Lion and Rolin. Let M be an
o-minimal structure (in this paper an o-minimal structure expands always the ﬁeld of reals). We call a Borel measure μ
on Rn M-compatible if the following holds. There is an o-minimal expansion of M such that for every parameterized family
of subsets of Rn that is deﬁnable in M the corresponding family of μ-measures is deﬁnable in this o-minimal expansion.
We call μ M-tame if the following holds. There is an o-minimal expansion of M such that for every parameterized family
of functions on Rn that is deﬁnable in M the corresponding family of integrals with respect to μ is deﬁnable in this
o-minimal expansion. Note that it is really necessary to work with o-minimal expansions. It is in general not possible to
integrate inside a given o-minimal structure as the above results show. Clearly M-tameness implies M-compatibility. The
power of o-minimality can be applied to these measures and their integration theory.
We establish these deﬁnitions in Section 1. By the result of Comte, Lion and Rolin, the Lebesgue measure in any arity is
Ran-tame and the o-minimal structure Ran,exp is a suitable o-minimal expansion (see Van den Dries and Miller [12,13] and
Van den Dries et al. [11] for this o-minimal structure). We are able to extend this result to the o-minimal structure R
Ralg
an
where Ralg denotes the ﬁeld of real algebraic numbers and R
Ralg
an is the expansion of Ran by all power functions with real
algebraic exponent (see Miller [26]). We substantiate the above deﬁnitions with many more examples, mainly by harmonic
measures, which are very important in analysis and are intimately related to potential theory via the Dirichlet problem
(compare with [20]; see [18,19] for connections between o-minimality and the Dirichlet problem). The Lebesgue measures
are undoubtedly the most signiﬁcant measures. In Section 2 they are investigated in the light of the previous deﬁnitions.
In particular very general results about convergence resp. divergence of the integrals of a deﬁnable family are obtained. In
Section 3 we consider the properties of general compatible and tame measures. The goal is to describe their shape. For this
we prove deﬁnable versions of the classical theorem of Radon–Nikodym and of Lebesgue decomposition. With these tools at
hand we are able to relate compatible and tame measures to the Lebesgue measure via a deﬁnable density. In dimension one
we obtain a complete classiﬁcation of M-compatible measures for any o-minimal structure M. The σ -ﬁnite M-compatible
measures in dimension one are exactly given by a sum of the Lebesgue measure, with density deﬁnable in an o-minimal
expansion of M, and a ﬁnite positive linear combination of Dirac measures. At the end, we give a deﬁnable version of the
fundamental Riesz representation theorem which relates positive linear forms on the class of continuous functions with
compact support on the one hand and Radon measures on the other hand (a Borel measure is called a Radon measure if
compact sets have ﬁnite measure).
In view of the above results the main topic in the theory are the Lebesgue measures. We want to end with the following
natural question, stated as a conjecture (compare with Van den Dries [10, p. 147]):
Conjecture. The Lebesgue measure in any arity isM-tame for every o-minimal structureM.
Notation
We denote by N the set of natural numbers and by N0 the set of natural numbers with 0. We set R>0 := {x ∈R: x > 0}
and R0 := {x ∈R: x 0}.
Given x ∈ Rn and r ∈ R>0, we denote by B(x, r) = Bn(x, r) := {y ∈ Rn: |y − x| < r} the open ball and by B(x, r) =
Bn(x, r) := {y ∈ Rn: |y − x|  r} the closed ball with center x and radius r in Rn (with respect to the Euclidean norm | |
on Rn). Given a set C ⊂ Rn we denote by dist(−,C) the distance function for C . A box in Rn is a set of the form ∏nj=1 I j
where I j ⊂R are bounded intervals.
By B(Rn) we denote the σ -algebra of Borel sets in Rn . It is generated by all boxes in Rn .
Given a set A ⊂ Rm ×Rn and x ∈ Rm we write Ax := {y ∈ Rn: (x, y) ∈ A}. When appropriate we write (Ax)x∈Rn for the
family A. Given a function f : Rm × Rn → R and x ∈ Rm we write f (x,−) for the function Rn → R, t → f (x, t). Given a
function g :Rm →Rn we denote its graph by graph(g).
1. Deﬁnitions and examples
We give the deﬁnition of compatible and tame measures. We motivate them by existing and many new examples.
Proposition 1.1. LetA be a σ -algebra on Rn. LetM be an o-minimal structure. Then all subsets of Rn deﬁnable inM belong toA if
and only if B(Rn) ⊂A. If this holds then every function Rn →R deﬁnable inM is measurable with respect toA.
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from right to the left is an easy consequence of the deﬁnition of a cell and of cell decomposition (see [9, Chapter 3, §2]).
This settles the ﬁrst claim. Let f : Rn → R be deﬁnable in M. By cell decomposition, Rn can be partitioned into ﬁnitely
many deﬁnable cells such that the restriction of f to each of them is continuous. Applying the ﬁrst claim, we obtain the
second. 
General convention. In view of Proposition 1.1 we consider throughout this paper Borel measures on Rn; i.e. measures that
are deﬁned on B(Rn) for some n ∈N (see [7, p. 18]).
Deﬁnition 1.2. Let n ∈N and let μ be a Borel measure on Rn . Let M be an o-minimal structure.
a) We call μ M-compatible if there is an o-minimal expansion M∗ of M such that for every A ⊂ Rm × Rn deﬁnable
in M the following hold:
i) The set
∞(A,μ) := {x ∈Rm: μ(Ax) = ∞}
is deﬁnable in M∗ (where Ax := {t ∈Rn | (x, t) ∈ A}).
ii) The function
Rm \ ∞(A,μ) →R, x → μ(Ax),
is deﬁnable in M∗ .
We call M∗ an M-measuring o-minimal structure of μ.
b) We call μ strongly M-compatible if in a) instead of i) the following stronger condition i′) holds:
i′) The set
∞(A,μ) := {x ∈Rm: μ(Ax) = ∞}
is deﬁnable in M.
Deﬁnition 1.3. Let n ∈N and let μ be a Borel measure on Rn . Let M be an o-minimal structure.
a) We call μ M-tame if there is an o-minimal expansion M∗ of M such that for every f :Rm ×Rn →R deﬁnable in M
the following hold:
i) The set
∞( f ,μ) :=
{
x ∈Rm:
∫
Rn
∣∣ f (x, t)∣∣dμ(t) = ∞}
is deﬁnable in M∗ .
ii) The function
Rm \ ∞( f ,μ) →R, x →
∫
Rn
f (x, t)dμ(t),
is deﬁnable in M∗ .
We call M∗ an M-integrating o-minimal structure of μ.
b) We call μ strongly M-tame if in a) instead of i) the following stronger condition i′) holds:
i′) The set
∞( f ,μ) :=
{
x ∈Rm:
∫
Rn
∣∣ f (x, t)∣∣dμ(t) = ∞}
is deﬁnable in M.
Note that the term “tame measure” has been previously used in different settings (see for example Feller [14] and
Lee [22]). There is no confusion with our use of the word “tame” since here it is always relative to an o-minimal structure.
The notion of compatible and tame measures is more natural than that of the corresponding strong ones and show
better categorical properties. But the main existing and new examples fulﬁll the stronger condition i′) and allow therefore
stronger information about convergence and divergence of integrals (see Section 2 for condition i′) in the case of Lebesgue
measure).
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a subanalytically integrating o-minimal structure is then an Ran-integrating o-minimal structure. In that paper parts of
the examples below are discussed, especially on harmonic measures.
In the previous Deﬁnitions 1.2 and 1.3 there are “smallest” o-minimal expansions fulﬁlling the properties:
Deﬁnition 1.4. Let M be an o-minimal structure and let μ be a Borel measure.
a) If μ is (strongly) M-compatible we denote by Mcμ the expansion of M generated by all sets and functions obtained in
Deﬁnition 1.2. Note that M∗ is an M-measuring o-minimal structure of μ if and only if it is an o-minimal expansion
of Mcμ .
b) If μ is (strongly) M-tame we denote by Mμ the expansion of M generated by all sets and functions obtained in
Deﬁnition 1.3. Note that M∗ is an M-integrating o-minimal structure of μ if and only if it is an o-minimal expansion
of Mμ .
Remark 1.5. Let M be an o-minimal structure and let μ be a Borel measure.
a) If μ is strongly M-compatible then it is M-compatible. If μ is strongly M-tame then it is M-tame.
b) If μ is M-tame then it is M-compatible. Then an M-integrating o-minimal structure of μ is an M-measuring
o-minimal structure of μ and Mcμ is a reduct of Mμ .
c) If μ is strongly M-tame then it is strongly M-compatible.
We start with elementary examples.
Example 1.6.
a) Let a ∈Rn . The Dirac measure δa at a is deﬁned by
δ(A) =
{
1, a ∈ A,
0, a /∈ A.
It is strongly M-tame and Mδa =Mcδa =M.
b) The counting measure ζn on Rn counts the number of points of a subset of Rn . It is strongly M-tame and Mζn =
Mcζn =M.
c) Let γn be the Borel measure on Rn that takes value 0 for countable sets and value ∞ for uncountable sets. Then γn is
strongly M-tame and Mγn =Mcγn =M.
Proof. a) Let f :Rm ×Rn →R be deﬁnable in M. Then ∞( f , δa) = ∅ and
∫
Rn
f (x, t)dδa(t) = f (x,a) for x ∈Rm . This shows
that δa is strongly M-tame and that Mδa =M. By Remark 1.5 b) we see that also Mcδa =M.
b) Let f : Rm ×Rn → R be deﬁnable in M. By cell decomposition and the uniform ﬁniteness property (see [9, p. 60]),
the set B of all x ∈Rm such that {t ∈Rn | f (x, t) 
= 0} is ﬁnite is deﬁnable in M and there is N ∈N such that the cardinality
of {t ∈Rn | f (x, t) 
= 0} is at most N for every x ∈ B . We have ∞( f , ζn) =Rm \ B and therefore i′) in Deﬁnition 1.3 is fulﬁlled.
For x ∈ B we have∫
Rm
f (x, t)dζn(t) =
∑
{t| f (x,t) 
=0}
f (x, t).
Hence ii) in Deﬁnition 1.3 is also fulﬁlled and we get that ζn is strongly M-tame and that Mζn =Mcζn =M.
c) This is also an easy consequence of cell decomposition and the uniform ﬁniteness property (see [9, p. 60]). Note that
a deﬁnable set is either ﬁnite or uncountable. 
The result of Comte, Lion and Rolin [6,24] mentioned in the introduction gives the main example.
Main Example 1.7. (Compare with [20, Example 1.4 b)].) The Lebesgue measure λn on Rn is strongly Ran-tame. We have
(Ran)λn =Ran,exp for all n ∈N, (Ran)cλ1 =Ran and (Ran)cλn =Ran,exp for n 2.
Proof. Using [6, Théorème 1′] (see also [24, Théorème 1]), we see by the following observation that the Lebesgue mea-
sure λn on Rn is strongly Ran-tame with integrating o-minimal structure Ran,exp:
Let f : Rm ×Rn → R be deﬁnable in M. Considering the positive and negative part of f (that are, of course, deﬁnable
in Ran) we may assume that f  0. Let
A := {(x, t, s) ∈Rm ×Rn+1: 0 s f (x, t)}.
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Rn
f (x, t)dλn(t) = λn+1(Ax)
for every x ∈ Rm . Applying [6, Théorème 1′] to A we get the claim. (Note that the latter theorem, apart from the explicit
description of the volume, is equivalent to the statement in the main example, see Example 1.8 below.)
We compute (Ran)λn and (Ran)
c
λn
for every n ∈N:
a) (Ran)λn =Ran,exp for n ∈N.
Let f :R×Rn →R,
f (x, t) :=
{ 1
t1
, 1 t1  x, and 0 ti  1, i 
= 1,
0, else.
Then f is deﬁnable in Ran, ∞( f , λn) = ∅, and∫
Rn
f (x, t)dt =
{
log x, x 1,
0, x < 1.
So log : [1,∞[ →R is deﬁnable in (Ran)λn and we get (Ran)λn =Ran,exp.
b) (Ran)cλ1 =Ran.
This follows immediately from Theorem 2.3 below.
c) (Ran)cλn =Ran,exp for n 2.
Let
A :=
{
(x, t) ∈R×Rn: 0 < x < 1, x t1  1, 0< t2 < x
t1
, 0 ti  1 for 3 i  n
}
.
Then A is deﬁnable in Ran. We have for 0 < x < 1
λn(Ax) =
1∫
t1=x
x
t1∫
t2=0
1dt2 dt1 =
1∫
t1=x
x
t1
dt1 = −x log x.
Therefore log : ]0,1[ →R is deﬁnable in (Ran)cλn for n 2 and we get (Ran)cλn =Ran,exp for n 2. 
Example 1.8. (Compare with [20, Proposition 1.5].) Let X be a C1-submanifold of Rn of dimension k deﬁnable in Ran. The
canonical volume measure volX on X is strongly Ran-tame with
(Ran)volX =
{
Ran,exp, k 1,
Ran, k = 0,
and
(Ran)
c
volX
=
⎧⎨
⎩
Ran,exp, k 2,
Ran or Ran,exp, k = 1,
Ran, k = 0.
Proof. If k = n then volX equals the Lebesgue measure restricted to the open set X deﬁnable in Ran and we get the claim
by the Main Example 1.7. If k = 0 we get the claim by Example 1.6 a). So we assume that 0 < k < n. By stratiﬁcation
(see for example Kurdyka [21, Theorem A and Remark 5.1]), there are subsets X1, . . . , Xp of X deﬁnable in Ran with
dim(X \⋃1 jp X j) < k such that for each j ∈ {1, . . . , p} the following holds.
There is an orthogonal map ϕ j such that ϕ j(X j) = graph( f j) where f j : U j → Rn−k is a C1-map deﬁnable in Ran and
where U j ⊂Rk is an open set deﬁnable in Ran. Let
g j : U j →Rn, g j(t) :=
(
t, f j(t)
)
.
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det
(
t Dg j(t)Dg j(t)
)
λk(t),
where Dg j(t) denotes the Jacobian of g j in x ∈ U j . Since
√
det(t Dg j(t)Dg j(t)) is deﬁnable in Ran and strictly positive on U j
we get by the proof of the Main Example 1.7 that (Ran)volΓi =Ran,exp if k 1 and that (Ran)cvolΓi =Ran,exp if k 2. We show
that for k = 1, (Ran)cvolΓi = Ran or Ran,exp is possible. Let u : ]0,1[ → R, u(t) = 0, and Γ
′ := graph(u) ⊂ R2. Then clearly
(Ran)
c
volΓ ′
= Ran. Let v : ]1,∞[ → R, v(t) = t−1 + t2, and Γ ′′ := graph(v) ⊂ R2. Then volΓ ′′ =
√
1+ (v ′(t))2λ1(t). Since
(v ′(t))2 = t−4 − 4t−1 + 4t2 we see (after applying binomial expansion) that we obtain logarithmic terms when integrating
and get that (Ran)cvolΓ ′′
=Ran,exp.
Finally, since
volX =
p∑
j=1
volX j =
p∑
j=1
volΓi ◦ ϕ−1j
we obtain the claims of the example (compare with Remarks 3.5 and 3.6 below). 
We are able to extend the Main Example 1.7 a little bit beyond the o-minimal structure Ran. We rely thereby on the
work of Souﬄet (see [27,28]) on integration in the o-minimal structure RRan and apply it to its reduct R
Ralg
an where Ralg
denotes the ﬁeld of real algebraic numbers. (Given a subﬁeld K of R, the structure RKan is the expansion of Ran by all power
functions with exponent in K ; see [26,13] for these structures.) We use some transcendental number theory.
Theorem 1.9. Let Ralg denote the ﬁeld of real algebraic numbers. The Lebesgue measure λn is strongly R
Ralg
an -tame and (R
Ralg
an )λn =
Ran,exp .
Proof. We can use the reasoning of [28]. Thereby it has to be formulated for the o-minimal structure R
Ralg
an instead of
its expansion RRan. Note that we stay in this class when applying the preparation theorem since the set of real algebraic
numbers is a subﬁeld of R (see [28, pp. 770, 771] and [28, Lemma 3.1]). We replace [28, Deﬁnition 2.1] by the follow-
ing
Observation 1. Let α1, . . . ,αn be real algebraic numbers. Then there are constants σ  1 and C > 0 such that for every
k1, . . . ,kn ∈ Z either k1α1 + · · · + knαn ∈ Z or
|k1α1 + · · · + knαn − l| C
(|k1| + · · · + |kn|)−σ
for all l ∈ Z.
Proof. If all αi ’s are rational then the claim is clear since there is a common denominator for all linear combinations. So
we may assume that at least one of the αi ’s is irrational. Applying a permutation if necessary, we may assume that there is
some r  n such that (1,α1, . . . ,αr) is a basis of the Q-vector space generated by 1,α1, . . . ,αn . For r + 1 j  n there are
constants q0, j, . . . ,qr, j ∈Q such that
α j = q0, j + q1, jα1 + · · · + qr, jαr .
Then given k1, . . . ,kn ∈ Z we obtain
k1α1 + · · · + knαn =
n∑
j=r+1
q0, jk j +
(
k1 +
n∑
j=r+1
q1, jk j
)
α1 + · · · +
(
kr +
n∑
j=r+1
qr, jk j
)
αr .
Let p ∈N be a common denominator of the rational numbers qi, j , 0 i  r, r + 1 j  n. We set
k˜0 := p
n∑
j=r+1
q0, jk j and k˜i := p
(
ki +
n∑
j=r+1
qi, jk j
)
for 1 i  r. Then p(k1α1 + · · · + knαn) = k˜0 + k˜1α1 + · · · + k˜rαr . Since 1,α1, . . . ,αr are linearly independent over Q there
are by Baker [2, Theorem 7.1] constants σ ′  1 and C ′ > 0 such that∣∣p(k1α1 + · · · + knαn) − l′∣∣ C ′(|k˜1| + · · · + |k˜n|)−σ ′
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∣∣(k1α1 + · · · + knαn) − l∣∣ C ′
p
(|k˜1| + · · · + |k˜n|)−σ ′ (∗)
for all k1, . . . ,kn , l′, l ∈ Z such that (k˜1, . . . , k˜r) 
= (0, . . . ,0). If (k˜1, . . . , k˜r) = (0, . . . ,0) we see that k1α1 + · · · + knαn ∈ p−1Z.
By this, the deﬁnition of the k˜i ’s and (∗), Observation 1 follows. 
We replace [28, Lemma 2.2] (using thereby [28, Lemma 2.3]) by the following observation that follows immediately from
Observation 1.
Observation 2. Let V (X, Y , Z) =∑I=(k,i, j) aI XkY i Z j be an analytic function of Rp+2s where X ∈ Rp , Y , Z ∈ Rs , and let D
be a polydisc of convergence of V . Let δ = (δ1, . . . , δs) ∈Rsalg and
I :=
{
I = (k, i, j) ∈Np+2s:
s∑
l=1
δl(il − jl) 
= −1
}
.
For I ∈ I we set bI := aI/(1 + ∑sl=1 δl(il − jl)). Then D is a polydisc of convergence for the series W (X, Y , Z) =∑
I∈I bI XkY i Z j .
The proof of the theorem can now be ﬁnished with the arguments of [28, pp. 770–772, 779–781] and of [6,24]. We
obtain the following. Given a function f : Rm × Rn → R deﬁnable in RRalgan , the set ∞( f , λn) is deﬁnable in RRalgan (see
Theorem 2.2 b) below) and there is d ∈ N, a polynomial P in 2d variables and functions ϕ1, . . . , ϕd : Rm → R>0 deﬁnable
in R
Ralg
an such that for every x /∈ ∞( f , λn)∫
Rn
f (x, t)dλn(t) = P
(
ϕ1(x), . . . ,ϕd(x), logϕ1(x), . . . , logϕd(x)
)
. 
An important class of measures is given by the harmonic measures. They are deﬁned on the boundary of a bounded
domain Ω in Rn for n 2 and are intimately related to the Dirichlet problem for Ω (see Armitage and Gardiner [1, Chap-
ter 6] for the deﬁnition of the harmonic measure and the Dirichlet problem, especially for the notion of generalized Dirichlet
solution, the so-called PWB solution; see also Garnett and Marshall [15] for harmonic measures on the plane).
Let z ∈ Ω and let ωΩ(z,−) be the harmonic measure for Ω at z. Let f be a continuous function on the boundary
of Ω . Then
∫
∂Ω
f (ζ )dωΩ(z, ζ ) = H f (z), where H f is the uniquely determined (generalized) Dirichlet solution of f ; H f is
harmonic in Ω and has a continuous extension to ∂Ω for all boundary points outside a small set of Lebesgue measure 0
and coincides there with f .
Example 1.10. Let x ∈ Rn and let r > 0. The harmonic measure ωB(x,r)(z,−) for B(x, r) at z ∈ B(x, r) is strongly Ran-tame
and (Ran)ωB(x,r)(z,−) =Ran,exp.
Proof. By [1, pp. 6, 7] the harmonic measure ω := ωB(x,r)(z,−) is given by
1
σnr
r2 − |z − x|2
|z − t|n vol∂B(0,1)(t)
where σn := vol∂Bn(0,1)(∂Bn(0,1)). We get the claim by Example 1.8. 
Example 1.11. (See [20, Corollary 2.2].) Assume that Ω is a bounded domain in R2 that has analytically smooth boundary.
Then for z ∈ Ω the harmonic measure ωΩ(z,−) is strongly Ran-tame and (Ran)ωΩ(z,−) =Ran,exp.
Here is an example of a tame harmonic measure for a domain with non-smooth boundary.
Example 1.12. (See [20, Theorem B].) Let P ⊂ R2 be a polygon such that for every singular boundary point of P the in-
terior angle is a rational or Diophantine multiple of π (an irrational number α is called Diophantine if there are positive
constants C and σ such that |α − pq | > C |q|−σ for all pq ∈ Q). Then for z ∈ P the harmonic measure ωP (z,−) is strongly
Ran-tame and (Ran)ωP (z,−) =Ran,exp.
The measures of the previous examples are strongly tame resp. compatible. Finally, we construct an Ran-tame measure
that is even not strongly Ran-compatible.
1910 T. Kaiser / Annals of Pure and Applied Logic 163 (2012) 1903–1927Deﬁnition 1.13. Let B ⊂Rn be a Borel set. We deﬁne a Borel measure ηB∞ on Rn as follows:
ηB∞(A) =
{∞, A ∩ B 
= ∅,
0, A ∩ B = ∅.
Remark 1.14. Let M be an o-minimal structure and let B ⊂ Rn be deﬁnable in M. Then the measure ηB∞ is strongly
M-tame and MηB∞ =McηB∞ =M.
Proof. Let f :Rm ×Rn →R be deﬁnable in M. Then
∞( f , ηB∞) =
{
x ∈Rm: ∃t ∈ B f (x, t) 
= 0}
and
Rm \ ∞( f , ηB∞) →R, x →
∫
Rn
f (x, t)dηB∞(t),
is constant 0. This shows the claim. 
Example 1.15. For n  2 let B ⊂ Rn be a set that is deﬁnable in Ran,exp but not in Ran (for n = 2 we take for example
graph(exp)). Then ηB∞ is Ran-tame but not strongly Ran-compatible.
Proof. The measure ηB∞ is Ran-tame by the previous Remark 1.14. It is not strongly Ran-compatible for the following
reason.
Let  be the diagonal in Rn ×Rn . Then  is semialgebraic and hence deﬁnable in Ran. We have x = {x} for x ∈Rn and
therefore ∞(,ηB∞) = B . By assumption B is not deﬁnable in Ran and we get the claim. 
2. Tameness and compatibility of Lebesgue measure
We investigate the tameness and compatibility of Lebesgue measure for arbitrary o-minimal structures. First we deal with
convergence and divergence of integrals with respect to the Lebesgue measure (compare with condition i′) in Deﬁnitions 1.2
and 1.3) and prove then that the one-dimensional Lebesgue measure is strongly compatible for every o-minimal structure.
We start with an easy observation.
Remark 2.1. Let M be an o-minimal structure. Let A ⊂ Rn be deﬁnable in M. Then λn(A) > 0 if and only if ◦A 
= ∅ (or
equivalently if and only if dim(A) = n).
Proof. This is an easy consequence of cell decomposition (see [9, Chapter 3, §2]). 
Theorem 2.2. LetM be an o-minimal structure.
a) For every function f :Rm ×R→R deﬁnable inM the set
∞( f , λ1) :=
{
x ∈Rm:
∫
R
∣∣ f (x, t)∣∣dλ1(t) = ∞
}
is deﬁnable inM.
b) IfM is polynomially bounded then for every function f :Rm ×Rn →Rn deﬁnable inM the set
∞( f , λn) :=
{
x ∈Rm:
∫
Rn
∣∣ f (x, t)∣∣dλn(t) = ∞
}
is deﬁnable inM.
Proof. a) Replacing f by | f | we may assume that f  0. We set
A :=
{
(x, t) ∈Rm ×R: limsup
s→t
f (x, s) = ∞
}
.
Then A is deﬁnable in M and, by the uniform ﬁniteness property in o-minimal structures (see [9, p. 60]), there is a natural
number N such that {t ∈ R: (x, t) ∈ A} has at most N elements for every x ∈ Rm . By cell decomposition (see [9, Chap-
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continuous functions α jl : X j →R, 1 l r j , deﬁnable in M, such that
{
(x, t) ∈ X j ×R: limsup
s→t
f (x, s) = ∞
}
=
⋃
1lr j
graph(α jl).
We ﬁx j ∈ {1, . . . , p} and omit this subscript for convenience. We may assume that
α1(x) < α2(x) < · · · < αr(x)
for all x ∈ X . We choose continuous functions βl : X →R, 1 l r + 1, deﬁnable in M, such that
β1(x) < α1(x) < β2(x) < α2(x) < · · · < βr(x) < αr(x) < βr+1(x)
for all x ∈ X . Then
∞( f , λ1) =
r⋃
l=1
{
x ∈ X:
αl(x)∫
βl(x)
f (x, t)dt = ∞
}
∪
r⋃
l=1
{
x ∈ X:
βl+1(x)∫
α(x)
f (x, t)dt = ∞
}
∪
{
x ∈ X:
β1(x)∫
−∞
f (x, t)dt = ∞
}
∪
{
x ∈ X:
∞∫
βr+1(x)
f (x, t)dt = ∞
}
.
By the above construction and by [17, Theorem 2.1] (and its proof), we obtain that the set{
x ∈ X:
∞∫
βr+1(x)
f (x, t)dt = ∞
}
is deﬁnable in M. The same holds for{
x ∈ X:
β1(x)∫
−∞
f (x, t)dt = ∞
}
.
We ﬁx l ∈ {1, . . . , r} and for x ∈ X we set
ϕx : ]0,∞[ →
]
βl(x),αl(x)
[
, ϕx(s) = βl(x) + s1+ s
(
αl(x) − βl(x)
)
.
Then ϕx is a strictly monotone C1-diffeomorphism for every x ∈ X and the map
ϕ : X × ]0,∞[ →R, ϕ(x, s) = ϕx(s),
is deﬁnable in M. By substitution (note that f (x,−) is continuous for all but ﬁnitely many points), we obtain that
{
x ∈ X:
αl(x)∫
βl(x)
f (x, t)dt = ∞
}
=
{
x ∈ X:
∞∫
0
f
(
x,ϕx(s)
)
ϕ′x(s)ds = ∞
}
and the latter set is again deﬁnable in M by [17, Theorem 2.1]. Similarly we see that for l ∈ {1, . . . , r} the set
{
x ∈ X:
βl+1(x)∫
αl(x)
f (x, t)dt = ∞
}
is deﬁnable in M and we are done.
b) Let f :Rm ×Rn →R be deﬁnable in M. Replacing f by | f | we may assume that f  0. We set
A := {(x, t, s) ∈Rm ×Rn+1: 0 s f (x, t)}.
Then A is deﬁnable in M and for x ∈Rm we have∫
n
f (x, t)dλn(t) = λn+1(Ax).
R
1912 T. Kaiser / Annals of Pure and Applied Logic 163 (2012) 1903–1927By Valette [31, Theorem 2.2] there is a partition of Rm into sets C1, . . . ,Cp deﬁnable in M such that for every j ∈ {1, . . . , p}
and every x, x′ ∈ C j the sets Ax and Ax′ are (deﬁnably) bi-Lipschitz; i.e. there is a (deﬁnable) bi-Lipschitz homeomorphism
between Ax and Ax′ . Hence for every j ∈ {1, . . . , p} and every x, x′ ∈ C j we have clearly that λn+1(Ax) = ∞ if and only if
λn+1(Ax′ ) = ∞. This shows that ∞( f , λn) is the union of some C j ’s and we are done. 
Theorem 2.3. LetM be an o-minimal structure. The Lebesgue measure λ1 on R is stronglyM-compatible andMcλ1 =M.
Proof. By Theorem 2.2 a), condition i′) of Deﬁnition 1.2 is fulﬁlled for λ1. We show condition ii). Let A ⊂ Rm × R be
deﬁnable in M and let
A′ := A \ {(x, t) ∈Rm ×R: x ∈ ∞(A, λ1)}.
It is enough to show the claim for A′ instead of A. Note that ∞(A′, λ1) = ∅. By cell decomposition (see [9, Chapter 3, §2])
we can partition A′ into ﬁnitely many cells C1, . . . ,Cp . We ﬁx j ∈ {1, . . . , p} and write C := C j . It is enough to show the
claim for C . Let B := π(C) where π : Rm × R → Rm denotes the projection on the ﬁrst m coordinates. By the deﬁnition
of a cell, the set Cx is either a singleton or an open interval for every x ∈ B . In the ﬁrst case clearly λ1(Cx) = 0 for all
x ∈ Rm . Hence we may assume the second case. Note that λ1(Cx) < ∞ for all x ∈ Rm by the deﬁnition of A′ . Hence there
are functions f , g : B →R deﬁnable in M such that
C = {(x, t) ∈Rm ×R ∣∣ x ∈ B and f (x) < t < g(x)}.
We set
F (x) =
{
f (x), x ∈ B,
0, x /∈ B,
and
G(x) =
{
g(x), x ∈ B,
0, x /∈ B.
Then λ1(Cx) = G(x) − F (x) for all x ∈Rm and x → λ1(Cx) is therefore deﬁnable in M. 
For the next results we exploit the classical Tonelli and Fubini theorem.
Remark 2.4. Let M be an o-minimal structure.
a) If λn is (strongly) M-compatible then λk is (strongly) M-compatible for every k n and Mcλk is a reduct of Mcλn .
b) If λn is (strongly) M-tame then λk is (strongly) M-tame for every k n and Mλk is a reduct of Mλn .
Proof. a) Let A ⊂Rm ×Rk be deﬁnable in M. Let B := A × [0,1]n−k . Then B is deﬁnable in M. Since λn is the product of
λk and λn−k (see [3, pp. 136, 137]) we have ∞(A, λk) = ∞(B, λn) and λk(Ax) = λn(Bx) for all x ∈Rm . This gives the claim.
b) Let f :Rm ×Rk →R be deﬁnable in M. Let
g :=Rm ×Rk ×Rn−k →R, g(x, t, t′)= f (x, t)1[0,1]n−k(t′).
Then g is deﬁnable in M. By Tonelli’s and Fubini’s theorem (see [3, Theorems 23.6 and 23.7]) we see that ∞( f , λk) =
∞(g, λn) and that∫
Rk
f (x, t)dt =
∫
Rk
∫
Rn−k
g
(
x, t, t′
)
dt dt′ =
∫
Rn
g
(
x, t, t′
)
d
(
t, t′
)
for all x /∈ ∞( f , λk). This gives the claim. 
Theorem 2.5. LetM be an o-minimal structure.
a) If λp isM-compatible and if λq isMcλp -tame then λp+q isM-compatible andMcλp+q is a reduct of (Mcλp )λq .
b) If λp isM-tame and if λq isMλp -tame then λp+q isM-tame andMλp+q is a reduct of (Mλp )λq .
Proof. a) Let A ⊂Rm ×Rp+q be deﬁnable in M. We have for all x ∈Rm
λp+q(Ax) =
∫
q
λp(A(x,t′))dt
′R
T. Kaiser / Annals of Pure and Applied Logic 163 (2012) 1903–1927 1913where A(x,t′) = {t ∈Rp: (x, t, t′) ∈ A} for (x, t′) ∈Rm ×Rq (see [3, pp. 136, 137]). By assumption ∞(A, λp) and the function(
Rm ×Rq) \ ∞(A, λp) →R, (x, t′) → λp(A(x,t′)),
are deﬁnable in Mcλp . Hence the set
E := {x ∈Rm: dim{t′ ∈Rq: (x, t′) ∈ ∞(A, λp)}= q}
and the function F deﬁned by
F :Rm ×Rq →R, F (x, t′)= {λp(A(x,t′)), (x, t′) /∈ ∞(A, λp),
0, (x, t′) ∈ ∞(A, λp),
are deﬁnable in Mcλp . By Remark 2.1 we have that ∞(A, λp+q) = E ∪ ∞(F , λq) and therefore ∞(A, λp+q) is deﬁnable in
(Mcλp )λq . For x /∈ ∞(A, λp+q) we have
λp+q(Ax) =
∫
Rq
F
(
x, t′
)
dt′.
This gives a).
b) Let f :Rm ×Rp+q →R be deﬁnable in M. By Tonelli’s theorem (see [3, Theorem 23.6]) we have for all x ∈Rm∫
Rp+q
∣∣ f (x, t, t′)∣∣d(t, t′)= ∫
Rq
∫
Rp
∣∣ f (x, t, t′)∣∣dt dt′.
By assumption ∞( f , λp) and the function
(
Rm ×Rq) \ ∞( f , λp) →R, (x, t′) →
∫
Rp
f
(
x, t, t′
)
dt,
are deﬁnable in Mλp . Hence the set
E := {x ∈Rm: dim{t′ ∈Rq: (x, t′) ∈ ∞( f , λp)}= q}
and the function F deﬁned by
F :Rm ×Rq →R, F (x, t) =
{∫
Rp
f (x, t, t′)dt, (x, t′) /∈ ∞( f , λp),
0, (x, t′) ∈ ∞( f , λp),
are deﬁnable in Mλp . By Remark 2.1 we have that ∞( f , λp+q) = E ∪ ∞(F , λq) and therefore ∞( f , λp+q) is deﬁnable
in (Mλp )λq . For x /∈ ∞( f , λp+q) we have by Fubini’s theorem (see [3, Theorem 23.7])∫
Rp+q
f d
(
t, t′
)= ∫
Rq
F
(
x, t′
)
dt′.
This gives b). 
Having tameness of the Lebesgue measure in dimension n we obtain compatibility in dimension n+ 1 and vice versa.
Theorem 2.6. Let M be an o-minimal structure. The n-dimensional Lebesgue measure λn is (strongly) M-tame if and only if the
(n+ 1)-dimensional Lebesgue measure λn+1 is (strongly)M-compatible. If this holds thenMλn =Mcλn+1 .
Proof. “⇒”: We show that Mλn is an M-measuring o-minimal structure of λn+1. Let A ⊂Rm ×Rn+1 be deﬁnable in M.
By cell decomposition (see [9, Chapter 3, §2]) we can partition A into ﬁnitely many cells C1, . . . ,Cp . We ﬁx j ∈ {1, . . . , p}
and write C := C j . It is enough to show the claim for C . Let B1 := π1(C) where π1 :Rm ×Rn+1 →Rm denotes the projection
onto the ﬁrst m coordinates. Let B2 := π2(C) where π2 :Rm ×Rn+1 →Rm ×Rn denotes the projection onto the ﬁrst m+ n
coordinates. By the deﬁnition of a cell, the set Cx is a cell for every x ∈ B1 and there is d ∈ {0, . . . ,n+1} such that dimCx = d
for all x ∈ B1. If d n then λn+1(Cx) = 0 for all x ∈Rm by Remark 2.1 and we are done. Hence we may assume that d = n+1.
Then we ﬁnd continuous functions f , g : B2 →R deﬁnable in M such that f < g and such that either
C = {(x, t′, tn+1) ∈Rm ×Rn+1 ∣∣ (x, t′) ∈ B2 and f (x, t′)< tn+1 < g(x, t′)}
or
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or
C = {(x, t′, tn+1) ∈Rm ×Rn+1 ∣∣ (x, t′) ∈ B2 and tn+1 < g(x, t′)}.
In the ﬁrst case we set
F
(
x, t′
)= { f (x, t′), (x, t′) ∈ B2,
0, (x, t′) /∈ B2,
and
G
(
x, t′
)= { g(x, t′), (x, t′) ∈ B2,
0, (x, t′) /∈ B2.
Then F and G are deﬁnable in M and by [3, pp. 136, 137]
λn+1(Cx) =
∫
Rn
(
G
(
x, t′
)− F (x, t′))dt′
for all x ∈Rm . This gives “⇒” in the ﬁrst case.
In the second one we obtain, since dimCx = n + 1 for all x ∈ B1, that λn+1(Cx) = ∞ for all x ∈ B1. This gives “⇒” in
the second case. The third one is treated like the second one.
Moreover, the proof shows that λn+1 is strongly M-compatible if λn is strongly M-tame.
“⇐”: We show that Mcλn+1 is an M-integrating o-minimal structure of λn . Let f : Rm × Rn → R be deﬁnable in M.
We set
A1 :=
{(
x, t′, tn+1
) ∈Rm ×Rn+1: f (x, t′) 0 and 0 tn+1  f (x, t′)}
and
A2 :=
{(
x, t′, tn+1
) ∈Rm ×Rn+1: f (x, t′)< 0 and f (x, t′) tn+1  0}.
By [3, pp. 136, 137] we have ∞( f , λn) = ∞(A1, λn+1) ∪ ∞(A2, λn+1) and for x /∈ ∞( f , λn)∫
Rm
f
(
x, t′
)
dt′ = λn+1
(
(A1)x
)− λn+1((A2)x).
Moreover, λn is strongly M-tame if λn+1 is strongly M-compatible. This gives “⇐”.
By the conclusions of the proofs “⇒” and “⇐” we see that then Mcλn+1 =Mλn . 
Theorem 2.7. LetM be an o-minimal structure. Assume that λn is (strongly)M-tame. Let X ⊂RN be a C1-manifold deﬁnable inM
of dimension at most n. Then the canonical volume measure volX of X is (strongly)M-tame andMvolX is a reduct ofMλn .
Proof. Using Remark 2.4 we can use the proof of Example 1.8. 
3. Properties of tame and compatible measures
We investigate the properties of arbitrary tame and compatible measures. We prove deﬁnable versions of fundamental
theorems such as the theorem of Radon–Nikodym, Lebesgue’s decomposition theorem and the Riesz representation theorem.
The ﬁrst two results allow us to describe compatible and tame measures and to classify them in dimension one. We begin
by recalling important and classical classes of measures. We work in these classes below.
Recall that a Borel measure μ on Rn is called σ -ﬁnite (see [3, Deﬁnition 5.5]) if there are Borel sets Ek , k ∈N, such that⋃
k∈N Ek =Rn and μ(Ek) < ∞ for every k ∈N.
A Borel measure μ on Rn is called a Radon measure if μ(K ) < ∞ for every compact set K ⊂Rn (see [7, p. 124]). This is
equivalent to μ being locally ﬁnite; i.e. every x ∈Rn has a neighborhood of ﬁnite measure.
A Radon measure on Rn is additionally inner regular:
μ(A) = sup{μ(K ): K ⊂ A compact}
for every Borel set A ⊂Rn (this follows by [3, Theorem 26.3]), and outer regular:
μ(A) = inf{μ(U ): A ⊂ U open}
for every Borel set A ⊂Rn (this follows by [3, Corollary 26.4]).
A Radon measure on Rn is also σ -ﬁnite (see [3, Theorem 26.3]) (be aware of the different notion of Borel and Radon
measures in [3]).
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a) The counting measure ζn on Rn is M-tame for every o-minimal structure M. It is a Borel measure that is not σ -ﬁnite.
b) The Ran-tame measure |x|−1λ1 on R is σ -ﬁnite but not a Radon measure.
c) The Ran-tame measure λn on Rn is a Radon measure.
For deﬁnable sets we obtain special regularity properties.
Remark 3.2. Let μ be a Borel measure on Rn and let M be an o-minimal structure.
a) Let A ⊂ Rn be deﬁnable in M. Then there is a family (Kt)t∈R>0 deﬁnable in M such that Kt is compact and Kt ⊂ A
for all t > 0, Kt1 ⊂ Kt2 for t1 < t2,
⋃
t>0 Kt = A, and
μ(A) = sup
t>0
μ(Kt).
b) Assume that μ is a Radon measure. Let A ⊂ Rn be a set deﬁnable in M that is bounded. Then there is a family
(Ut)t∈R>0 deﬁnable in M such that Ut is open and A ⊂ Ut for all t > 0, Ut1 ⊃ Ut2 for t1 < t2,
⋂
t>0 Ut = A, and
μ(A) = inf
t>0
μ(Ut).
c) Assume that μ is a ﬁnite measure. Let A ⊂ Rn be deﬁnable in M. Then there is a family (Ut)t∈R>0 deﬁnable in M
such that Ut is open and A ⊂ Ut for all t > 0, Ut1 ⊃ Ut2 for t1 < t2,
⋂
t>0 Ut = A, and
μ(A) = inf
t>0
μ(Ut).
Proof. a) For t > 0 we deﬁne
Kt :=
{
x ∈ A: dist(x, A \ A) 1/t}∩ B(0, t).
Then the family (Kt)t∈R>0 is deﬁnable in M and Kt is compact for every t > 0. We have Kt1 ⊂ Kt2 for t1 < t2 and A =⋃
t>0 Kt . By the elementary properties of a measure (see for example [3, Theorem 3.2]) we get
μ(A) = lim
t→∞μ(Kt) = supt>0 μ(Kt).
b) Using cell decomposition (see [9, Chapter 3, §2]) we can assume in the construction below that A is a cell. Then A is
locally closed and we ﬁnd an open set V and a closed set C , both deﬁnable in M, such that A = C ∩ V . Since A is bounded
we can assume that V and C are bounded. Since μ is locally ﬁnite we have μ(V ) < ∞. For t > 0 we deﬁne
Ut :=
{
x ∈Rn: dist(x,C) < 1/t}∩ V .
Then the family (Ut)t∈R>0 is deﬁnable in M and Ut is open for every t > 0. We have Ut1 ⊃ Ut2 for t1 < t2 and A =
⋂
t>0 Ut .
Since μ(V ) < ∞ we get by the elementary properties of a measure (see for example [3, Theorem 3.2]) that
μ(A) = lim
t→∞μ(Ut) = inft>0μ(Ut).
c) We can copy the proof of b). We don’t need A to be bounded for μ(V ) < ∞ since the measure is ﬁnite by assump-
tion. 
Example 3.3. The counting measure ζn on Rn is not outer regular and does not fulﬁll conditions b) and c) of the previous
Remark 3.2.
a) Results for Borel measures
We collect basic properties of and basic constructions for compatible and tame measures.
Proposition 3.4. LetM be an o-minimal structure and let μ be anM-compatible measure on Rn. Then the support of μ is deﬁnable
inMcμ .
Proof. Let
A := {(x, r, t) ∈Rn ×R>0 ×Rn: |t − x| < r}.
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supp(μ) = {x ∈Rn: ∀r > 0 μ(A(x,r)) > 0}
and is therefore deﬁnable in Mcμ . 
Remark 3.5. Let M be an o-minimal structure.
a) Let μ be a Borel measure on Rn and let α ∈R0.
i) If μ is (strongly) M-compatible then the Borel measure αμ is (strongly) M-compatible. We have Mcαμ =Mcμ if
α > 0 and Mcαμ =M if α = 0.
ii) If μ is (strongly) M-tame then the Borel measure αμ is (strongly) M-tame. We have Mαμ =Mμ if α > 0 and
Mαμ =M if α = 0.
b) Let μ, ν be Borel measures on Rn .
i) If μ and ν are (strongly) M-compatible and if there is an expansion M∗ of M that is an M-measuring o-minimal
structure of μ and ν then the Borel measure μ+ ν is (strongly) M-compatible and Mcμ+ν is a reduct of M∗ .
ii) If μ and ν are (strongly) M-tame and if there is an expansion M∗ of M that is an M-integrating o-minimal
structure of μ and ν then the Borel measure μ+ ν is (strongly) M-tame and Mμ+ν is a reduct of M∗ .
Proof. This is obvious. 
Remark 3.6. Let M be an o-minimal structure. Let μ be a Borel measure on Rn .
a) Let A ⊂Rn be deﬁnable in M.
i) If μ is (strongly) M-compatible then the restriction μA is (strongly) M-compatible and McμA is a reduct of Mcμ .
ii) If μ is (strongly) M-tame then the restriction μA is (strongly) M-tame and MμA is a reduct of Mμ .
b) Let ϕ :Rn →Rk be deﬁnable in M.
i) If μ is (strongly) M-compatible then the image μ◦ϕ−1 is (strongly) M-compatible and Mc
μ◦ϕ−1 is a reduct of Mcμ .
ii) If μ is (strongly) M-tame then the image μ ◦ ϕ−1 is (strongly) M-tame and Mμ◦ϕ−1 is a reduct of Mμ .
c) Let N be an o-minimal structure that is a reduct of M.
i) If μ is M-compatible then μ is N -compatible and N cμ is a reduct of Mcμ .
ii) If μ is M-tame then μ is N -tame and Nμ is a reduct of Mμ .
Proof. a) This is an easy consequence of the deﬁnition of the Borel measure μA on Rn:
μA(B) = μ(A ∩ B) and
∫
hdμA =
∫
h1A dμ
for a Borel set B ⊂Rn and a non-negative measurable function h :Rn →R0.
b) This is an easy consequence of Proposition 1.1 and the deﬁnition of the Borel measure μ ◦ ϕ−1 on Rk:
(
μ ◦ ϕ−1)(B) = μ(ϕ−1(B)) and ∫ hd(μ ◦ ϕ−1)= ∫ (h ◦ ϕ)dμ
for a Borel set B ⊂Rk and a non-negative measurable function h :Rk →R0.
c) This is obvious. 
Deﬁnition 3.7. Let M be an o-minimal structure. We call a numerical function f : Rn → R= R ∪ {±∞} deﬁnable in M if
f −1(±∞) and
f :Rn \ ( f −1(+∞) ∪ f −1(−∞))→R
are deﬁnable in M.
Proposition 3.8. LetM be an o-minimal structure, let μ be a Borel measure on Rn and let f :Rn →R0 be deﬁnable inM. If μ is
(strongly)M-tame then fμ is (strongly)M-tame andM fμ is a reduct ofMμ .
Proof. This is an easy consequence of the deﬁnition of the measure having density f with respect to μ:∫
hdfμ =
∫
hf dμ
for a non-negative measurable function h :Rn →R0. 
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The next lemma will be very useful below.
Lemma 3.9. Let μ be a σ -ﬁnite Borel measure on Rn and letM be an o-minimal structure. Let A ⊂Rn be deﬁnable inM.
a) If μ is stronglyM-compatible then there is a set T ⊂ A and a continuous function ρ : T →R>0 , both deﬁnable inM, such that
dim(A \ T ) < dim(A) and μ(A ∩ B(x, r)) < ∞ for all x ∈ T and all 0< r < ρ(x).
b) If μ is M-compatible then there is a set T ⊂ A and a continuous function ρ : T → R>0 , both deﬁnable in Mcμ , such that
dim(A \ T ) < dim(A) and μ(A ∩ B(x, r)) < ∞ for all x ∈ T and all 0< r < ρ(x).
Proof. Since A is deﬁnable in M and since dim(A \ A) < dim(A) we can assume that A is closed.
a) Let
C := {(x, r, t) ∈ A ×R>0 × A: |t − x| < r}.
Then C is deﬁnable in M and C(x,r) = A ∩ B(x, r) for every x ∈ A and r > 0. Since μ is strongly M-compatible the set
T := {x ∈ A: ∃r > 0 μ(C(x,r)) < ∞}
is deﬁnable in M.
Claim. dim(A \ T ) < dim(A).
Proof. Assume that dim(A \ T ) = dim(A). Then there is an open ball B with center x ∈ A \ T such that A ∩ B ⊂ A \ T . Since
μ is σ -ﬁnite by assumption there is a sequence (Ek)k∈N of Borel sets such that
⋃
k∈N Ek =Rn and μ(Ek) < ∞ for all k ∈N.
We have
A ∩ B =
⋃
k∈N
(
Ek ∩ (A ∩ B)
)
.
Since A ∩ B is a Baire space (by cell decomposition [9, Chapter 3, §2] it is a ﬁnite union of cells and cells are Baire spaces)
there is some k0 ∈N such that Ek0 ∩ (A ∩ B) contains A ∩ B0 for some open ball B0 with center x0 ∈ A \ T . By the deﬁnition
of T we have μ(A ∩ B0) = ∞. On the other hand we have μ(A ∩ B0)μ(Ek0 ) < ∞, contradiction. 
Note that A \ T is closed in A. If T = A then we set ρ ≡ 1. If T 
= A we set ρ := 1/2dist(−, A \ T ). Then ρ is strictly
positive, continuous and deﬁnable in M. By deﬁnition of ρ we have B(x,ρ(x)) ⊂ T for all x ∈ T . Applying a compactness
argument to A ∩ B(x,ρ(x)) we get that μ(A ∩ B(x,ρ(x))) < ∞ for all x ∈ T .
b) We can use the proof of a). Since μ is M-compatible the set T and the function ρ : T →R>0 are deﬁnable in Mcμ . 
The property of σ -ﬁniteness can be realized by a deﬁnable family in the case of compatible measures.
Theorem 3.10. Let μ be a σ -ﬁnite Borel measure on Rn.
a) Let M be an o-minimal structure. If μ is strongly M-compatible then there is a family (Et)t∈R>0 deﬁnable in M such that
μ(Et) < ∞ for all t > 0 and such that there is a sequence (tk)k∈N in R>0 with Rn =⋃k∈N Etk .
b) LetM0, . . . ,Mn be o-minimal structures. If μ isM j -compatible andM j+1 is anM j -measuring o-minimal structure of μ for
every j ∈ {1, . . . ,n − 1} then there is a family (Et)t∈R>0 deﬁnable inMn such that μ(Et) < ∞ for all t > 0 and such that there
is a sequence (tk)k∈N in R>0 with Rn =⋃k∈N Etk .
Proof. a) Using the previous Lemma 3.9 a) recursively, we ﬁnd pairwise disjoint sets Tn− j and functions ρn− j : Tn− j →R>0
for j ∈ {0, . . . ,n}, all deﬁnable in M, such that
i) Rn =⋃nj=0 Tn− j ,
ii) dim(Tn− j) n− j,
iii) μ(Tn− j ∩ B(x,ρn− j(x))) < ∞ for all j ∈ {0, . . . ,n− 1} and all x ∈ Tn− j .
We set for j ∈ {0, . . . ,n} and t > 0
Et,n− j :=
{
z ∈ Tn− j: dist(z, Tn− j+1) 1
}
∩ B(0, t).t
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Et =
n⋃
j=0
Et,n− j
we get that the family (Et)t∈R>0 is deﬁnable in M and fulﬁlls the claim.
b) Using the previous Lemma 3.9 b) recursively, we ﬁnd pairwise disjoint sets Tn− j and functions ρn− j : Tn− j → R>0
deﬁnable in M j+1 if j ∈ {0, . . . ,n− 1} and deﬁnable in Mn if j = n (note that T0 is ﬁnite) such that
i) Rn =⋃nj=0 Tn− j ,
ii) dim(Tn− j) n− j,
iii) μ(Tn− j ∩ B(x,ρn− j(x))) < ∞ for all j ∈ {0, . . . ,n− 1} and all x ∈ Tn− j .
We can ﬁnish the proof as in a). 
For σ -ﬁnite measures the product construction is available (see [3, Chapter III]). We consider the product and the related
convolution construction for compatible and tame measures.
Theorem 3.11. LetM be an o-minimal structure, letμ be a σ -ﬁnite Borel measure onRp and let ν be a σ -ﬁnite Borel measure onRq.
a) If μ isM-compatible and if ν isMcμ-tame then the product μ⊗ ν isM-compatible andMcμ⊗ν is a reduct of (Mcμ)ν .
b) If μ isM-tame and if ν isMμ-tame then the product μ⊗ ν isM-tame andMμ⊗ν is a reduct of (Mμ)ν .
Proof. We can copy the proof of Theorem 2.5 replacing there the set E in a) by
E ′ := {x ∈Rm: ν({t′ ∈Rq: (x, t′) ∈ ∞(A,μ)})> 0}
and in b) by
E ′ := {x ∈Rm: ν({t′ ∈Rq: (x, t′) ∈ ∞( f ,μ)})> 0}.
Note that in a) the set E ′ is deﬁnable in (Mcμ)ν and in b) in (Mμ)ν . 
Corollary 3.12. LetM be an o-minimal structure, letμ be a σ -ﬁnite Borel measure onRp and let ν be a σ -ﬁnite Borel measure onRq.
a) If μ isM-compatible and if ν isMcμ-tame then the convolution μ ∗ ν isM-compatible andMcμ∗ν is a reduct of (Mcμ)ν .
b) If μ isM-tame and if ν isMμ-tame then the convolution μ ∗ ν isM-tame andMμ∗ν is a reduct of (Mμ)ν .
Proof. The map Sn : Rn × Rn → Rn , (x, y) → x + y, is deﬁnable in M. We have μ ∗ ν = (μ ⊗ ν) ◦ S−1n (see for exam-
ple [3, p. 147]). We obtain the claim by Theorem 3.11 and Remark 3.6 b). 
Applying the above result implicitly to μ ⊗ λ1, we obtain in some cases even tameness if compatibility is given, hence
bypassing the countable limit processes in the deﬁnition of integration. We are not aware of an example for a measure that
is M-compatible yet not M-tame for an o-minimal structure M.
Theorem 3.13. Let M be an o-minimal structure and let μ be an M-compatible measure on Rn that is σ -ﬁnite. If the Lebesgue
measure λ1 isMcμ-tame then μ isM-tame andMμ is a reduct of (Mcμ)λ1 .
Proof. Let f :Rn →R0 be deﬁnable in M. Let
A := {(t, x) ∈R0 ×Rn: f (x) t}.
Then A is deﬁnable in M. By [3, Theorem 23.8] (taking there ϕ = idR) we have∫
Rn
f (x)dμ(x) =
∫
R0
μ(At)dλ1(t).
This implies the claim. 
Corollary 3.14. LetM be an o-minimal structure and let μ be anM-compatible measure on Rn that is σ -ﬁnite. IfMcμ is a reduct
of Ran then μ isM-tame andMμ is a reduct of Ran,exp .
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Let μ, ν be measures deﬁned on a common σ -algebra (not necessarily Borel measures on Rn). Recall that ν is called
μ-continuous if every μ-nullset A (i.e. μ(A) = 0) is also a ν-nullset. If ν has density with respect to μ (i.e. there is a non-
negative measurable function f such that ν = fμ) then ν is μ-continuous (see also Proposition 3.8). For σ -ﬁnite measures
the Radon–Nikodym theorem (see for example [3, Theorem 17.10]) states that the converse also holds:
If μ and ν are σ -ﬁnite and if ν is μ-continuous then there is a non-negative measurable function f : R→ R0 such
that ν = fμ.
Note that the density f is μ-almost everywhere uniquely determined (see [3, Theorem 17.11]). We prove a deﬁnable version
of the Radon–Nikodym theorem in the context of Borel measures.
Deﬁnition 3.15. Let M be an o-minimal structure and let μ, ν be Borel measures on Rn . We call ν deﬁnably μ-continuous
with respect to M if the following holds for all A ⊂Rn deﬁnable in M: If A is a μ-nullset (i.e. μ(A) = 0) then it is also a
ν-nullset.
Theorem 3.16 (Deﬁnable version of the Radon–Nikodym theorem). Let μ, ν be σ -ﬁnite Borel measures on Rn.
Assume that there are o-minimal structures M0,M1, . . . ,Mn with the following properties: for every j ∈ {0, . . . ,n − 1} the
measures μ and ν areM j -compatible andM j+1 is anM j -measuring o-minimal structure of μ and ν .
If ν is deﬁnably μ-continuous with respect toMn−1 then ν = fμ for some function f :Rn →R0 deﬁnable inMn.
Proof. The idea is to construct a density f of ν with respect to μ, deﬁnable in Mn , by
f (x) = lim
r→0
ν(B(x, r))
μ(B(x, r))
.
(Note that in the proof balls are replaced by closed boxes for technical reasons.) The actual construction of f is techni-
cally more demanding. Using Lemma 3.9 and cell decomposition we obtain in Steps j ∈ {0, . . . ,n} below sets Rn = Dn ⊃
Dn−1 ⊃ · · · ⊃ D0 ⊃ D−1 = ∅ with Dn− j closed, deﬁnable in M j+1 (where Mn+1 :=Mn) and dim Dn− j  n− j such that on
Dn− j \ Dn−( j+1) a deﬁnable density can be constructed satisfying the requirements.
Step 0: We consider the set
A := {(x, r, t) ∈Rn ×R>0 ×Rn: x j − r  t j  x j + r for j ∈ {1, . . . ,n}}.
Then A is semialgebraic and hence deﬁnable in M. We have A(x,r) =∏nj=1[x j − r, x j + r] for x ∈Rn and r > 0. Let
Xn :=
{
x ∈Rn: ∃r > 0 μ(A(x,r)) = 0
}
and Yn :=
{
x ∈Rn: ∃r > 0 ν(A(x,r)) = 0
}
.
Then Xn and Yn are deﬁnable in M1. Since ν is deﬁnably μ-continuous with respect to M0 we have Xn ⊂ Yn . By
Lemma 3.9 we ﬁnd a set Tn deﬁnable in M1 and a continuous function ρn : Tn → R>0 deﬁnable in M1 such that
dim(Rn \ Tn) < n and μ(A(x,r)) < ∞, ν(A(x,r)) < ∞ for all x ∈ Tn and all 0 < r < ρn(x). We deﬁne
Fn : Tn ×R>0 →R, Fn(x, r) =
{
ν(A(x,r))
μ(A(x,r))
, x ∈ Tn \ Xn and r < ρn(x),
0, else.
Then Fn is deﬁnable in M1. We ﬁnd a function ηn : Tn →R>0 deﬁnable in M1 with ηn  ρn such that Fn(x,−) is contin-
uous on ]0, ηn(x)[ for all x ∈ Tn . By Speissegger [29, Theorem 3] and by cell decomposition, we ﬁnd an open set Vn ⊂ Tn
deﬁnable in M1 such that ηn is continuous on Vn , Fn is continuous on {(x, r) ∈ Vn ×R>0: r < ηn(x)} and dim(Rn \ Vn) < n.
By [9, p. 46] we have that
lim
r→0 Fn(x, r) ∈R0
exists for every x ∈ Vn . The numerical function
fn : Vn →R0, fn(x) = lim
r→0 Fn(x, r),
is deﬁnable in M1. Moreover, fn is continuous on Vn .
Claim 1. dim f −1n (+∞) < n.
Proof. Assume Claim 1 does not hold. Then there is some a ∈ Vn and some 0 < t < ηn(a) such that A(a,t) ⊂ Vn and fn ≡ +∞
on A(a,t) . In particular fn(a) = ∞; hence a /∈ Xn . We have therefore that 0 < μ(A(a,t)) < ∞.
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x ∈ A(a,t) and Fn(x, r) > C for all x ∈ A(a,t) and all r < δC . Given ρ > 0, we ﬁnd N ∈ N such that for j ∈ {1, . . . ,N} there
are x j ∈ A(a,t) and 0 < r j < δC with the following properties: the closed boxes A(x j ,r j) are contained in A(a,t) , pairwise
disjoint and
μ
(
N⋃
j=1
A(x j,r j)
)
> μ(A(a,t)) − ρ.
We obtain
ν(A(a,t)) ν
(
N⋃
j=1
A(x j ,r j)
)
=
N∑
j=1
ν(A(x j ,r j))
=
N∑
j=1
Fn(x j, r j)μ(A(x j ,r j))
N∑
j=1
Cμ(A(x j,r j))
= Cμ
(
N⋃
j=1
A(x j,r j)
)
 C
(
μ(A(a,t)) − ρ
)
.
Since C and ρ are arbitrary we see that ν(A(a,t)) = ∞. This is a contradiction to a ∈ Tn−1 and t < ρn(a). 
We set Un := Vn \ f −1n (+∞). Then Un is open and deﬁnable in M1. Moreover, dim(Rn \ Un) < n by Claim 1.
Claim 2. Let Q ⊂Rn be a closed box such that Q ⊂ Un. Then
ν(Q ) =
∫
Q
fn dμ.
Proof. Since Q ⊂ Un is compact and by the continuity of ηn there is for ε > 0 some δ(ε) > 0 such that δ(ε) < ηn(x) for
all x in Q and
i) |Fn(x, r) − fn(x)| < ε for all x ∈ Q and all r < δ(ε) and
ii) | fn(x) − fn(y)| < ε for all x, y ∈ Q with |x− y| < δ(ε).
Given ρ > 0, we ﬁnd N ∈ N such that for j ∈ {1, . . . ,N} there are x j ∈ Q and 0 < r j < δ(ε) with the following properties:
the closed boxes A(x j ,r j) are contained in Q , pairwise disjoint and
μ(Σ) > μ(Q ) − ρ and ν(Σ) > ν(Q ) − ρ
where Σ :=⋃Nj=1 A(x j ,r j) (note that μ(Q ) < ∞, ν(Q ) < ∞). Let C :=max{ fn(x): x ∈ Q }. We obtain for
 :=
∣∣∣∣ν(Q ) −
∫
Q
fn dμ
∣∣∣∣
that

∣∣∣∣ν(Σ) −
∫
Σ
fn dμ
∣∣∣∣+ (1+ C)ρ

N∑
j=1
∣∣∣∣ν(A(x j ,r j)) −
∫
A(x j ,r j )
fn dμ
∣∣∣∣+ (1+ C)ρ
ii)

N∑
j=1
∣∣ν(A(x j ,r j)) − fn(x j)μ(A(x j ,r j))∣∣+
N∑
j=1
εμ(A(x j ,r j)) + (1+ C)ρ
=
N∑∣∣ν(A(x j ,r j)) − fn(x j)μ(A(x j ,r j))∣∣+ εμ(Σ) + (1+ C)ρ
j=1
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
N∑
j=1
∣∣ν(A(x j ,r j)) − Fn(x j, r j)μ(A(x j ,r j))∣∣+ 2εμ(Σ) + (1+ C)ρ
=
N∑
j=1
∣∣ν(A(x j ,r j)) − ν(A(x j ,r j))∣∣+ 2εμ(Σ) + (1+ C)ρ
= 2εμ(Σ) + (1+ C)ρ
 2εμ(Q ) + (1+ C)ρ.
Since ε and ρ are arbitrary we see that  = 0 and obtain Claim 2. 
Step 1: We set Dn−1 :=Rn \ Un . Then Dn−1 is closed, deﬁnable in M1 and dim Dn−1  n− 1. We consider the set
B := {(x, r, t) ∈ Dn−1 ×R>0 × Dn−1: x j − r  t j  x j + r for j ∈ {1, . . . ,n}}.
Then B is deﬁnable in M1. We have B(x,r) =∏nj=1[x j − r, x j + r] ∩ Dn−1 for x ∈ Dn−1 and r > 0. Let
Xn−1 :=
{
x ∈ Dn−1: ∃r > 0 μ(B(x,r)) = 0
}
and
Yn−1 :=
{
x ∈ Dn−1: ∃r > 0 ν(B(x,r)) = 0
}
.
Then Xn−1 and Yn−1 are deﬁnable in M2. Since ν is deﬁnably μ-continuous with respect to M1 we have Xn−1 ⊂ Yn−1.
By Lemma 3.9 we ﬁnd a set Tn−1 ⊂ Dn−1 deﬁnable in M2 and a continuous function ρn−1 deﬁnable in M2 such that
dim(Dn−1 \ Tn−1) < n− 1 and μ(B(x,r)) < ∞, ν(B(x,r)) < ∞ for all x ∈ Tn−1 and all 0 < r < ρn−1(x). We deﬁne
Fn−1 : Tn−1 ×R>0 →R, Fn−1(x, r) =
{
ν(B(x,r))
μ(B(x,r))
, x ∈ Tn−1 \ Xn−1 and r < ρn−1(x),
0, else.
Then Fn−1 is deﬁnable in M2. We ﬁnd a function ηn−1 : Tn−1 → R>0 deﬁnable in M2 with ηn−1  ρn−1 such that
Fn−1(x,−) is continuous on ]0, ηn−1(x)[ for all x ∈ Tn−1. By [29, Theorem 3] and by cell decomposition, we ﬁnd a
set Vn−1 ⊂ Tn−1 deﬁnable in M2 and open in Dn−1 such that ηn−1 is continuous on Vn−1, Fn−1 is continuous on
{(x, r) ∈ Vn−1 ×R>0: r < ηn−1(x)} and dim(Dn−1 \ Vn−1) < n− 1.
By [9, p. 46] we have that
lim
r→0 Fn−1(x, r) ∈R0
exists for every x ∈ Vn−1. The numerical function
fn−1 : Vn−1 →R0, fn−1(x) = lim
r→0 Fn−1(x, r),
is deﬁnable in M2. Moreover, fn−1 is continuous on Vn−1. As in Step 0 we get
Claim 1. dim f −1n−1(+∞) < n− 1.
We set Un−1 := Vn−1 \ f −1n−1(+∞). Then Un−1 is deﬁnable in M2 and open in Dn−1. Moreover, dim(Dn−1 \Un−1) < n−1
by Claim 1. As in Step 0 we obtain
Claim 2. Let Q ⊂Rn be a closed box such that Q ∩ Un−1 is compact. Then
ν(Q ∩ Un−1) =
∫
Q ∩Un−1
fn−1 dμ.
We set Dn−2 := Dn−1 \ Un−1. We have that Dn−2 is closed, deﬁnable in M2 and dim Dn−2  n − 2. By the above con-
struction the function fn−1 : Dn−1 \ Dn−2 →R0 is deﬁnable in M2 and
ν
(
Q ∩ (Dn−1 \ Dn−2)
)= ∫
Q ∩(Dn−1\Dn−2)
fn−1 dμ
for every closed box Q such that Q ∩ (Dn−1 \ Dn−2) is compact.
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From Steps 1 to n − 1 we obtain sets Rn = Dn ⊃ Dn−1 ⊃ · · · ⊃ D0 such that Dn− j is closed, deﬁnable in M j+1 and
dim Dn− j  n− j, and for j ∈ {0, . . . ,n− 1} functions fn− j : Dn− j \ Dn−( j+1) →R0 deﬁnable in M j+1 such that
ν
(
Q ∩ (Dn− j \ Dn−( j+1))
)= ∫
Q ∩(Dn− j\Dn−( j+1))
fn− j dμ (1)
for every closed box Q such that Q ∩ (Dn− j \ Dn−( j+1)) is compact.
Step n: Since dim D0 = 0 the set D0 is ﬁnite. Let D0 = {x0, . . . , xK }. We deﬁne
f0 : D0 →R0, f0(xk) =
{
ν({xk})
μ({xk}) , μ({xk}) > 0,
0, μ({xk}) = 0.
Then f0 is semialgebraic and therefore deﬁnable in Mn . We have
ν
({xk})=
∫
{xk}
f0 dμ (2)
for every k ∈ {1, . . . , K } since ν is deﬁnably μ-continuous with respect to M0.
Final step: We glue the functions fn− j , j ∈ {1, . . . ,n}, to a function f :Rn → R deﬁnable in Mn (note that M j is a reduct
of M j+1 for every j < n). We obtain that ν = fμ since the sets described in (1) and (2) form a ∩-stable generator of B(Rn)
(see [3, Theorem 5.4]). The theorem is proved. 
Corollary 3.17. Assuming the conditions of Theorem 3.16 we get that ν is μ-continuous.
Proof. By Theorem 3.16, ν has density with respect to μ (i.e. there is a non-negative measurable function f such that
ν = fμ). This gives the claim. 
Corollary 3.18. Let μ, ν be σ -ﬁnite Borel measures on Rn such that every connected submanifold of codimension at least one is a
ν-nullset and such that ν(B(x, r)) = 0 if μ(B(x, r)) = 0 for x ∈Rn and r > 0.
Assume that there are o-minimal structures M and M∗ such that μ and ν are M-compatible and M∗ is an M-measuring
o-minimal structure of μ and ν . Then ν = fμ for some function f :Rn →R0 deﬁnable inM∗ .
Proof. In the proof of Theorem 3.16 we can carry out Step 0 since ν(B(x, r)) = 0 if μ(B(x, r)) = 0. Then we can stop
since μ(Rn \ Un) = ν(Rn \ Un) = 0 by cell decomposition (see [8, Chapter 3, §2]) and the second assumption of the corol-
lary. 
Using the previous corollary, we see that if a σ -ﬁnite measure behaves like the Lebesgue measure from the geometric
and the tame point of view it is actually the Lebesgue measure up to a deﬁnable density.
Corollary 3.19. Let M be an o-minimal structure. Let μ be a σ -ﬁnite Borel measure on R such that every singleton is a μ-nullset.
Assume that μ isM-compatible. Then μ = f λ1 for some function f :R→R0 deﬁnable inMcμ .
Proof. This follows from Theorem 2.3 and the previous Corollary 3.18. 
Corollary 3.20. Let μ be a σ -ﬁnite Borel measure on Rn such that every connected submanifold of codimension at least one is a
μ-nullset. Assume that μ is Ran-compatible and that Ran,exp is an Ran-measuring o-minimal structure of μ. Then μ = f λn for some
function f :R→R0 deﬁnable in Ran,exp .
Proof. This follows from Main Example 1.7 and the previous Corollary 3.18. 
Remark 3.21.
a) The results of Theorem 3.16 and Corollary 3.18 fail in general if the measures are not σ -ﬁnite.
b) In the situation of Theorem 3.16 and Corollary 3.18 the density function is in general not deﬁnable in Mn−1 resp. M.
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Example 1.6 b) and by Theorem 2.3, both measures are M-compatible and Mcλ1 =Mcζ1 =M. Although λ1 is ζ1-continuous,
the measure λ1 has no density with respect to ζ1.
b) We set f := 1[1,∞[ log : R → R0. By Theorem 2.3 the measure λ1 is Ran-compatible. By [5, Theorem 1.3] and Re-
mark 1.5 b) the measure f λ1 is Ran-compatible and Ran,exp is an Ran-measuring o-minimal structure of both. The density
function f is deﬁnable in Ran,exp but not in Ran. 
Let μ, ν be measures deﬁned on a common σ -algebra (not necessarily Borel measures on Rn). Recall that ν is called
μ-singular if there is a ν-nullset such that its complement is a μ-nullset. Lebesgue’s decomposition theorem states that if μ
and ν are σ -ﬁnite then ν can be decomposed in a unique way as ν = νc +νs where νc is μ-continuous and νs is μ-singular.
The measure νs is given by νN and the measure νc by νN for some μ-nullset N (where N denotes the complement of N)
(see [16, pp. 134, 135]). We obtain the following deﬁnable version of Lebesgue’s decomposition theorem:
Theorem 3.22 (Deﬁnable version of Lebesgue’s decomposition theorem). Let μ, ν be σ -ﬁnite Borel measures on Rn.
Assume that there are o-minimal structures M0,M1, . . . ,Mn with the following properties: for every j ∈ {0, . . . ,n − 1} the
measures μ and ν areM j -compatible andM j+1 is anM j -measuring o-minimal structure of μ and ν .
Then the measures νs and νc from Lebesgue’s decomposition theorem are given by νs = νN and νc = νRn\N for some μ-nullset N
that is deﬁnable inMn.
Proof. By Remark 3.5 b) the measures μ + ν and μ and the o-minimal structures M0, . . . ,Mn fulﬁll the conditions of
Theorem 3.16. Hence there is a function f :R→R0 deﬁnable in Mn such that μ = f (μ+ ν). Let N := {t ∈Rn: f (t) = 0}.
Then N is a μ-nullset and deﬁnable in Mn . By [16, pp. 134, 135] the measure νs is given by νN and the measure νc is
given by νRn\N . 
From the preceding results we are able to classify the one-dimensional compatible measures. See Section 1 for the
deﬁnition of the measures involved.
Theorem 3.23 (Classiﬁcation of σ -ﬁnite one-dimensional compatible measures). Let M be an o-minimal structure and let μ be a
σ -ﬁnite Borel measure on R. Then the following are equivalent:
a) The measure μ isM-compatible.
b) There is a function f : R→ R0 deﬁnable in an o-minimal expansion ofM, a ﬁnite set F ⊂ R and constants cx > 0 for x ∈ F
such that
μ = f λ1 +
∑
x∈F
cxδx.
Proof. a) ⇒ b): Let M0 :=M and M1 :=Mcμ . The measures λ1 and μ are M0-compatible and M1 is an M0-measuring
o-minimal structure of λ1 (see Theorem 2.3) and μ. Applying Theorem 3.22 to λ1 and μ we ﬁnd a λ1-nullset N deﬁnable
in Mcμ such that μs = μN and μc = μR\N (where μ = μc +μs and where μc is λ1-continuous and μs is λ1-singular).
By o-minimality N is a ﬁnite union of intervals and points. Since λ1(N) = 0 we get that N is ﬁnite. For x ∈ N we set cx :=
μs({x}) = μ({x}) 0. The set R \ N is obviously deﬁnable in M and we get by Remark 3.6 a) that μc is M-compatible and
that Mcμ is an M-measuring o-minimal structure of μc . Since μc is σ -ﬁnite and λ1-continuous we can apply Corollary 3.19
and obtain a function f :R→R0 deﬁnable in Mcμ such that μc = f λ1. We get that
μ = f λ1 +
∑
x∈N
cxδx
and are done.
b) ⇒ a): Let M∗ be an o-minimal expansion of M such that f is deﬁnable in M. By cell decomposition (see [9,
Chapter 3, §2]) we ﬁnd pairwise disjoint open intervals Ik , k ∈ {1, . . . , K }, such that R \⋃ Ik is ﬁnite and f is continuous
on every Ik . By [30, p. 190] the antiderivative Fk of f |Ik is deﬁnable in the Pfaﬃan closure P(M∗) that is an o-minimal
expansion of M. Reasoning similar to the proof of Theorem 2.3 (note that f λ1(]c,d[) = Fk(d) − Fk(c) for ]c,d[⊂ Ik) we
get that f λ1 is M-compatible and that P(M∗) is an M-measuring o-minimal structure of f λ1. Using Example 1.6 a) and
Remark 3.5 we obtain the claim. 
For the classiﬁcation of all one-dimensional compatible measures we need some preparation.
Deﬁnition 3.24. Let M be an o-minimal structure and let μ, ν be Borel measures on Rn . We write μ ≡Mdef ν if μ(A) = ν(A)
for every A ⊂ Rn deﬁnable in M. In dimension one we omit the superscript M since all o-minimal structures have the
same deﬁnable unary sets (namely the ﬁnite unions of intervals and points).
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a) If μ ≡Mdef ν then μ is (strongly) compatible (resp. tame) if and only if ν is (strongly) compatible (resp. tame).
b) If μ and ν are ﬁnite then μ ≡Mdef ν implies μ = ν .
c) In general μ ≡Mdef ν does not imply μ = ν .
Proof. a) The claim is obvious with respect to compatibility. With respect to tameness it follows from the deﬁnition of
integration (see [3, Chapter II, §§9–12]) and the following easy observation: Let f : Rn → R0 be deﬁnable in M. Then f
is the limit of an increasing sequence ( fk)k∈N of non-negative step functions that are deﬁnable in M.
b) This follows from Proposition 1.1 and [3, Theorem 5.4].
c) Let f : R → R, f ≡ ∞. Let μ := f λ1 and ν := γ1 (see Example 1.6 c)). Then μ ≡def ν but μ 
= ν since there are
uncountable Borel sets of Lebesgue measure 0 (take for example the Cantor set). 
Theorem 3.26 (Classiﬁcation of one-dimensional compatible measures). LetM be an o-minimal structure and let μ be a Borel mea-
sure on R. Then the following are equivalent:
a) The measure μ isM-compatible.
b) There are functions f , g : R → R0 deﬁnable in an o-minimal expansion of M, ﬁnite unions of intervals and points I and J ,
a ﬁnite set F ⊂R and constants cx > 0 for x ∈F such that
μ ≡def ηI∞ + gζ1 + (γ1) J + f λ1 +
∑
x∈F
cxδx.
Proof. a) ⇒ b): Let
A := {(x, r, t) ∈R×R>0 ×R: |x− t| < r}.
Then A is semialgebraic and hence deﬁnable in M. We have A(x,r) = ]x − r, x + r[ for all x ∈ R and all r > 0. Since μ is
M-compatible the set
Ω := {x ∈R: ∀r > 0 μ(A(x,r)) = ∞}
is deﬁnable in Mcμ . Let  be the diagonal in R×R. Note that μ(x) = μ({x}) for all x ∈R. Since μ is M-compatible the
sets
I := {x ∈ Ω: μ({x})= ∞} and J := {x ∈ Ω: μ({x})= 0}
are deﬁnable in Mcμ . Note that I ∩J = ∅. By o-minimality I and J are ﬁnite unions of intervals and points. It is obvious
that μI = ηI,∞ and that μJ ≡def (γ1)J . We set
g :R→R0, g(x) =
{
μ({x}), x ∈ Ω \ (I ∪J ),
0, else.
Since μ is M-compatible g is deﬁnable in Mcμ . By construction μΩ\(I∪J ) ≡def gζ1. The set R \ Ω is obviously deﬁnable
in M and therefore by Remark 3.6 the measure ν := μR\Ω is M-compatible and Mcμ is an M-measuring o-minimal
structure of ν . The measure ν is σ -ﬁnite by construction. Therefore we can apply the proof of Theorem 3.23 a) ⇒ b) and
obtain a function f :R→R0 deﬁnable in Mcμ , a ﬁnite set F ⊂R and constants cx > 0 for x ∈F such that
ν = f λ1 +
∑
x∈F
cxδx.
Since
μ = μI +μΩ\(I∪J ) +μJ +μR\Ω
the claim follows.
b) ⇒ a): Let M∗ be an o-minimal expansion of M such that f and g are deﬁnable in M. By Remark 1.14 the
measure ηI∞ is M-compatible and McηI∞ =M. By Examples 1.6 b), c), Remark 3.5 a) and Proposition 3.8, we see that
gζ1 and (γ1)J are M-compatible and M∗ is an M-measuring o-minimal structure of gζ1 resp. (γ1)J . Using the proof of
Theorem 3.23 b) ⇒ a), Remark 3.5 b) and Remark 3.25 a), we see that μ is M-compatible and that the Pfaﬃan closure
P(M∗) is an M-measuring o-minimal structure of μ. 
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The Radon measures on the real line are in correspondence to the monotone increasing and right continuous functions
on the real line (see [7, pp. 43, 44]) as follows. Given a Radon measure μ on R there is a monotone increasing and
right continuous function Fμ : R → R such that μ(]a,b]) = Fμ(b) − Fμ(a) for all a  b. The function Fμ is unique up
to an additive constant. Given a monotone increasing and right continuous function Fμ : R → R there is a unique Radon
measure μF such that μF (]a,b]) = F (b)− F (a) for all a b. Adapting the proof of Theorem 2.3, we obtain immediately the
following:
Remark 3.27. Let M be an o-minimal structure and let μ be a Radon measure on R. The following are equivalent:
a) The measure μ is M-compatible.
b) The corresponding monotone increasing and right continuous function Fμ is deﬁnable in an o-minimal expansion of M.
Recall that a linear form I : Cc(Rn) → R on the space of real-valued continuous functions on Rn with compact support
is called positive if I(u) 0 for u  0. There is a bijection between the set of positive linear forms on Cc(Rn) and the set of
Radon measures on Rn .
Every Radon measure μ on Rn induces clearly a positive linear form
Iμ : Cc
(
Rn
)→R, Iμ(u) =
∫
Rn
u dμ,
and, by the Riesz representation theorem (see [3, Corollary 29.13]), for every positive linear form there is a unique Radon
measure μI such that I = IμI . The measure μI is called the representing measure of I .
We prove a deﬁnable version of the Riesz representation theorem. As the classical version derives from a positive linear
form a Radon measure we derive from a positive tame linear form deﬁned below a tame Radon measure.
Deﬁnition 3.28. Let n ∈ N and let I : Cc(Rn) → R be a linear form. Let M be an o-minimal structure. We call I M-tame if
there is an o-minimal expansion M∗ of M such that the following holds. Let f : Rm × Rn → R be deﬁnable in M such
that f (x,−) ∈ Cc(Rn) for every x ∈Rm . Then the function
Rm →R, x → I( f (x,−)),
is deﬁnable in M∗ . We call M∗ an M-linearizing o-minimal structure of I .
Deﬁnition 3.29. Let M be an o-minimal structure and let I : Cc(Rn) →R be a linear form. If I is M-tame we denote by MI
the expansion of M generated by all sets and functions obtained in Deﬁnition 3.28. Note that M∗ is an M-linearizing
o-minimal structure of I if and only if it is an o-minimal expansion of MI .
Theorem 3.30 (Deﬁnable version of the Riesz representation theorem). LetM be an o-minimal structure and let I : Cc(Rn) → R be
a positive linear form. Then I isM-tame if and only if the representing measure μI of I isM-tame. If this holds thenMμI =MI .
Proof. “⇒”: We show that MI is an M-integrating o-minimal structure of μI . Let f : Rm ×Rn → R be deﬁnable in M.
We show the following:
a) ∞( f ,μI ) is deﬁnable in MI ,
b) Rm \ ∞( f ,μI ) →R, x →
∫
Rn
f (x, t)dμI (t), is deﬁnable in MI .
Passing to the positive and negative part of f we may assume that f  0.
We deﬁne
d : (R>0)2 ×Rn →R0, d(R, δ, t) =
⎧⎨
⎩
1, |t| R,
−|t|
δ
+ (1+ R
δ
), R < |t| < R + δ,
0, |t| r + δ.
Then d(R, δ,−) ∈ Cc(Rn).
By cell decomposition (see [9, Chapter 3, §2]), we can partition Rm × Rn into cells A1, . . . , Ap deﬁnable in M such
that f |A j is continuous for every j ∈ {1, . . . , p}. By enlarging the partition if necessary we can assume that (A j)x 
= Rn for
every j ∈ {1, . . . , p} and x ∈ Rm . We ﬁx j and omit this subscript. Let π : Rm × Rn → Rm be the projection on the ﬁrst m
coordinates.
Case 1. dim(Ax) = n for all x ∈ π(A).
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α :R>0 ×Rm ×Rn →R, α(r, x, t) :=
⎧⎨
⎩
r−1 dist(t, ∂ Ax), t ∈ Ax and dist(t, ∂ Ax) r,
1, t ∈ Ax and dist(t, ∂ Ax) > r,
0, t /∈ Ax.
We set
G :R>0 ×π(A) ×Rn →R, G(R, x, t) = f (x, t)d(R,1, t)α
(
R−1, x, t
)
.
Then by construction, G is deﬁnable in M and G(R, x,−) ∈ Cc(Ax) ⊂ Cc(Rn) for every (R, x) ∈ R>0 × π(A). Moreover,
G(R1, x,−) G(R2, r, x,−) for R1  R2 and
lim
R→∞G(R, x, t) = f (x, t)
for every (x, t) ∈ A. Therefore we get by the theorem of Beppo Levi (see [3, Theorem 11.4]) that∫
Ax
f (x, t)dμI (t) = lim
R→∞
∫
Rn
G(R, x, t)dμI (t) = lim
R→∞ I
(
G(R, x,−)) (3)
for every x ∈ π(A). By assumption the function
R>0 ×π(A) →R0, (R, x) → I
(
G(R, x,−)), (4)
is deﬁnable in MI . By (3) and (4) we see that f |A fulﬁlls properties a) and b).
Case 2. dim(Ax) < n for all x ∈ π(A).
We set
D := {(ρ, x, t) ∈R>0 × A: dist(t, Ax \ Ax) ρ}.
Then D is deﬁnable in M and D(ρ,x) ⊂ Ax is a closed set for every (ρ, x) ∈ R>0 × π(A). By [9, p. 138] we ﬁnd a function
F :R>0 × π(A) ×Rn →R0 deﬁnable in M such that F (ρ, x,−) is continuous and F (ρ, x, t) = f (x, t) for every t ∈ D(ρ,x) .
Next we set
β : (R>0)2 ×π(A) ×Rn →R0, β(r,ρ, x, t) =
{−r−1 dist(t, D(ρ,x)) + 1, dist(t, D(ρ,x)) r,
0, dist(t, D(ρ,x)) > r.
We deﬁne
H : (R>0)3 ×π(A) ×Rn →R0, H(r, R,ρ, x, t) = F (ρ, x, t)d(R, r, t)β(r,ρ, x, t).
Then by construction, H is deﬁnable in M and H(r, R,ρ, x,−) ∈ Cc(Rn) for every (r, R,ρ) ∈ (R>0)3 × π(A). Moreover,
H(r1, R,ρ, x,−) H(r2, R,ρ, x,−) for r1  r2 and
lim
r↘0 H(r, R,ρ, x, t) =
{
f (x, t), t ∈ D(ρ,x) ∩ B(0, R),
0, t /∈ D(ρ,x) ∩ B(0, R).
Therefore we get by the theorem of Lebesgue (see [3, Theorem 15.6]; note that I(H(1, R,ρ, x,−)) < ∞) that∫
D(ρ,x)∩B(0,R)
f (x, t)dμI (t) = lim
r↘0
∫
Rn
H(r, R,ρ, x, t)dμI (t) = lim
r↘0 I
(
H(r, R,ρ, x,−)) (5)
for every (R,ρ, x) ∈ (R>0)2 × π(A). Applying the theorem of Beppo Levi twice (note that f  0 by assumption) and us-
ing (5), we get∫
Ax
f (x, t)dμI (t) = lim
ρ↘0
(
lim
R↗∞
∫
D(ρ,x)∩B(0,R)
f (x, t)dμI (t)
)
(6)
= lim
ρ↘0
(
lim
R↗∞
(
lim
r↘0 I
(
H(r, R,ρ, x,−)))). (7)
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(R>0)
3 ×π(A) →R0, (r, R,ρ, x) → I
(
H(r, R,ρ, x,−)), (8)
is deﬁnable in MI . By (6)–(8) we see that f |A fulﬁlls properties a) and b).
Since the partition of Rm ×Rn into cells is ﬁnite we deduce by Case 1 and Case 2 that a) and b) hold for f .
“⇐”: It is obvious from the preceding remarks and deﬁnitions 3.25 and 3.26 that MμI is an M-linearizing o-minimal
structure of I since only special deﬁnable families are considered.
The statements of “⇒” and “⇐” show that MμI =MI . 
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