Introduction
MapReduce is one of the most efficient big data solutions, which enables to process a massive volume of data in parallel with many low-end computing nodes. This programming paradigm is a scalable and faulttolerant data processing tool. It has gained significant momentum from industry and academia by virtue of its simplicity, scalability, and fault tolerance [3] .
MapReduce model hides details of parallel execution, which allows users to focus only on data processing strategies. This model consists of two basic elements [5] : mappers and reducers. The idea of this programming model is to design mappers (or map function), which can be used to generate a set of intermediate key/value pairs [4] . The reducer (or reduce function) is used as a shuffling or combining function to merge all of the intermediate values that are associated with the same intermediate key. The main aspect of this algorithm is that if every map and reduce is independent of all other ongoing maps and reduces, and then the operations can be run in parallel on different keys and lists of data.
The process of this approach can be decomposed as follows: (1) Prepare input data: It utilizes the Google File System (GFS or HDFS) as an underlying storage layer to read input and store output [9] . GFS is a chunk-based distributed file system that supports fault tolerance by data partitioning and replication. The big data is divided into small chunks on different worker nodes. (2) The map step: The map function of each node is applied to local data and the output is written to a temporary storage space. (3) The sort and send step: The output from Step 2 is sorted with key such that all data belonging to one key are located on the same node. The sorted results are sent to reduce processors. (4) The reduce step: Each group of output data (per key) is processed in parallel on each reduce node. The user-provided reduce function is executed once for each key value produced by the map step. (5) Produce the final output: This [10] system collects all of the reduce outputs and sorts them by key to produce the final output as shown in Figure 1 . In this paper, the introduction of the most popular distributed clustering algorithms with MapReduce is covered. The goal here is to make a broad and general synthesis concerning the big data clustering with MapReduce issues and pinpoint the advantages of the important techniques. The paper is organized as follows:
The second section provides a detailed view of the various distributed clustering techniques dealing with big data's challenges. The last section presents the conclusion.
II. Distributed Clustering Algorithms With Mapreduce
Most of the distributed clustering algorithms follow the framework depicted in Figure 2 .
Figure 2.Distributed Clustering Framework
The issue in distributed clustering [1] is the lower accuracy compared to the serial counterpart. There are two main reasons for the lower accuracy. First, each machine performing the local clustering might use a different clustering algorithm than the serial counterpart due to heavy communication costs. Second, even though the same algorithm is used for the local clustering step as well as the serial algorithm, the divided data might change the final aggregated clusters. Here the description of some of the distributed clustering algorithms with MapReduce as follows.
A. K-Means with MapReduce
PKMeans uses MapReduce to distribute the computation of k-means [9] . The partitioning is implicitly performed when the data is uploaded to the distributed file system (e.g., GFS or HDFS) of MapReduce. The local clustering is performed in the mapper. The global clustering is performed in the reducer. The computation is demonstrated in Figure 3 
C. Subspace Clustering with MapReduce
BoW [11] is a distributed subspace clustering algorithm on MapReduce. BoW provides two Subspace clustering algorithms: Parallel Clustering [7] (ParC) and Sample-and-Ignore (SnI). ParC has three steps as illustrated in Figure 5 .
(1) Partition the input data using mappers so that data with the same partition are aggregated to a reducer.
(2) Reducers find clusters in their assigned partitions using any subspace clustering algorithm. (3) Merge the clusters from the previous step to get final clusters.
Steps (1) and (2) are performed in a map and a reduce stage, respectively, and step (3) is done serially in a machine. SnI uses sampling to minimize network traffic. SnI comprises two phases [11] as depicted in Figure 6 . In the first phase, (1) Mappers randomly sample data and send results to a reducer.
(2) The reducer runs a subspace clustering algorithm to find initial clusters. In the second phase, 
III. Conclusion
Traditional centralized clustering algorithms cluster objects stored in a single site, but it cannot satisfy the clustering requirements when objects are distributed. Distributed clustering algorithms can satisfy this need, which extracts a classification mode from distributed objects. MapReduce has gained significant momentum from industry and academia by virtue of its simplicity, scalability, and fault tolerance. In distributed scenario, we can get better performance in terms of memory utilization and speedup if there is utilization of proper blend of resources with MapReduce. This paper analyzes typical distributed clustering algorithms with MapReduce.
