In this article, we consider the limit behavior of the hazard rate function of mixture distributions, assuming knowledge of the behavior of each individual distribution. We show that the asymptotic baseline function of the hazard rate function is preserved under mixture.
Introduction
In recent years, properties of distributions that are preserved under mixture have attracted great interest. For example, Lynch (1999) found conditions under which the increasing failure rate (IFR) class is preserved. Block et al. (2003b) and Li (2005) explored conditions for the preservation of some other classes. As for the preservation of the shape of mixture distributions, Block and Joe (1997) and Block et al. (2003a) studied their initial and tail behaviors, especially their increasing and decreasing behaviors. Savits (2003) studied the preservation of distributions with generalized bathtub-shaped hazard rate functions.
In the study of the preservation of tail behavior properties of the mixture distribution, there are several approaches. Block and Joe (1997) considered the eventual increasing or decreasing behavior. Finkelstein (2001) discussed the difference between the hazard rate of the mixture and those of the strongest subpopulations. Block et al. (1993) studied the limit of the hazard rate of the mixture when each individual hazard rate limit exists.
In this paper, instead of assuming that each individual hazard rate has a limit, we assume that there exists an asymptotic baseline function such that the ratio of each individual hazard rate function to this asymptotic baseline function has a limit. We show that, under certain conditions, the ratio of the hazard rate function of the mixture to the asymptotic baseline function has a limit. As in the case of Block et al. (1993) , the limit is shown to be the essential infimum. We also show that this limit, if it exists, should always be the essential infimum if the convergence of the ratio is uniform. As an easy corollary of the above results, we find that the ratio of the hazard function of the mixture to a similar integration of the asymptotic baseline function also converges to the essential infimum.
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The conditions for existence
Assume that there is a family of life distributions with densities {f ω , ω ∈ } and a probability space ( , F , P), with f ω (t) being a measurable function of (ω, t). We consider the mixture
Denote the survival function byF . Then, the hazard rate function of the mixture distribution is
while, for an individual distribution with survival functionF ω (t), the hazard rate function is
Suppose that there is a positive, continuous function ρ(t) satisfying
Let λ * denote the essential infimum of λ ω on with respect to P. That is, P{ω : λ ω < λ * } = 0 and, for any ε > 0, P{ω : λ ω < λ * + ε} > 0 or, simply,
In the case that ρ(t) ≡ 1 or, equivalently, the limit of the hazard rate function exists and the convergence is uniform, Block et al. (1993) gave the following result about the hazard rate function of the mixture. (II) Theorem 2.1 can be interpreted as saying that the hazard rate of the mixture converges to the limit of hazard rate of the strongest subpopulation.
Y. LI
It is easy to show that if the uniform convergence assumption is not satisfied, then the limit may not exist. Block et al. (2003a) gave an example showing that the limit may not exist if the exponential growth condition (ii) is not satisfied. The following example is helpful to motivate the extension of Theorem 2.1.
Example 2.1. (Gupta and Gupta (1996) .) Let r 0 (t) = γ t γ −1 , with γ > 1, be an IFR Weibull baseline hazard rate and set r(t, ω) = ωr 0 (t). Consider a gamma mixture P on = (0, ∞):
for some β > 0 and λ > 0. It is easy to see that λ ω = lim t→∞ r(t, ω) = ∞ for every ω ∈ . Hence, λ * = ∞. Condition (i) of Theorem 2.1 is violated in that the convergence is not uniform. We can explicitly calculate r(t) to be
which converges to 0 as t → ∞.
However, if we take ρ(t) = r 0 (t) then, as t → ∞,
and, hence, r ω (t)/ρ(t) → ω uniformly for ω ∈ . That is, this family has a baseline hazard rate here. To deal with situations like this, we have the following result.
Theorem 2.2. Consider the mixture hazard rate as given in (2.2). Assume that
Remark 2.2. The result of Block et al. (1993) , as stated in Theorem 2.1 here, is a special case of Theorem 2.2: it corresponds to the case ρ(t) = 1. In the first proof of Theorem 2.2, we show that it follows from Theorem 2.1 by a time-scale change. Note that we do not need to assume that ρ(t) is monotone.
Proof of Theorem 2.2. Consider the time change s
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g(s|ω) = f (t (s)|ω)t (s) = f (t (s)|ω) ρ(t (s)) .
Clearly, the hazard rate r(s|ω) ofḠ(s|ω) satisfies
Therefore, we find that r(s|ω) → λ ω and r(s|ω) ≤ exp(Ls). Hence, as s → ∞,
where the last step follows from Theorem 2.1. Hence, r(t)/ρ(t) → λ * as t → ∞.
Using this result, we can obtain a parallel result about the limiting behavior of the hazard function of the mixture distribution.
Corollary 2.1. Let R(t) = t 0 r(s) ds denote the hazard function of the mixture distribution specified in (2.1), and let P (t) = t 0 ρ(s) ds. Under the conditions of Theorem 2.2, as t → ∞, we have R(t)/P (t) → λ * .
Proof. If r(t) is a continuous function, this follows directly from the result of Theorem 2.2, by applying l'Hôpital's rule. Otherwise, it can be proved in a way similar to the proof of l'Hôpital's rule.
Although Block et al. (2003a) have given an example in which, if the exponential growth condition is not satisfied, the limit may not exist, it is still possible to find some other conditions, not concerning growth rate, under which the limit is the essential infimum. In the following, we outline another proof of Theorem 2.2 that is almost exactly the same as that given by Block et al. (1993) for Theorem 2.1. A close examination of the proof will give other conditions under which the limit exists. As in Block et al. (1993) , we need three lemmas. Their proofs are similar to their corresponding lemmas in Block et al. (1993) and, therefore, are omitted here.
Lemma 2.1. Assume that λ * < ∞. Then, given any λ 0 > λ * , there exists a constant c > 0 such that
for all sufficiently large t. 
where B = {ω ∈ : λ 0 < λ ω < ∞}.
We are now ready to give the second proof of Theorem 2.2. It is similar to the proof of Theorem 2.1, which is given in Block et al. (1993) .
Proof of Theorem 2.2. First, we introduce a probability measure M t on via its Radon-
Suppose that λ * = ∞: the result then follows from the assumption of uniform convergence since, in this case, λ ω = ∞ for all ω ∈ . Now consider the case in which 0 ≤ λ * < ∞. In this case, we have
We will show that each of the three terms on the right-hand side of (2.3) tends to 0. Since r ω (t)/ρ(t) → ∞ uniformly on I as t → ∞, there exists a constant K such that |r ω (t)/ρ(t) − λ * | ≤ Kr ω (t)/ρ(t) for all ω ∈ I and t sufficiently large. Hence, as t → ∞, the first term on the right-hand side of (2.3) goes to 0 since, by Lemmas 2.1 and 2.2,
The convergence to 0 of the second term on the right-hand side of (2.3), as t → ∞, follows from the uniform convergence on I c of r ω (t)/ρ(t) to λ ω . For the third term, let ε > 0, choose λ 0 ∈ (λ * , λ * + ε), and let B = {ω ∈ : λ 0 < λ ω < ∞}. Then we have 
From Lemma 2.1, we conclude that, for sufficiently large t,
This completes the proof.
From the above proof, we see that the generalized exponential growth condition is only used in Lemma 2.2. Therefore, we can replace the generalized exponential growth condition by the result of Lemma 2.2, or any other condition that ensures the result of Lemma 2.2.
Theorem 2.3. Suppose that, for any
Then the hazard rate r(t) of the mixture satisfies
Another possible variant is as follows. Here, ρ(t) ∼ c/t α means that lim t→∞ ρ(t)/(c/t α ) = 1.
Proof. The proof is similar to the proof of Lemma 2.4.
Remark 2.4. As in Corollary 2.1, we can also show that, under the condition of Theorem 2.4 or the conditions of Theorem 2.5, as t → ∞ the hazard function of the mixture distribution in (2.1) has an asymptotic baseline function, i.e.
R(t) P (t)
→ λ * .
