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ABSTRACT
Mastering the dynamics of social influence requires separating, in a
database of information propagation traces, the genuine causal pro-
cesses from temporal correlation, i.e., homophily and other spurious
causes. However, most studies to characterize social influence, and,
in general, most data-science analyses focus on correlations, sta-
tistical independence, or conditional independence. Only recently,
there has been a resurgence of interest in “causal data science,” e.g.,
grounded on causality theories. In this paper we adopt a principled
causal approach to the analysis of social influence from information-
propagation data, rooted in the theory of probabilistic causation.
Our approach consists of two phases. In the first one, in order
to avoid the pitfalls of misinterpreting causation when the data
spans a mixture of several subtypes (“Simpson’s paradox”), we
partition the set of propagation traces into groups, in such a way
that each group is as less contradictory as possible in terms of
the hierarchical structure of information propagation. To achieve
this goal, we borrow the notion of “agony” [26] and define the
Agony-bounded Partitioning problem, which we prove being
hard, and for which we develop two efficient algorithms with ap-
proximation guarantees. In the second phase, for each group from
the first phase, we apply a constrained MLE approach to ultimately
learn a minimal causal topology. Experiments on synthetic data
show that ourmethod is able to retrieve the genuine causal arcs w.r.t.
a ground-truth generative model. Experiments on real data show
that, by focusing only on the extracted causal structures instead
of the whole social graph, the effectiveness of predicting influence
spread is significantly improved.
1 INTRODUCTION
Sophisticated empirical analyses of a variety of social phenom-
ena have now become possible as a result of two related develop-
ments: the explosion of on-line social networks and the consequent
unprecedented availability of network data. Among the phenom-
ena investigated, one that has attracted a lion’s share of interest
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is the study of social influence, i.e., the causal processes motivat-
ing the actions of a user to induce similar actions from her peers,
creating a selective sweep of behavioral memes. Mastering the
dynamics of social influence (i.e., observing, understanding, and
measuring it) could pave the way for many important applications,
among which the most prominent is viral marketing, i.e., the ex-
ploitation of social influence by letting adoption of new products
to hitch-hike on a viral meme sweeping through a social influ-
ence network [9, 19, 31]. Moreover, patterns of influence can be
taken as a proxy for trust and exploited in trust-propagation anal-
ysis [22, 25, 51, 56] in large networks and in P2P systems. Other
applications include personalized recommendations [48, 49], feed
ranking in social networks [30, 44], and the analysis of information
propagation in social media [8, 12, 42, 55].
Considerable attention has been devoted to the problem of es-
timating the strength of influence between two users in a social
network [24, 34, 43], mainly by recording how many times informa-
tion successfully propagates from one vertex to the other. However,
by social influence it is understood to mean a genuine causal pro-
cess, i.e., a force that an individual exerts on her peers to an extent
to introduce change in opinions or behaviors. Thus, to properly
deal with influence-induced viral sweeps, it does not suffice to just
record temporally and spatially similar events, that could be just the
result of correlation or other spurious causes [5, 40]. Specifically, in
the context of social influence the spurious causes concern common
causes (e.g., assortative mixing [39] or “homophily”), unobserved
influence, and transitivity of influence [46]. Other confounding
factors (Simpson’s paradox [54], temporal clustering [1], screening-
off [29], etc.) make the problem of separating genuine causes from
spurious ones even harder. The problem is intimately connected to
the fundamental question in many theories of causality of misinter-
preting causation when partitioning so-called genuine vs. spurious
causes, and it points to the need for a rigorous foundation, for
example, the one developed by such prominent philosophers as
Cartwright, Dupré, Skyrms, or Suppes [29].
In this paper we tackle the problem of deriving, from a database
of propagation traces (i.e., traces left by entities flowing in a social
network), a set of directed acyclic graphs (dags), each of which
representing a genuine causal process underlying the network:
multiple causal processes might involve different communities, or
represent the backbone of information propagation for different topics.
Our approach builds upon Suppes’ theory of probabilistic causa-
tion [50], a theory grounded on a logical foundation that incorpo-
rates time, logic and probability, having a long history in philosophy,
and whose empirical effectiveness has been largely demonstrated
in numerous contexts [10, 11, 21]. Although exhibiting various
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known limitations, such a theory can be expressed in probabilistic
computational tree logic with efficient model checkers that allow
for devising efficient learning algorithms [32]. All of this makes
it particularly appealing given the computational burden of the
problem we tackle in this work, and thus preferable to other more
sophisticated yet computationally heavier theories, such as the one
advocated by Judea Pearl and indirectly related to the philosophical
foundations laid by Lewis and Reichenbach [40]. The central notion
behind Suppes’ theory is prima facie causes: to be recognized as a
cause, a certain event must occur before the effect (temporal pri-
ority) and must lead to an increase of the probability of observing
the effect (probability raising). In the context of social influence the
latter means that the most influential users in the network heavily
influence the behavior of their social ties.
Challenges and contributions. Suppes’ and other similar notions
of causality suffer from a well-known weakness of misinterpreting
causation when the data spans a mixture of several subtypes, i.e.,
“Simpson’s paradox” [5]. This issue is predominant in information-
propagation analysis, as users have different interests, and different
topics produce different propagation traces, affecting very diverse
populations. Hence, analyzing the social dynamics as a whole, by
modeling the propagation traces altogether, will most likely end up
in misinterpreting causation. In this work we tackle this problem by
partitioning the input propagation traces and assigning a different
causal interpretation for each set of the identified partition.
More in detail, our goal is to partition the propagation traces into
groups, in such a way that each group is as minimally contradictory
as possible in terms of the hierarchical structure of information
propagation. For this purpose, we borrow the notion of “agony”,
introduced by Gupte et al. [26], as a measure of how clearly defined
a hierarchical structure is in a directed graph. We introduce the
Agony-bounded Partitioning problem, where the input propa-
gation traces are partitioned into groups exhibiting small agony. We
prove that Agony-bounded Partitioning is NP-hard, and devise
efficient algorithms with provable approximation guarantees.
For each group identified in the partitioning step, the part of
social network spanned by the union of all propagation traces
in every such group may be interpreted as a prima-facie graph,
i.e., a graph representing all causal claims (of the causal process
underlying that group) that are consistent with the Suppes’ notion
of prima facie causes. As broadly discussed in the literature [29],
prima facie causes may be either genuine or spurious. Therefore,
from the prima-facie graph we still need to filter out spurious claims.
We accomplish this second step of our approach by selecting the
minimal set of arcs that are the most explanatory of the input
propagation traces within the corresponding group. We cast this
problem as a constrained maximum likelihood estimation (MLE)
problem. The result is a minimal causal structure (a dag) for each
group, representing all the genuine causal claims of the social-
influence causal process underlying that group.
We present an extensive experimental evaluation on synthetic
data with a known ground-truth generative model, and show that
our method achieves high accuracy in the task of identifying gen-
uine causal arcs in the ground truth. On real data we show that
our approach can improve subsequent tasks that make use of social
influence, in particular in the task of predicting influence spread.
To summarize, the main contributions of this paper are:
• We adopt a principled causal approach to the analysis of so-
cial influence from information-propagation data, following
Suppes’ probabilistic causal theory.
• We introduce the Agony-bounded Partitioning problem,
where the input set of propagations (dags) is partitioned into
groups exhibiting a clear hierarchical structure. We prove the
NP-hardness of the problem and devise efficient algorithms
with approximation guarantees. For each resulting group of
propagation traces we apply a constrained MLE approach to
ultimately learn a minimal causal topology.
• Experiments on synthetic data show that our method is able
to retrieve the genuine causal arcs with respect to a known
ground-truth generative model. Experiments on real data show
that, by focusing only on the causal structures extracted in-
stead of the whole social network, we can improve the effec-
tiveness of predicting influence spread.
The rest of the paper is organized as follows. Section 2 overviews
the related literature. Section 3 discusses input data and back-
ground notions. Section 4 defines our problem, by formulating and
theoretically characterizing the Agony-bounded Partitioning
problem, and discussing the minimal-causal-topology learning
problem. Section 5 describes the approximation algorithms for
Agony-bounded Partitioning. Section 6 presents the experimen-
tal evaluation, while Section 7 concludes the paper.
2 RELATEDWORK
A large body of literature has focused on empirically analyzing the
effects and the interplay of social influence and other factors of
correlation, such as homophily. Crandall et al. [17] present a study
over Wikipedia editors’ social network and LiveJournal blogspace,
showing that there exists a feedback effect between users’ similarity
and social influence, and that combining features based on social
ties and similarity is more predictive of future behavior than either
social influence or similarity features alone. Cha et al. [13] analyze
information dynamics on the Flickr social network and provide
empirical evidence that the social links are the dominant method
of information propagation, accounting for more than 50% of the
spread of favorite-labeled pictures. Leskovec et al. [35, 36] show pat-
terns of influence by studying person-to-person recommendation
for purchasing books and videos, while finding conditions under
which such recommendations are successful. Hill et al. [28] analyze
the adoption of a new telecommunications service and show that
it is possible to predict with a significant confidence whether cus-
tomers will sign up for a new calling plan once one of their phone
contacts does so.
Additional effort has been devoted to methods for distinguishing
genuine social influence from homophily and other external factors.
Anagnostopoulos et al. [6] devise techniques (e.g., shuffle test and
edge-reversal test) to separate influence from correlation, showing
that in Flickr, while there is substantial social correlation in tag-
ging behavior, such correlation cannot be ascribed to influence.
Aral et al. [7] develop a matched sample estimation framework,
which accounts for homophily effects as well as influence. Fond
and Neville [20] present a randomization technique for temporal-
network data where the attributes and links change over time.
Sharma and Cosley [47] propose a statistical procedure to discrimi-
nate between social influence and personal preferences in online
activity feeds.
Our work distinguishes itself from this literature as it adopts a
principled causal approach to the analysis of social influence from
information-propagation data, rooted in probabilistic causal theory.
The idea of adopting Suppes’ theory to infer causal structures and
represent them into graphical models is not new, but it has been
used in completely different contexts, such as cancer-progression
analysis [37, 41], discrimination detection in databases [10], and
financial stress-testing scenarios [21].
3 PRELIMINARIES
Input data. The data we take as input in this work consists of: (i) a
directed graphG = (V ,A) representing a network of interconnected
objects and hereinafter informally referred to as the “social graph”,
(ii) a set E of entities, and (iii) a set O of observations involving the
objects of the network and the entities in E. Each observation in
O is a triple ⟨v,ϕ, t⟩, where v ∈ V , ϕ ∈ E, and t ∈ N+, denoting
that the entity ϕ is observed at node v at time t . For instance,
G may represent users of a social network interconnected via a
follower-followee relation, entities in E may correspond to pieces
of multimedia content (e.g., photos, videos), and an observation
⟨v,ϕ, t⟩ ∈ O may refer to the event that the multimedia item ϕ has
been enjoyed by user v at time t . We assume an entity cannot be
observed multiple times at the same node; should this happen, we
consider only the first one (in order of time) of such observations.
The set O of observations can alternatively be viewed as a data-
base D of propagation traces (or simply propagations), i.e., traces
left by entities “flowing” over G. Formally, a propagation trace
of an entity ϕ corresponds to the subset {⟨v,ϕ ′, t⟩ ∈ O | ϕ ′ =
ϕ} of all observations in O involving that entity. Coupled with
the graph G, the database of propagations corresponds to a set
D = {Dϕ | ϕ ∈ E} of directed acyclic graphs (dags), where,
for each ϕ ∈ E, Dϕ = (Vϕ ,Aϕ ), Vϕ = {v ∈ V | ⟨v,ϕ, t⟩ ∈ O},
Aϕ = {(u,v) ∈ A | ⟨u,ϕ, tu ⟩ ∈ O, ⟨v,ϕ, tv ⟩ ∈ O, tu < tv }. Note
that each Dϕ ∈ D contains no cycles, due to the assumption of
time irreversibility. In the remainder of the paper we will refer to
D as a database of propagations or as a set of dags interchangeably.
Also, we assume that each propagation is started at time 0 by a
dummy node Ω < V , representing a source of information external
to the network that is implicitly connected to all nodes in V . An
example of our input is provided in Figure 1. Given a set D ⊆ D
of propagations, G(D) denotes the union graph of all dags in D,
where the union of two graphs G1 = (V1,A1) and G2 = (V2,A2) is
G1∪G2 = (V1∪V2 \ {Ω}, {(u,v) ∈ A1∪A2 | u , Ω,v , Ω}).1 Note
that, although D is a set of dags, G(D) is not necessarily a dag.
Hierarchical structure. As better explained in the next section,
in our approach we borrow the notion of “agony” introduced by
Gupte et al. [26] to reconstruct a proper hierarchical structure of
a directed graph G = (V ,A). Such a notion is defined as follows.
Consider a ranking function r : V → N for the nodes in V , such
1For the sake of presentation of the technical details, we assume union graphs not
containing the dummy node Ω.
D
v ϕ t
Ω ϕ1 0
v2 ϕ1 2
v3 ϕ1 4
v4 ϕ1 5
v5 ϕ1 7
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Figure 1: An example of the input of our problem: a social graph
G , and a database of propagation traces D defined over a set of en-
tities E = {ϕ1, ϕ2, ϕ3 }. Here G is represented undirected: each edge
corresponds to the two directed arcs. Each propagation is started at
time 0 by a dummy node Ω < V . Given the graph G , the propagation
database D is equivalent to the set {Dϕ1, Dϕ2, Dϕ3 } of dags.
that the inequality r (u) < r (v) expresses the fact that u is “higher”
in the hierarchy than v , i.e., the smaller r (u) is, the more u is an
“early-adopter”. If r (u) < r (v), then the arc u → v is expected and
does not result in any “social agony”. If, instead, r (u) ≥ r (v) the
arc u → v leads to agony, because it means that u has a follower
v (in the social-graph terminology) that is higher-ranked than u
itself. Therefore, given a graph G and a ranking r , the agony of
each arc (u,v) is defined as max{r (u) − r (v) + 1, 0}, and the agony
a(G, r ) of the whole graph for a given ranking r is the sum over all
arcs: a(G, r ) = ∑(u,v)∈Amax{r (u) − r (v) + 1, 0}. In most contexts
(as in ours) the ranking r is not explicitly provided. The objective
thus becomes finding a ranking that minimizes the agony of the
graph. This way, one can compute the agony of any graph G as
a(G) = minr a(G, r ). As a dag implicitly induces a partial order
over its nodes, it has zero agony: the nodes of a dag form a perfect
hierarchy. For instance, in the dags Dϕ1 ,Dϕ2 ,Dϕ3 in Figure 1, it
is sufficient to take the temporal ordering as a ranking to get no
agony, i.e., r (u) = tu , where ⟨u,ϕi , tu ⟩ ∈ Dϕi . On the other hand,
merging several dags leads to a graph that is not necessarily a dag,
and can thus have non-zero agony. In fact, a cycle of length k (and
not overlapping with other cycles) incurs agony equal to k [26]. A
ranking r yielding minimum agony for the union graph Dϕ1 ∪ Dϕ2
of the dags Dϕ1 and Dϕ2 in Figure 1 is (v2 : 0)(v1 : 1)(v4 : 2)(v5 :
3)(v7 : 4)(v6 : 5)(v3 : 6). This ranking yields no agony on all the
arcs, except for arcv3 → v4, which incurs agony equal to the length
of the cycle involving v3 and v4, i.e., 6-2+1 = 5.
Gupte et al. [26] provide a polynomial-time algorithm for find-
ing a ranking of minimum agony, running in O(|V | × |A|2) time.
Tatti [52] devises a more efficient method, which takes O(|A|2)
time in the worst case, but recognized as much faster in practice. In
another work [53] Tatti also provides methods to compute agony
on weighted graphs and when cardinality constraints are specified.
4 PROBLEM STATEMENT
The main goal of this work consists in deriving a set of causal
dags that are well-representative of the social-influence dynamics
underlying an input database of propagation traces. The idea is that
every derived dag represents a causal process underlying the input
data, where an arc from u to v models the situation where actions
of user u are likely to cause actions of user v . The various causal
processes may correspond to the different topics on which users
exert social influence on each other. For instance, a causal dag
concerning politicsmay contain an arcu → v meaning that useru is
influential on userv for politics-related matters, while a dag for the
music context may miss that influence relation or have it inverted.
To achieve our goal, we resort to the theory of probabilistic
causation [29], which was introduced by Suppes in [50], via the
notion of prima facie causes.
Definition 1 (Prima facie causes [50]). For any two events c
(cause) and e (effect), occurring respectively at times tc and te , under
the mild assumption that the probabilities P(c) and P(e) of the two
events satisfy the condition 0 < P(c),P(e) < 1, the event c is called
a prima facie cause of the event e if it occurs before e and raises the
probability of e , i.e., tc < te ∧ P(e | c) > P(e | c).
While being a well-acknowledged definition of causality, Suppes’
prima facie causes suffer from three main limitations: (i) If the input
data spans multiple causal processes, causal claims may be hidden
or misinterpreted if one looks at the data as a whole: this anomaly
is the well-known Simpson’s paradox [54] . (ii) Suppes’ definition
lacks any characterization in terms of spatial proximity, which is a
critical concept in social influence, as users who never interact with
each other should intuitively not be involved in a causal relation.
(iii) As discussed in the Introduction, prima facie causes may be
either genuine or spurious. The desideratum is that only the former
ones are detected and presented as output.
Motivated by the above discussion, we propose to derive the
desired social-influence causal dags with a two-step methodology,
where the successive execution of the two steps ultimately output
social-influence causal dags that are consistent with the principles
of Suppes’ theory, while at the same time overcoming its limita-
tions. Specifically, we accomplish the two steps by formulating and
solving two problems:
• Agony-bounded Partitioning (Section 4.1), a novel
combinatorial-optimization problem mainly designed to get
rid of the Simpson’s paradox, where the input propagation
set is partitioned into homogeneous groups. Formulating,
theoretically characterizing, and solving this problem con-
stitute the main technical contribution of this work.
• Minimal Causal Topology (Section 4.2), a learning problem
where a minimal causal dag is derived from the union graph
of each group of propagations identified in the first step. The
main goal here is to remove all the spurious relationships.
4.1 Partitioning the propagation set
The input propagation set is typically so large that it may easily
span multiple causal processes, each of which corresponds to a dif-
ferent social-influence topic. Due to the aforementioned Simpson’s
paradox, attempting to infer causality from all input propagations
at once is therefore bound to fail. For this purpose, we aim at preven-
tively partitioning the input set of propagations into homogeneous
groups, each of which is likely to identify a single causal process.
Homogeneity means that the propagations in a group should ex-
hibit as few “contradictions” as possible, where a contradiction
arises when a user u is a (direct or indirect) influencer for user v in
some propagations, while the other way around holds in some other
propagations. In other words, a homogeneous group of propaga-
tions should be such that the union graph of all those propagations
has a clear hierarchical structure, i.e., it is as similar as possible
to a dag. This requirement is fully reflected in the notion of agony
discussed in Section 3. For this reason, here we resort to that notion
and define the Agony-bounded Partitioning problem: given a
threshold η ∈ N, partition the input propagations into the mini-
mum number of sets such that the union graph of every of such
sets has agony no more than η. Additionally, we require for each
set to be limited in size and to exhibit a union graph that is (weakly)
connected, as too large propagation sets or disconnected union
graphs are unlikely to represent single causal processes.
Problem 1 (Agony-bounded Partitioning). Given a set D of
dags and two positive integers K ,η ∈ N, find a partition D∗ ∈ P(D)
(where P(·) denotes the set of all partitions of a given set) such that
D∗ = argminD∈P(D) |D| subject to
∀D ∈ D : a(G(D)) ≤ η, |D| ≤ K , G(D) is weakly-connected. (1)
For every D ∈ D∗, we informally term the union graph G(D)
prima-facie graph. In fact, apart from addressing the Simpson’s
paradox, every union graph G(D) may be interpreted as a graph
containing all prima-facie causes underlying the propagation group
D. To this purpose, note that everyG(D) reflects both the temporal-
priority and the probability-raising conditions in Suppes’ theory.
Temporal priority is guaranteed by the input itself, as an arc u → v
in some input dag (and, thus, in every output union graph) exists
only if an input observation exists in O, where the same entity
is observed first in u and then in v . Probability raising arises as
we ask for a partition with the minimum number of small-agony
groups, which means that the identified groups will be as large
as possible (as long as the problem constraints are satisfied). This
way, every output group will likely contain as much evidence as
possible for every causal claim u → v , i.e., a large evidence that the
effect is observed thanks to the cause. At the same time, the output
union graphs overcome the limitation of missing spatial proximity
in Suppes’ theory: all arcs within the output graphs come from the
input social graph G, which implicitly encodes a notion of spatial
proximity corresponding to the social relationships among users.
Switching to a technical level, a simple observation on Problem 1
is that it is well-defined, as it always admits at least the solution
where every dag forms a singleton group. A more interesting char-
acterization is the NP-hardness of the problem, which we formally
state next. In Section 5 we will instead present the approximation
algorithms we designed to solve the problem.
Theorem 1. Problem 1 is NP-hard.
Proof. We consider the well-known NP-complete (decision
version of the) Set Cover problem [15]: given a universe U =
{e1, . . . , en } of elements, a set S = {S1, . . . , Sm } ⊆ 2U of subsets
of U , and a positive integer p, is there a subset S∗ ⊆ S of size
≤ p covering the whole universe U ? We reduce Set Cover to the
decision version of our Agony-bounded Partitioning, which is
as follows: given a set D of dags, and three positive integers K ,η,q,
is there a partition ofD of size ≤ q satisfying all constraints in Equa-
tion (1)? Given an instance I = ⟨U ,S,p⟩ of Set Cover, we construct
an instance I ′ = ⟨D,K ,η,q⟩ of Agony-bounded Partitioning so
that I is a yes-instance for Set Cover if and only if I ′ is a yes-
instance for Agony-bounded Partitioning. To this end, we set
η = m(n + 2) − 1, K = |D|, q = p, and we let D be composed of a
dag Di for every element ei ∈ U . Each dag Di ∈ D has node set
V (Di ) = {ui ,v1, . . . ,vm } ∪V i1 ∪ · · · ∪V im , i.e., it comprises a node
ui , nodes v1, . . . ,vm such that vj corresponds to set Sj ∈ S, and
further node sets V i1 , . . . ,V
i
m defined as
V ij =
{
Vj \ {vji }, if ei < Sj ,
Vj \ {vj0,vji }, otherwise,
whereVj = {vj0,vj1, . . . ,vjn }. The arc set of Di is composed of an
arc from ui to every node vj , and, for each vj , (i) an arc (vj ,vj0)
(only if vj0 ∈ V ij ), (ii) an arc (vjn ,vj ) (only if vjn ∈ V ij ), and (iii) an
arc (vjk ,vjk+1) for every k ∈ [0..n − 1] such that vjk ,vjk+1 ∈ V ij .
It is easy to see that each Di can be constructed in polynomial
time in the size of I , and is actually a dag. In this regard, note that,
for each vj , V ij misses at least one node needed to form the cycle
vj → vj0 → · · · → vjn → vj (i.e., at least the node vji ).
Let D+ ⊆ 2D be the set of all dag sets that are admissible for
Agony-bounded Partitioning on instance I ′. We now show that
D+ ≡ S+, where S+ = ⋃S ∈S 2S corresponds to the set S aug-
mented by all possible subsets of every set within it. First of all, we
observe that every dag set D ⊆ D meets both the constraint on
the connectedness of the union graphG(D) (each dag is connected
and shares at least one node with every other dag in D), and the
constraint on the maximum size (as K = |D|). This way, the set D+
of admissible dags is determined by the agony constraint only. For
every j ∈ [1..m], the union graph G(D) of a dag set D ⊆ D con-
tains a cycle vj → vj0 → · · · → vjn → vj only if set Sj does not
contain all elements (corresponding to the dags) inD. Denoting by
mD the number of such cycles being present in G(D), the agony
of G(D) is equal tomD (n + 2), as all cycles have length n+2 and
they are all node-disjoint. Therefore, the agony of G(D) exceeds
the threshold η only ifmD =m, i.e., only if there exists no set in
S+ containing D, thus meaning that D+ ≡ S+.
We are now ready to show the desired “⇔” implication between
instances I and I ′. As for the “⇒” part, we notice that, from the
covering S∗ representing the solution of Set Cover on I , it can
always be derived a coveringS′ of size |S′ | = |S∗ | that is a partition
ofU (e.g., by processing each S ∈ S∗ following some ordering, and
replacing any set S containing a subset S ′ ⊆ S of elements covered
by already-processed sets with the set S \ S ′). S′ is a solution of
Agony-bounded Partitioning on I ′ as its size is |S′ | = |S∗ | ≤
p = q, it is a partition ofU (and, therefore, ofD), and it is admissible
as S′ ⊆ S+. The “⇐” part holds due to the following reasoning.
Given the solution D∗ of Agony-bounded Partitioning on I ′,
one can derive a covering D′ where every set D ∈ D∗ such that
D ∈ S+ \ S is replaced with the original set SD ∈ S where D has
been derived from. D′ is a solution of Set Cover on I as its size is
|D′ | = |D∗ | ≤ q = p, it coversU , and it is a subset of S. □
4.2 Learning the minimal causal topology
As mentioned above, prima facie causes may be genuine or spuri-
ous [29]. Thus, from the prima-facie graphs identified in the pre-
vious step we still need to remove the spurious relationships. To
this end, we aim at identifying a minimal causal topology for each
prima-facie graph, i.e., selecting the minimal set of arcs that best
explain the input propagations spanned by that graph.
Given a partition D∗ of the input database D of propagations
(computed in the previous step), we first reconstruct a dag GD (D)
from the prima-facie graph G(D) of every group D ∈ D∗. To this
end, we exploit the by-product of agony minimization on G(D),
i.e., a ranking r of the nodes in G(D) (see Section 3). Specifically,
we buildGD (D) by taking all and only those arcs ofG(D) that are
in accordance with r , i.e., all arcs (u,v) such that r (u) < r (v). Then,
for every reconstructed dag GD (D), we learn its minimal causal
topology via (constrained) maximum likelihood estimation (MLE),
where the arcs of GD (D) maximizing a likelihood score such as
Bayesian Information Criterion (BIC) [45] or Akaike Information Cri-
terion (AIC) [4] are identified (we experimented with both criteria,
see Section 6). More precisely, given a database D of propagations
and a set Aˆ ⊆ A of arcs, we define
f (Aˆ,D) = LL(D|Aˆ) − R(Aˆ),
where LL(·) is the log-likelihood, while R(·) is a regularization term.
The dag induced by Aˆ in turn induces a probability distribution
over its nodes {u1, . . . ,un }:
P(u1, . . . ,un ) =
n∏
ui=1
P(ui | πi ), P(ui | πi ) = θui |πi ,
where πi = {uj | uj → ui ∈ Aˆ} are ui ’s parents in the dag, and
θui |π (ui ) is a probability density function. Then, the log-likelihood
of the network is defined as:
LL(D|Aˆ) = logP(D | Aˆ,θ ).
The regularization term R(Aˆ) introduces a penalty term for the
number of parameters in the model and the size of the data. Specifi-
cally, S being the number of samples, R(Aˆ) is defined as |Aˆ| for AIC
and |Aˆ |2 log S for BIC.
The problem we tackle here is formally stated as follows.
Problem 2 (Minimal Causal Topology). Given a database D
of propagations and a dag GD (D) = (VD ,AD ), find A∗D (D) =
argmaxAˆD ⊆AD f (AˆD ,D).
Even if constrained (the output arc set A∗D must be a subset
of AD ), Problem 2 can easily be shown to be still NP-hard [14].
Therefore, we solve the problem by a classic greedy hill-climbing
heuristic, whose effectiveness has been well-recognized [33].
The ultimate output of our second step (and of our overall ap-
proach) is a set of dags {G∗D (D)}D∈D∗ , where each G∗D (D) is the
dag identified by the arc set A∗(D) as defined in Problem 2. Every
G∗D (D) is a causal dag representative of a specific social-influence
causal process underlying the input propagation database D.
5 ALGORITHMS
In this section we focus on the algorithms for the
Agony-bounded Partitioning problem (Problem 1). Due
Algorithm 1 Two-step-Agony-Partitioning
Input: A set D of dags; two positive integers K , η
Output: A partition D∗ of D
1: D+ ← Mine-Valid-dag-sets(D, K, η)
2: D∗ ← Greedy-Set-Cover(D+)
to its NP-hardness, we clearly cannot aim at optimality, and focus
instead on the design of effective and efficient approximation
algorithms. Specifically, we first show how a simple two-step
strategy solves the problem with provable guarantees. This
method however suffers from the limitation that the first step is
exponential in the size of the input dag set, which considerably
limits its applicability in practice. We hence design a more refined
sampling-based algorithm, which still comes with provable
guarantees, while also overcoming the exponential blowup.
A simple two-step algorithm. An immediate solution to Prob-
lem 1 consists in first computing all subsets of the input dag set D
that satisfy the constraints on agony, size, and connectedness listed
in Equation (1) (Step I), and then taking a minimum-sized subset of
these valid dag sets that is a partition of D (Step II).
Step I can be solved by resorting to frequent-itemset mining [2].
Specifically, in our setting the dags in D correspond to items and
the support of a dag set (itemset) D is given by the agony of the
union graph G(D). It is easy to see that the constraint on agony
is monotonically non-decreasing as the size of a dag set increases,
i.e., a(G(D ′)) ≤ a(G(D ′′)) for any two dag sets D ′ ⊆ D ′′. This
way, any downward-closure-based algorithm for frequent itemset-
mining (e.g., Apriori [3]) can easily be adapted to mine all dag sets
satisfying the agony constraint. The two additional constraints on
(1) connectedness and (2) size can easily be fulfilled by (1) filtering
out all mined dag sets that are not connected, and (2) stopping the
mining procedure once the maximum size K has been reached.
As for Step II, we observe that solving Set Cover [15] on the set
D+ ⊆ 2D mined in Step II gives the optimal solution to Problem 1
too. Therefore, we solve Step II by the well-known Set Cover
greedy algorithm which iteratively brings to the solution the set
having the maximum number of still uncovered elements [15],
and has approximation factor logarithmic in the maximum size
of an input set. Note that, as D+ contains all subsets of every set
D ∈ D+, at each step of the greedy Set Cover algorithm there are
multiple sets maximizing the number of uncovered elements, all of
them being equivalent in terms of soundness and approximation
ratio. Among them, we therefore choose the one having no already-
covered elements. This way, the output covering is guaranteed to
be a partition of D, as required by Agony-bounded Partitioning.
The outline of this simple two-step method is reported as Algo-
rithm 1. The algorithm achieves a logK approximation ratio.
Theorem 2.Algorithm 1 is a (logK)-approximation for Problem 1.
Proof. Step I of Algorithm 1 computes all dag sets D+ meeting
the constraints of Problem 1. For every setD ∈ D+,D+ contains all
subsets D ′ ⊆ D too. This ensures that, for every feasible solution
Sˆ of Set Cover on D+, there exists a Set Cover solution Sˆ′ being
a partition of D and having the same objective-function value as
Sˆ. Thus, for any β-approximation solution of Set Cover on D+,
there exists a β-approximation solution that is a partition of D. The
Algorithm 2 Sampling-Agony-Partitioning
Input: A setD of dags; two positive integersK , η; a real number α ∈ (0, 1]
Output: A partition D∗ of D
1: D∗ ← ∅, Du ← D
2: while |Du | > 0 do
3: Ds ← ∅
4: while |Ds | < ⌈α ×min{K, |Du | }⌉ do
5: Ds ← Sample-Maximal-dag-set(Du, K, η) {Algorithm 3}
6: D∗ ← D∗ ∪ {Ds }, Du ← Du \ Ds
Algorithm 3 Sample-Maximal-dag-set
Input: A set Du of dags; two positive integers K , η
Output: Ds ⊆ Du
1: Ds ← ∅, G(Ds ) ← empty graph, D′u ← Du
2: while |Ds | < min{K, |Du | } ∧ a(G(Ds )) ≤ η do
3: Ds ← ∅
4: for all D ∈ D′u do
5: G(D′s ) ← G(Ds ) ∪ D
6: if G(D′s ) is weakly connected then
7: a(G(D′s )) ← Compute-Agony(G(D′s )) {cf. [52]}
8: if a(G(D′s )) ≤ η then Ds ← Ds ∪ {D }
9: else D′u ← D′u \ {D }
10: D∗ ← sample a dag from Ds
11: Ds ← Ds ∪ {D∗ }, G(Ds ) ← G(Ds ) ∪ D∗, D′u ← D′u \ {D∗ }
traditional greedy approximation algorithm for Set Cover has an
approximation factor proportional to the logarithm of themaximum
size of an input set. Hence, running such a greedy method on input
D+ gives approximation guarantees of logK , as all sets in D+ have
size no more than K , due to Problem 1’s constraints. □
A sampling-based algorithm. The algorithm described above is
easy-to-implement and comes with provable approximation guar-
antees. Nevertheless, it has a major drawback that the first step
is intrinsically exponential in the size of the input dag set. Even
though pruning techniques can be borrowed from the frequent-
itemset-mining domain, there is no guarantee in practice that the
algorithm always terminates in reasonable time. For instance, when
the size of the dag sets satisfying the input constraints tends to
be large, the portion of the lattice to be visited may explode re-
gardless of the pruning power of the specific method. This is a
well-recognized issue of frequent-itemset mining [2].
Faced with this hurdle, we devise an advanced algorithm
that deals with the pattern-explosion issue, while still achiev-
ing approximation guarantees. The proposed algorithm, termed
Sampling-Agony-Partitioning and outlined as Algorithm 2, follows
a greedy scheme and has a parameter α ∈ (0, 1] to trade off between
accuracy and efficiency. The algorithm iteratively looks for a maxi-
mal admissible dag set Ds covering a number of still uncovered
dags no less thanα×min{K , |Du |}, whereDu is the set of all still un-
covered dags (Lines 4–5). Ds is computed by repeatedly sampling
the lattice of all admissible (and not yet covered) dag sets, until a
dag set satisfying the requirement has been found. Sampling can be
performed by, e.g., uniform [27] or random [38] maximal frequent-
itemset sampling. In this work we use the latter. The outline of the
sampling subroutine is in Algorithm 3. That procedure takes the set
Du of uncovered dags and selects dags untilDu has become empty,
or the max size K has been reached, or the agony constraint on the
union graph of the current dag set has been violated (Lines 2–11).
To select a dag, the subset Ds ⊆ D′u of admissible dags is first built
by retaining all dags that meet constraints on connectedness and
agony if added to the current union graph (Lines 3–9). Note that, if
a dag violates the agony constraint, it cannot become admissible
anymore, thus it is permanently discarded (Line 9). The same does
not hold for the connectedness constraint.
Sampling-Agony-Partitioning can be proved to be a logKα -
approximation algorithm for Agony-bounded Partitioning, as
formally stated in Theorem 3. Thus, parameter α represents a knob
to trade off accuracy vs. efficiency: a larger α gives a better approx-
imation factor (thus, better accuracy), but, at the same time, leads
to bigger running time as more sampling iterations are needed to
find a dag set meeting a more strict constraint.
Theorem 3. Algorithm 2 is a logKα -approximation for Problem 1.
Proof. For each step t , let umax (t) denote the maximum num-
ber of uncovered elements that can be covered by a set not yet
included in the current solution. It is known that a greedy algo-
rithm for Set Cover finding at each step a set that covers a fraction
of uncovered elements no less than α × umax (t) achieves loghmaxα
approximation guarantees, where hmax is the maximum size of
an input set (see Lemma 2 in [16]). In our context hmax ≤ K ,
umax (t) = min{K , |Du (t)|}, and the dag set Ds (t) that is added
to the solution by Algorithm 2 at Step t covers a number of still
uncovered dags that is ≥ α ×min{K , |Du (t)|} = α ×umax (t). Thus,
the ultimate approximation factor of Algorithm 2 is logKα . □
Time complexity. Let H be the (maximum) number of sampling
iterations needed to find a valid dag set Ds . The sampling sub-
routine (Algorithm 3) takes O(K |D| Ta ) time, where Ta is the
(maximum) time spent for a single agony computation. The subrou-
tine is executed O(H |D∗ |) times in Algorithm 2. Thus, the overall
time complexity of the proposed Sampling-Agony-Partitioning al-
gorithm is O(H |D∗ | K |D| Ta ). The efficient agony-computation
method in [52] takes time quadratic in the edges of the input graph.
Hence,Ta is bounded by O(|A|2), whereA is the arc set of the input
social graphG. However, this is a very pessimistic bound, first be-
cause, as remarked by the authors themselves, the method in [52]
is much faster in practice, and, more importantly, because agony
computation in Algorithm 3 is run on much smaller subgraphs ofG .
Implementation. A number of expedients may be employed to
speed up the Sampling-Agony-Partitioning algorithm in practice,
including: (i) Preventively discard input dags violating the connect-
edness constraint with all other dags. (ii) Algorithm 3, Lines 5 and 7:
check whether D has arcs spanning nodes already in G(Ds ); if not,
skip agony computation of G(D ′s ) (and set it equal to a(G(Ds ))).
(iii) Approximate agony instead of computing it exactly (by, e.g.,
allowing only a fixed amount of time to the anytime algorithm
in [52]); correctness of the algorithm is not affected as the approx-
imated agony is an upper bound on the exact value. (iv) Adopt a
beam-search strategy: sample D˜u from Du (with |D˜u | < |Du |, e.g.,
|D˜u | = O(log |Du |)) and use D˜u in Algorithm 3 instead of Du . (v)
Repeat the sampling procedure at Lines 4–5 of Algorithm 2 for a
maximum number of iterations; after that, sample a dagD fromDu ,
and add {D} to the solution. (vi) Run Algorithm 2 until |Du | > ϵ ;
after that, add the dags still in Du as singletons to the solution.
6 EXPERIMENTS
In this section we show the performance of the proposed method
on both synthetic data, where the true generative model is given,
as well as on real data, where no ground-truth is available.
Reproducibility. Code and datasets available at bit.ly/2BEV5k9.
6.1 Synthetic data
Generation.We employ the following methodology:
(1) Randomly generate a directed graph G = (V ,A) (our social
graph) with n nodes and density δ (where by density we
mean number of edges divided by
(n
2
)
).
(2) Randomly partition the node set V of the generated graph
G into a set of k groups {S1, . . . , Sk } such that: (i) ∀i ∈
[1,k], G(Si ) is weakly-connected, (ii) ∀i ∈ [1,k] : |Si | ∈
[cardmin , cardmax ] ∈ (0,n), and (iii) the number of over-
lapping nodes between any pair of groups is bounded by
cardover lap ≤ cardmax .
(3) Generate a causal dag Gcausei of density δGcause for
each of the k groups. Namely, we obtain Gcause =
{Gcause1 , . . . ,Gcausek }, by considering the union graph of
each partition independently and then randomly removing
arcs from it in order to discard cycles. Then, we assign each
remaining edge a random value bounded by [pmin ,pmax ]
(where pmin ,pmax ∈ (0, 1)), representing the conditional
probability of the child node given the connected parent (we
assume the probability of any child given the absence of all
its parents to be 0).
(4) Generate a setOk of observations for each of the k groups in
terms of triples ⟨v,ϕ, t⟩ (with⋃k Ok corresponding to the
whole input set O of observations), such that each user per-
forms at least one action, but, at the same time, she does not
perform an action on at least one item of each cluster. To do
this, we sample a set of traces with probability distributions
induced by the causal dags; in this way, we obtain a set of
users/entities that are observed in the trace. We then add the
time t to each observation randomly, but still consistently
with the total ordering defined by the dag.
We generate synthetic data for 100 independent runs. In each
run we generate social graphs of n = 100 nodes, of the form of ei-
ther Erdös-Rény (with density δ uniformly sampled from the range
[0.05, 0.1]), or power-law (with density δ being either 0.05 or 0.1).
We partition each randomly generated social network into k = 10
clusters of cardmin = 8, cardmax = 12 and cardover lap = 10 nodes
(1%). For each cluster we generate causal dags of density δGcause
uniformly sampled from the range [0.35, 0.5], and pmin ,pmax uni-
formly sampled from (0, 1).
We consider both a noise-free model and a noisy model. As for
the former, we assume a perfect regularity in the actions of directly
connected users: all the actions of a child user follow those of one of
its parents, thus letting us constrain the induced distribution of the
generating dag as follows. With u being a user in the network and
P(u) being all the users with arcs pointing to u (i.e., u’s parent set),
01
2
3
alpha 0.1 
 eta 0
alpha 0.1 
 eta 1
alpha 0.1 
 eta 3
alpha 0.1 
 eta 5
alpha 0.25 
 eta 0
alpha 0.25 
 eta 1
alpha 0.25 
 eta 3
alpha 0.25 
 eta 5
0
1
2
alpha 0.1 
 eta 0
alpha 0.1 
 eta 1
alpha 0.1 
 eta 3
alpha 0.1 
 eta 5
alpha 0.25 
 eta 0
alpha 0.25 
 eta 1
alpha 0.25 
 eta 3
alpha 0.25 
 eta 5
0
1
2
alpha 0.1 
 eta 0
alpha 0.1 
 eta 1
alpha 0.1 
 eta 3
alpha 0.1 
 eta 5
alpha 0.25 
 eta 0
alpha 0.25 
 eta 1
alpha 0.25 
 eta 3
alpha 0.25 
 eta 5
(a) Erdös-Rény social graph (b) Power-law δ =0.05 social graph (c) Power-law δ =0.1 social graph
Figure 2: Synthetic data: execution time of the proposed PSC method (milliseconds), by varying the α and η parameters and the social graph ( |O | = 1000,
noise 5%, BIC regularizator).
Table 1: Synthetic data: performance of the proposed PSCmethod vs. the
baseline, by varying the α and η parameters, on the Erdös-Rény social graph
( |O | = 1000, noise 5%, BIC regularizator).
α = 0.1 α = 0.25
η=0 η=1 η=3 η=5 η=0 η=1 η=3 η=5
accuracy PSC 0.932 0.932 0.933 0.934 0.933 0.933 0.933 0.934B 0.765 0.767 0.786 0.793 0.773 0.774 0.791 0.799
NMI 0.67 0.669 0.674 0.677 0.671 0.671 0.675 0.679
Table 2: Synthetic data: performance of the proposed PSCmethod vs. the
baseline, by varying the α and η parameters, on the power-law δ =0.05 social
graph ( |O | = 1000, noise 5%, BIC regularizator).
α = 0.1 α = 0.25
η=0 η=1 η=3 η=5 η=0 η=1 η=3 η=5
accuracy PSC 0.979 0.979 0.979 0.98 0.979 0.978 0.979 0.98B 0.938 0.938 0.942 0.944 0.938 0.938 0.941 0.945
NMI 0.563 0.563 0.563 0.563 0.563 0.563 0.563 0.563
Table 3: Synthetic data: performance of the proposed PSCmethod vs. the
baseline, by varying the α and η parameters, on the power-law δ =0.1 social
graph ( |O | = 1000, noise 5%, BIC regularizator).
α = 0.1 α = 0.25
η=0 η=1 η=3 η=5 η=0 η=1 η=3 η=5
accuracy PSC 0.966 0.965 0.967 0.968 0.965 0.965 0.967 0.968B 0.882 0.882 0.888 0.892 0.883 0.882 0.887 0.893
NMI 0.63 0.63 0.631 0.631 0.63 0.63 0.63 0.63
the probability of observing any action from u is 0 if none of u’s
parents had performed an action before (i.e., P(u) are independently
influencing u). As far as the noisy model, we consider probabilities
e+, e− ∈ (0, 1) of false-positive and false-negative observations in
each item, respectively, i.e., the probability of adding or removing
from O a certain triple ⟨v,ϕ, t⟩, regardless of how it was sampled
from the underlying causal process. Note that these two sources
of noise aim at modeling imperfect regularities in the causal phe-
nomena in terms of either false positive/negative observations or
noise in the orderings among the events. We ultimately generate
our noisy datasets with a probability of a noisy entry of either 5%
or 10% per entry, with any noisy entry having uniform probability
of being either a false positive or a false negative.
Given the above settings, we sample observation sets at different
sizes, i.e., |O|=500, |O|=1000, and |O|=5000. The observations are
sampled across the k = 10 groups in such a way that the size of
each group is guaranteed to be within |O |k × (1 ± [0, 0.5]), e.g., for
size |O| = 500, every cluster will have between 25 and 75 traces.
Assessment criteria.We use the following metrics:
• Causal topology. We assess how well the causal structure
ultimately inferred by our method reflects the generative
model. For this assessment we resort to the traditional Ham-
ming distance. Specifically, we first build the union graph
of the causal dags of each cluster to obtain the graph of all
the true causal claims. We do this for both the generative
dags (i.e., the ground-truth ones) and the inferred ones (i.e.,
the ones yielded by the proposed method or the baseline).
Then, we compute the Hamming distance from the ground-
truth and the inferred structures, i.e., we count the minimum
number of substitutions required to remove any inconsis-
tency from the output topologies, when compared to the
ground-truth ones. We ultimately report the performance
in terms of accuracy = (T P+T N )(T P+T N+F P+FN ) , with TP and FP
being the arcs recognized as true and false positives, respec-
tively, andTN and FN being the arcs recognized as true and
false negatives, respectively.
• Partitioning. We also estimate how well our partitioning
step can effectively group users involved in the same causal
process. To this end, we measure the similarity between
the clusters identified by our method and the ground-truth
clusters by means of the well-established Normalized Mutual
Information (NMI) measure [18].
Results.We compare the performance of the proposed two-step
Probabilistic Social Causation method (for short, PSC) against a
baseline B that only performs the first one of the two steps of
the PSC algorithm (i.e., only the grouping step as described in
Algorithm 2), and reconstruct a dag GD (D) from the prima-facie
graphG(D) of every groupD ∈ D∗ outputted by that step, without
learning the minimal causal topology. All results are averaged over
the 100 data-generation runs performed, and, unless otherwise
specified, they refer to K =100 (for the proposed PSC method).
First, we evaluate the execution time of the proposed PSCmethod
by varying the algorithm parameters (i.e., α and η), and the type
of social graph underlying the generated data. The results of this
experiment are reported in Figure 2. As depicted in the figure,
the running time of the proposed method is in the order of a few
milliseconds. Also, the different values of α and η, as well as the
form of the social graph, do not seem to have a significant impact
on the execution time.
Shifting the attention to effectiveness, Tables 1–3 report the
performance of the proposed PSC method vs. the B baseline, by
varying the algorithm parameters (α and η), on the various social
graphs. In all cases the accuracy of the proposed PSC is evidently
higher than the one of the baseline. The performance is rather
independent of the algorithm parameters or the social graph. In
terms of NMI (which is the same for both PSC and B, as it concerns
the first step of the proposed method that is common to PSC and B),
the performance is in the range [0.56, 0.68], which is a fair result
considering the difficulty of the subtask of recognizing the exact
ground-truth cluster structure.
Table 4 reports on the performance by varying the number of
sampled observations. As expected, the trends follow the common
Table 4: Synthetic data: performance of the proposed PSC method vs. the baseline, by varying the size |O | of input observations (α = 0.1, η = 1, noise 5%, BIC
regularizator). Erdös-Rény Power-law δ =0.05 Power-law δ =0.1
|O |=500 |O |=1000 |O |=5000 |O |=500 |O |=1000 |O |=5000 |O |=500 |O |=1000 |O |=5000
accuracy PSC 0.939 0.932 0.909 0.983 0.979 0.963 0.974 0.965 0.938B 0.815 0.767 0.585 0.95 0.938 0.913 0.904 0.882 0.835
NMI 0.669 0.662 0.662 0.563 0.567 0.571 0.630 0.636 0.642
Table 5: Synthetic data: performance of the proposed PSCmethod vs. the baseline, by varying the noise level (α =0.1, η=1, |O |=1000, BIC regularizator).
α = 0.1 α = 0.25
η=0 η=1 η=3 η=5 η=0 η=1 η=3 η=5
BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC BIC AIC
accuracy 0.979 0.971 0.979 0.971 0.979 0.972 0.98 0.973 0.979 0.971 0.978 0.971 0.979 0.972 0.98 0.973
Table 6: Synthetic data: performance of the proposed PSC method with varying the regularizator, i.e., BIC vs. AIC ( |O | = 1000, noise 5%, power-law δ = 0.05
social graph). Erdös-Rény Power-law δ =0.05 Power-law δ =0.1
no noise noise 5% noise 10% no noise noise 5% noise 10% no noise noise 5% noise 10%
accuracy PSC 0.936 0.932 0.93 0.98 0.979 0.978 0.967 0.965 0.964B 0.839 0.767 0.713 0.941 0.938 0.936 0.887 0.882 0.878
NMI 0.686 0.669 0.661 0.563 0.563 0.563 0.63 0.63 0.63
intuition: the performance of both PSC and B decreases as the num-
ber of observations increases. However, a major result to remark
here is that the advantage of the proposed PSC over B gets higher
with the increasing observations. This attests to the effectiveness
of our method even for large observation-set sizes.
The last experiments we focus on are on the impact of the regu-
larizator and the noise level on the performance of PSC. The results
of these experiments are shown in Table 5 and 6, respectively. As
far as the former, BIC is recognized as slightly more accurate than
AIC. As for the noise level, we observe only a slight decrease of
the performance of the proposed PSC as the noise level increases,
which attests to the high robustness of the proposed method.
6.2 Real data
We also experiment with three real-world datasets, whose main
characteristics are summarized in Table 7.
Table 7: Characteristics of real data: number of observations ( |O |); number
of propagations/dags ( |D |); nodes ( |V |) and arcs ( |A |) of the social graph G ;
min, max, and avg number of nodes in a dag of D (nmin , nmax , navд ); min,
max, and avg number of arcs in a dag of D (mmin ,mmax ,mavд ).
|O | |D | |V | |A | nmin nmax navд mmin mmax mavд
Last.fm 1 208 640 51 495 1 372 14 708 6 472 24 5 2 704 39
Twitter 580 141 8 888 28 185 1 636 451 12 13 547 66 11 240 153 347
Flixster 6 529 012 11 659 29 357 425 228 14 16 129 561 13 85 165 1 561
Last.fm (www.last.fm). Lastfm is a music website, where users
listen to their favorite tracks and communicate with each other.
The dataset was created starting from the HetRec 2011 Workshop
dataset available at www.grouplens.org/node/462, and enriching it
by crawling. The graphG corresponds to the friendship network of
the service. The entities in E are the songs listened to by the users.
An observation ⟨u,ϕ, t⟩ ∈ O means that the first time that the user
u listens to the song ϕ occurs at time t .
Twitter (twitter.com). We obtained the dataset by crawling
the public timeline of the popular online microblogging service.
The nodes of the graph G are the Twitter users, while each arc
(u,v) expresses the fact that v is a follower of u. The entities in E
correspond to URLs, while an observation ⟨u,ϕ, t⟩ ∈ O means that
the user u (re-)tweets (for the first time) the URL ϕ at time t .
Flixster (www.flixster.com). Flixster is a social movie site
where people can meet each other based on tastes in movies. The
graphG corresponds to the social network underlying the site. The
entities in E are movies, and an observation ⟨u,ϕ, t⟩ is included
in O when the user u rates for the first time the movie ϕ with the
rating happening at time t .
As real data comes with no ground-truth, here we resort to the
well-established spread-prediction task to assess the effectiveness
of our method. This task aims at predicting the expected num-
ber of nodes that eventually get activated due to an information-
propagation process initiated in some nodes [23]. Specifically, in our
experiments we consider the well-established propagation model
defined by Goyal et al. [23], which takes as input a graph (represent-
ing relationships among some users) and a database of propagations
(representing actions taken by those users), and learns a model that
is able to predict the influence spread. In our context we (randomly)
split our input propagations into training set and test set (70% vs.
30%), and use the training set to learn the Goyal et al.’s model. As
a graph, we consider both the ultimate causal structure computed
by our PSC method, and the whole input social graph. The lat-
ter constitutes a baseline to evaluate the effectiveness of PSC: the
rationale is that providing the Goyal et al.’s model with a graph
corresponding to the causal structure recognized by our method,
instead of the whole social network, is expected to improve the
performance of the spread-prediction task, as it will not burden the
model with noisy relationships. Once the Goyal et al.’s model has
been learned, we use it to predict spread, and measure the accuracy
of the experiment in terms of mean squared error (MSE) between
the predicted spreads and the real ones exhibited by the test set.
The results of this experiment are shown in Figure 3, where for
our PSCmethod we set α = 0.20, η = 5, andK = 500, while for both
PSC and the baseline we perform spread prediction by running
10, 000Monte Carlo simulations (as suggested in [23]). The figure
shows that, on all datasets, the error is consistently smaller when
our method is used compared to when the original social network
is given as input to the spread-prediction algorithm. This finding
hints at a promising capability achievable by the proposed method
in extracting the real causal relations within the social network.
7 CONCLUSIONS
In this paper we tackle the problem of deriving causal dags that are
well-representative of the social-influence dynamics underlying an
500000
750000
1000000
AIC BIC Social Network
M
ea
n 
S
qu
ar
ed
 E
rr
or
LastFM
0e+00
1e+08
2e+08
3e+08
4e+08
AIC BIC Social Network
M
ea
n 
S
qu
ar
ed
 E
rr
or
Twitter
0e+00
2e+08
4e+08
AIC BIC Social Network
M
ea
n 
S
qu
ar
ed
 E
rr
or
Flixster
Figure 3: Real-data: spread-prediction performance of the proposed PSC method (equipped with BIC or AIC regularizator) vs. a baseline that considers the
whole social graph (α = 0.2, η = 5).
input database of propagation traces. We devise a principled two-
step methodology that is based on Suppes’ probabilistic-causation
theory. The first step of the methodology aims at partitioning the
input set of propagations, mainly to get rid of the Simpson’s paradox,
while the second step derives the ultimate minimal causal topology
via constrained MLE. Experiments on synthetic data attest to the
high accuracy of the proposed method in detecting ground-truth
causal structures, while experiments on real data show that our
method performs well in a task of spread prediction.
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