2 Recent experiments and theoretical studies show that AdaBoost can over t in the limit of large time. If running the algorithm forever is suboptimal, a natural question is how l o w can the prediction error be during the process of AdaBoost? We s h o w under general regularity conditions that during the process of AdaBoost a consistent prediction is generated, which has the prediction error approximating the optimal Bayes error as the sample size increases. This result suggests that, while running the algorithm forever can be suboptimal, it is reasonable to expect that some regularization method via truncation of the process may lead to a near-optimal performance.
1. Introduction. Some recent experimental results e.g., Friedman, Hastie and Tibshirani 1999; Grove and Schuurmans 1998; Mason et al. 1998 and theoretical examples Jiang 1999 suggest that the AdaBoost algorithm e.g., Schapire 1999; Freund and Schapire 1997 can over t in the limit of very large time or the number of rounds of AdaBoost, despite the observation that the algorithm is often found to be resistant t o o ver tting after running hundreds of rounds. Jiang 1999 provides examples where it can be shown that the prediction error of Adaboost P E AdaBoost t n , depending on the sample size n and the time t is asymptotically suboptimal at t = 1, in the sense that the prediction at t = 1 is not consistent. Here by consistency of a prediction we mean that as the sample size n increases, the prediction based on the sample has a prediction error that converges to the optimal Bayes error. When running the unmodi ed AdaBoost algorithm forever t = 1, there are situations when the resulting prediction error converges to a suboptimal value larger than the optimal Bayes error as the sample size n increases, i.e., lim n!1 P E AdaBoost t=1 n Bayes Error.
If running the algorithm forever can be suboptimal, a natural question is how l o w a prediction error P E AdaBoost t n can AdaBoost achieve during the process of t? Can AdaBoost generate a prediction during the process that can have a nearly optimal prediction error as n increases? Is it true that lim n!1 inf t2f1;2;3;:::g P E AdaBoost t n = BayesError? If this last formula holds, then we s a y that AdaBoost is process consistent. As far as we k n o w this problem has not been addressed in the previous literature. The bounds on the prediction error obtained before e.g., Schapire et al. 1998 and Breiman 1997 are all semi-empirical in the sense that they involve some sample quantities related to the margin or the top and are not compared to the optimal Bayes error. This problem of process consistency is also theoretically important since the process consistency would imply that even though running the AdaBoost algorithm forever may be suboptimal, the algorithm does achieve a good asymptotic performance at some time during the process. Therefore it is reasonable to expect that some regularization method via truncation of the process may lead to a near-optimal performance.
In a recent w ork, Breiman 2000 considers the case n = 1 and shows that this population version of AdaBoost typically leads to a limiting prediction that achieves the optimal Bayes error as t increases. That is, lim t!1 P E AdaBoost t n=1 = BayesError. W e will utilize some of his results to study the asymptotic behavior of the sample version of AdaBoost, in particular, the problem of process consistency. W e w i l l s h o w that Adaboost is process consistent under very general regularity conditions. Therefore even though running the algorithm forever is often suboptimal, the algorithm does achieve a good asymptotic performance at some time during the process; and a systematic study on regularization by truncating the process may be a reasonable direction for future research. Below we i n troduce the notation and the main results.
2. Notation and main results. Let X i ; Z i n 1 and X;Z be iid independent and identically distributed random quantities valued in 0; 1 d f 1g. L e t H bea base hypothesis space, which i s a set of functions f : 0 ; 1 d 7 ! f1g. L e t C n F = n ,1 P n 1 e ,Z i FX i the AdaBoost cost function, C 1 F = Ee ,ZFX the population version. For each n = 1 ; 2; : : : ; 1 de ne the following sequential ts. They de ne the sample version and the population version for n = 1 of the AdaBoost algorithm. F 0 n = 0, and for t = 1 ; 2; : : : , F t n = F t,1 n + t n f t n . The resulting prediction at step t is sgn F t n . Here f t n = arg max f2H t,1 n f a n d t n = 1 2 log 1+2 t n 1,2 t n . W e use the notation t,1 n f = n ,1 n X j=1 e ,Z j F t,1 n X j Z j fX j ;
t,1 1 f = Ee ,ZF t,1 1 X ZfX; 2 t n = t,1 n f t n =C n F t,1 n : The goodness of any prediction of the form sgn F is measured by the misclassi cation probability L 1 F = P Z 6 = sgn FX . The gold-standard is the Bayes error L 1 F B = P Z 6 = sgn F B X where F B X = 1 2 log n PZ=1jX PZ=,1jX o corresponding to the optimal Bayes prediction. If a sequence of predictions sgn F n , possibly depending on the data S = X i ; Z i n 1 , has a prediction error E S L 1 F n ! L 1 F B , then we s a y that the prediction is consistent. W e w i l l s h o w that there is a sequence t n such that the prediction sgn F t n n generated by AdaBoost is consistent. Therefore the lowest point of the prediction error during the process of AdaBoost is close to the gold-standard for large sample sizes.
We will use the following regularity conditions: I Population Solution . For any sequence allowing possible multiple solutions F t 1 of ts from the population version of AdaBoost, one has lim t!1 jjF t 1 , F B jj L 2 P X = 0 .
II Base Hypothesis Space . The VC V apnik-Chervonenkis dimension of H is nite, i.e., V C H 1. F or the concept of the VC dimension, see, e.g., Anthony and Biggs 1992, Chapter 7.
III Population Coe cients . The coe cients in the population AdaBoost are all nite, i.e., j s 1 j 1 for all s.
IV t-Step`Consistency' . Given any t and any sample realization S such that D t n;1 = sup f2H j t,1 n f , t,1 1 fj = o n 1, given a sequence f t n = arg max f2H t,1 n f, 9 f t 1 = arg max f2H t,1 1 f such t h a t jjf t n , f t 1 jj L 2 P X = o n 1.
V t-Step`Non atness' . For each t, for some constant C t that does not depend on n, w e h a ve jjf , f t 1 jj 2q L 2 P X 0:5C t f t,1 1 f t 1 , t,1 1 fgf1 + o1g for some q 1, whenever jjf , f t 1 jj L 2 P X = o1.
Theorem. Process Consistency for AdaBoost. Under conditions I to V, there exists a sequence t n such that lim n!1 E S L 1 F t n n = L 1 F B and therefore lim n!1 inf t E S L 1 F t n = L 1 F B also .
Remarks.
Condition I holds due to Theorem 3 of Breiman 2000, if F B i s c o n tinuous and if the linear
span of H is complete in L 2 P X . 2. Condition II typically holds.
3. Condition III is plausible and basically prohibits a perfect population t by the base space H at each step of`base learning'.
4. Condition IV basically says that at each step of base learning in AdaBoost, whenever the sample and population criterion functions are uniformly close to each other, the sets of maximizers also need to be close to each other. This condition is satis ed in typical cases when f in H is the sign transformation of a function that is continuously parameterized in a compact parameter space.
5. Condition V essentially says something about the non atness of the population criterion function at its peak, for each step of base learning in AdaBoost. When the criterion function t,1 1 f gets close to its maximum, the corresponding function f needs to get close to the maximizer at some polynomial rate. This seems to be a very relaxed condition since the rate can be arbitrarily slow b y c hoosing some large q. However the condition may b e h a r d t o check in practice. We d i d c heck that the condition is satis ed with q = 2 when H is the family of step functions on 0; 1 H = fs sgn , a : s 2 f , 1; 1g; a 2 0; 1 g , provided that X has a nonzero density function such that inf x2 0;1 x 0 and that x = EZjx i s a continuously di erentiable function with derivatives bounded away from zero at the`crossing points' in A t = fx : x 2 0; 1 ; F t,1 1 x = F B xg, i.e., inf 2A t j 0 j 0, for each t.
6. The proof is nonconstructive and we do not know what a rate t n can take. Presumably some t n that increases to in nity v ery slowly will work. This is because as t n ! 1 , the`approximation error' is related to jjF t n 1 , F B jj L 2 P X which goes to zero. On the other hand if the growth t n is slow enough, the sample AdaBoost t F t n n is su ciently close to the population version F t n 1 for large n. This is actually the main intuition behind the proof, which uses a method of induction over t.
Proof for the Theorem:
To prove the theorem we rst consider a slightly more general setup and formulate some general su cient conditions for process consistency in Proposition 1 in the next section. Then we w i l l c heck that these conditions are satis ed given the more primitive conditions I to V in the case of AdaBoost. 2 3. A slightly more general setup: generalized additive model GAM with sequential ts. Denote px = P Z = 1 jX = x . Assume that px = Fx w h e r e is a strictly increasing, continuously di erentiable cdf cumulative distribution function such that 0 = 0:5 such that sgnF = sgnp , 1=2 and 0 is a continuous pdf probability density function bounded on 1 . Here F is to be estimated by a sequential t-step additive t F t n = P t s=1 s n f s n , s n 2 , f s n 2 H H is a base hypothesis space, which m a y depend on the data S = X i ; Z i n 1 , similar to the previous section. Denote F B = ,1 p. As an example, in AdaBoost, = e 2F 1+e 2F , j 0 j 0:5, and
This is a variant of Corollary 6, Devroye, Gy or and Lugosi 1996, obtained by a rst order Taylor expansion. Here jj 0 jj 1 = sup x2 j 0 xj. Below w e w i l l u s e jjjj to denote jjjj L 2 P X unless otherwise noted.
Proposition 1. Process Consistency for Sequential GAM. Suppose that there exists a nonstochastic sequence F t 1 of functions on the domain of X, independent of n, such that i jjF t n , F t 1 jj b t n with probability P S 1 , a t n ; ii jjF t 1 , F B jj c t ; where a t n , b t n , c t are nonnegative, c t ! 0 as t ! 1 , and a t n , b t n ! 0 as n ! 1 8 t.
Then, there i s a s e quence tn such that E S LF tn n , LF B = o n 1.
In the case of AdaBoost, F t 1 was taken to be a population t and ii is guaranteed via Condition I by Theorem 3 of Breiman 2000; what we only need for proving the main theorem on process consistency is to establish condition i. This will be done in the next section.
Below w e r s t p r o ve the proposition itself in the GAM context.
Proof for Proposition 1:
Since the nonnegative sequences a t n ; b t n ! 0 a s n ! 1 8 t, there exists a sequence tn ! 1 su ciently slow, such that a tn n ; b tn n ! 0 a s n ! 1 . Y n dP S + P Y n : Now t a k e = 2 jj 0 jj 1 b tn n + c tn . Note that by the previous lemma, triangular inequality a n d conditions i and ii, we h a ve Y n jjF tn n , F tn 1 jj + jjF tn 1 , F B jj 2jj 0 jj 1with probability P S 1 , a tn n . Therefore E S Y n 2jj 0 jj 1 b tn n + c tn + a tn n = o n 1. 2
Now w e p r o ve condition i convergence of the sequential ts of the proposition for the case of AdaBoost under more primitive conditions listed in the previous section.
Convergence of the sequential ts. The condition i of the proposition in the previous
section is established immediately via the following proposition: Proposition 2. Convergence o f t h e S e quential Fits. Suppose Conditions I to V hold with some q 2 without loss of generality. Then, for any 0, for any t = 1 ; 2:; :::;, for some nonnegative constant t that does not depend on n, there i s a p opulation AdaBoost t F t 1 such that with probability P S 1 , 16tn , , jjF t n , F t 1 jj t log n=nfV C H + g 1=4q t f1 + o n 1g:
So we only need to prove this proposition now, which is done by using the following lemma. 
Now let us prove this lemma`Convergence
Step-by-Step'. This is done by a method of induction that uses the following secondary lemmas, where we suppose that all conditions I to V hold and q 2 without loss of generality. These secondary lemmas will be proved in the next section.
Lemma 3. j t,1 n f t n , t,1 1 f t 1 j D t n;1 Q t,1 1n + R t,1 n , w h e r e D t n;1 = s u p f2H j t,1 n f , t,1 1 fj, Q t,1 1n = sup f2H jn ,1 P n i=1 e ,Z i F t,1 n X i fX i Z i , Ee ,ZF t,1 n X fXZj, a n d R t,1 n = Eje ,ZF t,1 n X , e ,ZF t,1 1 X j.
Lemma 4. For any 0, w e h a v e P S Q t,1 1n U t,1 n 1 , 8n , , a n d P S Q t,1 2n U t,1 n 1 , 8n , . Here Q t,1 2n = jn ,1 P n j=1 e ,Z j F t,1 n X j , Ee ,ZF t,1 n X j and U t,1 n = e P t,1 s=1 j s 1 j p 32 log n=nfV C Ht + g + 32=nV C Ht logfe=V CHg + 2 e P t,1 s=1 j s 1 j e P t,1 s=1 j s n , s 1 j t,1 X s=1 j s n , s 1 j:
Lemma 5. R t n e j t 1 j+j t n , t 1 j R t,1 n + e P t,1 s=1 j s 1 j j t n , t 1 j + 0 :5j t 1 je P t,1 s=1 j s 1 j fjjf t n , f t 1 jj 2q L 2 P X g 1=q . Lemma 6. j t n , t 1 j 0:5f1 , 4 t 1 2 ,1 + 1 , 4 t n 2 ,1 gj2 t n , 2 t 1 j and j2 t n , 2 t 1 j fC n F t,1 n g ,1 Q t,1 1n + R t,1 n + 2 t 1 Q t,1 2n + 2 t 1 R t,1 n .
Lemma 7. 0 t,1 1 f t 1 , t,1 1 f t n 2D t n;1 . Now w e p r o ve Lemma 2 by induction and applying the secondary lemmas above.
Proof for Lemma 2:
For t = 1 , D 1 n;1 = s u p f2H jn ,1 P n i=1 fX i Z i , EfXZj, w h i c h is at most p 32 log n=nfV C H + gf1 + o n 1g with probability at least 1 , 8n , , for any 0, by t h e VC uniform bounding technique Lemmas 3 and 4. Under this event o f D t n;1 or equivalently under the event Q 0 1n U 0 n , we h a ve jjf 1 n ,f 1 1 jj 2q L 2 P X C 1 p 32 log n=nfV C H + gf1 + o n 1g Lemma 8 and also j 1 n , 1 1 j f 1,4 1 1 2 g ,1 p 32 log n=nfV C H + gf1 + o n 1g Lemma 6. The secondary lemmas then allow us to perform induction from time t to t+ 1 . I f q 2 without loss of generality, then each step will result in an upperbound with a larger order from log n=n 1=2q t,1 to log n=n 1=2q t due to the power 1=q in Lemma 5. These bounds for all s = 1 ; : : : ; t will be valid under the event Q 0;1;2;:::;t,1 1;2n U 0;1;2;:::;t,1 n , w h i c h has probability at least 1 ,2t8n , . 32 log n=nfV C Ht + g + 32=nV C Ht logfe=V CHg with probability at least 1 , 8n , , f o r a n y 0, by applying the following proposition that is proved in the same way as the VC result Theorem 12.5 Devroye et al. 1996 Here M c a n b e t a k en as e P t,1 s=1 j s 1 j for application of the proposition and s; n sH;n t max X n 1 cardffX n 1 : f 2 Hg t f en=V CHg V C Ht :
Combining the resulting bounds for T 1 , T 2 and T 3 we obtain the lemma for the statement o n Q t,1 1n . First it is easy to prove b y a rst order Taylor expansion that j t n , t 1 j 0:5f1 , 4 t 1 2 ,1 + 1 , 4 t n 2 ,1 gj2 t n , 2 t 1 j:
Then note that j2 t n , 2 t 1 j = j t,1 n f t n =C n F t,1 n , t,1 1 f t 1 =C 1 F t,1 1 j = C n F t,1 n ,1 j t,1 n f t n , t,1 1 f t 1 , 2 t 1 C n F t,1 n , C 1 F t,1 1 j: Now apply the triangular inequality. Note that j t,1 n f t n , t,1 1 f t 1 j Q t,1 1n + R t,1 n by Lemma 3 and by using a triangular inequality w e a l s o h a ve jC n F t,1 n , C 1 F t,1 1 j Q t,1 2n + R t,1 n :
Combining these results we h a ve the proof of the lemma. 2
Proof for Lemma 7:
Note that 0 t,1 1 f t 1 , t,1 1 f t n since t,1 1 f t 1 = sup f2H t,1 1 f. Next note that t,1 1 f t 1 , t,1 1 f t n = f t,1 1 f t 1 , t,1 n f t 1 g + f t,1 n f t 1 , t,1 n f t n g + f t,1 n f t n , t,1 1 f t n g:
The rst and third terms on the right hand side are both bounded above b y s u p f2H j t,1 n f , t,1 1 fj = D t n;1 , while the second term is at most zero since t,1 n f t n = s u p f2H t,1 n f. These leads to the proof of Lemma 7.
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