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Relationships are given between controllability conditions involving a square, 
complex matrix and functions of the matrix. These are used to prove new results, 
generalizing the Main Inertia Theorem and correcting recent work of Chen. 
1. INTRODUCTION 
We denote by Cn the space of n-tuple complex row vectors and by PVh 
the space of n x n complex matrices. The set of hermitian matrices in F*” will 
be denoted by 2%; capital letters G, H, K will be used consistently to denote 
hermitian matrices. Let C[x] denote the set of complex polynomial functions, 
and let F denote the set of all functions whose domain and range are subsets 
of @. 
Given A E Pm, the inertia of A is the integer triple In A = (r(A), Y(A), S(A)) 
where r(A), v(A), S(A) are, respectively, the number of characteristic roots of A 
with positive, negative, and zero real parts (z-(A) + v(A) + S(A) = n). The 
classical inertial results due to Sylvester and Lyapunov were generalized by 
Ostrowski and Schneider [7, Theorem 1 and Corollary 31 and Taussky [lo] 
to what we call the 
MAIN INERTIA THEOREM. (1) Given A E W*, there exists HE Xn for which 
AH+ HA * > 0 iff S(A) = 0. (2) Given A E Cc”,” and HE &, , ;f 
AH + HA* > 0 (positive deJnite), then In A = In H. 
Given A, B E Fn, the controllabiZity mutrix of (A, B) is 
C(A, B) -. (B, AB, A2B ,..., A”-‘B) E Wn’. 
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The (row) controllability subspace of (A, B) is 
CS(A, B) = {x E C” / xC(A, B) = O}, 
i.e., the null-space of C(A, B). It is easy to show that CS(A, B) is the maximal 
A-invariant subspace of @” contained in N(B). We say that (A, B) is controllable 
if CS(A, B) = 0; equivalently, if C(A, B) has rank n. 
Snyders and Zakai [9], Chen [3], and Wimmer [ll] have shown that, in 
Lyapunov’s theorem and in the Main Inertia Theorem, we may replace 
“AH + HA* > 0” by “K = AH + HA* >, 0 (positive semidefinite) and 
(A, K) is controllable.” (See also [2]). Carlson and Hill [l] have also obtained 
related results for a large class of linear transformations on sn . 
In [4], Chen claimed the following results, all of which are unfortunately 
false in general. Let A E W*, HE Y&, and a(x) E @[xl be given; A with 
characteristic roots A1 , . . . , X, , and a(~) of degree at least 1. 
Remark. For B E @?a”, if (A, B) is controllable, so is (a(A), B). 
THEOREMS 2 AND 3. If K = LX(A) H + H&(A*) 3 0 and (A, K) is control- 
lable, then H is nonsingular, and In H = In diag(&) + c(&)). 
Also let /I(x) E @[xl, now with the degree of a(~) or the degree of /3(x) at 
least 1. 
THEOREM 4. If K = a(A) Hp(A*) + p(A) HG(A*) 3 0, and (A, K) is 
controllable, then In H = In diag(c&) /?(g<x,) + p(hj) G(&)). 
THEOREM 5. If K = a(A) H&(A*) - /3(A) H/?(A*) > 0 and (A, K) is 
controllable, then In H = In diag(c&) E(&) - p(Xj) /&&)). 
A counterexample to the remark, and Chen’s Theorems 2,3, and 4, is provided 
by a(~) = x9 - 4x + 3, /3(x) = 1, 
for which a(A) = -1, /l(A) = 1, and K = -2H > 0. Now (A, K) is control- 
lable, yet (or(A), K) is not. Also, 
In H = (0, 1, 1) # (0, 2,0) = In diag(c&) + E(&)). 
If we take a(x) = x, p(x) = 0, then in his Theorem 5 we would have 
K = AHA*. For 
A = (; A), H = (:, ;); 0 0 K = o 1 , ( 1 
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K 3 0, (A, K) controllable; yet 
In H = (I, 0, 1) -f (2,0,0) = In diag(a(hj) c(&) - P(&) p(&)). 
We shall provide corrected versions of these results and answer completely 
the question of when such inertial comparisons hold under controllability. 
2. FUNCTIONS OF MATRICES AND CONTROLLABILITY 
Given A E @n,n and f E 9, we use the definition off(A) given in [5, Chap. 51. 
A discussion of equivalent definitions was given by Rinehart [8]. 
We suppose for the remainder of the paper that the minimal polynomial of A is 
p(x) = (x - Al>“’ .‘. (x - xp, 
where h, ,..., hz are the distinct characteristic roots of A. Let m = ml + ... + m, . 
Suppose that 
f(xj),f’(~j),...,f’“‘-“(xj), j z l,..*, I* (1) 
are defined (in which case we say thatf is defined on AA); then there is a unique 
polynomial p(x) of degree less than m such that 
p(&) = f(h,), p’(A,) = f’(h,),..., pcmjml)(Xj) = f’“j-“(Ai), j = I,..., 1. 
This is called the Lagrange-Sylvester interpolation polynomial for f on A; 
we definef(A) = p(A). If the values (1) are not all defined, thenfis not defined 
on A,, and f(A) is not defined. 
We also define yA(/lj) = dim(N(A) - A$), the geometric multiplicity of the 
characteristic root hj of A. 
LEMMA 1. Let A, B E UFn and f E 9 be given, with f defined on A, . Then 
CYA, B) C Wf (4, B), 
and (A, B) is controllable whenever (f(A), B) is controllable. If also 
YA(4) = Yf(A)(f @j)), j=l I ,-.., , 
then (A, B) is controZZabZe i# (f(A), B) is controllable. 
(2) 
Proof. Let p(A) be the interpolation polynomial for f(x) on A. Since 
CS(A, B) is p(A)-invariant, it is also f (A)-invariant. Thus CS(A, B) C 
CS(f (A), B), and (A, B) is controllable whenever (f(A), B) is. Assume also (2), 
i.e., that N(A - Ajl) = N(f(A) -f (&) I), j == l,..., Z, but that (f(A), B) is 
not controllable, i.e., CS(f(A), B) # 0. There exists 0 $- x E CS(f(A), B) 
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for which xf(A) =f(hJ x for some hi , j = l,..., 1. By hypothesis, xA = &x, 
and as x E N(B), x E CS(A, B), and (A, B) is not controllable. 1 
LEMMA 2. Let A E Cnvn and f E 9 be given with f defined on AA . Then (2) 
is equivalent to 
f(h) f f (4)~ i, j = 1 ,...> 1, i # j, (34 
and 
f ‘(hj) # 0 for all Aj for which mj > 1, j = l,..., 1. (3b) 
Proof. We may throughout replace f (x) by the interpolation polynomial p(x). 
Thus we first have that 
N(A - 41) C N(f (A) - f @j) 4, j = l,..., 1. 
Suppose that (3a) does not hold, i.e., for some i,j = l,..., I, i # j, f (hi) = f (hj). 
Then N(A - &I) r\ N(A - X,1) = 0, yet N(A - hJ) _C N(f (A) - f (Aj) I). 
Thus N(A - hJ) # N(f(A) - f(hJI) and (2) does not hold. Suppose instead 
that (3b) does not hold, and mj > 1 and f ‘(hj) = 0 for some j = I ,..., 1. It is 
sufficient to assume that A = Xjl + J, where J = (Si+,,i). Now for the standard 
unit vector e2 , e,A = e, + Xie, , so that e2 $ N&l - A); yet ezf (A) = f (Xj) e, , 
and e2 E N(f (A) - f (hj) I). Again, (2) does not hold. 
Now suppose (3a) and (3b) hold, and let Xj be a fixed characteristic root of A. 
If mi = 1, that is, if hj has only linear elementary divisors, than A = hJ @ B, 
where hj is not a characteristic root of B. It follows that f(A) = f (hj) I @f(B); 
and, by (34, f (4) is not a characteristic root of f(B). Clearly (2) holds for 
A = Ai. 
We may now assume that mj > 1; hence, by (3b), that f ‘(hj) # 0. Suppose 
0 # v E N(f(A) - f (Aj) I), i.e., vf (A) = f (Xj) V. Let g(x) =f(~) - f (A,), 
g’(x) = f ‘(x), and g(&) = 0, g’(h,) # 0. Th us, Aj is a simple zero of g(x): g(x) = 
(x - Xi) h(x), where h(Xj) # 0. We have 0 = v(f (A) -f (hj) I) = vg(A) = 
v(A - Xjl) h(A). Let w = v(A - Xj1); 0 = wh(A). If w # 0, then h(&) = 0 for 
some characteristic root Xi of A. AS h(hj) # 0, Xi # hj . Also, f (Xi) -f (Xj) = 
&A,) = (A< - Aj) h(&) = 0, i.e., f (hi) = f (Aj), yet Xi # Aj, a contradiction to 
(3a). Thus w = 0, v E N(A - Ajl), and we have (2). 1 
3. MAIN RESULTS 
We can now correct and extend Theorems 2 to 5 of [4]. 
THEOREM 1. Let A E Fpn and f E F be given, with f defined on A, . Suppose 
(3a) and (3b) hold (or equivalently (2)). Let HE Zm . If K = f (A) H + Hf (A)* > 0 
and (A, K) is controllable, then His nonsingular and In H = In diag(f (hj) + f (A,)). 
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Proof, The proof follows from [3, Theorems 2 
and 2. a 
and 31 and our Lemmas 1 
THEOREM 2. Let A E Wn and f, g E 9 be given. Let h = f/g E 9; suppose h 
is dejned on A,, with (3a) and (3b) holding for h on A. Let H E#~ and 
K =f(A) Hg(A)* + g(A) Hf(A)*. If K 3 0 and (A, K) is controZZabZe, then H 
is nonsingular and In H = In diag(f(&) g(&) + g(Aj) f(&)). 
Proof. We have that g(A) is nonsingular, and 
L =dW fW4”)Y = (dWf(4) H + H(g(A)-If (A))* 
= h(A) H + Hh(A)*, 
and L >, 0 iff K >, 0. If (A, K) is controllable, then by (3a) and (3b) (h(A), K) 
is controllable, so that by Theorem 1, H is nonsingular and In H = 
In diag(h(h,) + h(h,)). F or all characteristic roots Aj , 
-- 
* 
The final statement of the theorem now follows. a 
THEOREM 3. Given A E CYR and f, g E S. Let k = (f + g)/(f - g) E 9. 
Suppose k is defined on A, , with (3a) and (3b) holding for k on A. Let H E S’Z’n and 
K = f (A) Hf (A)* - g(A) Hg(A)*. If K 3 0 and (A, K) is controllable, then H 
is nonsingular and In H = In diag(f (Aj) f(Aj) - g(h,) gO). 
Proof. We have 
K = -X(f(A) + g(A)) H(fW - g(A))* + (f(A) - g(A)) H(f(A) + g(A))*]. 
The result now follows from Theorem 2. 1 
4. OTHER LINEAR TRANSFORMATIONS ON Sn 
Hill [6] has previously considered linear transformations on 2% of the form 
T(A) = i gfjAiHA**, 
W-1 
where G = (gij) E 4 and A, , A, ,..., A, E Cn*n are quasi-commutative. 
Wimmer [12] has considered the specialization in which s = n and A, = I, 
A, = A,..., A, = An-l for some A E Fen, i.e., 
n-1 
T(A) = c gijAiHAj*. (4) 
i,i=o 
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The functions considered in Theorems 1, 2, and 3 above involve G E Xn 
for which p(G) = v(G) = 1. S’ rmi ‘1 ar results hold for all functions of the form (4) 
in which rr(G) = v(G) = 1. A function of the form (4) in which x(G) = 1 and 
v(G) = 0 can be put into the form 
for some f(x) E @[xl. (Ob viously Sylvester’s law of inertia holds if f(A) is 
nonsingular.) If (3a) and (3b) hold, then K = T(H) 3 0 and In H = 
In diag(f(&)f(&)) imply that (A, K) is controllable, but the converse does not 
hold. A similar result holds if n(G) = 0, v(G) = 1. Details of these results for 
r(G) < 1 and v(G) < 1 may be found in [I]. 
In [6, Theorem 61, Hill showed by example that if n(G) > 1 or v(G) > 1, 
then even T(H) > 0 does not imply an inertial comparison involving In H. 
If in Hill’s example we take U = I and G = diag(p, , p2 ,..., pLs), with pip2 > 0 
(i.e., either n(G) > 2 or v(G) 3 2) we obtain A, = 1, A, = E,i (the matrix 
with one in position (n, 1) and zeros elsewhere), A, = ... = A, = 0, i.e., for 
A =E,,,A. =/J-l , i = l,..., s. If we take H = diag(2p;l,..., 2&, -p;‘), we 
have T(H) “= p.,H + pCLZEnlHEln = diag(2p1p;1,..., 2p1&, 1) > 0. Now for 
j = l,..., n, g=, pi(xjxj)i = p1 . If p1 > 0, 
Indiag f:p(h.X.)i =(n,O,O)&((n-l,l,O)=InH, 
(i=, a 3 3 ) 
and similarly if /.~i < 0. This shows that we cannot expect inertial comparisons 
when p(G) > 1 or v(G) > 1, even when A, , A, ,..., A, are powers of a single 
matrix A, i.e., of the form 1, A ,..., A8-l. (Chen also provides an example of 
incomparable inertias when In G = (2,0, O).) 
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