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1 INTRODUCCIÓN
El punto de partida en el análisis de un sistema de control es su representación por un modelo
matemático, generalmente como un operador entre entradas y salidas del sistema, o como un
conjunto de ecuaciones en diferencias y/o diferenciales. La mayoría de los modelos matemáti-
cos usados tradicionalmente por teóricos y prácticos del control son lineales. De hecho, los
modelos lineales son mucho mas manejables que los no lineales, y pueden representar en forma
precisa el comportamiento de sistemas reales en muchos casos útiles. Sin embargo, los avances
tecnológicos actuales han generado una enorme variedad de nuevos problemas y aplicaciones
que son no lineales en esencia. Por ejemplo, fenómenos no lineales tales como equilibrios
múltiples, ciclos límite, bifurcaciones, corrimiento de frecuencias y caos, se observan común-
mente en aplicaciones modernas importantes en ingeniería, tales como sistemas de comando
de vuelo, manipuladores robot, sistemas de autopistas automatizadas, estructuras de ala de
avión, y sistemas de inyección de combustible de alto rendimiento [17]. Tales fenómenos no
lineales no se pueden describir mediante dinámica de modelos lineales una razón ineludible
para el uso de modelos no lineales y el desarrollo de conceptos y herramientas de sistemas
no lineales de control. En un nuevo enfoque a la teoría de control y la dinámica del cerebro,
se examinan los efectos de la estimulación regional en los estados del cerebro utilizando un
modelo computacional no lineal, construido sobre las redes cerebrales estructurales basadas
en datos [20].
En particular, el cerebelo es una estructura neuronal muy atractiva para el modelado de-
bido a su homogeneidad, capacidades de aprendizaje y participación en el control motor, el
aprendizaje motor y la coordinación, en base a esto la solución de aplicaciones de ingeniería
con modelos computacionales inspirados en este puede utilizarse para profundizar nuestra
comprensión del propio cerebro. En muchas oportunidades, se han utilizado modelos com-
putacionales para investigar cuestiones relacionadas con el funcionamiento del cerebro desde
el nivel molecular en las sinapsis neuronales hasta niveles más altos como la conciencia [37]. Los
modelos computacionales nos ayudan a dar sentido a los grandes datos complejos disponibles
en la actualidad a partir de experimentos neuroﬁsiológicos y de comportamiento. Al incorpo-
rar aplicaciones de ingeniería en la ecuación, se podrían generar explicaciones y predicciones
adicionales sobre el cerebro.
1.1 DEFINICIÓN DEL PROBLEMA
Actualmente, la ingeniería ha sido ampliamente reconocida como la aplicación del conocimiento
y de las teorías que proveen la ciencia y las matemáticas con el ﬁn de manipular y transformar
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la materia y las fuentes de energía en beneﬁcio del hombre [1]. Pese al reconocimiento, en el
marco de la ingeniería de sistemas complejos esta de deﬁnición adolece de algunas limitaciones.
Desde el punto de vista de la ingeniería y las ciencias de la computación, el reconocimiento
de los patrones de comportamiento del ser humano tienen como objetivo el modelamiento del
sistema humano. En dicho contexto, los sistemas bioinspirados y la vida artiﬁcial juegan un
papel central para el desarrollo y las posibilidades hacia futuro de la ingeniería de sistemas
complejos. El nombre genérico en el que se enmarca esta tendencia es el de la tecnología viva
[4] En particular, el problema del procesamiento de información se hace vital (indispensable)
para cualquier forma de ingeniería de sistemas complejos, ya sea en la etapa de diseño o
de construcción y con toda seguridad en el sistema resultante. La computación en general,
la computación no convencional y la computación motivada biológica mente, por tanto, se
ubican en el núcleo de las preocupaciones de la ingeniería de sistemas complejos y constituyen
algunos de sus retos teóricos principales.
Los sistemas naturales, principalmente los sistemas vivos, brindan ejemplos extraordinarios
del tipo de sistemas (o problemas) que se estudian y se intentan construir (o resolver) en
computación no convencional y en la nueva ingeniería. [5] No sin razón, el núcleo de casi
todas las nuevas tecnologías se ha desplazado consistentemente hacia el trabajo con modelos,
metáforas, herramientas, sistemas y paradigmas computacionales motivados por la biología y
la ecología. En algunos casos, incluso, se están empleando materiales biológicos para resolver
problemas complejos y para formular nuevas arquitecturas y modelos de computación [3]
En este contexto, la inteligencia artiﬁcial y, particularmente, las Redes Neuronales Artiﬁciales
(RNA) algo- ritmos matemáticos que emulan la capacidad de aprendizaje por repetición de
las neuronas de los seres vivos cada vez están siendo más utilizadas por diferentes compañías
y sectores con el ﬁn de optimizar sus etapas productivas, reducir costos operativos y disminuir
los tiempos de producción [16]. Esto, por medio de su uso intensivo en el reconocimiento de
patrones y en predicciones de procesos productivos complejos (no lineales), donde se tienen
una gran cantidad de datos de las entradas y salidas de éstos en el tiempo.
Los modelos computacionales inspirados en el cerebro han demostrado que proporcionan ambas
soluciones eﬁcientes a los problemas de ingeniería y conocimientos sobre la función de los
sistemas biológicos. Una estructura cerebral ampliamente estudiada y modelada es el cerebelo,
está implicada en la cognición y en el aprendizaje motor y la coordinación de las actividades
motoras, ya que el cerebelo cambia de forma adaptativa la eﬁcacia de sus conexiones sinápticas,
dada la actividad de una señal de enseñanza [19]. El modelo del cerebelo se desarrolla con
el propósito de proporcionar capacidades similares, como el cerebelo real en aplicaciones de
ingeniería, tales como la robótica, por otra parte, las aplicaciones en conﬁguraciones robóticas
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también son prominentes e incluyen el control de la planta de ojo, el control de los músculos
neumáticos, el control de brazos robóticos, el control de robots móviles, y el control de los
sistemas de péndulo invertido. Una característica común explotada en estos modelos es la
plasticidad del cerebelo [14].
Recientemente, se llevó a cabo una investigación para identiﬁcar patrones en series de tiempo
de datos en la salida de un proceso productivo automatizado, con el objetivo de apoyar la
gestión del control automático, a modo de auditar la calidad de éste. Para implementar la
identiﬁcación de patrones, se elaboró un sistema computacional que contiene un algoritmo de
redes neuronales con el ﬁn de clasiﬁcar los segmentos de una serie de tiempo en casos conocidos
y desconocidos de patrones de la señal, para identiﬁcar si el proceso está siendo controlado
adecuadamente por la instrumentación de control.
1.2 JUSTIFICACIÓN
Los sistemas actuales a controlar se han vuelto muy complejos, la mayoría de ellos presentan
algún grado de no linealidad, pueden ser variantes e invariantes en el tiempo, presentan incer-
tidumbres en sus entradas y en su estructura. Las incertidumbres en su entrada son causadas
por la imprecisión al medir el valor de sus parámetros o desconocimiento de los mismos, mien-
tras que las incertidumbres en su estructura se reﬁeren a las dinámicas no modeladas, como
fricción no lineal, acoplamiento de engranes, ruido en los sensores, perturbaciones externas,
etc., este tipo de fenómenos no pueden ser tratados por las técnicas de control clásico [18].
Las consideraciones sobre sensibilidad son importantes en el diseño de sistemas de control, ya
que todos los elementos físicos tienen la propiedad de cambiar con el ambiente y con el tiempo,
no se pueden considerar los parámetros de un sistema de control completamente estacionarios
durante toda su vida de operación, todos los sistemas físicos están sujetos a señales externas
o ruido durante su funcionamiento[7]. Una perturbación es una señal que tiende a afectar
negativamente el comportamiento de la salida de un sistema. Si la perturbación se genera
dentro del sistema se denomina interna, en tanto que una perturbación externa se produce
fuera del sistema, es decir, es una señal de entrada.
En general, un buen sistema de control debe ser insensible a la variación de los parámetros pero
capaz de responder a los comandos o datos de entrada. El efecto de la realimentación sobre el
ruido y la perturbación depende en mayor medida en que parte del sistema se presentan las
señales externas, en la mayoría de las ocasiones la realimentación puede reducir los efectos del
ruido y las perturbaciones en el desempeño del sistema [9]. Uno de los métodos que mas interés
a despertado en la teoría de control de sistemas no lineales que pueden resolver los problemas
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mencionados anteriormente es el control inteligente, el cual incorpora técnicas como las redes
neuronales y los sistemas difusos. Las redes neuronales son un tipo especial de estructura
matemática las cuales se basan en el modelo biológico de las neuronas del cerebro. Una red
neuronal tiene la propiedad de ajustar automáticamente sus parámetros mediante una regla
llamada algoritmo de aprendizaje, generalmente este algoritmo se basa en la retro propagación
del error, así la red puede aproximar una función no lineal con una gran exactitud. Esta notable
característica permite que la red sea utilizada para identiﬁcar y controlar procesos complejos
que son completamente o parcialmente desconocidos, además puede compensar incertidumbres
en las entradas del sistema.
Aunque se han diseñado metodologías para la identiﬁcación y el modelamiento de cerebelo a
través de diferentes tipos de técnicas de control, se puede considerar como una gran oportu-
nidad hacer la comparación de dichas técnicas en sistemas físicos como lo es el bola-plato y
un sistema de visión por computador.
1.3 OBJETIVOS
1.3.1 OBJETIVO GENERAL
Diseñar un control no-lineal bioinspirado en un modelo del cerebelo aplicado a un sistema
multivariable.
1.3.2 OBJETIVOS ESPECÍFICOS
1. Identiﬁcar un modelo de múltiples entradas y múltiples salidas (MIMO) no lineal para
el sistema bioinspirado.
2. Diseñar un controlador bioinspirado en el modelo del cerebelo.
3. Evaluar el desempeño del control bioinspirado comparándolo con técnicas no lineales
clásicas.
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2 ESTADO DEL ARTE
La identiﬁcación de sistemas es la teoría y el arte de construir modelos matemáticos de sis-
temas dinámicos basándonos en las entradas y salidas observadas. Como disciplina cientíﬁca
data de los primeros intentos de modelar series de tiempo usando técnicas AR. Aunque una
parte sustancial del desarrollo de las técnicas está ligado a la Comunidad de Control, está bási-
camente construida a partir de técnicas estadísticas, en particular en los métodos de regresión
lineal y no-lineal. Construir modelos para sistemas desconocidos es un objetivo importante de
la Ingeniería de control. Estos modelos necesitan simular el comportamiento real en los casos
en que existe un conocimiento previo limitado de la estructura del sistema. Consideremos el
motor de un coche por ejemplo. Es importante simular el comportamiento de un motor para
la detección de fallos y para propósitos de diagnosis. Algunos factores importantes que afectan
este proceso son las diﬁcultades asociadas con el desarrollo de un modelo aceptable con un
orden de complejidad mínimo y con un número de medidas mínimo. Estos factores hacen que
el proceso de modelado de un motor de coche bastante difícil. Esto puede ser generalizado
a una amplia clase de sistemas en la industria. La identiﬁcación de sistemas no lineales se
considera un problema difícil. La razón es que identiﬁcar un sistema no-lineal conlleva dos
grandes etapas: la selección de la estructura del modelo con un cierto número de parámetros
y la selección de un algoritmo que estime dichos parámetros[20].
El sistema Ball and Plate es uno de los problemas convencionales para trabajar en sistemas
de control de múltiples variables en este caso de dos posiciones en los ejes X, Y ; debido a
que el movimiento de la esfera se da en estas dos dimensiones, para abordar este problema y
dar una solución con un control convencional lo que se aplica son controles PID y se controla
independientemente cada variable, teniendo como inconveniente que no están relacionadas las
dos variables así no pueden ofrecer una respuesta optima o un movimiento ﬁno de la esfera sobre
el plato, para mejorar este tipo de respuesta se plantean variaciones de controladores PID y PI
para relacionar el error de cada una de las variables de posición y mejorar la respuesta [14] sin
embargo lo que ofrece una solución más óptima pero con un desarrollo más minucioso son los
controladores no convencionales o para sistema de múltiple variables como RVE, LQR, LQG
que relacionan todas las variables dentro del sistema y tienen una mejor respuesta en este caso
se ve representado en el movimiento ﬁno de la esfera sobre y plato [11], para la implementación
de estos sistemas se requiere del modelamiento de la plata y obtener el modelo más próximo
y obtener una función de transferencia para realizar el desarrollo matemático de las matrices
para obtener los parámetros del controlador [15].
Al tener un sistema con dos variables controlar un sistema convencional de control está limitado
en sus tiempos de respuesta y en que al ser varias variables se debe tener una relación de las
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variables las unas con las otras y evitar que se desestabilice, en el sistema bola y plato presenta
dos variables los ejesX, Y además se debe seleccionar que método se debe aplicar para veriﬁcar
la posición de la esfera en un sistema de coordenadas.
En las ultimas décadas se han propuesto muchos métodos para resolver los diferentes problemas
del control no lineal entre ellos los modelos de Redes Neuronales artiﬁciales han sido estudiados
durante muchos años con el ánimo de conseguir prestaciones parecidas a las humanas en
campos como el reconocimiento del habla o de imagen. Estos modelos están compuestos
por muchos elementos computacionales trabajando en paralelo y organizados en patrones
que recuerdan a las redes neuronales biológicas[17]. Los elementos computacionales o nodos
están conectados mediante pesos que son adaptados a lo largo del proceso para mejorar sus
prestaciones. Es imposible cubrir todos los tipos de redes neuronales y solamente vamos a
considerar las llamadas Feedforward y Recurrentes, que son las más utilizadas en identiﬁcación
de sistemas.
La mayoría de los métodos usuales en la identiﬁcación de sistemas están basados en mínimos
cuadrados o en el método de máxima verosimilitud que son métodos locales guiados por el
gradiente y necesitan una función de pérdidas (Loss Function) diferenciable y un espacio de
búsqueda suave. Esto tiene el inconveniente de que si las señales tienen ruido coloreado, como
suele ser habitual en la práctica, los métodos basados en mínimos cuadrados tienen el fracaso
asegurado. Si además estamos implementado el método en línea el ruido estará correlacionado
con los regresores y el método explotará, fenómeno conocido como blow-up. Para evitar esto en
algunos casos sencillos, se puede usar un factor de olvido muy próximo a la unidad, pero en la
mayoría de los casos de sistemas no lineales variantes en el tiempo esta técnica falla. A menudo
fallan en la búsqueda de óptimos globales cuando éste espacio de búsqueda es no diferenciable,
o no lineal en sus parámetros. Los métodos de optimización basados en algoritmos genéticos
pueden mejorar los resultados porque no utilizan las propiedades de diferenciabilidad o de ser
lineal en los parámetros. En 1992, Kristinsson y Dumont [22] hicieron un primer estudio de
la identiﬁcación de sistemas y del control oine con algoritmos genéticos de sistemas dinámi-
cos continuos y discretos. Comprobaron que los algoritmos genéticos son efectivos en ambos
dominios y que es posible identiﬁcar directamente parámetros físicos, o bien, polos y ceros.
Hicieron simulaciones con sistemas de fase mínima y no mínima y de un sistema con dinámica
no modelada. En 1993, Flockton y White [24] utilizan los algoritmos genéticos para hacer otra
identiﬁcación oine de polos y ceros con algunas pequeñas mejoras. Posteriormente, en 1995,
Tan, Li y Murray-Smith [10] usan los algoritmos genéticos con "simulated anneling" para hacer
una identiﬁcación oine y la linealización de sistemas no lineales, invariantes del tiempo con
un modelo ARMAX. Utiliza esta técnica de búsqueda para identiﬁcar los parámetros de un
sistema descrito por un modelo ARMAX en variables de estado, en presencia de ruido blanco
y para aproximar un sistema no lineal multivariable por un modelo en el espacio de estados,
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lineal e invariante en el tiempo. En este mismo año, Iba, de Garis y Sato [15] usan una técnica
numérica oine, que integra una búsqueda adaptativa de una estructura de árbol basada en
programación genética y un mecanismo de ajuste local de parámetros empleando búsqueda es-
tadística. En la programación genética tradicional, la recombinación causa frecuentes rupturas
de los bloques de construcción y la mutación puede causar abruptos cambios en la semántica.
Para superar estas diﬁcultades ellos implementan la programación genética tradicional con
una búsqueda local "Hill-climbing", usando un procedimiento de ajuste de parámetros. Todos
estos métodos trabajan oine y precisan que el sistema sea invariante del tiempo. El último
además utiliza un método no paramétrico.
2.1 Control no lineal
El control no lineal recibe su nombre del tipo de sistema (no lineal) sobre el que se quieren saber
ciertas variables. Cuando te encuentras ante un sistema con ecuaciones no lineales que deﬁnen
su comportamiento y pretendes llevar el mismo hacia unas condiciones de funcionamiento estas
realizando un control no lineal. Dichas ecuaciones no lineales, representan una invarianza en
el tiempo por cada una de las variables de estado que representan el sistema. A cada variable
de estado le corresponde una combinación no lineal de términos dentro de la base que genera
el espacio de estados.
2.2 Identiﬁcación de sistemas
La identiﬁcación de sistemas a la obtención de forma experimental de un modelo que repro-
duzca con suﬁciente exactitud, para los ﬁnes deseados, las características dinámicas del proceso
objeto de estudio. En términos generales, el proceso de identiﬁcación comprende los siguientes
pasos:
1. Obtención de datos de entrada - salida. Para ello se debe excitar el sistema mediante
la aplicación de una señal de entrada y registrar la evolución de sus entradas y salidas
durante un intervalo de tiempo.
2. Tratamiento previo de los datos registrados. Los datos registrados están generalmente
acompañados de ruidos indeseados u otro tipo de imperfecciones que puede ser necesario
corregir antes de iniciar la identiﬁcación del modelo. Se trata, por tanto, de `preparar'
los datos para facilitar y mejorar el proceso de identiﬁcación.
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3. Elección de la estructura del modelo. Si el modelo que se desea obtener es un modelo
paramétrico, el primer paso es determinar la estructura deseada para dicho modelo. Este
punto se facilita en gran medida si se tiene un cierto conocimiento sobre las leyes físicas
que rigen el proceso.
4. Obtención de los parámetros del modelo. A continuación se procede a la estimación de
los parámetros de la estructura que mejor ajustan la respuesta del modelo a los datos
de entrada-salida obtenidos experimentalmente.
5. Validación del modelo. El último paso consiste en determinar si el modelo obtenido
satisface el grado de exactitud requerido para la aplicación en cuestión. Si se llega a la
conclusión de que el modelo no es válido, se deben revisar los siguientes aspectos como
posibles causas:
(a) El conjunto de datos de entrada-salida no proporciona suﬁciente información sobre
la dinámica del sistema.
(b) La estructura escogida no es capaz de proporcionar una buena descripción del mod-
elo.
(c) El criterio de ajuste de parámetros seleccionado no es el más adecuado.
2.3 Estimación de sistemas
La estimación de estados está relacionada con la teoría de control donde el diseño de esti-
madores de estado está basado en un modelo en el espacio de estados que describe el proceso
físico de la aplicación. El diseño de un estimador de estado está también basado en un mod-
elo de medidas que describe como los datos obtenidos a partir de un sistema de medida o
de un sistema de sensores dependen de las variables de estado. Usualmente, el problema de
estimación está enfocado a tres áreas:
• Estimación en línea o ﬁltrado óptimo.
• Predicción.
• Estimación fuera de línea.
La estimación en línea signiﬁca la estimación del estado presente utilizando todas las medidas
que están disponibles. La predicción signiﬁca estimar estados futuros. La retrodicción es la
estimación de estados pasados o bien es un proceso que explica un hecho que ha sucedido en el
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pasado. Los estimadores de estados ejecutan un análisis estadístico empleando un conjunto de
m datos redundantes e imperfectos que son medidos del sistema de potencia para determinar
el estado del sistema. El estado del sistema es una función de n variables de estado: voltajes
de bus, ángulos de fase relativos, posiciones de tap en transformadores. La solución obtenida
de una estimación de estado, no es la verdadera representación del sistema, es la mejor rep-
resentación posible basada en medidas. Para el proceso de estimación, es necesario tener un
número de medidas m mayor que el número de estados (m > n) esto de modo a tener una
representación completa del estado en el sistema.
2.4 Cerebelo
El cerebelo es una región del encéfalo cuya función principal es de integrar las vías sensitivas
y las vías motoras. Existe una gran cantidad de haces nerviosos que conectan el cerebelo con
otras estructuras encefálicas y con la médula espinal. El cerebelo integra toda la información
recibida para precisar y controlar las órdenes que la corteza cerebral manda al aparato loco-
motor a través de las vías motoras. Es el regulador del temblor ﬁsiológico. El cerebelo es
un órgano impar y medio, situado en la fosa craneal posterior, dorsal al tronco del encéfalo
e inferior al lóbulo occipital. Presenta una porción central e impar, el vermis, y otras dos
porciones mucho mayores que se extienden a ambos lados, los hemisferios. La organización
celular de la corteza cerebelosa es muy uniforme, con las neuronas dispuestas en tres capas o
estratos bien deﬁnidos. Esta organización tan uniforme permite que las conexiones nerviosas
sean relativamente fáciles de estudiar. Para hacerse una idea general de las conexiones neu-
ronales que se dan en la corteza cerebelosa, cabe imaginarse una hilera de árboles con cables
uniendo las ramas de cada uno con las del siguiente.
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3 MARCO TEÓRICO
3.1 Mínimos cuadrados no lineales
Los Mínimos cuadrados no lineales es la forma de análisis de mínimos cuadrados que se usa
para encajar un conjunto de m observaciones con un modelo que es no lineal en n parámetros
desconocidos (m > n). Se utiliza en algunas formas de regresión no lineal. La base del método
es para aproximar el modelo por uno lineal y para reﬁnar los parámetros por iteraciones
sucesivas. Hay muchas similitudes con mínimos cuadrados lineales, pero también algunas
diferencias importantes.
Considerando un conjunto dem observaciones, (x1, y1), (x2, y2), ..., (xm, ym), y una curva (fun-
ción del modelo) y = f(x, β), que además de la variable x también depende de n parámetros
β = (β1, β2, ..., βn)con m ≥ n. Se desea encontrar el vector β, de parámetros tales que la curva
se ajuste mejor a los datos dados en el sentido de mínimos cuadrados, es decir, la suma de
cuadrados:
S =
m∑
i=1
r2i
esta es minimizada cuando los errores ri están dados por
ri = yi − f (xi, β)
para i = 1, 2, ...,m
El mínimo valor S se produce cuando el gradiente es cero. Dado que el modelo contiene n
parámetros hay n ecuaciones de gradiente:
∂S
∂βi
=
∑
i
ri
∂ri
∂βj
= 0 (j = 1, ..., n)
En un sistema no lineal, los derivados ∂ri∂βj son funciones tanto de la variable independiente y
los parámetros, por lo que estas ecuaciones gradiente no tienen una solución cerrada. En lugar
de ello, los valores iniciales deben ser elegidos para los parámetros. Entonces, los parámetros
se reﬁnan iterativamente, es decir, los valores se obtienen por aproximación sucesiva,
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β ≈ βk+1j +4βj
Aquí, k es un número de iteración y el vector de incrementos, 4βj , que se conoce como el
vector de desplazamiento. En cada iteración del modelo se linealiza por aproximación a un
primer orden, en serie de Taylor la expansión sobre βk
f (xi, β) ≈ fm
(
xi, β
k
)
+
∑
j
,
∂f (xi, βk)
∂βj
(
βj − βkj
)
≈ f
(
xi, β
k
)
+
∑
j
Jij4βj
El jacobiano , J , es una función de las constantes, la variable independiente y los parámetros,
por lo que cambia de una iteración a la siguiente. Por lo tanto, en términos del modelo
linealizado, ∂ri∂βj = −Jij y los residuos se dan por
ri = 4yi −
n∑
s=1
Jis4βs; 4yi = yi − f
(
xi, β
k
)
Sustituyendo estas expresiones en las ecuaciones de gradiente, se convierten
m∑
i=1
n∑
s=1
JijJis4βs =
m∑
i=1
Jij4yi (j = 1, ..., n)
Las ecuaciones normales se escriben en notación matricial como
(
JTJ
)}4β = JT4y
Cuando las observaciones no son igualmente ﬁable, una suma ponderada de los cuadrados
puede ser minimizado,
S =
m∑
i=1
Wijr
2
i
3.2 Redes neuronales
Las redes neuronales son un paradigma de aprendizaje y procesamiento automático inspirado
en la forma en que funciona el sistema nervioso de los animales. Se trata de un sistema de
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interconexión de neuronas que colaboran entre sí para producir un estímulo de salida. En
inteligencia artiﬁcial es frecuente referirse a ellas como redes de neuronas o redes neuronales.
Una red neuronal se compone de unidades llamadas neuronas. Cada neurona recibe una serie
de entradas a través de interconexiones y emite una salida. Esta salida viene dada por tres
funciones [16]:
• Una función de propagación (también conocida como función de excitación), que por lo
general consiste en el sumatorio de cada entrada multiplicada por el peso de su inter-
conexión (valor neto). Si el peso es positivo, la conexión se denomina excitatoria; si es
negativo, se denomina inhibitoria.
• Una función de activación, que modiﬁca a la anterior. Puede no existir, siendo en este
caso la salida la misma función de propagación.
• Una función de transferencia, que se aplica al valor devuelto por la función de acti-
vación. Se utiliza para acotar la salida de la neurona y generalmente viene dada por la
interpretación que queramos darle a dichas salidas. Algunas de las más utilizadas son la
función sigmoidea (para obtener valores en el intervalo (0, 1)) y la tangente hiperbólica
(para obtener valores en el intervalo ( 1, 1)).
Figura 1. Red neuronal artiﬁcial perceptrón multicapa con n neuronas de entrada, m neuronas
en su capa oculta y una neurona de escape.
La mayoría de los cientíﬁcos coinciden en que una RNA es muy diferente en términos de
estructura de un cerebro animal. Al igual que el cerebro, una RNA se compone de un conjunto
masivamente paralelo de unidades de proceso muy simples y es en las conexiones entre estas
20
unidades donde reside la inteligencia de la red. Sin embargo, en términos de escala, un cerebro
es muchísimo mayor que cualquier RNA creada hasta la actualidad, y las neuronas artiﬁciales
también son más simples que su contrapartida animal.
Biológicamente, un cerebro aprende mediante la reorganización de las conexiones sinápticas
entre las neuronas que lo componen. De la misma manera, las RNA tienen un gran número
de procesadores virtuales interconectados que de forma simpliﬁcada simulan la funcionalidad
de las neuronas biológicas. En esta simulación, la reorganización de las conexiones sinápticas
biológicas se modela mediante un mecanismo de pesos, que son ajustados durante la fase de
aprendizaje. En una RNA entrenada, el conjunto de los pesos determina el conocimiento de
esa RNA y tiene la propiedad de resolver el problema para el que la RNA ha sido entrenada.
Por otra parte, en una RNA, además de los pesos y las conexiones, cada neurona tiene asociada
una función matemática denominada función de transferencia. Dicha función genera la señal
de salida de la neurona a partir de las señales de entrada. La entrada de la función es la
suma de todas las señales de entrada por el peso asociado a la conexión de entrada de la
señal. Algunos ejemplos de entradas son la función escalón de Heaviside, la lineal o mixta,
la sigmoide y la función gaussiana, recordando que la función de transferencia es la relación
entre la señal de salida y la de entrada.
Las redes neuronales artiﬁciales (RNA) tienen muchas ventajas debido a que están basadas en
la estructura del sistema nervioso, principalmente el cerebro.
• Aprendizaje: Las RNA tienen la habilidad de aprender mediante una etapa que se llama
etapa de aprendizaje. Esta consiste en proporcionar a la RNA datos como entrada a su
vez que se le indica cuál es la salida (respuesta) esperada.
• Auto organización: Una RNA crea su propia representación de la información en su
interior, quitándole esta tarea al usuario.
• Tolerancia a fallos: Debido a que una RNA almacena la información de forma redun-
dante, ésta puede seguir respondiendo de manera aceptable aun si se daña parcialmente.
• Flexibilidad: Una RNA puede manejar cambios no importantes en la información de
entrada, como señales con ruido u otros cambios en la entrada (por ejemplo si la in-
formación de entrada es la imagen de un objeto, la respuesta correspondiente no sufre
cambios si la imagen cambia un poco su brillo o el objeto cambia ligeramente).
• Tiempo real: La estructura de una RNA es paralela, por lo cual si esto es implementado
con computadores o en dispositivos electrónicos especiales, se pueden obtener respuestas
en tiempo real.
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3.3 Linealización extendida
El método de la linealización extendida: éste método utiliza la linealización aproximada tradi-
cional como herramienta fundamental. El modelo utilizado para generar el diseño del con-
trolador es un modelo extendido sobre la base de los primeros términos (de carácter lineal)
de una expansión en serie de Taylor de un sistema no lineal que opera en la vecindad de un
punto de operación constante. En este caso, la diferencia radica en que en lugar de obtener un
modelo linealizado para un punto en particular, se procede a obtener el modelo parametrizado
de carácter lineal para un punto de operación genérico (X(U), Y (U), U) de naturaleza arbi-
traria[21].
Esta parametrización se calcula bajo la suposición de que existe un conjunto de puntos de
operación en el espacio de entrada-estado (y de la salida, respectivamente). En su defecto, tal
parametrización puede asociarse a los valores de una magnitud de referencia (constante) del
sistema en lazo cerrado.
El resultado fundamental obtenido a partir de esta estrategia consiste en la obtención de una
familia de modelos lineales parametrizados, válidos en primera aproximación, respecto a puntos
de operación deseados. Esta familia de modelos ofrece una descripción del comportamiento
de las perturbaciones de estado-entrada (o salida-entrada) explícitamente parametrizada en
términos de un valor constante de la entrada o de algún estado de interés (o de salida).
A partir de esta familia de modelos, el método de la linealización extendida propone inicial-
mente obtener un controlador lineal por realimentación del vector de estado, o una combinación
de observador-controlador o, incluso, un compensador clásico obtenido por métodos inherentes
a la descripción por funciones de transferencia. De esta forma, el compensador lineal obtenido
se encuentra también parametrizado por el punto de operación y estabiliza, en principio, a
cualquier representante de la familia de modelos lineales obtenidos en la etapa inicial del
diseño.[16]
u = k (x)
Supongase que el sistema analítico se deriva en el siguiente teorema de existencia de la función
dx
dt = f (x, u) es tal que (A (U) , B (U))es un par controlable, entonces existe una ganancia o
función de realimentación no lineal k (·)Rn → R, tal que los autovalores del sistema lineal en
lazo cerrado,| los autovalores de la matriz [A (U)−B (U)K (U)], tienen valores previamente
especiﬁcados cualesquiera, los cuales son localmente invariantes respecto a U.
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La prueba se divide esencialmente en dos pasos. Primero, se demuestra que dX(U)dU 6= 0. Esta
cualidad sera util en el segundo paso de la prueba, para poder establecer una función k (·)
deﬁnida de tal forma que la linealización de u = −k (x) resultante en uδ = −K (U)xδ.
Sin perdida de generalidad, se puede suponer que A = (U) es invertible. Sin embargo, si
no lo es, podemos hacer, mediante realimentación previa del vector de estado, que todos los
autovalores de
∂f
∂x
=
∂f (x, u)
∂x
+
[
∂f
∂u
](
−∂k
∂x
)
sean distintos de cero, y por lo tanto la matriz A (U) = ∂f∂x |U,X(U) seria invertible.
Considerando la siguiente expresión (x˙ (U) = f (X (U) , U) = 0). La derivada parcial de esta
expresión esta dada por:
∂
∂U
f (X (U) , U) =
∂f
∂x
|X(U),U
∂x (U)
∂U
|U +∂f
∂u
|X(U),U= 0
Por lo tanto, de la invertibilidad de A (U) resulta:
dX (U)
dU
|U=
[
−
[
∂f
∂x
]
|X(U),U
]−1 ∂f
∂u
|X(U),U 6= 0
Por controversia, supondremos que la primera componente X1 del vector X satisface dX1dU 6= 0.
Si no es así, el vector de estados se puede reordenar para que esta propiedad se cumpla. En
virtud de la función inversa, tendremos X−11 (x1) = U
La ganancia no lineal a buscar debe satisfacer:
∂k
∂x
|X(U)= K (U) = [K1 (U) , ...,Kn (U)]
k (X (U)) = −U
Se puede veriﬁcar que una posible ganancia no lineal k(x) que cumple con las ecuaciones
anteriores:
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k (x) =
ˆ X−11 (x1)
u
K (σ)
dX (σ)
dσ
dσ +
 n∑
j=2
Kj
[
X−11 (x1)
] (
xj −Xj
(
X−11 (x1)
))−X−11 (x1)
donde el subíndice j indica j-ésima componente. En efecto, diferenciando k (x) con respecto
a xi, i = 1, 2, 3, ..., n y evaluando en X (U) se tiene:
∂k
∂xi
(X (U) , U) = Ki
(
X−11 (x1 (U))
)
= ki (U) i = 1, ..., n
Procediendo de forma similar con respecto a x1, obtenemos primeramente por derivación
directa de la expresión anterior
∂k
∂x1
=
n∑
j=1
Kj (σ)
dXj (σ)
dσ
dσ |x−11 (x1)
dX−11 (x1)
dx1
−
n∑
j=2
Kj
(
X−11 (x1)
) dXj (X−11 (x1))
dX−11 (x1)
dX−11 (x1)
dx1
− dX
−1
1 (x1)
dx1
Evaluando esta expresión en el punto X−11 (x1):
∂k
∂x1
|x−11 (x1)=
n∑
j=1
Kj
(
X−11 (x1)
) dXj (x−11 (x1))
dX−11 (x1)
dX−11 (x1)
dx1
−
n∑
j=2
kj
(
X−11 (X1)
) dXj (X−11 (x1))
dX−11 (x1)
dX−11 (x1)
dx1
− dX
−1
1 (x1)
dx1
= K1
(
X−11 (x1)
) dX1 (X−11 (x1))
dX−11 (x1)
dX−11 (x1)
dx1
− dX
−1
1 (x1)
dx1
= K1
(
X−11 (x1)
)− dX−11 (x1)
dX1
Particularizando la última expresión respecto a U = x−11 (x1) se tiene
∂k
∂x1
= (X (U)) = K1 (U)
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3.4 Linealización exacta
Los ingenieros e investigadores que trabajan en el mundo de la robótica llegaron a obtener
de manera empírica leyes de control altamente soﬁsticadas basadas directamente en los mod-
elos no lineales de dichos sistemas. El método más conocido, el cual constituye la base del
enfoque de linealización exacta, es el método conocido como método del control o par calcu-
lado, donde estos controladores se reinterpretarán, más adelante, como provenientes de ciertas
transformaciones, dependientes del estado, llevadas a cabo en el espacio de los controles.
Dado el siguiente sistema:
Figura 2. Diagrama de bloques del modelo no lineal
El anterior sistema en variables de estado esta dado por:
x˙1 = x2
x˙2 = −g
a
senx1 + usenx1cosx1
donde la variable de control u debe ser, necesariamente, positiva. La ﬁgura 3 representa,
mediante un diagrama de bloques, el sistema no lineal en lazo abierto.
Figura 3. Diagrama de bloques del sistema en lazo abierto
A primera vista, este sistema sólo exhibe no linealidades en la ecuación donde aparece la
variable de control u. La cadena de dos integradores, mostrada en la Figura 3, es sugestiva de
una estructura prevalecientemente lineal. Donde se deﬁne la entrada auxiliar v como:
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v = −g
a
senx1 + usenx1cosx1
No hay duda de que el sistema obtenido es perfectamente lineal desde esta nueva entrada v,
es decir,
x˙1 = x2
x˙2 = v
Evidentemente, el problema de estabilizar la posición a un valor deseado X; la especiﬁcación
de una ley de control por realimentación lineal del estado v = −K1 (x1 −X)−K2x2 lograría
tal efecto sin mayores complicaciones.
De hecho la ley de control:
v = −2ζωnx2 − ω2n (x1 −X)
produce un sistema lineal estable en lazo cerrado
x˙1 = x2
x˙2 = 2ζωnx2 − ω2n (x1 −X)
cuyas trayectorias convergen asintóticamente al punto de equilibrio deseado, dado por x1 =
X, x2 = 0. El control original u que debemos utilizar para sintetizar la entrada auxiliar, se
obtiene
−g
a
sen (x1) + usen (x1) cos (x1) = v = −2ζωnx2 − ω2n (x1 −X)
Donde
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u =
1
sen (x1) cos (x2)
[
2ζωnx2 − ω2n (x1 −X) +
g
a
sen(x1)
]
la cual ciertamente constituye una ley de control basada en realimentación no lineal del vector
de estado. El control se obtuvo sin hacer ninguna aproximación.
3.5 Programación de la Ganancia Difusa
La restricción de las técnicas clásicas de asignación de ganancias al comportamiento del sis-
tema de puntos prácticamente operativos, que no tiene en cuenta la dinámica de los sistemas
transitorios y, además, impone un requisito de variación lenta, ha llevado al desarrollo de
técnicas de programación de ganancia difusa. La programación de ganancia difusa se orig-
ina en la idea de relajar estas restricciones, manteniéndose estrecha- mente relacionada con
el enfoque clásico de programación de ganancias [30]. La literatura y la investigación para
modelar difuso y los métodos de diseño del controlador son abundantes y extensos, [28] No es
la intención de dar una visión general del modelado difuso en este punto. En este capítulo,
se da una breve descripción de los métodos difusos que conducen a la obtención de la progra-
mación de las mismas técnicas. La base de la programación de la ganancia difusa es un modelo
difuso o la denominada representación múltiple del modelo múltiple. Un controlador difuso,
está fundamentado en la teoría de conjuntos difusos y en la lógica difusa propuestas por Lotﬁ
Zadeh [39] como un modo matemático de representar la vaguedad e imprecisión existente en
el lenguaje, objetos físicos reales y en la forma de pensar del ser humano. Tal controlador
está formado por las siguiente unidades: Interfaz de "Fuzziﬁcación", la Base de Conocimiento
integrada por una Base de Datos y por una Base de Reglas, el Mecanismo de Inferencia y,
ﬁnalmente la Interfaz de "Defuzziﬁcación". Un sistema de control difuso generalmente emplea
el modelo de MAMDANI o el modelo de TAKAGI-SUGENO (TS). Este último fue propuesto
por Takagi y Sugeno [34] y posteriormente desarrollado por Sugeno y Kang [35]. La principal
diferencia entre ambos modelos radica en el consecuente de las reglas difusas que conforman
la base de reglas del sistema. En el modelo de Mamdani se emplean conjuntos difusos en
el consecuente, los cuales pueden ser lineales, no lineales o "singletons"; mientras que en el
modelo TS se emplea una combinación lineal de las variables de entrada del sistema difuso.
Otra característica interesante es que combina una descripción matemática y una descripción
lingüística en un solo modelo, esto es importante en aplicaciones en donde se puede reﬂejar
el conocimiento de un experto mediante reglas difusas "If-Then" y el modelo matemático que
se dispone es incompleto o muy complejo para ser empleado en el diseño de un sistema de
control. En la Figura 4, se puede apreciar la estructura del controlador difuso.
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Figura 4. Estructura del Controlador Difuso.
La ganancia programada es una técnica clásica, de amplio uso en la industria, constituye
una forma de atacar la restricción local de la técnica de linealización de las ecuaciones no
lineales de un sistema. La mencionada técnica es, en esencia, una aproximación intuitiva y
profundamente heurística que ha cobrado fuerza e interés en la comunidad cientíﬁca debido a
su éxito en una amplia variedad de problemas de control.
El procedimiento general de tal técnica evoluciona en los siguientes términos:
1. Linealizar las ecuaciones dinámicas del sistema no lineal alrededor de un conjunto de
puntos de equilibrio.
2. Determinar un controlador para cada modelo lineal a través de un método convencional
de sistemas lineales invariantes en el tiempo (LTI).
3. Construir una ley de control global, que puede consistir en la interpolación de parámetros
de los controladores locales.
4. Asegurar la estabilidad y el desempeño del sistema no lineal, a lo largo de los puntos
intermedios mediante simulaciones intensivas. Se describe la ecuación del sistema no
lineal.
∑
: x˙ (t) = g (x (t)) + h (x (t))u (t)
Donde x (t) XC<n es el vector de estado, X es un conjunto abierto, u (t) C<m es el vector
de control, U es el conjunto de todos los controles admisibles de manera que u (t)  U C <m es
una función medible. El espacio de operación S es ψ = (x, u)  ψ g y h; ψ → X es C1 y por lo
tanto cumple con la condición de Lipschitz en vecindades de los puntos de equilibrio en y. De
igual forma podemos deﬁnir un espacio de ganancia programa Z constituido por la variable de
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programación z (t)  Z C <n esta ultima es una función temporal que depende de las variables
medibles: (en general) estados, entradas y señales exogenas; y que por lo tanto proporciona
información sobre las ganancias operativas [34]. En muchos casos existirá una función σ : ψ →
Z que proyecta y en el espacio de ganancia programada que es de menor dimensión dim (z) <
dim (ψ) . Suponga que existe un manifold de equilibrio parametrizado por la variable de
programación Z, lo que garantiza la existencia de funciones continuas xo : Z → X, uo; Z →
U, tales que g
(
x0 (z)
)
+h
(
x0 (z)
)
u0 (z) = 0 . El sistema lineal de parámetros variables (LPV),
S (z) que representa a S a lo largo de la trayectoria
(
x0 (z) , u0 (z)
) ∀z  Z es z,
∑
(zj) : x˙ (t) = gL (x (t)) = hL (x (t)u (y)) = A (zj)
(
x (t)− x(j)eq
)
= B (zj)
(
u (t)− u(j)eq
)
donde
(
x
(j)
eq , u
(j)
eq
)
=
(
x0 (zj) , u
0 (zj)
)
son los puntos de equilibrio, y las funciones gL y hL son
las aproximaciones de g y h, respectivamente, implantando un controlador global C, a través
de una programación de controladores lineales C = UJC
(j)
L empleando mediciones en linea de
la variable z.
3.6 Modelo de la red neuronal del Cerebelo
El controlador propuesto comprende una red neuronal cerebral bi-hemisférica y un controlador
no lineal [ﬁgura 5]. El controlador no lineal ayuda al controlador cerebral mientras este se
encuentra en el proceso de aprendizaje. Por lo tanto, los parámetros del controlador no linea,
fueron diseñados de manera que el controlador solo puede equilibrar inicialmente el sistema.
Figura 5. La estructura del controlador propuesto que hace que la red cerebelosa bi-hemisférica
(caja gris) y el controlador no lineal.[17]
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La estructura de la red cerebral se conﬁguró de acuerdo con el bien deﬁnido microcircuito
del cerebelo [ﬁgura 6], que ha sido ampliamente estudiado [33]. Entre los tipos celulares
encontrados hasta ahora en la corteza cerebral, se incorporaron las siguientes células, ya que
sus propiedades ﬁsiológicas y anatómicas se entienden bien: células Gr, células Go, células
Ba/St y células Pk. Las entradas al cerebelo son transportadas a través de ﬁbras musgosas
(mf). En el folículo cerebral involucrado en el aprendizaje del motor, se postulan mf para
proporcionar las señales de movimiento deseadas, la copia de eﬁciencia de los comandos del
motor y las señales de error (trayectoria deseada - trayectoria real). Estos mf intervienen Gr
y Go. Go reciben la entrada de excitación de las células Gr mientras se proyectan de vuelta
a las células Gr a través de las sinapsis inhibitorias, formando un bucle de retroalimentación
negativa para regular las actividades de Gr. Gr axones llamadas ﬁbras paralelas (pf) a
bifurcar e intervenir tanto Ba/St células y células PK a través de sinapsis excitatorias. Las
células Ba/St se proyectan a células Pk a través de sinapsis inhibidoras, formando una vía
de alimentación negativa hacia las células Pk. Entre estas células en la corteza cerebral, las
células PK son el único tipo de células que envía el axón a regiones extra-cerebelares. Las
células Pk reciben otra entrada del núcleo olivar inferior (IO) a través de ﬁbras de escalada
(cf) que se muestra para transmitir información de error de control. Esta entrada cf a
las células Pk induce plasticidad sináptica en las sinapsis Gr−Pk. Cuando Gr y cf son
simultáneamente activos, la eﬁcacia de la transmisión sináptica disminuye (depresión a largo
plazo:LTD), mientras que cuando Gr solo está activo si la eﬁcacia aumenta (potenciación a
largo plazo: LTP ). Mediante estos mecanismos, las entradas de pf erróneas (actividad Gr)
que causaron error de control están sujetas a reducción, mientras que las entradas pf que no
causan error de control se incrementan. De esta manera, cada salida de la célula Pk se ajusta
para que el error de control sea minimizado [6].
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Figura 6. Microcircuito del cerebelo incluyendo células (Gr), células de Golgi (Go), células
(Ba/St) y células(Pk), ﬁbras musgosas (mf), ﬁbra paralela (pf), núcleo olivar (IO) y Fibras
de escalada (cf).
La red neuronal cerebral bihemisférica consta de dos hemisferios idénticos, cada uno de los
cuales incluye células 755Gr, 5 Go, 5 Ba/St, 1 Pk. Estos números fueron lo máximo posible
con el que el controlador puede funcionar en tiempo real mientras se preserva lo más cerca
posible de la proporción real de la población celular y las relaciones de convergencia y diver-
gencia de cada tipo de célula [9]. Hay ocho tipos demf cada uno de los cuales lleva la siguiente
señal:
1. Ángulo deseado de la inclinación del cuerpo (rad),
2. Inclinación del cuerpo deseada velocidad angular (rad/s),
3. Ángulo deseado del plato (rad),
4. Ángulo deseado (Rad),
5. Error de control angular de la inclinación del cuerpo (rad),
6. Error de control del ángulo de inclinación del cuerpo (rad),
7. Control de la velocidad angular de la inclinación del Error (rad),
8. Eﬁciencia de comando del motor.
Cada modelo de célula se describe de la siguiente manera:
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XGr =
7∑
mf=1
WGrmf · Ymf +
5∑
Go=1
WGrGo · YGo
YGo =
2
1 + e−XGO/u
− 1
XBa/St =
755∑
Gr=1
WBa/StGr · YGr
XPk =
755∑
Gr=1
WPkGr · YGr
YBa/St =
2
1 + e−XBa/St/u
− 1
Ypk =
755∑
Gr=1
WPkGr · YGr +
5∑
Ba/st=1
WPkBa · YBa/St
Donde Y es la salida no lineal de cada célula, W representa el peso sináptico entre la celda
x y la célula y. Los subíndices Gr, Go, mf , Pk y Ba/St son parámetros para Gr, Go, Pk y
Ba/St respectivamente.
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4 IMPLEMENTACIÓN DEL SISTEMA
El Ball and beam (Bola y la plato) es un sistema inestable no lineal, multi-variable y de
bucle abierto. Existen básicamente dos problemas de control: la estabilización de puntos y el
seguimiento de trayectorias. En la estabilización de puntos, el objetivo es llevar la bola a una
posición especíﬁca y mantenerla allí. En el control de seguimiento de trayectoria, el objetivo
es hacer que la pelota siga una trayectoria predeﬁnida (lineal, cuadrada, círculo y curva de
Lissajous) [42]. El sistema consiste en una placa pivotada en su centro de tal manera que
la pendiente de la placa puede ser manipulada en dos direcciones perpendiculares. Para la
inclinación de la placa se utiliza un sistema servo que consiste en una tarjeta controladora de
motor y dos motores paso a paso. Sistema de visión inteligente se utiliza para la medición de
una posición de la pelota. La tarea de control básico es controlar la posición de una pelota
que rueda libremente sobre una placa. El sistema Ball & Plate es un sistema dinámico con
dos entradas y dos salidas. Ambas coordenadas pueden ser controladas independientemente
ya que sus interacciones mutuas son insigniﬁcantes debido a la baja velocidad y velocidad de
aceleración del movimiento de la bola. El sistema es naturalmente muestreado ya que tanto
los actuadores como los sensores son de naturaleza digital discreta.
El sistema utiliza una cámara como sensor, actuadores y ley de control para manipular los
servos en una estabilización de retroalimentación utilizando dos grados de libertad. El concepto
del sistema de bola y plato es un sistema simple que es un circuito abierto inestable. Sin un
sistema de control de retroalimentación activo, el plato horizontal se inclinará hacia ambos
lados y la pelota rodará hacia fuera del extremo del plato. Con el ﬁn de estabilizar la bola, se
aplica un sistema de control medir la posición de la bola y ajustar el plato en consecuencia, el
objetivo de este es mantener una bola en una plataforma dentro de un límite predeterminado.
La función de la cámara es monitorear la posición de la pelota. Cuando la bola se mueve
fuera del límite, el sensor enviará señales al controlador para determinar las coordenadas
necesarias para estabilizar el bola a su lugar designado. El controlador y los servos controlarán
simultáneamente el cabeceo para centrar la pelota dentro del límite.
4.1 Descripción del sistema Ball and Plate
Para diseñar un sistema de control que controle con precisión la posición de la pelota, debe
desarrollarse un modelo altamente preciso de toda la dinámica del sistema. A medida que
aumenta la precisión del modelo, disminuirá la incertidumbre a tratar por el esfuerzo de
control. El modelo proviene de la ecuación general de movimiento para un sistema de varios
cuerpos,
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M (θ) θ¨ +B
(
θ˙
)
+ C
(
θ, θ˙
)
θ˙ +G (θ)
Donde M es la matriz de masa-inercia del sistema, B es el termino de fricción, C es la matriz
de acoplamiento de velocidad y G es el vector de carga de gravedad, donde
G (θ) =
[
−magsen (θ1) lca1magcos (θ1) lca2 −mbgsen (θ1) cos (θ2) lcb1 −mbgcos (θ1) lcb2mbgsen (θ1) sen (θ2) lcb3
−mbgcos (θ1) sen (θ2) lcb1 −mbgcos (θ1) cos (θ2) lcb3
]
Debido a esto, el sistema debe ser linealizado alrededor de una condición, en la que las derivadas
de estado son cero, es decir
(
θ˙, θ
)
= (0, θd) Este punto de funcionamiento debe especiﬁcarse
en la región angular en la que el sistema pasará la mayor parte de su tiempo, en nuestro caso
θd = 0. La linealización del sistema puede deducirse de la siguiente manera: La matriz de
inercia de la masa se puede evaluar simplemente en Θ = θd Debido a los términos no lin-
eales trigonométricos del vector de carga por gravedad, utilizamos una expansión de la serie
de Taylor, manteniendo sólo los términos lineales, y usamos la hipótesis de ángulo pequeño:
sen (θ) ≈ θ y cos (θ) ≈ 1. Puesto que G es la función de ambos ángulos, f (θ1, θ2) evaluamos
el gradiente G para determinar los términos derivados de la expansión de la serie de Taylor
con respecto a ambas variables. La matriz de acoplamiento de velocidad C desciende comple-
tamente ya que todos los términos implican un términoθ2 el termino de fricción, B el resultado
de esta linealización es:
M (θd) θ¨ +
∂G (θd)
∂θ
(θ − θd) + fv θ˙ = Bu− Fcsgn
(
θ˙
)
Donde Bu representa el control de torque, para facilitar la ley de control la realimentación
de estado es u = −kx ; se debe formar la realización de espacio de estado para este sistema
dinámico. Deﬁniendo nuestro vector de estado como:
x =
[
θ1 θ2 θ˙1 θ˙2
]T
Podemos resolver para las variables de estado
x1 = θ − θd
x2 = θ
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x˙1 = x2
x˙2 = M
−1 (θd)
[
Bu− fcsgn
(
θ˙
)
− fvx2 − ∂G (θd)
∂θ
x1
]
Tratando a Bu como la entrada de control y a Fcsgn
(
θ˙
)
como la perturbación de entrada, la
ecuación de espacio de estado se convierte en:
x˙ =

0 0 1 0
0 0 0 1
−M−1 (θd) ∂G
∂θ︸ ︷︷ ︸
2x2
−M−1Fv︸ ︷︷ ︸
2x2
x+

0 0
0 0
M−1 (θd) 0
0 M−1 (θd)
u
y =
[
1 0 0 0
0 1 0 0
]
x
Con este sistema linealizado, podemos diseñar una ley de control que controlará la posición
angular de la placa basándose en la entrada. Además del sistema lineal de la placa, la respuesta
de la bola a la posición de la placa debe ser considerada. Aunque debería bastar tratar el
sistema de bola y placa como dos sistemas de bola disociados. Además, ignoraremos cualquier
fricción de rodadura que pueda ocurrir entre la bola y la placa. Esto simpliﬁca enormemente
el modelo y facilita el diseño del control. A partir del diagrama de cuerpo libre de la ﬁgura[7],
podemos obtener las ecuaciones dinámicas que rigen el movimiento de la bola [44]:
Figura 7. Diagrama de Cuerpo libre del sistema Ball And Plate
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(
J
r2
+m
)
x¨+mgsen (θ) = 0
x¨ = −mgsen (θ)(
j
r2
+m
)
x¨ = − mg(
j
r2
+m
)
θ
Usando la aproximación de ángulo pequeño sen (θ) ≈ θ, se obtiene la siguiente ecuación,
donde J es la inercia de la bola, r es el radio de la bola, m es la masa de la bola y g es la
constante gravitatoria. Ampliado a dos dimensiones, la realización espacio-estado del sistema
se convierte en:

x˙
y˙
x¨
y¨
 =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0


x
y
x˙
y˙
+

0 0
0 0
− mg(
J
r2
+m
) 0
0 − mg(
J
r2
+m
)
 θ
También se puede linealizar bajo las siguientes condiciones,
−by˙ +mgsenθ = my¨
donde las ecuaciones de estado
x1 = y x˙1 = y˙ x˙1 = x2
x2 = y˙ x˙2 = y¨ x˙2 = − B
M
+mgsenθ
y θ = u, u0 = 0, x10 = 0 x20 = 0, entonces
4x˙1 = 4x2
36
4x˙2 = −B
m
4x2 + gcosu04u
4x˙ =
[
0 1
0 − BM
]
4x+
[
0
gcosu0
]
4u
El polinomio deseado
pd = s2 + α1s+ α2
El polinomio en lazo cerrado
plc (s) = det (SI −A+Bk)
plc = s2 + g (cosu0) k2︸ ︷︷ ︸
α1
s+ g (cosu0) k1︸ ︷︷ ︸
α2
por consiguiente
k1 =
α2
gcosu0
k2 =
α1
gcosu0
4u = − α2
gcosu0
4x1 − α1
gcosu0
4x2
∂f
∂u
|4up.Ope=
∂f
∂x1
|4x1p.Ope +
∂f
∂x2
|4x2p.Ope
donde u = f (x1, x2) y f = −senu
u = sen−1
(
−α2
g
x1 − α1
g
x2
)
+ u0
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4.2 Sistema de Adquisición
En los procesos automáticos, unos de los sensores que más provee información de una escena es
una cámara digital y es el dispositivo fundamental del área de visión por computador. Como
en todo proceso de metrología cuando se va utilizar un sensor en un sistema de medida, es
necesario realizar un proceso de calibración que consiste en la estimación de los parámetros
intrínsecos y extrínsecos de la cámara. Por otro lado existen algunos enfoques que utilizan
transformaciones lineales que permiten obtener una medida de un objeto, basándose en la
cantidad de pixeles que ocupa el objeto dentro de la imagen.
La geometría proyectiva es aquella que trata las propiedades que se conservan bajo proyec-
ciones. Tiene aplicaciones en visión artiﬁcial, funcionamiento de cámaras, reconstrucción de
imágenes bidimensionales en tres dimensiones, etc... Es la geometría asociada al modo en que
el ojo humano percibe el mundo. Como es bien conocido un punto en el plano puede ser repre-
sentado por un par de coordenadas(x, y) en <2. Una línea en el plano se representa por medio
de la ecuación ax + by + c = 0, l = (a, b, c)T , donde un punto en coordenadas homogéneas
se representa como x = (x, y, 1)T [46]. Donde sabemos que la intersección entre dos lineas o
dos puntos se puede encontrar haciendo el producto cruz de estas. Partiendo de la deﬁnición
anterior, geométrica-mente podemos hablar de los puntos y lineas de desvanecimiento, que nos
servirán de mucha ayuda para la implementación en esta tarea; El punto de desvanecimiento
de una linea como se observa en la ﬁgura [8] donde la escena es obtenida interceptando la
imagen de la linea con un haz paralelo[47].
Figura 8. Linea de Desvanecimiento
La calibración de un cámara consiste en el cálculo de una transformación lineal P3 → P2,
entonces para el cálculo de esta transformación P es necesario la matriz de transformación,
donde esta se deﬁne como
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P =
[
M | P4
]
realizando la descomposición QR se obtiene que:
M = KR
Entonces P se puede expresar como
P = K
[
R | T
]
Donde K esta dado por
K =
αx s x00 αy y0
0 0 1

• αx = Distancia focal en x.
• αy = Distancia focal en y.
• s = Skew o deformación del pixel.
• x0 = Punto Principal o centro óptico en x.
• y0 = Punto Principal o centro óptico en y.
Un típico enfoque para el calculo de la línea de desvanecimiento, es calcular dos puntos de
desvanecimientos y con estos puntos poder calcular la línea, Por lo tanto el punto de desvanec-
imiento v1 se deﬁne como:
v1 = l1 · l2
Donde
• l1 = p1 · p2
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• l2 = p3 · p4
El punto de desvanecimiento v2 se deﬁne como:
• l3 = p1 · p4
• l4 = p3 · p2
Entonces la linea de desvanecimiento esta dada por:
Lv = v1 · v2
Por consiguiente para calcular el punto de desvanecimiento superior es necesario aplicar el
siguiente procedimiento:
Lv1 = B1 · T1
Lv2 = B2 · T2
Donde,
• B1 es el punto de tierra del objeto a medir.
• T1 es el punto superior del objeto a medir.
• B2 es el punto de tierra del objeto de referencia.
• T2 es el punto superior del objeto de referencia.
Entonces el punto de desvanecimiento V se deﬁne como:
V = lv1 + lv2
Para realizar el cálculo de la longitud del objeto dada una referencia , es necesario haber
calculado la linea de desvanecimiento y el punto de desvanecimiento correspondiente a los
segmentos de linea generados por el objeto a medir y la longitud del objeto de referencia. Por
lo tanto dado la linea de desvanecimiento lv y el punto de desvanecimiento superior V , el
procedimiento es:
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• Calcular el punto de desvanecimiento u = (B1 ·B2) · lv
• Estimar T˜1 = (T1 · u) · (V ·B2)
• Calcular L3 que es la linea paralela l1 desde B2
 Esto se logra despejando c′ de
[
l1x l1y c
′
]B2xB2y
1
 = 0
• Calcular T˜2 = (T1 · T2) · L3
• Calcular T˜1n =
(
T1 · T˜1
)
· L3
• Calcular la distancia euclidiana T˜2, T˜1n y V .
• Realizar la transformación lineal de las distancias euclidianas
[
dT1
1
]
,
[
dT1n
1
]
y
[
dV
1
]
Con la transformación homogénea
H
[
1 0
1 −dV
]
• Calcular la longitud del objeto medido,
d1 = d2
(
dT1n (dV − dT2)
dT2 (dV − dT1n)
)
Donde d2 es la longitud del objeto de referencia.
Como se muestra en la ﬁgura [9] se puede observar los segmentos de lineas y los puntos de
intercepción que permiten el calculo de esta longitud[48].
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Figura 9. Mediciones aﬁnes en 3D y su reconstrucción
4.3 Control inverso y algoritmo de aprendizaje del modelo del cerebelo
Los modelos computacionales inspirados en el cerebro han demostrado soluciones eﬁcientes a
los problemas de ingeniería como la información sobre la función de los sistemas biológicos.
Una estructura cerebral ampliamente estudiada y modelada es el cerebelo, que está involucrado
en la cognición y en el aprendizaje motor y la coordinación. Los modelos computacionales
del cerebelo y su interpolación exitosa en aplicaciones de ingeniería han sido ampliamente
reportados. Además, las aplicaciones en conﬁguraciones robóticas son también prominentes
e incluyen el control de la planta ocular, el control de los músculos neumáticos, el control de
los brazos robóticos, el control de los robots móviles y el control de los sistemas de péndulo
invertido y el Ball and Plate; Una característica comúnmente explotada en estos modelos es
la plasticidad del cerebelo. El cerebelo cambia adaptativamente la eﬁcacia de sus conexiones
sinápticas dada la actividad de una señal de enseñanza. Al incorporar un mecanismo de
plástico, los modelos del cerebelo también han mostrado capacidades adaptables.
La entrada (CF ) al cerebelo se considera que lleva la información de error requerida para
mejorar las habilidades motoras como base para el aprendizaje motor. En general, los errores
de movimiento están relacionados con la discrepancia entre el movimiento a realizar y el
movimiento realmente producido, estos son detectados por sistemas sensoriales cuyas salidas
se utilizan para actualizar las órdenes del motor de modo que los errores en curso se reduzcan en
el movimiento futuro.[] Por lo tanto, existen dos tipos de posibles señales de error que pueden
usarse para impulsar la plasticidad sináptica cerebral, la primera, el error de codiﬁcación de
la salida sensorial cinemáticas del movimiento (error sensorial: SE), y la segunda la salida
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de los sistemas pre-motoras que codiﬁcan el error en el comando del motor (error del motor:
ME). [49]
Por ejemplo, en el caso de un movimiento de seguimiento del ojo llamado búsqueda lisa que se
inicia cuando intentamos seguir un objetivo visual con los ojos, el error de movimiento es la
desviación de la velocidad del ojo de la velocidad objetivo. Este error de movimiento provoca
un deslizamiento de la imagen objetivo sobre la retina que es detectada por la red neuronal
de la retina. Por tanto, la salida de la retina que codiﬁca la cinemática de deslizamiento
de imagen es SE. Una vez que se detecta el resbalón de la imagen, el sistema de búsqueda
suave trabaja para reducirlo modiﬁcando las órdenes del motor enviadas a los músculos extra
oculares.[50,51]
Las fuentes de SE y ME se generan a partir de la vía no cerebelosa. Es decir, la señal SE se
calcula a partir de la diferencia entre el movimiento deseado y el movimiento actual. Trans-
porta componentes de error de posición y velocidad en coordenadas cinemáticas (expresadas
en unidad de ángulo: rad), mientras que ME se calcula como la salida del controlador, que
representa un error en las coordenadas dinámicas del comando del motor. Donde las ecuaciones
para SE y ME para el sistema es,
SEmotor = a1φ (t)e + a2φe (t)
SESistema = a1φe (t) + a2φe (t) + b1φe (t) + b2φe (t)
ME = C1 · controlador no lineal.
Donde el subíndice "e" denota error y corresponde a la diferencia entre el movimiento deseado
y el cedido. La regla de aprendizaje que gobierna la adaptabilidad del controlador propuesto
sigue el teorema de Hebb, donde las eﬁciencias sinápticas entre las célulasGr y Pk se actualizan
de acuerdo con la presencia de la señal de error de control transmitida por la actividad cf
(salida Controlador No lineal) como sigue [36,37]:
∆WPkGr (t) = γLTD,LTP · YGr · (Cf (t)− cf)
WPkGr (t+ 1) = WPkGr (t) + ∆PkGr (t)
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Donde WPkGr (t) es un peso sináptico entre una celular Gr y una célula Pk, Cf (t) es la
entrada de ﬁbra de escalada, y cf es una actividad espontanea de nivel DC, esta juega un
papel importante en la coordinación del control del motor bilateral en el cerebelo [34,39].
El uso de este algoritmo de aprendizaje con actividad Gr y cf produce un control estable
y ﬂexible para el sistema, mientras que cuando sólo existe actividad de Gr se produce LTP
con ciertas variaciones que son muy inestables para el control del sistema. Las tasas de
aprendizaje tienen valores pequeños, ya que esto representa compensación a la velocidad de
aprendizaje y la carga computacional. Los hemisferios izquierdo y derecho, aunque comparten
la misma estructura, la entrada de ﬁbra escalada se diferencia y se divide en izquierda y
derecha cf . El hemisferio izquierdo que gobierna el movimiento hacia delante de la planta
recibe principalmente señal de movimiento de error hacia adelante, mientras que el hemisferio
derecho que gobierna el movimiento hacia atrás de la planta recibe principalmente componentes
de error hacia atrás. Aunque la adaptación de cada hemisferio es impulsada principalmente
por un error de movimiento lateral preferido (error directo en el caso del hemisferio izquierdo),
el cf codiﬁca el error de movimiento lateral no preferido (movimiento hacia adelante en el caso
del hemisferio izquierdo), tal como el que se muestra en la célula Pk.
El controlador de la red neuronal cerebral bihemisférica conﬁgurado tiene una arquitectura
anatómicamente realista en términos de las proporciones del número de cada tipo de célula
y conexiones sinápticas, sin embargo, puede ejecutarse en tiempo real para el control de un
sistema. Un solo controlador del hemisferio controlado con éxito el sistema se equilibra y
alcanza su estado estable a la espera de nuevas perturbaciones. La regla de aprendizaje
empleada también se actualizó para ser más realista al llevar principalmente información de
error unilateral [41]. Por lo tanto, el hemisferio izquierdo encargado del movimiento hacia
adelante recibe principalmente un error de movimiento hacia delante, y el hemisferio derecho
recibe principalmente un error de movimiento hacia atrás.
La entrada de CF al modelo del cerebelo, lleva la información de error requerida para conducir
la plasticidad a las sinapsis paraleles pf −Pk como base para el aprendizaje motor, se calcula
en el modelo a partir de la diferencia entre el deseado y el movimiento real. La entrada CF
lleva componentes de error de posición y velocidad en coordenadas cinemáticas (expresadas
en unidades angulares, rads). El erro sensorial se dividió en errores hacia adelante y hacia
atrás (error sensorial > 0 ) donde la actividad espontanea CF toma valores aproximados a
cero, donde la reducción de la actividad cf por debajo de su velocidad espontanea de un
1Hz aproximadamente se correlacciona con errores sensoriales producidos en la dirección no
indicada. Por lo tanto, cada hemisferio se conﬁgura para recibir una entrada que contenga
información de principalmente una dirección del movimiento del robot, es decir, el hemisferio
izquierdo recibió principalmente un error sensitivo hacia adelante, mientras que el hemisferio
derecho recibió un error sensitivo hacia atrás.
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5 RESULTADOS Y CONCLUSIONES
En este capítulo se recopilan los resultados de las diferentes técnicas de control no lineal
presentadas en la capítulo 3, además de presentar la estimación del modelo lineal como se
presenta en la capítulo 2. Los resultados son mostrados mediante simulación y en tiempo real
usando un prototipo bidimensional llamado ball and plate, para probar el desempeño de los
controladores se plantea una serie de pruebas, las cuales consisten en llevar el sistema a una
referencia especíﬁca, tomando el tiempo que tarda el proceso en realizar esta acción y el error
obtenido una vez la salida estabilice. Hecho esto se procederá a perturbar el proceso y se
tomaran nuevamente las medidas mencionadas. Esta prueba se repetirá al menos tres veces
en puntos de referencia diferentes con el ﬁn de observar la adaptación del sistema en diferentes
puntos de operación.
5.1 Sistema de visión
Basados en la teoría de geometría epipolar como se muestra en el capítulo 4, después de re-
alizarse la calibración de la cámaras del sistema físico, se realizó unas pruebas para determinar
el porcentaje de error en la medida de la posición de la bola sobre el plato.
Tabla 1. Validación del sistema de visión
De la tabla anterior se tiene la posición real medida sobre el plato y se compara con la
posición obtenida mediante el sistema de visión para poder determinar la veracidad de los
datos encontrados. Se realiza una toma de coordenadas del ping pong sobre el plato el cual
estuvo en 3 posiciones diferentes, dado estos valores se encontró el error cuadrático en cada
posición, al igual que la suma total de los diferentes errores cuadráticos para cada posiciones, y
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determinando así dado los resultados que el sistema de visión obtiene una buena representación
del mundo físico en la parte virtual.
5.2 Identiﬁcación por mínimos cuadrados y el control bioinspirado en el
modelo del cerebelo
Para el sistema bidimensional del ball and plate se obtienen dos modelos que determinen la
salida estimada para cada eje del plato. Los modelos se representan en función de transferencia
de tercer orden, donde los parámetros del numerador y denominador fueron estimados de
manera experimental con un tiempo de muestreo de 100ms y a su vez el controlador será
realizado bajo el mismo tiempo de muestreo. Todas las gráﬁcas que se presentan a continuación
poseen un eje x el cual corresponde al tiempo en segundos y un eje y el cual corresponde a la
posicione en centímetros.
5.2.1 Identiﬁcación del sistema
Introduciendo valores de forma experimental para generar movimientos en todo el rango de
operación del sistema, se obtienen una serie de valores de entrada u (k) y salida y (k) durante
120 segundos. Dado los movimientos en el plato podemos observar el comportamiento en el
eje x en la ﬁgura [10].
Figura 10. Estimación de parámetros para el eje x
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Como se observa en la ﬁgura anterior, la estimación del sistema tiene un comportamiento
idóneo dado que la salida estimada se encuentra sobre-puesta en la salida real, por ende los
valores que se obtuvieron son utilizados para representar la dinámica del eje x del plato, así
como se observa en la siguiente ecuación:
H (z) =
0.0340482z2 + 0.0975331z − 0.238661
z3 + 1.12029z2 − 0.0914312
Para el eje y, también se observa el comportamiento de la estimación utilizada para determinar
los parámetros que representen dicho eje del plato como se muestra en la ﬁgura [11].
Figura 11. Estimación de parámetros para el eje y
Al igual que la respuesta de la ﬁgura [10], se observa que la estimación encuentra unos parámet-
ros muy cercanos a la planta, y su representación en función de transferencia está dada por:
H (z) =
−0.0115444z2 − 0.977724z − 0.668972
z3 + 4.1573z2 − 3.89773
5.2.2 Simulación del controlador sobre la planta estimada
A partir de las ecuaciones anteriores, se determinaron los parámetros del controlador de es-
tructura clásica llamado polinomial generalizado el cual se abordo su teoría en el capitulo
4.
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Parámetros del controlador Eje x Eje y
p1 2.3608 -0.426
p2 -11.3577 2.78
p3 31.9423 5.6466
l0 75.4195 28.6904
l1 33.0461 -10.9975
l2 17.8976 -4.1212
Tabla 2. Constantes de los controladores clásicos para el sistema
Después de encontrar los valores de las incógnitas del controlador se obtuvieron los datos de la
ganancia de seguimiento de referencia llamada M (q)−1 los cuales se muestran a continuación
para cada eje del sistema:
Ganancia de seguimiento de referencia Eje x Eje y
M (q)−1 1.0105 1.30102
Tabla 3. Ganancias de seguimiento de referencia para los controladores clásicos
Después de obtener el controlador clásico se acopla con el modelo del cerebelo de tal forma
que el sistema sea capaz de entrenar la red y lograr una nueva acción de control para mejorar
la respuesta del sistema. A continuación se presenta la simulación de la respuesta del sistema
aplicando el controlador diseñado previamente para ambos ejes.
Figura 12. Simulación del controlador en el modelo del cerebelo Eje x
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Figura 13. Simulación del controlador en el modelo del cerebelo Eje y
De la ﬁgura [11,12], se observa que el controlador logra llevar las salidas del sistema a un
valor de referencia deseado. La salida no presenta oscilaciones ante el cambio de referencia
para ambos ejes y además se observa que el error en estado estacionario es de cero, por lo que
se determina que el sistema de control funciona de una manera eﬁciente para los parámetros
estimados sobre el ball and plate.
5.2.3 Controlador MIMO en tiempo real
Se presentan los resultados obtenidos sobre la planta real, donde se utilizó un controlador
bioinspirado en el cerebelo. El controlador posee dos partes las cuales fueran mencionadas en
la subsección anterior, la primer parte hace referencia al controlador lineal el cual se encontrara
de forma adaptativa y los valores encontrados en la parte anterior son los valores iniciales del
sistema, y por último se suma la red neuronal obteniendo así el controlador completo.
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Figura 14. Respuesta del sistema en tiempo real Eje x
Figura 15. Respuesta del sistema en tiempo real Eje y
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De la ﬁgura [14,15], podemos observar el seguimiento de referencia que realiza el sistema y el
cual posee un error en estado estacionario para ambos ejes. Para el eje x se observa que el
sistema de control intenta reducir el error en estado estacionario pero dada la dinámica de la
planta se le diﬁculta un poco más, además de que el aprendizaje de la red para esta salida es
lento y se demora bastante para realizar efecto sobre la acción de control de estructura clásica.
En el eje y se observa un error en estado estacionario mucho menor y se determina que el
aprendizaje de la red neuronal es mucho mejor y más rápido en esta salida del sistema dado
el comportamiento durante todo el tiempo de funcionamiento.
La tabla siguiente muestra los datos obtenidos al variar los puntos de referencia, donde el
tiempo mostrado es el periodo que tardaron ambas variables en estabilizarse. Como se puede
observar los errores continúan siendo mínimos dado el fuerte acople del mecanismo, por lo que
se acepta la respuesta del controlador y se determina que con más tiempo de funcionamiento
se logra mejorar automáticamente la respuesta del sistema MIMO dado la condición del con-
trolador.
Controlador MIMO Eje ref. x Eje ref. y Eje x salida Eje y salida T. Respuesta
Prueba 1
Referencia 20 cm 10 cm 25 cm 11.2 cm 120 seg.
Perturbación - - 23.8 cm 10.8 cm 90 seg.
Prueba 2
Referencia 0 cm 0 cm 4.1 cm 0.9 cm 80 seg.
Perturbación - - 3.9 cm 1.2 cm 100 seg.
Tabla 4. Datos medidos en la prueba del controlador sobre el sistema MIMO
5.3 Realimentación extendida
Usando el modelo matemático presentado en el capítulo 3, se encontró el valor de las ganancias
de realimentación y para ambos ejes del sistema a partir de un polinomio deseado, donde los
valores del polinomio deseado para cada uno respectivamente fueron:
Valores de α Eje x Eje y
α1 16 25
α2 8 10
Tabla 5. Valores de los polinomios deseados
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Figura 16. Simulación del control por realimentación extendida sobre el Ball and Plate para
el Eje x
Figura 17. Simulación del control por realimentación extendida sobre el Ball and Plate para
el Eje y
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De la ﬁgura [16,17], se puede observar que el control por realimentación extendida logra seguir
las referencias en ambos ejes, en la gráﬁca a se puede ver que existen tres cambios de referencia
donde en el primer cambio de referencia la salida logra seguirla pero posee un error en estado
estacionario el cual es menor a 0.1, la segunda referencia es un valor deseado de cero donde
la respuesta del eje x posee un error en estado estacionario de cero y por último en la tercer
referencia la salida del eje x vuelve a tener un error en estado estacionario menor a 0.1. Para
la ﬁgura [17] se tiene un cambio de referencia donde la salida del eje y, logra seguir el cambio
de referencia teniendo un error en estado estacionario menor a 0.1. En esta técnica clásica de
control no lineal la respuesta del sistema depende mucho de los valores de los polos usados
para encontrar el polinomio deseado, dado que si en el caso del ball and plate aumentamos o
disminuimos los valores del polinomio deseado el error en estado estacionario se vuelve más
grande, además esta técnica depende del modelo matemático el cual es un modelo ﬁjo y por
lo tanto ante perturbaciones externas tiene un funcionamiento un poco deﬁciente dado que los
valores que representan la planta nunca cambian durante todo el tiempo de funcionamiento.
5.4 Programación de la ganancia difusa
Se diseña un controlador más robusto para el sistema bidimensional representado en el modelo
matemático del capítulo 4, el cual consiste en encontrar un vector de ganancias de reali-
mentación K a partir de 3 diferentes puntos de operación, el cual es combinado con unas
funciones de pertenencia del error del sistema usando un controlador inteligente basado en
lógica difusa. Podemos observar en la siguiente gráﬁca la respuesta del sistema:
Figura 18. Simulación del controlador por programación de ganancia difusa sobre el Ball and
Plate para el Eje x
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Figura 19. Simulación del controlador por programación de ganancia difusa sobre el Ball and
Plate para el Eje y
De la ﬁgura [18,19], observamos que las salidas en ambos ejes logran seguir la referencia
y que mediante este controlador se logra disminuir el error en estado estacionario de una
manera considerablemente buena comparando las respuestas con la ﬁgura [16,17]. Aunque
esta técnica de control no lineal es más robusta que la anterior y al igual que la usada bajo el
control bioinspirado en el modelo del cerebelo tiene una parte inteligente, la ley de control sigue
dependiendo del modelo matemático y por ende presentando problemas ante perturbaciones
externas.
5.5 Validación de los resultados
En esta subsección se pretende comparar los resultados obtenidos en este trabajo con respuestas
de controladores diseñados sobre una plataforma bidimensional como el Ball and Plate.
En esta validación de resultados, se hará una comparación con los resultados de revistas
cientíﬁcas los cuales resuelven el mismo problema de este trabajo. Como primera comparación
se tiene el diseño de un controlador lineal y un controlador en modo deslizante los cuales son
presentados en el articulo Application of Sliding Mode Control to the Ball and Plate Problem
[53].
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Figura 20. Resultados obtenido en modo lineal y modo deslizante aplicado a un Ball and
Plate.
En la ﬁgura [20], se muestra la respuesta del ball and plate ante dos estrategias de control,
se observa que el eje que la posición de la bola es medida en metros. Las gráﬁcas superiores
corresponden a la salida del sistema en ambos ejes las cuales fueron controladas mediante
una ley de control lineal diseñada en espacio de estados en lazo directo, se determina de la
gráﬁca que logra seguir la referencia y que posee un error en estado estacionario para ambos
ejes. La gráﬁca inferior muestra una técnica no lineal robusta basada en planos deslizantes
los cuales logran disminuir de forma considerable el error en estado estacionario del sistema
para ambos ejes. Como primera comparación el sistema de control no lineal posee problemas
dado que encuentra las ganancias del controlador basado en el modelo lineal para después
ser aplicado sobre las no linealidades del sistema, en el segundo caso se tiene que la teoría de
planos deslizantes funciona de una buena manera sobre la planta pero en este caso depende del
modelo matemático del sistema perdiendo robustez ante algún cambio fuerte en la dinámica
del ball and plate.
La siguiente comparación se realiza sobre un controlador PID aplicado al ball and plate como
55
se muestra en el articulo Ball On The Plate Model Based on PID Tuning Methods[54].
Figura 21. Respuesta de la bola sobre el plato.
En la ﬁgura [21], se muestra el comportamiento del sistema usando la técnica de PID, la
posición de la bola se muestra en milímetros para esta gráﬁca. Se observa que la salida de
la planta tiene una oscilación grande pero la ley de control es capaz de reducir la oscilación
obteniendo así un error en estado estacionario pequeño y logrando seguir la referencia deseada.
El controlador lineal presenta un comportamiento adecuado pero posee el mismo problema
anteriormente mencionado y es que depende del conocimiento de un modelo matemático que
represente la dinámica del sistema.
Se analizó detalladamente el controlador de realimentación de estado lineal para los ejemplos
anteriores, donde esto fue seguido por un análisis de los resultados obtenidos por el controlador.
En comparación con los resultados de los seguidores lineales, el controlador de deslizamiento
logró obtener una respuesta más precisa a velocidades mucho más altas. La conmutación
imperfecta, introducida por el servo que no podía manejar la alta actividad de control solicitada
por el controlador, fue uno de los principales factores que limitó el desempeño de esta robusta
estrategia de control, en la cual a introducir el controlador inverso del cerebelo esto hace que
el sistema sea optimo su desempeño logra que el sistema responda de manera precisa a las
perturbaciones y que su velocidad de aprendizaje sea efectiva.
5.6 Conclusiones
En este proyecto, se desarrollo una comparación de controladores basados en las técnicas de
control no lineal donde se identiﬁcaron las matrices de estado que se pueden obtener a partir de
la función de transferencia de la planta, donde se planteo el modelo matemático de la planta a
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partir de las ecuaciones de movimiento cinemático, donde se tuvieron en cuenta, la inclinación
de la plataforma, la fricción de la esfera con el plato, las características de la esfera etc, a
partir de esto se realizo una calibración de cámara para detectar la posición de la esfera en el
plato.
Al aplicar la calibración de la cámara en el proyecto se consiguen estimar los parámetros in-
trínsecos y extrínsecos de la misma los cuales son necesarios para realizar la reconstrucción
3D del entorno y situar la cámara en el mismo. Existen diferentes técnicas para la obtención
de los parámetros del modelo lineal de la cámara. Las técnicas basadas en el conocimiento del
escenario tienen un proceso de calibración más elaborado ya que es necesario confeccionar es-
cenarios con medidas más o menos exactas de los puntos de interés para realizar la calibración.
La exactitud de estas medidas hará que la estimación de los parámetros de la cámara sea más
o menos ajustada. Por otro lado está el método de Zhang que permite realizar la calibración
de la cámara con un desconocimiento total de la situación de los puntos de interés en escenario.
Sin embargo, con este método es necesario tomar un mayor número de imágenes del mismo y
la estimación de los parámetros de la cámara es más elaborada. La exactitud de los resultados
con este método es menor, por otro lado se evidencia el problema del procesamiento de datos
con la camara ya que este tiene un tiempo de retardo que hace en algunos casos que el sistema
sea inestable y no se pueda controlar como se espera.
Se presento un modelo de red neuronal inspirado en el cerebelo para lograr un control adap-
tativo en el sistema Ball and Plate. Se demuestra que, sin tener en cuenta la complejidad del
objeto de control el modelo cerebral proporciona una contribución adaptativa a los lazos de
realimentación clásica. Se demostró que al utilizar el modelo cerebral, el rendimiento de con-
trol alcanzado fue mayor que el obtenido usando sólo controladores clásicos no adaptativos. Se
ha demostrado también que el modelo cerebral es adecuado para implementaciones utilizando
dispositivos autónomos en tiempo real.
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