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A CONSTRUCTIVE CHARACTERISATION OF CIRCUITS IN THE
SIMPLE (2, 1)-SPARSE MATROID
T.A. MCCOURT AND A. NIXON
Abstract. A simple graph G = (V,E) is a (2, 1)-circuit if |E| = 2|V | and |E(H)| ≤
2|V (H)|−1 for every proper subgraph H of G. Motivated, in part, by ongoing work to un-
derstand unique realisations of graphs on surfaces, we derive a constructive characterisation
of (2, 1)-circuits. The characterisation uses the well known 1-extension and X-replacement
operations as well as several summation moves to glue together (2, 1)-circuits over small
cutsets.
1. Introduction
For a finite (multi)graph G = (V,E) let iG(X) denote the number of edges induced by
X ⊆ V . The graph G is (k, ℓ)-tight if |E| = k|V | − ℓ and iG(X) ≤ k|V | − ℓ for all X ⊆ V .
For ℓ < 2k the (edge sets of) (k, ℓ)-tight graphs form the bases of a matroid [10, 18]. These
matroids are examples of count matroids (see [4]); we refer to them as the (k, ℓ)-sparse
matroid, and when loops and multiple edges are prohibited, as the simple (k, ℓ)-sparse
matroid.
A simple (respectively multi-)graph G is a (k, ℓ)-circuit if G is the graph induced by a
circuit in the simple (k, ℓ)-sparse matroid (respectively the (k, ℓ)-sparse matroid). Equiv-
alently a simple (respectively multi-)graph G is a (k, ℓ)-circuit if |E| = k|V | − ℓ + 1 and
iG(X) ≤ k|V | − ℓ for all X ( V .
A constructive characterisation of a class of graphs is a method of building all graphs
in the class from certain base graphs by elementary operations. Constructive characteri-
sations of classes of graphs (or other objects) from small base cases by elementary local
transformations are natural and relevant to a variety of problems. In particular in the field
of combinatorial optimization [9]. As particular motivation for us we seek a means to un-
derstand when a generic realisation of a graph on a surface is globally rigid (unique up to
isometries), see [7, 8] for details on the geometry of this problem. A related construction for
circuits in the (2, 3)-sparse matroid [1] was a vital aspect of the characterisation of global
rigidity in the plane [6] and we expect that the construction here, along with the construc-
tion for circuits in the simple (2, 2)-sparse matroid, will be crucial in establishing analogues
for global rigidity on surfaces supporting either two (e.g. the cylinder) or one (e.g. the cone
or torus) tangentially acting isometries. See [11, Conjecture 5.7] and [7, Conjecture 9.1].
Constructive characterisations of (k, ℓ)-tight (multi)graphs are known when k = ℓ [17] and
more generally when l ≤ k [3]. In the case of simple graphs each intermediate graph in the
recursive construction needs to be simple; this necessitates establishing new constructions.
When k = 2 constructions are known for several classes [12, 13, 14].
For (k, ℓ)-circuits less is known, however some general constructions, such as when k = ℓ
can be extracted from work on tree packings [5]. In this paper we are interested in simple
(k, ℓ)-circuits. For k = 1 the problem is easy. When k = 2, and ℓ = 3, there is an elegant
result of Berg and Jorda´n [1]. It is easy to check that the minimum degree, δ(G), in a
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G57 G59 G60
Figure 1. G57 and G59 are base graphs on six vertices. G60 can be reduced
to K5 by a 1-reduction.
(2, 3)-circuit G is equal to three. They proved first that every (2, 3)-circuit which was 3-
connected contains an admissible degree three vertex, that is a degree three vertex which
can be removed and an edge added between its neighbours in such a way that the resulting
graph is a (2, 3)-circuit. To complete their constructive characterisation they observed that
whenever G was not 3-connected there is a 2-separation {x, y} and xy /∈ E. Such a graph
can be broken into two smaller (2, 3)-circuits by separating over this cut and adding the
edge xy to both parts. (This is the inverse of the well known 2-sum operation.)
For (2, 2)-circuits one must distinguish between the multigraph and simple graph cases.
For multigraphs a constructive characterisation occurs as a special case of a characterisation
of highly k-tree connected graphs [5]. For simple graphs there is a constructive character-
isation in [11]. It is a nontrivial extension of Berg and Jorda´n’s result in the following
senses: firstly since K4 can occur as a subgraph of any (2, 2)-circuit, it is non-trivial to
preserve simplicity; secondly the connectivity level required to guarantee admissibility is
higher (requiring 3-connectivity and essential 4-edge-connectivity); and thirdly when these
connectivity assumptions do not hold there are several separation moves required.
In this paper we consider simple (2, 1)-circuits and in particular, we prove a constructive
characterisation of such circuits where every intermediate graph is also simple. At a high
level the scheme is analogous to the above cases: we establish the connectivity level required
to guarantee an admissible vertex and when this fails we define separation moves to pull
apart (2, 1)-circuits into smaller (2, 1)-circuits. However, in the (2, 1)-circuit case there
are numerous complications to previous cases. Firstly observe that (2, 1)-circuits need not
have δ(G) = 3, thus we are forced to consider a degree four operation. Secondly since K4
is not a base in the simple (2, 1)-sparse matroid we separate out two cases in our result
guaranteeing an admissible vertex of degree three. Thirdly, due to the connectivity level
required to guarantee an admissible node, there are six different separations that can occur.
1.1. Terminology. We now define the set G of base graphs for our constructive character-
isation. Note first that K5 is the unique simple (2, 1)-circuit on at most five vertices. There
are five distinct graphs formed from deleting three edges from K6. Deleting a one factor
leaves a 4-regular graph which has an admissible vertex by Theorem 1.2. Deleting a degree
three star does not give a (2, 1)-circuit. The other three possibilities are the complements
of G57, G59 and G60 as listed in [16] (see also Figure 1).
Examining the list of small graphs in [16], there are 65 non-isomorphic graphs formed
from deleting seven edges from K7; of these 34 are (2, 1)-circuits. Two of these are 4-regular
and hence contain an admissible node by Theorem 1.2. Of the remainder note that if there
is a node not in a copy of K4 then either adding a missing edge creates a K5 subgraph or
that node is admissible. This observation allows us to easily spot that 29 of the remaining
(2, 1)-circuits contain an admissible node. The remaining three do not contain admissible
A CONSTRUCTIVE CHARACTERISATION OF CIRCUITS IN THE SIMPLE (2, 1)-SPARSE MATROID 3
G293 G308 G312
Figure 2. Base graphs on seven vertices.
S2 S3 S4
S1
Figure 3. Base graphs on eight vertices.
S5
Figure 4. Base graphs on 9 vertices.
nodes; they are the complements of G293, G308 and G312 as listed in [16] (see also Figure
2).
A further five base graphs of orders eight and nine arise in the proof of the recursive
construction; there are four on eight vertices (graphs S1, S2, S3 and S4 in Figure 3) and
there is one on nine vertices (graph S5 in Figure 4).
Hence we define G to be the set {K5, G57, G59, G293, G308, G312, S1, S2, S3, S4, S5}.
For a graph G let δ(G) denote the minimum degree of a vertex in G. A k-edge-cutset
is a set of k edges whose removal disconnects a graph. If one of the components, of the
resulting disconnected graph, contains only a single vertex then we say that the k-edge-
cutset is trivial. Otherwise it is non-trivial. A graph is essentially k-edge-connected if it
has no non-trivial (k − 1)-edge-cutsets. Since (2, 1)-circuits have δ(G) ∈ {3, 4} this will be
a useful notion for us.
Let G = (V,E) be a graph and let G′ be formed from G by deleting an edge xy from E
and adding a new vertex v and edges xv, yv, zv for x, y, z ∈ V . This operation is known
as a 1-extension (elsewhere it is also referred to as the Henneberg 2 move [15, 17, 18]).
The inverse is known as a 1-reduction. Also let G′′ be formed from G by deleting two
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non-adjacent edges xy, zw from E and adding a new vertex v and edges xv, yv, zv, wv for
x, y, z, w ∈ V . This operation is known as X-replacement [15, 18].
As outlined above, when a circuit is sufficiently connected we will show that either a
1-reduction or an inverse X-replacement can be applied to form a new circuit. In the cases
where a circuit is not sufficiently connected we will apply inverse ‘summation’ moves to
reduce to a smaller circuit.
There will remain a handful of cases where the circuit, G say, is invariant under these
inverse ‘summation’ moves. In order to deal with these cases we will construct a new circuit
G∗ which is a, sufficiently connected, multigraph. We will then show that there exists a
1-reduction or inverse X-replacement that can be applied to G∗ to yield a new circuit.
Finally we use this to show that an analogous 1-reduction or X-replacement could have
been applied in G to yield a new circuit.
Let M∗(2, 1) denote the set of all multigraphs that are (2, 1)-circuits and let M(2, 1)
denote the set of all simple graphs that are (2, 1)-circuits. The multigraph circuits that
we construct in the manner referred to above are all elements of the subset M ⊆ M∗(2, 1)
defined as follows.
Let M′ be the subset of M∗(2, 1) where G ∈M′ if and only if
– G is either 3-connected or has fewer than four vertices;
– the maximum edge multiplicity is three;
– all the vertices in G incident with a multiple edge have degree greater than
three;
– if G contains a loop, then the vertex incident with the loop has degree greater
than three and it is not incident with any multiple edges; and
– if G = (V,E) contains a vertex, v say, incident to two loops then V = {v}.
Then M =M(2, 1) ∪M′.
Note that M(2, 1) ⊂M ⊂M∗(2, 1). With this in mind, letting G ∈M, we call
• a vertex of degree three in G a node;
• a node v of G admissible if there is a 1-reduction removing v that results in a
(2, 1)-circuit in which the added edge is between previously non-adjacent vertices;
• a degree four vertex v in G admissible if there is an inverse X-replacement removing
v that results in a (2, 1)-circuit in which the added edges are between pairs of
previously non-adjacent vertices.
As M(2, 1) ⊂ M, in the case where G ∈ M(2, 1), the resulting circuit for an admissible
1-reduction should also be in M(2, 1). (The reader may find the motivation behind the
results in Section 3 clearer if these results are thought of in the restricted case of M(2, 1);
we will not need the general case until the end of the proof of Theorem 1.1.) We will use
G∗ to refer to the set of base graphs in M. The elements of G∗\M(2, 1) will be derived in
Section 3.
1.2. Results. Our main result is as follows.
Theorem 1.1. A simple graph G is a (2, 1)-circuit if and only if it can be generated re-
cursively from G ∈ G by applying 1-extensions and X-replacements sequentially within con-
nected components and taking sums of connected components.
In order to prove the theorem we first establish admissibility when the minimum degree
is 4.
Theorem 1.2. Every essentially 5-edge-connected (2, 1)-circuit G ∈ M(2, 1) not equal to
K5 with δ(G) = 4 contains an admissible vertex.
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From there, the key technical step to proving Theorem 1.1 is to establish admissibility,
in the δ(G) = 3 case, when G is sufficiently connected.
Theorem 1.3. Let G = (V,E) be a 3-connected (2, 1)-circuit with δ(G) = 3 and G 6∈ G.
Suppose either
(i) G is essentially 5-edge-connected and there is no proper critical set or
(ii) G is essentially 4-edge-connected and there is a proper critical set.
Then G contains an admissible node.
Proper critical sets are defined in Section 3 and the reason for splitting the above theorem
into these two cases is purely technical.
1.3. Outline of paper. In Section 2 we prove Theorem 1.2 establishing that when δ(G) = 3
then either a (2, 1)-circuit has an admissible vertex or it has a small separating set of edges.
In Section 3 we prove Theorem 1.3 establishing that whenever a (2, 1)-circuit has δ(G) = 4
then either it has an admissible vertex or it has a small separating set of edges. In Section 4
we deal with graphs that are (2, 1)-circuits but fail to be sufficiently connected. In Section
5 we combine our results to prove Theorem 1.1.
2. X-replacement
An X-replacement is the deletion of two non-adjacent edges ab, cd and the addition of a
vertex v adjacent to a, b, c, d. The inverse operation is the deletion of a degree four vertex
and the addition of two non-adjacent edges between the neighbours. For G = (V,E), define
f(G) = 2|V | − |E|, so that a graph G is a (2, 1)-circuit if and only if f(G) = 0 and every
proper subgraph H satisfies f(H) ≥ 1. If G is a (2, 1)-circuit and v ∈ V , then we say that
v is admissible if there is an inverse X-replacement on v resulting in a (2, 1)-circuit.
Lemma 2.1. A graph G is a (2, 1)-circuit with δ(G) = 4 if and only if G is connected and
4-regular.
Proof. Let G = (V,E). If G is a (2, 1)-circuit with δ(G) = 4, then G is 4-regular and a
simple counting argument implies that G is connected. Conversely, if G is connected and 4-
regular then |E| = 2|V |. Suppose H = (V ′, E′) is a proper subgraph of G with |E′| ≥ 2|V ′|
then H has average degree at least four. Since H is proper and G is connected we contradict
the 4-regularity of G. 
With this lemma, Theorem 1.2 can be extracted from [2]. For completeness we provide
an alternate proof.
Proof of Theorem 1.2. Let G = (V,E).
Claim 2.2. Let v ∈ V . Then v is non-admissible if and only if every possible inverse
X-replacement on v results in a non-simple graph.
Proof of Claim. If every inverse X-replacement on v creates a multigraph, then clearly v
is non-admissible. For the converse let G′ be the result of the inverse X-replacement. By
Lemma 2.1 we need to check that 4-regularity and connectedness are preserved. The first
of these is clear and if G′ is not connected then v is a cut-vertex, but since v has degree
four this contradicts the assumption that G is essentially 5-edge-connected. 
It follows that G′ is not simple if and only if in G, v is (a) contained in a copy of K4 or
(b) there is x ∈ N(v) (the neighbour set of v) adjacent to every other vertex in N(v).
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We next show that no subgraph of G is isomorphic to K4. Suppose otherwise, i.e., that
H is a subgraph of G isomorphic to K4. As G is 4-regular there is a 4-edge-cutset between
H and G−H, since G 6= K5 this cutset is non-trivial.
We complete the proof by showing that either v or one of its neighbours are admissible.
(In fact, either v or three of its neighbours are admissible.) Let N(v) = w, x, y, z and note
that v is not in a copy of K4. Hence if v is not admissible then, say, xy, xz, xw ∈ E.
Let N(y) = {v, x, r, s} and note that, since v is not in a subgraph isomorphic to K4,
r, s ∈ V − {v, x, y, z, w}. By 4-regularity vr, xs are not in E. Thus Claim 2.2 implies y is
admissible. 
3. The 1-extension Operation
In this section we prove Theorem 1.3. We start with some facts (Lemmas 3.1 to 3.6)
about (2, 1)-circuits that can be proved by simple counting arguments. See [1] or [11] for
similar results. Crucial to the problem is that we must retain simplicity throughout the
recursive construction. We achieve this, in Subsection 3.2, by establishing conditions for
a (2, 1)-circuit with δ(G) = 3 to have nodes not contained in subgraphs isomorphic to
K4. Finally in Subsection 3.3 we loosely follow the method established in [1] to deduce
admissibility for some node.
3.1. Preliminaries. Let G = (V,E) be a (2, 1)-circuit. A subset X ( V is critical if
i(X) = 2|X| − 1 and is semi-critical if i(X) = 2|X| − 2 and for all X ′ ⊆ X we have
i(X ′) ≤ 2|X ′| − 2. We are particularly interested in special kinds of critical sets. We define
a critical set X ( V to be: v-critical for a node v ∈ V if X contains exactly two neighbours
of v but not v itself; node-critical if X is v-critical for some node v (where N(v) = {x, y, z})
in V such that x, y ∈ X and d(z) ≥ 4; and proper if |X| < |V | − 1. Note that node-critical
sets are proper, but proper critical sets need not be node-critical. Suppose that A,B ⊆ V ;
then we denote the number of edges uv ∈ E such that u ∈ A−B and v ∈ B−A by d(A,B).
Lemma 3.1. Let G = (V,E) be a (2, 1)-circuit. Then G is connected and 2-edge-connected.
Lemma 3.2. Let G = (V,E) be a (2, 1)-circuit. Let X,Y ⊂ V be critical sets, let |X∩Y | ≥ 1
and let |X ∪ Y | ≤ |V | − 1. Then X ∩ Y and X ∪ Y are critical sets and d(X,Y ) = 0.
Lemma 3.3. Let G = (V,E) be a (2, 1)-circuit. Let v be a node with N(v) = {u,w, z}.
Then removing v and adding uw is not admissible if and only if there exists a critical set
X ⊂ V with u,w ∈ X and v, z /∈ X or uw ∈ E.
Lemma 3.4. Let G = (V,E) be a 3-connected (2, 1)-circuit containing a node v with N(v) =
{w, u, z}, uz /∈ E,wz,wu ∈ E. Then v is admissible.
Lemma 3.5. Let G = (V,E) be a (2, 1)-circuit containing a node v with N(v) = {w, u, z},
uz,wu /∈ E,wz ∈ E. Then v is admissible.
Let V3 = {v ∈ V : d(v) = 3}. Let V
∗
3 ⊆ V3 be the subset of degree three vertices not
contained in copies of K4.
Lemma 3.6. Let G be a (2, 1)-circuit. Then G[V3] is a (possibly empty) forest.
3.2. Finding Nodes. We now establish connectivity conditions that guarantee that, in a 3-
connected, essentially 5-edge-connected (2, 1)-circuit G with δ(G) = 3, there exist nodes not
contained in copies of K4. Since (the vertex set of) K4 is semi-critical, this is significantly
harder than the corresponding result in [11]. We will first prove two lemmas for (2, 1)-circuits
that contain proper critical sets, before proving their (simpler) analogues for (2, 1)-circuits
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that contain no proper critical sets. We make this distinction as we can give a weaker
edge-connectivity assumption for (2, 1)-circuits that contain proper critical sets, than for
(2, 1)-circuits that do not (see Theorem 1.3).
3.2.1. Proper critical sets. We first consider the case when there exists at least one proper
critical set.
Lemma 3.7. Let G ∈M be essentially 4-edge-connected. Suppose that G contains a proper
critical set X. Then |V3 −X| ≥ 2 (and hence δ(G) = 3).
Proof. Let E′ be the set of edges between X and V −X. The sum of the degrees of vertices
in X is 4|X| − 2 + |E′|. The total sum of the degrees of vertices in G is 4|V |. So the sum
of the degrees in V − X is 4(|V | − |X|) + 2 − |E′|. Hence, as |E′| ≥ 4, δ(G) ≥ 3 and the
average degree of G is four, there are at least two nodes that are not in X. 
Lemma 3.8. Let G ∈ M be 3-connected and essentially 4-edge-connected. Let W = {Wi |
1 ≤ i ≤ n : Wi is critical or semi-critical }, where W1 is critical and |Wi| ≥ 2. Let Y =
V − (∪ni=1Wi). Suppose that either
(1) |Y | ≥ 2; or
(2) A := ∪ni=1G[Wi] is disconnected.
Then Y contains two nodes.
Proof. Since G ∈M, with vertices of V labelled as v1, v2, . . . , v|V |, we have
|V |∑
i=1
(4− dG(vi)) = 0.(3.1)
Let A1, . . . , Am be the vertex sets of the connected components of A. For any pair of
semi-critical sets Wi,Wj ∈W we have
2(|Wi|+ |Wj |)− 3 = 2|Wi ∪Wj | − 1 + 2|Wi ∩Wj | − 2
≥ i(Wi ∪Wj) + i(Wi ∩Wj)
= i(Wi) + i(Wj) + d(Wi,Wj)
= 2(|Wi|+ |Wj |)− 4 + d(Wi,Wj)(3.2)
so either d(Wi,Wj) = 0 or equality holds and d(Wi,Wj) = 1. Hence, whenever Wi and Wj
have non-empty intersection, the union is semi-critical or critical. Similarly if Wi is critical,
Wj is semi-critical and they have a non-empty intersection then the union is critical. (Note
two critical sets with a non-empty intersection gives V , contradicting (1) and (2).)
Reordering if necessary, let A1, . . . , Ar be critical sets and let Ar+1, . . . , Am be semi-
critical sets. Define
fj =
∑
v∈Aj
(4− dG[Aj ](v)).
Hence, for 1 ≤ j ≤ r, fj = 2 and for r + 1 ≤ j ≤ m, fj = 4. As either (1) or (2) holds and
there are no non-trivial 3-edge-cutsets, there exist four edges xℓyℓ, 1 ≤ ℓ ≤ 4, where xℓ ∈ Aj
and yℓ ∈ V − Aj, where the xℓ ∈ Aj (respectively the yℓ ∈ V − Aj) are not necessarily all
distinct. Define
gj =
∑
v∈Aj
(4− dG(v)).
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Hence, for 1 ≤ j ≤ r, gj ≤ −2 and, for r + 1 ≤ j ≤ m, gj ≤ 0. Now
m∑
i=1
gj = −2r ≤ −2(3.3)
since r ≥ 1. The result follows by comparing Equations (3.1) and (3.3). 
Lemma 3.9. Let G = (V,E) ∈M be 3-connected and essentially 4-edge-connected. Suppose
that G contains a proper critical set X. Then |V ∗3 −X| ≥ 2.
Proof. If G contains no copies of K4, then V
∗
3 = V3 and Lemma 3.7 yields the result.
So suppose that B1, . . . , Bn are the vertex sets of all the copies of K4 which are not
subsets of X. Let Y = V − (∪ni=1Bi)−X and A = G[X] ∪ (∪
n
i=1G[Bi]). If |Y | ≥ 2 or A is
disconnected, then we may apply Lemma 3.8 to yield the result.
Hence, suppose that |Y | ≤ 1 and A is connected. So, without loss of generality, there
exists a t ≥ 1, such that X ∩ Bi 6= ∅, for all 1 ≤ i ≤ t. For each of these Bi, and a subset
B′ ⊂ Bi, we have i(B
′) = 2|B′| − α where α = 2 when |B′| ∈ {1, 4} and α = 3 when
|B′| ∈ {2, 3}. Thus, using a similar calculation to Equation (3.2) we have: if |X ∩ Bi| = 3,
then X ∪Bi = V , contradicting the fact that X is a proper critical set, and if |X ∩Bi| = 2,
thenX∪Bi = V , contradicting 3-connectivity. So we have that |X∩Bi| = 1. If d(X,Bi) > 0
or the multiplicity of any of the edges in G[Bi] is greater than one, then X ∪ Bi = V ,
contradicting 3-connectivity. So d(X,Bi) = 0 and G[Bi] is simple, for 1 ≤ i ≤ t.
We define an auxiliary graph G† as follows. The vertex set is X,B1, . . . , Bn and there is
an edge between two vertices if and only if the corresponding sets in G intersect.
Claim 3.10. The graph G† is a tree.
Proof. First note that a path in G† either corresponds to a critical or a semi-critical set in
G.
Suppose that G† contains a cycle. Let C = (c0, c1, . . . , cℓ) be such a cycle. Without loss
of generality c0 corresponds to one of the Bi, so let P be the path obtained by deleting c0
from C.
Suppose P corresponds to a critical set P ′ = ∪ℓi=1ci in G, that is i(P
′) = 2|P ′| − 1. Now
let C ′ = ∪ℓi=0ci, note that C
′ contains, at most, an additional two vertices from P ′ and
G[C ′] contains an additional six edges from G[P ′], a contradiction.
Suppose P corresponds to a semi-critical set P ′ = ∪ℓi=1ci in G, that is i(P
′) = 2|P ′| − 2.
Then X is not a vertex of P . Now let C ′ = ∪ℓi=0ci, note that, as P
′ is not critical, G[C ′]
contains an additional two vertices and an additional six edges from G[P ′]. Hence C ′ = V ,
but does not contain X, a contradiction.
The claim follows from the connectivity of A. 
As B1 exists it follows from the claim that A contains a cut-vertex, v. As A is connected
the vertex set of A either corresponds to a critical set in G or it is V . In the first case v is
part of a cut-pair in G (as |Y | ≤ 1) and in the second case v is a cut-vertex in G. In either
case we have contradicted the 3-connectivity of G. 
3.2.2. No proper critical sets. Now we deal with the case when there are no proper critical
sets.
Lemma 3.11. Let G = (V,E) ∈ M be essentially 5-edge-connected. Suppose V contains
no proper critical sets, let W1, . . . ,Wk, with k ≥ 1, be the vertex sets of all the copies of K4
in G and let Y = V − ∪ki=1Wi. Suppose that either
(1) |Y | ≥ 2; or
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(2) ∪ki=1G[Wi] is disconnected.
Then G contains an admissible node.
Proof. If any of the Wi are critical sets (i.e., G[Wi] contains multi-edges or loops), then,
as V contains no proper critical sets, |V | = 5 and neither (1) nor (2) hold. So, since G
is a (2, 1)-circuit, Equation (3.1) holds and Wi is semi-critical, for each 1 ≤ i ≤ k. Let
A1, . . . , Ar be the vertex sets of the connected components of ∪
k
i=1G[Wi]. Observe that
each of A1, . . . , Am is semi-critical.
Then
4 =
∑
v∈Aj
(4− dG[Aj ](v)).
There are no non-trivial 4-edge-cutsets so, as at least one of (1) or (2) holds, there exists
five edges xℓyℓ, 1 ≤ ℓ ≤ 5, where xℓ ∈ Aj and yℓ ∈ V −Aj (where the xℓ are not necessarily
distinct and nor are the yℓ). Then
r∑
j=1
∑
v∈Aj
(4− dG(v)) ≤ −1.(3.4)
Comparing Equations (3.1) and (3.4) gives that |Y | contains a node v. Now v is not in a
copy of K4 and since there are no proper critical sets, we can apply Lemma 3.3 to deduce
that v is admissible. 
3.3. Admissibility.
Lemma 3.12. Let G = (V,E) be a 3-connected (2, 1)-circuit. Suppose v ∈ V ∗3 is a non-
admissible node with N(v) = {x, y, z}. Then there exists two v-critical sets X,Y such that
X ∪ Y = V − v. Moreover, we may choose X,Y such that z ∈ X ∩ Y .
Proof. By Lemmas 3.4 and 3.5, since v is not admissible and v ∈ V ∗3 , there are no edges
between x, y and z. Now 3.3 implies there exists critical sets X containing x, z but not
y, v and Y containing y, z but not x, v. It follows from Lemma 3.2 and the definition of a
(2, 1)-circuit that X ∪ Y is critical, hence X ∪ Y = V − v. 
The following has essentially the same proof as the corresponding results for (2, 3) and
(2, 2)-circuits, [1, Lemma 3.3] and [11, Lemma 2.10]; however we obtain a slightly stronger
result.
Lemma 3.13. Let G = (V,E) be a (2, 1)-circuit with δ(G) = 3. Let v ∈ V be a node with
N(v) = {x, y, z}, d(z) ≥ 4 and suppose there are no edges between neighbours of v. Let X
be v-critical on x, y. Suppose either
(1) there is a non-admissible node u ∈ V − X − v where dG[V ∗
3
](u) = 2 with no edges
between its neighbours, precisely one neighbour w in X and w is a node; or
(2) there is a non-admissible node u ∈ V − X − v where dG[V ∗
3
](u) = 0 or 1 with no
edges between its neighbours.
Then, in G, there is a node-critical set X ′ for a node with no edges between its neighbours
such that X ( X ′.
Proof. Suppose (1) holds and let N(u) = {w, p, q}. Since u is non-admissible and wp 6∈ E,
by Lemma 3.3, there exists a u-critical set, Y say, on w and p. Now, w ∈ X ∪ Y , and
u, q 6∈ X ∪ Y , so by Lemma 3.2, X ′ := X ∪ Y is node-critical for u. As p 6∈ X, X ( X ′.
So, suppose that (2) holds. Let r be a neighbour of u of minimum degree in G, using
the argument in the proof of Lemma 3.12, we see that there exist u-critical sets Y1 and
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R0 R1 R2 R3
R4 R5 R6 R7 R8
R9 R10 R11 R12
Figure 5. Circuits in G∗ ∩ (M \M(2, 1)).
Y2 whose intersection contains r and Y1 ∪ Y2 = V − u. Hence, without loss of generality,
X ∩ Y1 6= ∅. As |N(u) ∩ X| ≤ 3, we consider four cases. If |N(u) ∩ X| = 0, then the set
X ′ = X ∪ Y1 is node-critical and, as |N(u) ∩X| = 0, we have that X ( X
′.
Suppose that |N(u) ∩X| = 1, say N(u) ∩X = {s}. If s ∈ Y1, then set X
′ = X ∪ Y1 is
node-critical and, as N(u) − (X ∪ Y1) 6= ∅, we have that X ( X
′. So, assume that s 6∈ Y1,
that is s ∈ Y2 − Y1; hence X
′ = X ∪ Y2 is node-critical and, as N(u) − (X ∪ Y2) 6= ∅, we
have that X ( X ′.
If |N(u)∩X| = 2, then the set X ′ = X ∪{u} is node-critical and hence X ( X ′. Finally,
if |N(u) ∩X| = 3, then V = X ∪ {u}, but v 6∈ X ∪ {u}, a contradiction. 
Before we prove Theorem 1.3 we establish the following lemma to deal with some small cir-
cuits. Note that the set of graphs G∗ is comprised of the graphs in the set G = {K5, G57, G59,
G293, G308, G312, S1, S2, S3, S4, S5} and those shown in Figure 5.
Lemma 3.14. Let G = (V,E) ∈ M \ G∗ be 3-connected and essentially 5-edge-connected
with |V | ≤ 8, δ(G) = 3 and no proper critical sets.
Suppose that G contains a copy of K4. Let W1, . . . ,Wk, with k ≥ 1, be the vertex sets
of all copies of K4 in G and let Y = V − ∪
k
i=1Wi. Further suppose that A = ∪
k
i=1G[Wi] is
connected and |Y | ≤ 1. Then G contains an admissible node.
Proof. First note that, as G contains a copy of K4, |V | ≥ 4.
Suppose that |V | = 4. In this case V = W1 and as G is a circuit, G ∈ M
′ (so G is a
multigraph). There are five possibilities for a circuit on four vertices: R4, R5, R6, R7, R8
(see Figure 5) all of which are contained in G∗.
Suppose that |V | = 5. Either there are two vertex sets underlying copies of K4 or there
is one set and an additional vertex of degree three. Note that these cases are equivalent,
hence there are five possibilities for a such a circuit on five vertices: K5, R9, R10, R11, R12
(see Figure 5) all of which are contained in G∗.
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Figure 6. Potential base graphs on seven vertices.
Figure 7. Potential base graphs on eight vertices.
Suppose that |V | = 6. As |Y | ≤ 1, k ≥ 2 and any pair of distinct Wi, Wj intersect in
either two or three vertices. Consider W1 and W2. If |W1 ∩W2| = 2, then V = W1 ∪W2,
and as G is 3-connected it must be isomorphic to G59 ∈ G. So suppose that |W1 ∩W2| = 3.
Then there exists a vertex v 6∈ W1 ∪W2. As W1 ∪W2 is a critical set v has degree three
and hence G is either isomorphic to G57 or G59, in either case G ∈ G.
Suppose that |V | = 7. As |Y | ≤ 1 and A is connected, k ≥ 2 and any twoWi,Wj intersect
in either one, two or three vertices. However, as G does not contain a proper critical set
|Wi ∩Wj| 6= 3. If |W1 ∩W2| = 1, then as G is 3-connected it must be isomorphic to G312.
So suppose that |W1 ∩W2| = 2. Then there exists a vertex v 6∈ W1 ∪W2. As W1 ∪W2 is
a critical set v has degree three and as G is 3-connected it is isomorphic to one of the two
graphs illustrated in Figure 6. In either case Lemma 3.5 or 3.4 implies the existence of an
admissible node.
Finally, suppose that |V | = 8. As A is connected and |Y | ≤ 1, k ≥ 2 and for any pair Wi,
Wj, where 1 ≤ i < j ≤ k, |Wi ∩Wj | = 0 or 1 and there exists a pair, say W1, W2, where
|W1 ∩W2| = 1. Then there exists a vertex v 6∈ W1 ∪W2 and as G is 3-connected in this
case it must be simple and isomorphic to one of the three graphs illustrated in Figure 7; in
each case Lemma 3.5 or 3.4 implies the existence of an admissible node. 
We can now prove Theorem 1.3.
Theorem 1.3. Let G = (V,E) ∈ M be 3-connected with δ(G) = 3 and G 6∈ G∗. Suppose
either
(i) G is essentially 5-edge-connected and there is no proper critical set or
(ii) G is essentially 4-edge-connected and there is a proper critical set.
Then G contains an admissible node.
Proof. Suppose that (i) holds. There exists a vertex v of degree three. If v is not contained
in a copy of K4, then, as there are no proper critical sets, we can apply Lemma 3.3 to show
that v is admissible.
So we may assume that G contains a copy of K4. Let W1, . . . ,Wk, with k ≥ 1, be the
vertex sets of all the copies of K4 in G and let Y = V − ∪
k
i=1Wi. By Lemma 3.11 we may
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assume that A = ∪ki=1G[Wi] is connected and |Y | ≤ 1. If G has less than 9 vertices, then,
by Lemma 3.14, it is either in G∗ or has an admissible node.
So suppose G has at least 9 vertices. Since there are no proper critical sets, the only
options for two copies of K4, with vertex sets Wi and Wj say, are that Wi ∩Wj = ∅ or
|Wi ∩Wj | = 1 and d(Wi,Wj) = 0.
We define an auxiliary graph G‡ as follows. The vertex set is W1, . . . ,Wn and there is an
edge between two vertices if and only if the corresponding sets in G intersect.
Claim 3.15. The graph G‡ is either a tree or a cycle.
Proof. We show that if G‡ contains a cycle this must be the whole graph; then, as A is
connected, the claim follows. As Wi ∩Wj = ∅ or |Wi ∩Wj| = 1 and d(Wi,Wj) = 0 for
1 ≤ i < j ≤ n a path in G‡ corresponds to a semi-critical set in G.
Suppose that G‡ contains a cycle. Let C = (c0, c1, . . . , cℓ) and let P be the path obtained
by deleting c0 from C. Consider the set of vertices P
′ = ∪ℓi=1ci in G, then i(P
′) = 2|P ′| −
2. Now let C ′ = ∪ℓi=1ci and note that G[C
′] contains an additional two vertices and an
additional six edges from G[P ′]. Hence C ′ = V . 
If G‡ is a cycle, then i(∪ki=1Wi) = 2| ∪
k
i=1 Wi| so we must have |Y | = 0 and every edge of
G is contained in one of the K4’s so G has a cut-pair, a contradiction. Hence, G
‡ is a tree.
As |V | ≥ 9 and A = ∪ki=1G[Wi] is connected, G
‡ has at least three vertices. Note that
2| ∪ki=1 Wi| − 2 ≤ i(∪
k
i=1Wi) ≤ 2| ∪
k
i=1 Wi| − 1. In either case we necessarily have |Y | = 1.
Denote the vertex in Y as v. If ∪ki=1Wi is a semi-critical set in G then d(v) = 4. As G
‡ is a
tree, G contains a cut-pair (the vertex v and one of the vertices in the intersection of a pair
Wi, Wj that intersect); a contradiction. Hence we may suppose that ∪
k
i=1Wi is a critical
set. Then d(v) = 3. Since ∪ki=1Wi is critical we have d(Wi,Wj) = 1 for some pair i, j and
d(Wk,Wℓ) = 0 for all other pairs. If we regard this edge as an edge WiWj in G
‡ then we
get a cycle. If this cycle does not contain every vertex of G‡ then G has a proper critical
set, contrary to our assumption. Hence, by reordering if necessary, we may assume that G‡
is a path on W1,W2, . . . ,Wk and that d(W1,Wk) = 1. It is now easy to find a cutpair in G
if |V (G‡)| ≥ 4 (thereby contradicting 3-connectivity). Hence, as G‡ contains at least three
vertices, |V (G‡)| = 3 and evidently v is admissible.
Now, suppose that (ii) holds. Let X = {X ⊆ V | X is a node-critical set in G}. Suppose
that X = ∅. By Lemma 3.9, |V ∗3 | ≥ 2 and, by Lemma 3.6, G[V
∗
3 ] is a forest. Let v be a
vertex of G[V ∗3 ]. As v is not contained in a copy of K4 and X = ∅, by Lemma 3.3, v must
be admissible.
So we may assume that X 6= ∅. By Lemma 3.9 we have |V ∗3 | ≥ 2. By Lemmas 3.5 and
3.4, we may assume that each vertex in V ∗3 has no edges between the neighbours.
Choose X ∈ X to be a maximal node-critical set chosen over all nodes in V ∗3 . Suppose
X is node-critical for v on x, y where N(v) = {x, y, z} and dG(z) ≥ 4. By Lemma 3.9,
V − X − v contains a node u ∈ V ∗3 and, by Lemma 3.6, we may choose u to be a leaf in
G[V ∗3 −X − v].
By the maximality of X, each vertex t ∈ V − X − v − z has at most one neighbour in
X. Hence dG[V ∗
3
](u) ≤ 2, so dG[V3](u) ≤ 2. If dG[V ∗3 ](u) = 2, then, since u has precisely
one neighbour w in X and since u is a leaf in G[V ∗3 −X − v], it follows that w is a node.
Thus Lemma 3.13 Part (1) and the maximality of |X| imply that u is an admissible node.
If dG[V ∗
3
](u) = 0 or 1, then Lemma 3.13 Part (2) and the maximality of |X| imply that u is
admissible. 
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2|A| − 1 2|B| − 1 2|A| − 1 2|B| − 1
Figure 8. Illustration of the sum move for Case (1).
4. Sum Moves
In this section we reduce the connectivity assumptions from the previous sections by
defining operations that ‘pull apart’ (2, 1)-circuits into two smaller (2, 1)-circuits.
Consider a graph G = (V,E) that is either not 3-connected or has a non-trivial 4-edge-
cutset. We will provide a series of lemmas that consider the cases where G satisfies one of
the following:
(1) a cut-vertex x, A,B ( V such that A ∩ B = {x}, A ∪ B = V , i(A) = 2|A| − 1 and
i(B) = 2|B| − 1;
(2) a cut-pair x, y (where neither are cut-vertices), xy /∈ E, A,B ( V such that A∩B =
{x, y}, A ∪B = V and either
(a) i(A) = 2|A| − 2 and i(B) = 2|B| − 2, or
(b) i(A) = 2|A| − 1 and i(B) = 2|B| − 3;
(3) a cut-pair x, y (where neither are cut-vertices), xy ∈ E, A,B ( V such that A∩B =
{x, y}, A ∪B = V , i(A) = 2|A| − 1 and i(B) = 2|B| − 2;
(4) a 3-edge-cutset {xiyi : xi ∈ A, yi ∈ B, 1 ≤ i ≤ 3}, where |{xi, yi | 1 ≤ i ≤ 3}| = 6,
for A,B ( V , such that A∩B = ∅, A∪B = V , i(A) = 2|A|−1 and i(B) = 2|B|−2;
or
(5) a 4-edge-cutset {xiyi : xi ∈ A, yi ∈ B, 1 ≤ i ≤ 4} for A,B ( V , such that A∩B = ∅,
A ∪B = V , i(A) = 2|A| − 2 and i(B) = 2|B| − 2.
Lemma 4.1. Let G = (V,E) be a graph satisfying (1) in the list above. Let ai, bi, ci, di, for
i = A,B be eight distinct vertices not in V . Then G is a (2, 1)-circuit if and only if the
graphs Gi = G[i] ∪ (K5(ai, bi, ci, di, x)− e), for i = A,B, are (2, 1)-circuits. (See Figure 8.)
Note that the choice of the missing edge in the K5 − e is arbitrary.
Proof. Suppose GA and GB are (2, 1)-circuits. Assume for a contradiction that G is not.
Then there is a proper subset X ( V with i(X) = i(A ∩X) + i(B ∩X) ≥ 2|X|. However
i(A ∩X) ≤ 2|A ∩X| − 1, i(B ∩X) ≤ 2|B ∩X| − 1 and |A ∩X|+ |B ∩X| ≤ |X|+ 1 so
2|X| ≥ 2(|A ∩X|+ |B ∩X|)− 2 ≥ i(A ∩X) + i(B ∩X) ≥ 2|X|.
Hence, we have equality throughout and in particular i(A∩X) = 2|A∩X| − 1, i(B ∩X) =
2|B∩X|−1 and (A∩X)∩(B∩X) = {x}. Now i((A∩X)∪{aA, bA, cA, dA}) = 2|A∩X|−1+9 =
2(|A∩X|+4), so, as GA is a (2, 1)-circuit, we have that (A∩X) = A. Similarly (B∩X) = B.
Hence X = V , a contradiction.
Conversely, suppose G is a (2, 1)-circuit. Then for any X ⊆ A we have i(X) ≤ 2|X| − 1.
Let Y ⊆ {ai, bi, ci, di, x}, then i(Y ) ≤ 2|Y | − 1. As x is a cut-vertex, i(X ∪ Y ) ≤ 2|X ∪ Y |,
since |X ∪ Y | ≥ |X| + |Y | − 1. Note equality holds if and only if X = A and Y =
{ai, bi, ci, di, x}. 
Lemma 4.2. Let G = (V,E) be a graph satisfying (2) (a) in the list above. Let ai, bi, ci, di,
for i = A,B be eight distinct vertices not in V . Then G is a (2, 1)-circuit if and only if
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2|A| − 2 2|B| − 2 2|A| − 2 2|B| − 2
Figure 9. Illustration of the sum move for Case (2a).
the graphs Gi = G[i]∪ (K4(ai, bi, ci, di)∪ {xai, ybi, xci, ydi} for i = A,B, are (2, 1)-circuits.
(See Figure 9.)
Note that the proof holds for other choices of the 4-edge-cuts in GA and GB , provided
two edges are incident with x, two are incident with y, simplicity is maintained and we do
not choose the edge xy.
Proof. Suppose GA and GB are (2, 1)-circuits. Assume for a contradiction that G is not.
Then there is a proper subset X ( V , containing at least one of x or y, with i(X) =
i(A ∩ X) + i(B ∩ X) ≥ 2|X|. First suppose that A ∩ X contains both x and y. Then
i(A ∩ X) ≤ 2|A ∩ X| − 2 with equality if and only if X ∩ A = A; similarly i(B ∩ X) ≤
2|B ∩X| − 2; and |A ∩X|+ |B ∩X| ≤ |X|+ 2 so
2|X| ≥ 2(|A ∩X|+ |B ∩X|)− 4 ≥ i(A ∩X) + i(B ∩X) ≥ 2|X|.
Hence, we have equality throughout and in particular i(A∩X) = 2|A∩X| − 2, i(B ∩X) =
2|B ∩ X| − 2. As noted above, this implies that (A ∩ X) = A and (B ∩ X) = B. Hence
X = V , a contradiction.
Now suppose A ∩X contains x but not y. Then |A ∩X|+ |B ∩X| ≤ |X| + 1. Thus
2|X| ≥ 2(|A ∩X|+ |B ∩X|)− 2 ≥ i(A ∩X) + i(B ∩X) ≥ 2|X|.
Hence, we have equality throughout and in particular i(A∩X) = 2|A∩X|−1 and i(B∩X) =
2|B ∩X| − 1. This is a contradiction as (A∩X)∪ (B ∩X) would induce a (2, 1)-circuit not
containing y.
Conversely, suppose G is a (2, 1)-circuit. First note that for any subset X ⊆ A containing
x but not y and any subset Y ⊆ {aA, bA, cA, dA} we have i(X ∪Y ) ≤ 2|X ∪Y |− 1. Now for
any X ⊆ A containing x and y we have i(X) ≤ 2|X|− 2 with equality if and only if X = A.
Let Y ⊆ {ai, bi, ci, di}, then i(Y ) ≤ 2|Y | − 2 with equality if and only if Y = {ai, bi, ci, di}.
Thus i(X ∪ Y ) ≤ 2|X| − 2 + 2|Y | − 2 + 4 = 2|X ∪ Y | where equality holds if and only if
X = A and Y = {ai, bi, ci, di}. 
Lemma 4.3. Let G be a 4-regular (2, 1)-circuit which contains a cut-pair {x, y} such
that one component of G[V \ {x, y}] is isomorphic to K4 on the vertices a, b, c, d; and
{xa, xb, yc, yd} ∈ E where z1, z2 ∈ V \ {a, b, c, d, y} are neighbours of x. Then x is admissi-
ble.
Proof. The edges z1a, z2b 6∈ G; so performing an inverse X-replacement on x that introduces
the edges z1a and z2b yields a connected 4-regular graph. Hence, by Lemma 2.1, the resulting
graph is a (2, 1)-circuit. 
Lemma 4.4. Let G = (V,E) be a graph satisfying (2) (b) in the list above. Let aB, bB , cB ,
dB , eB be five distinct vertices not in V . Then G is a (2, 1)-circuit if and only if the graphs
GA = G[A] ∪ xy and GB = G[B] ∪ (K5(aB , bB , cB , dB , eB)− f) ∪ {xaB , xbB , ycB , ydB} are
(2, 1)-circuits. (See Figure 10.)
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2|A| − 1 2|B| − 3 2|A| − 1 2|B| − 3
Figure 10. Illustration of the sum move for Case (2b).
2|A| − 1 2|B| − 2 2|A| − 2 2|B| − 3
Figure 11. Illustration of the sum move for Case (3).
Note that the proof holds for other choices of the 4-edge-cuts in GA and GB , provided
two edges are incident with x, two are incident with y, simplicity is maintained and we do
not choose the edge xy. Moreover the choice of the missing edge in K5 − f is arbitrary.
Proof. Suppose GA and GB are (2, 1)-circuits. Assume for a contradiction that G is not.
Then there is a proper subset X ( V , containing at least one of x or y, with i(X) =
i(A ∩ X) + i(B ∩ X) ≥ 2|X|. First suppose that A ∩ X contains both x and y. Then
i(A ∩ X) ≤ 2|A ∩ X| − 1 with equality if and only if X ∩ A = A. Similarly i(B ∩ X) ≤
2|B ∩X| − 3 and |A ∩X|+ |B ∩X| ≤ |X|+ 2 so
2|X| ≥ 2(|A ∩X|+ |B ∩X|)− 4 ≥ i(A ∩X) + i(B ∩X) ≥ 2|X|.
Hence, we have equality throughout. Hence, (A∩X) = A. Moreover, i(B∩X) = 2|B∩X|−3.
Now i((B ∩X)∪ {aB , bB , cB , dB , eB}) = 2|B ∩X| − 3 + 13 = 2(|B ∩X|+5), so, as GB is a
(2, 1)-circuit, we have that (B ∩X) = B. Hence X = V , a contradiction.
Now suppose A ∩X contains x but not y. Then |A ∩X|+ |B ∩X| ≤ |X| + 1. Thus
2|X| ≥ 2(|A ∩X|+ |B ∩X|)− 2 ≥ i(A ∩X) + i(B ∩X) ≥ 2|X|.
Hence, we have equality throughout and in particular i(A∩X) = 2|A∩X|−1 and i(B∩X) =
2|B ∩X| − 1. This is a contradiction as (A∩X)∪ (B ∩X) would induce a (2, 1)-circuit not
containing y.
Conversely, suppose G is a (2, 1)-circuit. Clearly GA is a (2, 1)-circuit. Note that for
any subset X ⊆ B containing x but not y we have i(X) ≤ 2|X| − 2 and so for any subset
Y ⊆ {aB , bB , cB , dB , eB} we have i(X ∪ Y ) ≤ 2|X ∪ Y | − 1.
Now for any X ⊆ B containing x and y we have i(X) ≤ 2|X| − 3 with equality if and
only if X = B. Let Y ⊆ {aB , bB , cB , dB , eB}, then i(Y ) ≤ 2|Y |−1 with equality if and only
if Y = {aB , bB , cB , dB , eB}. Thus i(X ∪ Y ) ≤ 2|X| − 3 + 2|Y | − 1 + 4 = 2|X ∪ Y | where
equality holds if and only if X = B and Y = {aB , bB , cB , dB , eB}. 
We emphasise that in the following lemma that the edge xy is included in the count for
iG(A) and iG(B).
Lemma 4.5. Let G = (V,E) be a graph satisfying (3) in the list above. Let aA, bA, cA, dA,
aB , bB , cB , dB , eB be nine distinct vertices not in V . Then G is a (2, 1)-circuit if and only
if the graphs GA = (G[A] − xy) ∪ K4(aA, bA, cA, dA) ∪ {xaA, xbA, ycA, ydA} and GB =
(G[B] − xy) ∪ (K5(aB , bB , cB , dB , eB) − f) ∪ {xaB , xbB , ycB , ydB} are (2, 1)-circuits. (See
Figure 11.)
16 T. MCCOURT AND A. NIXON
2|A| − 1 2|B| − 2 2|A| − 1 2|B| − 2
Figure 12. Illustration of the sum move for Case (4).
Note again that the proof holds for other choices of the 4-edge-cuts in GA and GB ,
provided two edges are incident with x, two are incident with y, simplicity is maintained
and we do not choose the edge xy. Moreover the choice of the missing edge in K5 − f is
arbitrary.
Proof. Suppose GA and GB are (2, 1)-circuits. Assume, for a contradiction, that G is not.
Then there is a proper subset X ( V , containing at least one of x or y, with either:
• iG(X) = iGA(A ∩X) + iGB (B ∩X)− 1 ≥ 2|X|, if x, y ∈ X; or
• iG(X) = iGA(A ∩X) + iGB (B ∩X) ≥ 2|X|, if x ∈ X and y 6∈ X.
First suppose that x, y ∈ X. Then iG(A∩X) ≤ 2|A ∩X| − 1 with equality if and only if
X ∩A = A. Similarly, iG(B ∩X) ≤ 2|B ∩X| − 2 and |A ∩X|+ |B ∩X| = |X|+ 2 so
2|X| = 2(|A ∩X|+ |B ∩X|)− 4 ≥ iG(A ∩X) + iG(B ∩X)− 1 ≥ 2|X|.
Hence, we have equality throughout. So, (A ∩X) = A. Also iG(B ∩ X) = 2|B ∩X| − 2.
Now iGB ((B ∩X) ∪ {aB , bB , cB , dB , eB}) = 2|B ∩X| − 3 + 13 = 2(|B ∩X|+ 5), so, as GB
is a (2, 1)-circuit, we have that (B ∩X) = B. Hence X = V , a contradiction.
Now, suppose that x ∈ X but y 6∈ X. Then |A ∩X|+ |B ∩X| ≤ |X|+ 1. Thus
2|X| ≥ 2(|A ∩X|+ |B ∩X|) − 2 ≥ iGA(A ∩X) + iGB (B ∩X) ≥ 2|X|.
Hence, we have equality throughout and in particular iG(B∩X) = iGB (B∩X) = 2|B∩X|−1.
Then (B ∩X)∪ {aB , bB , cB , dB , eB} would induce a (2, 1)-circuit in GB not containing y, a
contradiction.
Conversely, suppose G is a (2, 1)-circuit. For any subset X ⊆ A containing x but not
y and any subset Y ⊆ {aA, bA, cA, dA} we have iGA(X ∪ Y ) ≤ 2|X ∪ Y | − 1. Now, for
any X ⊆ A containing x and y we have iG(X) ≤ 2|X| − 1 with equality if and only if
X = A. Let Y ⊆ {aA, bA, cA, dA}, then iGA(Y ) ≤ 2|Y | − 2 with equality if and only if
Y = {aA, bA, cA, dA}. Thus iGA(X ∪Y ) ≤ 2|X|−2+2|Y |−2+4 = 2|X ∪Y | where equality
holds if and only if X = A and Y = K4(aA, bA, cA, dA).
For any subset X ⊆ B containing x but not y we have that iG(X) ≤ 2|X| − 2 and for
any subset Y ⊆ {aB , bB , cB , dB , eB} we have iGA(X ∪ Y ) ≤ 2|X ∪ Y | − 1, otherwise we
contradict G being a (2, 1)-circuit.
Now for any X ⊆ B containing x and y we have iG(X) ≤ 2|X| − 2 with equality if and
only if X = B. Let Y ⊆ {aB , bB , cB , dB , eB}, then iGA(Y ) ≤ 2|Y | − 1 with equality if and
only if Y = {aB , bB , cB , dB , eB}. Thus iGA(X ∪Y ) ≤ 2|X|− 2− 1+2|Y |− 1+4 = 2|X ∪Y |
where equality holds if and only if X = B and Y = {aB , bB , cB , dB , eB}. 
Lemma 4.6. Let G = (V,E) be a graph satisfying (4) in the list above. Let aA, aB , bB , cB ,
dB , eB be six distinct vertices not in V . Then G is a (2, 1)-circuit if and only if the graphs
GA = G[A] ∪ aA ∪ {x1aA, x2aA, x3aA} and GB = G[B] ∪ K5(aB , bB , cB , dB , eB) − f ∪
{y1r1, y2r2, y3r3}, for ri ∈ {aB , bB , cB , dB , eB}, are (2, 1)-circuits. (See Figure 12.)
Note that we may choose all the ri’s to be equal giving a stronger final characterisation
as then we only have one move for this case.
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2|A| − 2 2|B| − 2 2|A| − 2 2|B| − 2
Figure 13. Illustration of a sum move for Case (5).
Proof. Suppose GA and GB are (2, 1)-circuits. Let X ⊆ A and Y ⊆ B. First suppose X
contains x1, x2, x3 and Y contains y1, y2, y3, then i(Y ) ≤ 2|Y | − 2. As i(X) ≤ 2|X| − 1,
i(X∪Y ) ≤ 2|X∪Y |−3+3 = 2|V |, with equality if and only if X∪Y = V . Next suppose X
contains x1 and x2 but not x3 and Y contains y1 and y2 but not y3. Then i(X) ≤ 2|X| − 1
and, as iGB = {aB , bB , cB , dB , eB} = 9, i(Y ) ≤ 2|Y | − 2. Thus i(X ∪Y ) ≤ 2|X ∪Y | − 3+2.
Now suppose X contains x1, x2, x3 and Y contains y1 but not y2, y3. Then i(X) ≤ 2|X| − 1
and i(Y ) ≤ 2|Y |−1. Thus i(X ∪Y ) ≤ 2|X ∪Y |−2+1. The remaining cases can be proved
similarly.
Conversely, suppose G is a (2, 1)-circuit. Then for any X ⊆ A we have i(X) ≤ 2|X| − 1
and when x1, x2, x3 ∈ X we have equality if and only if X = A. It follows that GA is a
(2, 1)-circuit.
Let Y ⊆ {aB , bB , cB , dB , eB}, then i(Y ) ≤ 2|Y | − 1 with equality if and only if Y =
{aB , bB , cB , dB , eB}. Let X ⊆ B. If |X ∩ {x1, x2, x3}| = 0 or 1, then i(X) ≤ 2|X| − 1,
thus i(X ∪ Y ) ≤ 2|X| − 1 + 2|Y | − 1 + 1 = 2|X ∪ Y | − 1. If |X ∩ {x1, x2, x3}| = 2, then
i(X) ≤ 2|X|−2, otherwise X∪A would be a (2, 1)-circuit that does not contain all of B, thus
i(X∪Y ) ≤ 2|X|−2+2|Y |−1+2 = 2|X∪Y |−1. If |X∩{x1, x2, x3}| = 3, then i(X) ≤ 2|X|−2,
with equality if and only if X = B, thus i(X ∪ Y ) ≤ 2|X| − 2 + 2|Y | − 1 + 3 = 2|X ∪ Y |,
with equality if and only if X = B and Y = {aB , bB , cB , dB , eB}. 
Recall that, e.g. in Theorem 1.3, we only want to deal with non-trivial 4-edge cutsets
when there are no proper critical sets. We utilise this fact in the next lemma.
Lemma 4.7. Let G = (V,E) be a graph satisfying (5) in the list above. Let aA, bA, cA, dA,
aB , bB , cB , dB be eight distinct vertices not in V and let E denote a set of four edges of the
form xy where x ∈ A, y ∈ B. For I ∈ {A,B}, if there are exactly:
• 3 distinct x’s in I, then let GI = G[I] ∪K4(aI , bI , cI , dI) ∪ F1, where F1 is a set of
four edges such that each has exactly one end vertex in I, the degree of each vertex
in GI is equal to their degree in G and between them they have two, three or four
distinct end vertices in {aI , bI , cI , dI}, call the graphs in these cases type-2, type-3
and type-4 respectively and denote this set of end vertices by FI ;
• four distinct x’s in I, then let GI = G[I] ∪ {aI} ∪ {x1aI , x2aI , x3aI , x4aI};
Then we have the following.
(1) If GI is a (2, 1)-circuit for each I ∈ {A,B}, has either four distinct x’s in I, or is
either type-3 or type-4 with no proper critical sets, or type-2 with the unique proper
critical set I ∪ FI , then G is a (2, 1)-circuit.
(2) Suppose G is a (2, 1)-circuit with no proper critical sets. Then if GI , for I ∈ {A,B},
either has four distinct x’s in I, or is type-3 or type-4, then GI is a (2, 1)-circuit with
no proper critical sets; and if GI , for I ∈ {A,B}, is type-2, then it is a (2, 1)-circuit
with the proper critical set I ∪ FI .
(See Figure 13 for an example.)
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Proof. (1) Let X ⊆ A and Y ⊆ B. Then i(X) ≤ 2|X|−2 and i(Y ) ≤ 2|Y |−2 with equality
if and only if X = A and Y = B. Thus i(X ∪ Y ) ≤ 2|X ∪ Y | − 4 + d(X,Y ). We have that
i(X ∪ Y ) = 2|X ∪ Y | if and only if i(X) = 2|X| − 2, i(Y ) = 2|Y | − 2 and d(X,Y ) = 4. This
holds if and only if X = A and Y = B and hence X ∪ Y = V . (Note that, if d(X,Y ) < 4
then i(X ∪ Y ) < 2|X ∪ Y |.)
(2) Suppose G is a (2, 1)-circuit with no proper critical sets.
First we consider the case where there are exactly three distinct x’s in A. Then for
any X ⊆ A we have i(X) ≤ 2|X| − 2. This implies that i(X ∪ {aA, bA, cA, dA}) ≤ 2|X ∪
{aA, bA, cA, dA}| with equality if and only if X contains all the x’s in E and hence X = A.
Hence, GA is a (2, 1)-circuit. Suppose that GA contains a proper critical set. Then this
critical set must either be of the form X ∪ {aA, bA, cA, dA} where X ( A or of the form
X ∪ FA where |FA| = 2 and X ⊆ A. If the critical set is of the form X ∪ {aA, bA, cA, dA}
where X ( A, then i(X ∪ B) = 2|X ∪B| − 1 and |X ∪B| < |V | − 1 (since |X| < |A| − 1),
contradicting the fact that G does not contain any proper critical sets. If |FA| = 2, then
A ∪ FA is a proper critical set. The case where there are exactly three distinct y’s in B is
identical.
Next we consider the case where there are four distinct x’s in A. Then for any X ⊆ A
we have i(X) ≤ 2|X| − 2. This implies that i(X ∪{aA}) ≤ 2|X ∪{aA}| with equality if and
only if X contains all the x’s in E and hence X = A. Suppose that GA contains a proper
critical set. Then this critical set must be of the form X ∪ {aA} where X ( A and either:
X contains exactly three of the x′s, in which case i(X) = 2|X|−2; or X contains all four of
the x′s, in which case i(X) = 2|X|−3. In either case i(X∪B) = 2|X∪B|−1, contradicting
the fact that G does not contain any proper critical sets. The case where there are four
distinct y’s in B is identical. 
5. A recursive construction
We need one final elementary lemma.
Lemma 5.1. Let G be a (2, 1)-circuit and let G′ be formed from G by a 1-extension or an
X-replacement. Then G′ is a (2, 1)-circuit.
Now we can prove our main result. In a similar manner to that adopted in [1] and [11]
we refer to applications of Lemmas 4.1 to 4.7 to combine two (2, 1) circuits as taking sums
of connected components.
Theorem 1.1. A simple graph G is a (2, 1)-circuit if and only if it can be generated re-
cursively from H ∈ G by applying 1-extensions and X-replacements sequentially within
connected components and taking sums of connected components.
Proof. (⇐) SupposeG is recursively generated by applying 1-extensions andX-replacements
sequentially within connected components and taking sums of connected components. Then
Lemmas 5.1, 4.1, 4.2, 4.4, 4.5, 4.6 and 4.7 together imply that G is a (2, 1)-circuit.
(⇒) Suppose that G ∈M(2, 1).
• If G is essentially 5-edge-connected and δ(G) = 4, then Theorem 1.2 implies that
there exists an admissible vertex (an inverse X-replacement can be performed at
this vertex).
• If G is 3-connected, essentially 5-edge-connected, contains no proper critical sets
and δ(G) = 3, then Theorem 1.3 (i) (restricted to M(2, 1)) implies that there exists
an admissible node (a 1-reduction can be performed at this node).
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• If G is 3-connected, essentially 4-edge-connected, contains a proper critical set and
δ(G) = 3, then Theorem 1.3 (ii) (restricted to M(2, 1)) implies that there exists an
admissible node (a 1-reduction can be performed at this node).
The cases left to consider are:
(1) δ(G) = 4 and G is not essentially 5-edge-connected; or
(2) δ(G) = 3 and either:
(a) G is 3-connected and contains non-trivial 3-edge-cutsets;
(b) G is 3-connected, contains no proper critical sets and is not essentially 5-edge-
connected.
(c) G is not 3-connected.
We illustrate how these cases interact during the following argument in Figure 14.
Case 1: δ(G) = 4 and G is not essentially 5-edge-connected.
First, suppose that G contains a cut-vertex or a cut-pair. Then G satisfies either (1),
(2a), (2b) or (3) in the list at the start of Section 4. If G satisfies (1), then we can apply
Lemma 4.1 and reduce to two new (2,1)-circuits both with minimum degree three. If G
satisfies (2a), then we can apply Lemma 4.2 to reduce to two new (2,1)-circuits unless one
(or both) of A and B are isomorphic to the graph T1 (the cut pair in G correspond to the
degree two vertices in T1) shown in Figure 15. (If both of A and B are isomorphic to T1 we
can apply two inverse X-replacements to achieve the graph S1 ∈ G, see Figure 3.)
Hence, any potential counterexample arising from this case has no cut-vertices and any
cut pairs, {x, y} say, satisfy: xy is not an edge and at least one of the ‘sides’ of the cut-pair
is isomorphic to T1. Then, by Lemma 4.3, we can perform an inverse X-replacement at x.
If G satisfies (2b), then we can apply Lemma 4.4 to reduce to two new (2,1)-circuits (one
has strictly fewer vertices than G and the other has minimum degree 3). If G satisfies (3),
then we can apply Lemma 4.5 to obtain two new (2, 1)-circuits (these two circuits do not
contain the edge xy, so we have moved to (2, 1)-circuits satisfying (2a) or (2b)).
Finally, suppose that G is 3-connected and contains a non-trivial 4-edge-cutset, but no
non-trivial 3-edge-cutset.
Claim 5.2. G contains no proper critical sets.
Proof of Claim. As δ(G) = 4, we have that G is 4-regular. Suppose that G did contain a
proper critical set S, then ∑
v∈S
dG[S](v) = 4|S| − 2.
However, as G is 4-regular this means there must be either a cut-vertex or a cut-pair in G,
contradicting the fact that G is 3-connected. 
Thus we can apply Lemma 4.7 to achieve two new (2,1)-circuits one with strictly fewer
vertices than G and we can apply the lemma in such a way that the other has minimum
degree three.
Case 2a: δ(G) = 3, G is 3-connected and contains non-trivial 3-edge-cutsets.
Suppose that G contains a non-trivial 3-edge-cutset. Hence G contains a proper critical
set. Thus we can apply Lemma 4.6 to form two new (2,1)-circuits. When we apply Lemma
4.6 we choose to do so such that the resulting circuits are strictly smaller and (by setting
r1 = r2) not 3-connected respectively.
Case 2b: δ(G) = 3, G is 3-connected, contains no proper critical sets and is not
essentially 5-edge-connected.
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Potential counter
example
in G
Theorem 1.3
Figure 14. The interaction between cases in the proof of Theorem 1.1 .
T1 T2
Figure 15. The graphs T1 and T2.
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As G does not contain a proper critical set it does not contain a non-trivial 3-edge cutset.
Hence G contains a non-trivial 4-edge cutset and we can apply Lemma 4.7 to form two new
(2,1)-circuits. We can apply Lemma 4.7 so that either the resulting circuits have strictly
fewer vertices than G or, by the freedom in the choice of edges when applying Lemma 4.7,
we may assume that they are not 3-connected.
Case 2c: δ(G) = 3 and G is not 3-connected.
Suppose that there exists a cut-vertex in G, then we can apply Lemma 4.1 and reduce
to two smaller (2,1)-circuits unless one (or both) of the sides of the cut are isomorphic to
K5 − e. If both sides are isomorphic to K5 − e, we can, if necessary, reapply Lemma 4.1
until we obtain one graph, S5 ∈ G (see Figure 4).
Now, suppose that there exists a cut-pair in G. Then G satisfies (2a), (2b) or (3). If G
contains a cut-pair that satisfies:
• (2a), then we can apply Lemma 4.2 to obtain two new smaller (2, 1)-circuits, unless
one side of the cut-pair is isomorphic to T1 (if both sides were isomorphic to T1, we
would have δ(G) = 4);
• (2b), then we can apply Lemma 4.4 to obtain two new (2, 1)-circuits, either these
circuits are both smaller, or one of the sides of the cut-pair is isomorphic to T2, or
a resulting circuit is larger than the original circuit (in the last two cases we will
show that either an alternative reduction is possible or the circuit is in G); or
• (3), then we can apply Lemma 4.5 to obtain two new (2, 1)-circuits, the edge xy
occurs in G but in neither of the resulting circuits. Either the new (2, 1)-circuits are
both smaller or the resulting circuits each satisfy one of case (2a) or (2b).
Assume G is a counter-example to the theorem (we will show that no such G exists),
then G has:
(I) every cut-vertex has one side isomorphic to K5 − e; and
(II) every cut-pair {x, y} satisfies xy 6∈ E and has one side isomorphic to T1 or T2.
Associate the following multigraph G∗ with G: if (I) occurs in G, replace the K5− e with a
loop at the cut-vertex; if (II) occurs in G, replace any occurrences of T1 with a double edge
between the vertices of the cut-pair, and any occurrences of T2 with a triple edge between
the vertices of the cut-pair. Note that:
• all the vertices in G∗ incident with a multiple edge have degree greater than three
and that G∗ is 3-connected (otherwise we could have reduced G using one of Lemmas
4.1, 4.2, 4.4 or 4.5);
• if G∗ contains a loop, then the vertex incident with the loop has degree greater than
three and it is not incident with any multiple edges (else both sides of the 2-cut are
not isomorphic to T1 or T2);
• if G∗ = (V,E) contains a vertex, v say, incident to two loops then V = {v}.
• if there are any triple edges in G∗, then they are incident to vertices of degree greater
than or equal to five, and hence, G∗ must contain vertices of degree three.
Hence G∗ ∈M. See Figure 16 for an illustration of the construction of G∗.
We will consider two cases, when δ(G∗) = 4 (and hence G∗ is 4-regular) and when
δ(G∗) = 3.
First, suppose that δ(G∗) = 4 and G∗ 6= R1, hence G
∗ is 4-regular and, as it is 3-
connected, contains no proper critical sets (see Claim 5.2). As G∗ is 4-regular and 3-
connected it cannot contain a loop or a triple edge. If G∗ contains a double edge, then it
results from a copy of T1 in G; so, applying the same argument as in the proof of Lemma 4.3,
we can perform an inverse X-replacement in G, contradicting G being a counterexample.
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Figure 16. Illustration of the construction of the multigraph G∗.
So, suppose that δ(G∗) = 3. We will show that there is an admissible node v in G∗.
Recall that G∗ is 3-connected and that any vertex of degree three is not incident with a
loop or a multiple edge.
Claim 5.3. We may assume that the multigraph G∗ ∈ M \ M(2, 1) constructed from a
counterexample G does not contain any non-trivial 3-edge-cutsets.
Proof of Claim. If G∗ contains a non-trivial 3-edge-cutset, then, as G∗ is 3-connected, G
also contains a non-trivial 3-edge-cutset. In which case we can apply Lemma 4.6 to form two
(2,1)-circuits. These circuits are both nonisomorphic to G (contradicting our assumption
that G is a counterexample) unless one side of the edge-cutset is isomorphic to K5 − e.
Moreover, we can choose the cut-edges so that they are all incident with the same vertex in
the copy of K5− e. At this stage we have a cut-vertex v with one side isomorphic to K5− e
and in our construction of G∗ this is replaced by a loop on v. 
Suppose that G∗ contains a proper critical set. As G∗ is essentially 4-edge-connected, as
long as G∗ 6∈ G∗, by Theorem 1.3 (ii), G∗ has an admissible node, and, by construction, this
node is also admissible in G.
Finally, suppose that G∗ does not contain a proper critical set. If G∗ is essentially 5-
edge-connected then we may apply Theorem 1.3 (i).
Claim 5.4. If the (2, 1)-multi-circuit G∗ (containing no proper critical sets) constructed
from the counter-example G contains a non-trivial 4-edge-cutset, then either one of the
sides of the cut is a double edge or, from G, we can construct a new counter-example which
contains a proper critical set.
Proof of Claim. We know that G∗ is essentially 4-edge-connected. If G∗ contains a non-
trivial 4-edge-cutset, then:
• if a non-trivial 4-edge-cutset is formed from four single edges, then these edges form
a non-trivial 4-edge-cutset in G;
• if a non-trivial 4-edge-cutset is formed from two double edges, let the endvertices
of one double edge be xA and yA and the other be xB and yB, these double edges
resulted from two copies of T1, TA and TB say, in G where the degree two vertices
of TA (respectively TB) are xA and yA (respectively xB and yB). Therefore there
is a non-trivial 4-edge-cutset in G consisting of the edges incident with xA and xB
that are contained in TA and TB .
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• if a non-trivial 4-edge-cutset is formed from two single edges and a double edge
between vertices x and y say, then the two single edges combined with the two
edges incident with x in the copy of T1 that results in the double edge form a
non-trivial 4-edge-cutset.
So, suppose that G∗ contains a non-trivial 4-edge-cutset. As G∗ contains no proper critical
sets, G contains no proper critical sets. Hence we could have applied Lemma 4.7 to G and
reduced to two (2, 1)-circuits. These circuits are non-isomorphic to G unless one or both
sides of the cutset is isomorphic to K4. If both sides are isomorphic to K4 we either have
G = S1 ∈ G or a graph that we can construct by summing S1 with itself using Lemma 4.7.
If only one side is isomorphic to K4 a further application of Lemma 4.7 guarantees that
the K4 contains a proper two vertex cut, {x, y} say, this yields a proper critical set. 
We may assume that, in G∗, if it contains a non-trivial 4-edge cutset then one of the sides
of the cut is a double edge.
For any such 4-edge-cut in G∗ replace the two vertices forming one component with a
single vertex z, call the resulting graph G∗∗. This either results in two vertices with four
edges between them (which is in G∗) or z is a degree four vertex with either three or four
neighbours (as G∗∗ is 3-connected). If z has four neighbours, then we have reduced to a
case with one less non-trivial 4-edge-cutset.
So assume that z has three neighbours, say u is the neighbour with the double edge, then
the degree of u is greater than three (otherwise we contradict the fact G∗ was essentially
4-edge connected). If u has degree four then repeat the above over the double edge between
u and z, which is one side of a non-trivial 4-edge cutset. Hence we may assume that the
degree of u is at least 5. In this manner we can eliminate all non-trivial 4-edge cutsets,
thus we may assume that G∗∗ is essentially 5-edge-connected. If G∗∗ 6∈ G∗, then Theorem
1.3 (i) implies that G∗∗ contains an admissible node, and, by construction, this node is also
admissible in G.
All that remains is to consider the (2,1)-circuits Ri, where 0 ≤ i ≤ 12. First note
that, as they would reduce to R0, neither R9 or R10 will arise as the multigraph generated
from a minimal counter example. The graphs that would yield R2, R8 and R11 all contain
admissible nodes. The graphs that would yield R1, R6, R7 and R12 all contain admissible
vertices (at which an X-replacement can be performed). The graphs that yield R0 are either
isomorphic to S5 or can be reduced to copies of S5 through an application of Lemma 4.1.
Any graph that generates R3 contains a cut pair to which Lemma 4.5 can be applied to
yield two (2,1)-circuits, each on fewer vertices. Any graph that generates R4 contains a cut
pair to which Lemma 4.5 can be applied to yield two new circuits, G1 and G2 say, where,
without loss of generality, G1 has an admissible vertex and Lemma 4.5 can be applied to
G2 to yield two (2,1)-circuits that both have admissible nodes. Finally, any graph that
generates R5 contains an admissible vertex. 
6. Concluding remarks
1. We expect that our characterisation will be useful for the problem of characterising the
global rigidity of realisations of graphs1 on surfaces of revolution (such as the cone). In
[14], rigidity of such frameworks was, generically, shown to be equivalent to the graph being
(2, 1)-tight. In [7, Conjecture 1] it was conjectured that the graphs which are generically
1A graph is realised using a map p : V → R3, such a realisation is globally rigid if any other map q
inducing the same edge lengths is congruent to p. A realisation on a surface is a realisation in R3 in which
each vertex is restricted to move only on the surface it lies on.
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Figure 17. A 3-connected (2, 1)-circuit where no degree 4 is admissible,
and every admissible node results in a (2, 1)-circuit which is not 3-connected.
globally rigid on the cone are those which are 2-connected and contain a spanning subgraph
which is (2, 1)-tight. It is not hard to prove that the graphs with |E| = 2|V | that are
2-connected with a spanning (2, 1)-tight subgraph are exactly the (2, 1)-circuits. Thus the
constructive characterisation of (2, 1)-circuits in this paper is likely to be useful in developing
a combinatorial characterisation of global rigidity. See also [8, 11] for analogous results for
the cylinder, additional results in this direction and warnings of the additional complication
for the cone.
2. In [1] it was proved that all 3-connected (2, 3)-circuits can be generated from K4 by
1-extensions. (This is non-trivial since admissible nodes need not result in smaller circuits
which are 3-connected even when the original circuit is 3-connected.) For (2, 1)-circuits we
now briefly comment on such extensions. It is easy to see that if G is 2-connected and v is
an admissible node in G then the resulting (2, 1)-circuit G′ is 2-connected. Moreover it is
easy to check that the same holds for inverse X-replacement and for our sum moves (clearly
we do not consider the sum move for a graph with a cut-vertex). Thus we instantly have
the following result. Let G2 denote all the graphs in G which are 2-connected.
Corollary 6.1. Let G = (V,E) be a simple graph. Then G is a 2-connected (2, 1)-circuit
if and only if G can be generated from some graphs in G2 by 1-extensions, X-replacements
and sum moves.
However we do not know a corresponding statement for 3-connected (2, 1)-circuits. Indeed
Figure 17 illustrates a (2, 1)-circuit which is 3-connected and essentially 4-edge-connected
for which each admissible 1-reduction results in a (2, 1)-circuit which is not 3-connected.
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