Abstract. For finitely generated groups Γ and ultrahomogeneous countable relational structures M we study the space Rep(Γ, M) of all representations of Γ by automorphisms on M equipped with the topology it inherits seen as a closed subset of Aut(M) Γ . When Γ is the free group Fn on n generators this space is just Aut(M) n , but is in general significantly more complicated. We prove that when Γ is finitely generated abelian and M the random structure of a finite relational language or the random ultrametric space of a countable distance set there is a generic point in Rep(Γ, M), i.e., there is a comeagre set of mutually conjugate representations of Γ on M. This is analogous to results of Hrushovski, Herwig, and Herwig-Lascar for the case Γ = Fn.
Representations of discrete groups in topological groups
Suppose Γ is a discrete group and G a Hausdorff topological group. Then a representation of Γ in G is simply a homomorphism π : Γ → G. We shall, depending on the context, use the two notations γ π and π(γ) for the image of γ ∈ Γ by π.
Two representations π and θ of Γ in G are said to be conjugate or equivalent if there is an element g ∈ G such that for all γ ∈ Γ,
Now when (γ i ) i∈I is a finite or infinite generating set, any representation π of Γ in G is fully given by the sequence (γ π i ) i∈I in G I , and therefore we can identify π simply with (γ π i ) i∈I . Lemma 1. Suppose Γ is a discrete group, G a Hausdorff topological group, and A = (γ i ) i∈I a generating set for Γ. Then the set
Proof. Let γ i , i ∈ I R be a presentation of G. Then, by von Dyck's Theorem, (g i ) i∈I belongs to A if and only if w(g i1 , . . . , g i k ) = 1 for all words w in variables x 1 , . . . , x k such that w(γ i1 , . . . , γ i k ) ∈ R. But, as G is Hausdorff, w(g i1 , . . . , g i k ) = 1 is a closed condition in g i1 , . . . , g i k and thus taking the intersection over R, we have the result.
Notice that if π is a representation and g ∈ G, then θ defined by γ θ = gγ π g −1 is a representation too, and thus the set X A G defined above is invariant under diagonal conjugation, i.e., (h i ) i∈I ∈ X A G ⇔ (gh i g −1 ) i∈I ∈ X A G for all g ∈ G. So G acts naturally on X A G by diagonal conjugation and, unless stated otherwise, this is the action of G that we will always refer to. Notice, that two representations belong to the same G-orbit exactly when they are conjugate. Now obviously the set X A G depends on the specific choice of generating set A = (γ i ) i∈I , but we shall see that this dependence is inessential. Proposition 2. Suppose A = (γ i ) i∈I and B = (σ j ) j∈J are two generating sets for a discrete group Γ. Assume that G is a Hausdorff topological group. Then there is a G-homeomorphism Φ : X A G → X B G , i.e., a homeomorphism such that for all g ∈ G and (h i ) i∈I ∈ X The set of dense representations is easily seen to be a G δ set and hence if nonempty it is dense G δ . Thus, if there is a dense and a locally generic representation, then the locally generic representation must also be dense and hence generic.
The existence of dense, cyclically dense, and generic representations of the groups Z and F n on various classes of countable structures K and in different Polish groups has been extensively studied in the literature (see [1, 2, 7, 9, 10, 11, 12, 13, 15, 16, 19, 20, 21, 22, 25] and the references therein). In the literature on ergodic theory the existence of a dense representation of Z in a Polish group G, which is of course just the existence of a dense conjugacy class in G, is sometimes denoted by saying that G has the topological Rohlin property, as the proof of this in the case of G = Aut([0, 1], λ) relies on Rohlin's lemma. Also in the literature on model theory, the existence of generic representations of F n for all n in a Polish group G is denoted by saying that G has ample generics. The import of ample generics or even a comeagre conjugacy class for the structure theory of G is considerable as can be sampled from [15, 19, 23] . We shall not venture much into the field of unitary representations, i.e., where G = U (ℓ 2 ), which is a mathematical theory in its own right. Except, we should stress that the topology we consider on Rep(Γ, U (ℓ 2 )) = Rep(Γ, ℓ 2 ) is stronger than the well-known Fell topology.
We shall in Section 4 define a large class of ultrahomogeneous relational and metric structures U that include, e.g., the random graph, the ℵ 0 -regular rooted tree, and certain ultrametric spaces studied in the literature. The main fruits of our study are the following two results on such structures U.
Theorem 5. Let Γ be a finitely generated abelian group. Then there is a generic representation π in Rep(Γ, U). Moreover, every orbit of Γ under the action π on U is finite.
Theorem 6. Let Γ be a countable abelian group. Then there is a representation π of Γ on U such that for all finitely generated subgroups ∆ Γ the representation π|∆ is generic.
It will be useful to introduce a bit of notation. If π : Γ X and σ : Γ Y are actions of a group Γ on sets X ⊆ Y, or equivalently, π and σ are homomorphisms into the symmetry groups of X and Y, we write π σ to denote that π is a subrepresentation of σ, i.e., for all γ ∈ Γ and x ∈ X, γ π .x = γ σ .x. In particular, X is invariant under the action σ. If ∆ is a subgroup of Γ, we also let π|∆ be the induced action of ∆ on X.
Also, if X and Y are sets, ι : X ֒→ Y an injection and π : Γ Y an action of a group Γ on Y that leaves ι[X] invariant, then we denote by π * ι the action by Γ on X defined by γ π * ι .x = ι −1 (γ π .ι(x)).
Similarly, if σ : Γ X is an action on X, then we let ι * σ be the action on ι[X] defined by γ ι * σ .y = ι(γ σ .ι −1 (y)).
We say that π * ι is the pullback of π and ι * σ the pushforward of σ. Clearly, π| ι [X] and π * ι are conjugate and σ and ι * σ are conjugate. Note also that ι * σ π ⇔ σ = π * ι.
Existence of generic representations
Suppose now that K is a countable structure and Γ is a countable group. We wish to characterise when Γ has a dense or generic representation on K. This was done in [25, 19, 17] for the case of free non-abelian groups, and the characterisation is not significantly different, though, as there are fewer representations of a non-free group, we cannot aim for the same finitary conditions as in the free case.
Notice first that if K is a countable structure, then Aut(K) is a closed subgroup of the infinite symmetric group S ∞ and hence has a neighbourhood basis at the identity consisting of the pointwise stabilisers of finite subsets of K. Moreover, Aut(K) acts continuously on the Polish space Rep(Γ, K). We need the following basic lemma.
Lemma 7. Let G be a closed subgroup of S ∞ acting continuously on a Polish space X and let x ∈ X. Then the following are equivalent:
Proof.
(1)⇒(2) is trivial. So for (2)⇒(3), suppose G.x is non-meagre and V G is an open subgroup of G. Then we can find g n ∈ G such that G = g n V , so some g n V.x is non-meagre and therefore V.x is non-meagre and thus somewhere dense.
Finally, for (3)⇒(1), suppose that V.x is somewhere dense for every open subgroup V G. Then, in fact, V.x is non-meagre for all V . For otherwise there are closed nowhere dense sets F n ⊆ X covering V.x for some V . But then the sets K n = {g ∈ V g.x ∈ F n } are closed and cover V and thus, by the Baire category theorem, some K n contains a non-empty open set gU , where U is an open open subgroup of G and g ∈ G. So gU.x ⊆ F n and U.x must be nowhere dense, which is a contradiction. But then, as V is a subgroup, the orbit V.x is homogeneous, so if it is comeagre in the neighbourhood of some point, it must be comeagre in the neighbourhood of x too.
A structure K is said to be ultrahomogeneous if every isomorphism between two finitely generated substructures of K extends to an automorphism of K. If K is an ultrahomogeneous structure, then any finite sequence of isomorphisms between finitely generated substructures of K extends to a sequence of automorphisms of K. This implies that it is very easy to describe a basis of non-empty open subsets of Rep(F n , K), namely, just by describing the actions of the generators of F n on some finite subset of K. On the other hand, if Γ is a finitely generated group that is not free, then there seems to be no simple criterion for when a partial action of the generators on a finite subset of K extends to an action of Γ on K. Even in case of K being the structure N in the empty language and Γ = Z 2 , this is not immediately transparent.
Fix now a finitely generated group Γ with generating set {γ 1 , . . . , γ n } and K a countable structure. For A ⊆ K a finitely generated substructure with generating set {a 1 , . . . , a m }, and π ∈ Rep(Γ, K), we set
It should be stressed here that the definition of U (π, A) depends on the choice of generators for Γ, but does not depend on the choice of generators for A. The dependence on the generators of Γ has to do with the fact that A does not have to be Γ-invariant, and thus it is not necessarily possible to deduce how an element of Γ acts on A from knowledge about the actions of the generators of Γ on A. On the other hand, what the generators of Γ do with the generators of A fully determines what the generators of Γ do with any element of A.
We shall therefore fix a finite generating set for Γ and notice that the sets U (π, A) form a basis for the topology of Rep(Γ, K) consisting of non-empty clopen sets.
Let now D be the set of all pairs (π, A), where π ∈ Rep(Γ, K) and A ⊆ K is a finitely generated substructure. We define an ordering of D as follows.
In particular, (π, A) (θ, B) ⇒ U (π, A) ⊆ U (θ, B). If we let {δ n } n∈N ⊆ Rep(Γ, K) be a countable dense subset, we see that for all (π, A) ∈ D there is some δ n ∈ U (π, A), whence (π, A) (δ n , A) (π, A) and U (δ n , A) = U (π, A). So the ordering D is essentially countable. Notice also that the sets U (δ n , B) for which (δ n , B) (π, A) form a basis for the topology of U (π, A). Definition 8. Suppose Γ is a finitely generated group and K a countable structure. We say that the pair (Γ, K) satisfies the weak amalgamation property, (WAP), if for all (π, A) ∈ D, there is (π,Â) (π, A) such that for all (θ, B) (π,Â) and
The pair (π,Â) will be called a cover of (π, A) and, in general, when (Γ, K) satisfies (WAP), we shall assume that we have chosen a cover for each pair in D.
Lemma 9. Let Γ be a finitely generated group and K a countable structure. Then the following are equivalent.
(1) There is a dense set of locally generic representations in Rep(Γ, K).
Proof. By Lemma 7, π is locally generic if and only if for all finitely generated
is dense in a neighbourhood of π. So suppose first that the second condition holds. For all (π, A),
and
We claim that E(π, A) and F (δ n , B); (π, A) are dense and open. That they are open is clear as each U (θ, C) is clopen. So to see that E(π, A) is dense in U (π, A), suppose (θ, C) (π, A). Then ∅ = U (θ,Ĉ) ⊆ U (θ, C) and thus, as the sets U (θ, C) for (θ, C) (π, A) form a basis for U (π, A), we see that E(π, A) is dense.
To see that
is dense in U (π,Â), suppose that (τ, C) (π,Â). Then by (WAP)
proving the density. Taking the intersection over all E(π, A) and F (δ n , B); (π, A) (there are only countably many sets), we get a dense G δ subset of Rep(Γ, K). Assume now that π belongs to the intersection. We claim that π is locally generic. So suppose that A ⊆ K is finitely generated.
This shows that Aut(K) A .π is dense in U (θ,Ĉ), and hence, as A was arbitrary, π is locally generic.
Conversely, suppose there is a dense set of locally generic representations. Let (π, A) ∈ D be given and find some locally genericπ ∈ U (π, A). Let also A ⊆Â ⊆ K be a finitely generated substructure, large enough so that Aut(K) A .π is dense in U (π,Â). Then for all (θ, B) (π,Â) and (τ, C) (π,Â),
It is natural to ask whether a non-finitely generated countable group Γ can have a generic representation on a countable structure K. However, it turns out that this almost never happens. For if we define basic open sets U (π, A, P ), P a finite subset of Γ, in Rep(Γ, K) as the set of θ such that γ π ↾ A = γ θ ↾ A for all γ ∈ P , then if we have defined (WAP) for triples (π, A, P ) analogously, we see that a characterisation similar to Lemma 9 holds. But as any cover (π,Â,P ) can only talk about the action of finitely many elements,P , of Γ, we see that if (WAP) is satisfied, then the action of the elements ofP onÂ almost determines the actions of all other elements of the group on the elements of A. The following result from [19] reformulated in our language shows outright impossibility in the case of free groups.
Proposition 10. Let K be a countable structure with non-trivial automorphism group. Then there is no locally generic representation of the free group F ∞ on countable many generators on the structure K.
N is a comeagre set consisting of mutually conjugate representations. The set
N . Now considering π restricted to the complement of the first n generators of F ∞ this is a generic representation of a new copy of F ∞ on K, which is impossible.
Coherence properties of generic representations
Suppose G is a Polish group and Γ is a countable group generated by two subgroups ∆ and Λ. Then there is a natural way to see Rep(Γ, G) as a closed subset of
n , for δ i ∈ ∆ and λ i ∈ Λ. To see that this is indeed a representation, it is enough by von Dyck's Theorem to show that whenever
Also, in this way, the action of
is just the diagonal product of the action on the spaces Rep(∆, G) and Rep(Λ, G).
The following result shows that though Rep(Γ, G) is not in general equal to the product space Rep(∆, G) × Rep(Λ, G), we nevertheless still have a version of Kuratowski-Ulam's Theorem (see (8.41 ) in [18] ). We shall find it convenient to write A # B to denote that A and B intersect, i.e., A ∩ B = ∅. And if A ⊆ Y × Z is a subset of a product space, we let A y = {z ∈ Z (y, z) ∈ A}. Also, if P is a property of points in a Polish space X, we write ∀ * x P (x) if P holds on a comeagre set of x ∈ X. 
Suppose there is
Proof. Suppose G.y 0 = O ⊆ Y and G.(y 0 , z 0 ) = C ⊆ X are the comeagre orbits of Y , respectively of X. Then, by Marker and Sami's Theorem (see Becker and Kechris [3] ), O and C are G δ in Y and X respectively. Also, as the first-coordinate projection of C to Y is a G-map whose image by assumption intersects O, we see that C ⊆ O × Z. To obtain the conclusion of the theorem it suffices to show that
Now for any y ∈ Y and g ∈ G, notice that
Similarly, C g.y = g.C y .
Lemma 12.
For all y ∈ Y and open U ⊆ Z, the set
Proof. Suppose X g.y # U . Then by the continuity of the action of G on Z, there is some open U ′ ⊆ U and open neighbourhood V of 1 G such that V.U ′ ⊆ U and X g.y # U ′ . But then for all f = vg ∈ V g, we have 
Proof. By the two preceding lemmas, {g ∈ G X g.y # U → D g.y # U } is the union of a closed and an open set, so is G δ . To see that it is dense, it is enough to show 
Proof. Fix a countable basis {U n } n∈N for the topology of Z. We have
which is dense G δ in G by the preceding lemma.
We can now prove the theorem. For as C is dense G δ in X, there are dense open subsets D n ⊆ X with C = n D n . Now, for y ∈ O and g ∈ G, C g.y = n (D n ) g.y and hence C g.y is dense G δ in X g.y if all of (D n ) g.y are dense in X g.y , which for any fixed y ∈ O happens for a dense G δ set of g ∈ G. Thus there is some y
As f is a homeomorphism between X y ′ and X f.y ′ we thus see that C f.y ′ is dense G δ in X f.y ′ . In other words,
which finishes the proof.
We have the following important special case.
Corollary 16. Suppose G is a Polish group and Γ a countable group generated by two subgroups ∆ and
where we see
U-structures
We shall now define a class of countable structures for which we are able to obtain specific results. These will on the one hand be random relational structures and on the other hand be random ultrametric spaces. But first we need to introduce a classical notion due to R. Fraïssé (see, e.g., Hodges [14] ).
Fraïssé theory.
We shall uniquely be concerned with structures that are so called Fraïssé limits. To some extent this is not a real restriction since for all countable structures M there is another countable structure F in a possible new relational language such that F is a Fraïssé limit and Aut(M) and Aut(F) are isomorphic as permutation groups. Thus, in particular,
is naturally G-homeomorphic with
Rep(Γ, F)
and we can work directly with the latter.
Definition 17. Let L be a countable language and K a countable set of finitely generated L-structures. We consider the following conditions on K.
Hereditary property (HP): If A ∈ K and B is a finitely generated substructure of A, then B is isomorphic to a structure C ∈ K. 
Joint embedding property (JEP): If
The set K is said to be a Fraïssé class if it satisfies all of the three above properties.
Note that we define Fraïssé classes in a slightly more inclusive way than some authors in that we do not require K to consist of finite structures, but only finitely generated structures.
Definition 18. The age of M, Age(M), is a set K consisting of one isomorphic copy of each finitely generated substructure of M.
Of course, the age of M is only determined up to the isomorphism types of its elements, but this shall not cause a problem in the following.
The fundamental discovery of R. Fraïssé is that countable ultrahomogeneous structures and Fraïssé classes are intimately related through the concept of ages.
He proved that if L is a countable language and K is a Fraïssé class, then there is a unique, up to isomorphism, countable structure M that is ultrahomogeneous and whose age is K. We call M the Fraïssé limit of K. Moreover, if N is a countable ultrahomogeneous L-structure, then its age is a Fraïssé class, and hence by uniqueness N is the Fraïssé limit of K. We shall denote the Fraïssé limit of K by Flim(K). Thus, for Fraïssé classes K and ultrahomogeneous structures N we have
A useful equivalent way of stating ultrahomogeneity for a countable structure is by saying that it is weakly homogeneous. Here a structure M is weakly homogeneous if whenever A and B are finitely generated substructures of M, e : A → M and h : A → B are embeddings, then there is an embedding f :
Ultrametric spaces.
A metric space (X, d) is said to be ultrametric if it satisfies the following strengthening of the triangle inequality:
The model theory of ultrametric spaces was first studied by F. Delon in [8] , where many of the basic properties were established. The ultrametric inequality implies that any two balls in X are either disjoint or one is contained in the other and, moreover, the balls of a given finite radius partition X. If now D ⊆ X is dense in X, then any distance between points in X is realised between points in D. For if
So as long as we are considering separable ultrametric spaces, the set of all distances is a countable subset of R + . On the other hand, it is not difficult to find for each countable subset of R + a countable ultrametric space whose distance set is exactly this countable set. So suppose (X, d) is a separable ultrametric space with distance set S X ⊆ R + . We define for each s ∈ S X an equivalence relation E X s on X by setting (1) xE
s∈SX is a nested sequence of equivalence relations, i.e., E X s ⊆ E X t for all s < t, and for all x = y in X there is a maximal s ∈ S X such that x E X s y, namely s = d(x, y).
Conversely, if S ⊆ R + is a countable set and X a set with a nested sequence of equivalence relations (E s ) s∈S such that for any x = y there is a maximal s ∈ S such that x E s y, then we can define an ultrametric on X by the formula (1), where if s ∞ is a maximal element of S we set d(x, y) = s ∞ if x E s∞ y.
Given this duality between ultrametric spaces and nested equivalence relations as above, we choose to deal with the latter instead of metric spaces.
Random relational structures.
Consider now a relational symbol P of arity n. Suppose also that ϑ is an element of S n , the symmetry group of n = {1, . . . , n}. Then if X is a P -structure, we define a new relation P
for all x 1 , . . . , x n ∈ X. Notice also that if g is an automorphism of X, i.e., a permutation leaving P X invariant, then g is also an automorphism of the expanded structure X, P X ϑ , i.e., P X ϑ is also g-invariant. This simple fact has the following consequence, namely, suppose X ⊆ Y are P -structures such that P X is ϑ-symmetric, i.e., P X ϑ = P X , and π : Γ Y is an action by automorphisms on Y.
Then there is another P -structure Z = Y, P Z ⊇ X with the same domain such that P Z is ϑ-symmetric and π : Γ Z is still an action by automorphisms. To see this, just let
is Γ-invariant, so is their union and clearly P Z ϑ = P Z is ϑ-symmetric. As also P X is ϑ-symmetric, we have P Z |X = P Y |X = P X , so Z is an extension of X. These comments allows us to construct for an action π : Γ X an extension Y ⊇ X and an action σ : Γ Y such containing π as a subrepresentation, i.e., π σ, without worrying about symmetry of predicates in Y. This can always be imposed if we already have symmetry in X.
Similarly, in case P is a binary relation symbol and X a P -structure, then we can change X to make P X irreflexive without eliminating elements from the automorphism group of X.
Randomised ultrametric spaces. Consider now a tuple
consisting of a countable subset S ⊆ R + , relational symbols P i , and subgroups L i Sym(k) of the symmetry group of {1, . . . , k}, where k is the arity of P i . Choose now for each s ∈ S a binary relation symbol E s for an equivalence relation. To U we associate the language L U = {E s s ∈ S} ∪ {P 1 , . . . , P r }.
Definition 19. An L U -structure X is said to be a U-structure if it satisfies the following three conditions:
Let now K U be a set containing one copy of each isomorphism type of finite U-structures. We shall now show that K U is a Fraïssé class, but as we will need the construction later on we do it in greater generality than needed only for the amalgamation property. 4.5. Free amalgams. Suppose B 1 , . . . , B p and A are U-structures with embeddings ι j : A → B j for each 1 j p and that A is finite. We define the free amalgam,
. By renaming the elements of each C j , we can suppose that A, C 1 , . . . , C p are pairwise disjoint. We then define the universe of D to be the union A ∪ C 1 ∪ . . . ∪ C p and define the relations on D by the following conditions. Suppose first that P i is a k-ary relation symbol.
( (1) If x ∈ A and y ∈ C j , let xE
To see that this is an equivalence relation on D, notice first that if in case (1), we have xE D s y and zE D s y for some x, z ∈ A and y ∈ C j , then ι j (x)E Bj s yE Bj s ι j (z) and so, as ι j is an embedding, we also have xE A s z. Thus, condition (1) assigns to each y ∈ C j a single, if any, equivalence class in A.
Case (2) Finally, case (4) makes x ∈ C j and y ∈ C i , j = i, E D s -equivalent exactly when they are associated with the same equivalence class in A, so this does not force more equivalences either.
We now need to verify that this is a U-structure. To see this, we need to show that for all x, y ∈ D there is a maximal s ∈ S such that x E D s y and that moreover
The latter property is evident from the definition. Also the former property is evident in cases (1), (2) , and (3), as it follows easily from the corresponding property of {E
So consider instead x ∈ C j and y ∈ C i , j = i, and find for each z ∈ A some maximal s z , t z ∈ S such that x E D sz z and y E D tz z. Set s = min{max{s z , t z } z ∈ A}.
Then x E D s y and if t > s, there is some z ∈ A such that max{s z , t z } < t, whence x E D s y. Thus s is maximal such that x E D s y. This therefore defines the amalgam as a U-structure in case A = ∅. If, on the other hand, if A = ∅, we find instead some maximal t ∈ S such that x E Bj t y for all j and x = y in B j . We then replace condition (4) by
This again defines D as a U-structure.
We now define embeddings ψ : A → D and φ j : B j → D by letting ψ(a) = a and
One easily checks that these are indeed embeddings, moreover, φ j • ι j = ψ and so the following diagram commutes.
Suppose now that Γ is a group and π : Γ A and σ j : Γ B j are actions by automorphisms such that for each j, ι j * π σ j . Then we can define an amalgamated action ρ = ⊗ π σ j on the free amalgam D = A B j as follows. Notice first that, as ι j * π σ j , each ι j [A] and thus also C j is σ j -invariant and we can therefore let ρ be the action of Γ that agrees with π on A and with σ j on C j . We claim that ρ is an action by automorphisms. To see this, fix some γ ∈ Γ. Then γ π is an automorphism of A, γ σj an automorphism of B j extending γ ιj * π , so it is easy to see that γ ρ preserves all relations P D i . Similarly, one easily checks that γ ρ preserves the relations defined by conditions (1), (2), and (3). So consider instead condition (4) 
And thus, as γ σj and γ σi are automorphisms of B j and B i respectively, we have
Proposition 20. K U is a Fraïssé class.
Proof. The hereditary property is clear and since the empty structure is a Ustructure, the joint embedding property is a special case of the amalgamation property. Moreover, the amalgamation property follows from the fact that the free amalgam defined above really gives a U-structure.
By Fraïssé's Theorem there is a unique up to isomorphism countable L U -structure U that is ultrahomogeneous and whose age is K U . But, as the defining characteristic of U-structures is local, one easily sees that U is itself a U-structure. Thus, U is at the same time an ultrametric space with distance set S and a random structure for each of the relations P i . We shall say that U is the randomised ultrametric space corresponding to U.
Of particular interest is course the case where U is just the random graph and also the case when U = { 1 n } n 1 . In the latter case, the resulting ultrametric space is naturally identified with the ℵ 0 -regular rooted tree T, which is isomorphic to N <N . So Aut(U) ∼ = Aut(T).
The richness of representations on U-structures
Before we go on to prove our main theorem, let us first pause to consider the richness of representations of a countable group Γ on random relational structures.
The most important case to consider is the random graph. The random graph R is the Fraïssé limit of the class of all finite graphs, i.e., symmetric, irreflexive binary relations on finite sets and is easily characterised by an extension property ensuring weak homogeneity.
For all disjoint finite substructures A, B ⊆ R, there is x ∈ R such that x is related to all elements of A and to no elements of B. Thus, R is just the randomised ultrametric space corresponding to U consisting of a single binary relation R that we demand be symmetric.
A representation of Γ on R is said to be regular if it is free and transitive. Thus, considered as an action of Γ on the underlying set of R it is conjugate to the left-shift action of Γ on itself. Thus regular representations of Γ on R correspond naturally to graph relations R on Γ that are invariant under left-translation and moreover satisfy the above extension property. Now, suppose R is a graph relation on Γ invariant under left translation and let
So S is a symmetric subset of Γ \ {1} and fully determines R. Conversely, if S is a symmetric subset of Γ \ {1}, then we can define δRσ ↔ σ −1 δ ∈ S and see that R is invariant under left-translation.
Let now Γ + be a subset of Γ \ {1} containing exactly one element from each pair {γ, γ −1 } = {1}. Then we see that regular representations of Γ on R correspond exactly to the subsets S ⊆ Γ + whose induced graph on Γ is random. Cameron and Johnson [5, 6] have proved that if Γ cannot be expressed as a union of a finite number of non-principal square root sets and a finite set, then the set of S ⊆ Γ + , whose induced graph on Γ is random, is comeagre in 2
Here a square root set in Γ is a set on the form
and it is said to be principal if γ = 1. We are thus able to deduce the following proposition. Proof. By the result of Cameron and Johnson, there is a continuum of S ⊆ Γ + inducing random graphs on Γ. So we need to know when two of these induce conjugate representations. But if p is a permutation of Γ that conjugates the left translation action with itself, i.e., for all γ, δ ∈ Γ,
So p is just the right translation on Γ by the element p(1). So there are only countable many conjugacies possible. Therefore, there must be a continuum of non-conjugate choices of S ⊆ Γ + and hence continuum many non-conjugate regular representations of Γ on R.
In the case of finitely generated infinite abelian groups Γ this shows that the space Rep(Γ, R) is fairly rich, i.e., has the maximum number of non-conjugate elements.
Finitely generated abelian groups acting on U-structures
We shall now proceed to prove our main main result which says that if
is a tuple as in section 4.5 and Γ is a finitely generated abelian group, then there is a generic representation of Γ on the randomised ultrametric space U corresponding to U. The main difficulty lies in proving that the pair (Γ, U) has the (WAP), which will be done by approximating arbitrary actions by action having finite orbits on U. We fix the tuple U throughout this section with corresponding limit U. Also, as L i -symmetry can always be imposed on a L U -structure only adding elements to the automorphism group, we shall usually skip the verification of this property.
6.1. Closing off orbits. Proposition 22. Suppose Γ a finitely generated abelian group, X a U-structure, and α : Γ X an action by automorphisms on X. Assume A ⊆ X is a finite substructure. Then there is a finite U-structure B containing A and an action β of Γ by automorphisms on B such that if a ∈ A, γ ∈ Γ and γ α a ∈ A, then γ β a = γ α a.
Proof. We claim first that we can suppose that S is finite. To see this, assume that S is a countable subset of R + and for each s ∈ S an equivalence relation E X s on X is given such that for s < t in S we have E X s ⊆ E X t and for all x, y ∈ X there is a maximal s ∈ S with x E X s y. Define an equivalence relation on S by setting s ∼ t if
As A is finite there are only finitely many equivalence classes that by the monotonicity condition form successive convex subsets S 1 < S 2 < . . . < S m of S. We also claim that each equivalence class S l except the last, S m , has a maximal element.
For if x = y belong to A we can pick a maximal s x,y such that x E X sx,y y, and so if s < t, s ∼ t, there is some s x,y such that s s x,y < t, s x,y ∼ t. We shall first do the construction of B in the case where S = ∅ and then subsequently treat the case S = ∅, i.e., when we have to take care of the extra {E X 1 , . . . , E X r ′ }. So assume that S = ∅, i.e., that U = P 1 , . . . , P r ; L 1 , . . . , L r . Then we can reduce the proposition to the following statement:
Suppose K 1 , . . . , K n are subgroups of Γ and α i : Γ → Γ/K i are the corresponding quotient homomorphisms. Let for each i, A i ⊆ ∆ i = Γ/K i be a finite non-empty subset. Then there are subgroups
for 1 i k and 1 j m, and γ ∈ Γ satisfies
for all i and j, then there is some σ ∈ Γ such that
for all i and j. Let us first notice that if the statement holds, then (ii) also holds for all m ′ > m.
are given then there must be repetitions among the pairs (a i,j , b i,j ) and hence, by eliminating these repetitions, we can reduce to the case where m ′ = m. Similarly, the statement also holds for all 1 m ′ < m simply by repeating the last element of the sequence, (a i,m ′ , b i,m ′ ), m − m ′ many times. Assume now that the statement holds and α : Γ X is an action by automorphisms on X, and A ⊆ X is a finite substructure. Notice first that by restricting the attention to the Γ-saturation of A, we can suppose that X = Γ α A. As A is finite, we can list the Γ-orbits on X as O 1 , . . . , O n and set A i = O i ∩ A. Then the action α induces for each i a homomorphism µ i : Γ → Sym(O i ). Set K i = ker µ i and fix an origin o i in each of the orbits O i . We can now identify O i with ∆ i = Γ/K i by the map
Since Γ is abelian, K i = ker α i = {γ ∈ Γ γ α o i = o i }, and thus this is a welldefined bijective map conjugating the action on O i with the translation action on Γ/K i .
We can therefore replace X = O 1 ⊔ . . . ⊔ O n with the set ∆ 1 ⊔ . . . ⊔ ∆ n and suppose the action α is just given by translation on the cosets. Let also α i denote the quotient homomorphism from Γ onto ∆ i = Γ/K i . Moreover, if σK i ∈ A i , γ ∈ Γ, and γσK i ∈ A i , then
So the actions of Γ on A i seen as a subset of X = O 1 ⊔ . . . ⊔ O n and seen as a subset of B = ∆ 1 /F 1 ⊔ . . . ⊔ ∆ n /F n coincide.
We now need to make B into an U-structure containing the U-structure A such that the action of Γ is by automorphisms. Fix a k-ary relation symbol P i and suppose 1 l j n and δ lj ∈ ∆ lj for 1 j k. We define
First to see that B is really an extension of A, notice first that if P
, we can find b lj ∈ A lj and γ ∈ Γ such that for all j, α lj (γ)a lj F lj = b lj F lj and P A i (b l1 , . . . , b l k ). But then by (ii) of the statement, there is some σ ∈ Γ such that also α lj (σ)a lj = b lj , whence as Γ acts by automorphism on A, P A i (a l1 , . . . , a l k ). So B is an extension of A and that Γ acts by automorphisms is seen by a straightforward inspection of the definition of P B i .
It thus remains to prove the statement. Now each of the ∆ i is a finitely generated abelian group and hence can be written as a direct product ∆ i = G i × Z mi for some finite group G i and m i 0. We shall prove the statement by induction on d = n i=1 m i , uniformly in all finite abelian groups G i . is finite. In particular, δ k A 1 ∩ A 1 = ∅ for all k = 0, and thus the homomorphism π : σ → σ δ from ∆ 1 to ∆ 1 / δ is injective when restricted to A 1 ⊆ ∆ 1 . In the following, to avoid confusion between products of sets in groups and cartesian powers, we will denote the set A × . . . × A n times by A ×n , and also, to simplify notation, write γ αi for α i (γ). We claim that if τ ∈ ∆ 1 and (a 1 , . . . , a m ) ∈ A Since α 1 : Γ → ∆ 1 is surjective, this will imply a similar result for τ, σ ∈ Γ. Now to see this, find for each 1 i m some p i ∈ Z such that τ a i = b i δ pi . Then p = p i is independent of i. For given i, j, we have δ pi−pj = τ a i b
1 , which by the assumption on δ implies p i = p j . Setting σ = δ p τ we have our result.
Pick now γ ∈ Γ such that δ = γ α1 ∈ ∆ 1 has infinite order and such that
1 for all k = 0. For each F ⊆ {2, . . . , n}, choose if possible some e F 1 such that
and set e F = 1 otherwise. Then, if e = F⊆{2,...,n} e F , ρ = γ e has the property that if ρ k ∈ K 1 · i∈F K i for some k and F, then already ρ ∈ K 1 · i∈F K i . So replacing γ by its power γ e and δ by δ e we can suppose that already γ has this property. Now for every p 1 let π p denote the homomorphism τ → τ δ p from ∆ 1 onto Λ p = ∆ 1 / δ p and recall that π p |A 1 is injective.
Claim: For almost all p 1 and all 1 = i 1 < i 2 < . . . < i s n, a j = (a j,1 , . . . , a j,m ) ∈ A Suppose towards a contradiction that the claim fails. Notice first that the case s = 1 is treated above, so the claim must fail for s 2. Then, since each A j is finite, we can find some fixed 1 = i 1 < . . . < i s n and a j , b j ∈ A ×m ij for 1 j s such that for an infinite set E of p 1,
is . For simplicity of notation let us assume that simply i j = j.
So for each p ∈ E and 1 j s we can find τ p ∈ Γ such that
for all σ ∈ Γ. This implies that for all p ∈ E we can find some integer k p = 0 such that (τ 1 for all l = 0.) Thus for all p, q ∈ E and 2 j s, (τ
Similarly, (τ
for all p, q ∈ E. Since E is infinite and the k p are different from 0, we can find p, q ∈ E such that pk p − qk q = 0. So γ has a non-zero power belonging to
contrary to the assumption on ( a 1 , a 2 , . . . , a s ) and ( b 1 , b 2 , . . . , b s ). This contradiction proves our claim. So fix some p 1 as given by the claim. Then as δ p has infinite order in
for some finite group F . Moreover, we have seen that π p is injective when restricted to A 1 . So now as m 1 −1+m 2 +. . .+m n < d, we can apply our induction hypothesis to the subgroups
. . , K n of Γ and subsets
This finishes the proof of the induction step and thus the proof of the statement. 
j . This will be done by induction as above, where we will show how to preserve these properties in the inductive step.
Thus the setup is as before. We have epimorphisms α i : Γ → ∆ i and equivalence relations E 1 , . . . , E r ′ on
We shall prove that there is a p 1 and equivalence relations F l on
where
α1 , such that if π is the quotient homomorphism from ∆ 1 onto Λ p , the following conditions are satisfied:
(i) For all x ∈ ∆ i , y ∈ ∆ j , i, j > 1, z, v ∈ Λ p , and σ ∈ Γ,
(ii) For all x ∈ ∆ i ∩ A, y ∈ ∆ j ∩ A, i, j > 1, and u, w ∈ ∆ 1 ∩ A,
So in this way the action α : Γ X with corresponding induced homomorphisms α i : Γ → ∆ i gives rise to actions β l : Γ X/E l and β l,i : Γ ∆ i /E l . Moreover, the action on each ∆ i /E l is transitive. We shall confuse β l and β l,i with the corresponding homomorphisms into the symmetry groups.
Now for each i = 1, . . . , n and l = 1, . . . , r, γ β l,i has infinite or finite order. So let k l,i be the order of γ β l,i if this is finite and k l,i = 1 otherwise. Set also k = l,i k l,i .
Then by replacing γ and δ by γ k and δ k respectively, we can suppose that γ
either has infinite order or γ β l,i = 1. Moreover, if γ β l,i has infinite order, then, as Γ acts transitively on ∆ i /E l and is abelian, γ acts freely on ∆ i /E l . Notice also that if E l ⊆ E l ′ , then for each i the homomorphism β l ′ ,i factors through β l,i , so if γ β l,i = 1, also γ β l ′ ,i = 1. Furthermore, by (3), if a ∈ ∆ i and b ∈ ∆ j are such that aE l b, then γ β l,i = 1 if and only if γ β l,j = 1. Choose finally some p > 0 such that for all q p, if γ β l,i has infinite order, a ∈ A ∩ ∆ i , and
This is possible as A is finite.
We now define F l on
If x ∈ ∆ i and y ∈ ∆ j , i, j > 0, set
We notice first that by (2) this definition is independent of the choice of the representatives x and y from the cosets
Moreover, one easily checks that the F l are reflexive and symmetric, and by using (2) extensively one checks transitivity. The verification of (i) is similar, e.g., if x ∈ ∆ i , i > 1, z = y π = y (γ p ) α1 ∈ Λ p , and σ ∈ Γ, then
Now to see (ii), notice first that the implications from left to right hold trivially by the definition of F l . So suppose that x ∈ ∆ i ∩ A, y ∈ ∆ j ∩ A, i, j > 1, and
has infinite order, then by the choice of p we must have q = 0, whence uE l x. And if γ
E l and so uE l uγ α1 E l x too. Then two other implications from right to left, xF l y ⇒ xE l y and u π F l w π ⇒ uE l w, are similar. So this reasoning finishes the proof of (ii) and thus the proof of the proposition.
Comment: This result should be compared carefully with a series of results of Hrushovski [16] , Herwig-Lascar [13] , and Bhattacharjee-Macpherson [4] .
Using a result of [19] , one can see that what Hrushovski proves is the following: The automorphism group Aut(R) of the random graph is approximately compact, i.e., there is an increasing chain of compact subgroups whose union is dense. Thus, if F n is represented on R by π and A ⊆ R, there is a representation σ of F n on R such that each orbit of F σ n on R is finite and such that σ ∈ U (π, A). Herwig and Lascar then extend this result to encompass a vastly greater class of structures.
On the other hand, what Bhattacharjee and Macpherson prove is the following: Any action of a finite group Γ by automorphisms on a finite substructure A ⊆ R extends to an action by automorphisms on R. Moreover, if f is a partial automorphism of A, then there is a finite structure A ⊆ B ⊆ R such that the actions of f and Γ can be simultaneously extended to actions by automorphisms of B.
However, Bhattacharjee and Macpherson's result does not imply Proposition 22 even in the case of the random graph. For what we need to prove is really Hrushovski's result for representations of finitely generated abelian groups. The problem is exactly to show that one only needs to extend actions of finitely generated abelian groups on finite substructures A ⊆ R, or equivalently, that if the partial automorphism f commutes with Γ on the common domain, then the extensions also commute. Proof. By the amalgamation property for finite U-structures and a simple induction argument, we can suppose that B is a one-element extension of A.
Let K Γ be the kernel of the homomorphism from Γ into the symmetric group on A. Then K is a normal subgroup of finite index and hence ∆ = Γ/K is a finite group on which Γ acts by left translation of cosets.
Let B \ A = {b} and C = A ⊔ ∆, where we identify b with the identity element 1K of ∆. We then let Γ act separately on A and ∆. For each m-ary relational symbol P i there are relations P . . . , c m ). So assume instead that c j = 1K ∈ B \ A for some j. Then, as Γc j ∩ B = {c j }, we must have γc j = c j , whence γ ∈ K and so also γc = c for all c ∈ C. Therefore P 
Now suppose E
B and E A are equivalence relations on B and A respectively such that E A = E B ∩ A 2 and such that E A is Γ-invariant. There are two cases. Either [1K] E B ∩ A = ∅, in which case we let E C = E B ∪ {(δK, δK) δ ∈ Γ}. This is easily seen to be an equivalence relation on C invariant under the action of Γ. Moreover, E C ∩ B 2 = E B . The second case is when aE B 1K for some a ∈ A. We then define E C as follows:
To see that this definition of E C is consistent, we need to check that the definition of [δK] E C in (4) does not depend on the choice of a. So suppose that a ′ E B 1K for some other a ′ ∈ A. Then for any γ ∈ Γ, γaE A γa ′ and thus
showing the independence. Also to see that this really defines an equivalence relation, we need to verify that the sets [δK] E C form a partition of C such that δK ∈ [δK] E C .
We claim that if [δK] E C and [αK] E C intersect, then they do so in A. For if
then for some σ, γ ∈ Γ, δσK = αγK and σaE A aE A γa. But then δσa = αγa and so
Then we have [δa] E A = [αa] E A , and so δ −1 αaE A a, whence
Thus the sets [δK] E C really partition C and hence we have defined an equivalence relation E C on C. We now proceed to check that
It is obvious from (4) and (5) 
Proposition 24. Suppose A is a finite substructure of the randomised ultrametric space U corresponding to U, let Γ be a group, and π : Γ A an action by automorphisms of A. Then there is an action σ : Γ U containing π as a subrepresentation, π σ.
Proof. We will construct finite substructures A 0 = A ⊆ A 1 ⊆ . . . ⊆ U with union U and actions π 0 = π π 1 . . ., where π n : Γ A n . Then the union σ = n π n will be an action by automorphisms of Γ on U and π σ.
The construction is by induction. First enumerate the elements of U as u n and suppose by induction that π n : Γ A n is defined. Let u m be the first element not in A n and set B = A n ∪{u m }. Then by Lemma 23 there is a finite U-structure C ⊇ B and an action π n+1 : Γ C such that π n π n+1 . But U is ultrahomogeneous so we can suppose that A n ⊆ C ⊆ U, whence we can set A n+1 = C.
Now given a countable group Γ we define the following open subsets of Rep(Γ, U):
For A ⊆ U a finite substructure and π : Γ A let
Then the preceding proposition shows that U (π) is non-empty for all π. Also, as U (π) = U (σ, A) for any σ π, σ ∈ Rep(Γ, U), we have that U (π) is open.
Proposition 25. Let U be the randomised ultrametric space U corresponding to U and Γ be a finitely generated abelian group. Then for all σ ∈ Rep(Γ, U) and finite C ⊆ U, there is a finite substructure C ⊆ B ⊆ U and a action π : Γ B such that
Proof. Set X = U, α = σ and apply Proposition 22 to the structure A = C ∪ {γ σ i c c ∈ C & 1 i n}, where Γ = γ 1 , . . . , γ n . We then have some action β = π of Γ on a finite U-structure B ⊇ A, which by ultrahomogeneity of U we can suppose is also a substructure of U. Moreover, this action π satisfies for all γ ∈ Γ and a ∈ A, if γ σ a ∈ A, then γ π a = γ σ a. In particular, this happens for all γ i and a ∈ C. So if ρ ∈ Rep(Γ, U) and π ρ, then ρ ∈ U (σ, C), i.e., U (π) ⊆ U (σ, C).
Another way way of stating the above proposition is to say that the sets U (ρ) form a π-basis for Rep(Γ, U).
Theorem 26. Let Γ be a finitely generated abelian group. Then there is a generic representation π in Rep(Γ, U). Moreover, every orbit of Γ under the action π on U is finite.
Proof. We first define covers of pairs (π, A) ∈ D. So suppose (π, A) ∈ D is given and find by Proposition 25 some finite A ⊆Â ⊆ U and an action σ : Γ Â such
So suppose now that (π, A) ∈ D is given and (θ, B) (π,Â) and (τ, C) (π,Â). Then clearly also (θ,B) (π,Â) and (τ ,Ĉ) (π,Â), and we claim that
which implies (WAP). To see this, let D =B ÂĈ be the free amalgam ofB and C overÂ as in section 4.5.
We also see that asπ leavesÂ invariant we haveπ|Â θ andπ|Â τ . Therefore, there is an action σ of Γ by automorphisms on D such thatθ|B σ andτ |Ĉ σ. Now embed D into U by a mapping e that is the inclusion mapping onB. This is possible by the ultrahomogeneity of U. Then e naturally conjugates the action σ with an action σ e on e(D). Extend σ e to an elementσ ∈ Rep(Γ, U) by Proposition 24. Again, by the ultrahomogeneity of U, there is some g ∈ Aut(U)Â such that g|Ĉ = e|Ĉ. Then it is clear that g.σ ∈ U (τ ,Ĉ)) andσ ∈ U (θ,B). Now if A is the empty structure, then so isÂ and we then see that the proof gives us that for all (θ, B) and (τ, C) in D there is some g ∈ Aut(U) such that
This shows that the action of Aut(U) on Rep(Γ, U) is topologically transitive and hence there is dense representation in Rep(Γ, U). Thus, by (WAP) there is locally generic and a dense representation whereby the locally generic must be generic.
For the moreover part we just have to remark that the generic representation of Γ on U has finite orbits. Now, note that for each u ∈ U and finite substructure A ⊆ U containing u, the set
is open in Rep(Γ, U) and thus the set
is open too. As it is also dense by Proposition 25, we finally have that the set {σ ∈ Rep(Γ, U) ∀u ∈ U Γ σ .u is finite } is dense G δ as wanted.
6.3. Coherence properties for finitely generated abelian groups. We will now verify that the conditions of Corollary 16 are satisfied in the case of finitely generated abelian groups acting on the randomised ultrametric structure U corresponding to U = S; P 1 , . . . , P r ; L 1 , . . . , L r .
Lemma 27. Let A ⊆ B be finite U-structures and Γ an abelian group generated by two subgroups ∆ and Λ, Γ = ∆, Λ , where Λ is finitely generated. Suppose π : Γ A and σ : ∆ B are actions of Γ and ∆ by automorphisms on A and B respectively such that π|∆ σ. Then there is a finite U-structure D ⊇ B and an actionπ : Γ D with π π and σ π|∆.
Proof. By extending by one generator of Λ at a time, we can suppose that Λ is cyclic with generator g. Let now n = min(e > 0 g e ∈ ∆). There are now two cases: (i) Either n = ∞, in which case Γ ∼ = ∆ × Z, or (ii) n < ∞, in which case any element of Γ can be uniquely written on the form δg e for some 0 e < n and δ ∈ ∆.
We reduce case (i) to case (ii) as follows: Let d = order(g π ) < ∞ and define an epimorphism from Γ onto ∆ × Z d by factoring out g d . Then the action of Γ on A factors through this epimorphism to an action of ∆ × Z d on A and we can therefore assume that Γ = ∆ × Z d , which is a special case of (ii).
Case (ii): Let θ = g n ∈ ∆. We take now disjoint copies B 0 , . . . , B n−1 of B and denote the elements of B j by b j for b ∈ B. Denote by σ j the action of ∆ by automorphisms on B j defined by
. We then form the free amalgam D = A B j and correspondingly let ρ = ⊗ π|∆ σ j be the amalgam of the actions of ∆. Thus ρ : ∆ D is an action by automorphisms on D leaving each C j invariant.
Also, if we identify B with B 0 , then ι 0 : A → B 0 is just the inclusion mapping and, moreover, the action ρ extends the action σ 0 . Thus, to finish the proof it suffices to define an automorphism h of D extending the automorphism g π of A ⊆ D, commuting with the action ρ, and such that h n = θ ρ . We define h on C 0 ∪ . . . ∪ C n−1 by
Since θ π is an automorphism of B \ A, h is easily seen to be a permutation of D. Moreover, since θ ∈ ∆ and ∆ is abelian, h commutes with the action ρ of ∆. Clearly, h is an isomorphism between C j and C j+1 for j < n − 1 and between C n−1 and C 0 .
To see that h is an automorphism of D, we need to see that h preserves all relations P D i and E D s . Consider first P D i and suppose for simplicity that P i is a binary relation symbol. The only non-trivial case is when a ∈ A and c j ∈ C j .
Assume first that j < n − 1. Then
And if j = n − 1, then
The same argument also shows that if a ∈ A and c j ∈ C j , then aE The construction in the preceeding proof is related to a construction by the author in [24] where it is used for the purpose of constructing roots of generic isometries. Proof. To simplify notation we write elements of X as π × σ for π ∈ Y and σ ∈ Z. Fix dense open sets V n ⊆ Y whose intersection is the set of generic elements of Y . Then, if we can show that (V n × Z) ∩ X is dense open in X, we know that (( n V n ) × Z) ∩ X is comeagre in X and hence contains a generic element whose first coordinate is generic in Y . So suppose that U (α × β, C) is a basic open set in X. Then by Proposition 25, we can find some finite C ⊆ A ⊆ U and action
. Now, as V n is dense open in Y , we can find some ǫ ∈ U (γ) ∩ V n and some finite A ⊆ E ⊆ U such that U (ǫ, E) ⊆ V n . Again, by Proposition 25, there is some finite E ⊆ B ⊆ U and action σ : ∆ B such that U (σ) ⊆ U (ǫ, E). Now, finally, using Lemma 27 there is a finite B ⊆ D ⊆ U and an actionπ = ρ × θ : Γ D such that π π and σ π|∆ = ρ. Let now µ × ν be some element of Rep(Γ, U) such thatπ µ × ν. Then σ µ and
Using Corollary 16 we can now state a stronger version of Theorem 26.
Theorem 29. Let Γ be a finitely generated abelian group. Then there is a generic representation π in Rep(Γ, U). Moreover, every orbit of Γ under the action π on U is finite.
Also, if ∆ and Λ are finite generated subgroups of Γ, then
If we consider the important special case of the free abelian groups Z n , we see that a representation of Z n in Aut(U) is just a commuting n-tuple (g 1 , . . . , g n ) in Aut(U), i.e., such that g i g j = g j g i for all i, j.
We have the following result.
Corollary 30. For every finite number n there is a generic commuting n-tuple in Aut(U). Moreover, if C(h 1 , . . . , h n ) denotes the commutant of the set {h 1 , . . . , h n }, then for all generic commuting n-tuples (g 1 , . . . , g n ), there is a comeagre set of h ∈ C(g 1 , . . . , g n ) such that (g 1 , . . . , g n , h) is a generic commuting n + 1-tuple. In particular, there is a comeagre conjugacy class in C(g 1 , . . . , g n ).
Proof. Only the very last statement is non-trivial. So let O ⊆ C(g 1 , . . . , g n ) be the set of h such that (g 1 , . . . , g n , h) is a generic commuting n + 1-tuple. Then for all h, f ∈ O there is some k ∈ Aut(U) such that (g 1 , . . . , g n , h) = (kg 1 k −1 , . . . , kg n k −1 , kf k −1 ).
But then k commutes with each of g i and hence belongs to C(g 1 , . . . , g n ). So h and f are conjugate by an element of C(g 1 , . . . , g n ).
We should mention an interesting phenomena, namely that if (g 1 , . . . , g n ) is a generic commuting n-tuple, then there is some k such that
. . , kg n k = g 1 , whence, in particular, k n g i k −n = g i for all i. To see this, notice that if σ is the permutation of {1, . . . , n} given by σ(i) = i + 1 for i < n and σ(n) = 1, then σ induces a homeomorphism of the set of commuting n-tuples in Aut(U) and thus for some generic (h 1 , . . . , h n ), also (h n , h 1 , . . . , h n−1 ) is generic. Thus, we can find some f, s such that (g 1 , . . . , g n ) = (sh 1 s −1 , . . . , sh n s −1 ) and (h 1 , . . . , h n ) = (f h n f −1 , f h 1 f −1 , . . . , f h n−1 f −1 ), whence k = sf s −1 works. The same argument also shows that for any permutation ϑ, (g 1 , . . . , g n ) is generic if and only if (g ϑ(1) , . . . , g ϑ(n) ) is generic.
Theorem 31. Let Γ be a countable abelian group. Then there is a representation π of Γ on U such that for all finitely generated subgroups ∆ Γ the representation π|∆ is generic.
Proof. As Γ is countable, we can write it as a union of a chain of finitely generated subgroups ∆ 0 ∆ 1 ∆ 2 . . . Γ. Now, Proposition 28 has the following consequences. First if Λ Σ are finitely generated abelian groups, then any generic representation of Λ extends to a generic representation of Σ. Secondly, if σ is a generic representation of Σ, then σ|Λ is a generic representation of Λ.
To see this, choose by Proposition 28 some generic representation ρ of Σ such that ρ|Λ is generic too. Then whenever τ is a generic representation of Λ there is some g ∈ Aut(U) such that (g.ρ)|Λ = g.(ρ|Λ) = τ . But then g.ρ is generic and extends τ . Similarly, if σ is a generic representation of Σ, then there is some h ∈ Aut(U) such that h.ρ = σ. But then σ|Λ = (h.ρ)|Λ = h.(ρ|Λ) is generic too.
So choose a sequence π n of generic representations of ∆ n such that π n−1 = π n |∆ n−1 for each n. Then, seeing each π n as a homomorphism from ∆ n into Aut(U), we can define a representation π of Γ on U by π = n π n . Suppose now that ∆ is a finitely generated subgroup of Γ and find some n such that ∆ ∆ n . Then as π n is generic, so is π|∆ = π n |∆.
Corollary 32. The generic automorphism of U has roots of all orders. Moreover, if g is generic and n = 0, then g is conjugate with g n .
Proof. Let π be a representation of Q as given by Theorem 31. Let h = 1 π and k = n π . Then h and k are generic and so h is conjugate to g by some l, g = lhl −1 . Therefore, lkl −1 = (lhl −1 ) n = g n is generic. Since also g is generic, g n and g are conjugate. In particular, the generic element has an n'th root.
Let C be the comeagre set of mutually conjugate elements of Aut(U). Then also C −1 is comeagre, so must intersect C in some point g. Thus both g and g −1 are generic and hence conjugate. Now, being conjugate with your inverse is a conjugacy invariant property and thus holds generically. Therefore, if n 1 and g is generic, g −1 and g −n are conjugate, whence g and g −n are conjugate.
6.4. Cyclically dense representations on the random graph. We shall now use our results to deduce that if Γ is a finitely generated abelian group, then Γ has a cyclically dense representation on the random graph.
Lemma 33. There is a transitive automorphism g of R such that for all finite substructures A ⊆ R there is some n ∈ N such for all a ∈ A and b ∈ g n .A, a and b are R-unrelated.
Proof. We recall that a transitive automorphism g of R corresponds to a symmetric, irreflexive relation R on Z, invariant under left shift and such that (Z, R) ∼ = R. Also, any such relation R is given completely by a set S ⊆ N + = Z + and by the result of Cameron-Johnson [5, 6] , the generic S ⊆ N + produces a graphing isomorphic to the random graph. So fix a sequence of intervals Theorem 34. Let Γ be a finitely generated abelian group or a finitely generated free group. Then there is a cyclically dense representation of Γ on R.
Proof. Let g be the automorphism of R constructed in the preceding lemma. It is enough to show that the action of g on Rep(Γ, R) is topologically transitive, i.e., that for all non-empty open U, V , there is some k ∈ Z such that g k .U ∩ V = ∅. By Proposition 25, we can find a sequence of representations σ n : Γ B n on finite substructures B n ⊆ R such that the sets U (σ n ) form a π-basis for the topology on Rep(Γ, R). It therefore suffices to consider U and V on the form U (σ n ).
So let n, m be fixed and set A = B n ∪ B m . Then by the preceding lemma, we can find some k ∈ Z such that A and g k .A are R-unrelated, whereby also B n and B m are R-unrelated. Now, g k conjugates σ m with a representationσ n : Γ g k .B m and since B n and g k .B m are R-unrelated, σ n ∪σ m : Γ B n ∪ g k .B m defines a representation on the substructure B n ∪ g k .B m ⊆ R. Now pick some π ∈ U (σ n ∪σ m ). Then π ∈ U (σ n ), while g −k .π ∈ U (σ m ), showing topological transitivity.
For the case of Γ = F n , one uses the main result of Hrushovski [16] in order to prove an analogue of Proposition 25 in this setting. The rest of the proof is similar.
