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1. History and motivations
The notion of linearly recurrent subshift has been introduced in [Du, DHS]
to study the relations between the substitutive dynamical systems and the
stationary dimension groups. In an independent way, the similar notion of
linearly repetitive Delone sets of the Euclidean space Rd appears in [LP1].
For a Delone set X of Rd, the repetitivity function MX(R) is the least M
(possibly infinite) such that every closed ball B of radius M intersected with
X contains a translated copy of any patch with diameter smaller than 2R.
A Delone set X is said linearly repetitive if there exists a constant L
such that MX(R) < LR for all R > 0. Observe that we can assume that the
constant L is greater than 1. According to the following theorem, the slowest
growth for the repetitivity function of an aperiodic Delone set is linear.
Theorem 1 ([LP1] Theo. 2.3). Let d ≥ 1. There exists a constant c(d) > 0
such that for any Delone set X of Rd such that
MX(R) < c(d)R for some R > 0,
then X has a non-zero period.
Even more, if for some R, MX(R) <
4
3R, then the Delone set X is a
crystal i.e. has d independent periods (Theo. 2.2 [LP1]) .
The classical examples of aperiodic Delone systems (i.e. arising form
substitution) are linearly repetitive.
Lemma 2 ([So2] Lem. 2.3). A primitive self similar tiling is linearly repetitive.
In many senses that we will not specify, the family of linearly repetitive
Delone sets is small inside the family of all the Delone sets of the Euclidean
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space Rd. For instance, in the class of Sturmian subshifts, several authors
[MH, Du1, Du, LP2] show the following result.
Proposition 3. The Sturmian subshift associated to an irrational number α
is linearly recurrent if and only if the coefficients of the continued fraction of
α are bounded.
Let us recall that for the standard topology, the set of numbers with
bounded continued fraction are badly approximable by rational numbers. It
is known that they form a Baire meager set, with 0 Lebesgue measure but
with Hausdorff dimension 1.
As we shall see, the linearly repetitive Delone sets possess many rigid
properties. In the next section we present some combinatorial properties of
these sets. For instance, their complexity appears to be the slowest possi-
ble among all the aperiodic repetitive Delone sets. Section 3 is devoted to
the structure of the hull of an aperiodic linearly repetitive Delone set. A
tower system with uniform bound is described. We deduce from this the
main properties of the system. We focus in Section 4 on the ergodic proper-
ties of dynamical systems associated to linearly repetitive Delone sets. They
are stricly ergodic (i.e. each patch appears with a frequency). But they are
not wild since they are never measurably mixing. They satisfy also a subbadi-
tive ergodic theorem. We present a characterization of the linear repetitivity
by using a bound on the frequencies of the occurences of the patches. The
dynamical factors of these systems are studied in Section 5. They admit as
factors just a finite number of non conjugate aperiodic Delone systems. We
give also a characterization of their continuous and measurable eigenvalues by
studying cohomological equations. The last section concerns the deformation
of linearly repetitive Delone sets: each one is the image through a Lipschitz
map of a lattice in Rd.
2. Combinatorial properties
In this section we give the basic definitions and combinatorial properties
concerning linearly repetitive Delone sets of Rd. Most of these properties are
obviuous for self-similar tilings. In the rest of this paper we suppose that
all the Delone sets have finite local complexity. We denote by BR(x) the
Euclidean closed ball of radius R > 0 centred at the point x ∈ Rd.
2.1. Return vectors to a patch
Let X be a Delone set having finite local complexity. Let us denote (rX , RX)
the constants of discretness and relative density associated to X. A R-patch
is a set of the kind P = X ∩BR(x) centred at some point x ∈ X and for some
R > RX
1. For a R-patch P, we define the set
RP(X) = {v ∈ Rd : P + v is a R-patch of X}.
1note: a given patch may be defined by several centers x and radius R. So when we consider
a R-patch P, we choose a center xP and a radius R.
3It is called the set of return vectors to P. For a fixed center xP of P, any point
in RP(X) + xP =: XP is an occurence of the patch P.
Observe that the null vector 0 always belongs to RP(X). It is straight-
forward to check that XP is a Delone set when X is repetitive. Furthermore,
XP has finite local complexity because XP −XP ⊂ X −X.
When X is aperiodic and linearly repetitive with constant L, there are
uniform bounds on the constants rXP and RXP associated to the Delone set
XP. The following lemma shows that two occurrences of a patch can not be
too close. The proof can be found in [Le] Lem. 2.1 and in [So2, Du1].
Lemma 4. Let X be a linearly repetitive aperiodic Delone set with constant
L > 1. Then, for every patch P = X ∩BR(x) with x ∈ X, R > 0, we have
R
L+ 1
≤ rXP ≤ RXP ≤ LR.
Proof. By contradiction: let us assume there exist x 6= y ∈ X with
(X ∩BR(x))− x = X ∩BR(y)− y
and
rX ≤ ‖x− y‖ < R
(L+ 1)
.
Then for any point z′ in BR(x)∩X, we have z′+(y−x) ∈ X. For any z ∈ X,
the set X ∩ BR(x) contains a translated copy centered in z′ ∈ X ∩ BR(x)
of the patch B R
L+1
(z) ∩ X. Thus z′ + (y − x) ∈ X ∩ B R
L+1
(z′) and finally
z + (y − x) ∈ X and so X + (y − x) ⊂ X. In a similar way we obtain
X + (x − y) ⊂ X, so that finally we get X + x − y = X contradicting the
aperiodicity of X. 
This repulsion property on the occurrences of patches has several con-
sequences on the combinatorics of the Delone set X.
First of all on the complexity. Let us denote NX(R) the number of
different R-patches BR(x)∩X with x ∈ X, up to translation. Since any ball
of radius MX(R) contains the centers of occurencies of any R-patch, we easily
deduce that NX(R)
1
d = O(MX(R)) as R→∞(see [LP2]).
Lemma 5 ([Le], Lem. 2.2). Let X be an aperiodic linearly repetitive Delone
set. Then
lim inf
R→+∞
NX(R)
Rd
> 0.
From this, we conclude that for an aperiodic linearly repeptitive Delone
set MX(R) = O(NX(R)
1
d ) as R→∞.
Proof. As X is relatively dense, there exist constants λ1 > 0 and R1 > 0
such that
](X ∩BR(x)) ≥ λ1Rd for any x ∈ X, R ≥ R1.
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By the previous lemma all the patches (X−x)∩BR(0) for x ∈ X∩B R
3(L+1)
(0)
are pairwise different. Thus for any R ≥ 3(L+ 1)R1, we have
NX(R) ≥ ](X ∩B R
3(L+1)
(0)) ≥ λ1
(
R
3(L+ 1)
)d
,
that gives us the result. 
Another property is on the hierarchical structure of the linearly repet-
itive Delone sets, that is quite simple: for any size R > 0, it is possible to
decompose the Delone set into big patches (each one containing a R-patch),
so that the number of these patches, up to translations, is independent of the
size R. To be more precise, we need the notion of Vorono¨ı cell of a patch. For
a (rX , RX)-Delone set X, the Vorono¨ı cell Vx of a point x ∈ X is the set
Vx = {y ∈ Rd : ‖y − x‖ ≤ ‖y − x′‖,∀x′ ∈ X}.
It is then direct to check that any Vorono¨ı cell Vx is a convex polyhedra,
its diameter is smaller or equal to 2RX and it contains the ball B rX
2
(x).
Moreover when the Delone set X is of finite local complexity, the collection
of Vorono¨ı cells {Vx}x∈X forms a tiling of Rd of finite local complexity.
For a patch R-patch P = BR(xP) ∩ X of a repetitive Delone set X,
we denote by VP,x the Vorono¨ı cell associated to the Delone set XP and an
occurence x ∈ XP. Notice that the Vorono¨ı cell associated to the set of return
vectors RP(X) and a return vector v ∈ RP(X), is the Vorono¨ı cell of the
occurence xP + v ∈ XP translated by the vector −xP.
It follows by Lemma 4 that for an aperiodic linearly repetitive Delone
set with constant L, for any R-patch P,
diam VP,x ≤ 2LR, B R
2(L+1)
(x) ⊂ VP,x, for any x ∈ XP. (2.1)
Lemma 6 ([CDP] Lem. 11). Let X be an aperiodic linearly repetitive Delone
set with constant L. There exists an explicit positive constant c(L) such that
for every R > 0 and every R-patch P = X ∩BR(x), the collection {X ∩VP,x :
x ∈ XP} contains at most c(L) elements up to translation.
Observe here that the bound, explicit in the proof, does not depend on
the combinatorics of X but just on the constant of repetitivity.
Proof. Let us consider B the union of Vorono¨ı cells VP,x, x ∈ XP that inter-
sects the ball BL2R(0). We have then
BL2R(0) ⊂ B ⊂ BL2R+2LR(0).
By linear repetitivity, B ∩X contains a translated copy of any patch of the
kind X ∩ VP,x with x ∈ XP. Since any Vorono¨ı cell contains a ball of radius
R
2(L+1) , the number of patches in B ∩X of the kind X ∩ VP,x with x ∈ XP is
smaller than
vol BRL(L+2)(0)
vol B R
2(L+1)
(0)
≤ (2L(L+ 2)2)d = c(L).

5Even stronger, the next lemma gives for an aperiodic linearly repetitive
Delone set, an uniform bound (in R) on the number of occurrences of a patch
inside a ball of radius KR.
Lemma 7. Let X be an aperiodic linearly repetitive Delone set with constant
L ≥ 1, and let K ≥ L. Then for any R-patch P of X and any point y ∈ Rd,
]{v ∈ Rd; P− v ⊂ BKR(y) ∩X} ≤ 12dKdLd.
Proof. Let B be the union of all the Vorono¨ı cells VP,x, x ∈ XP that intersect
the ball BKR(y). It follows that
B ⊂ BKR+2LR(y).
By Lemma 4, the sets B R
2(L+1)
(z), where the points z ∈ BKR(y) ∩ XP are
occurrences of P, are pairwise disjoint and are included in B. Then it follows
that
]{v ∈ Rd; P− v ⊂ B} ≤ vol (B)
vol B R
2(L+1)
(0)
≤ 2d(K + 2L)d(L+ 1)d,
that gives us the result. 
Here again, observe that the bound depends just on the repetitivity
constant.
3. Structure of the hull of a linearly repetitive Delone set
3.1. Background on Solenoids, boxes
In this section, we will see the specific geometrical structure of the associated
hull Ω of an aperiodic repetitive Delone set. We recall here, from [BBG, BG],
the local structure of this space.
3.1.1. Local transversals and return vectors. Let (Ω,Rd) be an aperiodic
minimal Delone system. The canonical transversal of Ω is the set Ω0 com-
posed of all Delone sets in Ω that contain the origin 0. This terminology is
motivated by the fact that if Y is in Ω0, then every small translation of Y
will not be in Ω0. A cylinder in Ω is a set of the form
CY,S := {Z ∈ Ω | Z ∩BS(0) = Y ∩BS(0)},
where Y ∈ Ω and S > 0 are such that Y ∩ BS(0) 6= ∅. The next lemma is
well-known.
Proposition 8. Every cylinder in Ω is a Cantor set. Moreover, a basis for the
topology of Ω is given by sets of the form
{Z − v | Z ∈ CY,S , v ∈ Bε(0)}.
In particular, the canonical transversal Ω0 is a Cantor set.
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A local transversal in Ω is a clopen (both closed and open) subset of
some cylinder in Ω. By Proposition 8, a local transversal C is a Cantor set.
This implies that the recognition radius defined as
rec(C) := inf{S > 0 | CY,S ⊆ C for all Y ∈ C}
is finite. The motivation to define rec(C) is the following: suppose that a
Delone set Y ∈ Ω is given and we want to check if Y belongs to C. Then it
suffices to look whether the patch Y ∩Brec(C)(0) is equivalent to Yi∩Brec(C)(0)
for some Yi. Of course, if C = CY,S , then its recognition radius is smaller than
S. Proposition 8 implies also that the collection
{CY,S | Y ∈ C, S > rec(C)}
forms a basis for its topology. Indeed, since C is a Cantor set, it is easy to
find a finite set {Y1, . . . , Ym} in C such that
C =
m⋃
i=1
CYi,rec(C).
Given a local transversal C and D ⊆ Rd, the following notation will be
used throughout the paper:
C[D] = {Y − x | Y ∈ C, x ∈ D}.
As we define a return vector to a patch, one can define the set of return
vectors to a local transversal. Given a local transversal C and a Delone set
Y ∈ Ω, we define
RC(Y ) = {x ∈ Rd | Y − x ∈ C}.
When Y belongs to C, we refer to RC(Y ) as the set of return vectors of Y
to C. The following lemma is standard (see e.g.[C])
Lemma 9. Let C be a local transversal. Then for each Y ∈ C, the set of return
vectors RC(Y ) is a repetitive Delone set. Moreover, the following quantities
r(C) =
1
2
inf{‖x− y‖ x, y ∈ RC(Y ), x 6= y}, and (3.1)
R(C) = inf{R > 0 RC(Y ) ∩BR(y) 6= ∅ for all y ∈ Rd}, (3.2)
do not depend on the choice of Y in C.
3.1.2. Solenoids and boxes. In this section, we recall some definitions and
results of [BBG, BG] that will be used throughout the paper. The hull Ω
is locally homeomorphic to the product of a Cantor set and Rd (see chapter
toolbox). Moreover, there exists an open cover {Ui}ni=1 of Ω such that for each
i ∈ {1, . . . , n}, there are Yi ∈ Ω, Si > 0 and open sets Di ⊆ Rd such that
Ui = CYi,Si [Di] and the map hi : Di×Ci → Ui defined by hi(t, Z) = Z − t is
a homeomorphism. Furthermore, there are vectors vi,j ∈ Rd (depending only
on i and j) such that the transition maps h−1i ◦ hj satisfy
h−1i ◦ hj(t, Z) = (t− vi,j , Z − vi,j) (3.3)
at all points (t, Z) where the composition is defined. Following [BG], we call
such a cover a Rd-solenoid’s atlas. It induces, among others structures, a
7laminated structure as follows. First, slices are defined as sets of the form
hi(Di×{Z}). Equation (3.3) implies that slices are mapped onto slices. Thus,
the leaves of Ω are defined as the smallest connected subsets that contain all
the slices they intersect. It is not difficult to check, using (3.3), that the leaves
coincide with the orbits of Ω.
A box in Ω is a set of the form B := C[D] where C is a local transversal
in Ω, and D ⊆ Rd is an open set such that the map from D × C to B
given by (x, Y ) 7→ Y − x is a homeomorphism. This is true, for instance, if
D ⊆ Br(C)(0) (cf. (3.1)).
3.2. Tower systems
In this section we review the concepts of box decompositions and tower sys-
tems introduced in [BBG, BG]. We focus on linearly repetitive Delone sets.
The main results of this section can be found in [AC]. For all this section, Ω
denotes the hull of an aperiodic repetitive Delone set X.
3.2.1. Box decompositions and derived tilings. A box decomposition is a finite
and pairwise-disjoint collection of boxes B = {B1, . . . , Bt} in Ω such that the
closures of the boxes in B cover the hull. For simplicity, we always write Bi =
Ci[Di], where Ci and Di are fixed and Ci is contained in Bi. In particular,
the set Di contains 0. We refer to Ci as the base of Bi. In this way, we call
the union of all Ci the base of B. The reasoning for fixing a local transversal
in each Bi comes from the fact that box decompositions can be constructed
in a canonical way starting from the set RC(Y ) of return vectors to a given
local transversal C (see details in Section chaptre toolbox).
An alternative way of understanding a box decomposition is given by
a family of tilings, known as derived tilings, which are constructed by in-
tersecting the box decomposition with the orbit of each Delone set in the
hull.
Let us start by recalling some basic definitions about tilings. A tile T
in Rd is a compact set that is the closure of its interior (not necessarily
connected). A tiling T of Rd is a countable collection of tiles that cover Rd
and have pairwise disjoint interiors. Tiles can be decorated : they may have
a color and/or be punctured at an interior point. Formally, this means that
decorated tiles are tuples (T, i, x), where T is a tile, i lies in a finite set of
colors, and x belongs to the interior of T . Two tiles have the same type if
they differ by a translation. If the tiles are punctured, then the translation
must also send one puncture to the other, and when they are colored, they
must have the same color.
To construct a derived tiling, the idea is to read the intersection of the
boxes in the box decomposition with the orbit of a fixed Delone set in the
hull. In the sequel, it will be convenient to make the following construction.
Let {Ci}ti=1 be a collection of local transversals and {Di}ti=1 be a collection
of bounded open subsets of Rd containing 0. Define B = {Ci[Di]}ti=1 and
observe that the sets in B are not necessarily boxes of Ω. For each Y ∈ Ω,
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define the (decorated) derived collection of B at Y by
TB(Y ) := {(Di + v, i, v) | i ∈ {1, . . . , t}, v ∈ RCi(Y )}.
The following lemma gives the relation between box decomposition and tilings.
Lemma 10 (Lem. 3.1 [AC] ). Let B = {Ci[Di]}ti=1, where the Ci’s are local
transversals and the Di’s are open bounded subsets of Rd that contain 0.
Then, B is a box decomposition if and only if TB(Y ) is a tiling of Rd for
every Y ∈ Ω. In this case, we call TB(Y ) the derived tiling of B at Y .
Proof. It is easy to see that if B is a box decomposition, then TB(Y ) is a tiling
for every Y ∈ Ω. We now show the converse. For convenience, set C = ∪iCi.
Fix Y ∈ Ω and suppose there are i, j ∈ {1, . . . , t}, Y1 ∈ Ci, Y2 ∈ Cj , x1 ∈ Di
and x2 ∈ Dj such that Y = Y1 − x1 = Y2 − x2. This implies that the tiles
Di − x1 and Dj − x2 of TB(Y ) meet an interior point. Since TB(Y ) is a
tiling, these tiles must coincide, and hence i = j and x1 = x2. We conclude
i the maps hi : Ci × Di → Ci[Di] given by (Y, t) 7→ Y − t are one-to-one,
and moreover their image are pairwise disjoint. It is then straightforward to
check that the maps hi are homeomorphims. 
3.2.2. Properly nested box decompositions. A box decomposition B′ = {C ′i[D′i]}t
′
i=1
is zoomed out of another box decomposition B = {Cj [Dj ]}tj=1 if the following
properties are satisfied:
(Z.1) If Y ∈ C ′i is such that Y −x ∈ Cj − y for some x ∈ D′i and y ∈ Dj , then
C ′i − x ⊆ Cj − y.
(Z.2) If x ∈ ∂D′i, then there exist j and y ∈ ∂Dj such that C ′i − x ⊆ Cj − y.
(Z.3) For every box B′ in B′, there is a box B in B such that B ∩B′ 6= ∅ and
∂B ∩ ∂B′ = ∅.
For each i ∈ {1, . . . , t′} and j ∈ {1, . . . , t} define
Oi,j = {x ∈ D′i | C ′i − x ⊆ Cj}. (3.4)
(Z.4) For each i ∈ {1, . . . , t′} and j ∈ {1, . . . , t},
D′i =
t⋃
j=1
⋃
x∈Oi,j
Dj + x,
where all the sets in the right-hand side of the equation have pairwise
disjoint interiors.
Observe that in the case that Dj is connected, then properties (Z.1) and (Z.2)
imply (Z.4).
Since we are considering the C ′i’s and Cj ’s as the bases of the boxes, we
ask the following additional property to be satisfied:
(Z.5) The base of B′ is included in the base of B, that is, ∪iC ′i ⊆ ∪jCj .
By (Z.4), we have that the tiling TB′(Y ) is a super-tiling of TB(Y ) in
the sense that each tile T in TB′(Y ) can be decomposed into a finite set of
tiles of TB(Y ). By (Z.3), one of these tiles is included in the interior of T .
9Lemma 11. For every j ∈ {1, . . . , t} we have
Cj =
t′⋃
i=1
⋃
x∈Oi,j
C ′i − x.
Proof. By the definition of Oi,j and (Z.1), it suffices to show that every Y ∈
Cj belongs to the interior of some box C
′
i[D
′
i]. Suppose not, then Y ∈ C ′i − x
with x ∈ ∂D′i for some i since B′ is a box decomposition. Moreover, by (Z.2)
we deduce that Y must be in the boundary of some box Bj′ in B, which gives
a contradiction. 
3.3. Tower systems of linearly repetitive Delone system.
A tower system is a sequence of box decompositions (Bn)n∈N such that Bn+1
is zoomed out of Bn for all n ∈ N. An iteration of the construction of zoomed
out box decomposition gives the following result.
Theorem 12 ([BBG]). The hull of any aperiodic minimal Delone set possesses
a tower system.
We have explained in Section 3.2.1 how to construct a box decomposi-
tion and in section 3.2.2 the notion of zoomed out box decomposition. In this
section, we specify the construction of a tower system to the linear repetititve
case.
Fot a decreasing sequence (Cn)n∈N of local transversals with diameter
going to 0, and a tower system (Bn)n, we say that (Bn)n is adapted to (Cn)n,
if for any n ∈ N we have Bn = {Cn,i[Dn,i]}tni=1 such that Cn = ∪iCn,i and tn
is a positive integer. In this case, for each n ∈ N∗ we define, as in (3.4),
O
(n)
i,j = {x ∈ Dn,i | Cn,i − x ⊆ Cn−1,j} (3.5)
and
m
(n)
i,j = ]O
(n)
i,j
for every i ∈ {1, . . . , tn} and j ∈ {1, . . . , tn−1}. The transition matrix of level
n (associated to the tower system (Bn)n∈N) is then defined as the matrix
Mn = (m
(n)
i,j )i,j , so Mn has size tn × tn−1. From (Z.4), we get
vol(Dn,i) =
tn−1∑
j=1
m
(n)
i,j vol(Dn−1,j). (3.6)
Given a box decomposition B = {Ci[Di]}ti=1 , define its external and
internal radius by
Rext(B) = max
i∈{1,...,t}
inf{R > 0 : BR(0) ⊇ Di};
rint(B) = min
i∈{1,...,t}
sup{r > 0 : Br(0) ⊆ Di},
respectively. Define also rec(B) = maxi∈{1,...,t} rec(Ci).
With all theses definitions, we can state the following result for aperiodic
linearly repetitive Delone systems.
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Theorem 13 (Theo. 3.4 [AC]). Let X be an aperiodic linearly repetitive Delone
set with constant L > 1 and 0 ∈ X. Given K ≥ 6L(L + 1)2 and s0 > 0, set
sn := K
ns0 and Cn := CX,sn for all n ∈ N. Then, there exists a tower
system (Bn)n of Ω adapted to (Cn)n∈N that satisfies the following additional
properties:
i) for every n ≥ 0, Cn+1 ⊆ Cn,1;
ii) there exist constants
K1 :=
1
2(L+ 1)
− L
K − 1 and K2 :=
LK
K − 1 ,
which satisfy 0 < K1 < 1 < K2, such that for every n ∈ N we have
K1sn ≤ rint(Bn) < Rext(Bn) ≤ K2sn; (3.7)
iii) for every n ∈ N,
rec(Bn) ≤ (2L+ 1)sn. (3.8)
As an application of this result, we have the nice following structure.
Theorem 14. Let X be an aperiodic linearly repetitive Delone set. Then, the
tower system of Ω obtained in Theorem 13 satisfies the following:
1. For every n ∈ N∗, the matrix Mn = (m(n)i,j )i,j has strictly positive coef-
ficients;
2. The matrices {Mn}n∈N∗ are uniformly bounded in size and norm.
In the self-similar case, the family of matrices {Mn} can be reduced to
only one element.
Proof. Take the notations of Theorem 13. Indeed, by the definition of linearl
repetitivity, we have MX(rec(Bn)) ≤ L rec(Bn) for all n ∈ N∗. Combining
this with (3.8), the left-hand inequality of (3.7) and the definition of sn we
get
MX(rec(Bn)) ≤ L(2L+ 1)
KK1
rint(Bn+1).
Since K ≥ 6L(L + 1)2, it follows that L(2L + 1) ≤ K1K and we obtain for
all n ≥ 0
MX(rec(Bn)) ≤ rint(Bn+1).
Thus any rec(Bn)-patch occurs in a set Dn+1,i ∩ Y for any Y ∈ Cn+1,i, and
the coefficients m
(n)
i,j are positive. Moreover, since Dn,i is included in a ball of
radius Rext(Bn−1) and each Dn−1,j contains a ball of radius rint(Bn−1), we
deduce from 3.6 that
tn−1∑
j=1
m
(n)
i,j ≤
(
Rext(Bn−1)
rint(Bn−1)
)d
≤
(
K
K2
K1
)d
.
So we get that the matrices {Mn}n are uniformly bounded. 
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4. Ergodic properties of linearly repetitive system
4.1. Background on transverse invariant measure
A Borel measure µ on the hull Ω of a repetitive Delone set is translation
invariant if µ(B − v) = µ(B) for every Borel set B and v ∈ Rd. It is well-
known that any continuous Rd action on a compact space admits an invariant
measure.
Let C be a local transversal and 0 < r < r(C). Each translation in-
variant measure µ induces a measure ν on C (see [Gh] for the general con-
struction): given a Borel subset V of C, its transverse measure is defined
by
ν(V ) =
µ(V [Br(0)])
vol(Br(0))
,
where vol denotes the Euclidean volume in Rd. This gives a measure on each
C, which does not depend on small r. The collection of all measures defined
in this way is called the transverse invariant measure induced by µ. It is
invariant in the sense that if V is a Borel subset of C and x ∈ Rd is such that
V −x is a Borel subset of another local transversal C ′, then ν(V −x) = ν(V ).
Conversely, the measure µ of any box B written as C[D] may be computed
by the equation
µ(C[D]) = vol(D)× ν(C).
For a tower system (Bn)n≥0 where Bn = {Cn,i[Dn,i]}tni=1 from (Z.4),
Lemma 11 and the definition of transverse invariant measures, we get
ν(Cn−1,j) =
tn∑
i=1
ν(Cn,i)m
(n)
i,j . (4.1)
Fix n ∈ N. From the relation µ(Cn,i[Dn,i]) = vol(Dn,i)ν(Cn,i) and the fact
that Bn is a box decomposition, it follows that
tn∑
j=1
vol(Dn,j)ν(Cn,j) = 1. (4.2)
4.2. Unique ergodicity and speed of convergence
When the system (Ω,Rd) has an unique translation invariant probability
measure, the system is called uniquely ergodic. The unique ergodicity implies
combinatorial properties for the Delone set. The dynamical system (Ω,Rd)
is uniquely ergodic, if and only if any Delone set X ∈ Ω has uniform patch
frequencies, i.e., any patch P occurs with a positive frequency; more precisely:
Let XP be the set of occurences of the patch P in X, and let (DN )N be a
nested sequence of d-cube DN of side N , then the following limit exists.
lim
N→∞
]XP ∩DN
vol(DN )
=: freq(P).
The number freq(P) is called the frequency of P. Notice the difference with
the standard Birkhoff’s ergodic Theorem that asserts a convergence only for
almost all Delone set of the hull.
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Theorem 15. Let X be an aperiodic linearly repetitive Delone set of Rd and
Ω its hull. Then the system (Ω,Rd) is uniquely ergodic.
The original proof is due to Lagarias and Pleasants in [LP2]. By using
the identification between a transverse invariant measure and the inverse limit
of top homologies of branched manifolds, the authors in [BBG] show that in
the case described in Theorem 14, the system is uniquely ergodic. This proof
is independent of the original one.
Actually for linearly repetitive system, we can be much more precise
and give informations on the speed of convergence of the limit. For instance
the following is a stronger result of Lagarias and Pleasants [LP2], that implies
the unique ergodicity.
Theorem 16 ([LP2]). Let X be a linearly repetitive Delone set of Rd. There
exists a δ > 0 such that, for every patch P of X, there is a number freq(P) so
that ∣∣∣∣XP ∩DomNvol(DomN ) − freq(P)
∣∣∣∣ = O(N−δ),
where DomN is either a d-cube with side N or a ball of radius N . The O-
constant may depend on the patch P.
In [AC], a proof of this theorem is given using the structure Theorem
14 and relating the constant δ with the matrices Mn by the following way
δ = d− logK
(
1− sup
n
||Mn||−11 ||Mn+1||−11
)
,
where logK denotes the logarithm in base K.
4.3. Non-mixing properties
A translation invariant probability measure µ on a the hull Ω of a Delone set
is said to be measurably strongly mixing if for any Borel sets A,B in Ω,
lim
‖v‖→∞
µ((A− v) ∩B) = µ(A)µ(B). (4.3)
In this section, we show the following proposition which is analogous to
theorem of Dekking and Keane [DK] for substitutive subshifts.
Proposition 17 ([C0]). Let X be a linearly repetitive Delone set of Rd and Ω
its hull. Then the system (Ω,Rd) is not measurably strongly mixing.
The proof’s strategy is the same as for self-similar tiling in [So1] or for linear
recurrent Cantor system in [CDHM]. But we need sharp estimates on the
transverse measures of clopen sets, provided by Theorem 13.
Assume that the Delone set X is aperiodic and linearly repetitive with
constant L. Let µ be the unique translation invariant probability measure
on the hull Ω, and let ν be the associated transverse invariant measure. Let
(Bn)n≥0 be the tower system given by Theorem 13 where for each integer n,
Bn = {Cn,i[Dn,i]}tni=1.
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Lemma 18. For the tower system of Ω given by Theorem 13, we have
inf
n≥1
1≤i≤n
vol(Dn,i)ν(Cn,i) >
(
K1
KK2
)d
=: c > 0.
Proof. With the equation 4.1, for any 1 ≤ i ≤ tn, we get
ν(Cn,i) ≥
tn+1∑
j=1
ν(Cn+1,j). (4.4)
By definition, for any 1 ≤ i ≤ tn, the domain Dn,i contains a ball or radius
rint(Bn) and for 1 ≤ j ≤ tn+1 the domain Dn+1,j is included in a ball of
radius Rext(Bn+1). Thus, as in the proof of Theorem 14, we deduce from
Theorem 13
vol(Dn+1,j)
vol(Dn,i)
≤
(
Rext(Bn−1)
rint(Bn−1)
)d
≤
(
K
K2
K1
)d
= c−1. (4.5)
Thus it follows from (4.2), that for any n ≥ 0 and 1 ≤ i ≤ tn
vol(Dn,i)ν(Cn,i) ≥
tn+1∑
j=1
cvol(Dn+1,j)ν(Cn+1,j) = c.

For the tower system (Bn)n, we define as in Definition 3.4, for integers
p ≥ n > 0
O
(p,n)
i,j := {x ∈ Dp,i | Cp,i − x ⊆ Cn−1,j}, for 1 ≤ i ≤ tp; 1 ≤ j ≤ tn−1 (4.6)
and
m
(p,n)
i,j = ]O
(p,n)
i,j .
Then it is straightforward to check that the tp × tn−1 matrix
(m
(p,n)
i,j )i,j = Mp · · ·Mn.
Lemma 19. For the tower system of Ω given by Theorem 13, we have for
n ≥ 2, and 1 ≤ j ≤ tn
lim infp→+∞ min
1≤i≤tp
m
(p,n)
i,j
vol(Di,p)
≥ ν(Cn−1,j)
(
K1
K2
)d
c.
Proof. Let X ∈ ∩n≥0C(n). By the unique ergodicity, we have
lim
R→+∞
1
vol(BR(0))
]{BR(0) ∩RCn,j (X)} = ν(Cn,j). (4.7)
Since for every p > n, the set Cp ⊂ Cp−1,1, we get for any 1 ≤ i ≤ tp,
m
(p,n)
i,j ≥ m(p−1,n)1,j ≥ ]{Dp−1,j ∩RCn−1,j (X)}.
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Hence we conclude by this inequality and inequality (4.5) that
lim infp→+∞ min
1≤i≤tp
m
(p,n)
i,j
vol(Dp,i)
≥lim infp→+∞
]{Dp−1,j ∩RCn−1,j (X)}
vol(Dp,i)
≥c lim infp
]{Dp−1,j ∩RCn−1,j (X)}
vol(Dp−1,j)
≥c lim
p
]{Brint(Bp−1)(0) ∩RCn−1,j (X)}
vol(BK2
K1
rint(Bp−1)(0))
,
since Dp−1,j contains the ball Brint(Bp−1)(0) and is contained in the ball
BRext(Bp−1)(0) ⊂ BK2
K1
rint(Bp−1)(0). We obtain the conclusion by the equal-
ity (4.7). 
Now we are able to prove Proposition 17.
Proof of Proposition 17. Let n be an integer such that ν(Cn) <
(
K1
K2
)d
c2.
For p ≥ n, Let Fp,1 ⊂ Rd be the set of vector v such that there exists a
1 ≤ j ≤ tp satisfying Cp,1 − v ∩ Cp,j 6= ∅ and Dp,j − v ∩ Dp,1 6= ∅. Let
C˜(n, v) = (Cn,1 − v) ∩ Cn,1. We will show that
lim infp→∞ inf
v∈Fp,1
ν(C˜(n, v)) > ν(Cn,1)
2
which implies that the system (Ω,Rd) is not strongly mixing.
For x ∈ O(p,n+1)1,1 = {x ∈ Dp,1 | Cp,1 − x ⊆ Cn,1}, and v ∈ Fp,1, we have by
(Z.1) and by i) in Theorem 13
Cp+1,1 − (v + x) ⊂ Cp+1 − x ⊂ Cp,1 − x ⊂ Cn,1.
Thus for any x ∈ O(p,n+1)1,1 and v ∈ Fp,1 we get Cp+1,1 − x ⊂ C˜(n, v). Then
ν(C˜(n, v)) ≥ ]O(p,n+1)1,1 ν(Cp+1,1) = m(p,n+1)1,1 ν(Cp+1,1).
By Lemma 19, we obtain
lim infp→∞ inf
v∈Fp,1
ν(C˜(n, v))
≥ lim infp→∞
m
(p,n+1)
1,1
vol(D1,p)
ν(Cp+1,1)vol(D1,p)
≥ ν(Cn,1)c
(
K1
K2
)d
lim infp→∞ν(Cp+1,1)vol(D1,p)
≥ ν(Cn,1)c
(
K1
K2
)d
lim infp→∞ν(Cp+1,1)vol(D1,p+1)c by inequality (4.5)
≥ ν(Cn,1)
(
K1
K2
)d
c2 > ν(Cn,1)
2.

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4.4. Subadditive ergodic theorem
In section 4.2 we recall that the linearly repetitive systems are uniquely er-
godic. Actually such systems satisfy also a subadditive ergodic theorem. Let
B(Rd) denotes the family of bounded subsets in Rd. A real valued function
F : B(Rd)→ R is called subadditive if
F (Q1 ∪Q2) ≤ F (Q1) + F (Q2)
for any disjoint sets Q1, Q2 ∈ B(Rd). For a Delone set X, the function F is
called X-invariant if
F (Q) = F (Q+ t) whenever Q ∈ B(Rd) and t+ (Q ∩X) = (t+Q) ∩X.
For instance, given a patch P of the Delone set X, the function B ∈ B(Rd) 7→
−XP ∩B where XP denotes the set of occurences of the patches P in X, is a
subadditive X-invariant function.
Theorem 20 ([DL, BBL]). Let X be a linearly repetitive Delone set in Rd.
Then X satisfies the uniform ergodic theorem: i.e. for any X-invariant subad-
ditive function F and any nested sequence (Dn)n of d-cubes with side-lengths
going to infinity as n goes to infinity, the following limit exists
lim
n→+∞
F (Dn)
vol(Dn)
,
and is independent of the sequence (Dn)n.
It is then easy to deduce from this result that the associated dynamical
system is uniquely ergodic. The converse is false, in [DL], the authors give an
example of a Sturmian sequence that does not satisfy the subadditive ergodic
theorem. They prove also a more stronger form of this theorem.
The lower density ν(P) of a R-patch P is the quantity
ν(P) := lim infn→∞
]XP ∩Bn(0)
vol(Bn(0))
vol(BR(0)).
The results in [BBL] have this direct corollary.
Proposition 21. If X is a repetitive (rX , RX) Delone set verifying the uniform
subadditive ergodic theorem, then X satisfies positivity of weights: i.e.
inf
P is a R−patch ,R≥RX
ν(P) > 0.
Notice that in dimension 1, the positivity of weights property is sufficient
to ensure the unique ergodictiy (see [Bo]). Actually, one can deduce from
Lemma 18 that a linearly repetitive Delone set satisfies the positivity of
weights.
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4.5. A characterization of linear repetitivity
In [Le02], D. Lenz characterizes the subshifts that admit a uniform subaddi-
tive ergodic Theorem by uniform positivity of weights. This can be considered
as an averaged version of linear repetitivity. For Delone systems, it is shown
in [Bes, BBL] that the linear repetitivity is equivalent to positivity of weights
plus some balancedness of the shape of patterns. For a Vorono¨ı cell V of a
Delone set, let us define:
rint := sup{r > 0;V contains a ball of radius r}.
Rext := inf{R > 0;V is contained in a ball of radius R}.
The distorsion of V is the constant λ(V ) := Rext(V )/rint(V ).
Theorem 22 ([BBL]). Let X be an aperiodic Delone set in Rd of finite type.
Then X is linearly repetitive if and only if for any R-patch P of X, R > 0:
the set XP of occurences of P is a (rP, RP)-Delone set such that
(i) supP,x∈XP λ(Vx) < +∞ where Vx denotes the Vorono¨ı cell of x.
(ii) The Delone set X satisfies the positivity of weights (see Proposition 21).
One can find in [BBL] another similar equivalent condition to linear
repetitivity. Notice that in dimension d = 1, the distorsion of any compact
Vorono¨ı cell is equal to 1. Thus the condition (ii) is equivalent to the linear
repetitivity.
For an aperiodic linearly repetitive Delone set, the properties (i)-(ii)
arise from the properties recalled in the subsections 2.1 and 4.4.
Let us also mention in Chapter On the non commutative geometry for
tilings, a characterization of Sturmian sequences that are linearly repetitive
by using metrics arising from the Connes distance.
5. Factors of linearly repetitive system
A factor map between two Delone systems (Ω1,Rd) and (Ω2,Rd) is a contin-
uous surjective map pi : Ω1 → Ω2 such that pi(X − v) = pi(X)− v, for every
X ∈ Ω1 and v ∈ Rd.
In symbolic dynamics it is well-known that topological factor maps be-
tween subshifts are always given by sliding-block-codes. An equivalent notion
for the Delone system is the local derivability: i.e. there exists a constant
s0 > 0 such that for any radius R > 0, if two Delone sets X,Y ∈ Ω1 satisfy
X ∩BR+s0(0) = Y ∩BR+s0(0) then pi(X)∩BR(0) = pi(Y )∩BR(0). However
there are examples of factor maps on Delone systems that are not sliding-
block codes ([Pe], [RS]). Nevertheless, the following lemma shows that factor
maps between Delone systems are not far from being sliding-block-codes.
Similar results can be found in [CD, CDP, HRS].
Lemma 23. Let X1 and X2 be two Delone sets. Suppose X1 has finite local
complexity and pi : ΩX1 → ΩX2 is a factor map. Then, there exists a constant
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s0 > 0 such that for every ε > 0, there exists Rε > 0 satisfying the following:
For any R ≥ Rε, if X and X ′ in ΩX1 satisfy
X ∩BR+s0(0) = X ′ ∩BR+s0(0),
then
(pi(X)− v) ∩BR(0) = pi(X ′) ∩BR(0)
for some v ∈ Bε(0).
Proof. The Delone set X2 has also finite local complexity because ΩX2 is
compact. Let r0 and R0 be positive constants such that X2 is a (r0, R0)-
Delone set. Since all the elements of ΩX2 are (r0, R0)-Delone sets, if two
different points y1, y2 of Rd satisfy (X − y1)∩BR(a) = (X − y2)∩BR(a) for
some X ∈ ΩX2 , a ∈ Rd and R > R0, then ‖y1 − y2‖ ≥ r02 (for the details see
[So1]).
Let 0 < δ0 < min{ r04 , 1R0 }. Since pi is uniformly continuous, there exists
s0 > 1 such that if X and X
′ in ΩX1 verify X ∩Bs0(0) = X ′ ∩Bs0(0) then
(pi(X)− v) ∩B 1
δ0
(0) = pi(X ′) ∩B 1
δ0
(0),
for some v ∈ Bδ0(0). Let 0 < ε < δ0. By uniform continuity of pi, there exists
0 < δ < 1s0 such that if X and X
′ in ΩX1 verify X ∩ B 1δ (0) = X ′ ∩ B 1δ (0)
then
(pi(X)− v) ∩B 1
ε
(0) = pi(X ′) ∩B 1
ε
(0), (5.1)
for some v ∈ Bε(0). Now fix R ≥ Rε = 1δ − s0, and let X and X ′ be two
Delone sets in ΩX1 satisfying
X ∩BR+s0(0) = X ′ ∩BR+s0(0). (5.2)
Observe that X and X ′ satisfy (5.1), and (X−a)∩Bs0(0) = (X ′−a)∩Bs0(0),
for every a in BR(0). The choice of s0 ensures that
(pi(X)− a− t(a)) ∩B 1
δ0
(0) = (pi(X ′)− a) ∩B 1
δ0
(0), (5.3)
for some t(a) ∈ Bδ0(0). Let us prove the map a 7→ t(a) is locally constant.
For a ∈ BR(0), let 0 < sa < 1δ0 − R0 be such that Bsa(a) ⊆ BR(0). Every
a′ ∈ Bsa(0) verifies B 1δ0−‖a′‖(−a
′) ⊂ B 1
δ0
(0). Let a′ ∈ Bsa(0). This inclusion
and (5.3) imply
(pi(X)−a−a′−t(a))∩B 1
δ0
−‖a′‖(−a′) = (pi(X ′)−a−a′)∩B 1δ0−‖a′‖(−a
′). (5.4)
On the other hand, from the definition of the map a 7→ t(a) we deduce
(pi(X)− a− a′ − t(a+ a′)) ∩B 1
δ0
(0) = (pi(X ′)− a− a′) ∩B 1
δ0
(0),
which implies
(pi(X)−a−a′−t(a+a′))∩B 1
δ0
−‖a′‖(−a′) = (pi(X ′)−a−a′)∩B 1δ0−‖a′‖(−a
′).
(5.5)
Since ‖t(a) − t(a + a′)‖ ≤ r02 , from equations (5.4), (5.5) and the remark of
the beginning of the proof we conclude t(a) = t(a+ a′) for every a′ ∈ Bs(0).
Therefore the map a 7→ t(a) is constant on Bsa(a).
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Furthermore, due to δ0 > ε and (5.2), Equation (5.1) implies there exists
v ∈ Bε(0) such that
(pi(X)− v) ∩B 1
δ0
(0) = pi(X ′) ∩B 1
δ0
(0). (5.6)
For a = 0, from (5.3) and (5.6) we have that t(0) = v or ‖v− t(0)‖ ≥ r02 .
Since ‖t(0)− v‖ ≤ δ0 + ε < 2δ0 < r02 , we conclude t(0) = v and then t(a) = v
for every a ∈ BR(0). This property together with (5.3) and (5.6) imply that
(pi(X)− v) ∩BR(0) = pi(X ′) ∩BR(0).
This conclude the proof. 
Lemma 24 ([CD] Lem. 3). Let X1 and X2 be two Delone sets with finite local
complexity. If pi : ΩX1 → ΩX2 is a factor map and X1 is linearly repetitive,
then (ΩX2 ,Rd) is linearly repetitive.
Proof. Let X ∈ ΩX1 . Consider 0 < ε < 1 and s0, R(ε) > 0 the positive
constants of Lemma 23 associated to ε. Since X is linearly repetitive with
some constant L, for any y ∈ Rd there exists v ∈ BL(R+s0)(y) such that
(X − v)∩BR+s0(0) = X ∩BR+s0(0). From Lemma 23, there exists t ∈ Bε(0)
such that (pi(X) − v − t) ∩ BR(0) = pi(X) ∩ BR(0). This implies that any
ball of radius L(R+ s0) + 2ε in pi(X) contains a copy of pi(X)∩BR(0). Since
Ls0 + 2ε is smaller than the constant Ls0 + 2, it follows that pi(X) is linearly
repetitive. 
Actually from the proofs of Lemmas 4 and 24 we can get an uniform
bound on the linear repetitivity constant of the factor system.
Lemma 25. Let X1 and X2 be two Delone sets with finite local complexity. If
pi : ΩX1 → ΩX2 is a factor map and X1 is linearly repetitive with constant
L > 1, then there exists Rpi > 0 such that for every R > Rpi and every R-
patch P of X2, a copy of P appears in every ball of radius 3LR of X2 and any
two occurrences of P in X2 are at distance at least R/4L.
5.1. Finite number of aperiodic Delone systems as factors
The aim of this section is to prove the following theorem that is a general-
ization of a result in [Du1] in the context of subshifts.
Theorem 26 ([CDP] Theo. 12). Let L > 1, d ≥ 1. There exists a constant
N(L, d) such that any linearly repetitive Delone set X of Rd with constant
L, has at most N(L, d) aperiodic Delone system factors of (ΩX ,Rd) up to
conjugacy.
The bound N(L, d) is essentially due to the constants arising in the
lemmas 6 and 7. The proof relies on a generalization of these lemmas and
on the specific structure of the factor maps for linearly repetitive Delone
systems.
The next result says that factor maps between linearly repetitive Delone
systems are finite-to-one. A proof of that result in the context of subshifts
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and Delone systems can be found in [Du1] and in [CDP, Proposition 5] re-
spectively. Here we include the proof in the case where the factor map is a
sliding-block-code.
Proposition 27. Let X be a linearly repetitive Delone set with constant L.
There exists a constant C > 0 (depending only on L) such that If X ′ is an
aperiodic Delone set and pi : (ΩX ,Rd)→ (ΩX′ ,Rd) is a factor map, then for
every Y ∈ ΩX′ , the fiber pi−1({Y }) contains at most C elements.
Proof. For simplicity we will assume that pi is a sliding-block-code. That
means there exists s0 > 0 such that if X1 and X2 ∈ ΩX verify X1 ∩
BR+s0(0) = X2∩BR+s0(0) for anR > 0, then pi(X1)∩BR(0) = pi(X2)∩BR(0).
From Lemma 24 the Delone set X ′ is linearly repetitive, and if R is sufficiently
large, Lemma 25 implies that for any x ∈ Rd a copy of the patch X ′ ∩BR(x)
appears in X ′ ∩B3LR(y), for every y ∈ Rd. Let Y ∈ ΩX′ and X1, · · · , Xn be
different Delone sets in ∈ pi−1({Y }). Because these Delone sets are different,
for every sufficiently large R, the patches Xi ∩ BR(0) are pairwise distinct.
Linearly repetitivity of X ensures the existence of points v1, · · · , vn ∈ BLR(0)
such that each X − vi ∩BR(0) is a copy of Xi ∩BR(0), for every 1 ≤ i ≤ n.
This implies that pi(X) − vi ∩ BR−s0(0) = Y ∩ BR−s0(0). From this and
Lemma 25 we get that ‖vi − vj‖ ≥ R−s04L , from which we deduce that n ≤ C,
where C is a constant that depends only on L. 
The following proposition is a straightforward generalization of Lemma
21 in [Du1]. A proof in our setting can be found in [CDP, Proposition 6].
Here we omit the proof.
Proposition 28. Let (Ω,Rd) be a minimal Delone system and φ1 : (Ω,Rd)→
(Ω1,Rd), φ2 : (Ω,Rd) → (Ω2,Rd) be two factor maps. Suppose that (Ω2,Rd)
is non periodic and φ1 is finite-to-one. If there exist X,Y ∈ Ω and v ∈ Rd
such that φ1(X) = φ1(Y ) and φ2(X) = φ2(Y − v), then v = 0.
We have already defined the notion of return vector of a patch, now
let us define the notion of return vector of a Vorono¨ı cell of a patch. For
a patch P of X and v ∈ XP, VP,v denotes the Vorno¨ı cell of the point v of
the Delone set XP. We say that w ∈ Rd is a return vector of VP,v ∩ X if
(X − w) ∩ VP,v = X ∩ VP,v. We set for n ≥ 1, v ∈ XP,
Pn,w,v the patch (X − w − v) ∩BLnR(0).
Notice that Pn,w,v + v+w is a patch of X. When there is no confusion about
n and v, we write Pw instead of Pn,w,v.
The following lemma generalizes Lemma 6
Lemma 29. Let n ∈ N∗ and X be an aperiodic linearly repetitive Delone
set with constant L. There exists a constant C(n,L) > 0 such that for ev-
ery sufficiently large R > 0 and every R-patch P, the collection {Pn,w,v :
w is a return vector of VP,v ∩ X} has at most C(n,L) elements, for every
v ∈ XP.
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Proof. Let P = X ∩ BR(xP) and v ∈ XP. Lemma 4 implies that the Vorono¨ı
cell VP,v contains the ball B R
2(L+1)
(v). Then for every pair of return vectors
u and w of VP,v, the patches Pu and Pw coincides at the ball B R
2(L+1)
(0). The
proof concludes using the fact that in X ∩ B2L(LnR)(0) there is at least one
copy of each patch Pw, Pu and appliying Lemma 4 to the return vectors of
the patch Pw ∩B R
2(L+1)
(0). 
Proof of Theorem 26. It is enough to suppose that X is an aperiodic linearly
repetitive Delone set with constant L > 1. Let n ∈ N be such that
Ln − 1− 12L− 64L2 > 1. (5.7)
We call M(n,L) the number of coverings of a set with c(L)c(n,L) elements,
where c(L) and c(n,L) are the constants of Lemma 6 and Lemma 29 respec-
tively. For every 1 ≤ i ≤M(n,L)+1, let Xi be a non periodic Delone set such
that there exists a topological factor map pii : ΩX → ΩXi , and let X0 = X.
We will show there exist 1 ≤ i < j ≤ M(n,L) + 1 such that (ΩXi ,Rd) and
(ΩXj ,Rd) are conjugate.
Since M(n,L) is finite, we can take the same constant s0 > 0 and Rpi
of Lemmas 23 and 25 respectively, associated to each pii. Fix 0 < ε < 1. Let
R > sup{s0, Rpi+ε, 17L} be sufficiently large such that Lemma 6 and Lemma
29 are applicable to R-patches of X, and such that Lemma 23 is applicable
to ε and each pii.
Consider the patch P = BR(0) ∩ X, and v1, · · · , vN ∈ XP such that
for every v ∈ XP, there exist 1 ≤ i ≤ N and u ∈ Rd satisfying VP,v ∩ X =
(VP,vi∩X)+u. Roughly speaking, every set of the kind VP,v∩X is a translated
of some set VP,vi ∩X. Since R > R1, Lemma 6 ensures N ≤ c(L).
For every 1 ≤ j ≤ N , let wj,1, · · · , wj,mj be return vectors of VP,vj ∩X,
chosen in order that for every return vector w of VP,vj ∩ X, there exists
1 ≤ i ≤ mj such that Pn,w,vj is equal to Pn,wj,i,vj =: Pwj,i . Since R > R1,
Lemma 29 implies that mj ≤ c(n,L), for every 1 ≤ j ≤ N . Therefore, the
collection
F = {Pwj,l : 1 ≤ l ≤ mj , 1 ≤ j ≤ N}
contains at most c(L)c(n,L) elements.
We define R′ = (Ln − 1)R − ε − 4LR. The choice of n ensures that
R′ > 0.
For every 1 ≤ i ≤M(n,L) + 1, we define the following relation on F :
Pwj,l ↔i Pwk,m if and only if for every X ′, X ′′ ∈ ΩX such that X ′ ∩
BLnR(0) = Pwj,l and X
′′ ∩ BLnR(0) = Pwk,m , there exist v ∈ B2ε(0) and
w ∈ B4LR(0) such that pii(X ′) ∩BR′(0) = (pii(X ′′) + v + w) ∩BR′(0).
Since LnR−s0 ≥ (Ln−1)R ≥ R, from Lemma 23 it follows this relation
is reflexive, so non empty. Since the cardinal of F is bounded by c(L)c(n,L),
there are at most M(n,L) different relations of this kind. So, there exist
1 ≤ i < j < M(n,L) + 1 such that ↔i=↔j .
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In the sequel, we will prove that (ΩXi ,Rd) and (ΩXj ,Rd) are conjugate.
For that, it is sufficient to show that if Y,Z ∈ ΩX are such that pii(Y ) = pii(Z)
then pij(Y ) = pij(Z).
Let Y and Z be two Delone sets in ΩX such that pii(Y ) = pii(Z). Without
loss of generality, we can suppose that 0 is an occurrence of P in Y and in
Z − u0, where u0 is some point in B4LR(0). The patches of Y and Z are
translated of the patches of X. This implies there exist 1 ≤ q0, r0 ≤ N such
that
Y ∩BLnR(0) = Pwq0,l0 and (Z − u0) ∩BLnR(0) = Pwr0,k0 ,
for some 1 ≤ l0 ≤ mq0 and 1 ≤ k0 ≤ mr0 .
It is possible to show that Pwq0,l0 ↔i Pwr0,k0 and Pwq0,l0 ↔j Pwr0,k0 for
R sufficiently large (see Claim 1 in the proof of [CDP, Theorem 12]).
Let s be any other occurrence of P in Y . Repeating the same argument
for Y + s and Z + s, we deduce there exist us ∈ B4LR(0) and 1 ≤ qs, rs ≤ N
such that
(Y + s) ∩BLnR(0) = Pwqs,ls and (Z + s− us) ∩BLnR(0) = Pwrs,ks ,
for some 1 ≤ ls ≤ mqs and 1 ≤ ks ≤ mrs . Then we get Pwqs,ls ↔j Pwrs,ks .
This implies there exist ts ∈ B2ε(0) and ws ∈ B4LR(0) such that
pij(Y + s) ∩BR′(0) = (pij(Z + s− us) + ts + ws) ∩BR′(0).
Showing that ws − us + ts does not depend on s (see Claim 2 in the proof of
[CDP, Theorem 12]), we get there exists y ∈ Rd such that for every occurrence
s of P in Y ,
pij(Y + s) ∩BR′(0) = (pij(Z + s) + y) ∩BR′(0), and then
pij(Y ) ∩BR′(s) = (pij(Z) + y) ∩BR′(s).
The diameter of the Vorono¨ı cells of P is less than 4LR (see 2.1), which is
less than R′. Hence,
pij(Y ) = pij(Z) + y.
We conclude with Proposition 27 and 28. 
5.2. Factors on groups and cocycles
Cocycles and cohomological equations play an important role in the study
of factors dynamical systems, time change for flows orbit equivalence, ... We
adapt this notion to the context of Delone system (Ω,Rd). Let G denotes the
group Rm or Tm = Rm/Zm. A continuous G-cocycle is a continuous function
α : Ω× Rd → G so that
α(Y, v + w) = α(Y, v) + α(Y + v, w) for all Y ∈ Ω, v, w ∈ Rd.
An important question which appears in many problems, is to known if the
cohomological equation
α(Y, v) = ψ(Y + x)− ψ(Y )
has a measurable, continuous solution ψ : Ω → G. This solution is called a
transfer function and if it exists, α is called a coboundary.
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In section 5.2.2 we will give a necessary and sufficient condition to find
solutions to the cohomological equation for linearly repetitive Delone systems.
We will focus on transversally locally constant cocycle α, i.e.: if there exists
r,R > 0 such that for any Y, Y ′ ∈ Ω and x ∈ BR(0),
if Y ∩BR(0) = Y ′ ∩BR(0) then α(Y, x) = α(Y ′, x).
More generally a cocycle α is transversally Ho¨lder if there exist constants
K > 0 and δ ∈ (0, 1) such that for all r > 0, Y, Y ′ ∈ Ω and x ∈ Br(0),
if Y ∩BR(0) = Y ′ ∩BR(0) then |α(Y, x)− α(Y ′, x)| ≤ Kr−δ.
5.2.1. Examples of cohomological equations. Let us see first some dynamical
problems where the cohomological equation appears.
Let us denote by 〈., .〉 the usual inner product in Rd and µ be an ergodic
Rd invariant probability measure on the hull Ω. A vector λ ∈ Rd is a mea-
surable eigenvalue of the system (Ω,Rd) if there exists a measurable function
ψ : Ω→ S1 such that
ψ(Y + v) = e2ipi〈λ,v〉ψ(Y ) for all v ∈ Rd and µ− a.e. Y ∈ Ω.
If the function ψ is continuous, then λ is called a continuous eigenvalue.
The map (Y, v) 7→ e2ipi〈λ,v〉 is a S1-cocycle over (Ω,Rd). Then passing in
additive notation T1, we have λ is a measurable (resp. continuous) eigenvalue
of (Ω,Rd) if and only if there is a measurable (resp. continuous) solution
ψ : Ω→ T1 to the cohomological equation
〈λ, v〉 = ψ(Y + v)− ψ(Y ) mod Z.
A continuous eigenvalue gives then a topological factor on the closure
of an orbit in the 1 dimensional torus T1. More generally, one can consider
the closure O of an orbit of a n-rotations on the n-torus Tn, n ≤ d, that are
factors of the system (Ω,Rd). More precisely, take θ = (θ1, . . . , θn) ∈ Rn and
let A : Rd × Tn → Tn be the continuous action defined by
A(v, x) = x+ [v, θ] where [v, θ] = (v1θ1, . . . , vnθn).
The map (Y, v) 7→ [v, θ] is a Tn-cocycle over (Ω,Rd). It is standard to show
that the system (O,A) is a topological factor of (Ω,Rd) if and only there
exists a continuous solution ψ : Ω→ Tn to the cohomological equation
[v, θ] = ψ(Y + v)− ψ(Y ).
5.2.2. Characterization of continuous coboundary. A seminal work for the
characterization of continuous eigenvalues of symbolic systems given by a
primitive substitution, is in [H]. The authors of [CDHM, BDM1] generalize
these results to the linearly recurrent symbolic systems and to finite rank
systems in [BDM2]. An extension to Zd-action on a Cantor set is presented in
[CGM]. We present here a part of the results in [C] that treat only continuous
cocycles and generalizes the results of [CGM].
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For a box decomposition B = {Ci[Di]}ti=1 (see section 3.2.1), a first
retrun vector to C = ∪iCi is a vector v ∈ Rd with label (i, j) ∈ {1, . . . , t}2,
such that
Ci − v ∩ Cj 6= ∅ and Ci[Di] ∩ Cj [Dj ] 6= ∅.
We denote by F the set of first return vectors to C associated with B, and
by C(v) = Ci ∩ (Cj + v) for a return vector v with label (i, j).
A tower system (Bn = {Cn,i[Dn,i]}tni=1)n is well distributed if it satisfies
the properties i)-iii) in Theorem 13 and moreover for every n ≥ 0, and every
first return vector v ∈ Fn with label (i, j) there are x and x′ in Dn+1,1 such
that for X ∈ ⋂n Cn, X − x ∈ Cn,i and X − x′ ∈ Cn,j and v = x− x′.
It is straightforward to check that this extra condition holds when each
Dn+1,i is big enough: more precisely when for any n ≥ 0
rint(Bn+1) ≥ (Rrec(Bn) +Rext(Bn))L ≥MX(Rrec(Bn) +Rext(Bn)). (5.8)
For a linearly repetitive Delone set X, it is direct to check that for a constant
K big enough, the tower system given by Theorem 13 , satisfies the inequality
5.8. Thus any linearly repetitive Delone system admits a well distributed
tower system. In the following | · | denotes the usual distance to the origin
when G = Rm or Tm.
Theorem 30 ([C]). Let X be a linearly repetitive Delone set in Rd, G be the
group Rm or Tm, α be a continuous G-cocycle over (Ω,Rd), and (Bn)n≥0 be
a well-distributed tower system. Then α is a tansversally Ho¨lder coboundary
with continuous transfer function if and only if the series∑
n≥0
sup
v∈Fn
ω∈Cn(v)
|α(ω, v)|
converges, where each Fn denotes the set of first return vectors associated
with Bn.
In [C] appears also similar necessary conditions for a cocycle to be a
coboundary on a general Delone system (without the assumption of linear
repetitivity).
5.2.3. Characterization of the measurable eigenvalues. To be more complete
on the problem of eigenvalues, let us mention that a characterization of mea-
surable eigenvalues of linearly recurrent Cantor system is given in [BDM1]
and measurable coboundary for linearly repetitive Delone systems in [C0].
Theorem 31 ([C0]). Let (Ω,Rd) be a linearly repetitive Delone system, µ be
the unique invariant measure, G be the group Rm or Tm, α be a transversally
locally constant G-cocycle over (Ω,Rd), and (Bn)n≥0 be a tower system well
distributed. Then the following are equivalent.
1. The series
∑
n≥0
sup
v∈Fn
ω∈Cn(v)
|α(ω, v)|2 converges, where each Fn denotes the
set of first return vectors associated with Bn.
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2. There exists a measurable function ψ : Ω → G such that for µ-a-e X ∈
Ω,
α(X, v) = ψ(X − v)− ψ(X), for all v ∈ Rd.
Moreover ψ ∈ L2(Ω,Rm, µ) when G = Rm.
6. Bi-Lipschitz equivalence to a lattice
Let X1 and X2 be two Delone sets in Rd. We say that they are bi-Lipschitz
equivalent if there exists a homeomorphism φ : X1 → X2 and a constant
∆ ≥ 1 such that ∀x, x′ ∈ X,x 6= x′
1
∆
≤ ‖φ(x)− φ(x
′)‖
‖x− x′‖ ≤ ∆.
The map φ is then called a bi-Lipschitz homeomorphism between X1 and X2.
The problem to know whether two Delone sets are bi-Lipschitz equiv-
alent was raised by Gromov in [Gro93], and boiled down in Toledo’s review
[Tol] to the following question for the 2-dimensional Euclidean space: Is every
Delone set in R2 bi-Lipschitz equivalent to Z2? Counterexamples to this ques-
tion were given independently by Burago and Kleiner [BK] and McMullen
[McM]. Moreover, McMullen also showed that when relaxing the bi-Lipschitz
condition to a Ho¨lder one, all Delone set (with or without finite local complex-
ity) in Rd are equivalent. Later, Burago and Kleiner [BK1] gave a sufficient
condition for a Delone set to be bi-Lipschitz equivalent to Z2 and asked the
following question: If one forms a Delone set in the plane by placing a point
in the center of each tile of a Penrose tiling, is the resulting set bi-Lipschitz
equivalent to Z2? They studied the more general question of knowing whether
a Delone set arising from a cut-and-project tiling is bi-Lipschitz equivalent
to Z2 (recall that the Penrose tiling is also a cut-and project tiling [Bru]) and
solved it in some cases that do not include the case of Penrose tilings, thus
leaving the former question open. Recently, Solomon [Solo] gave a positive
answer for Penrose tiling by using the fact that it can be constructed using
substitutions. In fact, Solomon proved that each Delone set arising from a
primitive self-similar tiling in R2 is bi-Lipschitz to Z2.
The following result was proved in [ACG1].
Theorem 32. Every linearly repetitive Delone set in Rd is bi-Lipschitz equiv-
alent to Zd.
Notice that Theorem 32 is trivial when the dimension d = 1 since,
in this case, every Delone set (with no extra assumptions) is bi-Lipschitz
equivalent to Z. As an application of the work of Laczkovich [L], Solomon in
[Solo] showed also that for every self-similar tiling of Rd of Pisot type there
is a bounded displacement between its associated Delone set X and βZd for
a β > 0 (i.e. there is a bijection φ : X → βZd such that Φ− Id is bounded).
The strategy of the proof of Theorem 32 is the following. First consider
the easy case where all the Vorono¨ı cells V of a Delone set X have an unit
volume. Thus any finite union of N Vorono¨ı cells meet at least N unit squares,
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and conversely N unit squares meet at least N Vorono¨ı cells. So by the
transfinite form of Hall’s marriage Lemma, there exists a bijection between
the collection of Vorno¨ı cells and the units squares, so that any cell intersects
its image. This define a map φ : X → Zd such that φ− Id is bounded.
For the general case, we need to consider the measurable function f : Rd → R
defined by
f(x) =
∑
y:x∈Vy
1
vol Vy
x ∈ Rd,
where Vy denotes the Vorono¨ı cell of the point y ∈ X. If φ : Rd → Rd is
a bi-Lipschitz map so that its Jacobian determinant is f , standard calculus
show us that the image φ(V ) of any Vorono¨ı cell V of X has volume 1.
The proof of Theorem 32 consists then to generalize to all dimension d a
sufficient condition given by Burago and Kleiner [BK1] in dimension 2 to
solve the equation det Dφ = f with φ an unknown bi-Lipschitz map. This
condition involves analytical tools and the density deviation of the points of
X with respect to its average. This last point is controlled by the Lagarias
and Pleasants Theorem 16.
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