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Abstract
Some limit-point criteria are obtained for higher-dimensional semi-degenerate singular Hamiltonian dif-
ferential systems with perturbation potential terms by using M(λ)-theory. Results in this paper cover many
previous results of Hartman, Levinson, Titchmarsh and Read.
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1. Introduction
Consider the singular differential Hamiltonian systems
Jy′ = [C(t)+ λW(t)]y, (I)
over the interval R+ = [0,+∞), where J = ( 0 −In
In 0
)
with In the n × n identity matrix, W(t),
C(t) are locally integrable complex-valued 2n× 2n matrices and satisfy W ∗ = W  0, C = C∗
on R+. “W ∗” denotes by the complex conjugate transpose of W and inequalities of Hermitian
matrices are in the positive, non-negative sense. By the semi-degenerate form of (I) we mean that
W(t) =
(
W1(t) 0
0 0
)
, W1(t) > 0, a.e. t > 0,
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Let L2W be the set of all square integrable 2n-dimensional functions with the weight matrix W ,
i.e.
L2W =
{
f :R+ → C2n;
+∞∫
0
f ∗Wf < +∞
}
. (1.1)
This paper is mainly concerned with the limit-point classification of (I), i.e., there are exactly
n linearly independent solutions of (I) for λ ∈ C − R in L2W . It is a special case of deficiency
indices, i.e., the number of linearly independent solutions of (I) for λ ∈ C − R in L2W . It is well
known [2, Theorem 12.4.19] that the number of linearly independent solutions of (I) in L2W
is a constant in either the upper or the lower complex plane. In operator spectral theory, the
deficiency indices problem play a vital role since it determines how many independent boundary
conditions should be imposed and whether the differential operator, which is generated by the
differential expression Ly = Jy′ − C(t)y, has self-adjoint extension. For general theory, the
reader referred to [2] for details.
The concept of the limit-point classification, together with the limit-circle classification was
given by H. Weyl in [22] for seconder-order differential equations through introducing m(λ)
functions. Since then it has been attracting many authors attention and there are a lot of results
for scalar differential equations [6,8–10,15,16,18–20,22–24], especially for seconder-order dif-
ferential equations
−y′′ + q(t)y = λy, t  0. (1.2)
The basic limit-point criteria for (1.2) in Weyl [22], pointed out that (1.2) is always limit-point
if q(t) is bounded below, and it remains the limit-point or the limit-circle property under any
bounded-perturbation. Hartman and Wintner [8] improved Weyl’s result, states that
Theorem 1. (See Hartman and Wintner [8], also [10,16].) Suppose that ∫ t0 q−(s) ds  Kt3,
where q−(t) = −min{q(t),0}. Then (1.2) is in the limit-point case.
The most widely known limit-point criteria of (1.2) are that of Levinson [15] and Titch-
marsh [20], see also Patula and Wong [16].
Theorem 2. (See Levinson [15].) Suppose that q(t)−M(t), where M(t) is positive, differen-
tiable and satisfies
∞∫
0
1√
M(s)
ds = ∞,
∣∣∣∣ M ′(t)
M
3
2 (t)
∣∣∣∣K. (1.3)
Then (1.2) is in the limit-point case.
Theorem 3. (See Titchmarsh [20].) Suppose that q(t)  −M(t), where M(t) is positive, non-
decreasing and satisfies ∫∞0 1√M(s) ds = ∞. Then (1.2) is in the limit-point case.
Generally, the potential function q(t) in (1.2) is always constructed by many terms, such as
long range potential, short range potential and oscillatory potential. So many authors also stud-
ied the limit-point criteria of (1.2) with perturbation terms. Hartman and Wintner [8] had ever
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Later on, they proved the conjecture is not valid. For the same problem, Eastham and Thomp-
son [6] proved that for any given continuous function q(t), there is a function q1(t) such that
q1(t) q(t), and (1.2) is in the limit-point case but
−y′′ + q1(t)y = λy, t  0, (1.4)
is in the limit-circle case. Furthermore, they also showed that there are infinitely many times
differentiable functions q1, q2, such that (1.4) is in the limit-point case, but (1.2) is in the limit-
circle case for q = q1 + q2, and mes{t; q2(t) = 0} may be less than any fixed arbitrary number.
Other type perturbation cases are also studied. Patula and Wong [16] showed that Theo-
rems 2–3 are true under Lp-perturbations (p  1). Zettl [23] studied the perturbation theory
of deficiency indices and applied it to higher-order differential equations [24].
The comparatively general limit-point criterion with perturbation terms was given in
Read [18] (see also [16]), which sates as follows.
Theorem 4. (See [16, Theorem 1].) Consider
−(p(t)y′)′ + q(t)y = λy, t  0, (1.5)
where p(t) > 0, a.e. t  0 and 1/p ∈ ACloc[0,∞). Also assume there are functions q1, q2, q3 ∈
Lloc[0,∞), w ∈ ACloc[0,∞) with q(t) = q1(t)+ q2(t)+ q3(t), w  0 such that
(i) (1 + δ)p(t)(w′(t))2 − q1(t)w2(t)K , t ∈ [0,∞), for some δ > 0 and K > 0,
(ii) −w2(t)q2(t)K , t ∈ [0,∞),
(iii) w(t)p−1/2(t)|Q(t)|K , t ∈ [0,∞), where Q′(t) = q3(t),
(iv) ∫∞0 w(t)p−1/2(t) dt = ∞.
Then (1.5) is in the limit-point case.
Remark 1. Theorem 2 is the special case of Theorem 4 with w(t) = (√M(t) )−1/2, q(t) = q1(t),
q2(t) = q3(t) ≡ 0.
With the development of theory of singular Hamiltonian systems [1,9,12,21], there are also
many results announced for matrix-valued cases [7] and for high-dimensional Hamiltonian sys-
tems [13,14,17]. The deficiency index problem of an high-dimensional Hamiltonian system is
comparatively complicated than that of a seconder-order differential expression since there exist
many intermediate cases except limit-point and limit-circle cases. The intermediate case is also
emphasized by A.M. Krall in [12], D.B. Hinton and A. Schneider in [9]. In [13], A.M. Krall
gave a simple limit-point criterion for high-dimensional Dirac systems. In the recent paper [14],
limit-point case for Dirac systems [14, Theorem 5.2] and for semi-degenerate systems [14, The-
orem 5.6], limit-circle case [14, Theorem 5.14] and intermediate case [14, Proposition 5.25]
are studied. The strong limit-point case criterion is given in the recent paper [17]. It should be
pointed out that a high-order (quasi)differential expression (with scalar coefficients or matrix co-
efficients) is equivalent to a Hamiltonian system by the results of P.W. Walker in [21]. So, to study
deficiency index problem of singular Hamiltonian systems has a general meaning. Furthermore,
the deficiency index problem also plays an important role in non-self-adjoint formal differential
expressions (see [3,4]) and the indefinite spectral theory (e.g., see [11, Lemma 2.1]). It is also
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spectrum.
The purpose of this paper attempts to establish the similar results with Theorems 1–4 for high-
dimensional semi-degenerate Hamiltonian differential systems. The main results in our paper
cover the corresponding results in [14] (see [14, Theorem 5.6]) and [5] (see Lemma 2.5 in [5]).
Recall that (I) is semi-degenerate, i.e., W(t) = (W1(t) 00 0) with the n× n matrix W1 = W ∗1 > 0.
If W1(t) is differentiable, let T (t) = W−1/21 (t) and
x = Tw, u = T −1v, z = col(w,v).
Write
C(t) =
(−Q(t) A∗(t)
A(t) B(t)
)
.
Then (I) is transformed into
Jz′ −C0z = λW˜z, (I′)
where
C0(t) =
(−Q0(t) A∗0(t)
A0(t) B0(t)
)
, W˜ (t) =
(
In 0
0 0
)
with Q0 = W−1/21 QW−1/21 , A0 = W 1/21 (AW−1/21 − (W−1/21 )′) and B0 = W 1/21 BW 1/21 .
Since y ∈ L2W is equivalent to z ∈ L2W˜ , The deficiency indices of (I) and (I′) equal to each
other. Therefore, for the sake of simplicity we study the case W1(t) ≡ In, i.e.{
x′ = A(t)x +B(t)u,
u′ = [Q(t)− λIn]x −A∗(t)u, t  0, (II)
where A(t), B(t), Q(t) are locally integrable complex-valued n×n matrices and satisfy B∗(t) =
B(t), Q∗(t) = Q(t) on R+. The main results in this paper are Theorems 5–6.
Theorem 5. Suppose there are complex-valued n × n Hermitian matrices Q1,Q2,Q3 ∈
Lloc[0,∞) and w ∈ ACloc[0,∞) with Q(t) = Q1(t) + Q2(t) + Q3(t), w  0 such that for
t ∈ [0,∞)
(i) (1 + δ)(w′(t))2 − b(t)q(t)w2(t)  Kb(t), for some δ > 0 and K > 0, where b(t) =
λmin(B(t)), the minimal eigenvalue of B(t) and q(t) = λmin(Q1(t)),
(ii) w2(t)‖Q2(t)−V (t)‖K , where Q2(t) 0, V = RA+A∗R +RBR, R′(t) = Q3(t) and
‖V (t)‖ is the spectral norm of V (t),
(iii) ∫∞0 √b(t)w(t) dt = ∞,
(iv) w(t) has infinitely many zero points or there exist σ , ε: 0 σ < ε  1,
∞∫ √
b(t)
wε(t)
[ t∫
0
√
b(s)w(s) ds
]σ
dt = ∞. (1.6)
Then (II) is in the limit-point case. Especially, if A(t) ≡ 0 and B(t) = b(t)In, then (II) is in the
limit-point case under conditions (i)–(iii).
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Theorem 6. Let b(t), Q1, Q2, Q3, V be defined as in Theorem 5. Suppose that b(t)  0,
Q1(t) ≡ 0 and there exists a positive, non-decreasing function M(t) such that⎧⎪⎪⎨⎪⎪⎩
(i) Q2(t)− V (t)−M(t)In,
(ii)
∞∫
0
√
b(s)
M(s)
ds = ∞. (1.7)
Then (II) is in the limit-point case.
Corollary. Suppose b(t) 0 and Q(t)−KIn with K > 0. If
∞∫
0
√
b(t) dt = ∞,
then (II) is in the limit-point case.
Remark 3.
(i) If (1.5) is written into the form of (II), then the conditions (ii) and (iii) in Theorem 4 imply
the condition (ii) in Theorem 5. So, Theorem 5 covers Theorem 4. Similarly, one can see
that Theorem 6 covers Theorem 3.
(ii) There is no any restriction on A(t) if Q3(t) ≡ 0 in Theorems 5–6 since we can choose
R(t) ≡ 0.
It is need only to consider the solutions of (1.2) or (1.5) for λ ∈ R to get the desired result
Theorems 1–4, but the method does not work for high-dimensional Hamiltonian systems since
there maybe appear the intermediate cases (cf. [12,14]) of deficiency indices besides the limit-
point and limit-circle cases. Furthermore, (1.2) and (1.5) are only special cases of (II) since
A(t) ≡ 0 when they are rewritten into the form of (II). We will apply M(λ)-theory in [1,9,12] to
prove our main results.
The paper is arranged as follows. In Section 2, we introduce M(λ)-theory of singular Hamil-
tonian differential expressions and give some basic results. Main results (Theorems 5–6) are
proved in Section 3 and two corollaries are given in Section 4.
2. Preliminary knowledge
Some basic results of M(λ)-theory for (I) will be introduced in this section, the reader is
referred to [1,9,12] for the details. We need the so-called “definiteness condition” (see [1]) in the
following discussion, namely, for every non-trivial solution y = y(t) of (I),
t∫
y∗(s)W(s)y(s) ds > 0, ∀t > 0. (2.1)0
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0 = B(t)u(t), u′(t) = −A∗(t)u(t), t  0,
has only a zero solution. Then the condition b(t) 0,
∫∞
0
√
b(t)w(t) dt = ∞ in Theorem 5 and∫∞
0
√
b(t) dt = ∞ in Theorem 6 imply (2.1).
Let αi , i = 1,2, are n× n matrices satisfying
rank(α1, α2) = n, α1α∗1 + α2α∗2 = In, α1α∗2 = α2α∗1 . (2.2)
Let θ(t, λ), φ(t, λ) be 2n× n matrix-valued solutions of (II) satisfying
θ(0, λ) =
(
θ1(0, λ)
θ2(0, λ)
)
=
(
α∗1
α∗2
)
, φ(0, λ) =
(
φ1(0, λ)
φ2(0, λ)
)
=
(−α∗2
α∗1
)
. (2.3)
For λ ∈ C, Imλ = 0, define⎧⎪⎪⎨⎪⎪⎩
B(t, λ) = 2|Imλ|
t∫
0
φ∗Wθ − i sgn(Imλ)In, D(t, λ) = 2|Imλ|
t∫
0
φ∗Wφ;
C(t, λ) = −D−1(t, λ)B(t, λ), R1(t, λ) = D−1/2(t, λ).
(2.4)
By (2.1), D−1(t, λ), and R1(t, λ) are well defined. It is proved in [12, Theorems 4.6–4.7] that
lim
t→+∞C(t, λ) =: C0(λ) exists, limt→+∞R1(t, λ) =: R0(λ) exists,
where C0(λ) is non-singular if Imλ = 0. Let U be an unitary matrix of n× n, define
M(λ) = C0(λ)+R0(λ)UR¯0(λ¯). (2.5)
We say the M(λ) is an M(λ)-matrix of (I).
One of the important properties of M(λ) is
Lemma 2.1. (See [12, Theorem 5.1].) For λ ∈ C and Imλ = 0,
χ(t, λ) := θ(t, λ)+ φ(t, λ)M(λ) ∈ L2W .
Since the number of linearly independent solutions of (I) in L2W is a constant in either the
upper or the lower complex plane, with the aid of Lemma 2.1 we get
Lemma 2.2. (II) is in the limit-point case if and only if φ(t, λk)β /∈ L2W for any 0 = β ∈ Cn and
some λk , k = 1,2, with Imλ1 > 0 and Imλ2 < 0.
Proof. Since χ(t, λ) constructs n linearly independent solutions in L2W by Lemma 2.1 and
χ(t, λ), φ(t, λ) are 2n linearly independent solutions of (II), the conclusion immediately fol-
lows from the definition of the limit-point case. So the lemma is proved. 
3. Proofs of Theorems 5–6
In this section, we give the proofs of Theorems 5–6.
Proof of Theorem 5. Set
y = x, v = u−R(t)x. (3.1)
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y′ = [A+BR]y +Bv,
v′ = [Q1 +Q2 − V − λIn]y − [A+BR]∗v,
(3.2)
where V = RA + A∗R + RBR. Clearly (3.2) is in the limit-point case if and only if (II) is too
since y = x. So we need only to prove{
x′ = [A+BR]x +Bu,
u′ = [Q1 +Q2 − V (t)− λIn]x − [A+BR]∗u (3.3)
is in the limit-point case under the conditions (i)–(iv) of Theorem 5.
Let φ(t, λ) = (φ1(t, λ),φ2(t, λ))T be 2n × n matrix-valued solutions of (3.3) defined as
in (2.3). By Lemma 2.2, to prove (3.3) in the limit-point case we need only to prove φ1(t, λ)β /∈
L2[0,∞), ∀0 = β ∈ Cn with Imλ = 0. Define
x(t) = φ1(t, λ)β, u(t) = φ2(t, λ)β, γ (t) = x∗(t)u(t), Γ (t) = Re
[
γ (t)
]
. (3.4)
Since (x,u) is a solution of (3.3),(
x∗u
)′ = u∗Bu+ x∗[Q1 +Q2 − V ]x − λx∗x. (3.5)
For convenience, we choose λ = −i. The proof for λ = i is similar.
Since x∗(0)u(0) ∈ R by (2.2) and (2.3), it follows from (3.5) and (2.1) that
Imγ (t) =
t∫
0
x∗x → 2l > 0, t → ∞, (3.6)
w2(t)Γ ′(t) = w2(t){u∗(t)B(t)u(t)+ x∗(t)[Q1(t)+Q2 − V (t)]x(t)}. (3.7)
Notice that w2‖Q2 −V (t)‖K in (ii) of Theorem 5 and Q1(t) q(t)In. Then, integrating (3.7)
on [0, t] by parts gives
w2(t)Γ (t)
∣∣t
0 =
t∫
0
w2
[
u∗Bu+ x∗(Q1 +Q2 − V )x
]+ t∫
0
(
w2
)′
Γ

t∫
0
w2u∗Bu+
t∫
0
w2qx∗x −K
t∫
0
x∗x + 2
t∫
0
ww′Γ. (3.8)
Note that x∗xu∗u |x∗u|2 = |γ |2  Γ 2. Then the condition (i) in Theorem 5 gives
2
∣∣∣∣∣
t∫
0
ww′Γ
∣∣∣∣∣ 2
t∫
0
|ww′|(x∗xu∗u)1/2  2√
1 + δ
t∫
0
wb1/2
√
K + qw2(x∗xu∗u)1/2.
By Schwarz inequality one sees that
t∫
wb1/2
√
K + qw2(x∗xu∗u)1/2  ( t∫ (K + qw2)x∗x t∫ bw2u∗u)1/2.0 0 0
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2
∣∣∣∣∣
t∫
0
ww′Γ
∣∣∣∣∣
t∫
0
(
K + qw2)x∗x + 1
1 + δ
t∫
0
w2u∗bu. (3.9)
Inserting (3.9) into (3.8) we know
w2(t)Γ (t)
∣∣t
0 
δ
1 + δ
t∫
0
w2u∗Bu− 2K
t∫
0
x∗x.
We claim that x /∈ L2 = L2[0,∞). Suppose on the contrary. Then the above inequality gives
w2(t)Γ (t) δ
1 + δ
t∫
0
w2u∗Bu−K1, (3.10)
for some K1 > 0 since x ∈ L2. By (3.6) we know there exists N > 0 sufficient large such that for
t N ,
Imγ (t) =
t∫
0
x∗x  l > 0. (3.11)
This also means that x(t) = 0 for t N . Note that
t∫
N
w2u∗Bu
t∫
N
bw2u∗u
t∫
N
bw2|γ |2/x∗x  l2
t∫
N
bw2/x∗x.
Then x ∈ L2 and the condition (iii) in Theorem 5 imply that
t∫
N
w2u∗Bu l2
t∫
N
bw2/x∗x  l2
( t∫
N
√
bw
)2/ t∫
N
x∗x → ∞, t → ∞ (3.12)
by Schwarz inequality. This together with (3.10) yields that for t N ,
w2(t)Γ (t) d
t∫
N
bw2u∗u (3.13)
for some 0 < d < 1. It is clear a contradiction if w(t) has arbitrary sufficient large zero points.
So we suppose w(t) > 0 for t N . Set
G(t) =
t∫
N
bw2u∗u.
In what follows, Kj denotes by some constants. It follows from (3.11), (3.13) and |x∗xu∗u| 
|γ (t)| |Γ (t)| that
G′(t) = bw2u∗u bw2|γ |2/x∗x  l1−εbw2Γ 1+ε/x∗x K2 b2ε G1+ε/x∗x,w
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−[G−ε0(t)]′ K2ε0 b
w2ε
Gσ /x∗x K3
b
w2ε
( t∫
N
√
bw
)2σ/
x∗x, (3.14)
where 0 σ < ε  1 and ε0 = ε − σ . Notice that x ∈ L2. Then integrating (3.14) on [N + 1, t]
gives
G−ε0(N + 1)K4
[ t∫
N+1
√
b
wε
( t∫
N
√
bw
)σ]2
→ ∞, t → ∞,
by the condition (iv) of Theorem 5, which is a contradiction. The proof of part one of Theorem 5
is completed.
If A(t) ≡ 0 and B(t) = b(t)In, then x′ = b(t)Rx + b(t)u since (x,u) (defined as in (3.4))
is a solution of (3.3). In this case, we need only to prove x /∈ L2 under conditions (i)–(iii) of
Theorem 5. Suppose x ∈ L2. Note that the above proof gives a contradiction if the condition (iv)
holds. Then we assume that the condition (iv) does not hold, i.e., w(t) > 0, t > N , for some
N > 0 and
∞∫
N
√
b(t)
wε(t)
[ t∫
0
√
b(s)w(s) ds
]σ
< ∞
for any (ε, σ ), 0 σ < ε  1. Take ε = 1, σ = 0, the above inequality gives ∫∞0 √b/w < ∞. It
follows from (3.13) that(
x∗x
)′
(t) = x∗[BR +RB]x(t)+ 2b(t)Γ (t) > 2bx∗Rx(t) (3.15)
for t N . Set f (t) = x∗(t)x(t), g(t) = exp[2K ∫ t
N
√
b/w]. Notice that V (t) = bR∗R(t) 0 if
A(t) ≡ 0 and Q2(t) 0. Then (ii) in Theorem 5 implies that b‖R‖
√
K
√
b
w
. Thus (3.15) gives
f ′(t)−2√K
√
b(t)
w(t)
f (t) ⇒ f (t) > f (N)g−1(t).
Since
∫∞
N
√
b/w < ∞, g(t) is bounded above, and hence f (N) > 0 implies f (t)  C0 > 0,
t N for some C0 > 0, which contradicts to f ∈ L1. 
Remark 4. It is concluded from Theorem 5 that (II) is limit-point if Q(t) is bounded below and∫∞
0
√
b(s) ds = ∞. In fact, we may choose w(t) ≡ 1 and Q2 = Q3 = R ≡ 0, where Q(t) =
Q1(t)−KIn.
Proof of Theorem 6. If M(t) does not tends to infinity as t → ∞, then −M(t) is bounded
below since M(t) is positive and non-decreasing. This together with (i) of (1.7) implies that
Q2(t) − V (t) is bounded below, and hence, (3.2) is in the limit-point case by Remark 4 in this
section, which also means (II) is too.
Now suppose M(t) → ∞ as t → ∞. The following method is similar to the proof of Theo-
rem 5. Let x(t), u(t), γ (t), Γ (t) be defined as in (3.4) and choose λ = −i. Suppose x ∈ L2. We
will prove there is a contradiction.
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Γ (t) =
t∫
0
[
u∗(s)B(s)u(s)+ x∗(s)(Q2(s)− V (s))x(s)]ds. (3.16)
Notice that B(t) b(t)In and Q2(t)− V (t)−M(t)In in (i) of (1.7). Then (3.16) yields
Γ (t)
t∫
0
b(s)u∗(s)u(s) ds −
t∫
0
M(s)x∗(s)x(s) ds. (3.17)
Set
g(t) = 1
2
t∫
0
b(s)u∗(s)u(s) ds, f (t) =
t∫
0
M(s)x∗(s)x(s) ds, H(t) = g(t)− f (t).
Define
Ω1 =
{
t > N; H(t) < 0}, Ω2 = {t > N; H(t) 0},
where N > 0 such that
Im
[
x∗(t)u(t)
]= t∫
0
x∗(s)x(s) ds  1
2
∞∫
0
x∗(s)x(s) ds := l, M(t) > 1, t N.
We claim that∫
Ω2
√
b(s)
M(s)
ds =
[ ∞∫
N
−
∫
Ω1
]√
b(s)
M(s)
ds = ∞. (3.18)
This is true if
∫
Ω1
√
b(s)
M(s)
ds < ∞ by (ii) of (1.7). So it is need only to consider the case Ω1 = ∅.
Notice that Ω1 is an open subset of (N,∞), then Ω1 =⋃∞k=1 Jk , where Jk = (ak, bk) such
that Jk ∩ Jm = ∅ as k = m. Without loss of generality, we suppose bk < ∞ for k  1. Since
∣∣x∗(t)u(t)∣∣ Im[x∗(t)u(t)] l, t N; ∫
Jk
x∗(s)x(s) ds 
∞∫
N
x∗(s)x(s) ds  l,
we get
l
[∫
Jk
√
b(s)
M(s)
ds
]2

[∫
Jk
√
b(s)
M(s)
∣∣x∗(s)u(s)∣∣ds]2/∫
Jk
x∗(s)x(s) ds.
Using the same method as in (3.12) we have∫
b(s)
M(s)
u∗(s)u(s) ds 
[∫ √
b(s)
M(s)
∣∣x∗(s)u(s)∣∣ds]2/∫ x∗(s)x(s) ds,
Jk Jk Jk
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l
[∫
Jk
√
b(s)
M(s)
ds
]2

∫
Jk
b(s)
M(s)
u∗(s)u(s) ds = 2
∫
Jk
g′(s)
M(s)
ds. (3.19)
Now by the integral mean value theorem:
b∫
a
F (x)K(x)dx = K(a)
x0∫
a
F (x) dx +K(b)
b∫
x0
F(x)dx, for some x0 ∈ [a, b]
if F(x) is integrable, K(x) is monotone on [a, b]. Since M(t) is non-decreasing, g(ak) = f (ak),
g(bk) = f (bk) and f (s) g(s), s ∈ Jk , one can verify∫
Jk
g′(s)− f ′(s)
M(s)
ds  0 ⇒
∫
Jk
g′(s)
M(s)
ds 
∫
Jk
f ′(s)
M(s)
ds 
∫
Jk
x∗(s)x(s) ds.
Then
l
2
[∫
Ω1
√
b(s)
M(s)
ds
]2

∑∫
Jk
x∗(s)x(s) ds 
∞∫
N
x∗(s)x(s) ds < ∞,
and hence (3.18) is valid. It follows from (3.17) and the same methods in (3.12) that
Γ (t) 1
2
t∫
0
b(s)u∗(s)u(s) ds  d
[ t∫
0
√
b(s)
∣∣Γ (s)∣∣ds]2, t ∈ Ω2,
where d > 0 is a constant. Set G(t) = ∫ t0 √b(s)|Γ (s)|ds. Then
G′(t) =√b(t)∣∣Γ (t)∣∣ d√b(t)G2(t), t ∈ Ω2. (3.20)
This together with (3.18) gives
1
G(N)

∞∫
N
G′(s)
G2(s)
ds 
∫
Ω2
G′(s)
G2(s)
ds  d
∫
Ω2
√
b(s) ds  d
∫
Ω2
√
b(s)
M(s)
ds = ∞,
which is a desired contradiction. So the proof of Theorem 6 is completed. 
4. Corollaries
In this section, we give some corollaries of Theorems 5–6 for Hamiltonian system{
x′ = A(t)x +B(t)u,
u′ = [Q(t)− λIn]x −A∗(t)u, t  0, (II)
where A(t), B(t), Q(t) are locally integrable complex-valued n × n matrices and B∗(t) =
B(t)  0, Q∗(t) = Q(t) on R+. Set b(t) = λmin(B(t)). The following results are extensions
of Theorems 2–3 in Section 1.
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case under one of the following conditions:
Q(t)−M(t)In,
∞∫
0
√
b(t)
M(s)
ds = ∞,
∣∣∣∣ M ′(t)
M
3
2 (t)
∣∣∣∣K√b(t), (4.1)
where M(t) is positive, locally absolutely continuous in (0,∞);
Q(t)−M(t),
∞∫
0
√
b(t)
M(s)
ds = ∞, (4.2)
where M(t) is positive, non-decreasing in (0,∞).
Proof. Let Q = Q1 +Q2 +Q3 with Q2,Q3 ≡ 0. Set w(t) = 1/√M(t). One can see that (i)–(iii)
hold in Theorem 5. Now, we verify
∫∞
0
√
b(t)M(t) dt = ∞ to indicate that (iv) in Theorem 5
holds. Suppose it is not true. By (4.1) we know M ′(t)/M(t)−K√b(t)M(t), and hence
lnM(t)−K
∞∫
0
√
b(t)M(t) dt + lnM(0) > −∞.
Therefore, M(t) ε0 > 0, t  0, for ε0 > 0. As a result
∞∫
0
√
b(t)M(t) dt  ε0
∞∫
0
√
b(t)
M(t)
dt = ∞,
which is a contradiction. Thus (II) is in the limit-point case if (4.1) holds by Theorem 5. If (4.2)
holds, it easy follows from Theorem 6 that (II) is in the limit-point case. 
The following result is an extension form of Theorem 1 in Section 1.
Corollary 2. Let b(t) = λmin(B(t)), q(t) = λmin(Q(t)) in (II). Suppose there exist ε0 > 0 and
K > 0 such that
(i) ε0  b(t) and ‖B(t)‖K ,
(ii) ∫ t0 q−(s) ds Kt3, where q−(t) = −min{q(t),0},(iii) ‖A(t)‖Kt .
Then (II) is in the limit-point case.
Proof. The proof is similar with that of Theorem 1 (see [8] or [10]), i.e. to construct a non-
negative, locally absolutely continuous function w(t) satisfies all conditions in Theorem 5 and
has infinitely many zero points in (0,∞). We give the proof for the completeness.
Let Jm = [2m,2m+1], m 1, J0 = [0,2]. Then [0,∞) =⋃∞m=0 Jm. Divided Jm into 22m in-
tervals, say, Δk (1 k  22m) with |Δk| = 2−m. By (ii), we know∫
q−(s) ds 
2m+1∫
q−(s) ds  8K23m. (4.3)
Jm 0
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Ω1 =
{
1 k  22m;
∫
Δk
q−(s) ds  16K2m
}
,
Ω2 =
{
1,2, . . . ,22m
}−Ω1.
(4.4)
Denote n(Ω1) by the number of elements in Ω1. Then n(Ω1) 22m−1. In fact, if n(Ω1) < 22m−1,
then n(Ω2) > 22m−1, and hence∫
Jm
q−(s) ds 
∑
k∈Ω2
∫
Δk
q−(s) ds > 22m−116K2m = 8K23m,
which contradicts to (4.3).
Define w(t) as follows: w(t) ≡ 0, ∀t ∈ Δk , k ∈ Ω2. For k ∈ Ω1,
w(t) =
{
t − ak, ak  t  ak + 2−m−1, Δk = [ak, dk],
dk − t, ak + 2−m−1  t  dk.
(4.5)
Then w(t) is continuous, differentiable except finitely many points in Jm and
max
Δk
w(t) 2−m−1, 1 k  22m,
∫
Δk
w(t) dt = 2−2m−2. (4.6)
Since n(Ω1)2−2m−2  18 ,
∞∫
0
w(t) dt =
∞∑
m=0
∫
Jm
w(t) dt =
∞∑
m=0
∑
k∈Ω1
∫
Δk
w(t) dt
=
∞∑
m=0
n(Ω1)2−2m−2 
∞∑
m=0
1
8
= ∞.
Notice b(t) ε0. Then (iii) of Theorem 5 is satisfied.
Define
q0(t) = 1|Δk|
∫
Δk
q−(s) ds, t ∈ Δk, 1 k  22m,
q1(t) = q+(t)− q0(t), q2(t) = q0(t)− q−(t). (4.7)
Clearly q(t) = q1(t)+ q2(t). By the definition of w(t) and q0(t) we know for t ∈ Δk ,
−q1w2(t)
⎧⎪⎨⎪⎩
= 0, k ∈ Ω2,
 q0(t)w2(t) = 1|Δk|
∫
Δk
q−(s) ds w2(t), k ∈ Ω1.
Notice that |Δk| = 2−m, maxw(t) 2−m−1, t ∈ Jm. Using (4.4) we get
−q1w2(t)
{= 0, t ∈ Δk, k ∈ Ω2,
 2m2−2m−216K2m = 4K, t ∈ Δk, k ∈ Ω1.
Since (w′(t))2  1 by the definition of w, the condition (i) of Theorem 5 is satisfied.
996 J. Qi / J. Math. Anal. Appl. 334 (2007) 983–997Set r(t) = ∫ t0 q2(s) ds. By the definition of q2(t) and q0(t) we know ∫Δk q2(s) ds = 0. For∀t > 0, there is a Δk such that t ∈ Δk . Thus
∣∣r(t)∣∣= ∣∣∣∣∣
t∫
ak
q2(s) ds
∣∣∣∣∣=
∣∣∣∣∣ t − ak|Δk|
∫
Δk
q−(s) ds −
t∫
ak
q−(s) ds
∣∣∣∣∣ 2
∫
Δk
q−(s) ds,
and hence
w(t)
∣∣r(t)∣∣
⎧⎪⎨⎪⎩
= 0, t ∈ Δk, k ∈ Ω2,
 2w(t)
∫
Δk
q−(s) ds  2−m16K2m = 16K, t ∈ Δk, k ∈ Ω1,
Therefore (i) of Corollary 2 implies w(t)|r(t)|‖B(t)‖  16K2, ∀t  0, and (iii) of Corollary 2
implies
w2(t)
∣∣r(t)∣∣∥∥A(t)∥∥Kt2−m−116K  2m+12−m−116K2 = 16K2, t ∈ Jm.
This is the condition (ii) of Theorem 5.
Clearly we can define w(t) ≡ 0 in some intervals Δk if Ω2 = ∅, then w(t) has infinitely many
zero points in (0,∞). From now on we know all conditions in Theorem 5 hold, so Corollary 2 is
proved. 
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