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Résumé :
Pour mener à bien leur mission, les satellites de télécommunications doivent rester
à la verticale d’un même point de la Terre, sur une orbite dite géostationnaire, pour
laquelle la période de révolution des satellites sur leur orbite est identique à la période
de rotation de la Terre sur elle-même. Cependant, à cause des perturbations orbitales, les
satellites tendent à s’en éloigner, et il est alors nécessaire de concevoir des stratégies de
commande pour les maintenir dans un voisinage de cette position de référence. Du fait
de leur grande valeur de poussée, les systèmes à propulsion chimique ont largement été
utilisés, mais aujourd’hui les systèmes à propulsion électrique avec leur grande impulsion
spécifique sont des alternatives viables pour réduire la masse d’ergols du satellite, et ainsi le
coût au lancement, ou allonger la durée de vie du satellite, ce qui permettrait de limiter
l’encombrement dans l’espace. Cependant, l’utilisation d’un tel système propulsif induit des
contraintes opérationnelles issues en partie du caractère limité de la puissance électrique
disponible à bord. Ces contraintes sont difficiles à prendre en compte dans la transcription
du problème de maintien à poste en un problème de contrôle optimal à consommation
minimale avec contraintes sur l’état et le contrôle.
Ce manuscrit propose deux approches pour résoudre ce problème de commande opti-
male. La première, basée sur le développement et l’exploitation de conditions nécessaires
d’optimalité, consiste à découper le problème initial en trois sous-problèmes pour former une
méthode de résolution à trois étapes. La première étape permet de résoudre un problème de
maintien à poste expurgé des contraintes opérationnelles, tandis que la deuxième, initialisée
par le résultat de la première, produit une solution assurant le respect de ces dernières
contraintes. La troisième étape permet d’optimiser la valeur des instants d’allumage et
d’extinction des propulseurs dans le cadre du formalisme des systèmes à commutation. La
seconde approche, dite « directe », consiste à paramétrer le profil de commande par une
fonction binaire et à le discrétiser sur l’horizon temporel de résolution. Les contraintes
opérationnelles sont ainsi facilement transcrites en contraintes linéaires en nombres entiers.
Après l’intégration numérique de la dynamique, le problème de contrôle optimal se résume
à un problème linéaire en nombres entiers.
Après la résolution du problème de maintien à poste sur un horizon court d’une semaine,
le problème est résolu sur un horizon long d’un an par résolutions successives sur des
horizons courts d’une durée de l’ordre de la semaine. Des contraintes de fin d’horizon court
doivent alors être ajoutées afin d’assurer la faisabilité de l’enchaînement des problèmes sur
l’horizon court constituant le problème sur l’horizon long.
Mots Clés : Maintien à poste, satellite GEO, poussée faible, contrôle optimal
Abstract :
Geostationary spacecraft have to stay above a fixed point of the Earth, on a so-called
geostationary Earth orbit. For this orbit, the orbital period of the spacecraft is equal to
the rotation period of the Earth. Because of orbital disturbances, spacecraft drift away
their station keeping position. It is therefore mandatory to create control strategies in
order to make the spacecraft stay in the vicinity of the station keeping position. Due to
their high thrust capabilities, chemical thrusters have been widely used. However nowadays
electric propulsion based thrusters with their high specific impulse are viable alternative in
order to decrease the spacecraft mass or increase its longevity. The use of such a system
induce the necessity to handle operational constraints because of the limited on-board
power. These operational constraints are difficult to take into account in the mathematical
transcription of the station keeping problem in an optimal control problem with control
and state constraints.
This thesis proposed two techniques in order to solve this optimal control problem. The
first one is based on the computation of first order necessary conditions and consists in
decomposing the overall problem in three sub-problems, leading to a three-step decomposition
method. The first step solves an optimal control problem without the operational constraints.
The second steps enforces these operational constraints thanks to dedicated equivalence
schemes and the third one optimises the switching times of the control profile thanks to a
method borrowed from the switched systems theory.
The second proposed method consists in parametrising the on-off control profile with
binary functions. After a time discretisation of the station keeping horizons, the operational
constraints are easily recast as linear constraints on integer variables, the dynamics is
numerically integrated and the station keeping problem is recast as a mixed integer linear
programming problem.
After the resolution of the problem over a short time horizon of one week, the station
keeping problem is solved over a long time horizon of one year. To this end, the long time
horizon is split in shorter horizons over which the problem is successively solved. End-of-cycle
constraints have been set up in order to ensure the feasibility of the solution one short
horizon after another.
Key words : Station Keeping, GEO spacecraft, low thrust, optimal control
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Nomenclature
Symbole Signification
a demi-grand axe
à partir du chapitre 3 : demi grand axe relatif
A(t) matrice dynamique de l’équation d’évolution linéaire
AHCW matrice de la dynamique pour les équations de Hill-Clohessy-Wiltshire
AZ matrice de la dynamique pour la résolution du problème de maintien à poste
képlérien hors-plan
A0 demi-petit axe de l’ellipse de la trajectoire libre relative hors-plan
A± demi-petit axe de l’ellipse de la trajectoire relative hors-plan contrôlée par une
poussée positive ou négative
Aλ demi-petit axe de l’ellipse de la trajectoire de phase du vecteur adjoint du
problème de maintien à poste képélrien hors-plan
b demi-petit axe
bc matrice de calcul du vecteur d’état (terme constant) pour le problème en
nombres entiers
bx matrice de calcul du vecteur d’état (terme proportionnel à l’état initial) pour
le problème en nombres entiers
BG base géocentrique inertielle
BOL base orbitale locale
Bsat base liée au satellite
B(t) matrice de commande de l’équation d’évolution linéaire, le contrôle étant
exprimé comme l’accélération des propulseurs dans la base orbitale locale
B˜(t) matrice de commande pour l’expression de la dynamique, le contrôle étant
exprimé au travers des fonctions de poussée des propulseurs
B matrice de calcul du vecteur d’état (terme proportionnel au contrôle) pour le
problème en nombres entiers
BHCW matrice de commande pour les équations de Hill-Clohessy-Wiltshire
BZ matrice de commande pour la résolution du problème de maintien à poste
képélrien hors-plan
C(t) matrice de transformation linéarisée entre les éléments orbitaux équinoxiaux
relatif et la position géographique relative
C0δ cercle de centre (0, 0) et de rayon δ
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e excentricité
ec matrice de calcul du vecteur des dérivées des positions géographiques (terme
constant) pour le problème en nombres entiers
ex matrice de calcul du vecteur des dérivées des positions géographiques (terme
proportionnel à l’état initial) pour le problème en nombres entiers
ex première composante du vecteur excentricité
à partir du chapitre 3 : première composante du vecteur excentricité relatif
ey deuxième composante du vecteur excentricité
à partir du chapitre 3 : deuxième composante du vecteur excentricité relatif
E anomalie excentrique
E matrice de calcul du vecteur des dérivées des positions géographiques (terme
proportionnel au contrôle) pour le problème en nombres entiers
EQ anomalie équinoxiale excentrique
E(t) matrice dynamique pour l’équation d’évolution de la position géographique
linéarisée
fc fonction de commutation issue du Principe du Maximum de Pontryagin
f˜c fonction de commutation approchée
fG contribution des potentiel perturbateurs à la dynamique non linéaire au travers
des équations de Gauss
fL contribution des potentiel perturbateurs à la dynamique non linéaire au travers
des équations de Lagrange
F˜ (t) vecteur de contrôle du satellite en fonction des fonctions de poussée de chaque
propulseur
F (t) vecteur de contrôle du satellite en fonction des fonctions de poussée de chaque
propulseur normalisées
F¯ vecteur des variables binaires de contrôle
Fmax valeur maximale de la poussée
F˜NE fonction de poussée du propulseur Nord-Est
F1 fonction de poussée du propulseur Nord-Est normalisée
F˜SE fonction de poussée du propulseur Sud-Est
F2 fonction de poussée du propulseur Sud-Est normalisée
F˜NO fonction de poussée du propulseur Nord-Ouest
F3 fonction de poussée du propulseur Nord-Ouest normalisée
F˜SO fonction de poussée du propulseur Sud-Ouest
F4 fonction de poussée du propulseur Sud-Ouest normalisée
gc matrice de calcul du vecteur des positions géographiques (terme constant)
pour le problème en nombres entiers
gx matrice de calcul du vecteur des positions géographiques (terme proportionnel
à l’état initial) pour le problème en nombres entiers
G constante de gravitation
G matrice de calcul du vecteur des positions géographiques (terme proportionnel
au contrôle) pour le problème en nombres entiers
~h vecteur moment cinétique
hx première composante du moment cinétique dans la base géocentrique inertielle
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hy deuxième composante du moment cinétique dans la base géocentrique inertielle
hz troisième composante du moment cinétique dans la base géocentrique inertielle
H Hamiltonien
i inclinaison
ix première composante du vecteur inclinaison
à partir du chapitre 3 : première composante du vecteur inclinaison relatif
iy deuxième composante du vecteur inclinaison
à partir du chapitre 3 : deuxième composante du vecteur inclinaison relatif
In matrice identité de dimension n
∗j évaluation de la matrice ou du vecteur ∗ à l’instant τj
J fonction objectif (consommation du satellite)
J˜ fonction objectif réduite (sans termes multiplicatifs constants)
K+xy nombre de contraintes linéaires approchant la contrainte de fin de cycle positive
dans le plan de l’équateur
K−xy nombre de contraintes linéaires approchant la contrainte de fin de cycle négative
dans le plan de l’équateur
Kz nombre de contraintes linéaires approchant la contrainte de fin de cycle hors-
plan
K˜+xy nombre de contraintes linéaires approchant la première contrainte de maintien
à poste quadratique dans le plan de l’équateur
K˜−xy nombre de contraintes linéaires approchant la deuxième contrainte de maintien
à poste quadratique dans le plan de l’équateur
K˜z nombre de contraintes linéaires approchant la contrainte de maintien à poste
quadratique hors plan
`EΘ longitude excentrique
`MΘ longitude moyenne
à partir du chapitre 3 : longitude moyenne relative
`νΘ longitude vraie
m nombre de pas de temps nécessaires au respect de la contrainte de latence
entre deux poussées d’un même propulseur
msat masse du satellite
m⊕ masse de la Terre
M anomalie moyenne
MQ anomalie équinoxiale moyenne
n mouvement moyen
N nombre de points de discrétisation de l’intervalle [t0, tf ]
p nombre de pas de temps nécessaire au respect de la contrainte de durée
minimale pour chaque poussée
P nombre total de poussées
P1 nombre de poussées du propulseur Nord-Est
P2 nombre de poussées du propulseur Sud-Est
P3 nombre de poussées du propulseur Nord-Ouest
P4 nombre de poussées du propulseur Sud-Ouest
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q nombre de pas de temps nécessaires au respect de la contrainte de latence
entre deux poussées de deux propulseurs différents
Q nombre de cycles pour le problème de maintien à poste képlérien hors-plan
r distance centre de la Terre - satellite
~r vecteur centre de la Terre - satellite
s variable indépendante pour le problème de contrôle optimal à commutation
sk k
ème instant de commutation
s1 fonction de commande binaire pour le propulseur Nord-Est
s2 fonction de commande binaire pour le propulseur Sud-Est
s3 fonction de commande binaire pour le propulseur Nord-Ouest
s4 fonction de commande binaire pour le propulseur Sud-Ouest
(s1)j fonction de commande binaire pour le propulseur Nord-Est sur l’intervalle
[τj , τj+1]
(s2)j fonction de commande binaire pour le propulseur Sud-Est sur l’intervalle
[τj , τj+1]
(s3)j fonction de commande binaire pour le propulseur Nord-Ouest sur l’intervalle
[τj , τj+1]
(s4)j fonction de commande binaire pour le propulseur Sud-Ouest sur l’intervalle
[τj , τj+1]
t0 instant initial
tf instant final
tij instant de milieu de la jème poussée du propulseur i
Td temps de latence entre deux poussées de deux propulseurs différents
t+↑p instant de début de la pème poussée positive du problème de maintien à poste
képlérien hors-plan
t+↓p instant de fin de la pème poussée positive du problème de maintien à poste
képlérien hors-plan
t−↑p instant de début de la pème poussée négative du problème de maintien à poste
képlérien hors-plan
t−↓p instant de fin de la pème poussée négative du problème de maintien à poste
képlérien hors-plan
Tl durée minimale d’une poussée
Ts temps de latence entre deux poussées du même propulseur
T⊕ période de rotation de la Terre
Tk kème intervalle sur lequel le contrôle est constant
u vecteur de commande dans la base orbitale locale
uN composante selon ~uN de la commande
~ue vecteur unitaire dans la direction du vecteur excentricité
~uh vecteur unitaire dans la direction du moment cinétique
~um vecteur unitaire tel que la base (~un, ~um, ~uZG) est orthonormée directe
~un vecteur unitaire dans la direction du nœud ascendant
~uN troisième vecteur de la base orbitale locale
~uNE vecteur de poussée du propulseur Nord-Est dans la base orbital locale
~uNO vecteur de poussée du propulseur Nord-Ouest dans la base orbital locale
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uR composante selon ~uR de la commande
~up premier vecteur de la base équinoxiale
~uq deuxième vecteur de la base équinoxiale
~uR premier vecteur de la base orbitale locale
~uSE vecteur de poussée du propulseur Sud-Est dans la base orbital locale
~uSO vecteur de poussée du propulseur Sud-Ouest dans la base orbital locale
uT composante selon ~uT de la commande
~uT deuxième vecteur de la base orbitale locale
~uv vecteur unitaire tel que la base (~un, ~uv, ~uh) est orthonormée directe
~uXG premier vecteur de la base inertielle géocentrique
~uYG deuxième vecteur de la base inertielle géocentrique
~uZG troisième vecteur de la base inertielle géocentrique
U vecteur de contrôle pour les problèmes de maintien à poste simplifiés pour un
satellite équipé d’un système propulsif idéal (un propulseur par face)
Umax valeur maximale du contrôle pour la résolution du problème de maintien à
poste képlérien hors-plan
v norme de la vitesse du satellite dans le repère géocentrique inertiel
~v vecteur vitesse du satellite dans le repère géocentrique inertiel
x abscisse de la position du satellite dans le repère géocentrique inertiel
xcart vecteur d’état du satellite en paramètres cartésiens
xEOC vecteur d’état du satellite en éléments orbitaux classiques
xEOE vecteur d’état du satellite en éléments orbitaux équinoxiaux
xmp vecteur des éléments orbitaux équinoxiaux de maintien à poste
xr abscisse relative de la position du satellite dans le repère orbital local
X vecteur d’état pour les problèmes képlériens simplifiés pour un satellite équipé
d’un système propulsif idéal (un propulseur par face)
y ordonnée de la position du satellite dans le repère géocentrique inertiel
y(xEOE, t) position géographique
yr ordonnée relative de la position du satellite dans le repère orbital local
z côte de la position du satellite dans le repère géocentrique inertiel
z˙ vitesse relative dans le repère géocentrique inertiel
zr côte relative de la position du satellite dans le repère orbital local
z˙r vitesse relative dans le repère orbital local
z1 première composante du vecteur d’état pour la résolution du problème de
maintien à poste képlérien hors-plan
z2 deuxième composante du vecteur d’état pour la résolution du problème de
maintien à poste képlérien hors-plan
Z vecteur d’état pour la résolution du problème de maintien à poste hors-plan
analytique
Z espace admissible pour la résolution du problème de maintien à poste hors-plan
analytique
Zf espace admissible final pour la résolution du problème de maintien à poste
képlérien hors-plan
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α paramétrage angulaire de la durée des poussées pour le problème de maintien
à poste hors-plan analytique dans le plan de phase du vecteur adjoint
αNE angle de déflexion de la tuyère Nord-Est
αSE angle de déflexion de la tuyère Sud-Est
αNO angle de déflexion de la tuyère Nord-Ouest
αSO angle de déflexion de la tuyère Sud-Ouest
β paramétrage angulaire d’un cycle incomplet final pour le problème de maintien
à poste hors-plan analytique dans le plan de phase du vecteur adjoint
γ(t) nombre de propulseurs actifs à l’instant t
γ¯ vecteur des variables entières comptant le nombre de propulseurs actifs à
chaque pas de temps
γj variable entière comptant le nombre de propulseurs actifs sur l’intervalle
[τj , τj+1]
Γ matrice de transformation du vecteur de contrôle en fonction de poussées des
moteurs dans la base orbitale locale
ΓNE direction de poussée de la tuyère Nord-Est dans la base orbitale locale
ΓSE direction de poussée de la tuyère Sud-Est dans la base orbitale locale
ΓNO direction de poussée de la tuyère Nord-Ouest dans la base orbitale locale
ΓSO direction de poussée de la tuyère Sud-Ouest dans la base orbitale locale
δ demi-largeur de la fenêtre de maintien à poste
∆tij demi-largeur de la jème poussée du propulseur i
∆τ pas de la discrétisation de l’intervalle [t0, tf ]
∆T durée d’un horizon court
θk angles d’approximation de la contrainte de fin de cycle hors-plan par un
ensemble de contraintes linéaires
θ˜k angles d’approximation de la contrainte de maintien à poste quadratique
hors-plan par un ensemble de contraintes linéaires
θNE angle de déviation de la tuyère Nord-Est
θSE angle de déviation de la tuyère Sud-Est
θNO angle de déviation de la tuyère Nord-Ouest
θSO angle de déviation de la tuyère Sud-Ouest
Θ(t) ascension droite du méridien de Greenwich, aussi appelé temps sidéral
Θmp matrice d’expression des contraintes de maintien à poste à partir du vecteur
d’état
κ(t) ascension droite du satellite
κmp ascension droite de maintien à poste
λ longitude géographique
à partir du chapitre 3 : longitude géographique relative
λmp longitude géographique de maintien à poste
λ1 première composante du vecteur adjoint pour le problème de maintien à poste
képlérien hors-plan
λ2 deuxième composante du vecteur adjoint pour le problème de maintien à poste
képlérien hors-plan
Λ vecteur adjoint pour le problème de maintien à poste hors-plan analytique
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µ⊕ paramètre gravitationnel standard géocentrique
ν anomalie vraie
ν+k angles d’approximation de la contraintes de fin de cycle positive dans le plan
de l’équateur par un ensemble de contraintes linéaires
ν−k angles d’approximation de la contraintes de fin de cycle négative dans le plan
de l’équateur par un ensemble de contraintes linéaires
ν˜+k angles d’approximation de la première contraintes de maintien à poste qua-
dratique dans le plan de l’équateur par un ensemble de contraintes linéaires
ν˜−k angles d’approximation de la deuxième contraintes de maintien à poste qua-
dratique dans le plan de l’équateur par un ensemble de contraintes linéaires
νQ anomalie équinoxiale vraie
ξ1 paramétrage du demi-grand axe de l’ellipse de la trajectoire képlérienne relative
dans le plan de l’équateur
ξ2 paramétrage du demi-grand axe de l’ellipse de la trajectoire képlérienne relative
dans le plan de l’équateur
ξ+ paramétrage du centre de l’ellipse de la trajectoire képlérienne relative dans le
plan de l’équateur
ξ− paramétrage du centre de l’ellipse de la trajectoire képlérienne relative dans le
plan de l’équateur
Ξ?∗ matrices des contraintes en nombres entiers
ς fonction de seuil
ς1 fonction de seuil pour le propulseur Nord-Est
ς2 fonction de seuil pour le propulseur Sud-Est
ς3 fonction de seuil pour le propulseur Nord-Ouest
ς4 fonction de seuil pour le propulseur Sud-Ouest
τi instant i de la discrétisation de l’intervalle [t0, tf ]
ϕ latitude géographique
ϕmp latitude de maintien à poste
φ paramétrage de la position finale sur le cercle de maintien à poste pour le
problème de maintien à poste képlérien hors-plan
Φ matrice de transition de la dynamique linéaire prenant en compte toutes les
perturbations orbitales
ΦHCW matrice de transition de la dynamique de Hill-Clohessy-Wiltshire
ψ fonction de pénalisation pour les contraintes de maintien à poste exprimées
avec la position géographique
ψ˜ fonction de pénalisation pour les contraintes de maintien à poste exprimées
avec les éléments orbitaux équinoxiaux
Ψ matrice de transition discrète pour les schémas numériques d’intégration de la
dynamique
ω argument du périgée
ω⊕ vitesse angulaire de rotation de la Terre
Ω ascension droite du nœud ascendant
1 fonction indicatrice
0µ×ν matrice de taille µ× ν remplie de 0
8Symbole Signification
1µ×ν matrice de taille µ× ν remplie de 1
2µ×ν matrice de taille µ× ν remplie de 2
NOTATIONS MATHÉMATIQUES
• x ∈ Rp = Rp×1 désigne un vecteur colonne de dimension p, x ∈ R1×p désigne un
vecteur ligne de dimension p et M ∈ Rp×q désigne une matrice constituée de p lignes
et de q colonnes.
• Soit x : t 7→ x(t) =
[
x1(t) . . . xn(t)
]T ∈ Rn un vecteur dépendant du temps. La
dérivée temporelle de ce vecteur à l’instant t est notée :
x˙(t) =
dx(t)
dt =
[
x˙1(t) . . . x˙n(t)
]T ∈ Rn (1)
avec ∀i = 1, . . . , n, x˙i(t) =
dxi(t)
dt
• Soit f : Rn → R, x 7→ f(x) une fonction scalaire de la variable vectorielle x. La dérivée
partielle de f par rapport à x est donnée par :
∂f(x)
∂x
=
[
∂f(x)
∂x1
. . .
∂f(x)
∂xn
]
∈ R1×n (2)
• Soit f : Rn → Rm, x 7→ f(x) =
[
f1(x) . . . fm(x)
]T
. La dérivée partielle de f par
rapport à x est donnée par :
∂f(x)
∂x
=
[
∂fi(x)
∂xj
]
i=1,...,n
j=1,...,m
∈ Rn×m (3)
• Soit ψ : R×Rn → R, (t, x) 7→ ψ(t, x(t)). La dérivée temporelle totale de cette fonction
est donnée par :
dψ(t, x(t))
dt =
∂ψ(t, x(t))
∂t
+
∂ψ(t, x(t))
∂x
∂x(t)
∂t
∈ R (4)
• Soit M : t 7→ M(t) =
[
Mij(t)
]
i=1,...,p
j=1,...,q
∈ Rp×q une matrice dépendant du temps. La
dérivée temporelle de la matrice M est donnée par :
M˙(t) =
dM(t)
dt =
[
dMij(t)
dt
]
i=1,...,p
j=1,...,q
∈ Rp×q (5)
Nomenclature 9

Introduction
Ne jamais promettre le possible. Tout le monde en
est capable. Il faut promettre l’impossible, parce
que l’impossible est parfois possible si on trouve le
bon moyen, et on peut souvent repousser au moins
les limites du possible. Et quand on échoue, eh
bien, c’était vraiment impossible.
Terry Pratchett, Les Annales du Disque Monde,
trad. Patrick Couton
Pour mener à bien leur mission, les satellites de télécommunications, comme ceux basés
sur les plateformes SpaceBus NEO de Thales Alenia Space ou Eurostar d’Airbus, doivent
rester à la verticale d’un même point de la Terre, sur une orbite dite géostationnaire. Sur
cette orbite, la période de révolution des satellites est identique à la période de rotation
de la Terre sur elle-même, et leur position est repérée par la longitude de stationnement,
c’est-à-dire la longitude du point au-dessus duquel les satellites doivent rester.
L’orbite géostationnaire est une abstraction mathématique obtenue dans le cas où seule
l’attraction gravitationnelle d’une Terre supposée sphérique et homogène est prise en compte.
Du fait de la présence d’autres forces, appelées perturbations orbitales, un satellite placé
sur une orbite géostationnaire voit sa position s’écarter progressivement de sa position de
stationnement. Le problème du maintien à poste d’un satellite géostationnaire consiste donc
à mettre en place une stratégie de correction de la trajectoire afin que cette dernière reste
confinée dans une fenêtre définie par une amplitude maximale pour l’écart par rapport à la
position de maintien à poste. Cette stratégie doit minimiser la consommation de carburant
pour assurer une durée de vie maximale du satellite.
Afin de réaliser les corrections d’orbite nécessaires pour le maintien à poste, les satellites
sont équipés de propulseurs. Depuis la conception des premiers satellites, les systèmes
de propulsion chimique sont largement utilisés pour bénéficier du fort niveau de poussée
que ce type de système propulsif procure. L’analyse des corrections par des propulseurs
à poussée électrique est menée depuis la fin des années soixante-dix, mais ils ont peu été
utilisés à cause du faible niveau de poussée de ce type de système propulsif. Cependant,
bien que la poussée produite par les systèmes propulsifs chimiques soit plus importante
que la poussée produite par les systèmes propulsifs électriques, ces derniers disposent d’une
impulsion spécifique, autrement dit un rendement, plus élevée que les premiers, réduisant
ainsi la masse de carburant nécessaire pour réaliser le maintien à poste. Grâce à sa grande
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impulsion spécifique, la technologie des systèmes de propulsion à poussée faible est devenue
compétitive par rapport à la technologie traditionnelle des propulseurs chimiques à poussée
forte. Cela induit toutefois de revoir en profondeur les stratégies de correction utilisées pour
minimiser la consommation de carburant embarqué.
Le satellite considéré pour cette étude doit être maintenu à poste sur une orbite
géostationnaire et est équipé d’un système de propulsion à poussée faible mis au point dans
les années quatre-vingt-dix. Pour des raisons de simplicité, les profils de poussée produits par
les propulseurs utilisés sont modélisés par des profils tout ou rien, et du fait de l’utilisation de
propulseurs électriques, l’amplitude de la poussée est limitée. Puisque la puissance électrique
nécessaire pour le fonctionnement des propulseurs est fournie à la plate-forme satellite par
les panneaux solaires et est donc limitée, il n’est pas possible d’utiliser deux propulseurs
simultanément. De plus, afin de permettre une recharge efficace des batteries, un temps
de latence doit être respecté entre deux poussées. Afin de valider les stratégies obtenues,
les algorithmes mis en place seront également testés sur un satellite équipé d’un système
propulsif idéalisé, pour lequel chaque face est équipée d’un propulseur.
Le problème de maintien à poste s’écrit sous la forme d’un problème de minimisation de
la consommation de la stratégie de correction mise en place sous une contrainte dynamique
prenant en compte les perturbations orbitales. La contrainte de limiter l’excursion du
satellite en latitude et en longitude s’écrit mathématiquement sous la forme de contrainte
sur le vecteur d’état du satellite, tandis que la prise en compte du caractère limité de
la poussée des propulseurs se traduit par des contraintes sur le vecteur de contrôle. Les
contraintes opérationnelles de disjonctions des poussées et de temps de latence sont des
contraintes sur les paramètres du profil de commande. Le problème de maintien à poste
s’exprime ainsi sous la forme d’un problème de contrôle optimal avec contraintes sur l’état,
sur le contrôle et sur la structure de la commande. L’objectif du travail présenté dans ce
manuscrit est de mettre en place des stratégies de résolution de ce problème complexe de
contrôle optimal au travers des chapitres suivants.
Le premier chapitre présente la représentation d’état choisie pour la description du
mouvement du satellite par les équations de la dynamique en vol libre d’une part, et de la
dynamique modifiée par les accélérations produites par les propulseurs. Puisque le satellite
doit rester au voisinage du point à la longitude de stationnement, il est naturel de linéariser
la dynamique par rapport à ce point. Par ailleurs, puisque les contraintes de maintien à
poste sont exprimées en termes de latitude et longitude, les équations de calcul de la position
géographique en fonction des éléments orbitaux équinoxiaux sont linéarisées par rapport
à la position de maintien à poste. Le problème de contrôle optimal de maintien à poste
à consommation minimale est ensuite dérivé à partir de la transcription mathématique
des contraintes de maintien à poste et des contraintes opérationnelles.Puisque le problème
de maintien à poste est résolu numériquement, les méthodes de résolution numérique des
problèmes de contrôle optimal avec des contraintes sur l’état sont passées en revue.
Le deuxième chapitre propose la résolution analytique d’un problème simplifié pour lequel
les perturbations orbitales sont retirées. Comme dans ce cas, le mouvement dans le plan
de l’équateur et perpendiculairement à ce plan sont découplées, il est possible de résoudre
le problème hors-plan seul. Pour ce problème, le système propulsif n’est constitué que de
deux propulseurs orientés dans la direction Nord-Sud, et les contraintes opérationnelles ne
sont pas prises en compte. Les contraintes de maintien à poste sont considérées dans un
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premier temps comme des contraintes finales pour définir un problème dit de résonance.
Dans un deuxième temps, les contraintes de maintien à poste sont écrites sous la forme
de contraintes inégalité sur l’état et le problème de contrôle optimal est résolu avec une
méthode indirecte étendue pour prendre en compte les contraintes sur l’état. L’intérêt de
la résolution de ces problèmes réside dans le fait de montrer que le caractère borné de la
poussée permet de définir des régions de l’espace pour les conditions initiales pour lesquelles
le maintien à poste ne peut pas être assuré. Les solutions numériques calculées dans les
chapitres suivants respectent les conditions nécessaires dérivées dans ce chapitre.
Le troisième chapitre met en œuvre une stratégie de résolution basée sur des méthodes
indirectes. L’objectif de cette stratégie est de contourner les difficultés posées par les
contraintes opérationnelles sur le signal de poussée tout en exploitant des conditions
d’optimalité. L’approche proposée est une décomposition en trois étapes. La première étape
consiste à résoudre un problème de maintien à poste sans les contraintes opérationnelles. A
partir de la solution continue obtenue, le nombre de poussées nécessaires pour résoudre le
problème de maintien à poste est déterminé au moyen de fonctions seuil. La deuxième étape
consiste en la résolution de problèmes d’équivalence pour créer une séquence de poussées
qui respecte les contraintes opérationnelles. La troisième étape utilise le formalisme des
systèmes à commutation pour optimiser la valeur des instants d’allumage et d’extinction
des propulseurs tout en assurant que les contraintes de maintien à poste d’une part et les
contraintes opérationnelles d’autre part sont respectées. La méthode est appliquée sur un
problème de rendez-vous képlérien puis sur le problème de maintien à poste complet sur
une horizon court de 1 semaine.
Le quatrième chapitre décrit une méthode de résolution alternative basée sur des
méthodes directes. La propulsion électrique étant modélisée par un signal de type tout ou
rien, des variables binaires sont utilisées pour paramétrer les profils de commande de chaque
propulseur. Ces derniers sont discrétisés sur l’horizon temporel de résolution, ce qui permet
de transformer le problème de contrôle optimal initial en un problème d’optimisation non
linéaire en dimension finie par l’utilisation de la transition du mouvement. Une transition
formelle étant difficilement calculable, elle a été obtenue de façon numérique. Plusieurs
méthodes d’intégration ont été analysée. Cette méthode de résolution est appliquée d’une
part sur un problème de maintien à poste pour un satellite équipé d’un système de propulsion
idéal avec un propulseur par face, et d’autre part au problème de maintien à poste complet.
Le cinquième chapitre propose une technique de résolution du problème de maintien à
poste sur un horizon long d’une durée d’un an par résolutions successives sur des horizons
courts d’une durée de l’ordre de la semaine. Comme la loi de contrôle déterminée sur
l’horizon court ne permet pas d’anticiper l’effet des perturbations sur l’horizon court suivant,
des contraintes ad-hoc ont été ajoutées au problème afin d’assurer que le problème de
commande optimale contraint admette des solutions sur l’horizon suivant.
La conclusion propose une comparaison des deux approches proposées pour la résolution
du problème de maintien à poste à consommation minimale sur un horizon court ainsi qu’un
bilan sur la solution du problème de maintien à poste sur un horizon long d’un an. Enfin,
des perspectives ouvertes par les résultats proposés sont présentées.

Chapitre1
Maintien à poste d’un satellite
géostationnaire
Personne ne remarque ce qui marche trop bien.
Terry Pratchett, Les Annales du Disque Monde,
trad. Patrick Couton
Sommaire
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 Mécanique orbitale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.1 Le mouvement képlérien . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.1.1 Équation du mouvement képlérien . . . . . . . . . . . . . . . 17
1.2.1.2 Trajectoire képlérienne . . . . . . . . . . . . . . . . . . . . . 18
1.2.1.3 L’orbite géostationnaire . . . . . . . . . . . . . . . . . . . . . 19
1.2.2 Perturbations orbitales . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.3 Représentation d’état du mouvement . . . . . . . . . . . . . . . . . 20
1.3.1 Représentation d’état cartésienne . . . . . . . . . . . . . . . . . . . . . 20
1.3.2 Représentation d’état en éléments orbitaux . . . . . . . . . . . . . . . 20
1.3.2.1 Éléments orbitaux classiques . . . . . . . . . . . . . . . . . . 20
1.3.2.2 Éléments orbitaux équinoxiaux . . . . . . . . . . . . . . . . . 23
1.3.3 Position géographique . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3.3.1 Expression du rayon r . . . . . . . . . . . . . . . . . . . . . . 25
1.3.3.2 Expression de la longitude λ . . . . . . . . . . . . . . . . . . 25
1.3.3.3 Expression de la latitude ϕ . . . . . . . . . . . . . . . . . . . 27
1.3.3.4 Expression du vecteur position . . . . . . . . . . . . . . . . . 27
1.3.4 Équations d’évolution régissant le système . . . . . . . . . . . . . . . . 28
1.4 Problème de maintien à poste sous forme de contrôle optimal . . 29
1.4.1 Contraintes sur le problème de maintien à poste . . . . . . . . . . . . 29
1.4.1.1 Expression des contraintes de maintien à poste en termes de
paramètres géographiques relatifs . . . . . . . . . . . . . . . 29
1.4.1.2 Expression des contraintes de maintien à poste en termes
d’éléments orbitaux relatifs . . . . . . . . . . . . . . . . . . . 31
16
1.4.2 Modélisation du système propulsif . . . . . . . . . . . . . . . . . . . . 34
1.4.2.1 Moteurs à propulsion électrique . . . . . . . . . . . . . . . . 34
1.4.2.2 Contraintes liées à l’utilisation de la poussée faible . . . . . . 36
1.4.3 Expression sous forme de contrôle optimal . . . . . . . . . . . . . . . . 40
1.4.3.1 Fonctionnelle de coût à minimiser . . . . . . . . . . . . . . . 40
1.4.3.2 Problème de maintien à poste optimal à consommation minimale 41
1.5 Contrôle optimal avec contraintes sur l’état . . . . . . . . . . . . . 42
1.5.1 Problème de contrôle optimal de Bolza . . . . . . . . . . . . . . . . . . 42
1.5.1.1 Méthodes de résolution d’un problème de contrôle optimal . 44
1.5.2 Méthodes directes et contraintes sur l’état . . . . . . . . . . . . . . . . 45
1.5.3 Méthodes indirectes et contraintes sur l’état . . . . . . . . . . . . . . . 48
1.5.3.1 Les méthodes indirectes . . . . . . . . . . . . . . . . . . . . . 48
1.5.3.2 Prise en compte des contraintes sur l’état via une méthode de
pénalisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
1.5.3.3 Extension du PMP pour les contraintes sur l’état . . . . . . 52
1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
1.1 INTRODUCTION
L’étude de la dynamique d’un corps en orbite autour de la Terre a commencé avec l’étude
de l’équation de la gravitation donnée par Newton et les trois lois de Kepler qui permettent
de décrire le mouvement d’un corps en orbite autour d’une Terre supposée sphérique et
homogène. Ce mouvement est appelé mouvement képlérien. Pour les applications spatiales
telles que le maintien à poste, ce seul mouvement képlérien ne suffit pas à rendre compte de
la trajectoire du satellite autour de la Terre, et il est nécessaire d’inclure les perturbations
orbitales – le potentiel d’attraction créé par une Terre non homogène, le potentiel d’attraction
de la Lune, le potentiel d’attraction du Soleil et la pression de radiation solaire – dans le
modèle dynamique.
L’objet d’étude de ce travail est le maintien à poste de satellites en orbite géostationnaires.
A cause des perturbations orbitales, le satellite tend à s’éloigner continuellement de la position
sur orbite qui lui a été assignée. Le satellite doit alors être équipé de propulseurs afin de
corriger sa trajectoire et rester dans une fenêtre de maintien à poste admissible.
A partir de l’étude du mouvement képélérien et des perturbations orbitale, un modèle
dynamique du mouvement du satellite est constitué. Le vecteur d’état est constitué de
la position et la vitesse cartésienne ou des éléments orbitaux et le vecteur de commande
est constitué de la poussée des propulseurs. Puisque le satellite doit rester à proximité
d’une trajectoire géostationnaire, le modèle dynamique peut être linéarisé autour de cette
trajectoire de référence. Dans le cas simplifié sans perturbations orbitales, la linéarisation du
mouvement du satellite par rapport à la position de maintien à poste mène aux équations de
Hill-Clohessy-Wiltshire. Dans le cas où toutes les perturbations orbitales sont considérées,
le mouvement du satellite est linéarisé par rapport à une trajectoire de référence idéale
géostationnaire.
Après avoir modélisé la physique orbitale à laquelle un satellite géostationnaire est
soumis, défini un vecteur d’état et extrait de ces informations un modèle d’évolution à
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la fois linéaire et non linéaire, l’objectif de ce chapitre est de traduire le problème de
maintien à poste en termes mathématiques. La première partie traduit les contraintes de
maintien à poste en contraintes sur le vecteur d’état et des contraintes opérationnelles
inhérentes à l’utilisation de la poussée faible en contraintes sur le vecteur de contrôle, définit
la fonctionnelle à minimiser dans le but de réduire la consommation nécessaire, et traduit le
problème de maintien à poste en un problème de contrôle optimal.
Les problèmes de contrôle optimal avec contraintes sur l’état sont en général difficiles à
résoudre. Les méthodes directes, qui utilisent un maillage temporel et une discrétisation
des vecteurs d’état et de contrôle, ne permettent pas d’imposer les contraintes entre deux
nœuds. Les méthodes indirectes, basées sur le calcul des variations, ne peuvent prendre
en compte les contraintes sur l’état qu’au travers de multiplicateurs, qui ne peuvent être
exprimés explicitement que dans des cas simples.
Les stratégies de maintien à poste utilisées dans la littérature reposent sur une analyse
physique du problème de maintien à poste et des perturbations orbitales. Un récapitulatif
donne les grandes lignes des stratégies existantes dans la littérature.
1.2 MÉCANIQUE ORBITALE
1.2.1 LE MOUVEMENT KÉPLÉRIEN
Les équations képlériennes du mouvement ainsi que la forme de la trajectoire sont
rappelées dans cette section, et certaines notations utilisées dans toute la suite de ce
mémoire sont présentées (voir par exemple les références [Battin, 1999], [Sidi, 1997] ou
[Vallado, 1997]).
1.2.1.1 ÉQUATION DU MOUVEMENT KÉPLÉRIEN
En première approximation, la Terre peut être considérée comme un corps dont la
répartition de masse est à symétrie sphérique et dont l’attraction gravitationnelle est la
seule force considérée. Un satellite évoluant dans ce champ de gravité subit une force qui
suit la loi de la gravitation de Newton :
~Fg = −Gm⊕msat
r2
~r
r
, (1.1)
avec :
• G, la constante de gravitation,
• m⊕ la masse de la Terre,
• msat la masse du satellite,
• ~r le vecteur centre de la Terre - satellite,
• r, sa norme.
Le paramètre gravitationnel standard géocentrique est défini par : Gm⊕ = µ⊕.
Selon la seconde loi de Newton, la variation de quantité de mouvement du satellite est
égal à la somme des forces exercées sur le satellite. Comme toutes les forces autres que
l’attraction gravitationnelle de la Terre ont été négligées, une seule force s’applique sur
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le satellite. Par ailleurs, on suppose que la masse du satellite reste constante au cours du
temps. On peut alors écrire dans le repère inertiel géocentrique supposé galiléen (voir figure
A.1 page 220) les équations du mouvement :
d2~r
dt2
∣∣∣∣∣BG = −
µ⊕
r2
~r
r
(1.2)
Cette équation différentielle décrit le mouvement du satellite et de la Terre autour du
centre de masse du système {Terre-satellite}. En supposant la masse du satellite très faible
devant celle de la Terre, le centre de masse du système {Terre-satellite} est confondu avec le
centre de masse de la Terre. Ainsi, l’équation (1.2) décrit le mouvement du satellite autour
de la Terre. Ce mouvement est appelé mouvement képlérien.
1.2.1.2 TRAJECTOIRE KÉPLÉRIENNE
On peut montrer que la solution de l’équation (1.2) est une conique. En utilisant un
paramétrage polaire, on peut écrire l’équation de la conique sous la forme :
r = a(1− e
2)
1 + e cos(ν) , (1.3)
où a est le demi grand axe de la conique, e son excentricité, et ν est le paramétrage angulaire.
a et e décrivent la forme de la conique. En particulier, la valeur de e détermine le type de
conique :
• si 0 6 e < 1, la conique est une ellipse (ou un cercle dans le cas limite e = 0),
• si e = 1, la conique est une parabole,
• si e > 1, la conique est une hyperbole.
Ce n’est que dans le premier cas que la trajectoire est bornée et le mouvement périodique.
C’est pourquoi nous considérons dans toute la suite de cette étude des trajectoire pour
lesquelles l’excentricité est strictement plus petite que 1.
Il est également possible d’introduire le demi petit-axe b, relié au demi grand-axe par la
relation :
b = a
√
1− e2. (1.4)
Dans le cas où e < 1, la trajectoire étant fermée, une période orbitale peut être définie
sous la forme :
T = 2pi
√
a3
µ⊕
. (1.5)
On définit le mouvement moyen comme :
n = 2pi
T
=
√
µ⊕
a3
. (1.6)
Les formules de conversion entre la position et la vitesse du satellite et les éléments
définissant la forme de l’ellipse sont données dans l’annexe C page 255.
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1.2.1.3 L’ORBITE GÉOSTATIONNAIRE
Dans le cas des trajectoires fermées pour lesquelles le satellite orbite autour de la Terre,
les orbites sont classés en différentes catégories :
• les orbites basses (LEO, Low Earth Orbits), pour une altitude inférieure à 800 km
(a < 7178 km),
• les orbites moyennes (MEO, Mid-Earth Orbits), pour une altitude comprise entre 800
km et 30 000 km (7178 km < a < 36378 km),
• les orbites géosynchrones, pour lesquelles la période de révolution du satellite sur son
orbite est égale à la période de rotation de la Terre,
• l’orbite géostationnaire (GEO, Geostationary Earth Orbit) pour laquelle le satel-
lite reste à la verticale d’un même point. L’orbite géostationnaire est une orbite
géosynchrone d’inclinaison et d’excentricité nulle.
Remarque 1.1. Il est possible de calculer le demi-grand axe géostationnaire à partir de
l’équation (1.5) qui permet d’écrire :
a =
(
µ⊕T 2⊕
4pi2
)1
3
. (1.7)
Avec la période sidérale de rotation de la Terre T⊕ = 86 164 s et le paramètre gra-
vitationnel standard géocentrique µ⊕ = 3, 986.1014 m3/s2, il vient : a = 42 164, 125 km.
La vitesse sur une orbite circulaire se calcule selon la relation :
v =
√
µ⊕
a
. (1.8)
Avec l’expression de a obtenue précédemment, la vitesse d’un satellite en orbite géosta-
tionnaire est : v = 3, 071 km/s. Ces valeurs de référence serviront pour des applications
numériques dans le cadre de l’analyse de stratégies de maintien à poste.
1.2.2 PERTURBATIONS ORBITALES
Sous le terme de « perturbations orbitales » sont regroupées toutes les forces que subit
un satellite en orbite autour de la Terre autres que la force centrale de la Terre supposée à
répartition de masse à symétrie sphérique. Parmi ces forces, les références [Valorge, 1995] et
[Vallado, 1997] distinguent :
• la partie du potentiel de gravitation terrestre liée à une répartition de masse qui
n’est pas à symétrie sphérique : le mouvement képlérien suppose que la Terre est
à symétrie sphérique, mais ceci n’est qu’une approximation et les irrégularités du
potentiel doivent être prises en compte,
• l’attraction du Soleil et de la Lune : ces deux corps exercent également une attraction
gravitationnelle sur le satellite,
• la pression de radiation solaire : les photons émis par le Soleil sont absorbés par le
satellite et réémis, ce qui induit une modification de la quantité de mouvement du
satellite,
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• le frottement atmosphérique : pour les satellites en orbite basse, l’atmosphère résiduelle
entraîne un frottement sur le satellite.
La référence [Valorge, 1995] présente également d’autres forces perturbatrices comme les
effets de marrée ou de relativité générale. Dans le cadre d’un satellite en orbite géostationnaire,
la référence [Shrivastava, 1978] retient les trois premières perturbations.
1.3 REPRÉSENTATION D’ÉTAT DU MOUVEMENT
Le système étudié est constitué d’un satellite en orbite assimilé à un point matériel et
soumis à la force d’attraction centrale et les perturbations orbitales présentées dans la partie
précédente. La description complète du mouvement dynamique nécessite la connaissance de
six coordonnées généralisées ou de six paramètres constituant le vecteur d’état. Différentes
représentations d’état existent dans la littérature pour décrire le mouvement. L’apparition
possible de singularités dans les équations du mouvement, la simplicité d’écriture des
propriétés apparentes (découplage, dynamique temps invariant, etc.) ou encore la volonté
de travailler avec des variables canoniques par exemple permettent d’orienter le choix de
l’une ou l’autre de ces représentations d’état. Dans cette partie, le vecteur d’état du satellite
est écrit en utilisant la position et la vitesse cartésiennes (appelés par la suite paramètres
cartésiens) d’une part, les éléments orbitaux classiques d’autre part, et enfin les éléments
orbitaux équinoxiaux. De nombreux autres types d’éléments orbitaux existent, et sont
présentés dans la référence [Hintz, 2008].
1.3.1 REPRÉSENTATION D’ÉTAT CARTÉSIENNE
L’état du satellite est représenté par sa position et sa vitesse dans le repère géocentrique
inertiel illustré sur la figure A.1 page 220 et sont écrits de la façon suivante :
~r =
[
x y z
]T
RG
= x~uXG + y~uYG + z~uZG , (1.9)
~v =
d~r
dt
∣∣∣∣∣RG =
[
x˙ y˙ z˙
]T
RG
= x˙~uXG + y˙~uYG + z˙~uZG . (1.10)
Le vecteur d’état du satellite s’écrit en paramètres cartésiens :
xcart(t) =
[
x(t) y(t) z(t) x˙(t) y˙(t) z˙(t)
]T
. (1.11)
1.3.2 REPRÉSENTATION D’ÉTAT EN ÉLÉMENTS ORBITAUX
1.3.2.1 ÉLÉMENTS ORBITAUX CLASSIQUES
Dans le cas où le satellite ne subit que la force d’attraction centrale, la trajectoire est
une conique. Dans le cas où la trajectoire est périodique, cette conique est une ellipse (ou un
cercle dans le cas limite où l’excentricité est nulle). La trajectoire peut alors être simplement
représentée par :
• deux paramètres qui décrivent la forme de l’ellipse :
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 le demi grand-axe a,
 l’excentricité e,
• trois paramètres qui décrivent l’orientation de l’ellipse dans l’espace :
 l’inclinaison i de l’orbite par rapport au plan de l’écliptique,
 l’ascension droite du nœud ascendant Ω : angle dans le plan de l’équateur entre
le point vernal et le point d’intersection de l’orbite avec le plan de l’écliptique
dans le « sens montant »(nœud ascendant),
 l’argument du périgée ω : angle dans le plan de l’orbite entre le nœud ascendant
et le périgée,
• un paramètre appelé anomalie qui rend compte de la position du satellite sur son
orbite au cours du temps.
Ces six paramètres sont appelés éléments orbitaux képlériens ou éléments orbitaux
classiques (voir [Battin, 1999]). La signification physique de ces éléments orbitaux est
représentée sur le schéma de la figure 1.1. L’information du mouvement moyen n du satellite
sur son orbite est généralement associée à ces éléments orbitaux :
n =
√
µ⊕
a3
, (1.12)
Trois types d’anomalies peuvent être introduites pour décrire la position du satellite sur
son orbite au cours du temps :
• l’anomalie vraie ν,
• l’anomalie excentrique E,
• l’anomalie moyenne M .
L’anomalie vraie ν est l’angle entre la direction du périgée et la direction du rayon
vecteur ~r.
L’anomalie excentrique est un angle défini à l’aide du cercle circonscrit à l’ellipse dont le
diamètre est le demi-grand axe, de la façon illustrée sur la figure 1.2. Le sinus, le cosinus et
la tangente de l’anomalie excentrique sont reliés au sinus, au cosinus et à la tangente de
l’anomalie vraie avec les relations données par les équations (C.10).
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Figure 1.2 – Anomalie excentrique et anomalie vraie
L’anomalie moyenne correspond à la position d’un corps qui se déplacerait à vitesse
constante sur le cercle auxiliaire circonscrit à l’ellipse, avec une période égale à celle du
corps réel. L’anomalie moyenne est donc reliée au temps par la relation :
M(t) = M(t0) + n(t− t0). (1.13)
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Les anomalies excentrique et moyenne sont reliées par l’équation de Kepler :
E − e sinE = M. (1.14)
Cette équation transcendante n’admet pas de solution simple. Une solution approchée
peut être calculée de façon itérative avec la méthode de Newton par exemple ([Battin, 1999]).
Dans le cas où l’excentricité e est petite, [Hull, 2003] présente une méthode de calcul
approchée qui est reproduite en annexe E page 273.
Un vecteur d’état peut être défini avec les éléments orbitaux classiques :
xEOC(t) =

a
e
i
Ω
ω
ν(t) ou E(t) ou M(t)

, (1.15)
et dans toute la suite, l’anomalie choisie comme sixième paramètre est l’anomalie moyenne
M . Il vient alors :
xEOC(t) =
[
a e i Ω ω M(t)
]T
. (1.16)
Les formules de conversion entre les paramètres cartésiens (position et vitesse exprimées
dans le repère géocentrique inertiel) et les éléments orbitaux cartésiens sont données dans
l’annexe C.
1.3.2.2 ÉLÉMENTS ORBITAUX ÉQUINOXIAUX
Les éléments orbitaux classiques définis précédemment présentent deux cas singuliers :
• lorsque l’orbite est circulaire, l’excentricité est nulle et l’argument du périgée ω n’est
pas défini (car le périgée n’est pas défini) ;
• lorsque l’orbite est dans le plan de l’équateur, l’inclinaison est nulle et l’ascension
droite du nœud ascendant n’est pas définie (car le nœud ascendant n’est pas défini).
De nouveaux éléments orbitaux sont alors introduits pour palier ces cas singuliers. Il
s’agit des éléments orbitaux équinoxiaux :
a
ex = e cos(ω + Ω)
ey = e sin(ω + Ω)
ix = tan(i/2) cos(Ω)
iy = tan(i/2) sin(Ω)
anomalie équinoxiale
(1.17)
(ex, ey) est appelé le vecteur excentricité et (ix, iy) est appelé le vecteur inclinaison.
Dans les références [Battin, 1999] et [Cefola, 1972], une définition des paramètres équi-
noxiaux peut être trouvée pour laquelle ex et ey sont inversés, de même que ix et iy. Le
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vecteur inclinaison est parfois défini sous les formes alternatives :ix = sin(i/2) cos(Ω),iy = sin(i/2) sin(Ω), ou
ix = sin(i) cos(Ω),iy = sin(i) sin(Ω). (1.18)
Les anomalies pour les paramètres équinoxiaux sont généralement appelées longitude
dans la littérature (voir [Battin, 1999] par exemple) : longitude vraie L, longitude moyenne
l, et longitude excentrique K. Par soucis de clarté, et pour minimiser les risques de confusion
avec la longitude géographique, ces paramètres sont renommés et réécrits de la façon
suivante :
• longitude vraie : L → anomalie équinoxiale vraie : νQ = Ω + ω + ν,
• longitude moyenne : l → anomalie équinoxiale moyenne : MQ = Ω + ω +M ,
• longitude excentrique : K → anomalie équinoxiale excentrique : EQ = Ω + ω + E.
On définit en outre trois autres paramètres angulaires qui seront appelés longitude vraie
`νΘ, longitude moyenne `MΘ et longitude excentrique `EΘ définis par :
`νΘ = Ω + ω + ν −Θ = νQ −Θ,
`MΘ = Ω + ω +M −Θ = MQ −Θ,
`EΘ = Ω + ω + E −Θ = EQ −Θ.
(1.19)
Θ(t) peut être considérée comme l’ascension droite du méridien de Greenwich et est définie
par l’équation (A.4), page 220.
Nous choisissons de remplacer le sixième paramètre équinoxial par la longitude moyenne
lMΘ pour donner le vecteur d’état suivant :
xEOE(t) =
[
a ex ey ix iy `MΘ(t)
]T
. (1.20)
L’intérêt de ce choix sera explicité dans la sous section 1.3.3 avec l’expression des
coordonnées géographiques en fonction des paramètres équinoxiaux.
En résumé, les anomalies et longitudes introduites ici sont résumées dans le tableau 1.1.
Anomalie équinoxiale vraie νQ = Ω + ω + ν
Anomalie équinoxiale moyenne MQ = Ω + ω +M
Anomalie équinoxiale excentrique EQ = Ω + ω + E
Longitude géographique λ
Longitude vraie `νΘ = νQ −Θ
Longitude moyenne `MΘ = MQ −Θ
Longitude excentrique `EΘ = EQ −Θ
Table 1.1 – Tableau récapitulatif des anomalies équinoxiales et longitudes introduites dans
cette sous section.
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1.3.3 POSITION GÉOGRAPHIQUE
La position du satellite dans l’espace peut être repérée à l’aide des coordonnées géogra-
phiques données comme le rayon r, la longitude λ et la latitude ϕ. Il s’agit donc de trouver
la fonction g telle que :
y(t) =
[
r(t) ϕ(t) λ(t)
]T
= g(xEOE, t). (1.21)
1.3.3.1 EXPRESSION DU RAYON r
Le rayon vecteur r s’exprime en éléments orbitaux équinoxiaux selon (voir
[Battin, 1999]) :
r = a(1− ex cosEQ + ey sinEQ), (1.22)
et fait intervenir l’anomalie équinoxiale excentrique EQ. Il faut chercher à l’exprimer en
fonction de la longitude moyenne `MΘ. Pour ce faire, il est possible d’utiliser l’équation de
Kepler en paramètres orbitaux équinoxiaux :
EQ + ey cosEQ − ex sinEQ = `MΘ + Θ(t) = κ(t). (1.23)
Cette équation transcendante peut être résolue en EQ à l’aide de la méthode présentée
dans [Hull, 2003] dans le cas où ex et ey sont petits et décrite dans l’annexe E.2.3 page 277.
Ceci permet d’obtenir :
cosEQ = cos(`MΘ + Θ(t)) = cosκ(t), (1.24a)
sinEQ = sin(`MΘ + Θ(t)) = sin κ(t). (1.24b)
et en remplaçant dans l’expression du rayon :
r = a
(
1−ex cos(`MΘ +Θ(t))−ey sin(`MΘ +Θ(t))
)
= a
(
1−ex cosκ(t)−ey sin κ(t)
)
. (1.25)
1.3.3.2 EXPRESSION DE LA LONGITUDE λ
La longitude du satellite est représentée sur la figure 1.3. Elle s’exprime sous la forme :
λ = Ω + f −Θ. (1.26)
On cherche alors à exprimer f en fonction des paramètres orbitaux. Les relations de
trigonométrie sphérique donnent :
cos f = cosϕ cos(ω + ν) + sinϕ sin(ω + ν) cos j,
cos j = sin i cos f, sinϕ = sin(ω + ν) sin i,
sin f = sin(ω + ν) sin j, sin j cos(ω + ν) = cos i cos f.
(1.27)
Les orbites considérées étant des orbites géostationnaires perturbées, on considère que
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Figure 1.3 – Illustration des relations entre les paramètres orbitaux et les coordonnées
géographiques
l’inclinaison i est petite, et par conséquent que la latitude ϕ du satellite est petite. On
obtient alors à partir des relations précédentes, en restant à l’ordre 1 en ϕ :
cos f = cosϕ cos(ω + ν)1− sin2 ϕ '
cos(ω + ν)
1− ϕ2 ' cos(ω + ν)
[
1 + ϕ2
]
' cos(ω + ν), (1.28)
et en restant à l’ordre 1 en i :
sin f = sin(ω + ν) cos i cos fcos(ω + ν) ' sin(ω + ν) cos i,
' sin(ω + ν).
(1.29)
On obtient donc :
f ' ω + ν, (1.30)
et par conséquent :
λ ' Ω + ω + ν −Θ = νQ −Θ = `νΘ. (1.31)
Dans le même contexte, il est possible de supposer que l’excentricité e est petite.
L’anomalie vraie peut alors être exprimée en fonction de l’anomalie moyenne avec l’équation
de Kepler (1.14) et la transformation entre anomalie vraie et excentrique (C.10). Avec la
méthode de [Hull, 2003], il s’agit de résoudre f(ν; e) = 0 pour e petit et :
f(ν; e) = 2 arctan
(√
1− e
1 + e tan
ν
2
)
− e sin
[
2 arctan
(√
1− e
1 + e tan
ν
2
)]
−M. (1.32)
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En utilisant l’équation (E.18) et en réinjectant la définition de `νΘ et `MΘ, on obtient :
λ = `MΘ + 2ex sin(`Mθ + Θ(t))− 2ey cos(`MΘ + Θ(t)),
= `MΘ + 2ex sin κ(t)− 2ey cosκ(t).
(1.33)
A l’ordre 0 en ex et ey, on obtient λ = `MΘ. Ceci justifie le choix du sixième paramètre
équinoxial qui a été fait dans la section 1.3.2.2 pour avoir une grandeur qui se rapproche le
plus de la longitude géographique.
1.3.3.3 EXPRESSION DE LA LATITUDE ϕ
Si la Terre est considérée comme sphérique et si l’inclinaison de l’orbite est faible, alors
ϕ est petit et il est possible d’écrire (voir figure 1.3) :
ϕ ' sinϕ = sin(ω + ν) sin i. (1.34)
Or, sous l’hypothèse d’une inclinaison petite, l’approximation suivante peut être faite :
sin i ' 2 tan i2 . (1.35)
il vient alors en associant (1.34) et (1.35) :
ϕ = 2 sin(νQ − Ω) tan i2 ,
et :
ϕ = 2ix sin νQ − 2iy cos νQ. (1.36)
Or d’après l’équation (E.18), on peut écrire à l’ordre 0 en e :
ν = M. (1.37)
Ainsi, on obtient finalement :
ϕ = 2ix sinMQ − 2iy cosMQ,
= 2ix sin κ(t)− 2iy cosκ(t).
(1.38)
1.3.3.4 EXPRESSION DU VECTEUR POSITION
Avec ce qui a été établi dans les paragraphes précédents, il est possible d’écrire :
y(xEOE, t) =
1 −a cos(κ(t)) −a sin(κ(t)) 0 0 00 0 0 2 sin(κ(t)) −2 cos(κ(t)) 0
0 2 sin(κ(t)) −2 cos(κ(t)) 0 0 1
xEOE
= T (xEOE , t)xEOE,
(1.39)
en rappelant que κ(t) = `MΘ + Θ(t).
28
1.3.4 ÉQUATIONS D’ÉVOLUTION RÉGISSANT LE SYSTÈME
L’annexe B.1 décrit l’évolution libre d’un satellite en orbite géostationnaire soumis au
potentiel gravitationnel de la Terre, à l’attraction gravitationnelle de la Lune et du Soleil
ainsi qu’à la pression de radiation solaire, et l’annexe B.2 décrit l’évolution contrôlée d’un
satellite, c’est-à-dire l’évolution de ce satellite sous l’effet de l’accélération produite par les
propulseurs. Comme le satellite doit rester à proximité de sa position de maintien à poste, il
est possible de linéariser les équations de la dynamique par rapport à ce point de maintien
poste évoluant sur une orbite géostationnaire.
Comme la dynamique de l’écart entre la position du satellite et la position de maintien
à poste est linéarisée, d’après le principe de superposition, si l’on ajoute les perturbations
orbitales naturelles et la perturbation induite par les propulseurs, il est possible de décrire
la dynamique complète du satellite.
Puisque les perturbations naturelles dérivent d’un potentiel, ces dernières sont prises en
compte dans la dynamique au travers des équations planétaires de Lagrange. L’accélération
produite par les propulseurs est quant à elle prise en compte au travers des équations de
Gauss. On peut ainsi écrire :
dx
dt = fL(x, t) + fG(x, t)u, (1.40)
avec fL(x, t) le terme prenant en compte les perturbations orbitales naturelles, fG(x, t) le
terme prenant en compte l’accélération des propulseurs u. Ce modèle constitue le modèle
de simulation pour tester les lois de commande qui seront développées tout au long de cette
étude.
De la même façon, le principe de superposition permet d’écrire pour le système linéaire :
d∆x
dt = A(t)∆x(t) +D(t) +B(t)u(t), (1.41)
avec :
A(t) =
∂
∂x
(fL(x(t), t))
∣∣∣∣∣
x=xmp
, (1.42)
B(t) = fG(xmp, t), (1.43)
D(t) = fL(xmp, t). (1.44)
Ce modèle est le modèle de synthèse qui sera utilisé pour calculer les lois de commandes
pour le maintien à poste du satellite géostationnaire.
L’expression analytique de la matrice B(t) est donnée par l’équation (B.59) page 242.
La position géographique du satellite est calculée selon un modèle non linéaire :
y(t) = g(x(t), t) = T (x(t), t)x(t), (1.45)
et est linéarisée par rapport à la position géographique d’un point fictif qui se déplace
sur l’orbite géostationnaire (voir l’annexe B.3.1). L’écart entre les deux positions est écrit
comme :
∆y(t) = C(t)∆x(t), (1.46)
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avec la matrice C(t) définie par l’équation (B.82) page 248. Ces équations peuvent être
considérées comme les équations de sorties puisque, comme cela sera explicité dans le
chapitre suivant, la fenêtre de maintien à poste est exprimée en terme de latitude et de
longitude géographiques.
Par ailleurs, la dérivée temporelle de cet écart géographique peut être également exprimée
en fonction de l’écart ∆x (voir l’annexe B.3.2) :
d∆y
dt = E(t)∆x+ C(t)D(t) + C(t)B(t)u(t), (1.47)
avec :
E(t) = 2[H(t)] + [C(t)][A(t)] + [C˙(t)]. (1.48)
1.4 PROBLÈME DE MAINTIEN À POSTE SOUS FORME DE
CONTRÔLE OPTIMAL
1.4.1 CONTRAINTES SUR LE PROBLÈME DE MAINTIEN À POSTE
Le maintien à poste d’un satellite géostationnaire est étudié depuis les années 1960, que
ce soit dans le cadre de propulseurs à poussée forte ou faible. Certaines stratégies s’appuie
sur une analyse physique de la dynamique orbitale tandis que d’autres implantent des lois
de régulation pour un contrôle autonome de maintien à poste. En général, les corrections
à apporter pour corriger des perturbations hors plan de l’orbite (Nord-Sud) sont étudiées
séparément des corrections à apporter pour corriger des perturbations dans le plan de
l’orbite (Est-Ouest). Ce découplage vient du fait que les équations de Gauss présentent un
découplage entre les corrections dans le plan de l’équateur et perpendiculaires à ce plan. De
plus, comme l’inclinaison de l’orbite est principalement affectée par le potentiel d’attraction
de la Lune et du Soleil tandis que la pression de radiation solaire affecte principalement le
vecteur excentricité et la non sphéricité du potentiel terrestre affecte la longitude moyenne,
il est possible d’analyser et corriger les effets de ces trois perturbations indépendamment.
Dans cette section, des stratégies de maintien à poste à poussée forte et à poussée faible
sont passées en revue.
Selon la référence [Sidi, 1997], la consommation de carburant pour les corrections hors
plan à réaliser dans le cadre du maintien à poste d’un satellite géostationnaire est bien plus
importante que la consommation pour les corrections à réaliser dans le plan de l’orbite, et
justifie ainsi de s’intéresser d’abord au maintien à poste hors plan dans un premier temps
puis au maintien à poste dans le plan de l’orbite.
Les deux sous-sections suivantes présentent les contraintes de maintien à poste qu’il
est nécessaire de prendre en compte. L’annexe F décrit des stratégies de maintien à poste
existantes qu’il est possible de trouver dans la littérature.
1.4.1.1 EXPRESSION DES CONTRAINTES DE MAINTIEN À POSTE EN TERMES DE
PARAMÈTRES GÉOGRAPHIQUES RELATIFS
Pour des besoins opérationnels, certains satellites doivent rester à la verticale d’un
point de la Terre positionné à une certaine longitude. Or, les forces orbitales perturbatrices
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tendent à éloigner le satellite de cette position nominale. Il est ainsi nécessaire de mettre en
œuvre des stratégies de maintien à poste du satellite autour de sa position nominale. On
définit néanmoins une certaine tolérance sur la position du satellite par rapport au point de
maintien à poste. Ces tolérances, exprimées en terme de latitude et de longitude, définissent
la fenêtre de maintien à poste :
ϕmp − δ 6ϕ 6 ϕmp + δ, (1.49a)
λmp − δ 6λ 6 λmp + δ, (1.49b)
où λmp est la longitude de maintien à poste, ϕmp la latitude de maintien à poste et δ
la demi-largeur de la fenêtre de maintien à poste en latitude et longitude (voir la figure
1.4). Selon [Campan et al., 1995], un ordre de grandeur classique de la taille des fenêtres
de maintien à poste est ± 0, 1◦, ce qui correspond à environ 70 km. On considère alors :
δ = 0, 05◦.
~uXG
~uYG
~uZG
δ
δ
λmp
Méridien de
Greenwich
Θ(t)
ymp
δϕ
δλ
Figure 1.4 – Représentation de la fenêtre de maintien à poste dans l’espace.
En termes de position géographique relative par rapport au point de maintien à poste,
les contraintes de maintien à poste s’écrivent sous la forme :
|∆ϕ| 6 δ, (1.50a)
|∆λ| 6 δ. (1.50b)
En omettant le ∆ pour plus de lisibilité par la suite, les contraintes de maintien à poste
s’écrivent pour la suite :
|ϕ| 6 δ, |λ| 6 δ. (1.51)
En exploitant l’équation de sortie (B.82), les contraintes (1.51) peuvent se réécrire en
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fonction du vecteur d’état contenant les éléments orbitaux équinoxiaux relatifs :∣∣∣∣∣ [0 1 0]C(t)x(t)
∣∣∣∣∣ 6 δ,
∣∣∣∣∣ [0 0 1]C(t)x(t)
∣∣∣∣∣ 6 δ. (1.52)
Aucune contrainte n’est imposée sur le rayon relatif au rayon de la position de maintien
à poste. La raison de ceci est explicitée dans l’annexe F.1.2.3.
1.4.1.2 EXPRESSION DES CONTRAINTES DE MAINTIEN À POSTE EN TERMES D’ÉLÉ-
MENTS ORBITAUX RELATIFS
Il est possible d’écrire les contraintes de maintien à poste en utilisant les éléments
orbitaux équinoxiaux relatifs.
Tout d’abord, à partir des équations (1.46) page 28 et (B.82) page 248 (en omettant les
symboles ∆ pour les éléments orbitaux et la position géographiques relatifs), nous obtenons
l’expression de la latitude relative :
ϕ = 2ix sin(κmp(t))− 2iy cos(κmp(t)). (1.53)
En utilisant la transformation trigonométrique de l’annexe G page 297, cette expression
peut être réécrite sous la forme :
ϕ = −2
√
i2x + i2y cos
(
κmp(t) + arctan
(
ix
iy
))
(1.54)
pour iy 6= 0.
Or, nous pouvons remarquer que :
− 2
√
i2x + i2y 6 −2
√
i2x + i2y cos
(
κmp(t) + arctan
(
ix
iy
))
6 2
√
i2x + i2y, (1.55)
obtenant ainsi les bornes :
− 2
√
i2x + i2y 6 ϕ 6 2
√
i2x + i2y. (1.56)
Dans le cas où iy = 0, l’équation (1.53) se réécrit :
ϕ = 2ix sin(κmp(t)). (1.57)
En notant que :
ix sin(κmp(t)) 6 |ix| =
√
i2x + i2y avec iy = 0, (1.58)
nous pouvons déduire que la contrainte (1.56) reste valide même dans le cas iy = 0.
Ainsi la contrainte :
2
√
i2x + i2y 6 δ, (1.59)
est une condition suffisante de maintien à poste hors plan. L’espace défini par cette contrainte
est un disque de centre (0, 0) et de rayon δ2 dans le plan (ix, iy) (voir le schéma de la figure
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1.5).
δ
2
δ
2
ix
iy
Figure 1.5 – Contrainte de maintien à poste en inclinaison.
De même, la longitude géographique, donnée par :
λ = `MΘ + 2ex sin κmp(t)− 2ey cosκmp(t), (1.60)
peut également être réécrite en utilisant les transformations trigonométriques de l’annexe
G page 297 :
λ = `MΘ − 2
√
e2x + e2y cos
(
κmp(t) + arctan
(
ex
ey
))
, (1.61)
si ey 6= 0. En remarquant que :
λ− `MΘ = −2
√
e2x + e2y cos
(
κmp(t) + arctan
(
ex
ey
))
, (1.62)
et :
− 2
√
e2x + e2y 6 −2
√
e2x + e2y cos
(
κmp(t) + arctan
(
ex
ey
))
6 2
√
e2x + e2y, (1.63)
il est possible de réécrire :
− 2
√
e2x + e2y 6 λ− `MΘ 6 2
√
e2x + e2y, (1.64)
et par conséquent :
`MΘ − 2
√
e2x + e2y 6 λ 6 `MΘ + 2
√
e2x + e2y. (1.65)
Dans le cas où ey = 0, l’équation (1.60) s’exprime :
λ = `MΘ + 2ex sin κmp(t). (1.66)
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De manière analogue à (1.58) :
ex sin κmp(t) 6 |ex| 6
√
e2x + e2y avec ey = 0, (1.67)
et la contrainte (1.65) reste envisageable dans la cas où ey = 0.
Ainsi, imposer les contraintes :
`MΘ − 2
√
e2x + e2y > −δ, `MΘ + 2
√
e2x + e2y 6 δ, (1.68)
encore écrites :
2
√
e2x + e2y 6 δ + `MΘ, 2
√
e2x + e2y 6 δ − `MΘ, (1.69)
permet de définir une condition suffisante de maintien à poste dans le plan.
Notons que les relations (1.69) imposent :
δ + `MΘ > 0 et δ − `MΘ > 0. (1.70)
Ainsi, l’ordre des inégalités dans les contraintes (1.69) est maintenu en élevant ces
expressions au carré :
(2ex)2 + (2ey)2 6 (δ + `MΘ)2, (1.71a)
(2ex)2 + (2ey)2 6 (δ − `MΘ)2. (1.71b)
Les contraintes (1.71) définissent un demi-cône dans l’espace (2ex, 2ey, δ + `MΘ) pour
(1.71a) et dans l’espace (2ex, 2ey, δ − `MΘ) pour (1.71b) (voir le schéma de la figure 1.6).
2ex
δ + `MΘ
2ey
2ex
δ − `MΘ
2ey
Figure 1.6 – Contrainte de maintien à poste en inclinaison.
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1.4.2 MODÉLISATION DU SYSTÈME PROPULSIF
1.4.2.1 MOTEURS À PROPULSION ÉLECTRIQUE
Le système de propulsion considéré est celui du brevet d’[Anzel, 1995] constitué de
quatre moteurs à propulsion électrique (poussée faible), disposés sur la face anti-nadir –
c’est-à-dire opposée à la Terre – du satellite. Chaque propulseur est orienté avec un angle
de déviation θ par rapport à l’axe ~uYsat et un angle de déflexion α par rapport à l’axe ~uZsat
comme représenté sur les figures 1.7 et 1.8.
θ
α
~uR−~uZsat
~uT
~uXsat
~uN−~uYsat
Figure 1.7 – Illustration de la configuration des moteurs.
Le repère satellite et le repère orbital local sont orientés de telle sorte que :xy
z

BOL
=
0 0 −11 0 0
0 −1 0

xy
z

Bsat
. (1.72)
Les angles de déviation et de déflexion des moteurs orientent ces derniers dans les direc-
tions Nord-Est (NE), Sud-Est (SE), Nord-Ouest (NO) et Sud-Ouest (SO) respectivement.
L’accélération des propulseurs dans la base orbitale locale est exprimée selon :
~uNE =
uR,NEuR,NE
uR,NE

BOL
= FNE
m
− sin θNE cosαNE− sin θNE sinαNE
− cos θNE

BOL
= ~ΓNEFNE, (1.73a)
~uSE =
uR,SEuR,SE
uR,SE

BOL
= FSE
m
− sin θSE cosαSE− sin θSE sinαSE
cos θSE

BOL
= ~ΓSEFSE, (1.73b)
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θ
α
~uR
~uZsat
~uT
~uXsat
~uN
~uYsat
Figure 1.8 – Illustration d’orientation des angles.
~uNO =
uR,NOuR,NO
uR,NO

BOL
= FNO
m
− sin θNO cosαNOsin θNO sinαNO
− cos θNO

BOL
= ~ΓNOFNO, (1.73c)
~uSO =
uR,SOuR,SO
uR,SO

BOL
= FSO
m
− sin θSO cosαSOsin θSO sinαSO
cos θSO

BOL
= ~ΓSOFSO. (1.73d)
Pour le propulseur i, le vecteur ~Γi peut être réécrit de façon générique :
~Γi =
[
Γi,R Γi,T Γi,N
]T
BOL
. (1.74)
Trouver le vecteur de contrôle ~u(t) permettant de résoudre le problème de maintien à
poste revient à déterminer les fonctions uR(t), uT (t) et uN (t) en reprenant les notations de
l’équation (B.61). Or, au regard des transformations précédentes (1.73a) - (1.73d), chaque
moteur produit une poussée sur chacun des trois axes du repère orbital local. Trouver
la fonction u(t) permettant de réaliser le maintien à poste nécessiterait de résoudre un
problème d’allocation de poussées pour déterminer le profil de chacun des propulseurs.
C’est pourquoi, dans ce travail, le choix du vecteur de commande se porte sur le vecteur[
FNE FSE FNO FSO
]T
.
Le vecteur de contrôle dans le repère orbital local est alors transformé de la façon
suivante :
~u(t) = ΓF˜ (t) (1.75)
en définissant le nouveau vecteur de contrôle :
F˜ (t) =
[
F˜NE(t) F˜SE(t) F˜NO(t) F˜SO(t)
]T
(1.76)
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et la matrice de transformation :
Γ =
[
~ΓNE ~ΓSE ~ΓNO ~ΓSO
]
(1.77)
Utiliser un vecteur contenant les valeurs de poussée des propulseurs en tant que vecteur
de contrôle augmente cependant la dimension de l’espace de contrôle.
1.4.2.2 CONTRAINTES LIÉES À L’UTILISATION DE LA POUSSÉE FAIBLE
DESCRIPTION DES CONTRAINTES
L’utilisation de propulseurs électriques impose la prise en compte de contraintes inhé-
rentes à ce type de propulsion. Ces contraintes sont les suivantes :
(i) la poussée est idéalement soit nulle soit non nulle et constante (il s’agit d’un profil
on-off),
(ii) deux propulseurs ne peuvent pas être actifs simultanément,
(iii) une poussée doit avoir une durée minimale de Tl = 5 minutes,
(iv) l’intervalle de temps minimal entre deux poussées d’un même propulseur est de Td = 20
minutes,
(v) l’intervalle de temps entre deux poussées de deux propulseurs différents est de Ts = 5
minutes.
En notant la valeur maximale de la poussée Fmax, la contrainte opérationnelle (i) permet
de normaliser les fonctions de poussée de chacun des propulseurs F˜i pour i ∈ {NE, SE, NO,
SO} (voir figure 1.9). Il est alors possible de réécrire :
F˜ (t) = Fmax
[
FNE(t) FSE(t) FNO(t) FSO(t)
]T
= FmaxF (t), (1.78)
où F (t) est une fonction vectorielle à 4 dimensions dont les composantes sont comprises
entre 0 et 1. Dans la suite de l’étude du maintien à poste, on sera amené à considérer deux
cas :
• t 7→ F (t) peut prendre n’importe quelle valeur entre 0 et 1 : ∀t, F (t) ∈ [0, 1]4, et le
caractère on-off doit être imposé par une contrainte,
• t 7→ F (t) est modélisée de telle sorte que seules les valeurs 0 et 1 sont accessibles. On
a ainsi ∀t, F (t) ∈ {0, 1}4.
La plage de valeurs considérée pour F sera indiquée dans chaque cas.
Les indices des propulseurs sont réécrits de la façon suivante par souci de lisibilité :
F˜ (t) = Fmax
[
F1(t) F2(t) F3(t) F4(t)
]T
. (1.79)
Un tel paramétrage du profil de contrôle permet de réécrire la dynamique linéarisée par
rapport au point de maintien à poste en orbite géostationnaire (1.41) sous la forme :
x˙(t) = A(t)x(t) +D(t) + FmaxB(t)ΓF (t),
= A(t)x(t) +D(t) + B˜(t)F (t),
(1.80)
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avec B˜(t) = FmaxB(t)Γ.
L’expression des contraintes opérationnelles (ii) à (v) permet de définir des contraintes
sur les dates de début et de fin des poussées. La figure 1.10 illustre la prise en compte de
ces contraintes.
t
1
1
1
1
t
t
t
FNE = F1
FSE = F2
FNW = F3
FSW = F4
Figure 1.9 – Profils de poussée on-off pour chacun des 4 propulseurs (contrainte (i)).
t
1
1
1
1
t
t
t
FNE = F1
FSE = F2
FNW = F3
FSW = F4
>Tl >Td >Tl >Td >Td >Ts>Tl > Tl >Tl >Tl
Figure 1.10 – Contraintes (ii) - (v) à respecter.
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EXPRESSION MATHÉMATIQUE DE CES CONTRAINTES
En supposant que les poussées sont des fonctions créneaux, c’est-à-dire que les poussées
de chaque propulseur sont modélisées de telle sorte à avoir un profil tout ou rien, il est
possible de paramétrer chaque poussée par l’instant de milieu de poussée et par la demi-
largeur de cette poussée. Ainsi la kème poussée du propulseur i, i = 1, . . . , 4, est paramétrée
par :
• l’instant de milieu de poussée tik,
• la demi-largeur de la poussée ∆tik.
Cette modélisation des poussées par leur instant de milieu de poussée et leur demi-largeur
permet de réécrire le profil de contrôle sous la forme :
∀i = 1, . . . , 4, Fi(t) = Fi
(
t, {tij ,∆tij}j=1,...,Pi
)
,
=
Pi∑
j=1
1[
tij−∆tij ,tij+∆tij
](t), (1.81)
où Pi est le nombre de poussées du propulseur i, et le vecteur de contrôle s’écrit :
F (t) = F
(
t, {tij ,∆tij} i=1,...,4
j=1,...,Pi
)
,
=

P1∑
j=1
1[t1j−∆t1j ,t1j+∆t1j ](t)
P2∑
j=1
1[t2j−∆t2j ,t2j+∆t2j ](t)
P3∑
j=1
1[t3j−∆t3j ,t3j+∆t3j ](t)
P4∑
j=1
1[t4j−∆t4j ,t4j+∆t4j ](t)

.
(1.82)
Avec cette modélisation, la contrainte (iii) se réécrit :
2∆tjk > Tl, (1.83)
pour la kème poussée du propulseur j.
Considérons un profil de poussées mettant en œuvre la poussée k du moteur i et la
poussée l du moteur j. Les contraintes (iv) et (v) se réécrivent :
• si tik < tjl , alors :
(tjl −∆tjl )− (tik + ∆tik) > Iij , (1.84)
• si tjl < tik, alors :
(tik −∆tik)− (tjl −∆tjl ) > Iij , (1.85)
avec Iij défini par :
Iij =
{
Ts si i = j,
Td si i 6= j. (1.86)
1.4. Problème de maintien à poste sous forme de contrôle optimal 39
t
1
1
Fi
Fj
t
tjl
∆tik
∆tjl
tik
> Iij = Td
(a) Cas où i 6= j.
t
1
Fi
til
∆tik∆til
tik
> Iii = Ts
(b) Cas où i = j.
Figure 1.11 – Contraintes (iv) et (v).
En écrivant les contraintes de cette façon, la contrainte de disjonction des poussées (ii)
est automatiquement satisfaite.
Les contraintes (1.84) et (1.85) peuvent être réécrites ensemble sous la forme :
max(tjl − tik, 0)
[
(tjl −∆tjl )− (tik + ∆tik)− Iij
]
−min(tjl − tik, 0)
[
(tik −∆tik)− (tjl −∆tjl )− Iij
]
> 0 (1.87)
L’équation précédente est développée selon :[
max(tjl − tik, 0) + min(tjl − tik, 0)
]
tjl
−
[
max(tjl + t
i
k, 0) + min(t
j
l − tik, 0)
]
tik
+
[
−max(tjl + tik, 0) + min(tjl − tik, 0)
][
∆tjl + ∆t
i
k + Iij
]
> 0.
(1.88)
En utilisant les relations : ∀a ∈ R,
max(a, 0) + min(a, 0) = a, (1.89)
max(a, 0)−min(a, 0) = |a|, (1.90)
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les contraintes (iv) et (v) se réécrivent comme :(
tjl − tik
)2 − ∣∣∣tjl − tik∣∣∣ (∆tjl + ∆tik +Kijkl) > 0. (1.91)
Puisque la satisfaction des contraintes (iv) et (v) implique celle de disjonction, alors les
instants de milieu de poussée de deux poussées consécutives ne peuvent pas être égaux, et
par conséquent : |tjl − tik| 6= 0. On peut alors simplifier l’équation (1.91) par |tjl − tik|, ce qui
permet d’obtenir : ∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik + Iij) > 0, (1.92)
ou encore : ∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik) > Iij . (1.93)
Pour résumer, l’ensemble des contraintes que les instants de milieu de poussée et leur
demi-largeurs doivent respecter sont :
2∆tjk > Tl, (1.94a)∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik) > Iij , (1.94b)
avec :
Iij =
{
Ts si i = j,
Td si i 6= j. (1.95)
1.4.3 PROBLÈME DE MAINTIEN À POSTE OPTIMAL À CONSOMMA-
TION MINIMALE
1.4.3.1 FONCTIONNELLE DE COÛT À MINIMISER
Le problème à résoudre est un problème de maintien à poste à consommation minimale.
La fonctionnelle à minimiser s’écrit alors en notant [t0, tf ] l’intervalle temporel sur lequel le
problème de maintien à poste doit être résolu :
J =
∫ tf
t0
‖~u(t)‖1dt. (1.96)
On peut transformer cette expression de la façon suivante en notant P le nombre total
de poussées, Pi le nombre de poussées du propulseur i (tels que P =
4∑
i=1
Pi) et l’indice tot
la poussée totale sur chacun des trois axes du repère orbital local :
J =
∫ tf
t0
‖~utot(t)‖1dt,
=
∫ tf
t0
(
|uR,tot(t)|+ |uT,tot(t)|+ |uN,tot(t)|
)
dt,
=
P∑
i=1
∫ tf
t0
(
|uR,i(t)|+ |uT,i(t)|+ |uN,i(t)|
)
dt,
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=
4∑
i=1
Pi∑
j=1
∫ tf
t0
(
|uR,ij(t)|+ |uT,ij(t)|+ |uN,ij(t)|
)
dt,
= Fmax
4∑
i=1
Pi∑
j=1
∫ tf
t0
(
|Γi,R|+ |Γi,T |+ |Γi,N |
)
|Fi,j | dt,
= Fmax
4∑
i=1
‖~Γi‖1
Pi∑
j=1
∫ tf
t0
|Fi,j(t)| dt (1.97)
en reprenant les notations de l’équation (1.74).
En utilisant la modélisation des créneaux de poussées par des fonctions porte paramétrées
par l’instant de milieu de poussée et la demi largeur du créneau, la fonction objectif peut se
réécrire :
J = 2Fmax
4∑
i=1
‖~Γi‖1
Pi∑
j=1
∆tij . (1.98)
Comme Fmax et ‖~Γi‖1 sont des constantes, il est possible de les retirer de la fonction
objectif sans changer la valeur des ∆tij pour lequel le minimum de la fonctionnelle J sera
atteint :
J˜ =
4∑
i=1
Pi∑
j=1
∆tij . (1.99)
1.4.3.2 PROBLÈME DE MAINTIEN À POSTE OPTIMAL À CONSOMMATION MINI-
MALE
L’horizon d’optimisation est fixé à tf . Une contrainte doit alors être ajoutée pour imposer
aux poussées de commencer après le temps initial et de se terminer avant le temps final.
Ces contraintes s’écrivent sous la forme :
∀i = 1, . . . , 4, ∀k = 1, . . . , Pi,
tik −∆tik > t0,tik + ∆tik 6 tf (1.100)
Avec la fonction objectif à minimiser (1.99), les contraintes de maintien à poste (1.52),
les contraintes opérationnelles dues aux propulseurs (i) à (v), la contrainte liée à l’horizon
d’optimisation et la dynamique du système linéarisé (1.41) (pour laquelle le symbole ∆ a
été omis pour davantage de lisibilité), le problème de maintien à poste à consommation
minimale s’écrit :
Problème 1.1. Calculer les instants de milieu de poussée tik, les demi-largeurs de poussées
∆tik et le nombre de poussées par propulseur Pi, i = 1, . . . , 4, solutions du problème de
minimisation :
min
Pi,tik,∆t
i
k
J˜ =
4∑
i=1
Pi∑
k=1
∆tik
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t. q. :

x˙(t) = A(t)x(t) +D(t) + B˜(t)F
(
t, {tik,∆tik} i=1,...,4
j=1,...,Pi
)
,
x(t0) = x0,
∀i = 1, . . . , 4, Pi ∈ N,
∀i = 1, . . . , 4, ∀k = 1, . . . , Pi, tik −∆tik > t0,
∀i = 1, . . . , 4, ∀k = 1, . . . , Pi, tik + ∆tik 6 tf ,∣∣∣∣∣ [0 1 0]C(t)x(t)
∣∣∣∣∣ 6 δ,∣∣∣∣∣ [0 0 1]C(t)x(t)
∣∣∣∣∣ 6 δ,
∀i = 1, . . . , 4, ∀k = 1, . . . , Pi, 2∆tjk > Tl,
∀i = 1, . . . , 4, ∀k = 1, . . . , Pi,
∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik) > Iij .
(1.101)
◦
Le problème 1.1 est un problème de contrôle optimal à temps final fixé avec contraintes
sur l’état et le contrôle. Les paramètres à optimiser sont les instants de milieu de poussée, les
demi-largeurs, ainsi que le nombre de poussées par propulseur. Les contraintes de maintien
à poste, qui sont des contraintes sur l’état, rendent le problème difficile à résoudre par
des méthodes indirectes (voir par exemple la référence [Maurer, 1977]). Par ailleurs, les
contraintes opérationnelles sur les instants de milieu de poussées et leurs demi-largeurs
définissent un espace admissible non connexe, ce qui rend le problème d’optimisation d’autant
plus délicat à résoudre. Enfin, le nombre de poussées par propulseur est une variable entière
à optimiser, si bien que le problème 1.1 est un problème d’optimisation non linéaire en
nombres entiers.
1.5 CONTRÔLE OPTIMAL AVEC CONTRAINTES SUR L’ÉTAT
Cette section présente les méthodes existantes pour la résolution d’un problème de
contrôle optimal avec contraintes sur l’état divisées en deux grandes familles, d’une part les
méthodes directes et d’autres part les méthodes indirectes.
1.5.1 PROBLÈME DE CONTRÔLE OPTIMAL DE BOLZA
Considérons un système décrit par l’équation différentielle :
x˙(t) = f(x(t), u(t), t), (1.102)
où :
• x ∈ Rn est le vecteur d’état du système,
• u ∈ Rm est le contrôle du système,
• t est la variable indépendante (temporelle dans la plupart des cas).
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L’instant initial t0 et la valeur initiale du vecteur d’état x0 étant fixés, l’objectif est de
déterminer les vecteurs d’état et de contrôle minimisant la fonction objectif :
J = ψ(x(tf ), tf ) +
∫ tf
t0
L(x, u, t)dt, (1.103)
où L est appelé Lagrangien du système. La fonction objectif dépend également du temps
final qui peut être fixé ou non, et dans ce dernier cas, le temps final est également une
inconnue du problème. Par ailleurs, le vecteur d’état à l’instant final x(tf ) peut être libre ou
fixé. Un problème de contrôle optimal s’écrit sous forme de Bolza se présente sous la forme :
Problème 1.2. Trouver le contrôle optimal et la trajectoire optimale associée vérifiant :
min
u
= ψ(x(tf )) +
∫ tf
t0
L(x, u, t)dt
t. q. :

x˙(t) = f(x(t), u(t), t),
x(t0) = x0 donné,
tf libre ou fixé,
x(tf ) libre ou fixé.
(1.104)
◦
Trois problèmes de contrôle optimal canoniques sont distingués dans la littérature :
• pour les problèmes de contrôle à temps minimal, la fonction objectif prend la forme :
J =
∫ tf
t0
t dt = tf − t0, (1.105)
et dans ce cas le temps final n’est pas fixé,
• pour les problèmes de contrôle à consommation minimale, la fonction objectif prend
la forme :
J =
∫ tf
t0
m∑
i=1
|ui(t)|dt =
∫ tf
t0
‖u(t)‖1 dt. (1.106)
Si, pour un problème à consommation minimale, l’horizon temporel est fixé, le temps
final doit nécessairement être supérieur au temps final optimal solution du problème
en temps minimal (voir [Athans and Falb, 1966]).
• pour les problèmes de contrôle à énergie minimale, la fonction objectif prend la forme :
J =
∫ tf
t0
m∑
i=1
u2i (t)dt. (1.107)
Puisque le problème à résoudre est un problème de maintien à poste à consommation
minimale, la fonction objectif considérée sera celle écrite sous la forme donnée par l’équation
(1.106).
Dans le cas de systèmes physiques, et en particulier les propulseurs électrique du satellite
dont le maintien à poste doit être effectué, le contrôle ne peut en général pas prendre
n’importe quelle valeur. En particulier, dans le cas où le contrôle d’un satellite est réalisé
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à l’aide de propulseurs à poussée faible, la valeur de la poussée utilisable est bornée par
la valeur maximale de la poussée autorisée par les propulseurs. Cette contrainte s’écrit de
façon générale :
∀t ∈ [t0, tf ], u(t) ∈ U ⊂ Rm, (1.108)
et dans le cas simplifié où l’espace U est un parallélépipède de Rm, les contraintes sur le
vecteur de contrôle peuvent se réécrire :
∀t ∈ [t0, tf ], ∀j ∈ {1,m}, umin 6 uj(t) 6 umax. (1.109)
Le maintien à poste consiste à borner la trajectoire dans une zone définie de l’espace.
Les contraintes de maintien contraignent donc le vecteur d’état dans un sous espace de
l’espace d’état. Cette contrainte s’écrit de façon générale :
∀t ∈ [t0, tf ], x(t) ∈ X ⊂ Rn, (1.110)
et dans le cas simplifié où l’espace X est un parallélépipède de Rn, les contraintes sur le
vecteur d’état peuvent se réécrire :
∀t ∈ [t0, tf ], ∀i ∈ {1, n}, xmin 6 xi(t) 6 xmax. (1.111)
En prenant en compte toutes ces contraintes sur la position finale, le contrôle et l’état
du système, le problème de contrôle optimal contraint devient :
Problème 1.3. Trouver le contrôle optimal et la trajectoire optimale associée vérifiant :
min
u,x
= ψ(x(tf )) +
∫ tf
t0
L(x, u, t)dt
t. q. :

x˙(t) = f(x(t), u(t), t),
x(t0) = x0 donné,
x(tf ) = xf libre ou fixé,
tf libre ou fixé,
∀t ∈ [t0, tf ], ∀j ∈ {1,m}, umin 6 uj(t) 6 umax,
∀t ∈ [t0, tf ], ∀i ∈ {1, n}, xmin 6 xi(t) 6 xmax.
(1.112)
◦
Les problèmes de contrôle optimal sont donc des problèmes d’optimisation sous
contraintes avec une contrainte différentielle. Les inconnues étant des fonctions, il s’agit
d’un problème d’optimisation en dimension infinie.
1.5.1.1 MÉTHODES DE RÉSOLUTION D’UN PROBLÈME DE CONTRÔLE OPTIMAL
Par rapport aux problème d’optimisation de paramètres, les problèmes de contrôle
optimal présentent une contrainte différentielle à laquelle s’ajoutent des conditions initiales
et/ou finales. L’objectif est de trouver le profil de commande en fonction du temps qui
amène le système de son point initial à son point final. Les inconnues sont donc des fonctions.
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Les premiers essais de résolution des problèmes de contrôle optimal ont été entrepris
au moyen du calcul des variations, généralement attribués à Newton. Plus récemment, le
besoin accru de calculer la performance optimale de systèmes dynamiques a conduit à de
nombreux développements pour la résolution des problèmes de contrôle optimal. Depuis les
quarante dernières années, deux grandes familles de méthodes de résolution des problèmes
de contrôle optimal ont émergé : d’une part les méthodes dites indirectes et d’autre part les
méthodes dites directes.
Dans le cas des méthodes indirectes, le chemin pour lequel la fonction objectif est
minimale est supposé être connu, ce qui permet la dérivation des conditions nécessaires
d’optimalité que les inconnues doivent vérifier pour que le chemin considéré minimise la
fonction objectif. Ceci nécessite donc le calcul explicite d’équations adjointes et de conditions
de transversalité. Ces conditions conduisent à un problème aux deux bouts, pour lequel il
est nécessaire de connaître une bonne initialisation, et le problème de contrôle optimal est
résolu indirectement. Par ailleurs, la résolution d’un problème de contrôle optimal par des
méthodes indirectes nécessite une connaissance a priori de la structure de la trajectoire.
Dans le cas de l’existence de contraintes sur l’état, il est également nécessaire de connaître
au préalable le nombre d’intervalles temporels pour lesquels la contrainte sur l’état devient
active.
L’objectif des méthodes directes est de construire une suite de points faisant décroître
la valeur de la fonction objectif jusqu’à sa valeur minimale. Ceci implique l’utilisation
d’une approximation discrète du problème initial. Les variables d’état et de contrôle sont
discrétisées sur une grille temporelle découpant l’intervalle de résolution en intervalles plus
petits. Le problème de contrôle optimal est alors transcrit en un problème d’optimisation
non linéaire de dimension finie. Il s’agit d’un problème d’optimisation de trajectoire. Il est
nécessaire de s’assurer que la suite de points solution du problème en dimension finie est
une discrétisation de la solution du problème de contrôle optimal initial.
Une comparaison entre ces deux familles de méthodes peut être trouvée par exemple
dans les références [von Stryk and Bulirsch, 1992], [Betts, 1998] et [Betts, 2010]. Comme le
suggère la référence [Rao, 2009], ces deux types de résolution des problèmes de contrôle
optimal présentent de fortes connections entre elles et peuvent être combinées pour former
les méthodes dites hybrides (voir la référence [von Stryk and Bulirsch, 1992] par exemple).
La section suivante passe en revue les techniques pour prendre en compte les contraintes
de maintien à poste, qui sont des contraintes sur l’état, que ce soit dans le cadre des méthodes
directes ou dans le cadre des méthodes indirectes.
1.5.2 MÉTHODES DIRECTES ET CONTRAINTES SUR L’ÉTAT
Les méthodes directes ont été étudiées depuis les années 1980. On peut trouver
des descriptions de ces méthodes par [von Stryk, 1993], [Betts and Huffman, 1998]
[Kameswaran and Biegler, 2008] et une présentation dans un cadre unifié par [Hull, 1997],
[Hull, 2003] et [Betts, 2010]. [Hargraves and Paris, 1987], [Enright and Conway, 1991],
[Enright and Conway, 1992], [Scheel and Conway, 1994], [Tang and Conway, 1995] et
[Betts, 2000] utilisent des méthodes de collocation pour des applications spatiales. Des
méthodes de collocation spectrales ont été étudiées par [Elnagar et al., 1995] et [Pietz, 2003].
Le survey [Rao, 2009] définit les différentes classes de méthodes directes et les différentes
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méthodes d’intégrations de la dynamique du système.
L’intervalle de temps [t0, tf ] est discrétisé en N sous-intervalles définis par les N points
t1, . . . , tN = tf tels que :
t0 < t1 < t2 < · · · < tk−1 < tk < · · · < tN−1 < tN = tf . (1.113)
Ces points sont appelés nœuds de la discrétisation.
Si l’instant final est variable, il est possible de se ramener à un problème de contrôle
optimal à instant final fixe par un changement de variable. L’instant final devient alors un
paramètre du problème à optimiser.
Le vecteur d’état et le vecteur de contrôle sont remplacés pas leur évaluation aux nœuds
du maillage :
x(tj) = xj et u(tj) = uj . (1.114)
Il s’agit d’une forme d’interpolation des fonctions inconnues. Ainsi, les deux fonctions
inconnues t 7→ u(t) et t 7→ x(t) sont remplacées par (n+m)N scalaires inconnus.
La contrainte différentielle (1.102) (équation différentielle du système) est elle aussi
discrétisée. La dérivée du vecteur d’état en chacun des nœuds du maillage est calculée de
façon approchée par différences finies, ce qui revient à intégrer l’équation différentielle par
des schémas numériques. Les plus utilisés sont les schémas d’intégration de Runge-Kutta.
Ces schémas numériques permettent de définir des résidus Rk, k = 1, . . . , N + 1. Réaliser
l’intégration numérique de (1.102) revient à contraindre ces résidus à 0 sur tous les points
de la grille temporelle. La référence [Hull, 1997] présente des approximations de la dérivée
du vecteur d’état :
• pour la méthode des trapèzes d’ordre 2, le résidu est :
Rk = xk+1 − xk − 12
[
f(xk, uk, tk)︸ ︷︷ ︸
x˙k
+ f(xk+1, uk+1, tk+1)︸ ︷︷ ︸
x˙k+1
]
(tk+1 − tk), (1.115)
• pour la méthode de Simpson d’ordre 4, le résidu est :
Rk = xk+1 − xk − 16
[
f(xk, uk, tk) + f(xk+1, uk+1, tk+1) + 4fm
]
(tk+1 − tk), (1.116)
où fm est la fonction f évaluée en :
tm =
tk + tk+1
2 , um =
uk + uk+1
2 ,
xm = xk+xk+12 −
1
8
[
f(xk, uk, tk) + f(xk+1, uk+1, tk+1)
]
(tk+1 − tk).
(1.117)
L’intégrale de la fonction objectif (1.103) est également approximée par une méthode
numérique de type quadrature, par exemple par une méthode des trapèzes :
J(x, u, t) ≈ J˜(xj , uj , tj). (1.118)
Les contraintes sur le vecteur d’état et sur le vecteur de contrôle (1.111) sont elles aussi
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discrétisées sur les instants du maillage :
∀k = 1, . . . , N, ∀j = 1, . . . , n, xmin 6 xj,k 6 xmax, (1.119)
∀k = 1, . . . , N, ∀j = 1, . . . ,m, umin 6 uj,k 6 umax. (1.120)
Dans le cas où l’intégration est réalisée avec une méthode utilisant des évaluations des
vecteurs d’état et de contrôle entre deux nœuds du maillage temporel, les contraintes sur
l’état et le contrôle peuvent également être imposées sur ces évaluations intermédiaires.
Le problème de contrôle optimal en dimension infinie 1.3 est ainsi transformé en un
problème d’optimisation non linéaire de dimension finie :
Problème 1.4. Trouver les xj , uj , j = 1, . . . , N vérifiant :
min
xj ,uj
J˜(xj , uj , tj)
t. q.

Rk = 0, ∀k = 1, . . . , N,
∀k = 1, . . . , N, ∀j = 1, . . . , n, xmin 6 xj,k 6 xmax,
∀k = 1, . . . , N, ∀j = 1, . . . ,m, umin 6 uj,k 6 umax,
x0 donné,
xN libre ou xN = xf donné.
(1.121)
◦
La dimension de l’espace des solutions est (n + m)N . Il est possible de réduire la
dimension de l’espace des solutions en intégrant explicitement l’équation différentielle
(1.102) comme le suggère [Hull, 1997] afin d’enlever les évaluations du vecteur d’état de
l’ensemble des variables d’optimisation. Ceci n’est pas toujours réalisable en pratique.
Dans le cas où il existe une transformation qui permet d’utiliser l’inclusion différentielle,
seul le vecteur de contrôle reste inconnu. [Conway and Prussing, 1993], [Petit et al., 2001],
[Neckel et al., 2003] et [Louembet et al., 2009] ont étudié les méthodes de collocation utili-
sables avec l’inclusion différentielle.
Une des principales difficultés de l’utilisation des méthodes de collocation pour résoudre
un problème de contrôle optimal réside dans la nécessité de choisir judicieusement la dis-
crétisation de l’intervalle temporel. En effet, il est nécessaire de bien connaître l’équation
différentielle afin de capturer correctement des différences de dynamiques sur l’horizon tem-
porel de résolution du problème de contrôle optimal. Un choix judicieux de la discrétisation
intervient également pour la prise en compte des contraintes sur l’état car respecter la
contrainte sur l’état sur les nœuds de la discrétisation n’implique pas que la contrainte
est respectée sur les intervalles entre les nœuds. Il faut donc choisir une discrétisation
suffisamment fine pour éviter que la trajectoire ne sorte de la zone allouée entre deux points,
tout en gardant à l’esprit qu’une discrétisation plus fine induit une augmentation de la
dimension de l’espace des solutions, et donc une augmentation des ressources de calcul
nécessaires.
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1.5.3 MÉTHODES INDIRECTES ET CONTRAINTES SUR L’ÉTAT
1.5.3.1 LES MÉTHODES INDIRECTES
Les méthodes indirectes sont souvent abordées comme une extension du calcul des
variations aux problèmes de contrôle optimal – voir par exemple les références [Naidu, 2002],
[Kirk, 2004], [Vinter, 2010], [Athans and Falb, 1966]. Elles sont essentiellement fondées sur
l’application du Principe du Maximum de Pontryagin (PMP, [Pontryagin et al., 1962]) qui
permetd’écrire les conditions nécessaires d’optimalité du problème de commande optimale,
que ce soit dans le cas où le vecteur de contrôle n’est pas contraint (PMP faible) ou pour
celui où il est contraint (PMP fort, [Trélat, 2012]). Les solutions (en u et x) de ces conditions
nécessaires d’optimalité, appelées extrémales, forment l’ensemble des candidats à l’optimalité.
Les extrémales sont obtenues à travers la résolution d’un problème aux deux bouts (Two
Point Boudary Value Problem (TPBVP)) par des méthodes de tir (voir par exemple la
référence [Bonnard et al., 2005]). Nous détaillons dans cette section les différents éléments
de cette méthodologie.
Considérons le problème de contrôle optimal suivant pour lequel le contrôle est contraint
mais l’état ne l’est pas :
Problème 1.5. Trouver le contrôle optimal et la trajectoire optimale associée vérifiant :
min
u,x
= ψ(x(tf )) +
∫ tf
t0
L(x, u, t)dt
t. q. :

x˙(t) = f(x(t), u(t), t),
x(t0) = x0 donné,
x(tf ) = xf libre ou fixé,
tf libre ou fixé,
∀t ∈ [t0, tf ], ∀j ∈ {1,m}, umin 6 uj(t) 6 umax.
(1.122)
◦
En introduit le vecteur des multiplicateurs de Lagrange, appelé vecteur adjoint, t 7→
λ(t) ∈ Rn, le Hamiltonien est défini par :
H
(
x(t), λ(t), u(t), t
)
= L
(
x(t), u(t), t
)
+ λ(t)T f
(
x(t), u(t), t
)
. (1.123)
Les conditions nécessaires d’optimalité à l’ordre 1 sont données par le théorème suivant
( voir par exemple les références [Bonnard et al., 2005] et [Liberzon, 2012]) :
Théorème 1.1. Soit le système de contrôle défini par l’équation différentielle (1.102), où
f est de classe C1, et le coût à minimiser défini par l’équation (1.103), où ψ et L sont
des fonctions de classe C1. Si u∗ est le contrôle optimal pour le problème (1.5) et x∗ la
trajectoire optimale associée, alors il existe un vecteur d’état adjoint optimal λ∗ absolument
continu tel que les conditions nécessaires suivantes sont vérifiées :
• équations canoniques de Hamilton :
x˙∗ =
(
∂H
∂λ
)T
(x∗, λ∗, u∗, t) = f(x∗(t), u∗(t), t), (1.124a)
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λ˙∗ = −
(
∂H
∂x
)T
(x∗, λ∗, u∗, t) = −
(
∂L
∂x
)T
(x∗, u∗, t)−
(
∂f
∂x
)T
(x∗, u∗, t)λ∗(t),
(1.124b)
• condition d’optimalité :
u∗ = argmin
u∈U
H(x∗, λ∗, u, t), (1.125)
• conditions de transversalité :[
H(x∗, λ∗, u∗, t) + ∂ψ
∂t
(x∗, t)
]
tf
δtf +
[
∂ψ
∂x
(x∗, t)− λ∗
]
tf
δxf = 0, (1.126)
• évolution temporelle du Hamiltonien :
dH
dt (x
∗, λ∗, u∗, t) =
∂H
∂t
(x∗, λ∗, u∗, t), (1.127)
où dans les équations précédentes, la dépendance temporelle des fonctions x∗, u∗ et λ∗ a été
omise pour des raisons de lisibilité.
Les conditions de transversalité (1.126) sont écrites sous une forme générale et peuvent
être détaillées en fonction des différents types de problèmes de contrôle optimal à résoudre.
Les trois cas qui seront utilisés dans la suite de cette étude sont les suivants :
• problème à temps final fixe et à état final fixe :
 x(tf ) = xf fixé,
 λ(tf ) libre,
 dH
∗
dt =
∂H∗
∂t
,
• problème à temps final fixe et à état final libre :
 λ∗(tf ) =
(
∂ψ
∂x
)
tf
,
 dH
∗
dt =
∂H∗
∂t
,
• problème à temps final fixé et à état final contraint : il s’agit d’un problème pour
lequel l’état final est contraint dans une variété définie par les k équations gi(x) =
0, i = 1, . . . , k :
 ∀i = 1, . . . , k, gi(xf ) = 0,
 λ(tf ) est orthogonal à la surface définie par les gi en tf :
λ(tf )∗ =
k∑
i=1
αi
∂gi
∂x
∣∣∣∣∣
x∗(tf )
,
 dH
∗
dt =
∂H∗
∂t
.
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La référence [Athans and Falb, 1966, Tableau 5-1 pages 306-307] résume les différents
types de problèmes non contraints avec les différents espaces d’arrivée et les conditions
nécessaires qui en découlent.
Dans le cas où il est possible d’exprimer le contrôle optimal u∗ en fonction de l’état et
de l’état adjoint optimaux x∗ et λ∗ à partir de la condition d’optimalité (1.125), c’est-à-dire
d’écrire :
u∗(t) = u∗
(
x∗(t), λ∗(t)
)
, (1.128)
les équations canoniques de Hamilton (1.124) peuvent se réécrire sous la forme d’un système
de deux équations différentielles couplées :
x˙(t) = f(t, x, u(x, λ)) = fx(x(t), λ(t), t),
λ˙(t) = −
(
∂L
∂x
)T
(x, u(x, λ), t)−
(
∂f
∂x
)T
(x, u(x, λ), t)λ(t),
= fλ(x(t), λ(t), t),
(1.129)
avec les conditions aux limites données par les équations de transversalité.
Le système (1.129) avec les conditions de transversalité (1.126) forment un problème
aux deux bouts (TPBVP). Ce type de problème peut être résolu par une méthode de
tir simple dont le principe est le suivant. L’objectif de la résolution du problème aux
deux bouts est de trouver les conditions initiales qui permettent à la trajectoire extrémale
d’arriver aux conditions finales spécifiées par les conditions de transversalité. A partir d’une
première estimation des conditions initiales, le système (1.129) est intégré de t0 à tf par une
méthode numérique. L’état final ainsi atteint est comparé aux conditions finales données
par les conditions de transversalité. Si l’écart entre l’état final intégré numériquement et les
conditions de transversalités est supérieur à une valeur donnée, l’état initial est ajusté et le
processus est répété jusqu’à convergence de la méthode. Il est également possible de mettre
en œuvre une méthode de tir multiple, pour laquelle l’intervalle [t0, tf ] est découpé en sous
intervalles sur chacun desquels la méthode de tir simple est appliquée.
Les méthodes de tir présentent l’inconvénient d’être très sensibles aux conditions initiales
choisies, comme cela est décrit dans la référence [Ross, 2015]. Il est alors possible de
combiner une méthode directe et une méthode indirecte pour former une méthode de
résolution dite hybride. Le problème de contrôle optimal 1.3 est d’abord résolu par une
méthode directe, ce qui permet d’obtenir une première idée de la structure de la trajectoire et
du contrôle optimaux. Comme le montrent les références [von Stryk and Bulirsch, 1992] et
[Grimm and Markl, 1997], les multiplicateurs de Lagrange associés aux contraintes de résidus
approchent le vecteur adjoint. Ainsi la valeur en t = t0 donne une première approximation
de la valeur initiale du vecteur adjoint optimal qui est utilisée pour initialiser le problème
aux deux bouts.
Les contraintes de maintien à poste (1.52) sont des contraintes sur le vecteur d’état
du système. L’étude des conditions nécessaires d’optimalité en présence de contraintes sur
l’état a fait l’objet de nombreuses études et est encore un domaine de recherche actuel. Ces
contraintes sur l’état peuvent être prises en compte de façon approchée par des fonctions
de pénalisation, ou de façon exacte en étendant le Principe du Maximum de Pontryagin
(PMP). Ces extensions font en général appel à l’analyse non lisse et sont difficiles à mettre
en œuvre sauf dans certains cas simples où le contrôle est scalaire.
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1.5.3.2 PRISE EN COMPTE DES CONTRAINTES SUR L’ÉTAT VIA UNE MÉTHODE DE
PÉNALISATION
La méthode de pénalisation, exposée par exemple dans [Naidu, 2002], consiste à aug-
menter le vecteur d’état avec un vecteur d’état complémentaire définie comme une fonction
des contraintes. Si les contraintes sur l’état sont notées :
χ(x(t), t) 6 0, (1.130)
avec χ : Rn × R→ Rp, une fonction supposée avoir des dérivées premières et secondes par
rapport à l’état continues, la dynamique additionnelle de l’état complémentaire est définie
par :
x˙n+1 = fn+1(x(t), t),
=
p∑
j=1
1
2
[
χj(x(t), t)2
]
[1 + sign(χj(x(t), t))] ,
(1.131)
Le nom de méthode de pénalisation vient de la forme de la fonction fn+1. Lorsque l’état
se trouve dans la zone admissible, fn+1 = 0 tandis que si une trajectoire viole la contrainte
sur l’état, fn+1 > 0.
Les conditions initiales et terminales sur l’état additionnel suivantes sont ajoutées :
xn+1(t0) = xn+1(tf ) = 0. (1.132)
Il est possible d’utiliser l’approche indirecte pour déterminer les conditions nécessaires
d’optimalité en définissant un Hamiltonien augmenté avec l’état complémentaire contenant
l’information de la contrainte à respecter :
H˜(x(t), λ(t), u(t), t) = H(x(t), λ(t), u(t), t) + λn+1fn+1(x(t), t)
= L(x(t), u(t), t) + λ(t)T f(x(t), u(t), t) + λn+1fn+1(x(t), t)
(1.133)
Les conditions nécessaires d’optimalité s’écrivent alors :
x˙∗(t) =
(
∂H˜
∂λ
)T
= f(x∗(t), u∗(t), t), (1.134)
x˙∗n+1(t) =
∂H˜
∂λn+1
= fn+1(x∗(t), t), (1.135)
λ˙∗(t) = −
(
∂H˜
∂x
)T
, (1.136)
λ˙∗n+1 = −
∂H˜
∂xn+1
, (1.137)
u∗(t) = argmin
u∈U
H˜(x∗, λ∗, u, t), (1.138)
(1.139)
avec les conditions de transversalité associées .
Puisque la fonction fn+1 ne dépend pas du contrôle, la condition (1.138) est équivalente
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à la condition (1.125). Puisque l’état xn+1 n’est présent ni dans la dynamique ni dans la
fonction objectif, la condition (1.137) devient :
λ˙∗n+1(t) = 0, (1.140)
et ainsi :
λ∗n+1(t) = constante = µ, (1.141)
où µ est une constante à déterminer.
La condition (1.136) se réécrit alors :
λ˙∗(t) = −
(
∂H
∂x
)T
− µ
p∑
j=1
1
2
[
χj(x(t), t)2
]
[1 + sign(χj(x(t), t))] . (1.142)
Ainsi, les contraintes sur l’état sont prises en compte au travers de l’équation du vecteur
adjoint.
1.5.3.3 EXTENSION DU PMP POUR LES CONTRAINTES SUR L’ÉTAT
Dans cette sous-section, des techniques d’extension du PMP pour prendre en compte les
contraintes sur l’état sont présentées pour résoudre le problème de contrôle optimal suivant :
Problème 1.6. Trouver le contrôle optimal et la trajectoire optimale associée vérifiant :
min
u,x
= ψ(x(tf )) +
∫ tf
t0
L(x, u, t)dt
t. q. :

x˙(t) = f(x(t), u(t), t),
x(t0) = x0 donné,
x(tf ) = xf libre ou fixé,
tf libre ou fixé,
∀t ∈ [t0, tf ], ∀j ∈ {1,m}, umin 6 uj(t) 6 umax,
∀t ∈ [t0, tf ], ∀i ∈ {1, s}, ci(t, x(t)) 6 0,
(1.143)
◦
où s est le nombre de contraintes sur l’état présentes. Les fonctions f , ψ et ci sont supposées
être de classe C1. De plus, le contrôle optimal u est supposé continu par morceaux. Les
contraintes sur l’état sont regroupées dans un vecteur c tel que :
c(x(t), t) =

c1(x(t), t)
...
cs(x(t), t)
 , (1.144)
et la condition c(x(t), t) 6 0 signifie : ∀i ∈ {1, s}, ci(x(t), t) 6 0.
DÉFINITIONS
Afin d’établir une extension du PMP, il est nécessaire de définir les arcs frontières, les
contrôles frontières, les points d’entrées et de sortie de cet arc frontière et l’ordre d’une
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contrainte sur l’état.
Definition 1.2. Un arc frontière est un arc γb tel que c(γb(t)) = 0. Le contrôle frontière
associé est noté ub.
Definition 1.3. Une contrainte ci(t, x(t)) 6 0, i ∈ {1, . . . , s} est dite active sur un intervalle
[t1, t2] si :
∀t ∈ [t1, t2], ci(t, x(t)) = 0. (1.145)
L’intervalle [t1, t2] est alors appelé intervalle frontière. t1 est le point d’entrée et t2 le
point de sortie de cet arc frontière. Dans le cas où t1 = t2, l’arc frontière est réduit à un
point et le point t1 est appelé point de contact. L’ensemble des points d’entrée, de sortie et
de contact sont appelés points de jonction.
Definition 1.4. L’ordre pi de la contrainte sur l’état ci est tel que pour k = 1, . . . , pi − 1,
c(k)(x(t), t) ne dépend pas explicitement de u, c’est-à-dire :
∂kc
∂uk
(x(t), t) = 0, k = 1, . . . , pi − 1 et
∂pic
∂upi
(x(t), t) 6= 0. (1.146)
Si s′ contraintes sont actives sur la frontière [τ1, τ2] d’ordre p1, . . . , ps′ respectivement,
nous supposons que les dérivées partielles des contraintes par rapport au contrôle sont
linéairement indépendantes, c’est-à-dire :
rang

∂p1h1
∂up1...
∂ps′hps′
∂ups′
 = s
′. (1.147)
Parmi les contraintes sur l’état, il est possible de distinguer des contraintes dites mixtes
pour lesquels la fonction de contrainte est une fonction de l’état et du contrôle par opposition
aux contraintes pures pour lesquelles le contrôle est absent. Par la suite, nous n’aborderons
que des contraintes pures sur l’état.
CONDITIONS NÉCESSAIRES D’OPTIMALITÉ
Comme cela est développé dans les références [Bryson et al., 1963] et [Hartl et al., 1995]
par exemple, si la contrainte sur l’état ci est d’ordre 1, alors c˙i(x(t), u(t), t) = 0 est une
contrainte égalité permettant de déterminer le contrôle frontière. Un Hamiltonien et un
Lagrangien sont définis sous la forme :
H(x, u, λ0, λ, t) = λ0L(x, u, t) + λT f(x, u, t), (1.148a)
H˜(x, u, λ0, λ, ν, t) = H(x, u, λ0, λ, t) + νT c(p)(x, u, t) (1.148b)
Les conditions nécessaires d’optimalité sont énoncées sous la forme du théorème suivant :
Théorème 1.5. Soit x∗(t) et u∗(t) une trajectoire et un contrôle optimaux, tels que :
• x∗ a un nombre fini d’instants de jonction,
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• les conditions suivantes sont vérifiées pour les contraintes sur l’état :
rang
[
∂c˙
∂u
(x∗, u∗, t) 0 diag(c(x∗, u∗, t))
]
= s (1.149)
Alors il existe :
• une constante λ∗0 > 0,
• un état adjoint absolument continu par morceaux λ∗ optimal,
• s multiplicateurs continus par morceaux ν∗i optimaux,
• un vecteur µ(τi) pour chaque τi date de discontinuité de λ∗,
qui ne sont pas tous nuls, tels que les conditions suivantes sont vérifiées :
u∗(t) = argmax
u∈U
H˜(x∗(t), u, λ∗0, λ∗(t), t), (1.150)
∂H˜
∂u
(x∗, u∗, λ∗0, λ∗, ν∗, t) = 0, (1.151)
λ˙∗(t) = −∂L
1
∂x
(x∗, u∗, λ0, λ, µ, ν, t), (1.152)
ν∗(t) non croissante sur les intervalles frontières des ci, (1.153)
ν∗(t) > 0, (1.154)
ν˙∗(t) 6 0, (1.155)
ν˙∗(t)T c(x∗(t), t) = 0, (1.156)
dH
dt (x
∗(t), u∗, λ∗0, λ∗(t), t) =
dH˜
dt (x
∗, u∗, λ∗0, λ
∗, ν∗, t) =
∂H˜
∂t
(x∗, u∗, λ0, λ, ν∗, t). (1.157)
Pour τ dans un intervalle frontière et pour tout point de contact τ , le vecteur adjoint λ
peut avoir des discontinuités données par les conditions de saut suivantes :
λ∗(τ−) = λ∗(τ+) + µ(τ)
∂h
∂x
(x∗(τ), τ), (1.158)
H
(
x∗(τ−), u∗(τ−), λ∗0, λ∗(τ−), τ−
)
= H
(
x∗(τ+), u∗(τ+), λ∗0, λ∗(τ+), τ+
)
− µ(τ)∂c
∂t
(
x∗(τ), τ
)
, (1.159)
et pour des temps d’entrées τ1 sur des arcs frontières :
µ(τ1) > ν(τ+1 ). (1.160)
Au temps terminal tf , les conditions de transversalités sont également vérifiées et pour τ
dans un intervalle frontière et pour tout point de contact τ , le vecteur adjoint λ peut avoir
des discontinuités données par les conditions de saut suivantes :
λ∗(τ−) = λ∗(τ+) + η(τ)
∂h
∂x
(x∗(τ), τ), (1.161)
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H
(
x∗(τ−), u∗(τ−), λ0, λ(τ−), τ−
)
= H
(
x∗(τ+), u∗(τ+), λ0, λ(τ+), τ+
)
− η(τ)∂h
∂t
(x∗(τ), τ) (1.162)
et pour des temps entrées τ1 :
η(τ1) > ν(τ+1 ). (1.163)
La référence [Hannemann and Marquardt, 2010] applique le théorème précédent dans
le cas d’une contrainte pure sur l’état d’ordre 1 avec un contrôle de dimension supérieure
à 1 dans le cas du contrôle optimal d’un réacteur dit de William-Otto. La référence
[Bonnans and Hermant, 2009] étend ces résultats dans le cas où la contrainte sur l’état est
d’ordre supérieur à 1.
EXTENSIONS PARTICULIÈRES DANS LE CAS OÙ LE CONTRÔLE EST SCALAIRE
Dans le cas où le contrôle est scalaire (m = 1), les références [Bryson et al., 1963],
[Maurer, 1977] étendent les résultats du paragraphe précédent lorsque la contrainte sur
l’état est scalaire (s = 1) et d’ordre supérieur à 1 (p > 1). Le théorème suivant donne les
conditions nécessaires d’optimalité :
Théorème 1.6. Soit x∗(t) et u∗(t) une trajectoire et un contrôle optimaux tels que x∗ a
un nombre fini d’instants de jonction. Alors il existe :
• un état adjoint absolument continu par morceaux λ∗ optimal,
• un multiplicateur continus par morceaux ν∗i optimaux,
• q − 1 multiplicateurs µk(τi) pour chaque τi date de discontinuité de λ∗,
qui ne sont pas tous nuls, tels que les conditions suivantes sont vérifiées :
u∗(t) = argmax
u∈U
H˜(x∗(t), u, λ∗0, λ∗(t), t), (1.164)
∂H˜
∂u
(x∗, u∗, λ∗0, λ∗, ν∗, t) = 0, (1.165)
λ˙∗(t) = −∂L
1
∂x
(x∗, u∗, λ0, λ, µ, ν, t), (1.166)
ν∗(t) non croissante sur les intervalles frontières de c, (1.167)
ν∗(t) > 0, (1.168)
ν∗(t)c(x∗(t), t) = 0, ∀t ∈ [t0, tf ] (1.169)
dH
dt (x
∗(t), u∗, λ∗0, λ∗(t), t) =
dH˜
dt (x
∗, u∗, λ∗0, λ
∗, ν∗, t) =
∂H˜
∂t
(x∗, u∗, λ0, λ, ν∗, t). (1.170)
Pour τ sur un intervalle frontière, le contrôle frontière est déterminé par :
c(p)(x(t), u(t), t) = 0.
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Pour τ1 une date d’entrée sur un intervalle frontière, les conditions suivantes doivent
être vérifiées :
∀k = 0, . . . , p− 1, c(k)(x(τ1), τ1) = 0, (1.171)
et les conditions de saut suivantes sur le vecteur adjoint et sur le Hamiltonien doivent être
respectées :
λ∗(τ−1 ) = λ∗(τ+) +
p−1∑
k=0
µk
∂kc
∂xk
(x∗(τ1), τ1), (1.172)
H(x∗(τ−), u∗(τ−), λ∗(τ−), τ−) = H(x∗(τ+), u∗(τ+), λ∗0, λ∗(τ+), τ+)
−
p−1∑
k=0
µk
∂kc
∂tk
(x∗(τ1), τ1). (1.173)
Cette version du principe du maximum est utilisée par [Conway, 2010] pour établir de
façon analytique la solution optimale d’un transfert à poussée faible entre deux orbites avec
des contraintes sur l’altitude. Dans le cas particulier d’un problème de Mayer pour lequel la
dynamique est affine en le contrôle, les références [Bonnard et al., 2005] et [Schättler, 2014]
ont utilisé une approche géométrique pour écrire les conditions de jonctions lors de l’entrée
de la sortie d’un arc frontière. Cette approche a été appliquée dans le cas de la réentrée
d’une navette spatiale dans l’atmosphère (voir la référence [Bonnard et al., 2003]).
1.6 CONCLUSION
Dans ce chapitre, les stratégies de maintien à poste existantes basées sur une analyse
physique des perturbations orbitales ont été analysées dans le cadre de propulseurs à poussées
forte et à poussées faibles. Cette analyse permettra d’étayer les résultats numériques des
stratégies de maintien à poste qui seront établies dans les chapitres suivants.
Par ailleurs, il a été possible de présenter le système propulsif à poussée électrique qui
sera utilisé dans la suite de l’étude, ainsi que les contraintes technologiques associées. Une
traduction mathématiques de ces contraintes a conduit à l’écriture du problème de maintien
à poste à consommation minimale sous la forme d’un problème de contrôle optimal avec
contraintes sur le contrôle et sur l’état.
Parmi les techniques classique de résolution des problèmes de contrôle optimal, il est
possible de distinguer deux grandes familles, les méthodes directes et les méthodes indirectes.
L’analyse de ces méthode montre que la prise en compte des contraintes sur l’état n’est
pas aisée. De plus, les contraintes que les instants de milieu de poussées ainsi que leurs
demi-largeurs doivent vérifier définissent un espace admissible non connexe. Par ailleurs,
le nombre de poussées par propulseur n’est pas fixé a priori, et résoudre un problème
non linéaire en nombres entiers est alors nécessaire pour le déterminer. C’est pourquoi, les
techniques classiques présentées ne permettent pas de résoudre le problème de maintien à
poste à consommation minimale. Les chapitres suivant sont donc dédiés à l’élaboration de
méthodes originales pour la résolution du problème posé.
Chapitre2
Solutions optimales analytiques pour le
maintien à poste hors-plan à poussée faible
Dans le mécanisme de l’univers, les rouages de
l’inévitabilité s’engrenèrent avec un déclic...
Terry Pratchett, Les Annales du Disque Monde,
trad. Patrick Couton
Sommaire
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.2 Description du problème . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.2.1 Équations d’évolution et trajectoire . . . . . . . . . . . . . . . . . . . . 58
2.2.2 Problèmes à résoudre . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.3 Solutions analytiques du problème de résonance hors-plan . . . . 62
2.3.1 Conditions nécessaires d’optimalité . . . . . . . . . . . . . . . . . . . . 62
2.3.2 Trajectoire optimale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.3.3 Conditions de transversalité . . . . . . . . . . . . . . . . . . . . . . . . 67
2.3.4 Étude des différents cas possibles . . . . . . . . . . . . . . . . . . . . . 69
2.3.4.1 Calcul des angles α et φ . . . . . . . . . . . . . . . . . . . . . 70
2.3.4.2 Valeurs initiales du vecteur adjoint . . . . . . . . . . . . . . . 81
2.3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
2.4 Solution analytique du problème de maintien à poste hors-plan . 83
2.4.1 Description du problème . . . . . . . . . . . . . . . . . . . . . . . . . . 83
2.4.2 Trajectoire avant le point de contact . . . . . . . . . . . . . . . . . . . 85
2.4.2.1 Trajectoire A−B −D . . . . . . . . . . . . . . . . . . . . . 86
2.4.2.2 Trajectoire A− C −D . . . . . . . . . . . . . . . . . . . . . 90
2.4.2.3 Comparaison des trajectoires A−B −D et A− C −D . . . 92
2.4.3 Étude du point de contact et du vecteur adjoint . . . . . . . . . . . . 93
2.4.3.1 Condition de saut . . . . . . . . . . . . . . . . . . . . . . . . 93
2.4.3.2 Valeur initiale du vecteur adjoint . . . . . . . . . . . . . . . . 94
2.4.3.3 Saut au point de contact . . . . . . . . . . . . . . . . . . . . 96
2.4.3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
58
2.1 INTRODUCTION
Le mouvement hors-plan d’un satellite en orbite képlérienne relativement à un point
se déplaçant sur une orbite circulaire est le mouvement d’un oscillateur harmonique. Le
problème du rendez-vous dans ce contexte a été étudié depuis les années 1960 avec par
exemple la référence [Athans and Falb, 1966] dans le cadre du contrôle temps minimal
ou la référence [Athans et al., 1963] dans le cadre du contrôle à temps, consommation et
énergie minimale. Dans les années 1980, la référence [Carter, 1987] étudie le problème de
rendez-vous dans le cas d’une orbite de référence elliptique, mais n’en donne pas de solutions
explicites. La référence [e Souza, 1987] compare les conditions nécessaires d’optimalité issues
du Principe du Maximum de Pontryagin pour le problème de consommation minimale. Dans
le cadre de la poussée forte, des travaux récents ont apporté une solution analytique (voir la
référence [Serra et al., 2014]).
Cependant, le problème de maintien à poste hors-plan n’a pas encore été étudié à notre
connaissance. La référence [Scaramozzino et al., 2015] définit et résout un problème de
résonance en temps minimal pour un oscillateur harmonique, dont le but est d’amener un
point matériel à osciller à une amplitude donnée. Or, résoudre un problème de maintien à
poste hors-plan revient à imposer une amplitude des oscillations au plus égale à la taille de la
fenêtre de maintien à poste. C’est pourquoi, une premier analyse des conditions nécessaires
d’optimalité pour ce problème de maintien à poste passe par la résolution d’un problème de
résonance.
L’objectif de ce chapitre est d’étudier le problème de maintien à poste à consommation
minimale, et de donner les différentes solutions possibles pour ce problème. Pour ce faire,
les différentes solutions analytiques du problème de résonance à consommation minimale
sont dérivées. Ce dernier problème est une version simplifié mais plus forte du problème
de maintien à poste puisque si le satellite arrive à osciller à une amplitude plus petite que
la taille de la fenêtre, le maintien à poste est assuré. Le problème de contrôle optimal est
ensuite résolu avec les contraintes sur l’état modélisant le problème de maintien à poste
hors-plan en utilisant le Principe du Maximum étendu.
2.2 DESCRIPTION DU PROBLÈME
2.2.1 ÉQUATIONS D’ÉVOLUTION ET TRAJECTOIRE
Le mouvement hors-plan relativement à un point se déplaçant sur une orbite circulaire
est représenté au moyen de la position et de la vitesse cartésiennes notées :
Z(t) =
[
z1(t)
z2(t)
]
=
[
z(t)
z˙(t)
]
. (2.1)
Le satellite est équipé d’un système propulsif idéal constitué de deux propulseurs poussant
dans la direction perpendiculaire au plan de l’équateur, chacun dans un sens opposé et
produisant une accélération comprise entre 0 et Umax. Les fonctions de contrôle pour les
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propulseurs hors-plan peuvent être notées :{
u+N ∈ [0, Umax] pour le propulseur dans la direction + ~uN ,
u−N ∈ [0, Umax] pour le propulseur dans la direction − ~uN , (2.2)
ou encore :
uN ∈ [−Umax,+Umax] avec{
uN > 0 pour une poussée dans la direction + ~uN ,
uN 6 0 pour une pousée dans la direction − ~uN . (2.3)
En utilisant la partie hors-plan des équations de Hill-Clohessy-Wiltshire, la dynamique
du satellite s’écrit :
Z˙ =
[
0 1
−n2 0
]
︸ ︷︷ ︸
Az
Z +
[
0
1
]
︸︷︷︸
Bz
uN , (2.4)
avec n la pulsation moyenne de référence. Puisque ce point est sur une orbite géostationnaire,
le mouvement moyen est égal à la vitesse de rotation de la Terre, soit : n = ω⊕ la vitesse de
rotation de la Terre.
L’équation précédente peut être intégrée dans les trois cas suivants :
• en supposant que le contrôle est nul sur l’intervalle [t0, t1], l’équation (2.4) s’intègre
en : ∀t ∈ [t0, t1],
Z(t) = eAz(t−t0)Z(t0) =
[
cos(n(t− t0)) sin(n(t−t0))n
−n sin(n(t− t0)) cos(n(t− t0))
]
Z(t0), (2.5)
c’est-à-dire :
z1(t) = z01 cos(n(t− t0)) +
z02
n
sin(n(t− t0)), (2.6a)
z2(t) = −n
(
z01 sin(n(t− t0)) +
z02
n
cos(n(t− t0))
)
, (2.6b)
ou encore, avec les transformations de l’annexe G :
z1(t) =
√
z0 21 +
z0 22
n2
sin
(
n(t− t0) + arctan
(
nz01
z02
))
, (2.7a)
z2(t) = n
√
z0 21 +
z0 22
n2
cos
(
n(t− t0) + arctan
(
nz01
z02
))
, (2.7b)
si z02 6= 0. Combiner les deux équations précédentes permet d’obtenir :
z21(t) +
z2(t)2
n2
= z0 21 (t) +
z0 22 (t)
n2
= A20. (2.8)
Ainsi la trajectoire dans le plan (z1, z2n ) est un cercle de centre (0, 0) et de rayon A0
(voir figure 2.1).
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Si z02 = 0, l’équation (2.8) reste valide.
• en supposant que le contrôle est constant et égal à ±Umax sur l’intervalle [t0, t1], il
est possible d’intégrer l’équation (2.4) en :
∀t ∈ [t0, t1], Z(t) = eAz(t−t0)Z(t0)±
∫ t
t0
eAz(t−s)BzuNds. (2.9)
En développant :
∫ b
a
eAz(t−s)Bzds =

1
n2
(
cos(n(t− b))− cos(n(t− a))
)
1
n
(
− sin(n(t− b)) + sin(n(t− a))
)
 , (2.10)
il est possible d’écrire :
z1(t) =
(
z01 ∓
Umax
n2
)
cos(n(t− t0)) + z
0
2
n
sin(n(t− t0)), (2.11a)
z2(t) = −n
(
z01 ∓
Umax
n2
)
sin(n(t− t0)) + z02 cos(n(t− t0)). (2.11b)
En appliquant de la même façon que précédemment les transformations trigonomé-
triques de l’annexe G, la trajectoire est :(
z1(t)∓ Umax
n2
)2
+ z
2
2(t)
n2
=
(
z01 ∓
Umax
n2
)2
+ z
0 2
2
n2
= A2±, (2.12)
c’est à dire un cercle de centre
(± Umax
n2 , 0
)
et de rayon A± dans le plan (z1, z2n ) (voir
figure 2.1).
2.2.2 PROBLÈMES À RÉSOUDRE
Dans cette étude, deux types de problèmes de maintien à poste hors-plan sont résolus.
Si la contrainte de maintien à poste est écrite :
∀t, |z1(t)| 6 δ, (2.13)
l’analyse des trajectoires réalisée dans la sous-section précédente permet de montrer que s’il
existe un instant t1 tel que :
∀t > t1, z21(t) +
z22(t)
n2
6 δ, (2.14)
alors le maintien à poste est assuré pour t > t1. En effet, d’après l’analyse du paragraphe
précédent, un point situé l’intérieur du disque D0δ de centre (0, 0) et de rayon δ dans le plan
de phase a une trajectoire qui reste confinée dans ce disque.
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z01
z02
n
Umax
n2
−Umax
n2
A0
A+A−
Figure 2.1 – Trajectoires dans le plan
(
z1,
z2
n
)
:
• bleu : trajectoire libre, cercle de centre (0, 0) et de rayon A0 (voir équation (2.8)),
• vert : trajectoire pour laquelle le contrôle vaut +Umax, cercle de centre
(Umax
n2 , 0
)
(voir
équation (2.12)),
• violet : trajectoire pour laquelle le contrôle vaut −Umax, cercle de centre
(− Umax
n2 , 0
)
(voir
équation (2.12)).
C’est pourquoi, le premier problème considéré dans ce chapitre consiste à imposer au
satellite de terminer sa trajectoire sur la frontière de D0δ , notée C0δ . Ce problème constitue
un problème de résonance étudié par la référence [Scaramozzino et al., 2015] dans le cas
temps minimal. Le deuxième problème prend en compte les contraintes de maintien à poste
(2.13) dans le cadre du Principe du Maximum étendu présenté dans la section 1.5.3.3. Il
s’agit donc d’un problème de maintien à poste à proprement parler car la position finale
n’est pas contrainte.
Soit Z l’espace admissible pour la trajectoire optimale. Pour le problème de résonance,
les contraintes de maintien à poste sont retirées du problème, ce qui permet d’écrire : Z = R2.
Pour le problème de maintien à poste, l’espace admissible est défini par la contrainte donnée
par l’équation (2.13) et s’écrit sous la forme :
Z =
{
(z1, z2) ∈ R2 : |z1(t)| 6 δ
}
. (2.15)
Le problème à résoudre est de trouver un profil de contrôle à consommation minimale
permettant d’amener la trajectoire du point Z(t0) donné vers un point Zf ∈ Zf où Zf
désigne l’espace admissible pour la position et la vitesse finale. Pour chacun des problèmes
considérés dans cette étude, Zf est défini de façon différente :
• pour le problème de résonance tel qu’il a été défini par la référence
[Scaramozzino et al., 2015], l’ensemble Zf est défini par :
Zf = C0δ =
{
(z1, z2) ∈ R2 : z21 +
z22
n2
= δ
}
, (2.16)
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• pour le problème de maintien à poste, la position finale n’est pas contrainte et Zf = Z.
Le problème à résoudre s’écrit alors :
Problème 2.1. Trouver la fonction t 7→ uN (t) solution du problème de minimisation :
min
uN
∫ tf
t0
|uN (t)|dt,
t. q. :

Z˙(t) = AzZ(t) +BzuN (t),
Z(t0) = Z0 donné,
Z(tf ) ∈ Zf ,
∀t ∈ [t0, tf ], Z(t) ∈ Z,
uN ∈ [−Umax,+Umax],
tf fixé.
(2.17)
◦
2.3 SOLUTIONS ANALYTIQUES DU PROBLÈME DE RÉSO-
NANCE HORS-PLAN
2.3.1 CONDITIONS NÉCESSAIRES D’OPTIMALITÉ
Soit Λ =
[
λ1 λ2
]T
le vecteur adjoint du système et le hamiltonien défini par :
H(Z,Λ, uN ) = |uN (t)|+ ΛT (t)
(
AzZ(t) +BzuN (t)
)
. (2.18)
Les conditions nécessaires d’optimalité au premier ordre permettent d’écrire que si
(u∗N , Z∗,Λ∗) est un triplet optimal alors :
u∗N (t) = argmin
uN∈[−Umax,+Umax]
H(Z∗,Λ∗, uN ), (2.19a)
Z˙∗(t) =
(
∂H
∂Λ∗
)T
, (2.19b)
Λ˙∗(t) = −
(
∂H
∂Z∗
)T
, (2.19c)
Z(t0) = Z0, (2.19d)
Z(tf ) ∈ Zf , (2.19e)
Λ(t0) libre, (2.19f)
(2.19g)
et Λ∗(tf ) est donné par les équations de transversalité au temps final, qui s’écrivent de la
façon suivante. Comme le point final doit se trouver sur la courbe d’équation :
g(Z) = z21 +
z22
n2
− δ = 0, (2.20)
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le vecteur adjoint doit être perpendiculaire à courbe g(Z) = 0.
La condition nécessaire (2.19a) peut se réécrire :
u∗N (t) = argmin
uN∈[−Umax,+Umax]
(
|uN |+ λ2uN
)
, (2.21)
ce qui permet de déduire la loi de commutation et la commande optimale suivantes :
si λ2 < −1 : u∗N = +Umax,
si −1 < λ2 < 1 : u∗N = 0,
si 1 < λ2 : u∗N = −Umax.
(2.22)
Cette loi de commutation est représentée graphiquement sur le schéma de la figure 2.2.
λ2
uN
Umax
−Umax
1
−1
Figure 2.2 – Loi de commutation pour le problème hors-plan.
Par ailleurs, les conditions nécessaires (2.19c) peuvent être exprimées sous la forme du
système : λ˙1(t) = n2λ2(t),λ˙2(t) = −λ1(t), (2.23)
dont la solution est donnée par :
λ1(t) = λ01 cos(n(t− t0)) + nλ02(t) sin(n(t− t0)), (2.24a)
λ2(t) = λ02 sin(n(t− t0))−
λ01
n
cos(n(t− t0)). (2.24b)
En utilisant les transformations trigonométriques de l’annexe G, on obtient :
λ1(t) = n
√
λ0 21
n2
+ λ0 22 sin
(
n(t− t0) + arctan
(
λ01
nλ02
))
, (2.25a)
λ2(t) =
√
λ0 21
n2
+ λ0 22 cos
(
n(t− t0) + arctan
(
λ01
nλ02
))
, (2.25b)
en supposant λ02 6= 0. En combinant les deux équations précédentes, la trajectoire du vecteur
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adjoint s’écrit :
λ21(t)
n2
+ λ22(t) =
λ0 21
n2
+ λ0 22 = A2λ. (2.26)
Il est possible de retrouver également cette équation avec λ02 = 0. Ainsi, la trajectoire
du vecteur adjoint dans le plan
(
λ1
n , λ2
)
est un cercle de centre (0, 0) et de rayon Aλ (voir
le schéma de la figure 2.3). Le vecteur adjoint parcourt ce cercle à la vitesse angulaire
n. La direction donnée par le vecteur
(
λ1(t)
n , λ2(t)
)
forme avec la direction du vecteur(
λ1(t0)
n , λ2(t0)
)
un angle n(t− t0) (voir le schéma de la figure 2.4). Dans la suite, on appelle
cycle une révolution complète du vecteur adjoint sur sa trajectoire, c’est-à-dire la trajectoire
suivie par le vecteur adjoint entre deux instants [t1, t2] tels que n(t2 − t1) = 2pi.
Les conditions finales pour le vecteur adjoint dépendent des conditions finales sur la
position et la vitesse, La loi de commutation (2.22) peut s’interpréter graphiquement à l’aide
de la figure 2.3, et une condition nécessaire et suffisante pour la présence de poussées est :
Aλ > 1. (2.27)
La condition Aλ = 1 donne une poussée de durée nulle, et n’est ainsi pas considérée par
la suite. Si Aλ > 1, un cycle est composé de quatre intervalles :
• un intervalle de poussée dite positive selon la direction +~uN ,
• un intervalle sans poussée suivant un intervalle de poussée positive et précédent un
intervalle de poussée négative,
• un intervalle de poussée dite négative selon la direction −~uN ,
• un intervalle sans poussée suivant un intervalle de poussée négative et précédent un
intervalle de poussée positive.
Il est également possible de définir l’angle α de la figure 2.3 par :
α = arcsin
( 1
Aλ
)
. (2.28)
Soit t±↑p et t±↓p les instants de début (respectivement fin) des arcs de poussées positives
et négatives. L’intervalle [t−↑p , t−↓p ] de la pème poussée négative se produit pour un arc de
trajectoire du vecteur adjoint compris entre les angles α et pi−α définissant ainsi un secteur
angulaire d’angle pi − 2α (voir figure 2.5a). L’égalité :
n(t−↓p − t−↑p ) = pi − 2α, (2.29)
permet de définir la durée d’une poussée négative :
t−↓p − t−↑p =
pi − 2α
n
. (2.30)
Il est possible de remarquer qu’à partir de la définition de α (donnée par l’équation
2.28), on a α 6 pi2 , et la durée de la poussée ainsi définie est bien positive. La longueur de
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l’intervalle [t+↑p , t+↓p ] se calcule de la même façon.
L’intervalle [t+↓p , t−↑p ] sans poussée suivant un intervalle de poussée positive et précédent
un intervalle de poussée négative se produit pour un arc de trajectoire du vecteur adjoint
compris entre les angles pi + α et pi − α, définissant ainsi un secteur angulaire d’angle 2α
(voir figure 2.5c). L’égalité :
n(t−↑p − t+↓p ) = 2α, (2.31)
permet de définir la durée de cet intervalle sans poussée :
t−↑p − t+↓p =
2α
n
. (2.32)
La longueur de l’intervalle [t−↓p , t+↑p ] se calcule de la même façon.
Il est aisé de remarquer que la somme des durées des 4 intervalles de chaque cycle est
égale à 2pin .
2.3.2 TRAJECTOIRE OPTIMALE
Avec le calcul de la durée des poussées, le problème consistant à trouver le contrôle
optimal et la trajectoire optimale associée revient à déterminer le nombre de cycles sur
l’intervalle [t0, tf ] ainsi que la nature des premiers et des derniers intervalles qui forment
un cycle incomplet. Or, les instants de poussée sont déterminés par les valeurs de λ01 et λ02.
Résoudre le problème de rendez-vous à consommation minimale revient donc à trouver les
valeurs de λ01 et λ02 minimisant la consommation.
λ1
n
1
−1
λ2
poussée −
poussée +
pas de
poussée
α
Aλ
Figure 2.3 – Trajectoire du vecteur adjoint dans le plan (λ1n , λ2).
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λ1
n
1
−1
λ2
Aλ
Λ(t)
Λ(t0)n(t− t0)
Figure 2.4 – Illustration de l’angle entre la direction donnée par le vecteur
(
λ1(t)
n , λ2(t)
)
et
la direction du vecteur
(
λ1(t0)
n , λ2(t0)
)
.
La durée d’un cycle complet étant de 2pin , le nombre de cycle Q est donné par :
Q =
⌊
tf − t0
2pi
n
⌋
, (2.33)
où bxc désigne la partie entière de x. L’horizon temporel peut alors être décomposé sous la
forme :
tf − t0 = γ
n
+Q2pi
n
+ β
n
, (2.34)
où :
• Q2pi
n
correspond à la durée de Q cycles entiers,
• γ
n
correspond à la durée d’un cycle incomplet placé au début,
• β
n
correspond à la durée d’un cycle incomplet placé à la fin.
A la manière de [Athans and Falb, 1966] qui étudie la trajectoire en temps minimal de
l’oscillateur harmonique vers (0, 0) en partant de la position finale, la trajectoire optimale
pour le problème de résonance hors-plan à consommation minimale peut être étudié à partir
de la position finale.
L’arc de trajectoire correspondant au cycle incomplet final peut être un des quatre arcs
décrits dans le paragraphe précédent, à savoir :
• un arc libre après une poussée positive,
• un arc libre après une poussée négative,
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• un arc de poussée positive,
• un arc de poussée négative,
et β
n
est plus petit que le temps maximal de l’arc en question car l’intervalle peut être
incomplet (car le cycle est incomplet).
De la même façon, l’arc de trajectoire correspondant au cycle incomplet initial peut
être un des quatre arcs présentés, et est de durée inférieure à la durée maximale de l’arc en
question. Dans le cas où plusieurs couples d’arcs initiaux et finaux restent admissibles à la
fin de l’analyse des conditions nécessaires, celui conduisant à la consommation la plus petite
est le couple solution du problème de contrôle optimal. Or, la poussée étant constante, la
consommation minimale est obtenues pour des arcs de poussée les plus courts possibles.
Ainsi, si plusieurs valeurs de α sont admissibles, la plus grande conduira aux poussées les
plus courtes, et ainsi à la consommation la plus faible.
Il est possible de remarquer grâce à la figure 2.3 que α = 0 n’est pas possible, car
ceci conduit à une absence d’arcs libres, et l’alternance de poussées positives et négatives
correspond à la solution d’un problème de rendez-vous hors-plan en temps minimal tel qu’il
a été résolu par [Athans and Falb, 1966]. Par ailleurs, α = pi2 conduit à des poussées de
durée nulle, ce qui est exclu. Les hypothèses précédentes conduisent alors aux conditions
nécessaires :
0 < cosα < 1 et sinα 6= 0. (2.35)
Nous supposerons par ailleurs qu’il existe au moins un cycle complet.
2.3.3 CONDITIONS DE TRANSVERSALITÉ
Le vecteur adjoint à l’instant final doit être perpendiculaire à la courbe sur laquelle
la position finale doit se trouver. Dans le cas traité ici, il s’agit du cercle de centre (0, 0)
et de rayon δ. La référence [Scaramozzino et al., 2015] résout un problème de contrôle
optimal en temps minimal d’un oscillateur harmonique pour lequel la condition finale
est identique à celle présentée ici. Même si le problème résolu ici est un problème à
consommation minimale, les conditions de transversalités sont identiques à celles de la
référence [Scaramozzino et al., 2015]. Le calcul de ces conditions de transversalité est repris
ici.
L’équation de C0δ se réécrivant sous la forme :
g(z1, z2n) = z21 + z22n − δ2 = 0, (2.36)
un vecteur tangent à la courbe en t = tf peut être donné par :
~τ =
[
− sinφ
cosφ
]
(z1,z2n)
. (2.37)
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λ1
n
1
−1
λ2
poussée −
poussée +
pas de
poussée
pi − 2α
Aλ
t−↓pt−↑p
(a) Intervalle de poussée négative
λ1
n
1
−1
λ2
poussée −
poussée +
pas de
poussée
pi − 2α Aλ
t+↓p t
+↑
p
(b) Intervalle de poussée positive
λ1
n
1
−1
λ2
poussée −
poussée +
pas de
poussée
2α
Aλ
t−↑p
t+↓p
(c) Intervalle libre
λ1
n
1
−1
λ2
poussée −
poussée +
pas de
poussée2α
Aλ
t−↓p
t+↑p
(d) Intervalle libre
Figure 2.5 – Illustration des différents arcs dans le plan
(
λ1
n , λ2
)
.
Si la trajectoire arrive en t = tf sur C0δ , la position finale peut être paramétrée par un
angle φ défini dans le plan (z1, z2n), en notant z2n = z2n , comme l’angle entre l’axe des
abscisses et le vecteur [z1f z2nf ]T (voir la figure 2.6) pour donner :z1(tf ) = z1f = δ cosφ,z2n(tf ) = z2nf = δ sinφ. (2.38)
La condition de perpendicularité entre le vecteur adjoint en t = tf et le vecteur tangent
à C0δ s’écrit alors :
− λ∗1n(tf ) sinφ+ λ∗2(tf ) cosφ = 0. (2.39)
Or, en écrivant λ1n(tf ) et λ2(tf ) en fonction de λ01n et λ02 avec l’équation (2.25), il vient :
λ01n sin
(
n(tf − t0) + φ
)
= λ02 cos
(
n(tf − t0) + φ
)
. (2.40)
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z1
z2n
δ
φ
~τ ~λ∗(tf )z2nf
z1f
C0δ
Figure 2.6 – Paramétrage de la position finale sur C0δ par l’angle φ.
La longueur des arcs est paramétrée par l’inconnue α telle que :
sinα = 1√
λ0 21n + λ0 22
= 1
Aλ
. (2.41)
Des cycles incomplets peuvent exister au début et à la fin de la trajectoire. Comme les
conditions finales ne permettent pas de savoir sur quel arc la trajectoire se termine (arc
de poussée positive, arc de poussée négative, arc libre avant une poussée positive ou arc
libre avant une poussée négative), il est nécessaire de développer les conditions nécessaires
dans chacun de ces quatre cas. Par ailleurs, l’arc initial est lui aussi inconnu, et l’analyse
des quatre arcs possibles de départ est également indispensable.
L’équation (2.34) a défini le paramétrage de l’arc final incomplet par un angle β. Or,
les conditions de transversalité sur le vecteur adjoint ont été exprimées avec un angle φ.
Le tableau 2.1 donne les relations entre ces deux angles en fonction de la nature de l’arc
incomplet final et la figure 2.7 les illustre.
Nature de l’arc final Relation entre β et φ Figure
Arc libre après une poussée positive β = pi + α− φ 2.7a
Arc libre après une poussée négative β = α− φ 2.7b
Arc de poussée positive β = 2pi − α− φ 2.7c
Arc de poussée négative β = pi − α− φ 2.7d
Table 2.1 – Relations entre β et φ en fonction de la nature de l’arc incomplet final.
2.3.4 ÉTUDE DES DIFFÉRENTS CAS POSSIBLES
Puisque les conditions nécessaires d’optimalité ne permettent pas de choisir la nature
des arcs incomplets initiaux et finaux, une analyse des 16 cas possibles – 4 arcs initiaux et 4
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arcs finaux – est indispensable. Dans toute la suite, les notations suivantes seront adoptées :
Un =
Umax
n2
, δU =
δ
Un
, λ1n(t) =
λ1(t)
n
,
Cf0 = cos(n(tf − t0)), Sf0 = sin(n(tf − t0)),
avec C2f0 + S2f0 = 1, en rappelant que nous avons déjà défini plus haut :
z2n(t) =
z2(t)
n
et z02n =
z2(t0)
n
. (2.42)
Pour chaque cas, les hypothèses d’arc initiaux et finaux incomplets permettent de déduire
les instants de début et de fin de chaque poussée. Ces cas sont définis dans les tableaux 2.3
à 2.8 et les instants de début et de fin des poussées positives et négatives du cycle p sont
données par le tableau 2.2. Ces différents cas conduisent à différentes valeurs des inconnues
du problème. Dans la suite de cette section, nous présentons le calcul des angles α et φ
d’une part et de la valeur initiale du vecteur adjoint d’autre part.
2.3.4.1 CALCUL DES ANGLES α ET φ
Les conditions terminales données par l’équation (2.38) se développent en intégrant la
dynamique depuis t0 jusqu’à tf avec les instants de début et de fin de poussées du tableau
2.2 pour donner un système d’équation sous la forme :z1(α, φ) = Υ1 = zc1Cf0 + zc2Sf0,z2n(α, φ) = Υ2 = −zc1Sf0 + zc2Cf0, (2.43)
où les valeurs de z1(α, φ), z2n(α, φ), zc1 et zc2 diffèrent en fonction des cas (voir les colonnes
2, 3 et 4 des tableaux 2.3 à 2.8). Ces conditions terminales semblent se découper en deux
grandes familles : une première regroupant les cas 1 à 4 et 9 à 12, et une deuxième regroupant
les cas 5 à 8 et 13 à 14. Les calculs pour les deux familles sont présentés ci-après.
CAS 1 À 4 ET 9 À 12
Les conditions z1(tf ) = δ cosφ et z2n(tf ) = δ sinφ permettent d’écrire :

[
Q˜ cosα+ δU
]
cosφ± sinα sinφ = 1
Un
[
zc1Cf0 + zc2Sf0
]
= Υ1,[
Q˜ cosα+ δU
]
sinφ∓ sinα cosφ = 1
Un
[
− zc1Sf0 + zc2Cf0
]
= Υ2.
(2.44)
Les inconnues du système d’équations (2.44) sont cosα, sinα, cosφ et sinφ, qui vérifient
également les équations :
cos2 α+ sin2 α = 1, cos2 φ+ sin2 φ = 1. (2.45)
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λ1
n
1
−1
λ2
poussée −
poussée +
pas de
poussée
α
Aλ
φ
β
(a) Cas où la trajectoire optimale est supposée
se terminer par un arc de poussée positive puis
un arc libre.
λ1
n
1
−1
λ2
poussée −
poussée +
pas de
poussée
α Aλ
φ
β
(b) Cas où la trajectoire optimale est supposée
se terminer par un arc de poussée négative puis
un arc libre.
λ1
n
1
−1
λ2
poussée −
poussée +
pas de
poussée
α
Aλ
φ
β
(c) Cas où la trajectoire optimale est supposée
se terminer par un arc libre précédé par un arc
de poussée positive.
λ1
n
1
−1
λ2
poussée −
poussée +
pas de
poussée
α
Aλ
φβ
(d) Cas où la trajectoire optimale est supposée
se terminer par un arc libre précédé par un arc
de poussée négative.
Figure 2.7 – Transformations entre les angles α, β et φ en fonction des trajectoires finales
supposées.
En supposant dans un premier temps que
[
Q˜ cosα+ δU
]2
+ sin2 α 6= 0 pour obtenir une
solution unique pour le système (2.44), il est possible d’exprimer cosφ et sinφ en fonction
de cosα et sinα :
cosφ =
Υ1
[
Q˜ cosα+ δU
]
∓Υ2 sinα[
Q˜ cosα+ δU
]2
+ sin2 α
, (2.46a)
sinφ =
Υ2
[
Q˜ cosα+ δU
]
±Υ1 sinα[
Q˜ cosα+ δU
]2
+ sin2 α
. (2.46b)
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Cas 1 · 4 · 5 · 6 2 · 3 · 7 · 8
t+↑p tf +
α+ φ
n
− 2pi(p−Q+ 1)
n
tf +
α+ φ
n
− 2pi(p−Q+ 1)
n
t+↓p tf −
pi + α− φ
n
− 2pi(p−Q)
n
tf − pi + α− φ
n
− 2pi(p−Q)
n
t−↑p tf −
pi − α− φ
n
− 2pi(p−Q+ 1)
n
tf − pi − α− φ
n
− 2pi(p−Q)
n
t−↓p tf −
α− φ
n
− 2pi(p−Q+ 1)
n
tf − α− φ
n
− 2pi(p−Q)
n
Cas 9 · 10 · 13 · 14 11 · 12 · 15 · 16
t+↑p tf +
α+ φ
n
− 2pi(p−Q)
n
tf +
α+ φ
n
− 2pi(p−Q+ 1)
n
t+↓p tf −
pi + α− φ
n
− 2pi(p−Q+ 1)
n
tf − pi + α− φ
n
− 2pi(p−Q)
n
t−↑p tf −
pi − α− φ
n
− 2pi(p−Q+ 1)
n
tf − pi − α− φ
n
− 2pi(p−Q− 1)
n
t−↓p tf −
α− φ
n
− 2pi(p−Q+ 1)
n
tf − α− φ
n
− 2pi(p−Q+ 1)
n
Table 2.2 – Instants de début et de fin de poussées pour les différents cas.
L’équation cos2 φ+ sin2 φ = 1 permet d’obtenir :
(
Υ1
[
Q˜ cosα+ δU
]
∓Υ2 sinα
)2
+
(
Υ2
[
Q˜ cosα+ δU
]
±Υ1 sinα
)2
−
([
Q˜ cosα+ δU
]2
+ sin2 α
)2
= 0, (2.47)
puis : (
Υ21 + Υ22 −
[
Q˜ cosα+ δU
]2 − sin2 α)([Q˜ cosα+ δU]2 + sin2 α) = 0. (2.48)
Avec l’hypothèse
[
Q˜ cosα+ δU
]2
+ sin2 α 6= 0, il vient :
Υ21 + Υ22 −
[
Q˜ cosα+ δU
]2 − sin2 α = 0, (2.49)
puis en développant et en réarrangeant les termes :
cos2 α(Q˜2 − 1) + 2Q˜δU cosα+ δ2U + 1−Υ21 −Υ22 = 0, (2.50)
ou encore, en remarquant que Υ21 + Υ22 =
zc21 +zc22
U2n
,
U2n(Q˜2 − 1) cos2 α+ 2Q˜Unδ cosα+ δ2 + U2n − zc21 − zc22 = 0. (2.51)
Ce trinôme du second degré en cosα a pour discriminant :
∆ = 4U2nQ˜2δ2 − 4U2n(Q˜2 − 1)
(
δ2 + U2n − zc21 − zc22
)
. (2.52)
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Au moins une solution existe si et seulement si ∆ > 0, si et seulement si :
Q˜2δ2 > (Q˜2 − 1)
(
δ2 + U2n − zc21 − zc22
)
, (2.53)
ou encore si et seulement si :
zc21 + zc22 > δ2 + U2n −
Q˜2δ2
Q˜2 − 1 =
(Q˜2 − 1)U2n − δ2
Q˜2 − 1 , (2.54)
ce qui sera supposé vérifié par la suite. Les solutions de l’équation (2.51) s’écrivent alors :
cosα(
1
2) =
−Q˜δ ±
√
Q˜2δ2 − (Q˜2 − 1) (δ2 + U2n − zc21 − zc22 )
Un(Q˜2 − 1)
. (2.55)
Or, comme α ∈ ]0, pi2 [, cosα doit être positif. Une seule des deux solutions précédentes
restent donc admissible :
cosα =
−Q˜δ +
√
Q˜2δ2 − (Q˜2 − 1) (δ2 + U2n − zc21 − zc22 )
Un(Q˜2 − 1)
. (2.56)
Comme Q˜2 − 1 > 0, il est alors possible de montrer que :
cosα 6 0⇒
√
Q˜2δ2 − (Q˜2 − 1) (δ2 + U2n − zc21 − zc22 ) 6 Q˜δ,
⇒ Q˜2δ2 − (Q˜2 − 1)
(
δ2 + U2n − zc21 − zc22
)
6 Q˜2δ2,
⇒ zc21 + zc22 6 δ2 + U2n.
(2.57)
Ainsi, zc21 +zc22 > δ2+U2n suffit à garantir cos2 α > 0. Cependant, pour garantir l’existence
d’au moins une solution pour l’équation (2.51), l’hypothèse suivante a été faite :
zc21 + zc22 >
(Q˜2 − 1)U2n − δ2
Q˜2 − 1 . (2.58)
Puisque :
δ2 + U2n >
(Q˜2 − 1)U2n − δ2
Q˜2 − 1 ⇐⇒ Q˜
2δ2 > 0, (2.59)
ce qui est toujours vrai, supposer (2.58) permet de garantir à la fois l’existence d’une solution
de l’équation (2.51) ainsi que son caractère positif.
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Par ailleurs,
cosα > 1⇒
√
Q˜2δ2 − (Q˜2 − 1) (δ2 + U2n − zc21 − zc22 ) > Un(Q˜2 − 1) + Q˜δ,
⇒ Q˜2δ2 − (Q˜2 − 1)
(
δ2 + U2n − zc21 − zc22
)
>
(
Un(Q˜2 − 1) + Q˜δ
)2
,
⇒ (Q˜2 − 1)
(
zc21 + zc22
)
> U2n(Q˜2 − 1)2 + Q˜2δ2 + 2Un(Q˜2 − 1)Q˜δ
− Q˜2δ2 + (Q˜2 − 1)(δ2 + U2n),
⇒ (Q˜2 − 1)
(
zc21 + zc22
)
> U2n(Q˜2 − 1)2 + 2UnQ˜2 − 1)Q˜δ + (Q˜2 − 1)(δ2 + U2n),
⇒
Q˜2−1 6=0
zc21 + zc22 > U2nQ21 + 2UnQ˜δ + δ2,
⇒ zc21 + zc22 >
(
Q˜Un + δ
)2
.
Ainsi, imposer :
zc21 + zc22 <
(
Q˜Un + δ
)2
, (2.60)
est suffisant pour assurer cosα < 1. En résumé, la position initiale dans le plan (z1, z2n)
doit vérifier les conditions :
δ2 + U2n < (z01 − Un)2 + z0 22n <
(
Q˜Un + δ
)2
. (2.61)
La position initiale doit donc être à l’extérieur du disque de centre (Un, 0) de rayon√
δ2 + U2n et à l’intérieur du disque de centre (Un, 0) et de rayon Q˜Un + δ.
Puisque α ∈ ]0, pi2 [, sinα se calcule sous la forme :
sinα =
√
1− cos2 α. (2.62)
Par ailleurs,[
Q˜ cosα+ δU
]2
+ sin2 α = 0 =⇒ zc21 + zc22 = 0 =⇒ (z01 + Un)2 + z0 22n = 0, (2.63)
ce qui est contraire aux conditions (2.61).
CAS 5 À 8 ET 13 À 16
Les conditions z1(tf ) = δ cosφ et z2n(tf ) = δ sinφ permettent d’écrire :
[
2 cosα+ δU
]
cosφ = 1
Q˜Un
[
z01Cf0 + z02nSf0
]
= Υ1, (2.64a)[
2 cosα+ δU
]
sinφ = 1
Q˜Un
[
− z01Sf0 + z02nCf0
]
= Υ2. (2.64b)
En élevant au carré les deux équations du système (2.64) et en sommant les deux
équations, il vient : [
2 cosα+ δU
]2
= z
0 2
1 + z0 22n
Q˜2U2n
, (2.65)
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puis, puisque cosα et δU sont positifs :
2 cosα+ δU =
√
z0 21 + z0 22n
Q˜Un
. (2.66)
Ceci permet d’exprimer cosα selon :
cosα = 12Un

√
z0 21 + z0 22n
Q˜
− δ
 . (2.67)
La conditions cosα > 0 se traduit par :
z0 21 + z0 22n > Q˜2δ2 > 0, (2.68)
et la condition cosα < 1 se traduit par :
z0 21 + z0 22n <
(
Q˜(2Un + δ)
)2
. (2.69)
En résumé, le point initial doit vérifier les conditions :
0 6 Q˜2δ2 < z0 21 + z0 22n <
(
Q˜(2Un + δ)
)2
, (2.70)
et doit donc se trouver à l’extérieur du disque de centre (0, 0) de rayon Q˜δ et à l’intérieur du
disque de centre (0, 0) de rayon Q˜(2Un + δ). Puisque cosα ∈
]
0, pi2
[
, sinα =
√
1− cos2 α.
Par ailleurs :
2 cosα+ δU = 0⇒ z0 21 + z0 22n = 0⇒
z01 = 0,z02n = 0, (2.71)
ce qui n’est pas possible en vertu de la condition (2.70). cosφ et sinφ s’expriment alors sous
la forme :
cosφ = Υ12 cosα+ δU
= z
0
1Cf0 + z02nSf0√
z0 21 + z0 22n
, (2.72a)
sinφ = Υ22 cosα+ δU
= −z
0
1Sf0 + z02nCf0√
z0 21 + z0 22n
(2.72b)
2.3.4.2 VALEURS INITIALES DU VECTEUR ADJOINT
Les valeurs initiales du vecteur adjoint vérifient :
λ0 21n + λ0 22 =
1
sin2 α, (2.73)
et l’équation de transversalité (2.40).
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En supposant dans un premier temps que cos
(
n(tf − t0) + φ
)
6= 0, on a :
λ02 = λ01n
sin
(
n(tf − t0) + φ
)
cos
(
n(tf − t0) + φ
) , (2.74)
puis :
λ0 21n =
cos2
(
n(tf − t0) + φ
)
sin2 α , (2.75a)
λ0 22 =
sin2
(
n(tf − t0) + φ
)
sin2 α , (2.75b)
Les différentes hypothèses sur la structure initiale du profil de contrôle conduisent à
différentes conditions sur les valeurs initiales du vecteurs adjoint (voir la dernière colonne
des tableaux 2.3 à 2.8). Ces conditions permettent de déterminer soit la valeur initiale de
λ1n ou de λ2.
Pour le cas 1 par exemple, puisque l’arc initial incomplet est supposé être un arc de
poussée positive, λ02 doit être négatif :
λ02 = −
∣∣∣sin (n(tf − t0) + φ)∣∣∣
sinα (2.76)
D’après l’équation de transversalité (2.40), λ01n et λ02 sont de même signe si et seulement
si tan
(
n(tf − t0) + φ
)
est positif. La valeur initiale de λ1n se calcule alors de la façon
suivante :
λ01n = −
tan
(
n(tf − t0) + φ
)
∣∣∣tan (n(tf − t0) + φ)∣∣∣
∣∣∣sin (n(tf − t0) + φ)∣∣∣
sinα . (2.77)
Si cos
(
n(tf − t0) + φ
)
= 0, alors sin
(
n(tf − t0) + φ
)
6= 0, et l’équation de transversalité
(2.40) permet d’obtenir λ01n = 0, puis :
λ02 = −
1
sinα = −Aλ. (2.78)
2.3.5 CONCLUSION
En tant que problème de maintien à poste approché, le problème de résonance permet
de garantir le respect des contraintes de maintien à poste à partir d’un certain instant par le
truchement d’une contrainte finale d’oscillation d’amplitude égale à la taille de la fenêtre. Le
Principe du Maximum de Pontryagin permet de dériver des conditions nécessaires pour le
profil de contrôle optimal dont les inconnues sont la durée des poussées, la position finale sur
le cercle de résonance et la valeur initiale du vecteur adjoint. Cependant, aucune condition
n’existe pour les arcs incomplets initiaux et finaux. C’est pourquoi, il est nécessaire de
résoudre les équations issues des conditions nécessaires pour chacun des 16 cas possibles.
Pour déterminer le cas conduisant à la consommation minimale, il est nécessaire d’évaluer
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les solutions en utilisant un jeu de valeurs pour la position et la vitesse finale ainsi que pour
la taille de la fenêtre et la valeur maximale de la poussée. Il est de plus nécessaire de vérifier
a posteriori que les conditions nécessaires sont bien respectées.
La section suivante propose la résolution d’un problème de maintien à poste pour lequel
les contraintes de maintien à poste sont considérées comme des contraintes sur l’état et sont
prises en compte avec le Principe du Maximum étendu pour les contraintes sur l’état.
2.4 SOLUTION ANALYTIQUE DU PROBLÈME DE MAINTIEN
À POSTE HORS-PLAN
2.4.1 DESCRIPTION DU PROBLÈME
Le problème de maintien à poste à consommation minimale à résoudre s’écrit :
Problème 2.2. Trouver la fonction t 7→ uN (t) solution du problème de minimisation :
min
uN
∫ tf
t0
|uN (t)|dt,
t. q. :

Z˙(t) = AzZ(t) +BzuN (t),
Z(t0) = Z0 donné,
∀t ∈ [t0, tf ], S+
(
z1(t), z2(t)
)
= z1(t)− δ 6 0,
∀t ∈ [t0, tf ], S−
(
z1(t), z2(t)
)
= −z1(t)− δ 6 0,
uN ∈ [−Umax,+Umax],
(2.79)
◦
Dans la section précédente, la contrainte de maintien à poste |z1(t)| 6 δ a été prise en
compte en imposant à la trajectoire finale de trouver sur le cercle C0δ de centre (0, 0) et
de rayon δ dans le plan (z1, z2). Il existe donc un instant tc 6 tf tel que la contrainte de
maintien à poste est vérifiée pour t ∈ [tc, tf ]. Cependant, il n’existe pas de garantie de la
satisfaction de la contrainte de maintien à poste pour t ∈ [t0, tc]. L’objectif de cette section
est de résoudre le problème de maintien à poste à consommation minimale sur [t0, tf ] en
prenant en compte la contrainte sur l’état |z1(t)| 6 δ.
S+ et S− sont les deux contraintes sur l’état qui doivent être considérées pour la
résolution du problème. Comme ces deux contraintes ne peuvent pas être actives en même
temps, elles seront traitées indépendamment l’une de l’autre. Il est possible de déterminer
l’ordre de ces contraintes. Il vient en calculant les dérivées temporelles totales des contraintes
et en notant f (n) la dérivée totale d’ordre n de la fonction f par rapport au temps :
S+(0)
(
z1(t), z2(t)
)
= z1(t)− δ, (2.80a)
S+(1)
(
z1(t), z2(t)
)
= z2(t), (2.80b)
S+(2)
(
z1(t), z2(t)
)
= −n2z1(t) + u(t), (2.80c)
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pour la contrainte S+ et :
S−(0)
(
z1(t), z2(t)
)
= −z1(t)− δ, (2.81a)
S−(1)
(
z1(t), z2(t)
)
= −z2(t), (2.81b)
S−(2)
(
z1(t), z2(t)
)
= +n2z1(t)− u(t), (2.81c)
pour la contrainte S−. Les deux contraintes sont donc d’ordre 2.
Pour mémoire, un arc frontière est défini comme la trajectoire t 7→ Z(t), t ∈ [ta, tb] pour
laquelle une contrainte est active. Lorsque ta = tb, l’arc frontière est réduit à un point de
contact. Dans le plan de phase, cet arc de trajectoire peut se représenter par un point.
Sur un arc frontière correspondant à un intervalle de temps [tc1+, tc2+] où la contrainte
S+ est active, les conditions suivantes sont vérifiées : pour t ∈ [tc1+, tc2+],
S+(0)
(
z1(t), z2(t)
)
= 0, (2.82a)
S+(1)
(
z1(t), z2(t)
)
= 0, (2.82b)
ce qui permet d’obtenir :
∀t ∈ [tc1+, tc2+], z1(t) = δ et z2(t) = 0. (2.83)
Dans le plan de phase, cet arc frontière correspond au point de coordonnées (δ, 0).
De la même façon, sur un arc frontière correspondant à un intervalle de temps [tc1−, tc2−]
où la contrainte S− est active, les conditions suivantes sont vérifiées : pour t ∈ [tc1−, tc2−],
S−(0)
(
z1(t), z2(t)
)
= 0, (2.84a)
S−(1)
(
z1(t), z2(t)
)
= 0, (2.84b)
ce qui permet d’obtenir :
∀t ∈ [tc1−, tc2−], z1(t) = −δ et z2(t) = 0. (2.85)
Dans le plan de phase, cet arc frontière correspond au point de coordonnées (−δ, 0).
Sur un arc frontière, le contrôle est obtenu en utilisant les relations S+(2)(z1, z2, u) = 0
et S−(2)(z1, z2, u) = 0. Il vient alors :
∀t ∈ [tc1+, tc2+], u+(t) = n2z1(t) = n2δ, (2.86a)
∀t ∈ [tc1−, tc2−], u−(t) = n2z1(t) = −n2δ. (2.86b)
Ainsi, le contrôle frontière pour la contrainte S+ est un arc de poussée constante égale
à n2δ. Or, pour un arc de poussée constante égale à U , d’après l’analyse effectuée dans la
section 2.2.1 page 58, la trajectoire dans le plan
(
z1,
z2
n
)
est un cercle de centre
(
U
n2 , 0
)
= (δ, 0)
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et de rayon : √(
z01 −
U
n2
)2
+ z
0 2
2
n2
= 0, (2.87)
sur l’arc frontière. Le contrôle sur la frontière S+ impose au satellite de rester sur le point
(δ, 0). Le même raisonnement est applicable au contrôle sur la frontière S− qui impose au
satellite de rester sur le point (−δ, 0).
D’un point de vue opérationnel, si les propulseurs du satellite fournissent une poussée
de type tout ou rien et si Umax 6= n2δ, imposer le contrôle frontière n’est pas faisable.
Cependant, si le satellite arrive sur la frontière en (δ, 0) ou en (−δ, 0), il se trouve sur le
cercle Cδ0 . Le maintien à poste sera alors assuré. De plus, dans l’optique de trouver un profil
de contrôle à consommation minimale, il est plus avantageux en terme de consommation de
ne pas avoir d’arcs frontières et de laisser le satellite évoluer sur le cercle Cδ0 librement. Il
est ainsi possible de supposer l’existence de points de contact mais pas d’arcs frontières. Il
vient ainsi : tc1+ = tc2+ = tc+ et tc1− = tc2− = tc− .
Dans la sous-section suivante, la trajectoire à consommation minimale est calculée depuis
le point de départ jusqu’au point de contact. Le point initial est supposé être dans la fenêtre
de maintien à poste, c’est-à-dire vérifier les conditions −δ 6 z1(t0) 6 δ, et tel que z2(t0) est
positif. Dans ce cas, il apparaît évident qu’une poussée positive +Umax conduit le satellite à
sortir de la fenêtre de maintien à poste (voir la figure 2.8). Si la trajectoire débute par un
arc de poussée négative −Umax et si z2(t0) n’est pas trop grand, alors la trajectoire coupe
le cercle Cδ0 – le caractère pas trop grand de z2(t0) sera dérivé mathématiquement par la
suite. Un arc libre conduit ensuite le satellite au point de contact (δ, 0). Si la trajectoire
initiale commence par un arc libre, un arc de poussée négative est ensuite nécessaire pour
amener le satellite au point de contact (δ, 0). Un raisonnement similaire est applicable avec
une poussée positive si z2(t0) 6 0.
2.4.2 TRAJECTOIRE AVANT LE POINT DE CONTACT
Les deux cas suivants sont étudiés :
• trajectoire commençant par un arc de poussée négative puis un arc libre jusqu’au
point de contact (trajectoire A−B −D de la figure 2.9),
• trajectoire commençant par un arc libre puis un arc de poussée négative jusqu’au
point de contact (trajectoire A− C −D de la figure 2.9).
Le point initial se trouve à l’extérieur du disque délimité par le cercle Cδ0 et vérifie donc
en notant z01 = z1(t0), z2n = z2n et z2n(t0) = z02n :
z0 21 + z0 22n > δ2. (2.88)
En effet, si z0 21 + z0 22n = δ2, le point initial se trouve sur le cercle Cδ0 et il n’est pas
nécessaire de pousser. Il vient en particulier z02n > 0. Ceci permet d’ajouter la condition :(
z0 + Un
)2
+ z0 22n > 0, (2.89)
qui sera utilisée par la suite.
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z1
z2n
δ Un−Un
Figure 2.8 – Arcs de poussées positives et négatives dans le cas où z02n est positif ou négatif.
Par ailleurs, l’instant final est supposé être plus grand que l’instant du point de contact,
c’est-à-dire tf > tc+.
2.4.2.1 TRAJECTOIRE A−B −D
Soit t1 l’instant de commutation de l’arc de poussée négative vers l’arc libre. Dans toute
la suite, les notations suivantes seront adoptées :
cos(n(tc+ − t0)) = C+c0, sin(n(tc+ − t0)) = S+c0,
cos(n(t1 − t0)) = C10, sin(n(t1 − t0)) = S10,
cos(n(tc+ − t1)) = C+c1, sin(n(tc+ − t1)) = S+c1,
(2.90)
avec :
C+2c0 + S+2c0 = 1, C210 + S210 = 1, C+2c1 + S+2c1 = 1. (2.91)
Les conditions finales suivantes doivent être vérifiées :z1(t+c1) = δ,z2n(t+c1) = 0. (2.92)
Or, avec l’hypothèse d’une trajectoire consistant en un arc de poussée négative et un
arc libre, on obtient :z1(t+c1) = (z01 + Un)Cc0 + z02nSc0 − UnC
+
c1,
z2n(t+c1) = −(z01 + Un)Sc0 + z02nCc0 + UnS+c1,
(2.93)
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ce qui permet d’aboutir au système suivant en notant zc1 = z01 + Un :
zc1Cc0 + z02nSc0 = δ + UnC+c1, (2.94a)
− zc1Sc0 + z02nCc0 = −UnS+c1. (2.94b)
z1
z2n
δ−Un
A
D
B
C
n(t1 − t0)
n(tc+ − t1)
n(t2 − t0)
n(tc+ − t2)
Figure 2.9 – Définition des deux trajectoires étudiées avant le point de contact.
En élevant les deux équations précédentes au carré et en les sommant, C+c1 s’exprime
sous la forme :
C+c1 =
zc21 + z0 22n − δ2 − U2n
2Unδ
. (2.95)
La contrainte C+c1 6 1 équivaut à :
zc21 + z0 22n 6 (Un + δ)2, (2.96)
et la contrainte C+c1 > −1 équivaut à :
zc21 + z0 22n 6 (Un − δ)2. (2.97)
Les conditions que le point initial doit vérifier sont résumées sous la forme :
(Un − δ)2 6
(
z01 + Un
)2
+ z0 22n 6 (Un + δ)2. (2.98)
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Le point initial doit donc être à l’intérieur du disque de centre (−Un, 0) de rayon Un + δ
et à l’intérieur du disque de centre (−Un, 0) et de rayon |Un − δ|. Les hypothèses faites au
début de l’étude restent valides, ce qui permet d’obtenir l’espace admissible décrit par la
figure 2.10. Comme le cas où z02n 6 0 se traite de façon similaire, l’espace admissible dans
ce cas a aussi été présenté sur la figure 2.10.
Puisque z02n > 0, S+c1 > 0, S+c1 s’exprime sous la forme :
S+c1 =
1
2Unδ
√[
zc21 + z0 22n − (Un − δ)2
][
(Un + δ)2 − zc21 − z0 22n
]
. (2.99)
Le système d’équations (2.94) est résolu en considérant que les inconnues sont Cc0 et
Sc0. Le déterminant de ce système est
(
z0 + Un
)2
+0 22n > 0, ce qui permet de calculer les
solutions :
Cc0 =
(
δ + UnC+c1
)
zc1 − Unz02nS+c1(
z0 + Un
)2
+0 22n
,
=
zc1
(
δ2 − U2n + zc21 + z0 22n
)
− z02n
√[
zc21 + z0 22n − (Un − δ)2
][
(Un + δ)2 − zc21 − z0 22n
]
2δ
(
zc21 + z0 22n
) ,
(2.100a)
Sc0 =
Unz
c
1S
+
c1 + z22n
(
δ + UnC+c1
)
(
z0 + Un
)2
+0 22n
,
=
z02n
(
δ2 − U2n + zc21 + z0 22n
)
+ zc1
√[
zc21 + z0 22n − (Un − δ)2
][
(Un + δ)2 − zc21 − z0 22n
]
2δ
(
zc21 + z0 22n
) .
(2.100b)
Les expressions de Cc0, Sc0, C+c1 et S+c1 permettent de calculer la position en t = t1. En
effet, en décomposant C10 et S10 à l’aide des formules du cosinus et du sinus d’une somme
il vient :
z1(t1) = zc1C10 + z02nS10 − Un,
= zc1
(
Cc0C
+
c1 + Sc0S+c1
)
+ z02n
(
Sc0C
+
c1 − Cc0S+c1
)
− Un, (2.101a)
z2n(t1) = −zc1S10 + z02nC10,
= −zc1
(
Sc0C
+
c1 − Cc0S+c1
)
+ z02n
(
Cc0C
+
c1 + Sc0S+c1
)
, (2.101b)
puis :
z21(t1) + z22n(t1) = δ2. (2.102)
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Ainsi, la fin de l’arc de poussée se situe sur le cercle Cδ0 . En posant alors :z1(t1) = δC
+
c1,
z2n(t1) = δS+c1,
(2.103)
il est possible de calculer les valeurs de C10 et S10 sous la forme :
C10 =
zc1
(
U2n − δ2 + zc21 + z0 22n
)
+ z02n
√[
zc21 + z0 22n − (Un − δ)2
][
(Un + δ)2 − zc21 − z0 22n
]
2Un
(
zc21 + z0 22n
) ,
(2.104a)
S10 =
z02n
(
U2n − δ2 + zc21 + z0 22n
)
+ zc1
√[
zc21 + z0 22n − (Un − δ)2
][
(Un + δ)2 − zc21 − z0 22n
]
2Un
(
zc21 + z0 22n
) .
(2.104b)
z01
z02n
δ−Un Un
(a) Cas où Un > δ.
z01
z02n
−Un Un δ
(b) Cas où δ > Un.
Figure 2.10 – Espace de départ admissible.
Remarquons qu’il est possible de déterminer l’intersection entre l’arc de poussée initial –
cercle de centre (−Un, 0) et de rayon
√
zc21 + z0 22n – et l’arc libre – portion du cercle Cδ0 de
centre (0, 0) et de rayon δ – de façon géométrique. En effet, un point M de coordonnées
(x, y) appartient à l’intersection de l’arc de poussée initial et l’arc libre si et seulement si x
et y vérifient : (x+ Un)2 + y2 = (z0 + Un)2 + z0 22n ,x2 + y2 = δ2. (2.105)
La deuxième équation permet d’écrire : y2 = δ2− x2 puis y = √δ2 − x2 en choisissant la
racine positive puisque z02n > 0 de qui devient en replaçant la valeur de y dans la première
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équation :
x = z
c2
1 + z0 22n − δ2 − U2n
2Un
= δC+c1, (2.106)
puis :
y = 12Un
√[
zc21 + z0 22n − (Un − δ)2
][
(Un + δ)2 − zc21 − z0 22n
]
= δS+c1. (2.107)
Les valeurs de C+c1 et S+c1 sont donc retrouvées géométriquement.
2.4.2.2 TRAJECTOIRE A− C −D
La trajectoire avant le point de contact est supposée être constituée d’un arc libre sur
l’intervalle temporel [t0, t2] suivi d’un arc de poussée négative sur l’intervalle temporel
[t2, tc+]. t2 est donc l’instant de commutation de l’arc libre vers l’arc de poussée négative.
Dans toute la suite, les notations suivantes seront adoptées :
cos(n(t2 − t0)) = C20,
sin(n(t2 − t0)) = S20,
cos(n(t+c1 − t2)) = C+c2,
sin(n(t+c1 − t2)) = S+c2,
(2.108)
avec :
C220 + S220 = 1,
C+2c2 + S+2c2 = 1.
(2.109)
Les conditions finales suivantes doivent être vérifiées :z1(t+c1) = δ,z2n(t+c1) = 0. (2.110)
Or, avec l’hypothèse d’une trajectoire consistant en un arc libre et un arc de de poussée
négative, il vient : z1(t+c1) = z01Cc0 + z02nSc0 − Un(1− C
+
c2),
z2n(t+c1) = −z01Sc0 + z02nCc0 − UnS+c2,
(2.111)
ce qui permet d’aboutir au système suivant en notant zc1 = z01 + Un :
z01Cc0 + z02nSc0 = δ + Un(1− C+c2), (2.112a)
− z01Sc0 + z02nCc0 = −UnS+c2. (2.112b)
En élevant les deux équations précédentes au carré et en les sommant, il vient :
C+c2 =
(δ + Un)2 + U2n − z0 21 − z0 22n
2Un(δ + Un)
. (2.113)
La contrainte C+c2 6 1 équivaut à :
z0 21 + z0 22n > δ2, (2.114)
2.4. Solution analytique du problème de maintien à poste hors-plan 91
et la contrainte C+c1 > −1 équivaut à :
z0 21 + z0 22n 6 (δ + 2Un)2. (2.115)
Les conditions que le point initial doit vérifier sont résumées sous la forme :
δ2 6
(
z01 + Un
)2
+ z0 22n 6 (δ + 2Un)2. (2.116)
Le point initial doit donc être à l’extérieur du disque de centre (0, 0) de rayon δ et à
l’intérieur du disque de centre (0, 0) et de rayon δ + 2Un. Les hypothèses faites au début de
l’étude restent valides.
Puisque z02n > 0, S+c2 vérifie S+c2 > 0 et :
S+c2 =
1
2Un(δ + Un)
√[
z0 21 + z0 22n − δ2
][
(δ + 2Un)2 − z0 21 − z0 22n
]
. (2.117)
Le système d’équations (2.112) est résolu en considérant que les inconnues sont Cc0 et
Sc0. Le déterminant de ce système est z0 21 +0 22n > 0, ce qui permet de calculer les solutions :
C+c0 =
(
δ + Un(1− C+c2)
)
z01 − Unz02nS+c2
z0 21 +0 22n
,
=
z01
(
(δ + Un)2 − U2n + z0 21 + z0 22n
)
− z02n
√[
z0 21 + z0 22n − δ2
][
(δ + 2Un)2 − z0 21 − z0 22n
]
2(δ + Un)
(
z0 21 + z0 22n
) ,
(2.118a)
S+c0 =
Unz
0
1S
+
c2 + z22n
(
δ + Un(1− C+c2)
)
z0 21 + z0 22n
,
=
z02n
(
(δ + Un)2 − U2n + z0 21 + z0 22n
)
+ z01
√[
z0 21 + z0 22n − δ2
][
(δ + 2Un)2 − z0 21 − z0 22n
]
2(δ + Un)
(
z0 21 + z0 22n
)
(2.118b)
Puisque l’arc de trajectoire entre les instants t2 et tc+ est un arc de poussée négative, il
est possible d’écrire :
z1(tc+) = z1(t2)C+c12 + z2n(t2)S
+
c12 − Un
(
1− C+c12
)
= δ, (2.119a)
z2n(tc+) = −z1(t2)S+c12 + z2n(t2)C+c12 − UnS+c12 = 0, (2.119b)
ce qui permet de déterminer la position de la commutation en t = t2 entre l’arc libre et l’arc
de poussée négative :
z1(t2) =
(
δ + Un
(
1− C+c12
))
C+c12 − UnS+2c12, (2.120a)
z2n(t2) = C+c12S
+
c12Un +
(
δ + Un
(
1− C+c12
))
S+c12. (2.120b)
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Il en outre possible de vérifier que :
z21(t2) + z22n(t2) = z0 21 +0 22n . (2.121)
2.4.2.3 COMPARAISON DES TRAJECTOIRES A−B −D ET A− C −D
Les deux hypothèses de structure de la trajectoire optimale entre le point initial et
l’entrée sur l’arc frontière ont conduit à des instants de commutation et des durées de
poussée différentes :
• pour la trajectoire composée d’un arc de poussée négative sur l’intervalle [t0, t1] puis
d’un arc libre sur l’intervalle [t1, tc+] (trajectoire A−B −D), la durée de la poussée
est donnée par le système d’équations (2.104),
• pour la trajectoire composée d’un arc libre sur l’intervalle [t0, t2] puis d’un arc de
poussée négative sur l’intervalle [t2, tc+] (trajectoire A−C−D), la durée de la poussée
est donnée par les équations (2.113) et (2.117).
Comme les poussées sont de type tout ou rien, la consommation est proportionnelle à la
durée de l’arc de poussée. Ainsi la trajectoire pour laquelle la consommation est minimale
est celle pour laquelle l’arc de poussée est le plus petit. A partir de l’expression du cosinus
des durées des arcs, il est possible de déterminer la structure conduisant à la consommation
la plus faible.
Soit ∆ = C10 − C+c2. Effectuons l’hypothèse ∆ 6 0. Il vient alors :
∆ 6 0⇒
zc1
(
U2n − δ2 + zc21 + z0 22n
)
+ z02n
√[
zc21 + z0 22n − (Un − δ)2
][
(Un + δ)2 − zc21 − z0 22n
]
2Un
(
zc21 + z0 22n
)
− (δ + Un)
2 + U2n − z0 21 − z0 22n
2Un(δ + Un)
6 0,
⇒
Un>0
zc1
(
U2n − δ2 + zc21 + z0 22n
)
(δ + Un)−
[
(δ + Un)2 + U2n − z0 21 − z0 22n
] (
zc21 + z0 22n
)
(δ + Un)
(
zc21 + z0 22n
)
+
z02n
√[
zc21 + z0 22n − (Un − δ)2
][
(Un + δ)2 − zc21 − z0 22n
]
zc21 + z0 22n
6 0,
=⇒
zc21 +z0 22n >0
−
[
(δ + z01)(Un + z01) + z0 22n
] [
(δ + Un)2 − zc21 − z0 22n
]
δ + Un
+ z02n
√
zc21 + z0 22n − (Un − δ)2
√
(Un + δ)2 − zc21 − z0 22n 6 0,
=⇒√
(Un+δ)2−zc21 −z0 22n >0
z02n
√
zc21 + z0 22n − (Un − δ)2,
6 (δ + z
0
1)(Un + z01) + z0 22n
δ + Un
√
(Un + δ)2 − zc21 − z0 22n .
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Par ailleurs, il est possible de remarquer que :
(δ + z01)(Un + z01) + z0 22n 6 0
⇐⇒ z0 22n + z0 21 + z01(δ + Un) + δUn 6 0,
⇐⇒ z0 22n +
(
z01 +
Un + δ
2
)2
6
(
Un + δ
2
)2
− δUn =
(
Un − δ
2
)2
. (2.123a)
Ainsi, le terme (δ + z01)(Un + z01) + z0 22n est négatif si et seulement si le point initial
se trouve à l’intérieur du disque de centre Un+δ2 et de rayon
|Un−δ|
2 . Il apparaît que cette
zone est à l’intérieur des zones exclues par les hypothèses effectuées au début de l’analyse.
Ainsi, avec les hypothèses effectuées sur le point initial, le terme (δ+ z01)(Un + z01) + z0 22n est
toujours positif. De plus, puisque z2n > 0 et δ + Un > 0, on a :
∆ 6 0,
⇒ z0 22n (δ + Un)2
[
zc21 + z0 22n − (Un − δ)2
]
6
[
(Un + δ)2 − zc21 − z0 22n
] [
(δ + z01)(Un + z01) + z0 22n
]2
,
⇒
[
z0 21 + z0 22n − δ2
] [
(z01 + Un)2 + z0 22n
] [
(z01 + δ)2 + z0 22n + 2Un(z01 + δ)
]
6 0. (2.124a)
D’après les hypothèses effectuées précédemment :
z0 21 + z0 22n − δ2 > 0, (2.125a)
(z01 + Un)2 + z0 22n > 0, (2.125b)
(z01 + δ)2 + z0 22n + 2Un(z01 + δ) > 0 car z0 22n > 0. (2.125c)
∆ vérifie ainsi ∆ > 0, ce qui est contraire à l’hypothèse ∆ 6 0 effectuée précédemment.
Il vient donc ∆ > 0, ce qui se traduit par : C10 > C+c2, puis : t1 − t0 > tc+ − t2. Ainsi, la
durée de l’arc de poussée pour la trajectoire A−B −D est inférieure à la longueur de l’arc
de poussée pour la trajectoire A−C −D. Ainsi, une trajectoire avec un arc de poussée puis
un arc libre conduit à une consommation strictement plus petite qu’une trajectoire avec un
arc libre puis un arc de poussée négative.
2.4.3 ÉTUDE DU POINT DE CONTACT ET DU VECTEUR ADJOINT
2.4.3.1 CONDITION DE SAUT
Au point de jonction (δ, 0), il peut y avoir un discontinuité du vecteur adjoint. En notant
Λ =
[
λ1n λ2
]T
, les conditions de saut s’écrivent :
Λ(t+c+) = Λ(t−c+) + µ1
∂S+(0)
∂Z
+ µ2
∂S+(1)
∂Z
, (2.126a)
H(t+c+) = H(t−c+) + µ1
∂S+(0)
∂t
+ µ2
∂S+(1)
∂t
, (2.126b)
Puisque la contrainte sur l’état S+ est indépendante du temps, le hamiltonien est continu
au point de jonction. Puisque l’arc de trajectoire arrivant sur le point de contact est un
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arc libre, l’expression des dérivées totales successives de S+ par rapport au temps permet
d’obtenir :
λ1(t+c+) = λ1(t−c+) + µ1, (2.127a)
λ2(t+c+) = λ2(t−c+) + µ2, (2.127b)
−δλ2(t+c+) = −δλ2(t−c+). (2.127c)
On obtient alors µ2 = 0. Ainsi, λ2 est également continu au point de contact. Il reste
alors à déterminer µ tel que : λ1(t+c+) = λ1(t−c+) + µ.
L’horizon temporel est supposé plus grand que l’instant de commutation, c’est-à-dire :
tf > tc. Après le point de contact, le satellite évolue sur le cercle Cδ0 . La position finale peut
alors être écrite sous la forme : z1(tf ) = δ cosφ,z2n(tf ) = δ sinφ. (2.128)
Les conditions de transversalité sont donc identiques aux conditions données par l’équa-
tion (2.39) réécrite ici :
λ1n(tf ) sinφ− λ2(tf ) cosφ = 0. (2.129)
La trajectoire finale étant un arc libre sur le cercle Cδ0 , le hamiltonien à l’instant final
est donné par :
H(tf ) = n2 (λ1n(tf )z2n(tf )− λ2(tf )z1(tf )) ,
= n2 (λ1n(tf )δ sinφ− λ2(tf )δ cosφ) ,
= 0,
(2.130)
d’après les conditions de transversalité. Puisque le systèmes est homogène, c’est-à-dire que
la fonction de la dynamique ne dépend pas explicitement du temps, et que le hamiltonien
est continu au point de contact, le hamiltonien est constant sur l’ensemble de la trajectoire.
Ainsi :
∀t ∈ [t0, tf ], H(t) = 0. (2.131)
2.4.3.2 VALEUR INITIALE DU VECTEUR ADJOINT
Au point de jonction (δ, 0) en t = tc+, le hamiltonien s’exprime selon :
H(tc+) = −n2δλ2(tc+). (2.132)
Cela permet d’obtenir : λ2(tc+) = 0, ce qui est compatible avec l’arrivée au point de
contact par un arc libre puisque λ2(tc+) 6 1. Il est possible de remonter aux valeurs initiales
du vecteur adjoint selon :
λ02C
+
c0 − λ01nS+c0 = 0. (2.133)
Puisque l’arc de trajectoire initial est un arc de poussée négative, le hamiltonien au
temps initial s’écrit sous la forme :
H(t0) = n2
(
Un + λ01nz02n − λ02(z01 + Un)
)
= 0. (2.134)
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Le système d’équations : λ02C
+
c0 − λ01nS+c0 = 0,
Un + λ01nz02n − λ02zc1 = 0,
(2.135)
permet de calculer la valeur initiale du vecteur adjoint. Le déterminant de ce système est :
zc1S
+
c0 − z02nC+c0 =
1
2δ
√
zc21 + z0 22n − (Un − δ)2
√
(Un + δ)2 − zc21 − z0 22n (2.136)
Le déterminant s’annule lorsque :
• zc21 + z0 22n − (Un − δ)2 = 0, c’est à dire que lorsque le point initial se trouve sur le
cercle de centre (−Un, 0) de rayon |Un − δ| qui est à l’extérieur de la zone admissible
pour le point initial,
• (Un + δ)2− zc21 − z0 22n = 0, c’est-à-dire lorsque le point initial se trouve sur le cercle de
centre (−Un, 0) de rayon Un + δ qui passe donc par le point de contact. Il est possible
de supposer pour la suite que le point initial ne se trouve pas sur ce cercle.
Le déterminant ne s’annulant pas, les solutions s’écrivent :
λ01n =
2δUnC+c0√
zc21 + z0 22n − (Un − δ)2
√
(Un + δ)2 − zc21 − z0 22n
,
= Un
zc1
[
zc21 + z0 22n + δ2 − U2n
]
− z02n
√
zc21 + z0 22n − (Un − δ)2
√
(Un + δ)2 − zc21 − z0 22n[
zc21 + z0 22n
]√
zc21 + z0 22n − (Un − δ)2
√
(Un + δ)2 − zc21 − z0 22n
,
(2.137a)
λ02 =
2δUnS+c0√
zc21 + z0 22n − (Un − δ)2
√
(Un + δ)2 − zc21 − z0 22n
,
= Un
z02n
[
zc21 + z0 22n + δ2 − U2n
]
+ zc1
√
zc21 + z0 22n − (Un − δ)2
√
(Un + δ)2 − zc21 − z0 22n[
zc21 + z0 22n
]√
zc21 + z0 22n − (Un − δ)2
√
(Un + δ)2 − zc21 − z0 22n
.
(2.137b)
L’instant t = t1 correspond à une commutation entre un arc de poussée négative et un
arc libre. Il est donc nécessaire de vérifier λ2(t1) = 1. Or, en utilisant l’expression de λ01n et
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λ02 calculée précédemment :
λ2(t1) = λ02C10 − λ1nS10,
= UnC
+
c0C10 − UnS+c0S10
zc1S
+
c0 − z02nC+c0
,
= UnS
+
c1
zc1S
+
c0 − z02nC+c0
,
=
(2.94b)
−z02nC+c0 + zc1S+c0
zc1S
+
c0 − z02nC+c0
,
= 1.
(2.138)
t1 est donc bien un instant de commutation entre un arc de poussée négative et un arc
libre.
Le rayon du cercle que parcourt la trajectoire t 7→ (λ1n(t), λ2(t)) dans le plan (λ1n, λ2)
est donné par :
Aλ =
√
λ0 21n + λ0 22 =
U2n(C210 + S210)
(zc1S+c0 − z02nC+c0)2
=
√
1
S+2c1
= 1
S+c1
, (2.139)
car S+c1 > 0. Ainsi, Aλ > 1, ce qui est compatible avec l’existence d’un arc de poussée. Il y a
égalité pour :
(z01 + Un)2 + z0 22n = U2n + δ2, (2.140)
c’est-à-dire lorsque le point initial se trouve sur le cercle de centre (−Un, 0) et de rayon√
U2n + δ2, passant par les points (0,±δ).
La courbe d’équation λ02 = 1 est donnée par :
Unz
0
2n
[
zc21 + z0 22n + δ2 − U2n
]
+
(
zc1 − zc21 − z0 22n
)√
zc21 + z0 22n − (Un − δ)2
√
(Un + δ)2 − zc21 − z0 22n = 0, (2.141)
et est illustrée sur le graphe de la figure 2.11. Dans la zone définie par λ02 > 1, l’hypothèse
d’une trajectoire optimale constituée d’un arc de poussée négative puis d’un arc libre est
valide, mais dans la zone définie par λ02 6 1, il est nécessaire de considérer une trajectoire
commençant par un arc libre. Dans la suite de l’étude, le point initial est choisi de telle
sorte que la condition λ02 > 1 est respectée.
2.4.3.3 SAUT AU POINT DE CONTACT
Il est possible de remarquer que φ+n(tf−tc+) = 2pi (voir figure 2.12). Ainsi, la condition
de transversalité (2.129) se réécrit :
λ1n(tf ) sin
(
n(tf − tc+)
)
+ λ2(tf ) cos
(
n(tf − tc+)
)
= 0, (2.142)
ou encore :
λ1n(tf ) cos
(
pi
2 − n(tf − tc+)
)
+ λ2(tf ) sin
(
pi
2 − n(tf − tc+)
)
= 0. (2.143)
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Figure 2.11 – — : cercle d’équation z0 21 + z0 22n = δ2 avec δ = 1,
— : courbe d’équation λ02 = 1 pour Un = 0.5 (Un 6 δ),
— : courbe d’équation λ02 = 1 pour Un = 2 (Un > δ) .
En réécrivant : pi2−n(tf−tc+) = n
(
pi
2n + tc+ − tf
)
, l’équation de transversalité s’interprète
comme :
λ1n
(
pi
2n + tc+
)
= 0. (2.144)
Il est possible de calculer λ2
(
pi
2n + tc+
)
en remontant la trajectoire jusqu’à l’instant de
contact
λ2
(
pi
2n + tc+
)
= −λ1n(t+c+) sin
(
pi
2 − n(tc+ − tc+)
)
+ λ2(t+c+) cos
(
pi
2 − n(tc+ − tc+)
)
,
= −λ1n(t+c+),
= −λ1n(t−c+)− µ1
(2.145)
Or, si l’arc de trajectoire pour t ∈ [tc+, tf ] est libre, λ2 doit vérifier : λ2(t) > −1, et en
particulier, λ2
(
pi
2n + tc+
)
> −1.
Puisque λ2(tc+) = 0, il vient nécessairement λ1n(t−c+) = Aλ. Il est alors possible d’en
déduire :
µ 6 1−Aλ. (2.146)
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z1
z2n
δ−Un
n(t1 − t0)
φ
n(tc+ − t1)
n(tf − tc+)
Figure 2.12 – Illustration de la relation φ+ n(tf − tc+) = 2pi.
2.4.3.4 CONCLUSION
En utilisant le formalisme des méthodes indirectes, les conditions nécessaires pour le
problème de maintien à poste hors-plan ont pu être établies. D’une part, le point initial doit se
trouver dans une zone bornée de l’espace pour que le maintien à poste soit assuré. Si tel n’est
pas le cas, la trajectoire sort nécessairement de la zone admissible. L’existence de cette zone
admissible provient du caractère borné de la poussée. D’autre part, l’utilisation du principe
du maximum avec les contraintes sur l’état met en évidence la nécessité d’une discontinuité
du vecteur adjoint au point de contact avec la frontière. Les conditions nécessaires sur le
vecteur adjoint conduisent à la mise en valeur d’une zone à l’intérieur de l’espace admissible
peut-être divisée en deux zones, une pour laquelle la valeur initiale du vecteur adjoint
est plus grande que 1 et l’autre dans le cas contraire. La courbe délimitant ne s’exprime
pas géométriquement de façon simple, et la détermination de cette frontière doit se faire
numériquement.
2.5 CONCLUSION
Les développements de ce chapitre ont pu mettre en lumière le caractère non unique
de la solution optimale du problèmes de résonance. Puisque le Principe du Maximum ne
donne que des conditions nécessaires, il est indispensable de tester les 16 cas développés
pour déterminer la configuration qui conduit à la consommation la plus faible. Certains cas
seront automatiquement éliminés car ils conduisent à une contradiction. Par exemple, si
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l’on suppose que la trajectoire optimale commence avec une poussée, il n’est pas possible
d’avoir un vecteur adjoint initial non compatible avec cette hypothèse.
Après le problème de rendez-vous, un cas simplifié de maintien à poste a été étudié.
En effet, pour un problème de résonance pour lequel l’amplitude des oscillations est plus
petite que la taille de la fenêtre, le maintien à poste est assuré dès que cette résonance est
atteinte. De plus, lorsque l’amplitude de la résonance tend vers 0, les conditions nécessaires
du problème de rendez-vous sont retrouvées aisément. Dans le cas où les contraintes de
maintien à poste sont ajoutées au problème, il est nécessaire d’utiliser la version étendue du
Principe du Maximum afin d’exprimer les conditions nécessaires en présence des contraintes
sur l’état. Ces dernières mettent en lumière l’existence d’une zone de l’espace en dehors de
laquelle le maintien à poste est impossible à cause du caractère borné de la poussée produite
par les propulseurs considérés.
Le développement analytique des conditions nécessaire sur ces problèmes relativement
simples montrent qu’il reste indispensable d’utiliser une évaluation numérique pour détermi-
ner complètement la trajectoire et le profil de contrôle optimaux. Dans le cas du problème de
résonance, la valeur de la position et de la vitesse initiale permettent de déterminer quels cas
sont possibles et la comparaison des consommations qui en découlent conduit au choix du
profil à consommation minimale. Dans le cas du problème de maintien à poste, la condition
imposant à la valeur initiale du vecteur adjoint d’être plus grand que 1 se traduit par la
présence de deux zones dont les frontières ne peuvent pas s’interpréter simplement de façon
géométrique. Les conditions nécessaires développées dans ce chapitre et conduisant à un
contrôle en boucle ouverte pourront être retrouvées par l’utilisation de méthodes numériques
pour la résolution des problèmes de commande optimale.

Chapitre3
Solution du problème de maintien à poste
sur une semaine avec une méthode de
décomposition en trois étapes
Les [uns] ont calculé que les chances d’exister
d’un phénomène aussi manifestement absurde
sont de une sur un million. Mais les [autres], eux,
ont calculé que les chances uniques sur un million
se réalisent neuf fois sur dix.
Terry Pratchett, Les Annales du Disque Monde,
trad. Patrick Couton
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3.1 INTRODUCTION
Le problème de maintien à poste 1.1 défini page 41 est un problème de contrôle optimal à
consommation minimale avec contraintes sur le contrôle et sur l’état. Bien qu’elles soient en
général difficiles à prendre en compte pour la résolution d’un problème de contrôle optimal,
les contraintes sur l’état du problème 1.1 peuvent être traitées avec des méthodes présentées
dans le chapitre précédent. En revanche, les contraintes opérationnelles sur le contrôle du
problème de maintien à poste sont des contraintes implicites, puisqu’elles s’appliquent sur les
instants de milieu des poussées et les demi-largeurs de ces dernières, qui sont des paramètres
du profil de contrôle. Ces contraintes, appelées par la suite contraintes opérationnelles, ne
peuvent pas être facilement traitées par des méthodes indirectes.
Les méthodes directes appliquées sur le problème complet se révèlent elles-aussi infruc-
tueuses. En effet, considérer les contraintes opérationnelles nécessite de supposer connu le
nombre optimal de poussées par propulseurs. Or ce nombre optimal de poussée n’est pas
connu a priori, et son calcul requiert la résolution d’un problème d’optimisation non linéaire
et non convexe en nombres entiers, les variables entières étant le nombre de poussées par
propulseur, pour lequel il n’existe pas de méthodes générales de résolution. Nous proposons
donc une approche nouvelle qui repose sur une résolution du problème de contrôle optimal
en trois étapes.
La première étape consiste en la formulation et la résolution par le Principe du Maximum
d’un problème de maintien à poste simplifié pour lequel les contraintes opérationnelles ont
été enlevées. Cette étape nécessite la résolution d’un problème aux deux bouts par une
méthode de tir par exemple et pour lequel l’initialisation peut-être particulièrement sensible
et difficile. Pour contourner cette difficulté, une solution approchée est obtenue par une
méthode de collocation directe et sert d’initialisation au problème aux deux bouts issu de
l’application du Principe du Maximum. Comme les contraintes opérationnelles n’ont pas
été considérées pour ce problème, le signal de commande obtenu ne satisfait généralement
pas les contraintes opérationnelles. En pratique, dans le cas d’un problème de maintien
à poste pour un satellite géostationnaire, le profil de contrôle optimal ne vérifie pas les
contraintes opérationnelles puisque les deux propulseurs Nord et les deux propulseurs Sud
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ont tendance à pousser ensemble respectivement. Lors de la résolution de cette première
étape, le caractère tout ou rien du profil de contrôle est approché par une fonction sigmoïde
continue qu’il est nécessaire de transformer en un signal tout ou rien pour obtenir des
créneaux de poussée.
Le profil de contrôle issu de la première étape ne respectant pas les contraintes opération-
nelles, une deuxième étape est nécessaire. Tout d’abord, le profil de contrôle continu obtenu
à la fin de la première étape est transformé en un profil tout ou rien à partir de valeurs seuils
choisies. Deux problèmes d’optimisation sont ensuite construits dont le but est d’optimiser
sous les contraintes opérationnelles les instants de milieu de poussée et les demi-largeurs
de ces dernières afin d’obtenir des profils de contrôles dits équivalents à ceux obtenus à
la première étape). Ces deux schémas d’équivalence correspondent respectivement à une
équivalence en consommation et à une équivalence en effet, mais ne sont pas nécessairement
plus efficaces en termes de consommation.
En effet, les instants de milieu de poussées et leurs demi-largeurs obtenues à la fin de
la deuxième étape sont très sensibles à la valeur seuil choisie pour transformer le profil
continu de la première étape en un profil tout ou rien. C’est pourquoi, une troisième étape
d’optimisation est nécessaire afin d’affiner ce choix et améliorer la consommation. Le profil
de contrôle issu de la solution de la deuxième étape définit une succession d’arc libres et
d’arcs de poussée pour chacun des propulseurs du satellite. Ainsi, le passage d’un arc au
suivant peut être interprété comme une commutation entre deux sous-systèmes du système
global. De la même façon, les instants d’allumage et d’extinction des propulseurs peuvent
être considérés comme les instants de commutation entre les différents sous-systèmes. Pour
la troisième étape, nous proposons alors d’utiliser une technique d’optimisation s’appuyant
sur la théorie des systèmes à commutation pour déterminer les instants optimaux de début
et de fin de poussée satisfaisant les contraintes opérationnelles.
Les solutions de la méthode de décomposition proposée sont analysées dans deux cadres
de travail différents mais relativement proches. Tout d’abord, un problème de rendez-vous
avec un point se déplaçant sur une orbite géostationnaire est envisagé avec un modèle
képlérien. La méthode de décomposition en trois étapes de ce chapitre est ensuite au
problème de maintien à poste complet.
3.2 ÉTAPE 1 : SOLUTION DU PROBLÈME DE MAINTIEN À
POSTE SANS LES CONTRAINTES OPÉRATIONNELLES
La première étape proposée consiste en la résolution du problème de contrôle optimal
simplifié associé au problème de maintien à poste pour lequel les contraintes opérationnelles
ont été retirées. Ce problème de contrôle optimal est d’abord résolu par une méthode
de collocation directe dont le but est d’initialiser le problème aux deux bouts issu de
l’application du Principe du Maximum.
3.2.1 REFORMULATION DU PROBLÈME
Pour mémoire, les contraintes opérationnelles sont les suivantes :
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(i) la poussée est idéalement soit nulle soit non nulle et constante (il s’agit d’un profil
on-off),
(ii) deux propulseurs ne peuvent pas être actifs simultanément,
(iii) une poussée doit avoir une durée minimale de Tl = 5 minutes,
(iv) l’intervalle de temps minimal entre deux poussées d’un même propulseur est de Td = 20
minutes,
(v) l’intervalle de temps entre deux poussées de deux propulseurs différents est de Ts = 5
minutes.
Si les contraintes opérationnelles (i) à (v) liées aux propulseurs sont retirées du problème
de maintien à poste 1.1 à résoudre, le contrôle peut être écrit sous la forme de fonctions
continues t 7→ F (t) ∈ R4, puisque le paramétrage des profils de poussée présenté en partie
1.4.2.2 a été effectué dans le but d’exprimer les contraintes opérationnelles de façon plus
simple et que ces dernières sont retirées du problème d’optimisation pour la première étape.
L’espace admissible au temps final doit également être déterminé. Trois cas de figure
ont été choisis :
• la position finale peut être laissée libre,
• le satellite peut être contraint de revenir au centre de la fenêtre de maintien à poste,
et la trajectoire doit vérifier : x(tf ) = 0,
• le satellite peut être contraint de revenir au point initial et la trajectoire doit vérifier
une contrainte d’état final : x(tf ) = x0.
Si la première contrainte finale correspond à proprement parler à un problème de
maintien à poste puisque seule la restriction de la fenêtre doit être vérifiée, les deux autres
ne sont pas moins intéressantes. En effet, ces contraintes s’apparentent davantage à un
problème de rendez-vous, et un problème de maintien à poste peut s’interpréter comme un
problème d’opérations de proximité pour un satellite chasseur autour d’une cible fictive
– le point de maintien à poste. Ainsi, la deuxième contrainte est interprétable comme un
rendez-vous avec le centre de la fenêtre tandis que la troisième est un rendez-vous avec le
point initial. En pratique, seules les deux premières contraintes seront considérées par la
suite.
Avec ces remarques, deux problèmes peuvent être définis. Le premier est le problème de
maintien à poste à position finale libre (problème 3.1) et le deuxième est le problème de
maintien à poste à état final forcé à 0 (problème 3.2). Si la position finale doit être forcée à
une valeur différente de 0, un changement de variables spatial permet de se ramener au cas
où la position finale est forcée à 0.
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Problème 3.1. Trouver les fonc-
tions t 7→ Fi(t), i = 1, . . . , 4, solu-
tions du problème de minimisation :
min
Fi(t)
J =
4∑
i=1
∫ tf
t0
|Fi(t)|dt
satisfaisant :
x˙(t) = A(t)x(t) +D(t) + B˜(t)F (t),
x(t0) = x0,
x(tf ) libre,∣∣∣∣∣ [0 1 0]C(t)x(t)
∣∣∣∣∣ 6 δ,∣∣∣∣∣ [0 0 1]C(t)x(t)
∣∣∣∣∣ 6 δ,
0 6 Fi(t) 6 1.
(3.1)
◦
Problème 3.2. Trouver les fonc-
tions t 7→ Fi(t), i = 1, . . . , 4, solu-
tions du problème de minimisation :
min
Fi(t)
J =
4∑
i=1
∫ tf
t0
|Fi(t)|dt
satisfaisant :
x˙(t) = A(t)x(t) +D(t) + B˜(t)F (t),
x(t0) = x0,
x(tf ) = 0,∣∣∣∣∣ [0 1 0]C(t)x(t)
∣∣∣∣∣ 6 δ,∣∣∣∣∣ [0 0 1]C(t)x(t)
∣∣∣∣∣ 6 δ,
0 6 Fi(t) 6 1.
(3.2)
◦
Les problèmes 3.1 et 3.2 sont des problèmes de contrôle optimal avec contraintes sur l’état
et le contrôle qui peuvent être résolus par une méthode indirecte basée sur le Principe du
Maximum de Pontryagin ou par une méthode directe (une méthode explicite de collocation
par exemple). Dans le premier cas, la présence de contraintes sur l’état et la nature du
problème rendent la solution du problème aux deux bouts issu du PMP très sensible à
son initialisation, conduisant à des problèmes de convergence des méthodes de tir ou des
méthodes de différences finies employées. Dans le second cas, quelle que soit la méthode
directe utilisée, les contraintes explicites sur l’état et la commande ne peuvent pas être
garanties entre les points de discrétisation et la solution obtenue peut comprendre un nombre
non optimal de manœuvres entraînant une surconsommation.
Afin de pallier ces différentes problèmes, il est proposé dans la suite une méthode hybride
composée d’une première résolution par une méthode directe dont la solution va constituer
une bonne condition initiale candidate pour la résolution du problème aux deux bouts. Nous
verrons dans la suite que dans cette résolution indirecte, l’introduction d’un paramètre de
seuil due à la régularisation des profils de poussée va permettre d’introduire un degré de
liberté, utilisé afin d’optimiser le nombre de manœuvres issu de la résolution directe du
problème.
3.2.2 INITIALISATION DU PROBLÈME AUX DEUX BOUTS PAR UNE MÉ-
THODE DIRECTE
Une méthode directe est utilisée pour initialiser la résolution des problèmes 3.1 et 3.2.
Pour ce faire, nous procédons à un paramétrage des signaux d’état et de commande. Soit le
découpage uniforme de l’intervalle de résolution [t0, tf ] suivant :
t0 = τ0 < τ1 < · · · < τk < · · · < τN−1 < τN = tf , (3.3)
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définissant N sous intervalles [τk, τk+1], k = 0, . . . , N − 1, de longueurs identiques ∆τ =
τk+1 − τk. Le vecteur d’état x et le vecteur de contrôle F sont évalués en chacun des points
τk. Notons :
xj = x(τj) et Fj = F (τj), (3.4)
de façon à remplacer les fonctions inconnues par les variables inconnues {xj}j=1,...,N ∈ R6×N
et {Fj}j=1,...,N ∈ [0, 1]4×N . Puis la dynamique est satisfaite grâce à un schéma d’intégration
implicite. En posant :
x˙(t) = A(t)x(t) +D(t) + B˜(t)F (t) = f(t, x, F ), (3.5)
la méthode d’intégration de Simpson 1-3 d’ordre 4 proposées par [Hull, 2003] :
xj+1 − xj
∆τ =
1
6
[
f(tj , xj , Fj) + 4fmj + f(tj+1, xj+1, Fj+1)
]
, (3.6)
où fmj est définie par :
fmj = f
(
tj + tj+1
2 ,
xj + xj+1
2 −
1
8
[
f(tj , xj , Fj)− f(tj+1, xj+1, Fj+1)
]
,
Fj + Fj+1
2
)
. (3.7)
La contrainte dynamique x˙−f(t, x, F ) est alors remplacée par une contrainte d’annulation
des résidus calculés à partir du schéma numérique présenté ci-dessus :
Rj = xj+1 − xj − ∆τ6
[
f(τj , xj , Fj) + 4fmj + f(τj+1, xj+1, Fj+1)
]
. (3.8)
Dans la suite, les résidus seront calculés avec la méthode de Simpson d’ordre 4. En
remplaçant l’expression de f par la dynamique relative du satellite par rapport au point de
maintien à poste, il vient : pour j = 0, . . . N − 1,
Rj = xj+1 − xj−∆τ6
[
A(τj)xj +D(τj)+ B˜(τj)Fj +A(τj+1)xj+1 +D(τj+1)+ B˜(τj+1)Fj+1
+A
(
τj+τj+1
2
) [
xj+xj+1
2 − ∆τ8
(
A(τj)xj +D(τj) + B˜(τj)Fj −A(τj+1)xj+1 −D(τj+1)
−B˜(τj+1)Fj+1
)]
+D
(
τj+τj+1
2
)
+ B˜
(
τj+τj+1
2
)
Fj+Fj+1
2
]
. (3.9)
En renommant :
Aj = A(τj),
Dj = D(τj),
B˜j = B˜(τj),
Amj = A
(
τj+τj+1
2
)
,
Dmj = D
(
τj+τj+1
2
)
,
B˜mj = B˜
(
τj+τj+1
2
)
,
(3.10)
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les résidus s’écrivent de façon factorisée : pour j = 0, . . . N − 1,
Rj(xj , xj+1, Fj , Fj+1) =
[
I6 +
∆τ
6
(
−2Amj +
∆τ
2 AmjAj+1 −Aj+1
)]
xj+1
−
[
I6 +
∆τ
6
(
2Amj +
∆τ
2 AmjAj +Aj
)]
xj
+ ∆τ6
[
−B˜j+1 + ∆τ2 Amj B˜j+1 − 2B˜mj
]
Fj+1
− ∆τ6
[
B¯j +
∆τ
2 Amj B¯j + 2B¯mj
]
Fj
+ ∆τ12
[
8Dmj −
(
∆τAmj − 2I6
)
Dj+1 +
(
∆τAmj + 2I6
)
Dj
]
,
(3.11)
où I6 désigne la matrice identité de dimension 6.
En notant Fk,i, k = 0, . . . , N, i = 1, . . . , 4, l’intégrale de la fonction objectif est elle
aussi discrétisée sous la forme :
J =
4∑
i=1
∫ tf
t0
|Fi(t)|dt '
4∑
i=1
N∑
k=1
Fk,i + Fk+1,i
2 ∆τ. (3.12)
Les contraintes de maintien à poste sont évaluées en chaque point de la discrétisation et
sont donc réécrites : pour j = 0, . . . , N,∣∣∣∣∣ [0 1 0]Cjxj
∣∣∣∣∣ 6 δ,∣∣∣∣∣ [0 0 1]Cjxj
∣∣∣∣∣ 6 δ,
(3.13)
avec Cj = C(τj). Comme cela a été mentionné à la section 1.5.2 page 45, ces contraintes ne
permettent pas d’assurer que la trajectoire t 7→ x(t) ne sort pas de l’espace admissible entre
deux instants de la grille temporelle.
Ainsi, les problèmes de contrôle optimal de dimension infinie 3.1 et 3.2 sont réécrits sous
la forme de problèmes d’optimisation en dimension finie, l’un pour lequel la position finale
est libre et l’autre pour lequel la position finale est contrainte :
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Problème 3.3. Trouver les
{xj}j=1,...,N et {Fj,i}j=1,...,N,i=1,...,4
solutions du problème de minimisa-
tion :
min
Fj,i(t)
J =
4∑
i=1
N∑
j=1
Fj,i + Fj+1,i
2 ∆τ
t.q. :
Rj(xj , Fj) = 0, ∀j = 0, . . . , N − 1,
x(t0) = x0,
x(tf ) libre,∣∣∣∣∣ [0 1 0]Cjxj
∣∣∣∣∣ 6 δ, ∀j = 0, . . . , N,∣∣∣∣∣ [0 0 1]Cjxj
∣∣∣∣∣ 6 δ, ∀j = 0, . . . , N,
0 6 Fi,j 6 1.
(3.14)
◦
Problème 3.4. Trouver les
{xj}j=1,...,N et {Fj,i}j=1,...,N,i=1,...,4
solutions du problème de minimisa-
tion :
min
Fj,i(t)
J =
4∑
i=1
N∑
j=1
Fj,i + Fj+1,i
2 ∆τ
t.q. :
Rj(xj , Fj) = 0, ∀j = 0, . . . , N − 1,
x(t0) = x0,
x(tf ) = 0,∣∣∣∣∣ [0 1 0]Cjxj
∣∣∣∣∣ 6 δ, ∀j = 0, . . . , N,∣∣∣∣∣ [0 0 1]Cjxj
∣∣∣∣∣ 6 δ, ∀j = 0, . . . , N,
0 6 Fi,j 6 1.
(3.15)
◦
Ces deux problèmes peuvent être résolus par des solveurs linéaires classiques. Le solveur
choisi ici est Gurobi (voir la référence [Gu et al., 2010] ). La trajectoire t 7→ x(t) est obtenue à
partir des {x∗j}j=1,...,N solution des problèmes 3.3 et 3.4 par interpolation. Il est également pos-
sible de calculer les paramètres de Lagrange {λ∗j}j=0,...,N ∈ R6×(N+1) associés aux contraintes
égalité Rj = 0. Or, d’après la section 1.5 et les références [von Stryk and Bulirsch, 1992],
[Grimm and Markl, 1997] et [Bonnard et al., 2005], ces paramètres de Lagrange peuvent
être considérés comme des approximations du vecteur adjoint pour les problèmes de contrôle
optimal 3.1 et 3.2. Ainsi, les solutions {x∗j}j=1,...,N et {λ∗j}j=0,...,N servent à initialiser les
problèmes résolus par une méthode indirecte.
3.2.3 RÉSOLUTION DU PROBLÈME SIMPLIFIÉ PAR UNE MÉTHODE IN-
DIRECTE
3.2.3.1 MÉTHODE DE PÉNALISATION
La méthode de pénalisation pour prendre en compte les contraintes sur l’état au sein
du formalisme du Principe du Maximum a été décrite dans la section 1.5 et la référence
[Naidu, 2002] par exemple. Les problèmes 3.2 et 3.1 sont résolus avec le Principe du
Maximum de Pontryagin en utilisant comme initialisation les solutions des problèmes 3.4 et
3.3 respectivement.
Les contraintes de maintien à poste, qui se transcrivent sous la forme de contraintes
sur l’état, sont traitées de manière approchée au moyen de l’utilisation d’un nouvel état
x7 pénalisant la sortie de la fenêtre de maintien à poste (voir Section 1.5.3.2 page 51).
Définissant :
ψ1(t, x(t)) = C2(t)x(t)− δ, (3.16a)
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ψ2(t, x(t)) = −C2(t)x(t)− δ, (3.16b)
ψ3(t, x(t)) = C3(t)x(t)− δ, (3.16c)
ψ4(t, x(t)) = −C3(t)x(t)− δ, (3.16d)
où la matrice C(t) est donnée par :
C(t) =
C1(t)C2(t)
C3(t)
 , (3.17)
il est possible de définir une fonction de pénalisation sous la forme :
x˙7 = f7(x(t), t) = ψ(t, x(t)) =
4∑
i=1
1
2 ψ
2
i (t, x(t))
[
1 + sign(ψi(t, x(t)))
]
, (3.18)
où la fonction :
h : v 7→ 12
[
1 + sign(v)
]
, (3.19)
vaut 0 lorsque v < 0 et 1 lorsque v > 0.
Remarque 3.1. La fonction :
h0 : v ∈ R∗ 7→ 12v
2
[
1 + sign(v)
]
(3.20)
n’est donc pas définie en 0, mais elle peut être prolongée par continuité par 0 en 0, et ce
prolongement est de classe C1. Sa dérivée est alors calculée de part et d’autre de 0 pour
donner :
h1 : v ∈ R∗ 7→ v
[
1 + sign(v)
]
, (3.21)
et est prolongée par 0 par continuité en 0.
Si les contraintes de maintien à poste sont exprimées en termes d’éléments orbitaux
relatifs, les contraintes sur l’état à respecter sont celles définies par les équations (1.59) et
(1.69) et les fonctions de pénalisation à considérer sont :
ψ˜1(x(t)) = x4(t)2 + x5(t)2 − δ
2
4 , (3.22a)
ψ˜2(x(t)) = 4[x22(t) + x23(t)]− (δ + x6(t))2, (3.22b)
ψ˜3(x(t)) = 4[x22(t) + x23(t)]− (δ − x6(t))2, (3.22c)
en posant x(t) =
[
x1(t) x2(t) x3(t) x4(t) x5(t) x6(t)
]T
. Il vient alors :
ψ˜(x(t)) =
3∑
i=1
1
2 ψ˜
2
i (x(t))
[
1 + sign(ψ˜i(x(t)))
]
. (3.23)
Outre le fait que seules 3 fonctions à pénaliser sont nécessaires au lieu de 4 dans le cas
de l’expression des contraintes en éléments orbitaux, il reste à noter que ces dernières ne
dépendent pas explicitement du temps.
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3.2.3.2 LOI DE COMMUTATION
Soit t 7→ λ(t) ∈ R6 le vecteur adjoint. Rajouter une dimension au vecteur d’état pour
pénaliser la sortie de la fenêtre implique d’écrire un Hamiltonien augmenté du système sous
la forme :
H(t, x(t), F (t), λ(t)) = Fmax
4∑
i=1
|Fi(t)|+ µ1ψ(t, x(t))
+ λT (t)
[
A(t)x(t) +D(t) + FmaxB(t)ΓF (t)
]
, (3.24)
où µ1 est une constante.
Le Principe du Maximum s’écrit :
F ∗(t) = argmin
u∈[0,1]4
H(t, x∗(t), u(t), λ∗(t)), (3.25)
et peut être exprimée sous la forme :
∀t ∈ [t0, tf ], ∀u ∈ [0, 1]4, H(t, x∗(t), F ∗(t), λ∗(t)) 6 H(t, x∗(t), u(t), λ∗(t)). (3.26)
Le Hamiltonien étant une fonction linéaire par rapport aux Fi, il vient :
∀t ∈ [t0, tf ], ∀u ∈ [0, 1]4,
4∑
i=1
|F ∗i (t)|+ λ∗T (t)B(t)ΓF ∗(t) 6
4∑
i=1
|ui(t)|+ λ∗T (t)B(t)Γu(t).
(3.27)
Cette condition nécessaire conduit à :
∀i = 1, . . . , 4, F ∗i (t) =
{
1 si 1 + [λ∗T (t)B(t)Γ]i < 0,
0 si 1 + [λ∗T (t)B(t)Γ]i > 0,
(3.28)
où l’indice i indique la iième composante du vecteur λ∗T (t)B(t)Γ. Les conditions (3.28)
peuvent être réécrites avec la fonction de commutation :
fc : v ∈ R4 7→ 12

1− sign v1
1− sign v2
1− sign v3
1− sign v4
 (3.29)
et conduisent au contrôle optimal :
F ∗(t) = fc
(
1+ ΓTBT (t)λ(t)
)
, (3.30)
où 1 ∈ R4 est un vecteur dont toutes les composantes sont égales à 1.
Des arcs singuliers peuvent apparaître lorsque la fonction de commutation est nulle.
Dans ce cas, le contrôle Fi peut prendre n’importe quelle valeur à l’intérieur de l’intervalle
[0, Fmax]. Cependant, les contraintes technologiques des propulseurs imposent un contrôle
constant soit nul, soit égal à la valeur maximal. C’est pourquoi, nous supposerons dans
toute la suite de cette étude que des arcs singuliers ne peuvent pas exister. Cette hypothèse
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est vérifiée a posteriori.
3.2.3.3 PROBLÈME AUX DEUX BOUTS
Les conditions nécessaires d’optimalité au premier ordre sur le vecteur d’état et le vecteur
adjoint permettent d’écrire les équations canoniques d’Hamilton :
x˙∗ =
(
∂H
∂λ
)T
(x∗, λ∗, F ∗, t) = A(t)x∗(t) +D(t) + B˜(t)F ∗(t), (3.31a)
λ˙∗ = −
(
∂H
∂x
)T
(x∗, λ∗, F ∗, t) = −AT (t)λ∗(t)− µ1
∂ψ
∂x
(t, x∗(t)). (3.31b)
(3.31c)
Le contrôle optimal défini par l’équation (3.30) peut être substitué dans l’équation
(3.31a). Les équations canoniques s’écrivent alors :
x˙∗ = A(t)x∗(t) +D(t) + B˜(t)fc
(
1+ ΓTBT (t)λ(t)
)
, (3.32a)
λ˙∗ = −AT (t)λ∗(t)− µ1
∂ψ
∂x
(t, x∗(t)). (3.32b)
Le calcul de la dérivée de la fonction de pénalisation par rapport au vecteur d’état
permet d’écrire :
∂ψ
∂x
(t, x(τ)) = C2(t) [C2(t)x(t)− δ]
[
sign
(
C2(t)x(t)− δ
)
+ 1
]
+ C2(t) [C2(t)x(t) + δ]
[
sign
(− C2(t)x(t)− δ)+ 1]
+ C3(t) [C3(t)x(t)− δ]
[
sign
(
C3(t)x(t)− δ
)
+ 1
]
+ C3(t) [C3(t)x(t) + δ]
[
sign
(− C3(t)x(t)− δ)+ 1] ,
(3.33)
en tenant compte de la Remarque 3.1.
Les conditions de transversalité permettent d’écrire les conditions aux limites pour le
vecteur adjoint à partir des conditions aux limites pour le vecteur d’état. Ainsi, pour les
deux problèmes 3.1 et 3.2, les conditions aux limites sur λ∗ s’écrivent :
Problème 3.1 :
λ∗(t0) libre,λ∗(tf ) = 0, et Problème 3.2 :
λ∗(t0) libre,λ∗(tf ) libre. (3.34)
Les problèmes aux deux bouts à résoudre sont donc :
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Problème 3.5. Trouver les fonc-
tions t 7→ x(t) et t 7→ λ(t) solutions
de :
x˙∗(t) = A(t)x∗(t) +D(t)
+B˜(t)fc
(
1+ ΓTBT (t)λ(t)
)
,
λ˙∗(t) = −AT (t)λ∗(t) + µ1
∂ψ
∂x
(t, x∗(t)),
x(t0) = x0,
x(tf ) libre,
λ(t0) libre,
λ(tf ) = 0.
(3.35)
◦
Problème 3.6. Trouver les fonc-
tions t 7→ x(t) et t 7→ λ(t) solutions
de :
x˙∗(t) = A(t)x∗(t) +D(t)
+B˜(t)fc
(
1+ ΓTBT (t)λ(t)
)
,
λ˙∗(t) = −AT (t)λ∗(t) + µ1
∂ψ
∂x
(t, x∗(t)),
x(t0) = x0,
x(tf ) = 0,
λ(t0) libre,
λ(tf ) libre.
(3.36)
◦
La dynamique du vecteur d’état définie par l’équation (3.32a) est discontinue aux instants
de saut de la fonction de commutation. Or, la fonction bvp4c de Matlab, basée sur des
méthodes aux différences finies, utilisée pour résoudre les problèmes 3.5 et 3.6 ne peut pas
considérer des fonctions discontinues. Une méthode décrite par [Mazal et al., 2014] permet
d’approcher les discontinuités dues aux sauts. La fonction fc est approchée par :
fc(v) ≈ f˜c(v) = 1− 1
pi
arctan
(
Mv + pi2
)
, (3.37)
où M est un paramètre qui contrôle la pente de la fonction arctangente. La figure 3.1 illustre
l’effet de M sur la forme de la fonction f˜c.
Une autre technique décrite dans [Gao and Baoyin, 2013] ou
[Bertrand and Epenoy, 2002] consiste à ajouter un terme quadratique régularisant
dans la fonction objectif. Ainsi, la fonctionnelle :∫ tf
t0
‖u(t)‖dt, (3.38)
est remplacée par : ∫ tf
t0
(
‖u(t)‖ − ε‖u(t)‖
[
1− ‖u(t)‖
])
dt, (3.39)
où ε est un paramètre décroissant de 1 à 0. Dans la suite de la résolution, la méthode de
l’approximation du saut par une fonction arctangente sera utilisée.
La résolution des problèmes 3.5 ou 3.6 permet de reconstruire une fonction de commande
notée FBVP à partir de l’équation (3.30).
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Figure 3.1 – Effet du paramètre de pente M dans l’approximation de la fonction de saut.
3.3 ÉTAPE 2 : IMPOSER LES CONTRAINTES OPÉRATION-
NELLES
3.3.1 INTRODUCTION
Les profils FBVP solutions des problèmes 3.5 et 3.6 sont des fonctions continues. Il est
donc nécessaire de les transformer en créneaux. Ceci est réalisé à l’aide de fonctions seuils.
Les créneaux qui en résultent ne vérifient pas nécessairement les contraintes opérationnelles,
en particulier la contrainte de disjonction des poussées. Il est donc nécessaire d’ajouter
une deuxième étape d’optimisation afin de forcer la satisfaction des contraintes (i) - (v).
Cette partie propose deux problèmes d’optimisation des instants de milieu de poussées et
de leur demi-largeur, appelés schémas d’équivalence dont le but est d’assurer que le profil
de contrôle résultant satisfera les contraintes opérationnelles.
Rappelons ici les contraintes opérationnelles :
• la durée minimale de poussée imposée : la demi-largeur du créneau k du propulseur i
doit vérifier :
2∆tik > Tl, (3.40)
• un intervalle de temps entre deux poussées doit être respecté : pour le créneau k du
propulseur i et le créneau j du propulseur l, l’inégalité suivante doit être satisfaite :∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik) > Iij . (3.41)
avec :
Iij =
{
Ts si i = j,
Td si i 6= j. , (3.42)
• les poussées ne peuvent pas commencer avant t0 ni finir après tf , par exemple dans le
cas de la kème poussée du propulseur i :
tki −∆tki > t0 (3.43a)
tki + ∆tki 6 tf . (3.43b)
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Nous cherchons à obtenir un profil équivalent de commande, dans un sens à définir, à
celui obtenu par résolution des problèmes 3.5 ou 3.6 et respectant les contraintes citées plus
haut. Deux schémas d’équivalence ont été étudiés :
• le schéma d’équivalence en consommation, dont le but est de calculer un profil de
contrôle ayant une consommation proche du profil solution de la première étape,
• le schéma d’équivalence en effet, dont le but est de minimiser la consommation et
l’écart à la position terminale de la trajectoire solution de la première étape.
3.3.2 OBTENTION D’UN PROFIL DE POUSSÉE
Une fois les problèmes 3.5 et 3.6 résolus, il est nécessaire d’extraire de la solution
continue FBVP les instants de milieu de poussée tik et les demi-largeurs ∆tik. Or, ceci n’est
possible que si l’on dispose de profils en créneaux. Il faut donc transformer le profil continu
FBVP(t) obtenu lors de la résolution du problème de contrôle optimal à l’étape 1 en un
profil discontinu. Un vecteur de paramètres de seuil :
ς =
[
ς1 ς2 ς2 ς4
]T ∈ R4 (3.44)
tel que :
∀t ∈ [t0, tf ], Fi(t) =
{
0 si FBVP,i(t) < ςi,
1 si FBVP,i(t) > ςi,
(3.45)
est utilisé à cette fin.
Comme il est possible de le voir de façon agrandie sur le schéma de la figure 3.2, la
valeur de la demi-largeur du créneau dépend de la valeur du paramètre de seuil, ce qui
influe sur la consommation obtenue. Mais également, dans certains cas, ce paramètre peut
avoir un impact sur le nombre de poussées d’un propulseur par l’effet combiné du seuil
d’amplitude et du seuil minimal de durée. Dans toute la suite, on notera Pi le nombre de
poussées du propulseur i, et P le nombre total de poussées.
t
Fi
ςb
ςa
∆tij;a
∆tij;b
tij
Figure 3.2 – Schéma d’influence du paramètre de seuil ς sur la demi-largeur des créneaux
obtenus.
Les fonction F obtenues servent d’itéré initial aux problèmes d’équivalence résolus dans
la suite en fournissant une structure de profil (nombre de poussées).
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3.3.3 SCHÉMA D’ÉQUIVALENCE EN CONSOMMATION
La première notion d’équivalence entre deux lois de contrôle se fonde sur leur consomma-
tion de carburant. Le but est de calculer un profil de commande possédant le même nombre
de poussées et dont la consommation se rapproche le plus de la consommation du profil issu
de la première étape. En d’autres termes, il s’agit de faire en sorte que les aires sous les
courbes de chacune des deux commandes soient égales. En notant [FBVP]i le contrôle du
ième propulseur obtenu en résolvant le problème aux deux bouts de la façon expliquée plus
haut, la fonction objectif à minimiser s’écrit alors :
J˜(tji ,∆t
j
i ) =
4∑
i=1
∣∣∣∣∣∣
∫ tf
t0
[
FBVP(t)
]
i
dt− 2
Pi∑
j=1
∆tji
∣∣∣∣∣∣ , (3.46)
où Pi est le nombre de poussées du propulseur i, déterminé à l’étape 1.
Le problème à résoudre est donc le suivant :
Problème 3.7. Trouver les instants de milieu de poussée tki et leurs demi-largeurs ∆tki ,
pour i = 1, . . . , 4 et ki = 1, . . . , Pi solutions du problème de minimisation :
min
tji ,∆t
j
i
4∑
i=1
∣∣∣∣∣∣
∫ tf
t0
[
FBVP(t)
]
i
dt− 2
Pi∑
j=1
∆tij
∣∣∣∣∣∣ ,
satisfaisant :
2∆tik > Tl,∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik) > Iij ,
tki −∆tki > t0
tki + ∆tki 6 tf .
(3.47)
◦
Du fait de la présence des contraintes opérationnelles, ce problème est non linéaire. Il
est résolu avec la fonction fmincon de Matlab en utilisant un algorithme de point intérieur
(voir par exemple la référence [Byrd et al., 2006]).
3.3.4 SCHÉMA D’ÉQUIVALENCE EN EFFET
La deuxième équivalence repose sur l’effet de la commande. Si l’équation différentielle
du système est :
x˙(t) = A(t)x(t) +D(t) + B˜(t)F (t), (3.48)
la solution de cette équation peut être exprimée sous la forme :
x(t) = Φ(t, t0)x(t0) +
∫ t
t0
Φ(t, τ)
[
D(τ) + B˜(τ)F (τ)
]
dτ, (3.49)
où Φ(t, t0) est la matrice de transition d’état au temps t à partir du temps t0, définie de
façon implicite comme la solution de l’équation différentielle (voir [Antsaklis, 2003]) :
dΦ(t, t0)
dt = A(t)Φ(t, t0), Φ(t0, t0) = I6. (3.50)
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Pour obtenir une forme analytique de la matrice de transition Φ(t, t0) à l’instant t à
partir de l’instant t0, il faut résoudre l’équation (3.50). Cela n’est cependant pas trivial
lorsque A(t) dépend du temps (système temps variant) et il est nécessaire de recourir à des
méthodes purement numériques dans la majorité des cas. Afin de calculer numériquement
cette matrice, l’intervalle temporel [t0, tf ] est découpé en intervalles plus petits sur lesquels
la matrice A peut être considérée comme constante. Si la grille temporelle est notée :
t0 = τ0 < τ1 < · · · < τk < · · · < τN−1 < τN = tf , (3.51)
alors pour t ∈ [τk, τk+1],
Φ(t, t0) = eA(τk)(t−τk)
k−1∏
i=0
eA(τk−i−1)(τk−i−τk−i−1). (3.52)
L’état final xBVP(tf ) obtenu avec le profil de contrôle FBVP solution de l’étape 1 est
donné par :
xBVP(tf ) = Φ(tf , t0)x(t0) +
∫ tf
t0
Φ(tf , τ)B˜(τ)FBVP(τ)dτ. (3.53)
Si l’on cherche à écrire l’état final xcren(tf ) obtenu à partir de l’ensemble des instants de
milieux de poussée tjk et de leur demi-largeur ∆t
j
k, il est possible de décomposer l’intégrale
du second membre de l’équation (3.53) sur les intervalles avec et sans poussée. Le contrôle
étant nul sur les intervalles d’évolution libre, il est possible d’écrire :
xcren(tf ) = Φ(tf , t0)x(t0) +
4∑
k=1
Pk∑
j=1
∫ tj
k
+∆tj
k
tj
k
−∆tj
k
Φ(tf , τ)B˜(τ)dτ. (3.54)
La grandeur à minimiser est l’écart entre les positions finales xBVP(tf ) et xcren(tf ), qu’il
est possible d’écrire sous la forme :
‖xBVP(tf )− xcren(tf )‖22. (3.55)
En développant cette expression, il est possible d’exprimer la fonction objectif du schéma
d’équivalence en effet sous la forme :
J(tjk,∆t
j
k) =
6∑
i=1
∫ tf
t0
[
Φ(tf , τ)B˜(τ)FBVP(τ)
]
i
dτ −
4∑
k=1
Pk∑
j=1
∫ tj
k
+∆tj
k
tj
k
−∆tj
k
[
Φ(tf , τ)B˜(τ)
]
i
dτ
2 . (3.56)
Ainsi le problème d’optimisation concernant le schéma d’équivalence en effet s’écrit :
Problème 3.8. Trouver les instants de milieu de poussée tki et leur demies largeurs ∆tki ,
pour i = 1, . . . , 4 et ki = 1, . . . , Pi solutions du problème de minimisation :
min
tj
k
,∆tj
k
6∑
i=1
∫ tf
t0
[
Φ(tf , τ)B˜(τ)FBVP(τ)
]
i
dτ −
4∑
k=1
Pk∑
j=1
∫ tj
k
+∆tj
k
tj
k
−∆tj
k
[
Φ(tf , τ)B˜(τ)
]
i
dτ
2 ,
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satisfaisant :
2∆tik > Tl,∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik) > Iij ,
tki −∆tki > t0
tki + ∆tki 6 tf .
(3.57)
◦
De la même façon que le pour le problème 3.7, le problème 3.8 est non linéaire et est
résolu par un algorithme de point intérieur.
La résolution des problèmes 3.7 et 3.8 permet d’obtenir un profil de commande de type
on-off qui satisfait les contraintes opérationnelles.
3.4 ÉTAPE 3 : OPTIMISATION DES INSTANTS DE COMMU-
TATION
3.4.1 INTRODUCTION
Les trajectoires d’état solutions des problèmes 3.7 et 3.8 sont très sensibles au choix
du paramètre de seuil ς présenté dans la section 3.3.2. En effet, deux valeurs différentes
de ce paramètre peuvent non seulement conduire à deux nombres de poussées différents,
mais de plus, les problèmes 3.7 et 3.8 étant non convexes, deux valeurs initiales des instants
de milieu de poussées et de leur demies largeurs peuvent mener à deux minima locaux
différents. Pour certaines valeurs de ς, la trajectoire obtenue ne respecte plus les contraintes
de maintien à poste. Néanmoins, le bénéfice de la deuxième étape réside dans la création d’un
profil de contrôle respectant les contraintes opérationnelles. Une troisième étape est donc
nécessaire pour garantir le respect des contraintes de maintien à poste tout en minimisant
la consommation.
La méthode proposée dans cette partie s’appuie sur l’étude des systèmes à commutation.
La référence [Xu and Antsaklis, 2004] propose une technique d’optimisation des instants
de commutation entre les différents sous-systèmes d’un système tout en minimisant une
fonction coût. Or, le profil de contrôle obtenu à la fin de la deuxième étape est composé
d’une alternance d’arcs libres et d’arcs contrôlés par un seul des quatre propulseurs du
satellite. Les instants d’allumage et d’extinction de chacun des propulseurs peuvent donc
être considérés comme étant les instants de commutation entre cinq sous-systèmes, un par
moteur actif et un pour l’absence de moteurs actifs. Le prérequis nécessaire à l’application de
cette étape est de disposer d’un profil de contrôle respectant les contraintes opérationnelles
et qui est obtenu à l’étape 2.
3.4.2 DESCRIPTION DU SYSTÈME À COMMUTATIONS CONSIDÉRÉ
Les poussées des propulseurs sont supposées être de type on-off. Ainsi, pour le propulseur
i, l’intervalle temporel [t0, tf ] peut être découpé en une union d’intervalles T ai pendant
lesquels le propulseur est allumé et une union d’intervalles T ei pendant lesquels le propulseur
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i est éteint, avec T ai ∩ T ei = ∅. La dynamique du système peut alors être réécrite sous la
forme :
x˙(t) = A(t)x(t) +D(t) + B˜(t)


1
0
0
0
1T a1 +

0
1
0
0
1T a2 +

0
0
1
0
1T a3 +

0
0
0
1
1T a4
 (3.58)
La figure 3.3 montre dans le cas de deux propulseurs les différents intervalles d’évolution
libre ou contrôlée.
1
1
t
t
F2
F3
T a2 T e2
T e3 T a3
tf
tf
Figure 3.3 – Intervalles d’évolution libre et contrôlée pour deux propulseurs.
En considérant les quatre propulseurs, l’intervalle [t0, tf ] peut être découpé en intervalles
deux à deux disjoints Tk = [sk, sk+1] sur lesquels le contrôle est constant. Le respect des
contraintes opérationnelles étant garanti grâce à la résolution de l’étape 2, il est assurer
que, à chaque instant, au plus un seul moteur est actif. Ainsi, l’ensemble des vecteurs de
poussées admissibles est donné par :
∀t ∈ Tk, F (t) = Uk ∈


0
0
0
0

︸︷︷︸
V0
,

1
0
0
0

︸︷︷︸
V1

0
1
0
0

︸︷︷︸
V2
,

0
0
1
0

︸︷︷︸
V3
,

0
0
0
1

︸︷︷︸
V4

, (3.59)
et la dynamique relative de maintien à poste peut être décomposée en la dynamique des
cinq sous-systèmes :
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x˙(t) =

A(t)x(t) +D(t), t ∈ Te,
A(t)x(t) +D(t) + B˜(t)
[
1 0 0 0
]T
, t ∈ T a1 ,
A(t)x(t) +D(t) + B˜(t)
[
0 1 0 0
]T
, t ∈ T a2 ,
A(t)x(t) +D(t) + B˜(t)
[
0 0 1 0
]T
, t ∈ T a3 ,
A(t)x(t) +D(t) + B˜(t)
[
0 0 0 1
]T
t ∈ T a4 .
(3.60)
En notant :
fi(x(t), t) = A(t)x(t) +D(t) + B˜(t)Vi, i = 0, . . . , 4, (3.61)
sur chaque intervalle Tk, le contrôle est constant et s’écrit :
∀k, ∃ik ∈ {0, . . . , 4}, ∀t ∈ Tk, F (t) = Uk = Vik . (3.62)
Chacune des fonctions de dynamique fi, i = 0, . . . , 4 représente un sous système du
système global. Ainsi, la commutation de Uk à Uk+1 entre les intervalles Tk et Tk+1 en
t = sk+1 peut être interprétée comme une commutation entre deux des cinq sous-systèmes.
Dans le cadre des systèmes à commutations, la dynamique peut s’écrire :
∃ik ∈ {0, . . . , 4}, ∀t ∈ Tk, x˙(t) = fik(x(t), t). (3.63)
La séquence des poussées est la séquence solution des problèmes 3.7 et 3.8. En rappelant
que P est le nombre total de poussées, fixé à l’étape 2, il y a 2P commutations et 2P + 1
intervalles sur lesquels le contrôle est constant. Il est possible d’écrire tf = t2P+1 comme si
l’instant final était la dernière commutation.
Puisque le profil solution de l’étape 2 respecte les contraintes opérationnelles, deux
arcs de poussée sont séparés par un arc libre. Ainsi, la séquence de contrôle doit avoir une
structure dont un exemple est décrit par la figure 3.4. Nous pouvons déduire que :
• les intervalles T2j , j = 0, . . . , P sont des intervalles libres,
• les intervalles T2j+1, j = 0, . . . , P − 1 sont des intervalles de poussée.
t0 t1 tft2k−1 t2k
V0 V1
t2k−2
V0 V0Vk V0
Figure 3.4 – Exemple de séquence.
Chacun des vecteurs Uk est connu, autrement dit, pour chaque intervalle k, l’indice ik de
l’équation (3.62) est connu. Les grandeurs à optimiser sont donc les instants de commutation
sk.
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3.4.3 OPTIMISATION DES INSTANTS DE COMMUTATION
3.4.3.1 POSITION DU PROBLÈME
En rangeant les instants de milieu de poussées et leur demi-largeur dans l’ordre croissant
sous la forme t1, . . . , tP et ∆t1, . . . ,∆tP respectivement, les instants de commutations sk,
correspondant aux instants d’allumage et d’extinction des moteurs, sont donnés par :s2k−1 = tk −∆tk,s2k = tk + ∆tk, , k = 1, . . . , P. (3.64)
La dynamique du système s’écrivant sous la forme de l’équation (3.63), les temps de
commutation inconnus sont des paramètres implicites du problème. Afin de rendre ces
paramètres explicites, la référence [Xu and Antsaklis, 2004] propose un changement de
variables sous la forme :
t = sk + (sk+1 − sk)(s− k) si t ∈ [sk, sk+1], s ∈ R, k = 1, . . . , P, (3.65)
de telle sorte que :
t ∈ [sk, sk+1]⇔ s ∈ [k, k + 1]. (3.66)
Il est alors possible d’écrire la dynamique avec la nouvelle variable temporelle sous la
forme :
x′(s) =
dx(s)
ds =
(
s2k−1 − s2k−2
)[
A(t(s))x(s) +D(t(s))
]
si s ∈ [2k − 2, 2k − 1],(
s2k − s2k−1
)[
A(t(s))x(s) +D(t(s)) + B˜(t(s))Uk
]
si s ∈ [2k − 1, 2k],
pour k = 1, . . . , P,(
s2P+1 − s2P
)[
A(t(s))x(s) +D(t(s))
]
si s ∈ [2P, 2P + 1]
(3.67)
A partir de l’expression du problème 1.1 page 41, la fonction objectif est réécrite sous la
forme :
J({sk}) =
4∑
i=1
Pi∑
j=1
∆tij =
P∑
i=1
(s2i − s2i−1). (3.68)
Avec ce formalisme, les contraintes opérationnelles (i) et (ii) sont automatiquement
satisfaites. La contrainte (iii) se réécrit :
s2k − s2k−1 > Tl. (3.69)
Les contraintes (iv) et (v) que doivent vérifier les arcs libres sont réécrites :
s2k+1 − s2k > Tg, (3.70)
avec Tg = Ts dans le cas d’un arc libre entre les poussées d’un même propulseur et Tg = Td
dans le cas d’un arc libre entre deux poussées produites par deux propulseurs différents.
Le problème de maintien à poste à consommation minimale s’écrit alors de la façon
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suivante :
Problème 3.9. Trouver les instants de commutations {sk} solutions du problème de
minimisation :
min
{sk}
P∑
i=1
(s2i − s2i−1)
satisfaisant :
x′(s) =

(
s2k−1 − s2k−2
)[
A(t(s))x(s) +D(t(s))
]
si s ∈ [2k − 2, 2k − 1],(
s2k − s2k−1
)[
A(t(s))x(s) +D(t(s)) + B˜(t(s))Uk
]
si s ∈ [2k − 1, 2k],
pour k = 1, . . . , P,(
s2P+1 − s2P
)[
A(t(s))x(s) +D(t(s))
]
si s ∈ [2P, 2P + 1]
x(0) = x0,
x(2P + 1) libre ou x(2P + 1) = 0,∣∣∣∣∣ [0 1 0]C(t(s))x(s)
∣∣∣∣∣ 6 δ, ∀s ∈ [0, 2P + 1],∣∣∣∣∣ [0 0 1]C(t(s))x(s)
∣∣∣∣∣ 6 δ, ∀s ∈ [0, 2P + 1],
s2k − s2k−1 > Tl,
s2k+1 − s2k > Tg,
(3.71)
avec Tg = Ts dans le cas d’un arc libre entre les poussées d’un même propulseur et Tg = Td
dans le cas d’un arc libre entre deux poussées produites par deux propulseurs différents. ◦
3.4.3.2 RÉSOLUTION EN TANT QUE PROBLÈME D’OPTIMISATION DE PARAMÈTRES
Le changement de variable utilisé conduit à étiqueter les instants de commutation afin de
faire apparaître les variables explicites d’optimisation. Dans le problèmes 3.9, la séquence de
contrôle est connue, mais les instants de commutation {sk} ne le sont pas. Le changement de
variable temporelle s = s(t) permet de fixer les commutations en tous les points d’abscisse
entière, les {sk} devenant des paramètres du problème. Ainsi, si la séquence des {sk}
est donnée, la trajectoire est obtenue à partir de l’intégration de l’équation (3.67). Cette
intégration peut être réalisée par un schéma d’intégration numérique classique. La solution
s 7→ x(s) de cette équation différentielle dépend directement des instants de commutation,
et peut donc être écrite sous la forme x = x(s, {sk}). La fonction de contrôle inconnue a
ainsi été remplacée par les paramètres {sk}.
En faisait apparaître explicitement la dépendance de la trajectoire par rapport à la
séquence des instants de commutation, les problèmes à résoudre s’écrivent :
Problème 3.10. Trouver les instants de commutations {sk} solutions du problème de
minimisation :
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min
{sk}
P∑
i=1
(s2i − s2i−1)
satisfaisant :
s2k − s2k−1 > Tl,
s2k+1 − s2k > Tg,
x′(s, {sk}) =

(
s2k−1 − s2k−2
)[
A(t(s))x(s, {sk}) +D(t(s))
]
si s ∈ [2k − 2, 2k − 1],(
s2k − s2k−1
)[
A(t(s))x(s, {sk}) +D(t(s)) + B˜(t(s))Uk
]
si s ∈ [2k − 1, 2k],
pour k = 1, . . . , P,(
s2P+1 − s2P
)[
A(t(s))x(s, {sk}) +D(t(s))
]
si s ∈ [2P, 2P + 1]
x(0) = x0,
x(2P + 1) libre ou x(2P + 1) = 0,∣∣∣∣∣ [0 1 0]C(t(s))x(s, {sk})
∣∣∣∣∣ 6 δ, ∀s ∈ [0, 2P + 1],∣∣∣∣∣ [0 0 1]C(t(s))x(s, {sk})
∣∣∣∣∣ 6 δ, ∀s ∈ [0, 2P + 1],
(3.72)
avec Tg = Ts dans le cas d’un arc libre entre les poussées d’un même propulseur et Tg = Td
dans le cas d’un arc libre entre deux poussées produites par deux propulseurs différents. ◦
Ce problème est un problème d’optimisation non linéaire sous les différentes contraintes :
• contraintes inégalités portant explicitement sur les variables à optimiser, correspondant
aux contraintes opérationnelles,
• contraintes inégalités ne portant pas explicitement sur les variables à optimiser,
correspondant aux contraintes de maintien à poste,
• contrainte égalité portant à la fois explicitement et implicitement sur les variables à
optimiser, correspondant à la dynamique du système,
• dans le cas du deuxième problème, contrainte égalité portant implicitement sur les
variables à optimiser, correspondant à la contrainte de position finale.
Comme cela est indiqué dans [Culioli, 2012], certaines contraintes inégalités peuvent
être approchées au moyen d’une fonction de pénalisation intérieure ou extérieure. Un terme
pénalisant la violation des contraintes est alors ajouté à la fonction objectif. La contrainte
de maintien à poste est prise en compte par l’ajout à la fonction objectif d’un terme :∫ tf
t0
ψ(t, x(t))dt, (3.73)
et de la même façon, la contrainte de position finale peut être prise en compte par l’ajout
dans la fonction objectif du terme :
xT (2P + 1)Qx(2P + 1), (3.74)
où Q est une matrice de coefficients à choisir.
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Le problème de maintien à poste à position finale libre se réécrit alors en effectuant
le changement de variable (3.65) dans l’intégrale de la pénalisation de la contrainte de
maintien à poste :
Problème 3.11. Trouver les instants de commutation {sk} solutions du problème de
minimisation :
min
{sk}
P∑
i=1
(s2i − s2i−1) + µ3
2P+1∑
k=1
(sk − sk−1)
∫ k
k−1
ψ(t(s), x(s))ds,
satisfaisant :
s2k − s2k−1 > Tl,
s2k+1 − s2k > Tg,
x′(s, {sk}) =

(
s2k−1 − s2k−2
)[
A(t(s))x(s, {sk}) +D(t(s))
]
si s ∈ [2k − 2, 2k − 1],(
s2k − s2k−1
)[
A(t(s))x(s, {sk}) +D(t(s)) + B˜(t(s))Uk
]
si s ∈ [2k − 1, 2k],
pour k = 1, . . . , P,(
s2P+1 − s2P
)[
A(t(s))x(s, {sk}) +D(t(s))
]
si s ∈ [2P, 2P + 1]
x(0) = x0,
(3.75)
avec Tg = Ts dans le cas d’un arc libre entre les poussées d’un même propulseur et Tg = Td
dans le cas d’un arc libre entre deux poussées produites par deux propulseurs différents. ◦
Lorsque la position finale est libre, le problème d’optimisation se réécrit en pénalisant
de surcroît l’écart à la position finale :
Problème 3.12. Trouver les instants de commutation {sk} solutions du problème de
minimisation :
min
{sk}
P∑
i=1
(s2i − s2i−1) + µ3
2P+1∑
k=1
(sk − sk−1)
∫ k
k−1
ψ(t(s), x(s))ds+ xT (2P + 1)Qx(2P + 1),
satisfaisant :
s2k − s2k−1 > Tl,
s2k+1 − s2k > Tg,
x′(s) =

(
s2k−1 − s2k−2
)[
A(t(s))x(s, {sk}) +D(t(s))
]
si s ∈ [2k − 2, 2k − 1],(
s2k − s2k−1
)[
A(t(s))x(s, {sk}) +D(t(s)) + B˜(t(s))Uk
]
si s ∈ [2k − 1, 2k],
pour k = 1, . . . , P,(
s2P+1 − s2P
)[
A(t(s))x(s, {sk}) +D(t(s))
]
si s ∈ [2P, 2P + 1]
x(0) = x0,
(3.76)
avec Tg = Ts dans le cas d’un arc libre entre les poussées d’un même propulseur et Tg = Td
dans le cas d’un arc libre entre deux poussées produites par deux propulseurs différents. ◦
Les problèmes 3.11 et 3.12 peuvent sont résolus par des méthodes de point intérieur. A
chaque pas de l’algorithme de résolution, la dynamique peut être propagée avec la valeur
courante des variables d’optimisation, constituées des instants de commutation, la dérivée
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étant approchée par une méthode aux différences finies. Les dérivées de la fonction objectif
par rapport aux instants de commutation se calcule en séparant le cas des instants de
commutation impairs – instants de début de poussée – des instants de commutation pairs –
instants de fin de poussée.
3.4.4 ALGORITHME DE RÉSOLUTION
Les trois étapes de la méthode décrite dans cette partie permettent de résoudre le
problème de maintien à poste, que l’instant final soit fixe ou libre, selon l’algorithme 1.
Algorithme 1 Résolution du problème de maintien à poste sur [t0, tf ]
Entrées : x0 la position initiale
Sorties : la trajectoire respecte les contraintes de maintien à poste
{Étape 1 : problème de maintien à poste simplifié}
1: Enlever les contraintes opérationnelles (i) - (v) du problème 1.1,
2: Résoudre le problème 3.1 ou le problème 3.2,
Fi(t)i=1,...,4,t∈[t0,tf ] ← le profil de contrôle optimal pour une trajectoire respectant
les contraintes de maintien à poste, mais pas les contraintes opérationnelles, calculé
avec une méthode indirecte (problèmes 3.5 ou 3.6) initialisé par une méthode directe
(problèmes 3.3 ou 3.4),
{Étape 2 : schémas d’équivalence}
3: ς ← paramètre de seuil permettant de transformer le profil de contrôle continu en un
profil de contrôle on-off,
4: {ti,k,∆ti,k} ← les instants de milieu de poussée ti,k et leur demi-largeur ∆ti,k,
5: {t?i,k,∆t?i,k} ← les instants de milieu de poussée et les demi-largeurs obtenues en
résolvant le schéma d’équivalence en consommation (problème 3.7) ou le schéma
d’équivalence en effet (problème 3.8),
{Étape 3 : optimisation des instants de commutation}
6: {sk} ← les instants de commutation calculés à partir des {t?i,k,∆t?i,k}
7: {s(0)k } ← {sk}
8: {s?k} ← solutions des problèmes 3.11 ou 3.12 pour une prise en compte des contraintes
au travers de fonctions de pénalisation.
3.5 ANALYSE DES SOLUTIONS
La méthode de décomposition en trois étape présentée dans les sections précédentes
est appliquée dans le cadre d’un problème de rendez-vous képlérien simplifié d’une part et
au problème de maintien à poste perturbé complet d’autre part. Dans ces deux cas, les
contraintes opérationnelles issues de l’utilisation de la propulsion électrique doivent être
prises en compte.
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3.5.1 APPLICATION DE LA MÉTHODE À TROIS ÉTAPES POUR UN PRO-
BLÈME DE RENDEZ-VOUS SIMPLIFIÉ
Le problème considéré est un problème de rendez-vous d’un satellite chasseur vers un
point cible se trouvant sur une orbite géostationnaire. Le mouvement du satellite est décrit
en utilisant les positions et vitesses cartésiennes relatives comme cela est décrit dans la
section B.1.1.2. Le satellite est supposé être équipé d’un système de propulsion idéal composé
d’un propulseur sur chacune de ses faces. Le vecteur de contrôle est alors écrit :
U =
[
u+R u+T u+N u−R u−T u−N
]T ∈ [0, Umax]6, (3.77)
avec Umax = Fmaxm .
Pour une orbite circulaire, la dynamique linéarisée du satellite s’écrit :
X˙(t) =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0

︸ ︷︷ ︸
AHCW
X(t) +

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 −1 0 0
0 1 0 0 −1 0
0 0 1 0 0 −1

︸ ︷︷ ︸
BHCW
U(t). (3.78)
Le point de départ X0 considéré est : X0 =
[
5 10 10 0 0 0
]T
(les positions sont
exprimées en kilomètres et les vitesses en kilomètres par seconde) et la position cible est
Xf =
[
0 0 0 0 0 0
]T
pour un intervalle de temps fixé tf − t0 = 1 jour.
Le problème à résoudre est alors le suivant :
Problème 3.13. Calculer les instants de milieu de poussée tik et leurs demi-largeurs ∆tik
solutions du problème de minimisation :
min
∆tij
J =
6∑
i=1
Pi∑
j=1
∆tij
satisfaisant :
X˙(t) = AHCWX(t) +BHCWU(t),
X(t0) = X0,
X(tf ) = Xf ,
2∆tjk > Tl,∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik) > Iij .
(3.79)
◦
3.5.1.1 ÉTAPE 1 : PROBLÈME DE RENDEZ-VOUS SIMPLIFIÉ
Pour la première étape, les contraintes opérationnelles sont retirées du problème 3.13.
Nous revenons sur la recherche des profils continus pour chaque propulseur notés : t 7→
Ui(t), i = 1, . . . , 6. Le problème à résoudre s’écrit alors :
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Problème 3.14. Calculer les profils de poussée t 7→ Ui(t), i = 1, . . . , 6 solutions du
problème de minimisation :
min
Ui
J =
6∑
i=1
Pi∑
j=1
∫ tf
t0
|Ui(t)|dt
satisfaisant :
X˙(t) = AHCW +BHCWU(t),
X(t0) = X0,
X(tf ) = Xf ,
U(t) ∈ [0, Umax]6
(3.80)
◦
INITIALISATION DE LA SOLUTION AU MOYEN D’UNE MÉTHODE DIRECTE
Le problème 3.14 est résolu par une méthode indirecte initialisée par une méthode
de collocation directe, identique à celle décrite dans la section 3.2.2 page 105 avec la
méthode d’intégration de Simpson 1-3 décrite par [Hull, 1997]. Les résidus de la dynamique
discrétisée prennent la forme de ceux décrits par l’équation (3.11). Dans le cas du problème
de rendez-vous considéré ici, les résidus s’écrivent :
Rj(Xj , Xj+1, Uj , Uj+1) =
[
I6 +
∆τ
6
(
−3AHCW + ∆τ2 A
2
HCW
)]
Xj+1
−
[
I6 +
∆τ
6
(
3AHCW +
∆τ
2 A
2
HCW
)]
Xj
+ ∆τ6
[∆τ
2 AHCWx− 3I6
]
BHCWUj+1
− ∆τ6
[∆τ
2 AHCW + 3I6
]
BHCWUj ,
(3.81)
où les vecteurs ont été évalués sur la grille temporelle définie dans la section 3.2.2.
Après avoir discrétisé l’intégrale de la fonction objectif par une méthode de quadrature,
il est possible de définir le problème de collocation à résoudre :
Problème 3.15. Trouver les {Xj}j=1,...,N et {Uj,i}j=1,...,N,i=1,...,4 solutions du problème de
minimisation linéaire :
min
Uj,i(t)
J =
6∑
i=1
N∑
j=1
Uj,i + Uj+1,i
2 ∆τ
satisfaisant :
Rj = 0, ∀j = 0, . . . , N − 1,
X(t0) = x0,
X(tf ) = 0.
(3.82)
◦
La figure 3.5a montre l’évolution temporelle des positions et vitesses relatives solutions
du problème 3.15. Sur les courbes présentées, les positions en lesquelles une poussée a lieu
ont été marquées par des étoiles. Comme les poussées hors-plan n’affectent pas le mouvement
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dans le plan, ces poussées n’ont été représentées que sur les courbes z(t) et z˙(t). Il est
possible de remarquer que ces poussées hors-plan se concentrent au niveau de la traversée
de l’équateur. La figure 3.5b présente les profils de contrôle pour chacun des propulseurs.
Ce profil conduit à une consommation de 1, 954 m/s. Il est possible de remarquer que les
contraintes opérationnelles ne sont pas satisfaites puisque les propulseurs U−R et U−T sont
activés simultanément en début de rendez-vous et U−T et U−N vers la fin de la mission.
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Figure 3.5 – Solutions du problème 3.15 (étape 1). Indication de la position des poussées :
∗ : poussées des propulseurs selon ±~uR, ∗ : poussées des propulseurs selon ±~uT ,
∗ : poussées des propulseurs selon ±~uN .
RÉSOLUTION DU PROBLÈME SIMPLIFIÉ AVEC LE PRINCIPE DU MAXIMUM
L’application du Principe du Maximum au problème de rendez-vous 3.14 conduit à un
contrôle optimal s’exprimant sous la forme :
U∗(t) = fc
(
1+BTHCWλ∗(t)
)
, (3.83)
où λ ∈ R6 est le vecteur adjoint associé au problème de contrôle optimal 3.14. Les conditions
nécessaires d’optimalité permettent alors de transformer le problème 3.14 en le problème
aux deux bouts suivant :
Problème 3.16. Trouver les fonctions t 7→ X(t) et t 7→ λ(t) solutions de :
X˙∗(t) = AHCWx∗(t) +BHCWfc
(
1+BTHCWλ(t)
)
, X(t0) = X0, X(tf ) = Xf ,
λ˙∗(t) = −ATHCWλ∗(t), λ(t0) libre, λ(tf ) libre.
(3.84)
◦
La figure 3.6a montre la trajectoires du vecteur d’état en fonction du temps obtenues par
application de la routine bvp4c au problème 3.16 avec l’initalisation calculée à l’aide de la
solution précédente. Cette trajectoire est similaire à celle obtenue précédemment sur la figure
3.5a. La fonction de commutation présentée sur la figure 3.7 permet d’obtenir le contrôle
optimal de la figure 3.6b. Ce profil de contrôle présente lui-aussi des poussées simultanées,
qui ne respectent donc pas les contraintes opérationnelles. Il n’est pas de type tout ou rien à
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cause de l’approximation de la fonction de commutation par une sigmoïde. C’est pourquoi,
la consommation doit être calculée en intégrant le profil de t0 à tf , ce qui conduit à une
valeur de 1, 926 m/s, ce qui est inférieur à la consommation obtenue précédemment.
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Figure 3.6 – Solutions du problème 3.16 (étape 1). Indication de la position des poussées :
∗ : poussées des propulseurs selon ±~uR, ∗ : poussées des propulseurs selon ±~uT ,
∗ : poussées des propulseurs selon ±~uN .
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Figure 3.7 – Fonctions de commutation issues de la solution du problème 3.16 (étape 1,
problème au deux bouts) en fonction du temps.
3.5.1.2 ÉTAPE 2 : SCHÉMAS D’ÉQUIVALENCE POUR LES CONTRAINTES OPÉRA-
TIONNELLES
Le profil de contrôle optimal résultant de la solution du problème 3.16 ne respecte
pas les contraintes opérationnelles. C’est pourquoi, une deuxième étape consistant à forcer
la prise en compte de ces contraintes est nécessaire. Les deux schémas d’équivalence en
consommation et en effet, présentés dans la section 3.3 page 113 sont appliqués au problème
de rendez-vous simplifié considéré.
Pour le schéma d’équivalence en consommation, un profil de contrôle on-off est obtenu
à partir du profil continu avec les paramètres de seuil ς =
[
0.8 0.8 0.8 0.8
]T
. Dans ce
cas-ci, un terme de pénalisation de la distance à la cible au temps final a été ajouté. Le
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problème d’équivalence en consommation à résoudre est donc :
Problème 3.17. Trouver les instants de milieu de poussée tki et leurs demi-largeurs ∆tki ,
pour i = 1, . . . , 4 et ki = 1, . . . , Pi solution du problème de minimisation :
min
tji ,∆t
j
i
6∑
i=1
∣∣∣∣∣∣
∫ tf
t0
[
uBVP(t)
]
i
dt− 2
Pi∑
j=1
∆tji
∣∣∣∣∣∣+
(
X(tf )−Xf
)T
Q
(
X(tf )−Xf
)
,
t. q.

2∆tik > Tl,∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik) > Iij ,
tki −∆tki > t0
tki + ∆tki 6 tf ,
(3.85)
où uBVP est le profil de contrôle solution du problème 3.16. ◦
Le profil on-off de contrôle obtenu est présenté sur la figure 3.8. Sur ce profil-ci, les
contraintes de disjonction des poussées ont été prises en compte, ce qui conduit à une
consommation de 2, 320 m/s, ce qui est plus important que la consommation obtenue à
la première étape. Notons que pour les courbes de la figure 3.8, les poussées des deux
propulseurs radiaux ont été représentés sur le même graphe, de la même façon que les
poussées des deux propulseurs tangentiels et normaux. Ceci est possible car les poussées des
propulseurs sont disjointes.
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Figure 3.8 – Profils de contrôle issus de la solution du problème 3.17 (étape 2, équivalence
en consommation) en fonction du temps.
Pour le schéma d’équivalence en effet, un profil de contrôle on-off est obtenu à partir du
profil continu avec les paramètres de seuil ς =
[
0.5 0.5 0.5 0.5
]T
.
Problème 3.18. Trouver les instants de milieu de poussée tki et leur demi largeur ∆tki ,
pour i = 1, . . . , 6 et ki = 1, . . . , Pi solution du problème de minimisation :
min
tj
k
,∆tj
k
µ2
6∑
i=1
∫ tf
t0
[
Φ(tf , τ)B˜(τ)uBVP(τ)
]
i
dτ −
4∑
k=1
Pk∑
j=1
∫ tj
k
+∆tj
k
tj
k
−∆tj
k
[
Φ(tf , τ)B˜(τ)
]
i
dτ
2 ,
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t. q.

2∆tik > Tl,∣∣∣tjl − tik∣∣∣− (∆tjl + ∆tik) > Iij ,
tki −∆tki > t0
tki + ∆tki 6 tf .
(3.86)
◦
Le profil on-off de contrôle obtenu est présenté sur la figure 3.9. Les contraintes de
disjonction sont dans ce cas-ci aussi respectées, mais la séquence de poussées est différente
puisque par rapport au profil de contrôle de l’équivalence en consommation, la cinquième
et la sixième poussée sont interverties : dans le cas de l’équivalence en consommation, le
propulseur U+T pousse avant le propulseur U−N et dans le cas de l’équivalence en effet, le
propulseur U−NT pousse avant le propulseur U+T . Dans ce cas, la consommation est un peu
plus élevée et vaut 2, 73 m/s.
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Figure 3.9 – Profils de contrôle issus de la solution du problème 3.18 (étape 2, équivalence
en effet) en fonction du temps.
3.5.1.3 ÉTAPE 3 : OPTIMISATION DES INSTANTS DE COMMUTATION
La contrainte terminale est explicitement prise en compte au moyen d’un terme de
pénalisation de la forme :
XT (2P + 1)QX(2P + 1) avec Q =
[
µx 0
0 µv
]
, (3.87)
où les valeurs suivantes ont été choisies pour les paramètres de pénalisation : µx = 102
et µv = 10−3. La grande différence de valeurs entre la pénalisation de la position et de la
vitesse vient du fait que la vitesse est exprimée en kilomètres par jours et non en kilomètres
par secondes, ce qui introduit un facteur 105 dans les valeurs numériques.
La figure 3.10a montre le profil de contrôle obtenu par l’équivalence en consommation
ainsi que le profil pour lequel les instants de commutations ont été optimisés avec l’étape 3 de
la décomposition. Il apparaît nettement que la taille des créneaux a été réduite, ce qui induit
une réduction de la consommation jusqu’à 1, 48 m/s, soit une différence relative de 56, 8%.
Sur la figure 3.11a montrant l’optimisation de la trajectoire dans le plan de l’équateur, il
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est possible de voir l’amélioration de la distance à la cible au pris d’une excursion plus
importante dans la direction tangentielle.
La figure 3.10b montre le profil de contrôle obtenu par l’équivalence en effet ainsi
que le profil pour lequel les instants de commutations ont été optimisés avec l’étape 3
de la décomposition. La durée des créneaux est fortement réduite pour aboutir à une
consommation de 1, 54 m/s. La figure 3.11b montre l’optimisation de la trajectoire dans le
plan de l’équateur. Il apparaît nettement que les trois étapes permettent à la trajectoire de
se rapprocher de la cible même si l’excursion selon la direction tangentielle à l’orbite du
point cible augmente.
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(a) Deuxième étape utilisant l’équivalence en consom-
mation
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(b) Deuxième étape utilisant l’équivalence en effet
Figure 3.10 – Profils de contrôle :
— : solution de la deuxième étape, - - : solution de la troisième étape.
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(a) Deuxième étape utilisant l’équivalence en consom-
mation
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(b) Deuxième étape utilisant l’équivalence en effet
Figure 3.11 – Trajectoire relative dans le plan de l’orbite :
— : solution du problème aux deux bouts de l’étape 1,
— : solution du problème d’équivalence (étape 2),
— : solution du problème issu des systèmes à consommation (étape 3).
Le tableau 3.1 montre le gain en consommation dû aux trois étapes, ainsi que l’évolution
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de la position et de la vitesse finale dans le cas de l’équivalence en consommation et en effet,
les résultats de ces équivalence servant de donnée initiale pour la troisième étape. Dans
chacun des cas, l’optimisation permet d’abaisser la consommation et la distance à la cible.
Dans le cas de l’équivalence en effet, les consommations sont plus élevées que dans le cas de
l’équivalence en consommation, mais la distance finale à la cible est plus petite.
Étape 2 Étape 3 Étape 2 Étape 3problème 3.17 problème 3.18
||X(tf )|| (m) 179, 2 88, 27 836, 07 66, 41
||V (tf )|| (m/s) 8, 44.10−2 7, 80.10−4 7, 26.10−6 0, 64
Consommation (m/s) 2, 32 1, 48 2, 73 1, 54
Table 3.1 – Positions relatives finales ||X(tf )||, vitesses relatives finales ||V (tf )|| et consom-
mation pour le problème de rendez-vous optimisé avec la méthode en trois étapes.
3.5.2 APPLICATION DE LA MÉTHODE À TROIS ÉTAPES POUR UN PRO-
BLÈME DE MAINTIEN À POSTE PERTURBÉ
Dans cette partie, le problème considéré est le problème de maintien à poste 1.1 d’un
satellite géostationnaire soumis à toutes les perturbations décrites dans la section 1.2.2,
page 19. Le satellite, d’une masse de 4850 kg, est équipé du système de propulsion décrit à
la section 1.4.2.1, page 34 avec t0 = 0 et tf = 7 jours. Le problème de maintien à poste est
résolu par la méthode de décomposition en trois étapes décrite dans cette partie.
3.5.2.1 ÉTAPE 1 : PROBLÈME DE MAINTIEN À POSTE SANS LES CONTRAINTES OPÉ-
RATIONNELLES
Les contraintes opérationnelles sont retirées du problème 1.1 si bien que le problème
de maintien à poste à résoudre est le problème 3.1 lorsque la position finale est libre ou le
problème 3.2 lorsque la position finale est contrainte.
INITIALISATION DE LA SOLUTION AU MOYEN D’UNE MÉTHODE DIRECTE
La méthode directe utilisée pour initialiser les problèmes aux deux bouts 3.5 et 3.6
est une méthode directe de collocation. La discrétisation du vecteur d’état, du vecteur de
contrôle et de la dynamique conduit aux problèmes 3.3 et 3.4.
Les trajectoire solutions des problèmes 3.3 et 3.4 sont représentées sur la figure 3.12a
dans le plan (λ, ϕ) avec la fenêtre de maintien à poste. Les profils de contrôle correspondants
sont visibles sur la figure 3.12b. Dans le cas où une contrainte sur la position finale est
présente, les propulseurs sont actifs en même temps deux à deux tandis que lorsque seules
les contraintes de maintien à poste sont présentes, le problème de la disjonction des poussées
ne se pose pas puisque le profil n’en compte qu’une seule.
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Figure 3.12 – — solution du problème 3.3, - - solution du problème 3.4.
RÉSOLUTION DU PROBLÈME SIMPLIFIÉ AVEC LE PRINCIPE DU MAXIMUM
Les trajectoires calculées précédemment permettent d’initialiser les problèmes aux deux
bouts 3.5 et 3.6. Comme cela a été annoncé précédemment, la solution d’un problème aux
deux bouts est très sensible à son initialisation, à tel point que le problème 3.5 est numéri-
quement difficile à résoudre. Une solution a été obtenue en augmentant progressivement
le paramètre de pente M de 100 à 104 et la constante multiplicative de la fonction de
pénalisation µ1 de 108 à 1014. Dans ce cas, la fonction de pénalisation est exprimée avec la
latitude et la longitude relative. La figure 3.13a montre la trajectoire dans le plan (λ, ϕ)
avec la fenêtre de maintien à poste et la figure 3.13b le vecteur adjoint en fonction du temps.
Les fonctions de commutation conduisant à cette trajectoire sont présentées sur la figure
3.14a et la 3.14b montre les profils continus associés. La discontinuité présente sur la courbe
du vecteur adjoint 3.13b se produit lorsque la contrainte de maintien à poste devient active.
Le profil de contrôle obtenu n’est pas exploitable dans ce cas.
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(b) Vecteur adjoint λ∗
Figure 3.13 – Solution du problème 3.5 (1).
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(b) Profil de contrôle continu F ∗
Figure 3.14 – Solution du problème 3.5 (2).
Lorsque le problème de contrôle optimal avec position finale libre est résolu avec la
fonction de pénalisation exprimée avec les éléments orbitaux relatifs, un profil de contrôle
différent est obtenu, voir figure 3.15b avec les fonctions de commutation de la figure 3.15a.
La trajectoire résultante est présentée sur la figure 3.16.
Dans le cas du problème 3.6 pour lequel la position finale est contrainte, la trajectoire
est indépendante de la valeur de la constante µ1. La figure 3.17 montre les positions
géographiques en fonction du temps pour µ1 = 104 dans le plan (λ, ϕ) avec la fenêtre de
maintien à poste. La fonction de commutation est représentée sur la figure 3.18a et le profil
de contrôle continu associé sur la figure 3.18b.
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(b) Profil de contrôle continu F ∗
Figure 3.15 – Solution du problème 3.5 (fonction de pénalisation exprimée en fonction des
éléments orbitaux relatifs).
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Figure 3.16 – Trajectoire (λ∗, ϕ∗) solution du problème 3.5 et la fenêtre de maintien à
poste (fonction de pénalisation exprimée en fonction des éléments orbitaux relatifs).
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Figure 3.17 – Trajectoire solution du problème 3.6 dans le plan (λ, ϕ) avec la fenêtre de
maintien à poste.
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(b) Profil de contrôle continu F ∗
Figure 3.18 – Solution du problème 3.6.
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Les stratégies de maintien à poste basées sur une analyse physique des perturbations
orbitales de la section 1.4 page 29 ont établi que la stratégie optimale de poussée en l’absence
des contraintes opérationnelles consiste en des poussées simultanées des propulseurs Nord
d’une part et des propulseurs Sud d’autre part. C’est ce qui est retrouvé sur les profils de
la figure 3.18b. La stratégie de résolution basée sur des techniques ne reposant pas sur la
physique des phénomènes conduit ainsi à des profils de contrôle correspondant aux analyses
de la littérature existante sur ce sujet. Pour ce profil continu, la consommation, calculée en
intégrant numériquement les fonctions de contrôle, vaut 5, 98 m/s.
3.5.2.2 ÉTAPE 2 : SCHÉMAS D’ÉQUIVALENCE POUR LES CONTRAINTES OPÉRA-
TIONNELLES
L’extraction d’un profil tout ou rien à partir du profil de contrôle continu de la figure
3.18b est réalisée au moyen de paramètres de seuil ς =
[
ς1 ς2 ς3 ς4
]
. La figure 3.19
montre que deux valeurs différentes de ς conduisent à des profils et à un nombre de
poussées différents. Ces courbes ont été obtenues avec ςa =
[
0.8 0.8 0.8 0.8
]
d’une part
et ςb =
[
0.9 0.9 0.9 0.9
]
. La valeur de la constante µ2 a été choisie égale à 1010.
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Figure 3.19 – Créneaux extraits du profil de contrôle continu de la figure 3.18b (zoom sur
l’intervalle [2, 4]).
- - : créneaux obtenus avec le paramètre de seuil ςa (22 créneaux),
— : créneaux obtenus avec le paramètre de seuil ςb (14 créneaux).
Comme la solution de la première étape de la résolution ne permet pas de garantir le
respect des contraintes opérationnelles, une deuxième étape est nécessaire. Les instants
de milieu de poussées et leurs demi-largeurs sont très sensibles à la valeur du paramètre
ς choisi, si bien que certaines solutions du problème 3.7 ou 3.8 respectent les contraintes
opérationnelles mais ne sont plus confinées dans la fenêtre de maintien à poste.
La figure 3.20 montre la solution du problème 3.7 (équivalence en consommation) avec
le paramètre de seuil ς = ςc =
[
0.89 0.89 0.93 0.93
]
et la solution du problème 3.8
(équivalence en effet) avec le paramètre de seuil ς = ςd =
[
0.95 0.9 0.95 0.95
]
. Dans ce
cas, les trajectoires restent à l’intérieur de la fenêtre de maintien à poste. La consommation
du profil solution de l’équivalence en consommation est de 3, 51 m/set la consommation du
profil solution de l’équivalence en effet est de 2, 05 m/s.
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Figure 3.20 – Trajectoires dans le plan (ϕ, λ).
— : solution du problème 3.7 (équivalence en consommation) avec ςc =
[
0.89 0.89 0.93 0.93
]
,
- - : solution du problème 3.8 (équivalence en effet) avec ςd =
[
0.95 0.9 0.95 0.95
]
.
Pour ς = ςa, les solutions des deux problèmes 3.7 et 3.8 conduisent à des profils de
poussées respectant les contraintes opérationnelles mais aussi à des trajectoires sortant de
la fenêtre de maintien à poste, comme les dépeignent la figure 3.21. Bien que les trajectoires
ne respectent pas les contraintes de maintien à poste, le but de cette étape de la méthode
de résolution est de produire un profil respectant uniquement les contraintes opérationnelles
afin initialiser la troisième étape. La consommation du profil issu de l’équivalence en
consommation est de 21, 45 m/set la consommation du profil issu de l’équivalence en effet
est de 22, 52 m/s.
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Figure 3.21 – Trajectoires dans le plan (ϕ, λ).
— : solution du problème 3.7 (équivalence en consommation) avec ςa =
[
0.8 0.8 0.8 0.8
]
,
- - : solution du problème 3.8 (équivalence en effet) avec ςa.
3.5.2.3 ÉTAPE 3 : OPTIMISATION DES INSTANTS DE COMMUTATION
La troisième étape de la méthode de décomposition optimise les instants de commutation
par une méthode s’inscrivant dans le cadre des systèmes à commutation. La séquence de
poussées, c’est-à-dire l’ordre d’allumage des propulseurs, obtenue à la fin de la deuxième
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étape est supposée être la séquence optimale, dont les instants de commutation restent à
optimiser. Même si la trajectoire obtenue à la fin de la deuxième étape ne respecte pas les
contraintes de maintien à poste, cette troisième étape permet de s’assurer du respect de ces
contraintes.
Pour la première étape, le problème aux deux bouts dans le cas d’un point final libre
n’a pu être résolu. Cependant, dans le cadre de la troisième étape, la contrainte sur le point
final peut être enlevée. Par ailleurs, comme cela a été fait pour le problème de rendez-vous,
il est possible de résoudre un problème pour lequel les contraintes sont prises en compte
par une pénalisation dans le vecteur adjoint (problème 3.9) ou un problème pour lequel les
contraintes de maintien à poste sont prises en compte par une pénalisation dans la fonction
objectif.
La figure 3.22a montre le profil de contrôle calculé avec l’équivalence en consommation
pour ςc ainsi que le profil de contrôle optimisé avec la troisième étape. Il est possible de
remarquer que les deux profils ont le même nombre de poussées pour chaque propulseurs,
et que ces dernières sont dans le même ordre dans les deux cas. La figure 3.22b montre
la trajectoire qui en découle. La figure 3.23a montre le profil de contrôle calculé avec
l’équivalence en effet pour ςd ainsi que le profil de contrôle optimisé avec la troisième étape.
La figure 3.23b montre la trajectoire qui en découle. Dans ces deux cas, la trajectoire
découlant du profil dont les instants de commutation ont été optimisés par la troisième étape
sont très similaires entre elles, ce qui laisse supposer qu’un optimum global semble avoir été
atteint. Par ailleurs, il est possible de noter que le profil issu de l’équivalence en effet avec le
seuil ςd ne contient pas de poussées du propulseur Sud-Ouest. Puisque la troisième étape
conserve le nombre de poussées par propulseurs, aucune poussée du propulseur Sud-Ouest
n’existe dans le profil solution de la troisième étape.
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(b) Trajectoires dans le plan (λ, ϕ) et fenêtre de main-
tien à poste
Figure 3.22 – — : solution du problème 3.7 (équivalence en consommation) avec ςc =[
0.89 0.89 0.93 0.93
]
,
- - : solution du problème 3.11 d’optimisation des instants de commutation pour lequel
les contraintes de maintien à poste sont prises en compte au moyen d’une fonction de
pénalisation.
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Figure 3.23 – — : solution du problème 3.8 (équivalence en effet) avec ςc =[
0.95 0.9 0.95 0.95
]
,
- - : solution du problème 3.11 d’optimisation des instants de commutation pour lequel
les contraintes de maintien à poste sont prises en compte au moyen d’une fonction de
pénalisation.
Comme cela a été montré dans la partie précédente, il peut arriver que les solutions
des problèmes d’équivalence 3.7 et 3.8 conduisent à des trajectoires ne respectant pas les
contraintes de maintien à poste. Néanmoins, l’optimisation des instants de commutation par
la troisième étape permet d’obtenir des trajectoires respectant celles-ci. Les figures 3.24b et
3.24a montrent respectivement la trajectoire et le profil de contrôle solutions du problème
3.11 initialisé par le paramètre de seuil ςa et le schéma d’équivalence en consommation. Les
figures 3.25b et 3.25a montrent respectivement la trajectoire et le profil de contrôle solutions
du problème 3.11 initialisé par le paramètre de seuil ςa et le schéma d’équivalence en effet.
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Figure 3.24 – — : solution du problème 3.7 (équivalence en effet) avec ςa =
[
0.8 0.8 0.8 0.8
]
,
- - : solution du problème 3.11 d’optimisation des instants de commutation pour lequel
les contraintes de maintien à poste sont prises en compte au moyen d’une fonction de
pénalisation.
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tien à poste
Figure 3.25 – — : solution du problème 3.8 (équivalence en effet) avec ςa =
[
0.8 0.8 0.8 0.8
]
,
- - : solution du problème 3.11 d’optimisation des instants de commutation pour lequel
les contraintes de maintien à poste sont prises en compte au moyen d’une fonction de
pénalisation.
Une marge a été prise sur la taille de la fenêtre pour prendre en compte le manque de
précision dû à une intégration numériques de la dynamique (3.67) et de ses dérivées par
rapport aux instants de commutation (H.13) et (H.14).
La Tableau 3.2 regroupe les consommations des profils obtenus à la fin de la deuxième
étape avec différents paramètres de seuil et les deux schémas d’équivalence. Dans tous les
cas, la troisième étape réussit à baisser la consommation tout en assurant le maintien à
poste et le respect des contraintes opérationnelles. La ligne « Consommation minimale »
correspond à la consommation d’un profil présentant un nombre de poussées identique à
celui considéré, mais ayant pour chacune la durée minimale autorisée Tl. Il apparaît alors
que la réduction de la consommation conduit à la réduction de la durée de poussée jusqu’à
atteindre la durée minimale autorisée.
3.6 CONCLUSION
Dans ce chapitre, le problème de maintien à poste est résolu par une méthode en trois
étapes, basée sur le Principe du Maximum. La première étape consiste à résoudre un
problème de maintien à poste par une méthode indirecte sans tenir compte des contraintes
opérationnelles. Le profil de contrôle continu solution de cette étape ne respecte pas les
contraintes opérationnelles.
Après avoir reconstruit un profil tout ou rien à partir du profil continu solution de la
première étape en choisissant des valeurs seuil, le respect des contraintes opérationnelles
s’obtient par la résolution de deux schémas d’équivalence conçus à cet effet. Celles-ci sont
parfaitement respectées mais la séquence d’activation des propulseurs solution est très
sensible à la valeur seuil choisie. Puisque les contraintes de maintien à poste ne sont pas
prises en compte explicitement, certains profils peuvent à la fin de la deuxième étape ne pas
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Seuil

ς1
ς2
ς3
ς4


0.89
0.89
0.93
0.93


0.89
0.88
0.93
0.93


0.9
0.9
0.95
0.95


0.95
0.9
0.95
0.95


0.8
0.8
0.8
0.8


0.8
0.8
0.8
0.8


0.96
0.95
0.99
0.99

P 13 14 10 7 22 22 2
Schéma
Conso. Conso. Effet Effet Conso. Effet Conso.
d’équivalence
Conso. (m/s)
3.51 4.41 1.65 2.05 21.45 22.52 0.71
étape 2
Maintien
oui oui oui oui non non oui
à poste
Conso. (m/s)
0.31 0.33 0.24 0.17 0.52 0.52 0.047
étape 3
Maintien
oui oui oui oui oui oui oui
à poste
Conso. (m/s)
0.31 0.33 0.24 0.17 0.52 0.52 0.047
minimale
Table 3.2 – Consommation pour les profils de contrôle calculés à la fin de l’étape 2 et de
l’étape 3.
respecter ces dernières contraintes. Les instants de milieu de poussées et leur demi-largeurs
doivent alors être optimisés avec une troisième étape.
La troisième étape optimise la valeur des instants d’allumage et d’extinction de chacun
des propulseurs, en supposant que le profil de contrôle est tel que deux propulseurs ne
poussent pas simultanément. A l’aide d’une technique d’optimisation basée sur la théorie
des systèmes à commutation, la consommation pour le maintien à poste est réduite, et les
profils de contrôle conduisent à une trajectoire respectant les contraintes de maintien à
poste.
La méthode de décomposition en trois étapes est appliquée sur un problème de rendez-
vous képlérien avec un point fictif en orbite géostationnaire ainsi que sur le problème de
maintien à poste complet pour un horizon temporel court d’une semaine.

Chapitre4
Optimisation en nombres entiers pour le
problème de maintien à poste sur un
horizon court
Quand on n’arrêtait pas de changer la façon dont
les gens voyaient le monde, on finissait par
changer la façon dont on se voyait soi-même.
Terry Pratchett, Les Annales du Disque Monde,
trad. Patrick Couton
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4.1 INTRODUCTION
Comme cela a été présenté dans le chapitre 1, il existe deux grandes familles de méthodes
de résolution des problèmes de contrôle optimal : les méthodes indirectes et les méthodes
directes. Le chapitre précédent a décrit la mise en œuvre d’une technique de résolution
principalement basée sur les méthodes indirectes même si une étape fait appel à une solution
initiale obtenue par une méthode directe. La complexité de la méthode proposée est due
à la difficile prise en compte des contraintes opérationnelles dans le cadre du Principe du
Maximum, ce qui a requis la résolution de trois étapes successives afin de trouver une solution
respectant à la fois les contraintes de maintien à poste et les contraintes opérationnelles.
Dans ce chapitre, le problème de maintien à poste est abordé dans le cadre des méthodes
directes. Le caractère tout ou rien de la commande conduit naturellement à une modélisation
du profil de poussée de chaque propulseur à l’aide de variables binaires valant 1 lorsque
le propulseur est allumé et 0 lorsqu’il est éteint. De plus, la discrétisation de l’intervalle
temporel et l’évaluation des fonctions binaires de poussée sur la grille ainsi définie permettent
d’exprimer les contraintes opérationnelles – durée minimale de poussée, durée minimale entre
deux poussées de deux propulseurs différents ou entre deux poussées du même propulseur –
sous la forme de contraintes linéaires sur ces variables binaires.
La résolution d’un problème de contrôle optimal par une méthode directe conduit à la
discrétisation des variables d’état et de commande sur une grille temporelle, transformant
ainsi le problème de contrôle optimal initial en un problème d’optimisation en dimension
finie. Plus la grille est fine, plus le nombre de variables d’optimisation augmente. Un moyen
de réduire la taille de l’espace de recherche est d’intégrer la dynamique pour ne garder que
les variables de commande comme variables de décision. Cette intégration peut être effectuée
d’une part à l’aide de la matrice de transition d’état évaluée numériquement sur les points
de la grille de discrétisation ou d’autre part avec des schémas d’intégration numérique de
l’équation différentielle de la dynamique.
La transformation en un problème d’optimisation en nombres entiers est appliquée à un
problème de maintien à poste autour d’une orbite géostationnaire pour un satellite soumis
uniquement à l’accélération centrale et équipé d’un système propulsif idéal – un propulseur
dans chacune des directions. Dans un second temps, le problème de maintien à poste prenant
en compte les perturbations orbitales pour un satellite équipé du système de propulsion
décrit dans la section 1.4.2 est résolu par la méthode décrite dans ce chapitre.
4.2 TRANSFORMATION DU PROBLÈME CONTINU EN PRO-
BLÈME DISCRET
Une approche directe est utilisée pour résoudre le problème de contrôle optimal 1.1.
Après avoir défini une grille temporelle, le vecteur de commande est paramétré sur chaque
intervalle de la grille par une variable binaire. De cette façon, les contraintes opérationnelles
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vont pouvoir s’exprimer sous la forme de contraintes linéaires sur ces variables binaires. Le
vecteur d’état est éliminé de l’espace de recherche par intégration de la dynamique soit par
l’utilisation de la matrice de transition d’état évaluée numériquement sur la grille temporelle,
soit par l’application d’un schéma d’intégration numérique de l’équation différentielle de la
dynamique.
4.2.1 FORMALISATION BINAIRE DES CONTRAINTES OPÉRATION-
NELLES
Pour rappel, les contraintes opérationnelles à satisfaire sont les suivante :
(i) la poussée est idéalement soit nulle soit non nulle et constante (il s’agit d’un profil
on-off),
(ii) deux propulseurs ne peuvent pas être actifs simultanément,
(iii) une poussée doit avoir une durée minimale de Tl = 5 minutes,
(iv) l’intervalle de temps minimal entre deux poussées d’un même propulseur est de Td = 20
minutes,
(v) l’intervalle de temps entre deux poussées de deux propulseurs différents est de Ts = 5
minutes.
4.2.1.1 PROFIL DE CONTRÔLE BINAIRE
La contrainte opérationnelle (i) impose que le profil de poussée de chaque propulseur soit
de type tout ou rien. En supposant que cette condition est respectée, le profil de poussée
des propulseurs peut être modélisé de la façon suivante :
F (t) =

s1(t)
s2(t)
s3(t)
s4(t)
 , (4.1)
où sl(t) ∈ {0, 1}, l = 1, . . . , 4, ∀t ∈ [t0, tf ].
Si l’horizon temporel est découpé en N sous intervalles de longueur ∆τ , sous la forme :
t0 = τ0 < τ1 < · · · < τN−1 < τN = tf , (4.2)
chacune des fonction sl peut être évaluée en τ pour donner :
∀j = 0, . . . , N, Fj = F (τ) =

s1(τ)
s2(τ)
s3(τ)
s4(τ)
 =

(s1)j
(s2)j
(s3)j
(s4)j
 , ∀τ ∈ [τj , τj+1], (4.3)
où les (sl)j , l = 1, . . . , 4, j = 0, . . . , N vérifient : (sl)j ∈ {0, 1}. Ainsi, sur chaque intervalle
la valeur du profil de chaque propulseur est une variable binaire, comme cela est illustré sur
le schéma de la figure 4.1.
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Figure 4.1 – Profils binaires pour chacun des 4 propulseurs (contrainte (i)).
Trouver le profil de contrôle permettant la réalisation du maintien à poste revient donc
à déterminer la valeurs des 4(N + 1) variables binaires (sl)j . Avec la modélisation des
fonctions de poussée proposée, les contraintes opérationnelles restantes (ii) à (v) peuvent
être retranscrites en utilisant ces variables binaires.
4.2.1.2 TRANSCRIPTION DES CONTRAINTES OPÉRATIONNELLES
CONTRAINTE DE DISJONCTION DES POUSSÉES
La contrainte de disjonction des poussées (ii) impose que sur chaque intervalle [τj , τj+1]
le vecteur de contrôle s’exprime sous la forme :
∀j = 0, . . . , N, Fj =

(s1)j
(s2)j
(s3)j
(s4)j
 ∈


0
0
0
0
 ,

1
0
0
0
 ,

0
1
0
0
 ,

0
0
1
0


0
0
0
1

 . (4.4)
Afin de traduire cette contrainte, il est possible d’introduire une fonction t 7→ γ(t)
comptant le nombre de propulseurs actifs à chaque instant :
γ(t) =
4∑
l=1
sl(t), (4.5)
qui peut être évaluée sur chaque intervalle :
∀j = 0, . . . , N, γ(τj) = γj = (s1)j + (s2)j + (s3)j + (s4)j . (4.6)
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Ainsi, imposer la contrainte (ii) revient à imposer :
∀j = 0, . . . , N, γj 6 1. (4.7)
CONTRAINTE DE DURÉE MINIMALE DES POUSSÉES
La contrainte (iii) peut être facilement prise en compte en choisissant la longueur des
intervalles [τj , τj+1] de façon adéquate. Ainsi, imposer :
∆τ > Tl, (4.8)
permet d’assurer le respect de la contrainte de durée minimale des poussées.
Cependant, si la durée des intervalles est telle que ∆τ < Tl, il est nécessaire d’imposer
des contraintes sur le nombre minimal d’intervalles sur lesquels un propulseur doit rester
actif. Notons p ∈ N∗, l’entier naturel non nul tel que :
(p− 1)∆τ < Tl 6 p∆τ. (4.9)
Le cas p = 1 correspond à ∆τ > Tl puisqu’un minimum d’un seul intervalle suffit à
respecter la contrainte de durée minimale de poussée. Nous supposons donc p > 2. La
contrainte de durée minimale de poussée se traduit de la façon suivante : si sur l’intervalle j
aucun propulseur ne pousse et sur l’intervalle j + 1 un propulseur est actif, alors sur les
intervalles allant de j + 2 à j + p, le même propulseur doit rester actif (voir la figure 4.2).
Ceci se formalise logiquement par :
∀j = 0, . . . , N − p,
(
Fj = 0 & Fj+1 6= 0
)
⇒
(
Fj+2 = Fj+1 & . . . & Fj+p = Fj+1
)
. (4.10)
En utilisant les variables binaires (sl)j , l = 1, . . . , 4, j = 0, . . . , N , il vient :
∀k = 2, . . . , p, ∀j = 0, . . . , N − k,

(s1)j+1 − (s1)j+k − γj 6 0,
(s2)j+1 − (s2)j+k − γj 6 0,
(s3)j+1 − (s3)j+k − γj 6 0,
(s4)j+1 − (s4)j+k − γj 6 0.
(4.11)
t
1
si
Tl
Figure 4.2 – Illustration de la contrainte de durée minimale de poussée (contrainte (iii))
dans le cas où p = 2.
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Cette expression de la contrainte de durée de poussée minimale n’est pas applicable
pour le premier intervalle. Il est alors possible d’imposer la valeur de la poussée à 0 pour
cet intervalle ou de rajouter la contrainte :
F0 6= 0⇒
(
F1 = F0 & . . . & Fp−1 = F0
)
. (4.12)
Cela se traduit en utilisant les variables binaires introduites précédemment :
∀j = 1, . . . , p− 1,

(s1)0 − (s1)j 6 0,
(s2)0 − (s2)j 6 0,
(s3)0 − (s3)j 6 0,
(s4)0 − (s4)j 6 0.
(4.13)
CONTRAINTES INTERCRÉNEAUX ENTRE DEUX POUSSÉES DU MÊME PROPULSEUR
Selon la contrainte opérationnelle (v), la durée minimale à respecter entre deux poussées
du même propulseur est Ts. Soit m ∈ N∗ l’entier naturel non nul tel que :
(m− 1)∆τ < Ts 6 m∆τ. (4.14)
Le cas m = 1 correspond à Ts 6 ∆τ et est automatiquement satisfait. C’est pourquoi
dans la suite, m est considéré supérieur à 2. La contrainte (v) signifie que si un propulseur
est actif sur l’intervalle j et devient inactif sur l’intervalle j + 1, alors sur les intervalles
allant de j + 2 à j +m les propulseurs sont inactifs ou un des autres propulseurs est actif
(voir la figure 4.3). Ceci se traduit sous forme logique par :
∀j = 0, . . . , N −m,
(
Fj 6= 0 & Fj+1 = 0
)
⇒
(
Fj+2 6= Fj & . . . & Fj+m 6= Fj
)
, (4.15)
ce qui se traduit à l’aide des variables binaires par :
t
si
1
Ts
t
sj
1
Figure 4.3 – Illustration de la contrainte de durée minimale entre deux poussées du même
propulseur (contrainte (v)) dans le cas où m = 4.
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∀k = 2, . . . ,m, ∀j = 0, . . . , N − k,

(s1)j − (s1)j+1 + (s1)j+k 6 1,
(s2)j − (s2)j+1 + (s2)j+k 6 1,
(s3)j − (s3)j+1 + (s3)j+k 6 1,
(s4)j − (s4)j+1 + (s4)j+k 6 1,
(4.16)
CONTRAINTES INTERCRÉNEAUX ENTRE DEUX PROPULSEURS DIFFÉRENTS
Selon la contrainte opérationnelle (iv), la durée minimale à respecter entre deux poussées
de deux propulseurs différents est Td. Soit q ∈ N∗ l’entier naturel non nul tel que :
(q − 1)∆τ < Td 6 q∆τ. (4.17)
Si q = 1, cette contrainte opérationnelle signifie que si un propulseur est actif sur
l’intervalle j, alors sur l’intervalle j + 1, soit le même propulseur est actif soit tous sont
inactifs. Ceci se traduit de façon logique par :
∀j = 0, . . . , N − 1, Fj 6= 0⇒ Fj+1 = {0, Fi}, (4.18)
ou encore en fonction des variables binaires :
∀j = 0, . . . , N − 1,

(s1)j − (s1)j+1 + γj 6 1,
(s2)j − (s2)j+1 + γj 6 1,
(s3)j − (s3)j+1 + γj 6 1,
(s4)j − (s4)j+1 + γj 6 1.
(4.19)
t
si
1
sj Td
t
1
Figure 4.4 – Illustration de la contrainte de durée minimale entre deux poussées de deux
propulseurs différents (contrainte (iv)) dans le cas où q = 2.
Dans le cas où q > 2, la contrainte opérationnelle (iv) impose de plus de respecter la
condition suivante : pour k = 2, . . . , q, le propulseur actif sur l’intervalle j + k est identique
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au propulseur actif sur l’intervalle j+ k− 1 ou aucun propulseur n’est actif sur cet intervalle
(voir figure 4.4). Cela se traduit de façon logique par : ∀j = 0, . . . , N − q + 1,
Fj 6= 0⇒
(
Fj+1 = {0, Fj} & Fj+2 = {0, Fj+1} & . . . & Fj+q = {0, Fj+q−1}
)
, (4.20)
ou encore en fonction des variables binaires :
∀j = 0, . . . , N − 1,

(s1)j − (s1)j+1 + γj 6 1,
(s2)j − (s2)j+1 + γj 6 1,
(s3)j − (s3)j+1 + γj 6 1,
(s4)j − (s4)j+1 + γj 6 1,
(4.21a)
∀k = 2, . . . , q, ∀j = 0, . . . , N − k + 1,

(s1)j − γj+k−1 + 2γj+k 6 2,
(s2)j − γj+k−1 + 2γj+k 6 2,
(s3)j − γj+k−1 + 2γj+k 6 2,
(s4)j − γj+k−1 + 2γj+k 6 2,
(4.21b)
4.2.1.3 ÉCRITURE SOUS FORME MATRICIELLE
Le vecteur des variables binaires est noté F¯ tel que :
F¯ =
[
(s1)0 (s2)0 (s3)0 (s4)0 (s1)1 (s2)1 · · · (s3)N (s4)N
]T ∈ R4(N+1)×1, (4.22)
et γ¯ ∈ R(N+1)×1 le vecteur des variables γj .
Les contraintes (4.6) se réécrivent de façon matricielle :
Ξ1F¯ − γ¯ = 0, (4.23)
avec :
Ξ1 =

11×4 01×4 · · · · · · 01×4
01×4 11×4 01×4 · · · 01×4
... . . .
...
... . . . 01×4
01×4 · · · · · · 01×4 11×4

∈ R(N+1)×4(N+1) (4.24)
où 1µ×ν ∈ Rµ×ν est une matrice constituée de 1 sur µ lignes et ν colonnes. L’ajout de la
contrainte 4.23 au problème d’optimisation conduit l’algorithme de branch and bound utilisé
pour résoudre le problème à effectuer des branchements différents que ceux qui sont effectués
si le problème d’optimisation est écrit en termes des variables (sl)j seulement. La solution
est différente, mais des expériences numériques ont montré qu’elles restent proches. Nous
avons alors choisi d’utiliser les variables γj pour la formulation du problème à résoudre du
fait des simplifications d’écriture ainsi introduites.
La contrainte de disjonction des poussées (4.7) s’écrit sous forme matricielle :
γ¯ 6 1N+1, (4.25)
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où l’inégalité porte sur chaque composante des vecteurs.
La contrainte de durée minimale de poussée (4.11) s’écrit sous forme matricielle :
∀k = 2, . . . , p, Ξlk,F F¯ + Ξlk,γ γ¯ 6 04(N−k+1)×1, (4.26)
avec :
Ξlk,F =

04 I4 04 · · · 04 −I4 04 · · · · · · 04
04 04 I4 04 · · · 04 −I4 04 · · ·
...
...
... . . . . . . . . . . . .
...
...
... . . . . . . . . . 04
04 04 · · · · · · 04 I4 04 · · · 04 −I4

∈ R4(N−k+1)×4(N+1) (4.27a)
Ξlk,γ =

−14×1 04×1 · · · · · · 04×1 04×1 · · · 04×1
04×1 −14×1 04×1 · · · 04×1
...
...
... . . .
...
...
...
... . . . 04×1
...
...
04×1 · · · · · · 04×1 −14×1 04×1 · · · 04×1

∈ R4(N−k+1)×(N+1),
(4.27b)
où In désigne la matrice identité de taille n× n, 0n la matrice nulle de taille n× n, 0n×1 le
vecteur de taille n× 1 rempli de 0 et 2n le vecteur de taille n× 1 rempli de 2.
La contrainte de durée minimale entre deux poussées du même propulseur s’écrit sous
forme matricielle si m > 2 :
∀k = 2, . . . ,m, Ξsk,F F¯ 6 14(N−k+1)×1, (4.28)
avec :
Ξsk,F =

I4 −I4 04 · · · 04 I4 04 · · · · · · 04
04 I4 −I4 04 · · · 04 I4 04 · · · 04
... . . . . . . . . . . . . . . . . . . 04
... . . . . . . . . . . . . . . . . . .
...
04 · · · · · · 04 I4 −I4 04 · · · 04 I4

∈ R4(N−k+1)×4(N+1). (4.29)
La contrainte de durée minimale entre deux poussées de deux propulseurs différents
s’écrit sous forme matricielle :
Ξd1,F F¯ + Ξd1,γ γ¯ 6 14N×1, (4.30a)
et si q > 2,
∀k = 2, . . . , q, Ξdk,F F¯ + Ξdk,γ γ¯ 6 24(N−k+1)×1, (4.30b)
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avec :
Ξd1,F =

I4 −I4 04 · · · · · · 04
04 I4 −I4 04 · · ·
...
... . . . . . . . . .
...
... . . . . . . . . . 04
04 · · · · · · 04 I4 −I4

∈ R4N×4(N+1), (4.31a)
Ξd1,γ =

−14×1 04×1 · · · · · · 04×1 04×1
04×1 −14×1 04×1 · · · 04×1
...
... . . .
...
...
... . . . 04×1
...
04×1 · · · · · · 04×1 −14×1 04×1

∈ R4N×(N+1), (4.31b)
∀k = 2, . . . , q,
Ξdk,F =
[
I4(N−k+1) 04(N−k+1)×4k
]
∈ R4(N−k+1)×4(N+1), (4.31c)
Ξdk,γ =

04×1 · · · 04×1 −14×1 24×1 04×1 · · · · · · 04×1
04×1 · · · 04×1 04×1 −14×1 24×1 04×1 · · · 04×1
... . . . . . . 04×1
... . . . . . . 04×1
04×1 · · · · · · · · · · · · 04×1 04×1 −14×1 24×1

∈ R4(N−k+1)×(N+1)
(4.31d)
4.2.1.4 PROBLÈME DE MAINTIEN À POSTE AVEC LES CONTRAINTES OPÉRATION-
NELLES DISCRÉTISÉES
Avec la paramétrisation des profils de contrôle effectuée au moyen de variables binaires,
la fonction objectif à minimiser se réécrit :
J = 1T4(N+1)×1F¯ . (4.32)
Le problème de maintien à poste se réécrit alors :
Problème 4.1. Trouver les variables binaires (sl)j , j = 0, . . . , N , l = 1, . . . , 4 solutions du
problème de minimisation :
min
(sl)j
J = 1T4(N+1),1F¯ (t),
t. q. :
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
x˙(t) = A(t)x(t) +D(t) + B˜F, x(t0) = x0,∣∣∣∣∣ [0 1 0]C(t)x(t)
∣∣∣∣∣ 6 δ,
∣∣∣∣∣ [0 0 1]C(t)x(t)
∣∣∣∣∣ 6 δ,
Ξ1F¯ + γ¯ = 0, γ¯ 6 1N+1,
∀k = 2, . . . , p, Ξlk,F F¯ + Ξlk,γ γ¯ 6 14(N−k+1)×1 si p > 2,
Ξd1,F F¯ + Ξd1,γ γ¯ 6 14N×1,
∀k = 2, . . . , q, Ξdk,F F¯ + Ξdk,γ γ¯ 6 24(N−k+1)×1 si q > 2,
∀k = 2, . . . ,m, Ξsk,F F¯ 6 14(N−k+1)×1 si m > 2.
(4.33)
◦
Grâce au paramétrage binaire des variables de contrôle, les contraintes opérationnelles
ont pu être modélisées de manière logique puis sous forme de contraintes linéaires Cependant,
le problème obtenu comporte toujours la contrainte dynamique. Afin de transcrire complè-
tement le problème initial de contrôle optimal en un problème de programmation linéaire
en nombres entiers (PLNE), il est nécessaire de substituer à la contraintes différentielle
continue une transcription discrète suffisamment fidèle.
4.2.2 INTÉGRATION DE LA DYNAMIQUE
Dans l’optique de résoudre le problème de maintien à poste par une méthode directe de
collocation, le vecteur d’état doit aussi être évalué en chacun des points de la discrétisation
temporelle. Cependant, comme cela a été présenté dans la section 1.5.2, page 45, il est
possible d’intégrer la dynamique du système pour retirer les évaluations du vecteur d’état
de l’ensemble des inconnues. Cette partie propose deux méthodes d’intégration possibles de
la dynamique. La première consiste en une évaluation numérique de la matice de transition
de l’équation différentielle de la dynamique sur la grille temporelle et la deuxième consiste à
utiliser un schéma aux différences finies.
4.2.2.1 DISCRÉTISATION DE LA MATRICES DE TRANSITION
L’intégration de l’équation différentielle de la dynamique relative :
x˙(t) = A(t)x(t) +D(t) + B˜(t)F (t), (4.34)
est effectuée au moyen de la matrice de transition d’état Φ(t, t0) définie par exemple par la
référence [Antsaklis, 2003] et vérifiant :
dΦ(t, t0)
dt = A(t)Φ(t, t0) avec Φ(t0, t0) = I6. (4.35)
Le vecteur d’état à l’instant t est alors donné par :
x(t) = Φ(t, t0)x(t0) +
∫ t
t0
Φ(t, s)B˜(s)F (s)ds+
∫ t
t0
Φ(t, s)D(s)ds. (4.36)
L’horizon temporel [t0, tf ] est divisé en intervalles définis par la grille donnée par
l’équation (4.2). L’expression du vecteur d’état à l’instant t peut alors être transformée de
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la façon suivante :
x(t) = Φ(t, t0)x(t0) +
Nt∑
i=1
Φ(t, τi)
(∫ τi
τi−1
Φ(τi, s)B˜(s)ds
)
Fi +
(∫ t
τNt
Φ(t, s)B˜(s)ds
)
FNt
+
Nt∑
i=1
Φ(t, τi)
∫ τi
τi−1
Φ(τi, s)D(s)ds+
∫ t
τNt
Φ(τi, s)D(s)ds (4.37)
où Nt est l’entier tel que τNt 6 t < τNt+1.
Évaluée sur les points τj , j = 1, . . . , N de la grille temporelle, l’équation précédente se
réécrit :
x(τj) = xj = Φ(τj , t0)x(t0)+
j∑
i=1
Φ(τj , τi)
[(∫ τi
τi−1
Φ(τi, s)B˜(s)ds
)
Fi +
∫ τi
τi−1
Φ(τi, s)D(s)ds
]
,
(4.38)
en remarquant que pour j = 0, x(τ0) = x(t0) = x0.
Notons :
BΦi =
∫ τi
τi−1
Φ(τi, s)B˜(s)ds, DΦi =
(∫ τi
τi−1
Φ(τi, s)D(s)ds
)
,
Φji = Φ(τj , τi), Φj0 = Φ(τj , t0), Aj = A(τj),
B˜j = B˜(τj), Cj = C(τj), Dj = D(τj), Ej = E(τj),
(4.39)
ce qui permet d’écrire :
xj = Φj0x0 +
j∑
i=1
Φji
[
BΦi Fi +DΦi
]
. (4.40)
De la même façon que dans la partie 3.3.4, page 115, la matrice de transition du
système temps-variant (4.34) ne peut pas être calculée facilement. Cependant, la matrice
A peut être considérée comme constante sur chaque sous intervalle [τj , τj+1] si l’intervalle
est suffisamment petit. La matrice de transition d’état est alors le produit des matrices de
transition sur chaque sous-intervalle [τj , τj+1], calculées grâce à l’exponentielle de la matrice
A(τj) constante sur [τj , τj+1]. Il vient alors :
∀j = 1, . . . , N, Φ(τj , t0) =
j−1∏
i=0
eAj−i−1(τj−i−τj−i−1), (4.41)
avec pour j = 0, Φ(τ0, t0) = I6.
Il est alors possible de réécrire : ∀j = 1, . . . , N ,
xj =
j−1∏
k=0
eAj−k−1(τj−k−τj−k−1)
x0+ j∑
i=1
j−i−1∏
k=0
eAj−k−1(τj−k−τj−k−1)
[BΦi Fi+DΦi ]. (4.42)
De la même façon, il est possible de supposer que les matrices t 7→ B(t) et t 7→ D(t) sont
constantes sur les intervalles [τj , τj+1]. Ainsi, les intégrales BΦi et DΦi peuvent se réécrire
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plus simplement :
BΦ(τi, s) =
(∫ τi
τi−1
Φ(τi, s)ds
)
B˜i−1 =
(∫ τi
τi−1
eAi−1(τi−s)ds
)
B˜i−1, (4.43a)
DΦ(τi, s) =
(∫ τi
τi−1
Φ(τi, s)ds
)
Di−1 =
(∫ τi
τi−1
eAi−1(τi−s)ds
)
Di−1, (4.43b)
puisque s ∈ [τi−1, τi]. De plus, si les matrices Ai sont supposées inversibles, il vient :
BΦ(τi, s) = A−1i−1
(
eAi−1(τi−τi−1) − I6
)
B˜i−1, (4.44a)
DΦ(τi, s) = A−1i−1
(
eAi−1(τi−τi−1) − I6
)
Di−1. (4.44b)
Or ces expressions sont valides si les matrices Ai sont inversibles. Une analyse empirique
permet d’observer que le déterminant de A s’annule régulièrement (voir la figure 4.5). De
plus, même si en dehors des points d’annulation du déterminant, le conditionnement de
A est petit, le déterminant est de l’ordre de 10−20. L’inverse de A n’est donc pas calculée
numériquement. C’est pourquoi, la matrice
∫ τi
τi−1 e
Ai−1(τi−s)ds est calculée numériquement
à partir de la bibliothèque chebfun (voir [Driscoll et al., 2014]). Cette bibliothèque repose
sur le fait que des fonctions lisses peuvent être bien représentées par un développement en
polynômes de Chebychev.
La position géographique relative est évaluée en chaque point de la grille temporelle
selon : ∀j = 1, . . . , N ,
yj = y(τj) = Cjxj ,
= CjΦj0x0 + Cj
j∑
i=1
Φji
[
BΦi Fi +DΦi
]
,
(4.45)
puis : ∀j = 1, . . . , N ,
y˙(τj) = y˙j = Ejxj + CjB˜jFj + CjDj ,
= EjΦj,0x0 +
j∑
i=1
EjΦji
[
BΦi Fi +DΦi
]
+ CjB˜jFj + CjDj ,
(4.46)
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Figure 4.5 – — : 1024det(A(t)), — : cond(A(t)).
En notant x¯ le vecteur composé de l’ensemble des vecteurs d’état évalués en chaque
point de la grille temporelle :
x¯ =
[
xT1 x
T
2 · · · xTN
]T ∈ R6N×1, (4.47)
y¯ le vecteur composé de toutes les positions géographiques relatives :
y¯ =
[
yT1 y
T
2 · · · yTN
]T ∈ R3N×1, (4.48)
˙¯y le vecteur composé de toutes les vitesses géographiques relatives :
˙¯y =
[
y˙T1 y˙
T
2 · · · y˙TN
]T ∈ R3N×1, (4.49)
ainsi que les matrices :
B =

Φ11BΦ1 0 0 · · · 0
Φ21BΦ1 Φ22BΦ2 0 · · · 0
Φ31BΦ1 Φ32BΦ2 Φ33BΦ3 · · · 0
...
...
... · · · 0
ΦN1BΦ1 ΦN2BΦ2 ΦN3BΦ3 · · · ΦNNBΦN
 , (4.50a)
bx =

Φ1,0
Φ2,0
Φ3,0
...
ΦN,0
 , bc =

DΦ1
2∑
i=1
DΦi
3∑
i=1
DΦi
...
N∑
i=1
DΦi

, (4.50b)
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G =

C1Φ11BΦ1 0 0 · · · 0
C2Φ21BΦ1 C2Φ22BΦ2 0 · · · 0
C3Φ31BΦ1 C3Φ32BΦ2 C3Φ33BΦ3 · · · 0
...
...
... · · · 0
CNΦN1BΦ1 CNΦN2BΦ2 CNΦN3BΦ3 · · · CNΦNNBΦN
 , (4.50c)
gx =

C1Φ1,0
C2Φ2,0
C3Φ3,0
...
CNΦN,0
 , gc =

C1DΦ1
C2
2∑
i=1
DΦi
C3
3∑
i=1
DΦi
...
CN
N∑
i=1
DΦi

, (4.50d)
E =

E1Φ11BΦ1 + C1B˜1 0 0 · · · 0
E2Φ21BΦ1 E2Φ22BΦ2 + C2B˜2 0 · · · 0
E3Φ31BΦ1 E3Φ32BΦ2 E3Φ33BΦ3 + C3B˜3 · · · 0
...
...
... · · · 0
ENΦN1BΦ1 ENΦN2BΦ2 ENΦN3BΦ3 · · · ENΦNNBΦN + CN B˜N
 ,
(4.50e)
ex =

E1Φ1,0
E2Φ2,0
E3Φ3,0
...
ENΦN,0
 , ec =

E1DΦ1 + C1D1
E2
2∑
i=1
DΦi + C2D2
E3
3∑
i=1
DΦi + C3D3
...
EN
N∑
i=1
DΦi + CNDN

, (4.50f)
il est possible d’intégrer l’équation différentielle (4.34) et d’exprimer les positions et vitesses
relatives en fonction du contrôle de la façon suivante :
x¯ = BF¯ + bxx0 + bc, (4.51a)
y¯ = GF¯ + gxx0 + gc, (4.51b)
˙¯y = EF¯ + exx0 + ec. (4.51c)
L’équation (4.51a) permet d’établir une contrainte reliant le vecteur des inconnues d’état
x¯ et des inconnues de contrôle F¯ .
4.2.2.2 SCHÉMAS D’INTÉGRATION NUMÉRIQUE
L’équation différentielle (4.34) peut être intégrée à l’aide d’un schéma numérique aux
différences finies qui donnent une approximation de la dérivée en chaque instant de la grille
temporelle. La trajectoire t 7→ x(t) est ainsi construite de proche en proche. A la différence
de la méthode d’intégration présentée dans le paragraphe précédent pour laquelle l’équation
différentielle est intégrée formellement puis la solution continue est évaluée de manière
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discrète, les schémas aux différences finis présentés dans ce paragraphe permettent de calculer
directement une solution approchée, si les schémas numériques choisis sont convergents. Le
découpage temporel considéré est celui donné par l’équation (4.2). Le schéma numérique
d’intégration de Simpson 1-3 est celui utilisé pour calculer les résidus pour la résolution du
problème de contrôle optimal par collocation (voir section 3.2.2, page 105).
Rappelons que ce schéma numérique permet d’écrire : ∀j = 1, . . . , N ,[
I6 − ∆τ6
(
2Amj −
∆τ
2 AmjAj+1 +Aj+1
)]
xj+1 =
[
I6 +
∆τ
6
(
2Amj +
∆τ
2 AmjAj +Aj
)]
xj
− ∆τ6
[
−B˜j+1 + ∆τ2 Amj B˜j+1 − 2B˜mj
]
Fj+1 +
∆τ
6
[
B˜j +
∆τ
2 Amj B˜j + 2B˜mj
]
Fj
− ∆τ12
[
8Dmj −
(
∆τAmj − 2I6
)
Dj+1 +
(
∆τAmj + 2I6
)
Dj
]
(4.52)
La matrice :
Mj =
[
I6 − ∆τ6
(
2Amj −
∆τ
2 AmjAj+1 +Aj+1
)]
, (4.53)
doit être inversée afin d’exprimer xj+1 en fonction de xj . La figure 4.6a montre que cette
matrice peut être inversée à tout instant. La figure 4.6b montre que le conditionnement de
Mj est suffisamment petit pour que les erreurs dues à l’inversion numérique ne soient pas
trop grandes.
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Figure 4.6 – Déterminant et conditionnement en fonction du temps.
En notant alors :
ψj+1j =
[
I6 − ∆τ6
(
2Amj −
∆τ
2 AmjAj+1 +Aj+1
)]−1
, (4.54a)
Ψj+1j =
[
I6 − ∆τ6
(
2Amj −
∆τ
2 AmjAj+1 +Aj+1
)]−1
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×
[
I6 +
∆τ
6
(
2Amj +
∆τ
2 AmjAj +Aj
)]
, (4.54b)
B+j =
∆τ
6
[
B˜j − ∆τ2 Amj−1B˜j + 2B˜mj−1
]
, (4.54c)
B−j =
∆τ
6
[
B˜j +
∆τ
2 Amj B˜j + 2B˜mj
]
, (4.54d)
Djj−1 =
∆τ
12
[
8Dmj−1 −
(
∆τAmj−1 − 2I6
)
Dj +
(
∆τAmj−1 + 2I6
)
Dj−1
]
, (4.54e)
l’équation différentielle discrétisée se réécrit : pour j = 1, . . . , N ,
xj+1 = Ψj+1j xj + ψ
j+1
j
[
B+j+1Fj+1 + B−j Fj +Dj+1j
]
. (4.55)
En notant par ailleurs :
Ψnj =
n−1∏
i=j
Ψn−i+jn−i+j−1, (4.56)
il est possible de réécrire :
xn = Ψn0x0 +
n−1∑
j=0
ΨnjDj+1j + Ψn0ψ1B−0 F0 +
n−1∑
j=1
[
Ψnj−1ψjB+j + Ψnj ψj+1B−j
]
Fj + Ψnn−1ψnB+n Fn.
(4.57)
L’équation (4.56) permet d’obtenir la relation suivante :
Ψnj = Ψnn−1Ψn−1j . (4.58)
La matrice Ψnj peut alors être interprétée comme la matrice de transition du système
discret défini par l’équation (4.55).
Avec l’expression des xj donnée par l’équation (4.52), l’expression de la position géogra-
phique à chaque instant s’écrit : ∀n = 1, . . . , N ,
B =

Ψ10ψ1B+1 0 . . .
Ψ20ψ1B+1 + Ψ21ψ2B−1 Ψ21ψ2B+2 0 . . .
Ψ30ψ1B+1 + Ψ31ψ2B−1 Ψ31ψ2B+2 + Ψ32ψ3B−2 Ψ32ψ3B+3 0 . . .
...
... . . . . . . . . .
ΨN0 ψ1B+1 + ΨN1 ψ2B−1 ΨN1 ψ2B+2 + ΨN2 ψ3B−2 . . . . . . . . . ΨNN−1ψNB+N
,
(4.59a)
bx =

Ψ10
Ψ20
Ψ30
...
ΨN0
 , bc =

Ψ10D10
1∑
j=0
Ψ2jDjj−1
2∑
j=0
Ψ3jDjj−1
...
N−1∑
j=0
ΨNj Djj−1

, (4.59b)
160
G =

C1Ψ10ψ1B+1 0 . . .
C2
(
Ψ20ψ1B+1 + Ψ21ψ2B−1
)
C2Ψ21ψ2B+2 0 . . .
C3
(
Ψ30ψ1B+1 + Ψ31ψ2B−1
)
C3
(
Ψ31ψ2B+2 + Ψ32ψ3B−2
)
C3Ψ32ψ3B+3 0 . . .
...
... . . . . . . . . .
CN
(
ΨN0 ψ1B+1 + ΨN1 ψ2B−1
)
CN
(
ΨN1 ψ2B+2 + ΨN2 ψ3B−2
)
. . . . . . . . . CNΨNN−1ψNB+N

,
(4.59c)
gx =

C1Ψ10
C2Ψ20
C3Ψ30
...
CNΨN0
 , gc =

C1Ψ10D10
C2
1∑
j=0
Ψ2jDjj−1
C3
2∑
j=0
Ψ3jDjj−1
...
CN
N−1∑
j=0
ΨNj Djj−1

, (4.59d)
E =

E1Ψ10ψ1B+1 0 . . .
E2
(
Ψ20ψ1B+1 + Ψ21ψ2B−1
)
E2Ψ21ψ2B+2 0 . . .
E3
(
Ψ30ψ1B+1 + Ψ31ψ2B−1
)
E3
(
Ψ31ψ2B+2 + Ψ32ψ3B−2
)
E3Ψ32ψ3B+3 0 . . .
...
... . . . . . . . . .
EN
(
ΨN0 ψ1B+1 + ΨN1 ψ2B−1
)
EN
(
ΨN1 ψ2B+2 + ΨN2 ψ3B−2
)
. . . . . . . . .

,
(4.59e)
ex =

E1Ψ10
E2Ψ20
E3Ψ30
...
ENΨ40
 , ec =

E1Ψ10D10 + C1D1
E2
1∑
j=0
Ψ2jDjj−1 + C2D2
E3
2∑
j=0
Ψ3jDjj−1 + C3D3
...
EN
N−1∑
j=0
ΨNj Djj−1 + CNDN

, (4.59f)
4.2.2.3 DISCRÉTISATION DES CONTRAINTES DE MAINTIEN À POSTE
Les contraintes de maintien à poste :
∀t ∈ [t0, tf ],

∣∣∣[0 1 0] y(t)∣∣∣ 6 δ,∣∣∣[0 0 1] y(t)∣∣∣ 6 δ, (4.60)
sont évaluées en chaque point τj de la grille temporelle définie par l’équation (4.2), ce qui
permet d’écrire :
∀j = 0, . . . , N,

∣∣∣[0 1 0] yj∣∣∣ 6 δ,∣∣∣[0 0 1] yj∣∣∣ 6 δ, (4.61)
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ou encore :
∀j = 0, . . . , N,

[
0 1 0
]
yj 6 δ,
−
[
0 1 0
]
yj 6 δ,[
0 0 1
]
yj 6 δ,
−
[
0 0 1
]
yj 6 δ.
(4.62)
Avec la matrice Θmp définie par :
Θmp =

0 1 0 . . .
0 0 1 0 . . .
0 0 0 0 1 0 . . .
0 0 0 0 0 1 0 . . .
...
... . . .
0 . . . . . . 0 1 0
0 . . . . . . 0 1

, (4.63)
et à partir de l’intégration numérique de l’équation différentielle de la dynamique réalisée
dans la section précédente, il vient :Θmpy¯ 6 δ2N×1,−Θmpy¯ 6 δ2N×1, (4.64)
avec y0 = C(t0)x0 vérifiant : 
[
0 1 0
]
y0 6 δ,
−
[
0 1 0
]
y0 6 δ,[
0 0 1
]
y0 6 δ,
−
[
0 0 1
]
y0 6 δ,
(4.65)
et δ2N×1 = δ12N×1.
Les contraintes de maintien à poste se réécrivent alors :ΘmpGF¯ 6 δ2N×1 −Θmp (gxx0 + gc) ,−ΘmpGF¯ 6 δ2N×1 + Θmp (gxx0 + gc) . (4.66)
4.2.3 PROBLÈMES D’OPTIMISATION EN NOMBRES ENTIERS
Le problème de maintien à poste se définit par la présence des contraintes (4.60) sur la
trajectoire. C’est pourquoi, la transcription du problème de maintien à poste à consommation
minimale en un problème direct exprimé avec des variables binaires conduit en un problème
d’optimisation linéaire en nombres entiers :
Problème 4.2. Trouver les vecteurs de variables binaires F¯ et γ¯ solutions du problème de
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minimisation :
min
F¯ ,γ¯
J = 1T4(N+1),1F¯ ,
t. q. :

x0 donné,
ΘmpGF¯ 6 δ2N×1 −Θmp (gxx0 + gc) ,
−ΘmpGF¯ 6 δ2N×1 + Θmp (gxx0 + gc) ,
Ξ1F¯ + γ¯ = 0,
γ¯ 6 1N+1,
∀k = 2, . . . , p, Ξlk,F F¯ + Ξlk,γ γ¯ 6 04(N−k+1)×1 si p > 2,
Ξd1,F F¯ + Ξd1,γ γ¯ 6 14N×1,
∀k = 2, . . . , q, Ξdk,F F¯ + Ξdk,γ γ¯ 6 24(N−k+1)×1 si q > 2,
∀k = 2, . . . ,m, Ξsk,F F¯ 6 14(N−k+1)×1 si m > 2.
(4.67)
◦
4.3 SOLUTION NUMÉRIQUE D’UN PROBLÈME DE MAIN-
TIEN À POSTE KÉPLÉRIEN
4.3.1 INTRODUCTION
L’objectif de cette section est de valider la méthode de résolution basée sur la transcription
du problème de maintien à poste en un problème en nombre entier proposée dans la section
précédente sur un problème de maintien à poste simplifié :
• nous considérons qu’aucune force autre que la force d’attraction centrale ne s’applique
sur le satellite ; le mouvement peut alors être décrit par les équations de Hill-Clohessy-
Wiltshire, avec un vecteur d’état constitué de la position et de la vitesse cartésiennes
relatives à la position de maintien à poste :
X(t) =
[
x(t) y(t) z(t) x˙(t) y˙(t) z˙(t)
]T
(4.68)
• le satellite est supposé être équipé d’un propulseur sur chacune de ses faces et pour
lesquels les contraintes opérationnelles rappelées au début du chapitre sont prises en
compte. Le vecteur de contrôle est écrit :
U =
[
u+R u+T u+N u−R u−T u−N
]T ∈ [0, Umax]6, (4.69)
avec Umax = Fmaxm , Fmax la force maximale que les propulseurs peuvent produire et m
la masse du satellite.
Puisque ce dernier est supposé évoluer autour de sa position de maintien à poste sur une
orbite géostationnaire, il est possible de modéliser son mouvement grâce au modèle relatif
de Hill-Clohessy-Wiltshire présenté dans la section B.1.1.2. Le vecteur d’état est constitué
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de la position et de la vitesse cartésiennes relatives à la position de maintien à poste :
X(t) =
[
x(t) y(t) z(t) x˙(t) y˙(t) z˙(t)
]T
(4.70)
La dynamique est donc écrite sous une forme identique à celle donnée par l’équation
(3.78), page 125 :
X˙(t) = AHCWX(t) +BHCWU(t) (4.71)
4.3.2 EXPRESSION DU PROBLÈME DE MAINTIEN À POSTE
4.3.2.1 CONTRAINTES OPÉRATIONNELLES
Puisque le système propulsif considéré dans cette section est soumis aux contraintes
opérationnelles rappelées en début de chapitre, nous appliquons la méthode de discrétisation
de ces contraintes décrites dans la section 4.2.1, page 145. Cependant, cette discrétisation et
les matrices de contraintes qui en découlent ont été écrites pour un vecteur de commande
de dimension 4. Pour résoudre le problème décrit ici, il est nécessaire d’adapter les matrices
définies dans la sous-section 4.2.1.3 pour un vecteur de commande de dimension 6.
En utilisant la discrétisation de l’horizon temporel de résolution donnée par l’équation
(4.2), la fonction t 7→ U(t) est évaluée en chacun des τj . La notation Uj = U(τj), j = 0, . . . , N
est adoptée pour la suite. Le profil de commande étant tout ou rien, le vecteur de contrôle
en chaque instant peut être réécrit sous la forme :
Uj =
[
(s1)j (s2)j (s3)j (s4)j (s5)j (s6)j
]T
=
[
(sl)j
]
l=1,...,6
, j = 0, . . . , N. (4.72)
La fonction t 7→ γ(t) définie par l’équation (4.5) est définie ici par :
γ(t) =
6∑
l=1
sl(t), (4.73)
et peut être évaluée en chaque instant de la grille temporelle : ∀j = 0, . . . , N ,
γ(τj) = γj = (s1)j + (s2)j + (s3)j + (s4)j + (s5)j + (s6)j . (4.74)
Le vecteur des inconnues de contrôle est alors écrit :
U¯ =
[
(s1)0 (s2)0 · · · (s6)0 (s1)1 (s2)1 · · · (s6)N
]T ∈ R6(N+1)×1, (4.75)
et les inconnues γj sont regroupées dans le vecteur γ¯ ∈ R(N+1)×1. Ainsi, les contraintes
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opérationnelles se réécrivent sous la forme :
Ξ1U¯ + γ¯ = 0,
γ¯ 6 1N+1,
∀k = 2, . . . , p, Ξlk,U U¯ + Ξlk,γ γ¯ 6 06(N−k−1)×1 si p > 2,
Ξd1,U U¯ + Ξd1,γ γ¯ 6 16N×1,
∀k = 2, . . . , q, Ξdk,U U¯ + Ξdk,γ γ¯ 6 26(N−k+1)×1 si q > 2,
∀k = 2, . . . ,m, Ξsk,U U¯ 6 16(N−k+1)×1 si m > 2.
(4.76)
où les matrices Ξ1, Ξ2,U , Ξ2,γ , Ξ3,U , Ξ3,γ , . . . , Ξm,U , Ξm,γ sont définies de façon analogue
aux matrices de la section 4.2.1.3 pour une fonction de commande de dimension 6.
4.3.2.2 CONTRAINTES DE MAINTIEN À POSTE
La fenêtre de maintien à poste pour la position cartésienne relative est écrite sous la
forme :
∀t ∈ [t0, tf ],
{
|y(t)| 6 δ,
|z(t)| 6 δ, (4.77)
ou encore :
∀t ∈ [t0, tf ],

y(t) 6 δ,
−y(t) 6 δ,
z(t) 6 δ,
−z(t) 6 δ,
(4.78)
puis en faisant intervenir le vecteur d’état :
∀t ∈ [t0, tf ],

[
0 1 0 0 0 0
]
X(t) 6 δ,
−
[
0 1 0 0 0 0
]
X(t) 6 δ,[
0 0 1 0 0 0
]
X(t) 6 δ
−
[
0 0 1 0 0 0
]
X(t) 6 δ.
(4.79)
Appliquées en chacun des τj , ces inégalités deviennent :
∀j = 0, . . . , N,

[
0 1 0 0 0 0
]
Xj 6 δ,
−
[
0 1 0 0 0 0
]
Xj 6 δ,[
0 0 1 0 0 0
]
Xj 6 δ,
−
[
0 0 1 0 0 0
]
Xj 6 δ.
(4.80)
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Avec la matrice Θmp définie par :
Θmp =

0 1 0 . . .
0 0 1 0 . . .
0 0 0 0 0 0 0 1 0 . . .
0 0 0 0 0 0 0 0 1 0 . . .
...
... . . .
0 . . . . . . 0 1 0 0 0 0
0 . . . . . . 0 0 1 0 0 0

, (4.81)
il vient : Θmp
(
bxX0 + B˜U¯
)
6 δ2N×1,
−Θmp
(
bxX0 + B˜U¯
)
6 δ2N×1,
(4.82)
ou encore : ΘmpBU¯ 6 δ2N×1 −ΘmpbxX0,−ΘmpBU¯ 6 δ2N×1 + ΘmpbxX0. (4.83)
La dynamique peut être intégrée en utilisant les calculs effectués dans l’annexe I.
Contrairement au système linéaire temps variant (LTV) obtenu par linéarisation du système
prenant en compte les perturbations orbitales, le système linéarisé temps invariant issu
des équations de Hill-Clohessy-Wiltshire peut être intégré analytiquement, ce qui évite
l’application d’un schéma numérique ou le calcul approché des matrices de transition d’état
exposé en section 4.2.2.
A partir de la modélisation effectuée dans cette section, les contraintes opérationnelles
et les contraintes de maintien à poste discrétisées sont rassemblées dans l’expression en
nombres entiers du problème de maintien à poste képlérien avec un système propulsif idéal :
Problème 4.3. Trouver les vecteurs U¯ ∈ R6(N+1)×1 et γ¯ ∈ RN+1×1 solutions du problème
de minimisation :
min
U¯ ,γ¯
J = 1T6(N+1),1U¯ ,
t. q. :

X0 donné,
ΘmpBU¯ 6 δ2N×1 −ΘmpbxX0,
−ΘmpBU¯ 6 δ2N×1 + ΘmpbxX0,
Ξ1U¯ + γ¯ = 0,
γ¯ 6 1N+1,
∀k = 2, . . . , p, Ξlk,U U¯ + Ξlk,γ γ¯ 6 06(N−k−1)×1 si p > 2,
Ξd1,U U¯ + Ξd1,γ γ¯ 6 16N×1,
∀k = 2, . . . , q, Ξdk,U U¯ + Ξdk,γ γ¯ 6 26(N−k+1)×1 si q > 2,
∀k = 2, . . . ,m, Ξsk,U U¯ 6 16(N−k+1)×1 si m > 2.
(4.84)
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4.3.3 SOLUTION NUMÉRIQUE
Le problème 4.3 est résolu pour un satellite de masse m = 4850 kg, équipé de propulseurs
électriques de poussée 265 mN chacun. Seule la force d’attraction centrale est considérée
ici, et le mouvement du satellite est représenté par sa position et sa vitesse cartésiennes
relatives à la position de maintien à poste sur une orbite géostationnaire. Ce problème est
résolu avec Gurobi R©(voir [Gu et al., 2010]) utilisé via l’interface Yalmip R©pour Matlab c©(voir
[Löfberg, 2004]) pour t0 = 0 et tf = 7 jours sur le modèle de maintien à poste simplifié. La
valeur de δ est de 36, 8 km. Cette valeur correspond à une fenêtre de maintien à poste de
demi largeur 0, 05◦ en latitude et longitude. Pour les contraintes opérationnelles, les entiers
p, m et q définis dans la section 4.2.1 sont choisis tels que : p = 1, m = 4 et q = 1.
D’après [Alfriend et al., 2009] et comme cela peut se voir sur l’équation (I.4), la matrice
de transition d’état montre la présence d’un terme de dérive, linéaire en temps, de coefficient :
3n
(
2x(t0) +
y˙(t0)
n
)
. (4.85)
Ce terme se traduit par une dérive de la trajectoire dans le plan (x, y) dans la direction
de y.
Ainsi, choisir un point initial à l’intérieur de la fenêtre de maintien à poste qui annule le
terme de dérive, de vitesses radiales et normales nulles, c’est-à-dire un point initial respectant
les conditions : 
|y(t0)| 6 δ,
|z(t0)| 6 δ,
2x(t0) +
y˙(t0)
n
= 0,
x˙(t0) = 0,
z˙(t0) = 0,
(4.86)
est suffisant pour assurer que la trajectoire reste dans la fenêtre. La figure 4.7a montre la
trajectoire dans le plan (y, z) pour le point initial :
X0 =

5
10
−20
0
−10n
0

, (4.87)
les positions étant données en km et les vitesses en km/j. Aucun propulseur n’est activé
pendant l’horizon temporel de résolution et la trajectoire est périodique, ce qui signifie que
le maintien à poste est automatiquement assuré. La figure 4.7b montre clairement l’absence
de dérive dans le plan (x, y).
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Figure 4.7 – Trajectoires pour X0 = [5 10 − 20 0 − 10n 0]T .
Pour un point initial X0 =
[
5 0 0 0 0 0
]T
, la condition d’annulation de la dérive
n’est pas respectée. La figure 4.8a montre que dans ce cas, les propulseurs tendent à annuler
cette dérive dès le début de l’intervalle de résolution par une poussée uniquement tangentielle.
Sa valeur initiale est de 10 km et une poussée tangentielle l’amène à −0, 12 km. La dérive
n’est pas exactement égale à 0 à cause du caractère fini de l’intervalle temporel de résolution.
La figure 4.8b, sur laquelle est tracée l’évolution de y en fonction du temps, montre en effet
que la dérive n’est pas nulle, mais de valeur suffisamment faible pour que la trajectoire de y
ne sorte pas de la fenêtre de maintien à poste sur [t0, tf ].
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Figure 4.8 – Évolution de 2x+ y˙n et de y pour X0 = [5 0 − 0 0 0 0]T .
Dans le cas où le point initial est donné par X0 =
[
1 0 0 0 0 0
]T
, le tableau 4.1
montre l’évolution de la consommation et de la valeur de la dérive en fonction de la durée
de l’intervalle de résolution. Lorsque la durée de l’intervalle augmente, la valeur de la dérive
se rapproche de 0 et la consommation augmente légèrement. Il semble donc plus intéressant
d’avoir un horizon temporel le plus grand possible afin de faire tendre la dérive vers 0, même
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si cela induit une petite augmentation de la consommation. La figure 4.9 affiche la valeur de
la dérive en fonction du temps dans les cas où tf − t0 = 1, 3 et 5 jours. Il est possible de
voir que plus l’horizon est grand, plus la dérive est petite et dans tous les cas, la poussée
tangentielle corrigeant cette dérive a lieu au début de l’horizon de résolution.
tf − t0 Consommation (m/s)
(
2x+ y˙n
)
(tf ) (km)
1 jour 0, 0164 1, 7752
2 jours 0, 0819 0, 8760
3 jours 0, 0984 0, 6513
4 jours 0, 115 0, 4265
5 jours 0, 131 0, 2017
6 jours 0, 131 0, 2017
7 jours 0, 131 0, 2017
8 jours 0, 131 0, 2017
Table 4.1 – Consommation et valeur finale de la dérive pour une optimisation avec
X0 =
[
1 0 0 0 0 0
]T
pour une durée variable.
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Figure 4.9 – Dérive 2x+ y˙n (km) en fonction du temps avec les arcs de poussée tangentielle
dans le cas où X0 = [1 0 − 0 0 0 0]T ,
— tf − t0 = 1 jour, - - tf − t0 = 3 jours, − · − tf − t0 = 5 jours.
Lorsque l’écart à la position de repos en t = t0 est trop grande, il est possible que le
solveur ne trouve pas de solutions réalisable pour garantir le maintien à poste sur la durée
de l’intervalle de résolution, et l’ensemble solution est vide. Un moyen de pallier ce problème
est de relaxer les contraintes de maintien à poste sur l’intervalle [t0, t1] avec t0 6 t1 6 tf ,
le solveur réussit à trouver une solution réalisable au problème de maintien à poste. Dans
le cas où X0 =
[
10 0 0 0 0 0
]T
avec un intervalle d’optimisation tf − t0 = 7 jours,
le problème de maintien à poste 4.3 n’est pas réalisable si les contraintes de maintien à
poste sont définies sur [t0, tf ]. Cependant, en autorisant le non respect des contraintes de
maintien à poste sur [t0, t1] tel que t1 − t0 = 2 jours, le problème peut être résolu. Sur la
figure 4.10 montrant la trajectoire solution dans le plan (x, y), nous pouvons observer que
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la trajectoire doit sortir de la fenêtre de maintien à poste, puis les poussées tangentielles
ramènent le satellite dans la fenêtre et il dérive dans le sens des y positifs jusqu’à la fin
de l’horizon temporel. Ainsi, dans certains cas, il est indispensable d’autoriser la violation
des contraintes de maintien à poste sur une partie de l’horizon temporel afin s’assurer le
maintien à poste du satellite sur le restant de cet horizon. La durée de 2 jours pour laquelle
les contraintes sont relâchées a été choisie empiriquement, mais il peut être intéressant
d’optimiser la valeur de l’instant t1 pour minimiser la consommation.
Les conditions nécessaires d’optimalité dérivées dans la section 2.3, page 62 peuvent être
illustrées par la résolution numérique du problème de maintien à poste avec une condition
initiale hors-plan. Le point initial est choisi de telle sorte que |z(t0)| > δ et z˙(t0) = 0.
Puisque le point initial se trouve à l’extérieur de la fenêtre, les contraintes de maintien à
poste ne sont imposées que sur un intervalle [t1, tf ]. L’effet du choix de la valeur de t1 et
son impact sur la consommation est décrit dans les résultats du tableau 4.2 établis avec
z(t0) = 60 km. Plus t1 est grand, plus le temps passé en dehors de la fenêtre de maintien à
poste est grand, mais la consommation a tendance à diminuer légèrement. Ainsi, le choix de
t1 est à effectuer en fonction de la priorité accordée à la rapidité du retour dans le fenêtre
de maintien à poste ou à la réduction de la consommation.
La figure 4.11 présente le profil de poussée lorsque t1 − t0 = 2, 4 et 6 jours et la
figure 4.12 montre la trajectoire dans le plan de phase
(
z, z˙n
)
. Au regard des résultats
analytiques donnés dans la section 2.3, il est possible de remarquer que dans chaque cas les
poussées ont la même durée, se produisent au même instant chaque jour et sont espacées
d’environ une journée. Il est également possible de vérifier numériquement que la durée des
poussées conduit à une durée de cycle égale à 2pin , en rappelant qu’un cycle correspond à
l’enchaînement d’un arc de poussée positive, d’un arc libre, d’une poussée négative et d’un
autre arc libre.
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Figure 4.10 – Trajectoire dans le plan (x, y) avec les arcs de poussée tangentielle pour
X0 = [10 0 0 0 0 0]T et les contraintes de maintien à poste sont enlevées pour les deux
premiers jours.
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Figure 4.11 – Profils de poussée normale pour différentes valeurs de t1 dans le cas où
z(t0) = 60 km : — pour t1 = 2 jours, - - pour t1 = 4 jours, − · − pour t1 = 6 jours.
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Figure 4.12 – Trajectoire dans le plan de phase
(
z, z˙n
)
pour différentes valeurs de t1 dans
le cas où z(t0) = 60 km : — arcs libres pour t1 = 2 jours, • arcs de poussée normale,
- - arcs libres pour t1 = 4 jours, • arcs de poussée normale,
− · − arcs libres pour t1 = 6 jours, • arcs de poussée normale.
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t1 − t0 Consommation (m/s) Nombre Durée des Durée de cyclede poussées poussées (min) /(2pin ) (moyenne)
1 jour 1.803 2 275 1, 0027
2 jours 1, 721 4 130 ∼ 135 0, 9998
3 jours 1, 705 6 85 ∼ 90 1, 0009
4 jours 1, 705 8 65 1, 0007
5 jours 1, 705 10 50 ∼ 55 1, 0001
6 jours 1, 705 13 40 ∼ 45 et 5† 0, 9989
7 jours 1, 688 14 35 ∼ 40 0, 9999
Table 4.2 – Consommation et valeur finale de la dérive pour X0 =
[
0 0 60 0 0 0
]T
pour
une durée variable.
† Dans le profil obtenu, la dernière poussée dure 5 minutes.
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Figure 4.13 – Analyse dans le plan de phase
(
z, z˙n
)
:
— arcs libres,
• arcs de poussée,
− · − arc libre sur le cercle de centre (0, 0) et de rayon δ,
- - cercle de centre
(
−Fmax
mn2 , 0
)
ayant pour rayon le premier arc de poussée positive, - - cercle
de centre
(
Fmax
mn2 , 0
)
ayant pour rayon le premier arc de poussée négative.
La figure 4.13 présente la trajectoire dans le plan de phase
(
z, z˙n
)
dans le cas où t1 = 7
jours. Dans ce plan, les arcs libres sont des portions de cercle de centre (0, 0), le dernier de
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chaque trajectoire étant de rayon égal à δ. Les arcs de poussées sont des portions de cercle
de centre
(
±Fmax
mn2 , 0
)
avec Fmax
mn2 = 8, 32 km. Ceci est en accord avec les conditions nécessaires
établies au chapitre 2.Par ailleurs, la figure 4.14 montre que les poussées normales qui,
corrigent la trajectoire hors-plan, sont effectuées aux nœuds des orbites, ce qui correspond
à la stratégie classique de changement du plan de l’orbite. Ces remarques sont également
valables pour les trajectoires obtenues avec les autres valeurs de t1.
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Figure 4.14 – Trajectoire dans le repère inertiel géocentrique RG et arcs de poussées.
4.4 SOLUTION NUMÉRIQUE DU PROBLÈME DE MAINTIEN
À POSTE COMPLET
Dans cette section, la paramétrisation du contrôle par des variables entières est utilisée
pour résoudre un problème de maintien à poste pour un satellite en orbite géostationnaire
soumis à toutes les perturbations décrites dans la section 1.2.2, page 19. Le satellite, d’une
masse de 4850 kg, est équipé du système de propulsion décrit à la section 1.4.2.1, page 34
avec t0 = 0 et tf = 7 jours.
4.4.1 COMPARAISON ENTRE LES DIFFÉRENTES MÉTHODES D’INTÉ-
GRATION
Une première comparaison peut être effectuée entre les différentes méthodes d’intégration
de la dynamique relative du satellite. En effet, dans la section 4.2.2, deux méthodes
d’intégration ont été présentées. Ces méthodes sont :
• une intégration analytique de la dynamique grâce à l’utilisation des matrices de
transition, puis évaluation de cette solution en les instants de la grille temporelle
choisie,
• l’application du schéma numérique aux différences finies de Simpson pour approcher
la solution de l’équation différentielle.
Les trajectoires dans le plan (λ, ϕ) solutions du problème 4.2 utilisant les différents
schémas d’intégration présentés sont affichées sur la figure 4.15. Les trajectoires sont
quasiment confondues. La figure 4.16 montre que l’écart entre les trajectoires issues de la
solution problème pour lequel la dynamique est intégrée par les matrices de transition et pour
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lequel la dynamique est intégrée par la méthode de Simpson est très faible. La consommation
induite par ces trois profils est de 0, 2351 m/s. Une différence majeure entre ces deux types
d’intégration est le temps de calcul requis pour calculer et intégrer la dynamique. Sur un
intel insideTMcore i5 vPro avec Matlab c©R2014b, l’intégration numérique de la matrice de
transition avec chebfun nécessite environ 40 minutes de calcul pour un horizon temporel de
tf − t0 = 7 jours (2017 points) tandis que l’intégration par le schéma numérique de Simpson
nécessite environ 10 minutes de calculs. Il est donc plus avantageux en termes de temps de
calculs d’utiliser la méthode d’Hermite Simpson pour intégrer la dynamique
4.4.2 COMPARAISON AVEC LA MÉTHODE DE DÉCOMPOSITION EN
TROIS ÉTAPES
La méthode de résolution en nombre entiers présentée dans ce chapitre et la méthode de
résolution en trois étapes développée dans le chapitre précédent permettent de résoudre
toutes deux le problème de maintien à poste à consommation minimale. Il est alors possible
de comparer les profils de poussée ainsi que les consommations calculées par chacune des
deux méthodes.
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Figure 4.15 – Trajectoires solutions du problème en nombres entiers 4.2 utilisant différents
schémas d’intégration pour la dynamique :
— intégration par les matrices de transition,
- - intégration par la méthode de Simpson.
Pour les problèmes de maintien à poste à position finale contrainte, les profils de contrôle
solutions du problème de maintien à poste transcrit avec les variables entières (problème
4.2 avec contraintes finales) pour lequel les contraintes opérationnelles ont été enlevées et
les profils solutions de la première étape de la méthode de décomposition (problème 3.6)
exhibent des poussées au même instant pour les mêmes propulseurs comme l’illustre la
figure 4.17a. Cette constatation fait écho à l’analyse physique menée dans la partie 1.4 page
29 selon laquelle les deux propulseurs Nord, c’est-à-dire les propulseurs 1 et 2, ainsi que les
deux propulseurs Sud, c’est-à-dire les propulseurs 3 et 4, doivent être actifs en même temps.
Ainsi, en l’absence de contraintes opérationnelles, les instants de poussées optimaux sont
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identiques, qu’ils soient trouvés par le Principe du Maximum ou l’utilisation de variables
entières pour paramétrer les poussées. Les trajectoires qui découlent des profils de poussée
sont cependant différentes (voir la figure 4.17b).
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7
−4
−2
0
2
4
·10−5
∆
r
(1
03
km
)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7
−4
−2
0
2
4
·10−4
∆
ϕ
(◦
)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7
−4
−2
0
2
4
·10−4
temps (jours)
∆
λ
(◦
)
Figure 4.16 – Différence de position géographique entre la trajectoire calculée avec l’in-
tégration de la dynamique par les matrices de transition et l’intégration par la méthode
d’Hermite Simpson en fonction du temps.
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Figure 4.17 – Solution du problème 3.6 (étape 1 de la méthode de décomposition)
— profil de poussée solution du problème 4.2 avec contraintes finales.
Afin de comparer les solutions de la troisième étape de la méthode de décomposition
avec les solutions du problème exprimé en nombres entiers, il est nécessaire de choisir une
valeur de la fonction seuil ς transformant le profil de contrôle continu en un profil tout ou
rien – voir la section 3.5.2.3, page 137. En effet, comme cela l’a été montré dans le chapitre
précédent, la trajectoire finale solution de la méthode à trois étapes ainsi que le nombre de
poussées dépendent très fortement de la valeur du paramètre de seuil.
En choisissant ς1 =
[
0, 99 0, 95 0, 99 0, 99
]
, le profil de contrôle issu de la méthode
de décomposition présente une seule poussée du propulseur 2, tout comme le profil de
contrôle solution du problème en nombres entiers (voir les courbes de la figure 4.18a). La
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consommation déduite de ces deux profils est cependant très différente. Pour la solution de
la méthode de décomposition, la consommation est de 0.023 m/s tandis qu’elle est de 0, 24
m/s pour la solution du problème exprimé en nombres entiers. Cependant, en choisissant
ς2 =
[
0, 89 0, 89 0, 93 0, 93
]
, le profil de contrôle issu de la méthode de décomposition
présente 13 poussées, ce qui conduit à une consommation de 0.31 m/s (voir les courbes de
la figure 4.18b).
4.4.3 EFFET DES CONTRAINTES OPÉRATIONNELLES
Comme cela a été présenté dans la partie 1.4 et illustré par les courbes de la figure
4.17a, la stratégie de maintien à poste optimale consiste en l’allumage simultané des deux
propulseurs Nord (1 et 2) d’une part et les deux propulseurs Sud (3 et 4) d’autre part.
Cependant, les contraintes opérationnelles imposent une disjonction des poussées, et la
prise en compte de ces disjonctions entraîne un surcoût, comme l’illustrent les données du
tableau 4.3, pour lesquelles la consommation est calculée pour des profils respectant les
contraintes opérationnelles et des profils ne les respectant pas, dans le cas de l’intégration
de la dynamique par la matrice de transition et par la méthode de Simpson. Dans le cas
simulé ici, la position géographique finale est contrainte et doit atteindre une cible fixée. Ce
type de condition finale est inspiré de la référence [Eckstein, 1978]. La solution du problème
exprimé avec la méthode des matrices de transition conduit dans ce cas à une consommation
inférieure à la solution du problème exprimé avec la méthode de Simpson. Dans ce cas, il
est nécessaire d’utiliser l’intégration de la dynamique par discrétisation de la matrice de
transition plutôt que par la méthode de Simpson même si cette dernière est plus rapide à
mettre en œuvre.
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Figure 4.18 – - - profil de poussée solution de la troisième étape de la méthode de
décomposition,
— profil de poussée solution du problème 4.2 .
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Méthode Avec les Sans les
d’intégration contraintes opérationnelles contraintes opérationnelles
Matrices de transition 4, 596 m/s 4, 569 m/s
Méthode de Simpson 6, 651 m/s 6, 601 m/s
Table 4.3 – Effet des contraintes opérationnelles sur la consommation.
De la même façon la contrainte de durée minimale a une influence sur la consommation
induite par le profil solution. Pour un découpage de l’intervalle [t0, tf ] en sous intervalles
de durée Tl = 5 minutes, le tableau 4.4 montre l’effet sur la consommation à la fin de la
semaine de la contrainte de durée minimale de poussée égale à pTl avec p = 1 ou p = 2.
Méthode
p = 1 p = 2d’intégration
Matrices de transition 4, 596 m/s 4, 499 m/s
Méthode de Simpson 6, 651 m/s 6, 577 m/s
Table 4.4 – Effet de la contrainte de durée minimale de la poussée sur la consommation.
Les figures 4.19a et 4.19b montrent l’effet des contraintes opérationnelles sur la trajectoire
de maintien à poste dans trois cas :
• les contraintes opérationnelles ne sont pas prises en compte,
• les contraintes opérationnelles sont prises en compte avec une durée minimale de
poussée égale à Tl,
• les contraintes opérationnelles sont prises en compte avec une durée minimale de
poussée égale à 2Tl.
D’après ces figures, lorsque la durée minimale de poussée est égale à 2Tl, les poussées
sont en moyenne plus longues que lorsque la contrainte de durée minimale est Tl, mais il y
en a moins, ce qui explique la diminution de la consommation observée sur la semaine de
calcul.
4.5 CONCLUSION
Alors que la résolution du problème de maintien à poste par une technique basée sur
les méthodes indirectes requiert la succession de trois étapes pour la prise en compte des
contraintes opérationnelles et des contraintes de maintien à poste, la modélisation du profil
de contrôle par des fonctions binaires permet la réécriture des contraintes opérationnelles
en contraintes linéaires sur les variables entières. De plus, l’intégration numérique de la
dynamique du système retire les variables continues si bien que le problème à résoudre est
un problème d’optimisation linéaire en nombres entiers.
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Figure 4.19 – Durée des poussées solution du problème 4.2 avec intégration par la méthode
des matrices de transition,
 sans contraintes opérationnelles,
• contraintes opérationnelles avec durée minimale de poussée égale à Tl,
 contraintes opérationnelles avec durée minimale de poussée égale à 2Tl.
La méthode de résolution en nombres entiers a été validée sur un problème de maintien
à poste simplifié pour lequel aucune perturbations orbitale n’existe et pour lequel le satellite
est équipé d’un système de propulsion idéal constitué d’un propulseur par face. La solution
de ce problème respecte les conditions suffisantes pour le maintien à poste, à savoir un
point situé à l’intérieur de la fenêtre de maintien à poste et une dérive nulle. La durée de
l’horizon temporel a un impact sur la consommation. En effet, il a été possible de montrer
que le besoin en correction de la dérive est proportionnel à la durée de l’horizon temporel de
résolution. Ainsi, lors de la conception d’une mission, il est nécessaire de prendre en compte
ce biais dû à l’horizon de la mission.
Certaines conditions initiales conduisent à un espace de solution vide car le niveau
de poussée est trop faible par rapport à la correction nécessaire. Ceci fait écho à l’étude
analytique menée au chapitre 2 et à la définition d’un espace de départ admissible qui
assure la faisabilité du problème de maintien à poste pour le mouvement hors-plan. Dans ce
chapitre, il apparaît de façon évidente qu’une telle condition existe pour le mouvement dans
le plan de l’équateur. Si la position et la vitesse initiales du satellite sont telles que l’espace
des solutions est vide, le relâchement des contraintes de maintien à poste sur une partie de
l’horizon temporel est nécessaire pour assurer le retour du satellite dans des conditions de
maintien à poste réalisables. La durée pour laquelle les contraintes de maintien à poste sont
relâchées a un impact sur la consommation. Cette dernière est légèrement plus élevée lorsque
la durée de relâchement des contraintes est faible, mais le satellite reste moins longtemps en
dehors de la fenêtre. Le choix de cette durée est donc à déterminer en fonction de la priorité
à accorder à la réduction de la consommation ou au temps passé en dehors de la fenêtre de
maintien à poste.
Alors que pour le problème simplifié la dynamique est intégrée de façon analytique, pour le
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problème complet l’équation différentielle de la dynamique doit être intégrée numériquement.
Deux méthodes ont été mises en place : la première évalue la matrice de transition sur
la grille temporelle tandis que la deuxième repose sur un schéma aux différences finies.
Une première différence entre ces deux méthodes est le temps de calcul pour mener à bien
l’intégration. La méthode basée sur les différences finies est plus rapide que la méthode basée
sur l’évaluation de la matrice de transition. Dans l’optique d’un temps de calcul réduit, il
est plus judicieux d’utiliser la première méthode. Lorsque la position et la vitesse finales
sont libres, les deux méthodes conduisent à la même consommation, mais lorsque la position
et la vitesse finales sont contraintes, la méthode basée sur la matrice de transition conduit à
une consommation plus faible. Ainsi, dans ce dernier cas, il paraît plus judicieux d’utiliser
la méthode d’intégration basée sur la matrice de transition.
La solution du problème de maintien à poste transcrit en problème de programmation
linéaire en nombres entiers peut être comparée à la solution du problème de maintien à poste
résolu avec la méthode en trois étapes mise en place dans le chapitre 3. La consommation du
profil résultant de cette méthode est très dépendant d’un paramètre de seuil, et les résultats
des deux méthodes ne coïncident que pour une valeur bien choisie du paramètre de seuil
de la méthode en trois étapes. Ceci permet de conclure que la méthode en trois étape est
plus difficile à mettre en œuvre que la méthode de résolution en nombres entiers. C’est
pourquoi, les analyses sur un horizon long du chapitre suivant sont effectuées sur la base de
la méthode en nombres entiers mise au point dans ce chapitre.
Chapitre5
Problème de maintien à poste résolu sur
un an
La seule manière pour trouver quelque chose
quand on en a besoin, c’est d’avoir besoin de le
trouver.
Terry Pratchett, Les Annales du Disque Monde,
trad. Patrick Couton
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5.1 INTRODUCTION
Dans les deux chapitres précédents, le problème de maintien à poste a été résolu en
boucle ouverte sur un horizon court de 7 jours. Les deux méthodes présentées ne peuvent
pas être utilisées en l’état pour la résolution sur un horizon beaucoup plus long du fait
de problèmes numériques. En effet, pour la méthode de décomposition en trois étapes, la
troisième peut être extrêmement longue si le nombre de poussées est élevé car le nombre de
propagations de la dynamique est égal à deux fois le nombre de poussées. Ainsi, plus l’horizon
est grand, plus l’intégration est longue. Par ailleurs, le paramètre de seuil ς est plus difficile
à régler pour un horizon plus long. La méthode de résolution en nombres entiers quant à elle,
nécessite la mise en œuvre de matrices de transition calculées numériquement. Le nombre
de calculs à effectuer est proportionnel au carré du nombre de points de discrétisation.
Ainsi, si l’horizon temporel est grand, le nombre de points de la grille temporelle augmente,
conduisant à stocker des ensembles de données de plus en plus importants et pourrait
rapidement atteindre la limite mémoire. Par ailleurs, la durée du cycle de maintien à poste
doit être limitée à cause des différentes sources d’erreurs dues à l’exécution des poussées, à
la restitution d’orbite et à la modélisation des perturbations. Pour ces raisons, il n’est pas
possible d’appliquer les méthodes précédentes sur un horizon temporel trop long.
L’objectif de ce chapitre est de mettre en place des stratégies pour résoudre le problème
de maintien à poste sur un horizon long (typiquement 52 semaines) par résolutions suc-
cessives sur des horizons plus courts à l’instar de la méthode présentée par la référence
[Eckstein and Hechler, 1981]. Ces horizons courts peuvent être synchronisés avec la période
de restitution d’orbite. Pour résoudre cette difficulté, ce chapitre se propose de résoudre
un enchaînement de problèmes de maintien à poste, chacun définis sur un horizon court
bien choisi, la position atteinte à la fin d’un de ces horizons courts constituant la position
initiale pour l’horizon suivant. Cependant, la loi de contrôle établie sur un horizon court est
aveugle à l’effet des perturbations sur l’horizon court suivant, et le satellite peut être amené
à arriver à l’instant final en bord de fenêtre avec une vitesse orientée vers l’extérieur de la
fenêtre, ce qui rend le problème de maintien à poste difficile ou impossible à résoudre pour
l’horizon suivant. Pour empêcher ce phénomène et assurer un enchaînement de la résolution
du problème de maintien à poste sur chacun de ces horizons courts, il est nécessaire d’ajouter
des contraintes terminales. Ces conditions terminales sont mises en place en étudiant le
mouvement du satellite relativement à sa position de maintien à poste à l’aide des équations
de Hill-Clohessy-Wiltshire (modèle d’évolution képlérienne) puis sont étendues au modèle
d’évolution prenant en compte les perturbations orbitales en considérant l’ellipse osculatrice
à l’instant de contact entre les horizons courts successifs. Le problème de maintien à poste
est résolu en utilisant le modèle linéaire de synthèse et la propagation est effectuée en
utilisant le modèle non-linéaire de simulation.
Une autre piste de résolution utilisant l’optimisation à horizon glissant est esquissée dans
ce chapitre. Le problème de maintien à poste est résolu sur un horizon court, conduisant à
une loi de contrôle optimale sur cet horizon. Cette dernière est utilisée pour propager la
position initiale du satellite sur la moitié de l’horizon. La position ainsi atteinte correspond
alors au début de l’horizon court suivant qui commence donc à la moitié de l’horizon court
courant.
Puisque la plus longue période des perturbations est d’une durée égale à un an (potentiel
d’attraction du Soleil), l’horizon long est choisi égal à un an. La résolution du problème de
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maintien à poste ainsi réalisable sur un horizon long permet de mener à bien une analyse de
l’effet des différents paramètres sur la consommation annuelle. Par ailleurs, la méthode de
résolution sur l’horizon court peut être aussi bien la méthode en trois étapes du chapitre 3
ou la méthode basée sur la résolution d’un problème d’optimisation en nombres entiers du
chapitre 4. Cependant, la méthode en nombres entiers étant plus facilement mise en œuvre,
cette dernière sera utilisée tout au long de ce chapitre.
5.2 CONTRAINTE DE FIN D’HORIZON COURT
Dans l’optique de résoudre le problème de maintien à poste de façon récursive en
enchaînant la résolution sur les horizons courts les uns après les autres, les contraintes
géographiques de maintien à poste peuvent ne pas être suffisantes pour assurer le maintien
à poste pour l’horizon court suivant. Par exemple, à l’instant final, la position du satellite
peut arriver à proximité de la fenêtre de maintien à poste avec une vitesse dirigée vers
l’extérieur de la fenêtre de maintien à poste. Dans ce cas, il n’est pas possible pour un
satellite dont la poussée est bornée d’assurer le maintien à poste sur l’horizon court suivant.
C’est pourquoi, une contrainte restreignant l’espace admissible final doit être ajoutée au
problème d’optimisation, comme le suggère la référence [Grüne and Pannek, 2011].
La référence [Eckstein and Hechler, 1981] propose une stratégie similaire en imposant
des contraintes de cible en fin d’horizon court, c’est-à-dire des contraintes de rendez-vous. Les
contraintes finales proposées sont plus lâches car elles restreignent l’espace final. Elles font
écho aux contraintes de faisabilité exprimées analytiquement pour le problème de maintien
à poste képlérien hors-plan exprimé à partir des équations de Hill-Clohessy-Wiltshire dans
la section 2.4, et reposent sur le fait d’assurer que l’orbite osculatrice au point de jonction
entre deux cycles courts reste à l’intérieur de la fenêtre de maintien à poste. Pour obtenir
les conditions sur la trajectoire osculatrice, les conditions sont d’abord développées pour le
modèle képlérien en éléments orbitaux, puis étendues à la position géographique du satellite
ainsi qu’à sa dérivée temporelle.
5.2.1 CONDITIONS FINALES SUR LES POSITIONS ET VITESSES CARTÉ-
SIENNES RELATIVES
Soit un satellite orbitant autour de la Terre, soumis uniquement à une attraction
centrale (modèle képlérien). Dans ce cas, les équations d’évolution des positions et vitesses
cartésiennes relatives sont données par la matrice de transition (I.4) qui se développe en :
x(t) = −
(
3x0 +
2y˙0
n
)
cos(nt) + x˙0
n
sin(nt) +
(
4x0 +
2y˙0
n
)
, (5.1)
y(t) = 2x˙0
n
cos(nt) +
(
6x0 +
4y˙0
n
)
sin(nt)−
(
6x0 +
3y˙0
n
)
nt+
(
y0 − 2x˙0
n
)
, (5.2)
z(t) = z0 cos(nt) +
z˙0
n
sin(nt), (5.3)
x˙(t) = n
(
3x0 +
2y˙0
n
)
sin(nt) + x˙0 cos(nt), (5.4)
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y˙(t) = −2x˙0 sin(nt) + n
(
6x0 +
4y˙0
n
)
cos(nt)−
(
6x0 +
3y˙0
n
)
n, (5.5)
z˙(t) = −nz0 sin(nt) + z˙0 cos(nt), (5.6)
(5.7)
avec X(t0) =
[
x0 y0 z0 x˙0 y˙0 z˙0
]T
le vecteur d’état à l’instant initial. Il est possible
de retrouver dans les expressions précédentes que le mouvement dans le plan de l’équateur
et le mouvement perpendiculaire à ce plan sont découplés. C’est pourquoi les contraintes
dans le plan de l’orbite et les contraintes hors du plan de l’orbite sont étudiées de façon
séparée
5.2.1.1 TRAJECTOIRE ET CONTRAINTES HORS-PLAN
Le mouvement relatif hors-plan est donné par :
z(t) = z0 cos(nt) +
z˙0
n
sin(nt),
z˙(t) = −nz0 sin(nt) + z˙0 cos(nt),
= n
[
z˙0
n
cos(nt)− z0 sin(nt)
]
.
(5.8)
La trajectoire relative hors-plan dans le plan de phase (z, z˙) satisfait :
z2(t)
A20
+ z˙
2(t)
n2A20
= 1, (5.9)
où A0 est défini par l’équation (2.8) et le mouvement hors-plan est celui d’un oscillateur
harmonique. Sa trajectoire dans l’espace des phases est une ellipse de centre (0, 0), de
demi-petit axe A0 (direction z) et de demi-grand axe nA0 (direction z˙).
Afin de rester dans une fenêtre de maintien à poste de largeur , il suffit donc d’imposer
la contrainte A0 6 , que l’on peut réécrire :
z20 +
z˙20
n2
6 2, (5.10)
ou encore :
z20
2
+ z˙
2
0
n22
6 1. (5.11)
Le lieu des positions relatives initiales (z0, z˙0) est donc l’intérieur d’un cercle de centre
(0, 0) et de rayon  dans le plan
(
z,
z˙
n
)
(voir la figure 5.1).
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5.2.1.2 TRAJECTOIRE ET CONTRAINTES DANS LE PLAN
Les équations différentielles du mouvement relatif dans le plan sont données par :
x(t) = −
(
3x0 +
2y˙0
n
)
cos(nt) + x˙0
n
sin(nt) +
(
4x0 +
2y˙0
n
)
,
y(t) = 2x˙0
n
cos(nt) +
(
6x0 +
4y˙0
n
)
sin(nt)−
(
6x0 +
3y˙0
n
)
nt+
(
y0 − 2x˙0
n
)
,
x˙(t) = n
(
3x0 +
2y˙0
n
)
sin(nt) + x˙0 cos(nt),
y˙(t) = −2x˙0 sin(nt) + n
(
6x0 +
4y˙0
n
)
cos(nt)−
(
6x0 +
3y˙0
n
)
n.
(5.12)
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Figure 5.1 – Espace admissible dans l’espace
(
z0,
z˙0
n
)
.
Il est possible de réécrire :
x(t) = −
(
3x0 +
2y˙0
n
)
cos(nt) + x˙0
n
sin(nt) +
(
4x0 +
2y˙0
n
)
,
=
√(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n2
cos
(
nt+ arctan
(
x˙0
3nx0 + 2y˙0
))
+
(
4x0 +
2y˙0
n
)
,
(5.13)
et :
y(t) = 2x˙0
n
cos(nt) +
(
6x0 +
4y˙0
n
)
sin(nt)−
(
6x0 +
3y˙0
n
)
nt+
(
y0 − 2x˙0
n
)
,
= 2
√(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n2
sin
(
nt+ arctan
(
x˙0
3nx0 + 2y˙0
))
−
(
6x0 +
3y˙0
n
)
nt+
(
y0 − 2x˙0
n
)
.
(5.14)
En combinant les deux équations précédentes, il vient :
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[
x(t)−
(
4x0 +
2y˙0
n
)]2
+
[
y(t) +
(
6x0 +
3y˙0
n
)
nt−
(
y0 − 2x˙0
n
)]2
4
=
(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n2
= A2xy, (5.15)
et la trajectoire dans le plan (x, y) s’écrit :[
x(t)−
(
4x0 +
2y˙0
n
)]2
A2xy
+
[
y(t) +
(
6x0 +
3y˙0
n
)
nt−
(
y0 − 2x˙0
n
)]2
4A2xy
= 1. (5.16)
La trajectoire relative dans le plan de l’équateur est donc une ellipse de centre :
(xc, yc(t)) =
(
4x0 +
2y˙0
n
,−6x0nt− 3y˙0t+ y0 − 2x˙0
n
)
, (5.17)
de demi petit-axe Axy (direction x) et de demi grand-axe 2Axy dans la direction y comme
représenté sur la figure 5.2. L’abscisse du centre de l’ellipse est constante mais son ordonnée
se déplace au cours du temps.
x
y

(x0, y0)
4x0 +
2y0
n
y 0
−
2x˙
0
n
−
( 6x
0
+
3y˙
0
n
) nt
√(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n
2
√(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n
Figure 5.2 – Trajectoire dans le plan (x, y).
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Pour que la trajectoire selon y soit comprise dans l’intervalle [−,+] à l’instant t, il
suffit d’imposer la contrainte : yc + 2Axy 6 ,yc − 2Axy 6 , (5.18)
ou encore : ∣∣∣∣−6x0nt− 3y˙0t+ y0 − 2x˙0n
∣∣∣∣ 6 − 2
√(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n2
. (5.19)
Cette contrainte peut également être obtenue en considérant la trajectoire du satellite
dans le plan (y, y˙).
INTERPRÉTATION GÉOMÉTRIQUE
La contrainte (5.19) peut se décomposer en les deux contraintes :
− 6x0nt− 3y˙0t+ y0 − 2x˙0
n
6 − 2
√(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n2
(5.20a)
6x0nt+ 3y˙0t− y0 + 2x˙0
n
6 − 2
√(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n2
(5.20b)
La contrainte (5.20a) peut se réécrire :
0 6 2
√(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n2
6 + 6x0nt+ 3y˙0t− y0 + 2x˙0
n
. (5.21)
Avec le changement de variables :
ξ1 =
2x˙0
n
,
ξ2 = 6x0 +
4y˙0
n
,
ξ+(t) = + 6x0nt+ 3y˙0t− y0 + 2x˙0
n
,
(5.22)
il est possible de réécrire la contrainte (5.21) sous la forme :√
ξ21 + ξ22 6 ξ+. (5.23)
Puis, en élevant au carré (les deux termes étant positifs) :
ξ21 + ξ22 − ξ2+ 6 0. (5.24)
Notons que la contrainte (5.21) impose ξ+(t) > 0. L’inégalité (5.24) définit l’intérieur
d’un cône dans l’espace (ξ1, ξ2, ξ+), de sommet à l’origine, de base circulaire, d’axe de
révolution ξ+ et de demi-angle au sommet pi4 (voir la figure 5.3). Comme ξ+(t) > 0, l’espace
admissible est l’intérieur du demi-cône positif.
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La contrainte (5.20b) peut se réécrire :
0 > −2
√(
3x0 +
2y˙0
n
)2
+ x˙
2
0
n2
> −+ 6x0nt+ 3y˙0t− y0 + 2x˙0
n
. (5.25)
Avec le changement de variables :
ξ1 =
2x˙0
n
,
ξ2 = 6x0 +
4y˙0
n
,
ξ−(t) = −+ 6x0nt+ 3y˙0t− y0 + 2x˙0
n
,
(5.26)
il est possible de réécrire la contrainte (5.25) sous la forme :
−
√
ξ21 + ξ22 > ξ−. (5.27)
ξ2
ξ+
ξ1
ξ2
ξ−
ξ1
Figure 5.3 – Cônes admissibles dans les espaces (ξ1, ξ2, ξ+) et (ξ1, ξ2, ξ−).
Puis, en élevant au carré (les deux termes étant négatifs) :
ξ21 + ξ22 − ξ2− 6 0. (5.28)
Notons que la contrainte (5.25) impose ξ−(t) 6 0. L’inégalité (5.28) définit l’intérieur
d’un cône dans l’espace (ξ1, ξ2, ξ−), de sommet à l’origine, de base circulaire, d’axe de
révolution ξ− et de demi-angle au sommet pi4 (voir la figure 5.3). Comme ξ−(t) 6 0, l’espace
admissible est l’intérieur du demi-cône négatif.
Les contraintes à imposer pour assurer que la trajectoire reste dans la fenêtre de maintien
à poste sont donc les suivantes :
z2
2
+ z˙
2
n22
6 1, (5.29a)
ξ21 + ξ22 − ξ2+ 6 0, (5.29b)
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ξ21 + ξ22 − ξ2− 6 0, (5.29c)
avec le changement de variables :
ξ1 =
2x˙0
n
,
ξ2 = 6x0 +
4y˙0
n
,
ξ+(t) = + 6x0nt+ 3y˙0t− y0 + 2x˙0
n
> 0,
ξ−(t) = −+ 6x0nt+ 3y˙0t− y0 + 2x˙0
n
6 0.
(5.30)
5.2.2 APPLICATION DANS LE CAS D’UN MODÈLE PERTURBÉ
5.2.2.1 CONTRAINTES TERMINALES
Dans le cas d’un mouvement képlérien non perturbé, les positions et les vitesses peuvent
être transformées en éléments orbitaux décrivant l’orientation de l’orbite et la position du
satellite sur cette orbite. Dans le cas d’un mouvement perturbé, les positions et les vitesses
peuvent être transformées à chaque instant en éléments orbitaux définissant une ellipse
tangente à la trajectoire, appelée orbite osculatrice. Cette orbite osculatrice est la trajectoire
que le satellite suivrait si les perturbations orbitales disparaissaient instantanément. Au
niveau du point de contact, un satellite sur la trajectoire réelle et un satellite sur la trajectoire
osculatrice ont la même position, la même vitesse, mais des accélérations différentes. C’est
pourquoi, imposer les contraintes (5.34a), (5.34b) et (5.34c) à la fin de chaque cycle court
suffit à assurer que l’orbite osculatrice au point de jonction entre deux horizons courts reste
dans la fenêtre de maintien à poste.
En reprenant les notations utilisées dans les chapitres précédents, l’horizon long est
défini par l’intervalle [t0, tf ]. Soit ∆T la durée d’un horizon court, supposée constante, et
J le nombre d’horizons courts nécessaires pour réaliser le maintien à poste sur l’horizon
long [t0, tf ] qui vérifie donc : (J − 1)∆T < tf − t0 et J∆T > tf − t0. Le jème horizon court
est alors défini par l’intervalle Ij = [t0 + j∆T , t0 + (j + 1)∆T ] pour j = 0, . . . , J − 1. Le
point de jonction entre les horizons courts j − 1 et j en t = tcj = t0 + j∆T est noté ycj . Il
s’agit donc également du point de contact entre la trajectoire perturbée réelle et l’orbite
osculatrice en t = tcj . Sur un intervalle temporel [tcj − τ, tcj + τ ], avec τ petit, l’effet intégral
des perturbations est faible et la trajectoire perturbée est proche de l’ellipse osculatrice.
Ainsi, si t 7→ y(t) et t 7→ yK(t) désignent respectivement la trajectoire perturbée réelle et
l’ellipse osculatrice au point ycj , il est possible d’écrire :
‖y(t)− yK(t)‖ 6 ϑ sur [tcj , tcj + τ ], (5.31)
avec ϑ petit.
Ainsi, assurer que l’ellipse osculatrice se trouve dans une fenêtre de maintien à poste
de demi-largeur δ − ι permet d’assurer que la trajectoire réelle se trouve dans le fenêtre
de maintien à poste de demi-largeur δ sur l’intervalle [tcj , tcj + τ ]. De plus, de cette façon
le satellite ne peux pas arriver à la fin d’un cycle court trop près de la frontière avec une
vitesse dirigée vers l’extérieur.
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A la fin de chaque cycle court à l’instant tcj , les contraintes terminales suivantes doivent
être ajoutées :
z2(tcj)
2
+
z˙2(tcj)
n22
6 1, (5.32a)
ξ21(tcj) + ξ22(tcj)− ξ2+(tcj) 6 0, (5.32b)
ξ21(tcj) + ξ22(tcj)− ξ2−(tcj) 6 0, (5.32c)
avec j = 1, . . . , J .
5.2.2.2 EXPRESSION EN TERMES DE POSITIONS ET DE VITESSES GÉOGRAPHIQUES
Les contraintes de fin d’horizon court (5.11), (5.24) et (5.28) avec le changement de
variables : 
ξ1 =
2x˙0
n
,
ξ2 = 6x0 +
4y˙0
n
,
ξ+(t) = + 6x0nt+ 3y˙0t− y0 + 2x˙0
n
,
ξ−(t) = −+ 6x0nt+ 3y˙0t− y0 + 2x˙0
n
,
(5.33)
définissent un espace final admissible pour les positions et vitesses cartésiennes relatives.
Afin d’utiliser ces conditions pour la résolution du problème de maintien à poste, il est
nécessaire d’exprimer ces contraintes terminales en les positions et vitesses géographiques
relatives. En utilisant les formules de conversion établies dans l’annexe J, les conditions
terminales (5.32) se réécrivent :
ϕ2(tcj) +
ϕ˙(tcj)2
n2
6 δ2, (5.34a)
4
[
r˙(tcj)
n
− rmpλ(tcj)
]2
+
[
10r(tcj) + 4rmp
λ˙(tcj)
n
]2
−
[
δrmp + 9tcjr(tcj)n+ 3tcjrmpλ˙(tcj)− 3rmpλ(tcj) + 2
r˙(tcj)
n
]2
6 0, (5.34b)
4
[
r˙(tcj)
n
− rmpλ(tcj)
]2
+
[
10r(tcj) + 4rmp
λ˙(tcj)
n
λ(tcj)
]2
−
[
−δrmp + 9tcjr(tcj)n+ 3tcjrmpλ˙(tcj)− 3rmpλ(tcj) + 2
r˙(tcj)
n
]2
6 0. (5.34c)
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5.2.2.3 DISCRÉTISATION DES CONTRAINTES TERMINALES
Les contraintes terminales sont des contraintes quadratiques qui définissent un espace
admissible convexe. Comme l’utilisation de ces contraintes quadratiques requiert un temps
de calcul très grand, nous avons choisi d’approcher ces espaces admissibles convexes par des
polytopes pour remplacer les contraintes quadratiques par des contraintes linéaires. Plus le
nombre de côtés est élevé, meilleure sera l’approximation.
Les développements de l’annexe K permettent d’obtenir :
(sin θk − sin θk+1)rmpϕ(tcj) + (cos θk+1 − cos θk)
rmpϕ˙(tcj)
n
+rskδ sin
( 2pi
Kz
)
> 0,
k = 1, . . . ,Kz − 1.
(5.35a)
[
10
(
cos ν+k+1 − cos ν+k
)
+ 9ntcj sin
(
2pi
K+xy
)]
r(tcj)
− rmp
[
2
(
sin ν+k − sin ν+k+1
)
+ 3 sin
(
2pi
K+xy
)]
λ(tcj)
+ 2
n
[
sin ν+k − sin ν+k+1 + sin
(
2pi
K+xy
)]
r˙(tcj)
+ rmp
[
4
n
(
cos ν+k+1 − cos ν+k
)
+ 3tcj sin
(
2pi
K+xy
)]
λ˙(tcj)
+ rmpδ sin
(
2pi
K+xy
)
> 0.
(5.35b)
[
10
(
cos ν−k+1 − cos ν−k
)
+ 9ntcj sin
(
2pi
K−xy
)]
r(tcj)
− rmp
[
2
(
sin ν−k − sin ν−k+1
)
+ 3 sin
(
2pi
K−xy
)]
λ(tcj)
+ 2
n
[
sin ν−k − sin ν−k+1 + sin
(
2pi
K−xy
)]
r˙(tcj)
+ rmp
[
4
n
(
cos ν−k+1 − cos ν−k
)
+ 3tcj sin
(
2pi
K−xy
)]
λ˙(tcj)
− rmpδ sin
(
2pi
K−xy
)
6 0.
(5.35c)
Il est possible de remarquer que les plans Pk introduits définissent un espace contenu
strictement dans le cône de l’ensemble admissible. Il est possible d’augmenter le nombre de
points pour raffiner la discrétisation. Les contraintes linéarisées sont conservatives, c’est-à-
dire que les contraintes sont toujours satisfaites, mais la linéarisation se fait au détriment
de la taille de l’espace admissible.
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5.2.3 PROBLÈMES DE MAINTIEN À POSTE À RÉSOUDRE
En reprenant les notations du chapitre 4, le problème de maintien à poste à résoudre
pour un cycle court est adapté du problème 4.2 et s’écrit :
Problème 5.1. Trouver les vecteurs de variables binaires F¯ et γ¯ solutions du problème de
minimisation :
min
F¯ ,γ¯
J = 1T4(N+1),1F¯ ,
t. q. :
x0 donné,
ΘmpGF¯ 6 δ2N×1 −Θmp (gxx0 + gc) , Maintien à poste
−ΘmpGF¯ 6 δ2N×1 + Θmp (gxx0 + gc) , Maintien à poste
Ξ1F¯ + γ¯ = 0, γ¯ 6 1N+1, Disjonction des poussées
∀k = 2, . . . , p, Ξlk,F F¯ + Ξlk,γ γ¯ 6 04(N−k+1)×1 si p > 2, Durée des poussées
Ξd1,F F¯ + Ξd1,γ γ¯ 6 14N×1, Inter-poussées
∀k = 2, . . . , q, Ξdk,F F¯ + Ξdk,γ γ¯ 6 24(N−k+1)×1 si q > 2, Inter-poussées
∀k = 2, . . . ,m, Ξsk,F F¯ 6 14(N−k+1)×1 si m > 2, Inter-poussées
(sin θk − sin θk+1)rmpϕ(tcj) + (cos θk+1 − cos θk)
rmpϕ˙(tcj)
n
+ rskδ sin
( 2pi
Kz
)
> 0, θk = k
2pi
Kz
, k = 1, . . . ,Kz − 1, Contrainte finale[
10
(
cos ν+k+1 − cos ν+k
)
+ 9ntcj sin
(
2pi
K+xy
)]
r(tcj)
− rmp
[
2
(
sin ν+k − sin ν+k+1
)
+ 3 sin
(
2pi
K+xy
)]
λ(tcj)
+ 2
n
[
sin ν+k − sin ν+k+1 + sin
(
2pi
K+xy
)]
r˙(tcj)
+ rmp
[
4
n
(
cos ν+k+1 − cos ν+k
)
+ 3tcj sin
(
2pi
K+xy
)]
λ˙(tcj)
+ rmpδ sin
(
2pi
K+xy
)
> 0, ν+k = k
2pi
K+xy
, k = 0, . . . ,K+xy − 1, Contrainte finale[
10
(
cos ν−k+1 − cos ν−k
)
+ 9ntcj sin
(
2pi
K−xy
)]
r(tcj)
− rmp
[
2
(
sin ν−k − sin ν−k+1
)
+ 3 sin
(
2pi
K−xy
)]
λ(tcj)
+ 2
n
[
sin ν−k − sin ν−k+1 + sin
(
2pi
K−xy
)]
r˙(tcj)
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+ rmp
[
4
n
(
cos ν−k+1 − cos ν−k
)
+ 3tcj sin
(
2pi
K−xy
)]
λ˙(tcj)
− rmpδ sin
(
2pi
K−xy
)
6 0, ν−k = k
2pi
K−xy
, k = 0, . . . ,K−xy − 1. Contrainte finale
◦
Dans le cas où le système propulsif utilisé est le système idéal pour lequel le satellite
dispose d’un propulseur par face, l’expression du problème 5.1 est à adapter avec les matrices
utilisées dans le problème 4.3.
5.2.4 CONTRAINTES DE MAINTIEN À POSTES QUADRATIQUES
Les contraintes de maintien à poste sont habituellement exprimées en utilisant les
positions géographiques relatives comme cela est expliqué dans la section 1.4.1.1 sous la
forme :
|ϕ| 6 δ et |λ| 6 δ. (5.36)
Comme nous l’avons remarqué dans la section 1.4.1.2, les contraintes de maintien à
poste peuvent être exprimées à l’aide des éléments orbitaux équinoxiaux relatifs sous la
forme :
2
√
i2x + i2y 6 δ, (5.37a)
2
√
e2x + e2y 6 δ + `MΘ, (5.37b)
2
√
e2x + e2y 6 δ − `MΘ, (5.37c)
mais ne sont pas étudiées dans la littérature. Puisque ces contraintes sont exprimées sous
forme quadratique ou conique, et définissent des espaces admissibles convexes, il est possible
d’approcher ces espaces par des polytopes, de la même façon que ce qui a été fait pour les
contraintes terminales.
En découpant l’intervalle [0, 2pi] en sous-intervalles définis par les angles respectivement
donnés par :
θ˜k = k
2pi
K˜z
, k = 0, . . . , K˜z − 1, K˜z > 3, (5.38a)
ν˜+k = k
2pi
K˜+xy
, k = 0, . . . , K˜+xy − 1, K˜+xy > 3, (5.38b)
ν˜−k = k
2pi
K˜−xy
, k = 0, . . . , K˜−xy − 1, K˜−xy > 3, (5.38c)
il est possible d’approcher les contraintes (5.37a), (5.37b) et (5.37c) respectivement par les
ensembles de contraintes linéaires :(
sin θ˜k − sin θ˜k+1
)
ix +
(
cos θ˜k+1 − cos θ˜k
)
iy +
δ
2 sin
( 2pi
K˜z
)
= 0,
k = 0, . . . , K˜z − 1, (5.39a)
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2(sin ν+k − sin ν+k+1)ex + 2(cos ν+k + 1− cos ν+k )ey + sin
(
2pi
K˜+xy
)
(δ + `MΘ) > 0,
k = 0, . . . , K˜+xy − 1, (5.39b)
2
(
sin ν˜−k − sin ν˜−k+1
)
ex + 2
(
cos ν˜−k+1 − cos ν˜−k
)
ey + sin
(
2pi
K˜−xy
)
(δ − `MΘ) > 0,
k = 0, . . . , K˜−xy − 1. (5.39c)
Les trois ensembles de contraintes linéaires (5.39a), (5.39b) et (5.39c) peuvent alors
remplacer les contraintes de maintien à poste exprimées en termes de positions géographiques
relatives dans le problème 5.1 pour donner le problème de maintien à poste suivant :
Problème 5.2. Trouver les vecteurs de variables binaires F¯ et γ¯ solutions du problème de
minimisation :
min
F¯ ,γ¯
J = 1T4(N+1),1F¯ ,
t. q. :
x0 donné,(
sin θ˜k − sin θ˜k+1
)
ix +
(
cos θ˜k+1 − cos θ˜k
)
iy +
δ
2 sin
( 2pi
K˜z
)
= 0,
θ˜k = k
2pi
K˜z
, Maintien à poste
2(sin ν+k − sin ν+k+1)ex + 2(cos ν+k + 1− cos ν+k )ey
+ sin
(
2pi
K˜+xy
)
(δ + `MΘ) > 0, ν˜+k = k
2pi
K˜+xy
, Maintien à poste
2
(
sin ν−k − sin ν−k+1
)
ex + 2
(
cos ν−k+1 − cos ν−k
)
ey
+ sin
(
2pi
K˜−xy
)
(δ − `MΘ) > 0, ν˜−k = k
2pi
K˜−xy
, Maintien à poste
Ξ1F¯ + γ¯ = 0, γ¯ 6 1N+1, Disjonction des poussées
∀k = 2, . . . , p, Ξlk,F F¯ + Ξlk,γ γ¯ 6 14(N−k+1)×1 si p > 2, Durée des poussées
Ξd1,F F¯ + Ξd1,γ γ¯ 6 14N×1, Inter-poussées
∀k = 2, . . . , q, Ξdk,F F¯ + Ξdk,γ γ¯ 6 24(N−k+1)×1 si q > 2, Inter-poussées
∀k = 2, . . . ,m, Ξsk,F F¯ 6 14(N−k+1)×1 si m > 2, Inter-poussées
(sin θk − sin θk+1)rmpϕ(tcj) + (cos θk+1 − cos θk)
rmpϕ˙(tcj)
n
+ rskδ sin
( 2pi
Kz
)
> 0, θk = k
2pi
Kz
, k = 1, . . . ,Kz − 1, Contrainte finale[
10
(
cos ν+k+1 − cos ν+k
)
+ 9ntcj sin
(
2pi
K+xy
)]
r(tcj)
− rmp
[
2
(
sin ν+k − sin ν+k+1
)
+ 3 sin
(
2pi
K+xy
)]
λ(tcj)
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+ 2
n
[
sin ν+k − sin ν+k+1 + sin
(
2pi
K+xy
)]
r˙(tcj)
+ rmp
[
4
n
(
cos ν+k+1 − cos ν+k
)
+ 3tcj sin
(
2pi
K+xy
)]
λ˙(tcj)
+ rmpδ sin
(
2pi
K+xy
)
> 0, ν+k = k
2pi
K+xy
, k = 0, . . . ,K+xy − 1, Contrainte finale[
10
(
cos ν−k+1 − cos ν−k
)
+ 9ntcj sin
(
2pi
K−xy
)]
r(tcj)
− rmp
[
2
(
sin ν−k − sin ν−k+1
)
+ 3 sin
(
2pi
K−xy
)]
λ(tcj)
+ 2
n
[
sin ν−k − sin ν−k+1 + sin
(
2pi
K−xy
)]
r˙(tcj)
+ rmp
[
4
n
(
cos ν−k+1 − cos ν−k
)
+ 3tcj sin
(
2pi
K−xy
)]
λ˙(tcj)
− rmpδ sin
(
2pi
K−xy
)
6 0, ν−k = k
2pi
K−xy
, k = 0, . . . ,K−xy − 1. Contrainte finale
◦
Dans la section suivante, l’enchaînement des solutions du problème 5.1 ou du problème
5.2 est testé sur un exemple réaliste de maintien à poste sur une durée longue d’un an et
une analyse paramétrique est conduite afin de déduire des choix pertinents pour la réussite
du processus.
5.3 SIMULATIONS ET ANALYSE PARAMÉTRIQUE
La solution du problème de maintien à poste sur un cycle long d’une durée d’un an, en
résolvant le problème de maintien à poste 5.1 sur les horizons courts les uns à la suite des
autres. Deux types de systèmes propulsifs sont considérés dans cette étude :
• le système propulsif décrit dans le brevet de la référence [Anzel, 1995],
• un système propulsif idéal pour lequel le satellite dispose d’un propulseur sur chacune
de ses faces.
Dans la suite de cette section, l’effet de différents paramètres est étudié :
• méthode d’intégration de la dynamique (calcul des matrices de transition avec la
bibliothèque chebfun ou intégration de l’équation différentielle par un schéma aux
différences finies),
• durée du cycle court,
• nombre de sommets pour le polytope approchant les contraintes terminales quadra-
tiques (valeurs de Kz, K+xy et K−xy),
• contraintes de maintien à poste en position géographiques ou en éléments orbitaux,
• angles de déviation et de déflexion pour les propulseurs du système propulsif de la
référence [Anzel, 1995].
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Dans toute la suite de l’analyse numérique, si la valeur d’un paramètre n’est pas précisée,
celle-ci sera égale à sa valeur nominale définie dans le tableau 5.1. Par ailleurs, une étude a
été menée dans le cas où un des propulseurs est en panne et ne peut plus fournir de poussée
sur le reste de l’horizon de maintien à poste.
Paramètre Valeur
date initiale 1er janvier 2034
masse 4850 kg
λmp 118◦
Fmax 0, 265 N
Isp 2005 s
angle θ 63, 64◦
angle α 7, 03◦
intégration Hermite-Simpson
Paramètre Valeur
cycle court 7 jours
Kz 16
K+xy 16
K−xy 16
K˜z 16
K˜+xy 16
K˜−xy 16
∆τ 5 min
m 4
p 1
q 1
Table 5.1 – Valeurs nominales pour les simulations numériques.
5.3.1 RÉSOLUTION DU PROBLÈME DANS LE CAS NOMINAL CHOISI
Cette sous-section a pour objectif d’analyser la solution du problème de maintien à poste
dans les conditions nominales définies par le tableau 5.1 avec le système propulsif décrit par
[Anzel, 1995] au regard de l’analyse physique menée dans la section 1.4.
La figure 5.4a montre la trajectoire du satellite dans le plan (λ, ϕ) avec la fenêtre
de maintien à poste ainsi que l’indication des poussées de chacun des propulseurs sur
la trajectoire. Il apparaît que les poussées ont lieu lorsque le satellite se trouve près de
l’équateur, en général lorsque la latitude du satellite est comprise entre −0.02◦ et +0, 02◦.
Cela correspond au fait que les poussées sont plus efficaces lorsque le satellite se trouve
aux nœuds de l’orbite et est en accord avec les principes empiriques de maintien à poste
établis. Les poussées du propulseur Nord-Est sont plus longues lorsque la longitude est
faible, c’est-à-dire sur le côté Ouest de la fenêtre de maintien à poste, et les poussées du
propulseur Sud-Ouest sont davantage présentes lorsque la longitude est élevée, c’est-à-dire
sur le bord Est de la fenêtre. Les poussées des propulseurs Sud-Est et Nord-Ouest sont
réparties sur l’ensemble de la plage de longitude accessible.
La figure 5.4b montre l’évolution de l’ascension droite du satellite au cours du temps
comprise entre 0◦ et 360◦ avec l’indication des poussées de chacun des propulseurs. D’après
cette courbe, les deux propulseurs Nord sont actifs lorsque le satellite se trouve autour d’une
ascension droite de 90◦ et les deux propulseurs Sud sont actifs lorsque le satellite se trouve
autour d’une ascension droite de 270◦. Ceci correspond à la stratégie fondée sur l’analyse
physique des perturbations, établie dans la section 1.4.
5.3. Simulations et analyse paramétrique 195
117.94 117.95 117.96 117.97 117.98 117.99 118 118.01 118.02 118.03 118.04 118.05−6
−5
−4
−3
−2
−1
0
1
2
3
4
5
6
·10−2
longitude (◦)
la
tit
ud
e
(◦
)
(a) Trajectoire géographique
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 3600
20
40
60
80
100
120
140
160
180
200
220
240
260
280
300
320
340
360
380
400
temps (jours)
A
sc
en
sio
n
dr
oi
te
(◦
)
(b) Ascension droite
Figure 5.4 – Trajectoire dans le plan (λ, ϕ), ascension droite et indication des poussées :
— : trajectoire du satellite, − · − : fenêtre de maintien à poste
• : propulseur Nord-Est, • : propulseur Sud-Est,
• : propulseur Nord-Ouest, • : propulseur Sud-Ouest.
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La consommation totale obtenue à la fin de l’année est de 129, 2 m/s. La figure 5.5a
montre la consommation sur chaque cycle court (une semaine dans le cas nominal) et la
figure 5.5b la consommation cumulée semaine après semaine. Il est possible de remarquer
sur la figure 5.5a qu’au milieu de l’année (autour des semaines 20-30) et à la fin de l’année
(à partir de la semaine 45), la consommation est plus élevée. Cela se voit également sur
la figure 5.5b puisque sur ces semaines, la pente de la courbe de consommation augmente.
Puisque les poussées sont de type on-off, l’évolution de la consommation est directement
proportionnelle aux durées des poussées qui sont affichées sur la figure 5.6. Selon cette figure,
la durée des poussées au milieu et à la fin de l’année est plus importante. Les perturbations
orbitales à corriger semblent donc plus importantes sur ces semaines. Par ailleurs, comme la
durée des sous-intervalles de la grille temporelle choisie est de 5 minutes, il est possible de
remarquer que la durée de chaque poussée est un multiple de 5 minutes. Les poussées sont
en général d’une durée inférieure à 80 minutes.
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Figure 5.5 – Consommation pour chaque semaine et consommation cumulée sur un an
(m/s)
La figure 5.7 montre la durée entre les poussées de chaque propulseur. Il apparaît que les
poussées sont majoritairement séparées d’une durée égale à un jour, ce qui correspond à la
stratégie développée en utilisant une analyse physique des perturbations et établie dans la
section 1.4. Un certain nombre de poussées sont espacées de deux jours. Ainsi, les poussées
ont tendance à avoir lieu au même moment dans la journée, et s’il arrive que des poussées
ne sont pas nécessaires un jour donné, la poussée est reportée au jour d’après, ou plusieurs
jours plus tard, au même moment de la journée.
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Figure 5.6 – Durée des poussées tous
propulseurs confondus (en minutes).
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Figure 5.7 – Durée des intervalles sans
poussées pour chaque propulseur :
• : Nord-Est, • : Sud-Est,
• : Nord-Ouest, • : Sud-Ouest.
Pour établir les stratégies basées sur l’analyse physique des perturbations, la référence
[Campan and Brousse, 1994] suppose que les composantes perturbatrices hors-plan n’in-
duisent de dérive séculaire que sur la composante iy du vecteur inclinaison. C’est ce que
montre la figure 5.8a. Le point de départ est le point (0, 0) pour les deux premières semaines,
la trajectoire dans le plan (ix, iy) évolue exclusivement dans la direction +iy, et au bout
de la troisième semaine les propulseurs assurent que le vecteur inclinaison reste dans la
fenêtre admissible et contrent la dérive séculaire en iy tout en permettant les oscillations de
ix autour de 0. On retrouve, par ailleurs, sur la figure 5.8b un constat établi par Soop dans
[Soop, 1994] : la norme du vecteur excentricité est bornée par 4, 5.10−4.
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Figure 5.8 – Vecteurs inclinaison et excentricité
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Dans le paragraphe F.1.2.3, une expression d’une borne sur le rayon relatif a pu être
établie (voir l’équation (F.26)). Cette borne fait intervenir un terme Γl qui est la dérivée
seconde (supposée constante) de la longitude par rapport au temps . En effectuant une
régression polynomiale de degré 2 sur la trajectoire libre pendant 60 jours à partir du centre
de la fenêtre, le mouvement de la longitude peut s’écrire sous la forme :
λ(t)− λmp = γlt2 + βlt+ αl avec

γl = −1, 7644.10−5 rad/j2,
βl = 1, 2715.10−6 rad/j,
αl = 3, 1548.10−7 rad.
(5.40)
Il vient alors Γl = 2γl = −3, 5288.10−5 rad/j2. En prenant la valeur maximale de
l’excentricité égale à 4, 5.10−4, la borne sur le rayon relatif est de 20, 38 km. Sur la courbe
de la figure 5.9, la valeur maximale atteinte par le rayon relatif est de 14, 24 km. La borne
donnée par l’équation (F.26) est donc vérifiée. Une marge existe cependant entre la valeur
maximale atteinte par le rayon relatif et la valeur de la borne. Une explication de cet écart
peut venir du fait que la borne a été établie dans le cadre d’une stratégie de correction de
la longitude à poussée forte. Par conséquent, il est bien légitime de ne pas donner de bornes
sur le rayon pour assurer le maintien à poste.
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Figure 5.9 – Rayon en fonction du temps.
Toutes les analyses menées dans ce paragraphe valident la stratégie de résolution du
problème de maintien à poste sur un horizon long mise en place. Il est alors possible d’étudier
l’effet des paramètres dont dépend cette stratégie.
5.3.2 EFFET DE LA MÉTHODE D’INTÉGRATION DE LA DYNAMIQUE
Cette sous-section a pour objectif d’analyser l’effet de la méthode d’intégration de la
dynamique dans le problème de maintien à poste. Le tableau 5.2 montre que la méthode
d’intégration choisie influence peu la consommation totale sur une année. La figure 5.10
montre que l’évolution de la consommation cumulée sur un an diffère entre les deux méthodes
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d’intégration à partir de la semaine 26. Les deux méthodes conduisent à la même structure
de consommation pour laquelle des poussées sont plus longues en milieu et en fin d’année.
La différence entre ces deux méthodes réside dans le temps de calcul des matrices B,
bx et bc. La méthode de calcul par l’intégration des matrices de transition à l’aide de la
bibliothèque chebfun nécessite environ 40 minutes de calculs pour chacune des semaines
tandis que la méthode de calcul par l’application d’un schéma numérique aux différences
finies nécessite environ 15 minutes de calculs pour chaque semaine (sur un intel insideTMcore
i5 vPro avec Matlab c©r2014). Ainsi, même si la consommation finale est légèrement plus faible
avec la méthode utilisant chebfun, nous préconisons d’utiliser la méthode aux différences
finies d’Hermite-Simpson. D’autres schémas numériques d’ordre plus élevé pourraient être
utilisés, et leur effet sur la consommation totale analysé, mais cette étude ne rentre pas
dans le cadre de ce travail.
Méthode d’intégration chebfun Hermite-Simpson
Consommation (m/s) 130, 0 129, 2
Table 5.2 – Effet de la méthode d’intégration de la dynamique sur la consommation
annuelle.
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Figure 5.10 – Consommation cumulée sur une année avec les trois méthodes d’intégration
numériques : • intégration des matrices de transition avec chebfun, • schéma d’Hermite-
Simpson.
5.3.3 EFFET DE LA DURÉE DE L’HORIZON COURT
Comme le montre le tableau 5.3, la variation de la consommation annuelle en fonction
de la durée de l’horizon court reste globalement faible sur les cas testés. Sur la figure,
5.11 qui montre l’évolution de la durée cumulée des poussées (directement proportionnelle
à la consommation) pour chaque durée de cycle court, il est possible de remarquer que
jusqu’à environ la moitié de l’année, les courbes évoluent à peu près ensemble, puis certaines
s’écartent. C’est le cas notamment des courbes correspondant aux cycles court de 4 et 9
jours. Lorsque la durée du cycle court augmente, la consommation diminue globalement,
sauf pour les cycles courts de 4 et 9 jours. En effet, avoir un horizon court plus long permet
d’avoir un horizon de prédiction des perturbations plus grand. Cependant, comme il est
possible de s’y attendre, le temps de résolution moyen du problème de maintien à poste
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en nombres entiers augmente lorsque la durée du cycle court augmente car les matrices de
contraintes sont de plus en plus grandes, sauf dans le cas d’un cycle court de 10 jours pour
lequel la durée de résolution moyenne est plus petite. La durée nominale du cycle court a
été choisie égale à 7 jours pour avoir une consommation assez faible tout en ayant un temps
de résolution par cycle raisonnable. Une durée d’une semaine correspond par ailleurs à une
subdivision commode d’une année.
Durée du cycle Consommation (m/s) Temps moyen decourt (j) calcul par cycle (s)
2 132, 4 4, 99
3 131, 14 14, 48
4 132, 01 30, 72
5 130, 03 67, 90
6 129, 45 83, 16
7 129, 55 160, 94
8 129, 54 187, 45
9 144, 71 312, 08
10 128, 54 249, 41
Table 5.3 – Consommation annuelle (en m/s) en fonction de la durée du cycle court.
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Figure 5.11 – Longueur cumulée des poussées pour différentes durées du cycle court.
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5.3.4 APPROXIMATION DES CONTRAINTES TERMINALES QUADRA-
TIQUES
L’approximation des contraintes terminales quadratiques par un ensemble de contraintes
linéaires, décrite dans la section K, dépend des valeurs de Kz (le nombre de segments
qui approche le cercle frontière), K+xy et K−xy (le nombre de plans qui approchent le cône
frontière). Le tableau 5.4 montre l’évolution de la consommation annuelle en fonction de
la finesse de l’approximation. Sur la figure 5.12 affichant la consommation cumulée par
semaine, une divergence des courbes apparaît à partir de la semaine 17 alors que pour les
semaines 1 à 16, les consommations restent quasiment identiques dans tous les cas. Une
étude approfondie doit être menée pour trouver la cause de cette divergence. Le nombres de
sommets choisis pour l’approximation a très peu d’influence sur la consommation finale.
Nous avons donc choisi pour le cas nominal une valeur de Kz, K+xy et K−xy qui permet
d’obtenir la consommation annuelle totale la plus petite. De la même façon, le temps moyen
de calcul de chaque cycle court ne peux pas être un facteur déterminant de choix du nombre
optimal de sommets pour l’approximation des contraintes quadratiques. Néanmoins, lorsque
Kz = K+xy = K−xy, la durée moyenne de résolution par cycle est anormalement petite.
Dans la sous-section K, le cas Kz = 2 est interprété comme étant équivalent à une
contrainte de vitesse finale hors-plan nulle. Cela conduit à une contrainte d’annulation
de la dérivée de la latitude en fin d’horizon court. Il est également possible d’ajouter une
contrainte d’annulation de la dérivée de la longitude en fin d’horizon court. Ce faisant, la
consommation annuelle obtenue est de 191, 6 m/s. La figure 5.13 montre que la trajectoire
n’occupe pas intégralement la fenêtre de maintien à poste par comparaison à la trajectoire
obtenue dans le cas nominal (voir la figure 5.4a). Ces deux contraintes sont donc beaucoup
trop restrictives.
Kz K
+
xy K
−
xy
Consommation Temps moyen de calcul
annuelle (m/s) par cycle (s)
3 3 3 131, 9 139, 56
4 4 4 130, 7 138, 14
5 5 5 134, 0 144, 16
6 6 6 129, 2 122, 99
7 7 7 129, 2 130, 44
8 8 8 130, 2 137, 46
10 10 10 129, 5 101, 19
12 12 12 129, 4 104, 22
14 14 14 129, 3 139, 98
16 16 16 129, 2 160, 94
32 32 32 132, 7 85.01
64 64 64 130, 6 142, 16
Table 5.4 – Impact du nombre d’hyperplans pour l’approximation des contraintes terminales
sur la consommation annuelle (en m/s).
202
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 520
10
20
30
40
50
60
70
80
90
100
110
120
130
140
Semaines
C
on
so
m
m
at
io
n
cu
m
ul
ée
(m
/s
)
3 plans
4 plans
5 plans
6 plans
7 plans
8 plans
10 plans
12 plans
14 plans
16 plans
32 plans
64 plans
Figure 5.12 – Consommation cumulée pour différentes approximations des contraintes
terminales.
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Figure 5.13 – Trajectoire du satellite dans le plan (λ, ϕ) avec la fenêtre de maintien à
poste.
• : propulseur Nord-Est, • : propulseur Sud-Est,
• : propulseur Nord-Ouest, • : propulseur Sud-Ouest.
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5.3.5 APPROXIMATION DES CONTRAINTES QUADRATIQUES DE
MAINTIEN À POSTE
Les contraintes de maintien à poste peuvent être exprimées à l’aide des éléments orbitaux
équinoxiaux relatifs et s’écrivent alors sous la forme de contraintes quadratiques. Dans la
section 5.2.4, ces contraintes ont été approchées par un ensemble de contraintes linéaires.
Cet ensemble dépend du nombre d’hyperplans choisi pour approcher l’espace admissible
convexe. Plus ce nombre est petit, plus l’espace dans lequel le satellite est confiné est
restreint, et par conséquent, plus la consommation de carburant est élevée. La tableau 5.5
montre l’impact de ce nombre d’hyperplans sur la consommation annuelle. L’effet de la
réduction de l’espace admissible à cause de l’approximation intérieure est nettement visible
sur les courbes d’évolution du vecteur inclinaison de la figure 5.14 sur laquelle sont aussi
représentés les polygones approchant le cercle de la contrainte. Puisque les polygones sont
à l’intérieur du cercle, l’ensemble des contraintes linéaires est conservatif, c’est-à-dire que
l’approximation étant réalisée par l’intérieur, les contraintes de maintien à poste ne seront
jamais violées. Cette réduction d’espace admissible peut être quantifié de la façon suivante.
L’aire que le vecteur inclinaison peut occuper dans le plan (ix, iy) est :
A = piδ
2
4 , (5.41)
et l’aire d’un polygone régulier inscrit dans le cercle de centre (0, 0) et de rayon δ2 avec Kz
côtés définis par l’angle au centre 2piKz est donnée par :
AKz =
Kzδ
2
8 sin
( 2pi
Kz
)
. (5.42)
Puisque lim
x→0
sinx
x = 1, il vient : AKz −→Kz→∞ A.
Par ailleurs, l’impact de ce nombre de plans sur l’évolution de la durée de poussée cumulée
est plus marqué que dans les analyses précédentes (voir la figure 5.15). Ainsi, un nombre de
sommets élevé conduit à une meilleure approximation des contraintes quadratiques et à une
réduction de la consommation annuelle.
5.3.6 ANGLES DE DÉVIATION ET DE DÉFLEXION DES PROPULSEURS
Pour le système de propulsion décrit dans la référence [Anzel, 1995] et repris dans la
section 1.4.2, la direction des poussées dépend d’un angle de déviation par rapport à la
direction normale au plan de l’orbite et un angle de déflexion par rapport à la direction
Terre-satellite. Comme cela est indiqué dans la référence [Anzel, 1988], cette inclinaison
des propulseurs conduit à une perte de poussée dans la direction Nord-Sud dépendant du
cosinus de cet angle de déviation. Comme les perturbations hors-plan sont les plus difficiles à
corriger, cette perte conduit à une augmentation de la consommation lorsque les propulseurs
sont inclinés vers le plan de l’orbite. De plus, les prévisions données dans la section F.3 et
issues de la référence [Soop, 1994] pour la correction hors-plan doivent être adaptées pour
tenir compte de cette perte. Par exemple, pour une inclinaison à corriger de ∆i1 an = 0, 758◦,
il est nécessaire de consommer 78, 67 m/s avec un propulseur perpendiculaire à l’équateur.
Dans le cas d’un angle de déviation nominal θ = 63, 64◦, il est nécessaire de consommer
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173, 26 m/s pour cette même correction. Le tableau 5.6 montre l’effet de l’angle d’inclinaison
sur la consommation annuelle et la compare aux valeurs de la référence [Soop, 1994]. Dans
ce tableau, les troisième et quatrième colonnes correspondent aux valeurs d’inclinaison à
corriger selon la référence [Soop, 1994], ajustées avec les valeurs d’inclinaison des propulseurs.
La première ligne correspond aux valeurs à corriger dans le cas où les propulseurs étaient
orientés dans la direction normale au plan de l’équateur.
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Figure 5.14 – Trajectoire du vecteur inclinaison dans le plan (ix, iy) en fonction du nombre
de plans pour l’approximation de la contrainte de maintien à poste quadratique :
— 3 plans, — 4 plans, — 8 plans, — 10 plans, — 16 plans.
K˜z K˜
+
xy K˜
−
xy
Consommation Temps moyen de calcul
annuelle (m/s) par cycle (s)
3 3 3 138, 3 483, 45
4 4 4 137, 2 203, 84
8 8 8 133, 2 525, 80
10 10 10 130, 4 364, 88
16 16 16 130, 6 516, 94
Table 5.5 – Impact du nombre d’hyperplans pour l’approximation de la contrainte de
maintien à poste en éléments orbitaux équinoxiaux relatifs sur la consommation annuelle
(en m/s).
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Figure 5.15 – Longueur cumulée des poussées pour différentes approximations des
contraintes quadratiques de maintien à poste.
Il apparaît nettement que plus l’angle d’inclinaison des propulseurs est élevé, plus
la consommation est importante, mais cette dernière reste inférieure aux prédictions de
[Soop, 1994] corrigées. La méthode de résolution proposée réussit toujours à obtenir une
consommation inférieure à celle prévue par la référence [Soop, 1994]. La figure 5.16 montre
bien que plus l’angle de déviation est important, plus les poussées sont longues. Pour obtenir
une consommation annuelle minimale, il est nécessaire de choisir un propulseur le moins
incliné possible.
Angle θ (◦) Consommation (m/s) Valeurs de [Soop, 1994] corrigée (m/s)minimale maximale
Valeurs de référence 78, 67 99, 4
55 104, 3 137, 2 173, 3
60 117, 0 157, 3 198, 8
65 133, 7 186, 1 235, 2
70 162, 0 230, 0 290, 6
75 204, 3 304, 0 384, 1
80 291, 0 453, 0 572, 4
85 572, 9 902, 6 1140, 5
Table 5.6 – Consommation annuelle en fonction de l’angle de déviation θ et comparaison
avec les valeurs de la référence [Soop, 1994] corrigées de la perte d’efficacité due à la déviation
des propulseurs.
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Figure 5.16 – Longueur des poussées pour différentes valeurs de la déviation des propulseurs
par rapport à l’axe Nord-Sud.
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Figure 5.17 – Consommation annuelle en fonction de l’angle α de déflexion de la direction
poussée des moteurs par rapport à la direction radiale.
5.3.7 CAS DE PANNE
La référence [Gopinath and Srinivasamuthy, 2003], qui utilise le système propulsif pré-
senté dans le brevet de la référence [Anzel, 1995], envisage les cas de panne pour un
propulseur du satellite de façon qualitative et affirme que si un des propulseurs est arrêté, le
propulseur diamétralement opposé doit aussi l’être. Par exemple, si le propulseur Nord-Est
est en panne et ne produit plus de poussée, alors les deux propulseurs Nord-Ouest et Sud-Est
suffisent pour assurer le maintien à poste, avec une consommation supérieure. De la même
façon, si le propulseur Nord-Ouest est en panne et ne produit plus de poussée, les deux
propulseurs Nord-Est et Sud-Ouest suffisent pour assurer le maintien à poste. Le problème
de maintien à poste est alors résolu en ajoutant une contrainte d’arrêt des propulseurs pour
le propulseur Nord-Est d’une part et pour le propulseur Nord-Ouest d’autre part. D’après la
figure 5.18a qui montre la durée des poussées dans le cas où le propulseur Nord-Est est arrêté,
le propulseur Sud-Ouest n’est presque jamais actif sur l’année. De la même façon, d’après
la figure 5.18b qui montre la durée des poussées dans le cas où le propulseur Nord-Ouest
est arrêté, le propulseur Sud-Est n’est presque jamais actif. Les consommations annuelles
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sont de 176, 0 m/s dans le cas où le propulseur 1 est en panne et de 162, 9 m/s dans le cas
où le propulseur 2 est en panne. Ces consommation annuelles sont plus élevées que dans
le cas nominal. Ainsi, lorsqu’un propulseur est en panne, le maintien à poste est assuré,
mais la durée de vie du satellite diminue. Le tableau 5.7 montrant les durées de poussées
cumulées de chaque propulseur, confirme cette analyse. Il est intéressant de remarquer que
la durée des poussées vers l’Est est plus grande que la durée des poussées vers l’Ouest : il y
a donc bien une dérive en longitude à corriger. Les durées à peu près égales des poussées
Nord et Sud mettent en lumière le fait que les perturbations hors plan sont périodiques de
périodes au moins égale à un an. De plus, dans le cas où deux propulseurs diamétralement
opposés sont en panne, le satellite reste toujours contrôlable. En revanche, dans le cas où
deux propulseurs non diamétralement opposés sont en panne, le maintien à poste n’est plus
assuré.
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(a) Cas où le propulseur N.-E. est en panne
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(b) Cas où le propulseur N.-O. est en panne
Figure 5.18 – Durée des poussées (en minutes) dans le cas de panne de propulseurs :
• : propulseur Nord-Est, • : propulseur Sud-Est,
• : propulseur Nord-Ouest, • : propulseur Sud-Ouest.
Cas nominal Panne du propulseur NE Panne du propulseur SE
NE 5, 62 j 0 15, 04 j
SE 6, 42 j 15, 58 j 0
NO 4, 12 j 9, 96 j 0, 15 j
SO 3, 03 j 0, 33 j 9, 61 j
Total 19, 19 j 25, 87 j 24, 80
Total Nord 9, 74 j 9, 96 j 15, 19 j
Total Sud 9, 45 j 15, 91 j 9, 61 j
Total Est 12, 04 j 15, 58 j 15, 04 j
Total Ouest 7, 15 j 10, 29 j 9, 76 j
Table 5.7 – Durée cumulée des poussées de chaque propulseur sur un an dans le cas nominal
et dans les cas de pannes.
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5.3.8 SYSTÈME PROPULSIF IDÉALISÉ
Le système propulsif décrit par la référence [Anzel, 1995] présente l’inconvénient de
coupler les corrections dans le plan de l’équateur et les corrections perpendiculaires à ce
dernier, alors que les perturbations hors-plan sont les plus difficiles à corriger. C’est pourquoi
dans cette section nous proposons d’étudier le maintien à poste d’un satellite équipé d’un
système propulsif idéalisé constitué d’un propulseur par face. La consommation annuelle
obtenue dans ce cas est de 41, 8 m/s. La courbe de consommation cumulée de la figure 5.19
présente la même forme que celle obtenue dans le cas du système propulsif de [Anzel, 1995]
avec une consommation plus importante en milieu et en fin d’année.
La figure 5.20 montrant la durée des poussées pour chaque propulseur confirme l’analyse
physique effectuée dans la section 1.4 selon laquelle les perturbations hors-plan sont les plus
coûteuses à corriger. Concernant les poussées dans le plan de l’équateur, la majorité d’entre
elles est réalisée de façon tangentielle à l’orbite et très peu de poussées sont effectuées dans
la direction radiale. De façon identique à la sous-section 5.3.1, le propulseur Nord est actif
lorsque le satellite est voisin de la position d’ascension droite 90◦ et le propulseur Sud est
actif lorsque le satellite se trouve dans une région proche du point d’ascension droite 270◦,
comme cela est visible sur la courbe de la figure 5.21. Ces analyses valident elles-aussi la
stratégie de résolution du problème de maintien à poste mise en place tout en montrant
que le système propulsif réel utilisé basé sur le brevet de [Anzel, 1995] conduit à une perte
d’efficacité.
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Figure 5.19 – Consommation cumulée sur un an dans le cas de l’utilisation d’un système
de propulsion idéal.
5.3.9 CONCLUSION
La mise en place des contraintes de fin d’horizon court a permis la résolution du problème
de maintien à poste sur un horizon long d’une année. La loi de contrôle ainsi calculée est
conforme aux analyse physique qui ont pu être trouvées dans la littérature existante sur
le maintien à poste, ce qui permet de valider la stratégie mise en place. Par ailleurs, il
est possible d’analyser l’impact sur la consommation annuelle des différents paramètres
définissant le problème de maintien à poste. Parmi ceux-ci, la durée de l’horizon court ou la
5.4. Optimisation à horizon glissant 209
finesse de l’approximation des contraintes terminales ont peu d’effet tandis que la finesse de
l’approximation des contraintes de maintien à poste quadratiques ou les angles d’orientation
des propulseurs ont un effet plus important. Ces derniers sont donc à choisir soigneusement
pour minimiser le besoin en carburant. Dans tous les cas, le choix du système propulsif de
la référence [Anzel, 1995] conduit à une surconsommation par rapport à un système idéal
pour lequel le satellite dispose d’un propulseur sur chacune de ses faces. Il est toutefois
nécessaire de garder à l’esprit que ces analyses ont été effectuées en supposant que l’influence
d’un paramètre sur la consommation est décorrélée des autres paramètres, ce qui n’est pas
vrai de façon générale. Les résultats présentés ici représentent donc une première analyse
paramétrique qu’il sera nécessaire d’approfondir par la suite.
5.4 OPTIMISATION À HORIZON GLISSANT
Cette section propose une piste de résolution basée sur l’optimisation à horizon glissant
afin de réduire la consommation annuelle de la stratégie de maintien à poste.
5.4.1 PRÉSENTATION DE LA MÉTHODE
Dans la section précédent, la loi de contrôle a été calculée avec le modèle de synthèse sur
un intervalle [t1, t1 + T ] puis la trajectoire résultant de cette loi de contrôle a été appliquée
sur le même intervalle [t1, t1 +T ]. En utilisant la définition de l’horizon de prédiction donnée
par la référence [Mayne et al., 2000], à savoir, l’intervalle de temps pour lequel le contrôle
est calculé, et l’horizon de contrôle comme étant l’intervalle sur lequel la loi de contrôle est
appliquée, la méthode de la section précédente a donc la particularité d’utiliser un horizon de
prédiction et un horizon de contrôle identiques, au prix de l’ajout d’une contrainte terminale.
Ce problème d’optimisation est alors décrit comme un problème d’optimisation à horizon
fixe (horizon glissant).
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Figure 5.20 – Durée des poussées pour chaque propulseur :
• : propulseur u+R, • : propulseur u+T , • : propulseur u+N ,
 : propulseur u−R,  : propulseur u−T ,  : propulseur u−N .
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Figure 5.21 – Ascension droite du satellite en fonction du temps et position des poussées
pour chaque propulseur : — : ascension droite,
• : propulseur u+R, • : propulseur u+T , • : propulseur u+N ,
 : propulseur u−R,  : propulseur u−T ,  : propulseur u−N .
La technique d’optimisation à horizon glissant repose sur un choix de l’horizon de
prédiction plus grand que l’horizon de contrôle, ce qui permet de retirer les contraintes
terminales comme cela est expliqué dans la référence [Mayne et al., 2000]. De ce fait, une loi
de contrôle est calculée avec le modèle de synthèse sur un intervalle [t1, t1 +T ] et cette loi est
appliquée sur un intervalle plus court [t1, t1 + τ ] avec τ < T . L’intervalle [t1 + τ, t1 + T ] est
appelé recouvrement. La trajectoire solution est alors calculée avec le modèle de simulation
sur l’intervalle [t1, t1 + τ ] et le vecteur d’état à l’instant τ constitue le point initial pour
le calcul de la loi de commande sur l’intervalle de prédiction [t1 + τ, t1 + τ + T ]. Cette
deuxième loi de commande est alors appliquée sur l’intervalle de contrôle [t1 + τ, t1 + 2τ ], et
le processus peut être répété indéfiniment, ce qui conduit à un recul progressif de l’horizon
d’optimisation global.
L’optimisation à horizon glissant a été étudiée depuis les années 1980 (voir la réfé-
rence [Chen and Shaw, 1982]) et continue à être un sujet étudié (voir par exemple les
références [Clarke and Scattolini, 1991], [Milam et al., 2005], [Goodwin et al., 2004] ou en-
core [Grüne and Pannek, 2011] par exemple). Pour un système linéaire temps-invariant, la
référence [Camacho and Bordons, 2012] exhibe des résultats de stabilité pour le calcul de
lois de contrôle fondées sur une optimisation à horizon glissant. Comme le modèle de synthèse
utilisé dans le cadre du maintien à poste d’un satellite en orbite géostationnaire est linéaire
temps-variant, ces résultats ne pourront pas être appliqués. Néanmoins, les simulations
numériques montrent qu’il est possible de calculer un profil de contrôle permettant à la
trajectoire de rester bornée dans la fenêtre de maintien à poste.
5.4.2 RÉSULTATS
Le problème de maintien à poste est résolu dans le cas où le satellite est équipé d’un
système de propulsion idéal (un propulseur par face) ou dans le cas où il est équipé du
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système de propulsion à poussée faible décrit dans le brevet de [Anzel, 1995]. L’horizon de
prédiction est pris égal à 1 semaine, c’est-à-dire T = 7 jours, et l’horizon de contrôle est
pris égal à une demi-semaine, c’est-à-dire τ = 3, 5 jours et un recouvrement de 3, 5 jours.
Les conditions finales (K.5), (K.11) et (K.17) sont retirées du problème d’optimisation à
résoudre. Le tableau 5.8 montre que l’application de la technique d’optimisation à horizon
glissant permet un gain de consommation sur l’année. Les résultats obtenus par cette
méthode sont comparés à ceux obtenus par l’optimisation à horizon fixe pour laquelle la
contrainte finale est discrétisée avec 16 hyperplans.
Propulsion Horizon fixe Horizon glissant
Idéale 42, 0 m/s 40, 8 m/s
Anzel 129, 2 m/s 127, 0 m/s
Table 5.8 – Consommations (en m/s) dans le cas du problème 5.1 (horizon fixe) et dans le
cas du problème 4.2 par une méthode d’optimisation à horizon glissant.
La figure 5.22 montre la consommation cumulée sur l’année dans le cas de l’optimisation
à horizon fixe avec les contraintes finales et de l’optimisation à horizon glissant, que ce soit
avec le système de propulsion idéal et le système propulsif décrit dans le brevet [Anzel, 1995].
Même si l’optimisation à horizon glissant permet de réduire la consommation annuelle,
un inconvénient majeur de cette méthode est la multiplication du nombre d’horizons courts
sur lesquels le problème de maintien à poste doit être résolu. Dans le cas étudié dans cette
section pour lequel le recouvrement est d’une durée égale à la moitié de l’horizon court,
le nombre d’horizons court est multiplié par deux, et le temps de calcul est augmenté. De
façon générale, le temps de résolution augmente avec la taille du recouvrement. Le choix de
la taille du recouvrement est donc important lors de la mise en place d’une résolution par
une méthode d’optimisation à horizon glissant.
5.5 CONCLUSION
Puisque le problème de maintien à poste ne peut pas d’être résolu sur un horizon trop
long, les stratégies mises en place ont consisté en un découpage de l’horizon temporel
de résolution en horizons plus courts sur lesquels il est possible de résoudre le problème
de maintien à poste par l’une ou l’autre des méthodes développées dans les chapitres
précédents. En considérant que le problème de maintien à poste est résolu sur un horizon
court après l’autre, la loi de contrôle établie sur un intervalle ne tient pas compte de
l’effet des perturbations sur l’horizon suivant. C’est pourquoi, il est nécessaire d’ajouter des
contraintes à la fin de chaque horizon court afin d’assurer que le problème à résoudre reste
faisable, en empêchant par exemple le satellite d’arriver trop près de la fenêtre de maintien à
poste avec une vitesse vers l’extérieur. A la différence de ce qui existe dans la littérature, ces
contraintes finales ne sont pas des contraintes de rendez-vous mais des contraintes réduisant
l’espace final admissible. Elles ont été établies en analysant le mouvement képlérien d’un
satellite en positions et vitesses cartésiennes relatives, puis étendues au cas d’un mouvement
soumis aux perturbations orbitales en considérant l’ellipse osculatrice à l’instant de jonction
entre chaque horizon court.
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Figure 5.22 – Consommation cumulée sur un an (en m/s) :
• : optimisation à horizon fixe avec le système propulsif de [Anzel, 1995],
• : optimisation à horizon glissant avec le système propulsif de [Anzel, 1995],
• : optimisation à horizon fixe avec le système propulsif idéal,
• : optimisation à horizon glissant avec le système propulsif idéal.
Les simulations effectuées avec un jeu de paramètres dits nominaux montrent que les
analyses empiriques de la littérature sont retrouvées, ce qui permet de valider la méthode
de résolution mise en place. Puisque qu’il est désormais possible de résoudre le problème de
maintien à poste sur un horizon long d’un an, une analyse de l’effet des différents paramètres
sur la consommation annuelle a pu être menée. Tout d’abord, l’impact de la méthode
d’intégration, qui était important dans le cas de la résolution sur une semaine, devient très
faible dans le cas de la résolution sur une année, et il est préférable d’utiliser une intégration
par une méthode aux différences finies pour le gain en temps de calcul qu’elle apporte. La
durée de l’horizon court a également un impact sur la consommation, car lorsque l’horizon
court est long, des effets périodiques des perturbations peuvent plus facilement pris en
compte. En revanche, cela a un impact négatif sur le temps de calcul et sur les besoins en
espace mémoire. Cette durée doit donc être choisie en fonction des besoins et des attentes
de l’utilisateur. Puisque le temps de calcul pour la prise en compte des contraintes finales
sous forme quadratiques est rédhibitoire, il est nécessaire d’approcher ces dernières par
un ensemble de contraintes linéaires. Le nombre de contraintes linéaires utilisées a peu
d’influence sur la consommation annuelle. Dans le cas où les contraintes de maintien à
poste sont exprimées avec les éléments orbitaux équinoxiaux relatifs et approchées par des
ensembles de contraintes linéaires, la consommation annuelle diminue lorsque le nombre de
contraintes augmente. Il est donc plus intéressant de prendre un grand nombre de contraintes
linéaires. Il a de plus été possible de montrer que l’orientation des angles moteurs influe très
fortement sur la consommation annuelle et que la configuration nominale choisie permet de
minimiser la consommation. Enfin, dans le cas de panne de l’un des propulseurs ou de deux
d’entre eux diamétralement opposés, le maintien à poste reste réalisable pour la durée de la
simulation et l’orientation des moteurs choisie. Ces analyses ont été effectuées en supposant
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que chaque paramètre influe indépendamment des autres sur la consommation annuelle, ce
qui n’est pas nécessairement le cas.
Une stratégie de résolution par une optimisation à horizon glissant a été également
abordée. Comme la loi de contrôle solution du problème de maintien à poste sur un horizon
court est aveugle à l’effet des perturbations sur l’horizon suivant, la position initiale est
propagée sur la première moitié de l’horizon court, et la position ainsi obtenue constitue alors
la position initiale du cycle court suivant. De cette façon, la loi de contrôle sur la première
moitié de l’horizon court prenant en compte l’effet des perturbations sur la deuxième moitié
de cet horizon, le problème de maintien à poste reste faisable d’un demi-horizon court à
l’autre. De cette façon, les conditions terminales ne sont plus nécessaires, mais le nombre de
problèmes à résoudre est doublé.

Conclusions et perspectives
C’était étonnant ce qu’on arrivait à faire quand
on avait le culot d’essayer [...].
Terry Pratchett, Les Annales du Disque Monde,
trad. Patrick Couton
Le travail présenté dans ce manuscrit avait pour but de résoudre le problème de maintien
à poste d’un satellite géostationnaire à poussée électrique, transcrit en un problème de
contrôle optimal à consommation minimale avec des contraintes sur l’état (les contraintes
de maintien à poste), des contraintes sur le contrôle (la prise en compte du caractère limité
de la poussée), et des contraintes opérationnelles, qui sont difficiles à prendre en compte
puisqu’elles s’expriment de façon implicite en fonction du profil de commande. Après la
résolution analytique d’un problème de maintien à poste képlérien hors-plan avec un système
de propulsion idéal, deux techniques de résolution ont été proposées.
La première approche de résolution proposée est basée sur le Principe du Maximum
de Pontryagin et se décompose en trois étapes. La première étape consiste à résoudre
le problème de maintien à poste sans les contraintes opérationnelles. Des paramètres de
seuil permettent de transformer le profil de contrôle continu en un profil tout ou rien. La
valeur de ces paramètres de seuil a une très forte influence sur le nombre de poussées
de chaque propulseur, qui restera fixe par la suite, et ils doivent donc être choisis avec
précaution. La deuxième étape assure la prise en compte des contraintes opérationnelles
par la résolution de schémas d’équivalence en consommation ou en effet. La séquence de
poussées obtenue à la fin de cette deuxième étape, qui restera fixe pour la suite, respecte
les contraintes opérationnelles, mais pour certaines valeurs des paramètres de seuil, les
contraintes opérationnelles ne sont plus respectées. La troisième étape optimise alors les
valeurs des instants d’allumage et d’extinction des propulseurs pour assurer à la fois le respect
des contraintes opérationnelles et des contraintes de maintien à poste. Cette optimisation
est réalisée dans le cadre des systèmes à commutation. Cette technique est appliquée d’une
part dans le cadre du rendez-vous képlérien avec un système propulsif idéal, ce qui a donné
lieu à la publication en conférence de [Gazzino et al., 2017a] ainsi que l’acceptation dans le
journal associé (voir [Gazzino et al., 2017b]), et d’autre part dans le cadre du problème de
maintien à poste complet avec le système propulsif de [Anzel, 1995], ce qui a donné lieu à
la publication en conférence de [Gazzino et al., 2016] et [Gazzino et al., 2017c].
La deuxième approche de résolution proposée est basée sur la transcription du problème
de contrôle optimal en un problème d’optimisation en dimension finie. Puisque les poussées
sont de type tout ou rien, il est possible de paramétrer les profils de contrôle par des fonctions
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binaires et de les discrétiser sur une grille temporelle. Ces variables binaires permettent
de réécrire très facilement les contraintes opérationnelles difficiles en contraintes linéaires.
Afin de réduire la taille de l’espace de recherche, l’équation de la dynamique linéarisée est
intégrée numériquement en utilisant deux techniques différentes. La première repose sur
une discrétisation des matrices de transition et la deuxième sur un schéma aux différences
finies. La première méthode utilisant les matrices de transition est rédhibitoire en termes
de temps de calcul, et la seconde présente les avantages d’être rapide et de permettre
un contrôle de l’erreur d’approximation commise en choisissant l’ordre du schéma aux
différences finies. C’est pourquoi, nous préconisons l’utilisation de la deuxième méthode
d’intégration. Le problème de contrôle optimal initial est alors transformé en un problème
d’optimisation linéaire en nombres entiers. Ce problème est résolu tout d’abord dans un cas
képlérien simplifié avec un système propulsif idéal pour lequel la dynamique s’exprime avec
les équations de Hill-Clohessy-Wiltshire et peut être intégrée analytiquement, puis dans un
deuxième temps dans le cas du problème de maintien à poste complet, ce qui a conduit à la
publication en conférence de [Gazzino et al., 2017d].
La méthode de décomposition en trois étapes est assez délicate à mettre en œuvre puisque
la solution de la première étape est numériquement très sensible lorsque les contraintes sur
l’état deviennent actives. De plus, il est nécessaire de choisir correctement la valeur des
fonctions seuils car il est apparu que ces valeurs conditionnent le nombre de poussées et ont
un impact sur la consommation finale. Néanmoins, cette liberté de réglage permet d’analyser
la sensibilité de la solution par rapport au nombre de poussées et de choisir le nombre
minimal de poussées pour avoir une consommation minimale tout en garantissant le respect
des contraintes opérationnelles et de maintien à poste. Si le nombre de poussées est élevé, la
troisième étape peut être longue à résoudre puisque qu’il est nécessaire d’effectuer autant
d’intégrations de la dynamique qu’il y a d’instants de commutation. La deuxième méthode,
basée sur la transcription en nombres entiers, est quant à elle très facile à mettre en œuvre,
mais nécessite d’importantes ressources de mémoire puisque les matrices de transitions entre
chaque point de la grille temporelle doivent être calculées puis stockées pour être utilisées
par le solveur du problème linéaire en nombres entiers. C’est pourquoi, pour une analyse
paramétrique fine de la solution, nous préconisons l’utilisation de la première méthode
proposée tandis que pour une utilisation plus automatisée, la seconde méthode est plus
appropriée. C’est également la raison pour laquelle la résolution sur un horizon long par
résolutions successives sur des horizons courts a été effectuée avec la seconde méthode.
Comme cela a été dit dans le paragraphe précédent, l’utilisation de la seconde méthode
de résolution du problème de maintien à poste nécessite de stocker l’ensemble des matrices
de transition entre les différents instants de la grille temporelle. Si l’horizon temporel de
résolution est trop long, les ressources matérielles peuvent venir à manquer pour la résolution
du problème en une seule étape. C’est pourquoi nous avons proposé de résoudre le problème
de maintien à poste sur un horizon long par résolutions successives sur des horizons courts.
Pour ce faire, des contraintes terminales ont dû être ajoutées au problème de maintien à poste
pour assurer que l’ensemble des solutions reste non vide. En effet, il pourrait arriver que le
satellite arrive en fin de cycle court en bordure de la fenêtre de maintien à poste avec une
vitesse élevée orientée vers l’extérieur. La valeur de la poussée que les propulseurs peuvent
fournir étant limitée, le maintien à poste ne pourra alors pas être assuré pour l’horizon
court suivant. La perspective d’utiliser l’optimisation à horizon glissant a été évoquée et les
résultats obtenus en terme de consommation semblent prometteurs. Cependant, comme un
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recouvrement est nécessaire, le temps de calcul peut devenir beaucoup plus long.
Le travail réalisé pour cette thèse a permis de résoudre le problème posé, mais laisse le
champ libre à de futurs travaux sur la question.
Dans toute l’étude menée dans ce manuscrit, le satellite pointe toujours dans une
direction radiale et l’effet des perturbations orbitales sur l’attitude n’a pas été prise en
compte. Pour ce faire, il est nécessaire d’ajouter la dynamique du satellite en attitude.
Le contrôle de l’attitude peut alors être effectué en supposant que les propulseurs sont
orientables, ou que la direction des poussées ne passe pas par le centre de gravité afin de
créer un couple résiduel. Cependant, les angles moteurs deviennent alors des variables à
optimiser et apparaissent de façon non linéaire dans la dynamique, ce qui peut poser des
problèmes pour la résolution des problèmes en nombres entiers. Une première piste consiste
à linéariser les angles par rapport à une valeur de référence pour retrouver un problème
linéaire.
Comme la dynamique de maintien à poste linéarisée est temps-variante, il n’est pas
possible de calculer facilement la matrice de transition. Une méthode de calcul des matrices
de transition basée sur l’utilisation des polynômes de Chebychev a été mise au point
(voir la référence [Bréhard et al., 2016]) et a commencé à être appliquée à un problème
de rendez-vous et à l’intégration de la dynamique d’un satellite géostationnaire soumis
aux perturbations orbitales et linéarisée, ce qui a conduit à la publication de conférence
acceptée [Arantes et al., 2018]. Cette intégration certifiée de la matrice de transition pourra
être utilisée en lieu et place du schéma aux différences finies nécessaire pour la deuxième
méthode de résolution du problème de contrôle optimal.
Dans la thèse de [Losa, 2007] et dans la référence [Losa et al., 2005], un changement
de variables pour obtenir un système plat a été présenté. De cette façon, les dérivées de
plus haut degré des sorties plates peuvent être paramétrées par des fonctions de bases
adéquates. Pour obtenir un profil de poussées tout ou rien, ces fonctions de bases peuvent
être choisies comme étant des polynômes, et les fonctions de de contrôles peuvent être
facilement représentées par un jeu de paramètres à optimiser.
Le mouvement relatif képlérien hors-plan est le mouvement d’un oscillateur harmonique,
et fait donc partie des quelques problèmes qu’il est possible de résoudre analytiquement. Par
un changement de variable approprié, il est possible de montrer que le mouvement relatif
dans le plan de l’équateur est un double intégrateur et un oscillateur harmonique. Il est alors
possible d’utiliser la résolution analytique proposée dans ce manuscrit pour l’adapter au
problème dans le plan. Par ailleurs, la dynamique linéarisée en éléments orbitaux équinoxiaux
relatifs prenant en compte le potentiel terrestre réel présente également un découplage et une
matrice de dynamique constituée uniquement de fonctions trigonométriques de pulsation
égale à la vitesse de rotation de la Terre. Il serait donc possible d’utiliser ces constations pour
résoudre analytiquement un problème de maintien à poste perturbé. La grande difficulté
de la résolution du problème de maintien à poste de façon analytique est le traitement
des contraintes sur l’état dans le cadre du Principe du Maximum. La thèse [Claeys, 2013]
introduit les mesures d’occupations et il semble qu’elles soient particulièrement indiquées
pour traiter naturellement les contraintes sur l’état.

AnnexeA
Repères de référence
A.1 REPÈRE INERTIEL GÉOCENTRIQUE
Le repère cartésien de référence choisi est le repère inertiel géocentrique dont on peut
trouver une définition dans [Vallado, 1997] sous le nom Geocentric Equatorial Coordinate
System ou Earth Center Inertial dont l’origine est située au centre de la Terre, représenté
par le point G et dont les axes sont définis par :
• l’axe (G,~uZG) pointant vers le pôle nord terrestre,
• l’axe (G,~uXG) dans la direction de l’intersection entre le plan de l’écliptique et le
plan de l’équateur terrestre (point vernal),
• l’axe (G,~uYG) qui complète le trièdre orthogonal direct,
et illustrés sur la figure A.1. Le repère (G,~uXG , ~uYG , ~uZG) est noté RG et la base associée
BG.
Une position dans l’espace est repérée par ses trois coordonnées cartésiennes x, y et z
ou par ses trois coordonnées sphériques r, α (ascension droite) et δ (déclinaison) reliées
entre elles de la façon suivante et illustrées sur la figure A.2.
x = r cos δ cosα, (A.1a)
y = r cos δ sinα, (A.1b)
z = r sin δ. (A.1c)
Les relations inverses s’écrivent :
r =
√
x2 + y2z2, (A.2a)
α = arctan
(
y
x
)
, (A.2b)
δ = arctan
(
z√
x2 + y2
)
, (A.2c)
où α est choisi tel que α ∈ [−90◦, 90◦] pour x > 0 et α ∈ [90◦, 270◦] pour x < 0.
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Figure A.1 – Repère géocentrique inertiel
A.2 REPÈRE GÉOCENTRIQUE TOURNANT
Le repère géocentrique tournant, nommé par [Vallado, 1997] Earth Centered Earth Fixed,
est un repère dont l’origine est située au centre de la Terre et dont les axes sont définis par :
• un axe pointant vers le pôle nord terrestre,
• un axe pointant dans la direction du méridien de Greenwich,
• un axe qui complète le trièdre orthogonal direct,
et illustrés sur la figure A.3.
Dans ce repère, les points sont repérés par leur longitude géographique λ et leur latitude
géographique ϕ définies par :
λ = α−Θ(t), (A.3a)
ϕ = δ. (A.3b)
Θ(t) est l’ascension droite du méridien de Greenwich (angle entre l’axe (G,~uXG) de la
figure A.1 et le méridien de Greenwich) et représente donc l’angle de rotation de la Terre à
l’instant t considéré. On suppose ici que la rotation de la Terre est constante au cours du
temps. Cette angle est appelé parfois temps sidéral. Il est donc possible d’écrire :
Θ(t) = Θ(t0) + ω⊕(t− t0), (A.4)
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Figure A.2 – Ascension droite α et déclinaison δ d’un point dans l’espace
où ω⊕ est la vitesse de rotation de la Terre, supposée constante.
Si [x y z]T est la position d’un satellite dans le repère géocentrique inertiel, alors son
rayon r, sa latitude λ et sa longitude ϕ sont calculés au moyen des formules suivantes :
r =
√
x2 + y2 + z2, (A.5a)
cosλ = x cos Θ(t) + y sin Θ(t)√
x2 + y2
, (A.5b)
sinλ = y cos Θ(t)− x sin Θ(t)√
x2 + y2
, (A.5c)
cosϕ =
√
x2 + y2√
x2 + y2 + z2
, (A.5d)
sinϕ = z√
x2 + y2 + z2
. (A.5e)
A.3 REPÈRE ORBITAL LOCAL
Il est possible de définir un système de coordonnées liées à la position du satellite sur
l’orbite. Il s’agit du repère orbital local. Ses axes peuvent être notés RTN ou RSW comme
dans [Vallado, 1997] et sont définis par :
• l’axe ~uN colinéaire au vecteur moment cinétique ~h,
• l’axe ~uR colinéaire à la direction centre de la Terre - satellite,
• l’axe ~uT qui complète le trièdre orthogonal direct,
et illustré sur la figure A.4. Le repère (S, ~uR, ~uT , ~uN ) est noté ROL et la base associée BOL.
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Figure A.3 – Repère géocentrique tournant
Il est possible de définir le repère orbital local à partir de trois rotations transformant la
base géocentrique inertielle BG en une base orbitale locale BOL. Celle-ci se déduit de la base
géocentrique inertielle géocentrique inertiel BG par la série de transformations suivantes
(voir figure A.5) :
• une rotation autour de l’axe (G,~uZG) d’angle Ω,
• une rotation autour de l’axe (G,~un) d’angle i,
• une rotation autour de l’axe (G,~uh) d’angle ω + ν,
où ~un est un vecteur unitaire dans la direction de l’intersection entre le plan de l’équateur
et le plan de l’orbite et ~uh est un vecteur directeur perpendiculaire au plan de l’orbite. La
figure A.6 montre ces rotations dans l’espace et la figure A.7 présente les rotations planes
associées à ces transformations.
Si ~σ est un vecteur de l’espace de coordonnées :
~σ =
σxσy
σz

BG
, (A.6)
dans la base géocentrique inertielle et de coordonnées :
~σ =
σrσt
σn

BOL
, (A.7)
dans la base orbitale locale, la transformation des coordonnées exprimées dans la base orbitale
locale en les coordonnées exprimées dans la base géocentrique inertielle est donnée par :
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Figure A.4 – Repère orbital local
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Figure A.5 – Représentation des angles de rotation entre le repère géocentrique inertiel et
le repère orbital local. Notons que ~uT et ~uh sont colinéaires.
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Figure A.6 – Rotations dans l’espace entre le base géocentrique inertielle et la base orbitale
locale.
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Figure A.7 – Rotations planes entre le base géocentrique inertielle et la base orbitale locale.
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σxσy
σz

BG
=
cos Ω − sin Ω 0sin Ω cos Ω 0
0 0 1

1 0 00 cos i − sin i
0 sin i cos i

cos(ω + ν) − sin(ω + ν) 0sin(ω + ν) cos(ω + ν) 0
0 0 1

σrσt
σn

BOL
,
=
cos (ω + ν) cos Ω− cos i sin (ω + ν) sin Ωcos (ω + ν) sin Ω + cos i sin (ω + ν) cos Ω
sin i sin (ω + ν)
− cos i cos (ω + ν) sin Ω− sin (ω + ν) cos Ω sin i sin Ω
cos i cos (ω + ν) cos Ω− sin (ω + ν) sin Ω − sin i cos Ω
sin i cos (ω + ν) cos i

σrσt
σn

BOL
.
(A.8)
Le repère orbital local s’obtient alors par la translation de l’origine du repère géocentrique
inertiel telle que : −→GS = r~uR.
Il est aussi possible de définir un repère orbital local à partir du vecteur tangent à la
trajectoire et du vecteur moment cinétique (noté NTW ), mais ce repère n’est pas utilisé.
On peut néanmoins remarquer que les deux repères coïncident lorsque l’orbite est circulaire.
A.4 REPÈRE ÉQUINOXIAL
La base équinoxiale BEQX = (~uh, ~up, ~uq) est définie de la façon suivante :
• rotation de la base inertielle géocentrique d’un angle Ω autour de l’axe (G,~uZG),
• rotation d’un angle i autour du nouvel axe (G,~un) (qui pointe dans la direction du
nœud ascendant),
• rotation d’un angle −Ω autour du nouvel axe (G,~uh) confondu avec la direction du
moment cinétique,
et le repère équinoxial est défini à partir de la base équinoxiale par REQX = (G,~uh, ~up, ~uq).
La figure A.8 montre le repère orbital équinoxial, la figure A.9 les trois rotations dans
l’espace et la figure A.10 les rotations planes transformant la base géocentrique inertielle en
la base équinoxiale.
Si ~σ est un vecteur de l’espace de coordonnées :
~σ =
σxσy
σz

BG
, (A.9)
dans la base géocentrique inertielle et de coordonnées :
~σ =
σpσq
σh

BEQX
, (A.10)
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Figure A.8 – Représentation des angles de rotation entre le repère géocentrique inertiel et
le repère équinoxial.
dans la base équinoxiale, la transformation des coordonnées exprimées dans la base équi-
noxiale en les coordonnées exprimées dans la base géocentrique inertielle est donnée par :σxσy
σz

BG
=
 cos Ω sin Ω 0− sin Ω cos Ω 0
0 0 1

1 0 00 cos i − sin i
0 sin i cos i

cos Ω − sin Ω 0sin Ω cos Ω 0
0 0 1

σpσq
σh

BEQX
,
=
 cos i sin
2 Ω + cos2 Ω cos Ω sin Ω (1− cos i) − sin i sin Ω
cos Ω sin Ω (1− cos i) sin2 Ω + cos i cos2 Ω sin i cos Ω
sin i sin Ω − sin i cos Ω cos i

σpσq
σh

BEQX
.
(A.11)
La matrice de rotation précédente peut être réécrite en utilisant les éléments orbitaux
équinoxiaux, ce qui conduit à :σxσy
σz

BG
= 11 + i2x + i2y
(1 + i
2
x − i2y) cos νQ + 2ixiy sin νQ
2ixiy cos νQ + (1− i2x + i2y) sin νQ
2(ix sin νQ − iy cos νQ)
2ixiy cos νQ − (1 + i2x − i2y) sin νQ 2iy
(1− i2x + i2y) cos νQ − 2ixiy sin νQ −2ix
2(ix cos νQ + iy sin νQ) 1− i2x − i2y

σpσq
σh

BEQX
. (A.12)
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Figure A.9 – Rotations dans l’espace entre la base géocentrique inertielle et la base
équinoxiale.
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Figure A.10 – Rotations planes entre la base géocentrique inertielle et la base équinoxiale.

AnnexeB
Équations d’évolution
B.1 ÉQUATIONS D’ÉVOLUTION LIBRE
Après avoir décrit les perturbations environnementales qui constituent le modèle physique
pour la description du mouvement et choisi un vecteur d’état constitué des éléments orbitaux
équinoxiaux, l’objectif de cette section est d’obtenir les équations d’évolution du satellite en
orbite autour de la Terre est soumis à la fois au potentiel d’attraction central et aux forces
orbitales perturbatrices – le potentiel terrestre dû à une répartition de masse non isotrope,
le potentiel d’attraction de la Lune, le potentiel d’attraction du Soleil et le potentiel dont la
force de pression de radiation solaire dérive. L’accélération produite par les propulseurs n’est
pas prise en compte dans cette section Dans la suite, l’évolution libre désigne l’évolution du
satellite non contrôlé.
B.1.1 MOUVEMENT KÉPLÉRIEN
L’étude de la dynamique képlérien, c’est-à-dire sans la prise en compte des perturbations
orbitales, est nécessaire car les stratégies de maintien à poste développées dans cette étude
seront testées dans un premier temps sur ce modèle simple avant d’être appliquées sur le
modèle dynamique complet – prenant en compte toutes les perturbations orbitales. Après
avoir dérivé le modèle dynamique képlérien, le modèle linéarisé est également calculé. En
effet, le satellite doit rester à proximité de sa position nominale, si bien que la distance entre
le satellite et le point de maintien à poste est très petite par rapport au rayon de l’orbite
géostationnaire. C’est pourquoi, le modèle linéaire de Hill-Clohessy-Wiltshire sera utilisé
pour décrire l’évolution du satellite soumis uniquement à la force d’attraction centrale à
proximité de sa position de maintien à poste.
B.1.1.1 DYNAMIQUE KÉPLÉRIENNE
Dans le cas d’un satellite soumis uniquement à la force d’attraction centrale, le modèle
non linéaire d’évolution décrit par l’équation (1.2) peut se réécrire sous la forme :
d~r
dt
∣∣∣∣∣RG = ~v,
d~v
dt
∣∣∣∣∣RG = −µ⊕
~r
||~r||3 . (B.1)
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avec µ⊕ = GM⊕, qu’il est possible de réécrire :
dxcart
dt =

x˙
y˙
z˙
−µ⊕
x√
x2 + y2 + z23
−µ⊕
y√
x2 + y2 + z23
−µ⊕
z√
x2 + y2 + z23

. (B.2)
Avec les éléments orbitaux classiques, qui ont été définis dans la Section 1.3.2.1, page 20,
seule l’anomalie est dépendante du temps et rend compte de l’évolution temporelle de l’angle
entre la direction du périgée et du rayon vecteur. L’évolution du système est caractérisée
par :
dxEOC
dt =
[
0 0 0 0 0 n =
√
µ
a3
]T
= K(xEOC). (B.3)
La dynamique képlérienne du satellite peut également être exprimée en utilisant les
éléments orbitaux équinoxiaux. En considérant que la relation de passage entre les éléments or-
bitaux classiques et les éléments orbitaux équinoxiaux peut s’écrire : xEOE = xEOE(xEOC, t),
l’équation différentielle de la dynamique képlérienne exprimée en éléments orbitaux classiques
(B.3) est transformée de la façon suivante :
dxEOE
dt =
∂xEOE
∂xEOC
dxEOC
dt +
∂xEOC
∂t
= K(xEOE)− ωT , (B.4)
avec
ωT =
[
0 0 0 0 0 ω⊕
]T
, (B.5)
et
∂xEOE
∂xCOE
la matrice jacobienne de transformation des éléments orbitaux classiques vers les
éléments orbitaux équinoxiaux définie par :
∂xEOE
∂xEOC
=

1 0 0 0 0 0
0 ex√
e2x + e2y
0 −ey −ey 0
0 ey√
e2x + e2y
0 ex ex 0
0 0
ix(1 + i2x + i2y)
2
√
i2x + i2y
−iy 0 0
0 0
iy(1 + i2x + i2y)
2
√
i2x + i2y
ix 0 0
0 0 0 1 1 1

. (B.6)
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On obtient donc :
dxEOE
dt =
[
0 0 0 0 0
√
µ⊕
a3
− ω⊕
]T
= K(xEOE)− ωT . (B.7)
B.1.1.2 DYNAMIQUE KÉPLÉRIENNE RELATIVE
Le mouvement képélérien relatif fait référence au mouvement d’un satellite appelé
chasseur par rapport au mouvement d’un satellite de référence appelé cible pour lequel la
distance entre le chasseur et la cible est supposée être très petite par rapport au rayon de
l’orbite sur laquelle la cible évolue. Dans ce paragraphe, le mouvement relatif du chasseur
est décrit au moyen de la position et de la vitesse cartésienne relatives dans le repère orbital
local (voir annexe A.3 page 221 pour la définition du repère orbital local et la figure B.1
pour l’illustration de la position cartésienne relative). Dans le cadre de ce travail le point de
maintien à poste est considéré comme la cible et le chasseur est le satellite dont el maintien
à poste en orbite géostationnaire doit être effectué.
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Figure B.1 – Illustration de la position relative du satellite chasseur par rapport à la cible.
Le point M1 représente le satellite cible évoluant sur son orbite de référence avec :
−−−→
GM1 = ~r =
[
r 0 0
]T
BOL
(B.8)
−−−→
GM1 = ~r et le point M2 le satellite chasseur dont la position relative par rapport à la
cible est notée : −−−−→
M1M2 =
−→
∆r =
[
xR yR zR
]T
BOL
. (B.9)
La position du chasseur par rapport au centre de la Terre est alors donnée par :
−−−→
GM2 = ~r +
−→
∆r. (B.10)
L’hypothèse de mouvement de proximité du chasseur par rapport à la cible se traduit
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par : ∥∥∥−→∆r∥∥∥ ‖~r‖ . (B.11)
Le mouvement du satellite cible soumis à la force d’attraction centrale est décrit par :
d2~r
dt2
∣∣∣∣∣BG = −µ⊕
~r
‖~r‖3 . (B.12)
De la même façon, le mouvement du satellite chasseur soumis à la force d’attraction
centrale est décrit par :
d2
(
~r +
−→
∆r
)
dt2
∣∣∣∣∣∣BG = −µ⊕
(
~r +
−→
∆r
)
∥∥∥~r +−→∆r∥∥∥3 . (B.13)
L’accélération relative dans la base géocentrique inertielle s’exprime alors selon :
d2
−→
∆r
dt2
∣∣∣∣∣∣BG =
d2
(
~r +
−→
∆r
)
dt2
∣∣∣∣∣∣BG −
d2~r
dt2
∣∣∣∣∣BG = −µ⊕
(
~r +
−→
∆r
)
∥∥∥~r +−→∆r∥∥∥3 + µ⊕
~r
‖~r‖3 . (B.14)
Par ailleurs, l’accélération relative dans la base inertielle s’exprime en fonction de
l’accélération relative dans la base orbitale locale à partir de la loi de composition des
accélérations :
d2
−→
∆r
dt2
∣∣∣∣∣∣BG =
d2
−→
∆r
dt2
∣∣∣∣∣∣BOL+2
~ΩBOL/BG∧
d
−→
∆r
dt
∣∣∣∣∣∣BOL+
d~ΩBOL/BG
dt
∣∣∣∣∣BOL∧
−→
∆r+~ΩBOL/BG∧
(
~ΩBOL/BG∧
−→
∆r
)
,
(B.15)
où les termes de droite sont respectivement l’accélération relative dans la base orbitale
locale, l’accélération de Coriolis, l’accélération d’Euler et l’accélération centrifuge.
~ΩBOL/BG est la vitesse angulaire de rotation de la base orbitale locale par rapport à la
base géocentrique inertielle et ses coordonnées dans la base orbitale locale sont données
par :
~ΩBOL/BG =
[
0 0 ν˙
]T
BOL
, (B.16)
avec ν l’anomalie vraie du satellite cible.
En utilisant les coordonnées des vecteurs ~r,
−→
∆r et ~ΩBOL/BG dans la base orbitale locale,
l’équation (B.15) devient :
d2
−→
∆r
dt2
∣∣∣∣∣∣BG =
x¨R − 2ν˙y˙R − ν¨yR − ν˙
2xR
y¨R + 2ν˙x˙R + ν¨xR − ν˙2yR
z¨R

BOL
(B.17)
Le développement du membre de droite de l’équation (B.14) permet d’obtenir les
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équations de la dynamique relative :
x¨R − 2ν˙y˙R − ν¨yR − ν˙2xR = − µ⊕(r + xR)√(
(xR + r)2 + y2R + y2R
)3 + µ⊕r2 ,
y¨R + 2ν˙x˙R + ν¨xR − ν˙2yR = − µ⊕yR√(
(xR + r)2 + y2R + y2R
)3 ,
z¨R = − µ⊕zR√(
(xR + r)2 + y2R + y2R
)3 .
(B.18)
Avec l’hypothèse faite de la distance entre les deux satellites plus petite que la distance
de la cible au centre de la Terre, les équations (B.18) sont linéarisées pour donner les
équations de Tschauner-Hempel (voir [Tschauner, 1967]) :
x¨R = 2ν˙y˙R + ν¨yR + ν˙2xR + 2
µ⊕
r2
xR,
y¨R = −2ν˙x˙R − ν¨xR + ν˙2yR − µ⊕
r2
yR,
z¨R = −µ⊕
r2
zR.
(B.19)
Dans le cas où l’orbite du satellite cible est circulaire, ν˙ = n = constante, avec n le
mouvement moyen de la cible, les équations de Tschauner-Hempel se simplifient pour donner
les équations de Hill-Clohessy-Wiltshire (voir [Clohessy and Wiltshire, 1960]) :
x¨R = −2ny˙R + 3n2yR,
y˙R = −2nx˙R,
z˙R = −n2zR.
(B.20)
Il est possible de remarquer que le système défini par les équations de Hill-Clohessy-
Wiltshire est un système linéaire temps invariant.
B.1.2 MOUVEMENT NON KÉPLÉRIEN
Le mouvement non képlérien fait référence au mouvement du satellite soumis à toutes
les perturbations orbitales décrites dans la section 1.2.2.
B.1.2.1 ORBITES OSCULATRICES
Dans le cas où le satellite subit des forces autres que la force centrale, la transformation
du vecteur d’état cartésien en le vecteur d’état composé des éléments orbitaux classiques
dépend du temps. Des paramètres orbitaux képlériens peuvent alors être définis à chaque
instants et sont alors dépendants du temps. Ces paramètres obtenus par la transformation
de la position et la vitesse du satellite à la date courante sont appelés éléments orbitaux
osculateurs et définissent une ellipse dite osculatrice. Cette dernière est la trajectoire que
suivrait le satellite à partir de la date courante si les perturbations étaient immédiatement
supprimées ; l’ellipse osculatrice est donc tangente à la trajectoire réelle, mais de courbure
différente.
234
On peut donc continuer à utiliser les paramètres vus précédemment, en les considérant
dépendants du temps. Il est alors possible d’écrire :
xCOE(t) =
[
a(t) e(t) i(t) Ω(t) ω(t) M(t)
]T
,
xEOE(t) =
[
a(t) ex(t) ey(t) ix(t) iy(t) `MΘ(t)
]T
.
(B.21)
On cherche alors à écrire l’évolution du vecteur d’état du système à l’aide d’une équation
différentielle de la forme :
dx
dt = f(x,~ap, t), (B.22)
avec ~ap l’accélération perturbatrice, c’est-à-dire la somme des accélérations dues à toutes
les forces autres que la force d’attraction centrale. Toutes les perturbations orbitales subies
par le satellite dérivent d’un potentiel. On peut alors écrire :
dx
dt = f(x, Ep, t), (B.23)
où Ep est le potentiel perturbateur.
La méthode de perturbation de Lagrange (voir [Zarrouati, 1987]) permet d’écrire l’évolu-
tion des éléments orbitaux sous l’effet d’un potentiel perturbateur, et conduit aux équations
planétaires de Lagrange. Ces équations sont écrites pour les éléments orbitaux classiques et
équinoxiaux.
B.1.2.2 ÉQUATIONS DE LAGRANGE
Les équations planétaires de Lagrange servent à calculer le mouvement d’un objet en
orbite soumis à des petites perturbations conservatives, ce qui permet d’établir les équations
d’évolution du mouvement perturbé. Ces dernières dérivant d’un potentiel, on peut écrire 1 :
~ap =
(
∂Ep
∂xEOC
)T
, (B.24)
où Ep est l’énergie potentielle dont dérivent les forces autres que la force d’attraction centrale.
Les équations du mouvement (B.23) se réécrivent selon la méthode des variations de
Lagrange :
dxEOC
dt = K(xEOC) + LEOC(xEOC, t)
(
∂Ep
∂xEOC
)T
, (B.25)
1. En toute rigueur, la force s’écrit comme le gradient d’une énergie potentielle, c’est à dire ~F = −→∇U =−−−−−→(
∂U
∂~x
)T
. En utilisant les transformations entre la position et les éléments orbitaux, on peut généraliser la
notion de gradient d’une énergie potentielle par rapport aux éléments orbitaux
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Pour exprimer l’équation (B.25) en termes d’éléments orbitaux équinoxiaux, la relation
entre les paramètres orbitaux classiques et les paramètres orbitaux équinoxiaux peut être
exploitée :
dxEOE
dt =
(
∂xEOE
∂xEOC
)
dxEOC
dt −
∂xEOC
∂t
,
= K(xEOE)− ωT +
(
∂xEOE
∂xEOC
)
LEOC(xEOC, t)
(
∂Ep
∂xEOE
∂xEOE
∂xEOC
)T
,
= K(xEOE)− ωT + LEOE(xEOE, t)
(
∂Ep
∂xEOE
)T
.
(B.26)
La matrice de Lagrange est ainsi exprimée à partir des éléments orbitaux équinoxiaux
selon :
LEOE(xEOE, t) =
(
∂xEOE
∂xEOC
)
LEOC(xEOC, t)
(
∂xEOE
∂xEOC
)T
. (B.27)
La matrice de Lagrange transformée pour les paramètres orbitaux équinoxiaux se calcule
avec la matrice jacobienne de changement de variables (B.6) et les équations de conversion
de la sous section 1.3.2.2. En notant p = 1 + i2x + i2y, et en rappelant les notations :
n =
√
µ
a
, b = a
√
1− e2, e2 = e2x + e2y, (B.28)
on peut écrire :
LEOE(xEOE, t) =
0 0 0 0 0 − 2
na
0 0
b
na3
eyixp
2nab
eyiyp
2nab
exb
na2(a+ b)
0 − b
na3
0 −exixp2nab −
exiyp
2nab
eyb
na2(a+ b)
0 −eyixp2nab
exixp
2nab 0
p2
4nab
ixp
2nab
0 −eyiyp2nab
exiyp
2nab −
p2
4nab 0
iyp
2nab
2
na
− exb
na2(a+ b) −
eyb
na2(a+ b) −
ixp
2nab −
iyp
2nab 0

. (B.29)
Remarque B.1.
Dans la suite du travail les éléments orbitaux équinoxiaux et le vecteur d’état associés
seront privilégiés. Ainsi, l’indice EOE sera omis pour des raisons de lisibilité, et l’équation
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différentielle du mouvement libre s’écrit :
dreelx
dt = K(x)− ωT +
∑
perturbation i
L(x, t)
(
∂Epi
∂x
)T
= fL(x, t). (B.30)
fL contient à la fois le terme central et les perturbations orbitales qui dérivent d’un
potentiel.
B.1.3 ÉQUATIONS D’ÉVOLUTION LINÉARISÉES
Dans le cadre du maintien à poste, le satellite reste dans le voisinage de la position de
maintien à poste, si bien que la distance entre le satellite et le point de maintien à poste est
très petite par rapport au rayon de l’orbite géostationnaire. Il est alors possible de linéariser
la dynamique du satellite par rapport à la trajectoire géostationnaire idéale que suit le
point de maintien à poste. Le modèle linéarisé dérivé dans cette section est celui qui servira
pour la synthèse des lois de commande développées dans les chapitres 3, 4 et 5, alors que le
modèle de simulation sera la dynamique non linéaire donnée par l’équation (B.30).
Dans cette section, afin de différencier les matrices et les vecteurs, les matrices seront
notées entre crochets droits : [M(x(t), t)] désigne alors la matrice M dépendant du vecteur
x(t) et du temps t.
B.1.3.1 POINT DE LINÉARISATION
Dans l’objectif du maintien à poste d’un satellite, les équations du mouvement peuvent
être linéarisée autour de la position nominale de maintien à poste :
xmp =
[
amp 0 0 0 0 `MΘ,mp
]T
, (B.31)
avec amp = 42 165, 765 km et `MΘ,mp la longitude moyenne de maintien à poste. Ce point
est un point fictif sur une orbite géostationnaire qui évolue donc selon une dynamique
képlérienne non perturbée :
x˙mp =
dkepx
dt
∣∣∣∣∣
x=xmp
= 0 par construction.
(B.32)
Étudions alors les écarts à la position de maintien à poste décrits par :
∆x = x− xmp. (B.33)
En d’autres termes, ∆x décrit l’écart à chaque instant entre la position fictive qu’aurait
un point qui évoluerait sur une orbite géostationnaire képlerienne (sans perturbations
extérieures) et la position sur l’orbite réelle du satellite vérifiant :
x˙ =
dreelx
dt . (B.34)
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On suppose que cet écart est petit, si bien qu’il peut être exprimé à l’ordre 1 par rapport
au point de maintien à poste xmp. Il en va de même pour sa dérivée temporelle.
B.1.3.2 DÉRIVÉE DE L’ÉCART DU VECTEUR D’ÉTAT À L’ORDRE 1
La dynamique de l’écart entre l’orbite réelle et l’orbite fictive linéarisée par rapport à
∆x est calculée selon :
d∆x
dt =
dreelx
dt −
dkepx
dt
∣∣∣∣∣
x=xmp
=
dreelx
dt =
dreelx
dt
∣∣∣∣∣
x=xmp
+
[
∂
∂x
(
dreelx
dt
)]
x=xmp
∆x
= fL(xmp, t) +
[
∂
∂x
(fL(x(t), t))
]
x=xmp
∆x (B.35)
Avec l’identification :
[A(t)] =
[
∂
∂x
(fL(x(t), t))
]
x=xmp
, D(t) = fL(xmp, t), (B.36)
nous obtenons le système linéaire :
d∆x
dt = [A(t)]∆x+D(t). (B.37)
Remarque B.2. La dynamique libre est non homogène, ce qui conduit à un dynamique
linéarisée représentée sous la forme d’un système temps variant.
B.2 MODÈLE D’ÉVOLUTION FORCÉE
L’objectif de cette section est d’établir les équations d’évolution du satellite en orbite
autour de la Terre soumis au potentiel attracteur central et à l’accélération produite par
ses propulseurs. Ces équations d’évolution sont distinguées des équations d’évolution libres
car l’évolution n’est pas engendrée par des forces naturelles qui s’appliquent sur le satellite
mais une force produite par les propulseurs dont l’intensité est contrôlée.
B.2.1 PERTURBATIONS DUES À LA PROPULSION
B.2.1.1 INTRODUCTION
Les opérations de contrôle d’orbite sont réalisées par l’intermédiaire de poussées. Bien que
bénéficiant d’un traitement particulier puisqu’elles constituent le contrôle du satellite, ces
poussées n’en restent pas moins des accélérations perturbatrices par rapport à l’accélération
képlerienne du corps central. Le principe de la poussée est basé sur le principe de la
conservation de la quantité de mouvement totale du système {satellite + carburant} sous la
forme :
mv˙ = m˙c, (B.38)
où :
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• m est la masse du système {satellite + carburant},
• v est la vitesse du satellite,
• m˙ est le taux de variation de masse due à l’éjection de carburant,
• c est la vitesse d’éjection du carburant.
Dans le cas où la vitesse d’éjection c est constante sur la durée d’une poussée, il est
possible d’intégrer l’Equation (B.38) sur la durée de la poussée. L’incrément de vitesse est
alors exprimé par :
∆v = c ln
(
m0
mf
)
, (B.39)
avec m0 la masse du satellite et du carburant au début de la poussée et mf la masse à la
fin de la poussée. Du point de vue de l’analyse mission, le coût des corrections à effectuer
est exprimé en incrément de vitesse totale ∆vtot nécessaire pour réaliser la mission.
Cette équation est souvent réécrite sous la forme :
mf
m0
= e−
∆v
c , (B.40)
connue sous le nom d’Equation de Tsiolkovski ou rocket equation.
La poussée est calculée par :
T = m˙c. (B.41)
L’impulsion spécifique est définie par :
Isp =
∫ t
t0
Tdt
g
∫ t
t0
m˙dt
, (B.42)
où g est l’accélération de la gravité terrestre au niveau de la mer. Il s’agit du ratio de
la poussée par le débit d’éjection du carburant. En supposant la poussée constante sur
l’intervalle de temps pendant lequel la poussée a lieu, on peut réécrire :
Isp =
c
g
. (B.43)
Pour définir l’efficacité du propulseur, il est nécessaire de s’intéresser au rapport de
la puissance mécanique de sortie par la puissance d’entrée. La puissance de sortie est la
puissance du jet de carburant :
Psortie =
1
2m˙c
2 = 12Tc, (B.44)
et en notant Pentree la puissance fournie en entrée, le rendement du propulseur est exprimée
par (voir [Koppel, 1999]) :
η = 12gIsp
T
Psortie
. (B.45)
B.2.1.2 PROPULSION CHIMIQUE ET PROPULSION ÉLECTRIQUE
Les systèmes à propulsion chimique peuvent être décomposés en propulsion chimique
solide et propulsion chimique liquide (voir [Sidi, 1997, annexe C2]). Ces derniers peuvent
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Type de propulseur Poussée (N) Isp (s)
Propulsion solide 260 ∼ 488 295,7
Propulsion liquide à un carburant 0.1 ∼ 500 235
Propulsion liquide à deux carburants 4210 289
Propulsion électrique 0.13 3000
Table B.1 – Types de propulseurs avec valeurs de poussée et d’impulsion spécifique. Les
valeurs sont prises de [Sidi, 1997].
utiliser un ou deux types de carburants. La mise en œuvre d’un moteur à deux carburants
est technologiquement plus complexe que la mise en œuvre d’un moteur à un carburant.
Les systèmes à propulsion électrique sont divisés en plusieurs catégories (voir
[Jahn and Choueiri, 2002]) :
• la propulsion électrothermique : le carburant est chauffé et éjecté à travers une tuyère,
• la propulsion électrostatique : le carburant est accéléré par l’application d’une force
électrostatique sur des particules ionisées,
• la propulsion électromagnétique : le carburant est accéléré sous l’action combinée de
forces électriques et magnétiques.
Les deux catégories de systèmes de propulsion, électrique et chimique, se distinguent
par leur plage d’impulsion spécifique et de niveau de poussée disponible. Le tableau B.1
résume les différentes caractéristiques des différents types de propulseurs. Les propulseurs
électriques permettent d’obtenir de grandes valeurs d’impulsion spécifiques, mais au prix
d’une poussée très faible comparée à la poussée produite par un propulseur à poussée
chimique. Selon [Sidi, 1997], la puissance électrique à fournir est de 1 500 V, ce qui est
délicat dans le cadre de technologies spatiales, et en général supérieur à la tension que peut
délivrer un générateur solaire classique (voir [Jahn and Choueiri, 2002]), ce qui nécessite
la mise en place de sous-systèmes de conversion. La durée de vie de ces propulseurs peut
atteindre 15 000 heures, mais le vieillissement des composants entraîne une augmentation
de la puissance électrique nécessaire au fonctionnement du propulseurs.
Malgré ces problèmes d’ordre technologiques, le système de propulsion électrique tend à
devenir la norme pour les satellites géostationnaire car elle permet d’économiser le moteur
d’apogée ainsi que les ergols utilisés par ce moteur pour la phase de mise à poste. Dans le cas
de l’utilisation de la propulsion électrique, cette phase dure plusieurs mois. Ce désavantage
est compensé par la durée de vie du satellite augmentée et par la diminution de la masse au
lancement. Des détails plus techniques peuvent être trouvés dans les références [Sidi, 1997],
[Marcuccio et al., 1997], [Martinez-Sanchez and Pollard, 1998a], [Larson and Wertz, 1992],
[Lyszyk and Garnero, 2004], [Martinez-Sanchez and Pollard, 1998b] ou encore
[Koppel, 1999].
B.2.2 ÉQUATIONS DE GAUSS
Les équations de Gauss permettent de prendre en compte l’effet d’une accélération
perturbatrice ne dépendant pas d’un potentiel sur la variation des éléments orbitaux. Dans
l’étude menée ici, seuls les propulseurs produisent une accélération ne dérivant pas d’un
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potentiel. C’est pourquoi l’accélération ainsi produite est considérée au travers des équations
de Gauss.
B.2.2.1 PERTURBATIONS DE POUSSÉE
L’accélération produite par les propulseurs, qu’ils soient électriques ou chimiques, peut
être considérée comme une perturbation extérieure. Malgré son caractère artificiel, elle peut
s’inscrire dans le cadre de l’étude des perturbations orbitales. Cependant, il n’est pas possible
d’écrire cette accélération comme le gradient d’un potentiel et les équations planétaires de
Lagrange ne sont pas applicables. On utilise alors les équations de perturbations de Gauss
qui permettent de prendre en compte l’effet de petites accélérations non conservatives.
Les équations de Gauss permettent d’établir des équations différentielles d’évolution des
éléments orbitaux sous la forme :
dx
dt = f(x,~ap, t), (B.46)
Les éléments orbitaux x(t) ainsi obtenus définissent de la même façon que précédemment
une orbite osculatrice à chaque instant.
B.2.2.2 EQUATIONS DE PERTURBATION DE GAUSS
Il est possible d’exprimer l’accélération perturbatrice provenant de la poussée des
propulseurs ~ap dans la base orbitale locale (~uR, ~uT , ~uN ) :
~ap = apR~uR + apT ~uT + apN~uN . (B.47)
L’évolution du vecteur d’état est maintenant donnée par les équations de Gauss :
dxEOC(t)
dt = K(xEOC(t)) +GEOC(xEOC(t), t)~ap, (B.48)
La matrice de Gauss ci-dessus dépend du vecteur d’état xEOC. Comme l’anomalie
moyenne s’obtient à partir de l’anomalie vraie à l’aide des équations (C.10) et (1.14), pour
lesquelles il n’existe pas toujours de solution analytique, le modèle obtenu est transcendant.
L’équation perturbée (B.48) peut être exprimée à l’aide des éléments orbitaux équi-
noxiaux de la façon suivante :
dxEOE
dt =
[
∂xEOE
∂xCOE
]
dxEOC
dt −
∂xEOC
∂t
,
= K(xEOE)− ωT +GEOC(xEOC, t)~ap.
(B.49)
La matrice de Gauss en éléments orbitaux équinoxiaux se déduit donc de la matrice de
Gauss en éléments orbitaux classiques selon la formule :
GEOC(xEOC, t) =
[
∂xEOE
∂xCOE
]
GEOC(xEOC, t). (B.50)
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Il est possible de calculer GEOE(xEOE, t) avec l’équation (B.6) et les équations de
conversion de l’annexe D.2.
GEOE(xEOE, t) =
2a
nb
p2
2b
nr
0
b
na2
sin νQ
r
nab
[
ex +
(
1 +
b2
ar
)
cos νQ
]
−eyrp6
nab
− b
na2
cos νQ
r
nab
[
ey +
(
1 +
b2
ar
)
sin νQ
]
exrp6
nab
0 0
rp5
2nab cos νQ
0 0
rp5
2nab sin νQ
− r
nab
[
p1
b2
a+ b+
2b
a
]
r
nb(a+ b)p2
(
1 +
b2
ar
)
r
nab
p6

(B.51)
avec les variables p1 à p6 définies par :
p1 = ex cos νQ + ey sin νQ, (B.52a)
p2 = ex sin νQ − ey cos νQ, (B.52b)
p3 =
√
1− e2x − e2y, (B.52c)
p4 =
√
i2x + i2y, (B.52d)
p5 = 1 + i2x + i2y, (B.52e)
p6 = ix sin νQ − iy cos νQ. (B.52f)
Dans la suite, la poussée exercée par les moteurs est considérée comme le contrôle. Les
équations de Gauss peuvent alors être réécrites avec ~ap = u comme vecteur de commande.
L’équation différentielle du mouvement contrôlé s’écrit :
dreelx
dt = K(x, t) + fG(x, t)u, (B.53)
où fL correspond au terme central et fG correspond à la prise en compte du contrôle
(accélérations dues à la poussée des propulseurs).
B.2.3 LINÉARISATION DE LA DYNAMIQUE CONTRÔLÉE
Tout comme pour la section B.1.3 page 236, la dynamique est linéarisée autour de la
trajectoire géostationnaire décrite par le point de maintien à poste. Les matrices sont notées
entre crochets droits afin de les distinguer des vecteurs.
xmp =
[
amp 0 0 0 0 `MΘ,mp
]T
. (B.54)
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On suppose donc que les écarts au vecteur d’état de maintien à poste sont petits et par
conséquent que la commande à appliquer pour corriger ces petits écarts par rapport à la
position de maintient à poste est petite. Ces écarts et leur dérivée temporelle sont exprimés
dans un développement limité à l’ordre 1 par rapport au point de maintien à poste xmp,
supposé évoluer selon une dynamique képlérienne, de telle sorte que :
x˙mp =
dkepx
dt
∣∣∣∣∣
x=xmp
= 0 par construction (B.55)
On cherche à calculer
d∆x
dt linéarisé par rapport à l’écart entre l’orbite réelle et l’orbite
fictive géostationnaire. Il vient donc :
d∆x
dt =
dreelx
dt −
dkepx
dt
∣∣∣∣∣
x=xmp
=
dreelx
dt =
dreelx
dt
∣∣∣∣∣
x=xmp
+
[
∂
∂x
(
dreelx
dt
)]
x=xmp
∆x
= K(~xmp, t) + [fG(~xmp, t)]u(t) +
[
∂
∂x
(fL(x(t), t))
]
x=xmp
∆x
+
[
∂
∂x
([fG(x(t), t)])
]
x=xmp
u(t)∆x
︸ ︷︷ ︸
ordre 2
= K(xmp, t) + [fG(xmp, t)]u(t) +
[
∂
∂~x
(K(x(t), t))
]
x=xmp
∆x
(B.56)
Avec l’identification :
[A(t)] =
[
∂
∂x
(K(x(t), t))
]
x=xmp
, [B(t)] = [fG(xmp, t)] , D(t) = K(xmp, t), (B.57)
le système linéaire suivant peut être écrit :
d∆x
dt = [A(t)]∆x+D(t) + [B(t)]~u(t). (B.58)
En évaluant la matrice de Gauss (B.51) pour x = xmp, on peut obtenir la forme suivante
pour la matrice B(t) :
B(t) = 1
vmp

0 amp 0
sin κmp(t) 2 cosκmp(t) 0
− cosκmp(t) 2 sin κmp(t) 0
0 0 12 cosκmp(t)
0 0 12 sin κmp(t)
−2 0 0

, (B.59)
avec κmp(t) = `MΘ,mp + Θ(t). On définit également κ(t) = `MΘ + Θ(t). La grandeur κmp(t)
évaluée au point de maintien à poste conserve sa dépendance temporelle qui est due à la
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rotation de la Terre. En effet, `MΘ traduit la position d’un point par rapport à un point
situé à la longitude moyenne de référence et du fait de la rotation de la Terre, ce point est
en mouvement par rapport au repère géocentrique inertiel. On peut noter que :
κ˙mp(t) = ω⊕ =
√
µ⊕
a3mp
= nmp, (B.60)
où nmp est le mouvement moyen d’un point sur une orbite géostationnaire et est donc égal
par définition à la vitesse angulaire de rotation de la Terre sur elle-même.
B.2.4 ANALYSE DES EFFETS DE LA PROPULSION SUR LES ÉLÉMENTS
ORBITAUX RELATIFS
A partir de l’expression de la matrice B(t) donnée par l’équation (B.60), il est possible
de déterminer analytiquement les variations des éléments orbitaux équinoxiaux relatifs dues
à l’action des propulseurs. Après avoir présenté la modélisation mathématique de la poussée
forte et de la poussée faible, les variations d’éléments orbitaux induites par ces poussées
sont calculées.
B.2.4.1 VARIATION DES PARAMÈTRES ORBITAUX
L’accélération due aux propulseurs ~u peut être exprimée dans le repère orbital local
(~uR, ~uT , ~uN ) sous la forme
~u = uR~uR + uT~uT + uN~uN (B.61)
Le vecteur d’écart entre le vecteur d’état correspondant à la position réelle du satellite
et le vecteur d’état du point fictif en orbite géostationnaire devrait être noté :
∆x =
[
∆a ∆ex ∆ey ∆ix ∆iy ∆`MΘ
]T
, (B.62)
cependant, pour alléger les notations de cette partie, les composantes du vecteur d’écart
sont notées :
∆x =
[
a ex ey ix iy `MΘ
]T
. (B.63)
Avec la simplification introduite, l’effet d’une poussée sur les éléments orbitaux peut se
réécrire :
a˙(t) = 2amp
vmp
uT (t), (B.64a)
e˙x(t) =
1
vmp
sin(κmp(t))uR(t) +
2
vmp
cos(κmp(t))uT (t), (B.64b)
e˙y(t) = − 1
vmp
cos(κmp(t))uR(t) +
2
vmp
sin(κmp(t))uT (t), (B.64c)
i˙x(t) =
1
2vmp
cos(κmp(t))uN (t), (B.64d)
i˙y(t) =
1
2vmp
sin(κmp(t))uN (t), (B.64e)
244
˙`
MΘ(t) = −32
nmp
amp
a(t)− 2
vmp
uR(t) (B.64f)
où vmp = nmpamp est la vitesse sur une orbite keplérienne géostationnaire.
B.2.4.2 CORRECTIONS À POUSSÉE FORTE
Dans le cas d’un satellite équipé de moteurs à poussée forte, l’accélération produite par
un propulseur à l’instant t∗ est modélisée par une impulsion de durée nulle et d’intégrale
finie de la façon suivante :
u(t) = ∆v(t)δ(t− t∗) (B.65)
avec δ l’échelon de Dirac en 0. ∆v(t) est l’incrément de vitesse fourni à l’instant t de telle
sorte que : ∫ +∞
−∞
∆v(t)δ(t− t∗)dt = ∆v(t∗) (B.66)
Comme le décrit la référence [Bainov and Simeonov, 1993], l’idéalisation impulsionnelle
de la commande résulte de la différence d’échelle de temps entre l’évolution libre, pour
laquelle les éléments orbitaux subissent des variations lentes, et l’évolution contrôlée, pour
laquelle les éléments orbitaux subissent des variations rapides sur une courte période de
temps.
Dans ce cas, les équations (B.64) s’intègrent très facilement comme cela est fait dans
[Campan and Brousse, 1994] et [Soop, 1994]. Pour une grandeur quelconque ρ qui subit un
saut en t∗, la notation ∆ρ(t∗) est définie par :
∆ρ(t∗) = ρ(t+∗ )− ρ(t−∗ ). (B.67)
On peut intégrer les équations (B.64) pour une poussée en t = t∗ pour ∗ = {R, T,N},
R désignant une poussée radiale, T une poussée tangentielle 2 et N une poussée normale.
Dans le cas de plusieurs créneaux de poussée, il suffit de faire la somme des contributions
de chacune des poussées.
Les variations des éléments orbitaux dues à une poussée suivant les trois axes s’expriment
de la façon suivante :
∆a(tT ) = 2
amp
vmp
∆vT (tT ), (B.68a)
∆ex(tR) =
sin(κmp(tR))
vmp
∆vR(tR), (B.68b)
∆ex(tT ) = 2
cos(κmp(tT ))
vmp
∆vT (tT ), (B.68c)
∆ey(tR) = −cos(κmp(tR))
vmp
∆vR(tR), (B.68d)
2. L’appellation « tangentielle » est un abus de langage : cette poussée se fait dans une direction
perpendiculaire à la direction radiale qui n’est en général pas tangente à l’orbite si le point considéré est
différent de l’apogée ou du périgée. Cependant, pour une orbite presque géostationnaire, la perpendiculaire à
la direction radiale est presque tangente à l’orbite .
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∆ey(tT ) = 2
sin(κmp(tT ))
vmp
∆vT (tT ), (B.68e)
∆ix(tN ) =
cos(κmp(tN ))
2vmp
∆vN (tN ), (B.68f)
∆iy(tN ) =
sin(κmp(tN ))
2vmp
∆vN (tN ), (B.68g)
∆`MΘ(tR) = − 2
vmp
∆vR(tR), (B.68h)
∆ ˙`MΘ(tT ) = −3nmp
vmp
∆vT (tT ). (B.68i)
Le système (B.58) étant linéaire en le contrôle, d’après le principe de superposition, les
deux variations des composantes du vecteur excentricité peuvent être ajoutée lorsqu’une
poussée radiale et une poussée tangentielles se produisent.
Les équations (B.68h) et (B.68i) montrent que la longitude moyenne varie directement
grâce à une poussée radiale, mais varie indirectement grâce à une poussée tangentielle. Une
poussée tangentielle a pour effet direct de modifier le taux de dérive, ce qui entraîne par
intégration une modification de la longitude moyenne. Ainsi, pour contrôler la longitude
moyenne par une poussée tangentielle, il faut fixer une valeur de longitude à atteindre au
bout d’un certain temps, comme cela est décrit dans [Campan and Brousse, 1994].
Les équations (B.68a) − (B.68i) montrent que les corrections en demi grand axe et en
longitude moyenne sont indépendantes de la position du satellite sur l’orbite tandis que les
corrections pour le vecteur excentricité et le vecteur inclinaison dépendent de la position
sur l’orbite, et donc de l’instant d’allumage des propulseurs. Ces considérations sont à la
base des stratégies de maintien à poste qui seront exposées plus loin.
B.2.4.3 CORRECTIONS À POUSSÉE FAIBLE
Dans le cas d’un satellite équipé de moteurs à poussée faible, l’accélération produite par
un propulseur entre les instants td et tf est modélisée par un créneau constant tel que :
u∗(t) =

∆v∗
t∗,f−t∗,d si t∗,d 6 t 6 t∗,f
0 sinon,
(B.69)
avec ∆v∗ l’incrément de vitesse dû à cette poussée.
Que ce soit dans le cas d’une modélisation par une impulsion (poussée forte) ou par
un créneau (poussée faible), il est possible de calculer la variation des éléments orbitaux
après la poussée. Dans le cas de la poussée forte, on suppose que la variation des éléments
orbitaux se fait de façon instantanée. Cependant, dans le cas de la poussée faible, la poussée
n’est plus instantanée.
On peut intégrer les équations (B.64) pour une poussée commençant à t∗,d, se terminant
à t∗,f , de point milieu t∗,m et de durée ∆T∗ = t∗,f − t∗,d, pour ∗ = {R, T,N}. On a par
ailleurs : t∗,m = t∗,d + ∆T∗2 =
t∗,d+t∗,f
2 . Dans le cas de plusieurs créneaux de poussée, il suffit
de faire la somme des contributions de chacune des poussées.
On note par définition la variation totale du paramètre orbital ρ sur la durée de la
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poussée dans la direction ∗ par :
∆∗ρ = ρ(t∗,f )− ρ(t∗,d). (B.70)
Pour une trajectoire modifiée avec des propulseurs à poussée faible, les t les variations
des paramètres orbitaux dues à une poussée faible s’écrivent :
∆Ta = 2
amp
vmp
∆vT , (B.71a)
∆Rex =
sin
(
nmp∆TR
2
)
nmp∆TR
2
sin (κmp (tR,m))
vmp
∆vR, (B.71b)
∆T ex = 2
sin(nmp∆TT2 )
nmp∆TT
2
cos (κmp (tT,m))
vmp
∆vT , (B.71c)
∆Rey = −
sin
(
nmp∆TR
2
)
nmp∆TR
2
cos(κmp(tR,m))
vmp
∆vR, (B.71d)
∆T ey = 2
sin
(
nmp∆TT
2
)
nmp∆TT
2
sin(κmp(tT,m))
vmp
∆vT , (B.71e)
∆N ix =
1
2
sin
(
nmp∆TN
2
)
nmp∆TN
2
cos(κmp(tN,m))
vmp
∆vN , (B.71f)
∆N iy =
1
2
sin
(
nmp∆TN
2
)
nmp∆TN
2
sin(κmp(tN,m))
vmp
∆vN , (B.71g)
∆R`MΘ =
2
vmp
∆vR, (B.71h)
∆T ˙`MΘ = − 3
amp
∆vT . (B.71i)
Les équations (B.71a) - (B.71h) correspondent aux équations de variations
des éléments orbitaux équinoxiaux présentées par les références [Eckstein, 1978] et
[Eckstein and Hechler, 1981] en fonction de l’accélération produite par les propulseurs.
Pour les variations de paramètres orbitaux ne dépendant pas de la position sur l’orbite,
les expressions dans le cas de la poussée forte et dans le cas de la poussée faible sont
identiques, seule change donc la valeur de l’accélération produite. Pour les variations des
paramètres dépendant de la position sur l’orbite, on peut observer dans le cas de la poussée
faible ce que [Soop, 1994] nomme une perte d’efficacité de correction due à l’étalement de
la poussée. Cette perte d’efficacité se traduit dans les équations (B.71b) à (B.71g) par la
présence d’un terme en sinus cardinal sinc
(
n∆T
2
)
6 1. C’est pourquoi, [Eckstein, 1978]
préconise d’effectuer plusieurs poussées courtes par orbite plutôt qu’une seule longue poussée.
On peut tout de même remarquer que ces résultats sont cohérents avec ceux obtenus pour la
poussée forte : en effet, lorsque la durée de la poussée tend vers 0, on retrouve les expressions
(B.68a)-(B.68i).
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B.3 POSITION GÉOGRAPHIQUE
B.3.1 POSITION GÉOGRAPHIQUE LINÉARISÉE
De la même façon que le vecteur d’état a été linéarisé par rapport au vecteur d’état
d’un point fictif se déplaçant sur une orbite géostationnaire képlerienne, il est possible de
linéariser l’expression des paramètres géographiques par rapport au vecteur de paramètres
géographiques d’un point fictif se déplaçant sur une orbite géostationnaire. Ce point fictif
est noté :
ymp =
[
rmp 0 λmp
]T
, (B.72)
où rmp = 35 787, 628 km et λmp est la longitude géographique de maintient à poste. L’écart
entre la position du satellite et la position géographique de maintien à poste est noté :
∆y = y − ymp, (B.73)
avec :
y˙ =
dreely
dt , y˙mp =
dkepy
dt
∣∣∣∣∣
x=xmp
. (B.74)
Pour des raisons de lisibilité, l’indice EOE est omis pour le vecteur d’état. On peut
calculer ∆y(x(t), t) à l’ordre 1 en ∆x :
∆y = y − ymp (B.75)
= g(x, t)− g(xmp, t) (B.76)
= g(xmp, t) +
[
∂g(x, t)
∂x
]
~x=xmp
∆x− g(xmp, t) (B.77)
=
[
∂g(x, t)
∂x
]
x=xmp
∆x (B.78)
=
[
∂
∂x
(
[T (x(t), t)]x(t)
)]
x=xmp
∆x (B.79)
=
[{∂[T (x(t), t)]
∂x
}
x(t)
]
x=xmp
+ [T (x(t), t)]x=xmp
∆x (B.80)
[T (x(t), t)] est remplacé par son expression dans l’équation précédente :[{
∂[T (x(t), t)]
∂x
}
x(t)
]
x=xmp
= 03×6 (B.81)
En posant :
[C(t)] = [T (x(t), t)]x=xmp
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=
1 −amp cos(κmp(t)) −amp sin(κmp(t)) 0 0 00 0 0 2 sin(κmp(t)) −2 cos(κmp(t)) 0
0 2 sin(κmp(t)) −2 cos(κmp(t)) 0 0 1
 ,
(B.82)
en rappelant κmp(t) = `MΘ,mp + Θ(t), il vient :
∆y = C(t)∆x (B.83)
B.3.2 DÉRIVÉE DE L’ÉCART EN POSITION GÉOGRAPHIQUE
B.3.2.1 NOTATIONS
Dans cette annexe, des vecteurs, des matrices, des tenseurs d’ordre 3 et d’ordre 4 sont
utilisés pour dériver les équations d’évolution linéarisées. Pour éviter les confusions dans les
notations, les conventions suivantes sont adoptées dans cette section uniquement :
— x(t) est un vecteur dépendant du temps t,
— [D(~x(t), t)] est une matrice qui dépend du vecteur ~x(t) et du temps t,
— {T (~x(t), t)} est un tenseur d’ordre 3 qui dépend du vecteur ~x et du temps t
— 〈Q(~x(t), t)〉 est un tenseur d’ordre 4 qui dépend du vecteur ~x et du temps t.
B.3.2.2 CALCUL FORMEL
Dans cette annexe, l’évolution temporelle de l’écart en position géographique calculé
dans la section B.3.1 est dérivée et exprimée en fonction de l’écart en éléments orbitaux à
l’ordre 1. La linéarisation s’effectue par rapport à la position géographique de maintien à
poste ymp = y(xmp) soumis à la dynamique réelle :
d∆y
dt =
dreely
dt −
dkepymp
dt , (B.84)
=
dreelg(x(t), t)
dt −
dkepg(xmp, t)
dt , (B.85)
=
dreelg(x(t), t)
dt
∣∣∣∣∣
x=xmp
+
[
∂
∂x
(
dreelg(~x(t), t)
dt
)]
x=xmp
∆x− d
kepg(xmp, t)
dt , (B.86)
=
dreel
dt
(
[T (x(t), t)]x(t)
)∣∣∣∣∣
x=xmp
, (B.87)
+
[
∂
∂x
(
dreel
dt
(
[T (x(t), t)]x(t)
))]
x=~xmp
∆x (B.88)
− d
kep
dt
(
[T (xmp, t)]xmp
)
. (B.89)
Les trois termes précédents (B.87), (B.88) et (B.89) peuvent être calculés séparément.
Le terme (B.89) se réécrit :
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dkep
dt
(
[T (xmp, t)]xmp
)
=
∂
∂t
(
[T (xmp, t)]xmp
)
+
[
∂
∂x
(
[T (xmp, t)]xmp
)] dkepx
dt , (B.90)
=
∂[T (xmp, t)]
∂t
xmp. (B.91)
Le terme (B.87) se réécrit :
dreel
dt
(
[T (x(t), t)]x(t)
)∣∣∣∣∣
xmp
=
[
∂
∂x
(
[T (x(t), t)]x(t)
)]
xmp
dreelx(t)
dt
∣∣∣∣∣
xmp
+
∂
∂t
(
[T (x(t), t)]x(t)
)∣∣∣∣∣
xmp
,
(B.92)
= [C(t)]
(
D(t) + [B(t)]u(t)
)
+
∂[T (xmp, t)]
∂t
xmp. (B.93)
Le terme (B.88) se réécrit :
[
∂
∂x
(
dreel
dt
(
[T (x(t), t)]x(t)
))]
x=xmp
∆x,
=
[
∂
∂x
([
∂
∂x
(
[T (x(t), t)]x(t)
)] dreelx(t)
dt +
∂
∂t
(
[T (x(t), t)]x(t)
))]
x=xmp
∆x,
=
[
∂
∂x
([ ∂
∂x
(
[T (x(t), t)]x(t)
)]
fL(~x(t), t)
)]
x=xmp
∆x
+
[
∂
∂x
([ ∂
∂x
(
[T (x(t), t)]x(t)
)]
[fG(x(t), t)]
)]
x=xmp
u(t)∆x︸ ︷︷ ︸
ordre 2
+
[
∂
∂~x
([
∂[T (x(t), t)]
∂t
]
x(t)
)]
x=xmp
∆x,
=
[
∂
∂x
([{
∂[T (x(t), t)]
∂x
}
~x(t)
]
−→
fL(x(t), t)
)]
x=xmp
∆x
+
[
∂
∂x
([
T (x(t), t)
]
fL(x(t), t)
)]
x=xmp
∆x
+
[{
∂
∂x
[
∂[T (x(t), t)]
∂t
]}
x(t)
]
x=xmp
∆x
+
[
∂[T (x(t), t)]
∂t
]
x=xmp
∆x,
=
[{
∂
∂x
[{
∂[T (x(t), t)]
∂x
}
x
]}
fL(x(t), t)
]
x=xmp
∆x
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+
[[{
∂[T (x(t), t)]
∂x
}
x(t)
] [
∂
∂x
−→
fL(~x(t), t)
]]
x=xmp︸ ︷︷ ︸
ordre 2 (deux dérivées)
∆x
+
[{
∂[T (x(t), t)]
∂x
}
fL(x(t), t)
]
x=xmp
∆x
+
[[
T (x(t), t)
][ ∂
∂x
fL(x(t), t)
]]
~x=xmp
∆x
+
[{
∂
∂x
[
∂[T (x(t), t)]
∂t
]}
x(t)
]
x=xmp
∆x
+
[
∂[T (x(t), t)]
∂t
]
x=xmp
∆x,
=


〈
∂
∂x
∂[T (x(t), t)]
∂x
〉
︸ ︷︷ ︸
ordre 2 (dérivée seconde)
x(t)

fL(x(t), t)

x=xmp
∆x
+ 2
[{
∂[T (x(t), t)]
∂x
}
fL(x(t), t)
]
x=xmp
∆x
+
[[
T (x(t), t)
][ ∂
∂x
fL(x(t), t)
]]
x=xmp
∆x
+
[{
∂
∂x
[
∂[T (x(t), t)]
∂t
]}
x(t)
]
x=xmp
∆x
+
[
∂[T (x(t), t)]
∂t
]
x=xmp
∆x,
= 2
{∂[T (x(t), t)]
∂x
}
x=xmp
fL(xmp, t)
∆x
+
[
T (xmp, t)
][ ∂
∂x
fL(x(t), t)
]
x=xmp
∆x
+
{ ∂
∂x
[
∂[T (x(t), t)]
∂t
]}
x=xmp
xmp
∆x
+
[
∂[T (xmp, t)]
∂t
]
∆x,
=
2{∂[T (x(t), t)]
∂x
}
x=xmp
D(t) + [C(t)][A(t)] +
{
∂
∂x
[
∂[T (x(t), t)]
∂t
]}
~x=xmp
xmp
+
∂[T (xmp, t)]
∂t
]
∆x.
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En rassemblant les trois parties, on obtient alors :
d∆y
dt =
dreel
dt
(
[T (x(t), t)]x(t)
)∣∣∣∣∣
x=xmp
+
[
∂
∂x
(
dreel
dt
(
[T (x(t), t)]x(t)
))]
x=xmp
∆x
− d
kep
dt
(
[T (xmp, t)]xmp
)
,
= [C(t)]
(
D(t) + [B(t)]u(t)
)
+
∂[T (xmp, t)]
∂t
xmp
+
2{∂[T (x(t), t)]
∂x
}
x=xmp
D(t) + [C(t)][A(t)] +
{
∂
∂x
[
∂[T (x(t), t)]
∂t
]}
x=xmp
xmp
+
∂[T (xmp, t)]
∂t
]
∆x− ∂[T (xmp, t)]
∂t
xmp (B.94)
Par ailleurs, le calcul de la dérivée temporelle totale de la matrice [C(t)] donne :
[
C˙(t)
]
=
[
d[T (xmp, t)]
dt
]
+
 d
dt
{
∂[T (x(t), t)]
∂x
}
~x=xmp
xmp
 ,
=
[
d[T (xmp, t)]
dt
]
+
 ∂
∂t
{
∂[T (x(t), t)]
∂x
}
x=xmp
xmp
 ,
=
[
d[T (xmp, t)]
dt
]
+
 ∂
∂x
{
∂[T (x(t), t)]
∂t
}
x=xmp
xmp
 .
(B.95)
Par ailleurs, en posant :
[H(t)] =
{∂[T (x(t), t)]
∂x
}
x=xmp
D(t)
 , (B.96)
il vient :
d∆y
dt =
2[{∂[T (x(t), t)]
∂x
}
x=xmp
D(t)
]
+ [C(t)][A(t)] + [C˙(t)]
∆x
+ [C(t)]D(t) + [C(t)][B(t)]u(t)
= [E(t)]∆x+ [C(t)]D(t) + [C(t)][B(t)]u(t),
(B.97)
avec :
[E(t)] =
[
2[H(t)] + [C(t)][A(t)] + [C˙(t)]
]
. (B.98)
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B.3.2.3 CALCUL EXPLICITE
Pour calculer explicitement la matrice [E(t)], il suffit de calculer [H(t)] et [C˙(t)].{
∂[T (x(t), t)]
∂x
}
est un tenseur d’ordre 3 qui s’écrit :
{
∂[T (x(t), t)]
∂x
}
=

[
∂[T (x(t), t)]
∂a
]
[
∂[T (x(t), t)]
∂ex
]
[
∂[T (x(t), t)]
∂ey
]
[
∂[T (x(t), t)]
∂ix
]
[
∂[T (x(t), t)]
∂iy
]
[
∂[T (x(t), t)]
∂`MΘ
]

. (B.99)
Avec l’expression de [T (x(t), t)] donnée par l’équation (1.39), on a :
{
∂[T (x(t), t)]
∂x
}
=

0 − cos(κ(t)) − sin(κ(t)) 0 0 00 0 0 0 0 0
0 0 0 0 0 0

[03×6]
[03×6]
[03×6]
[03×6]0 a(t) sin(κ(t)) −a(t) cos(κ(t)) 0 0 00 0 0 2 cos(κ(t)) 2 sin(κ(t)) 0
0 2 cos(κ(t)) 2 sin(κ(t)) 0 0 0


.
(B.100)
Les colonnes de la matrice [H(t)] sont les produits de chacune des matrices de{
∂[T (x(t), t)]
∂x
}
x=xmp
par le vecteur D(t), c’est à dire :
[H(t)] = [H1(t) H2(t) H3(t) H4(t) H5(t) H6(t)] ,
B.3. Position géographique 253
avec :
H1(t) =

0 − cos(κmp(t)) − sin(κmp(t)) 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
D(t),
H2(t) = 03×1,
H3(t) = 03×1,
H4(t) = 03×1,
H5(t) = 03×1,
H6(t) =

0 amp sin(κmp(t)) −amp cos(κmp(t))
0 0 0
0 2 cos(κmp(t)) 2 sin(κmp(t))
0 0 0
2 cos(κmp(t)) 2 sin(κmp(t)) 0
0 0 0
D(t).
(B.101)
Tous calculs fait, avec D(t) = [D1(t) D2(t) D3(t) D4(t) D5(t) D6(t)]t, on obtient :
[H(t)] =
−D2(t) cos(κmp(t))−D3(t) sin(κmp(t)) 0 00 0 0
0 0 0
0 0 amp
(
D2(t) sin(κmp(t)−D3(t) cos(κmp(t)))
)
0 0 2
(
D4(t) cos(κmp(t)) +D5(t) sin(κmp(t))
)
0 0 2
(
D2(t) cos(κmp(t)) +D3(t) sin(κmp(t))
)
 . (B.102)
Comme écrit précédemment :
[C˙(t)] =
[
d[T (xmp, t)]
dt
]
+
 ∂
∂t
{
∂[T (x(t), t)]
∂x
}
x=xmp
xmp
 . (B.103)
Le premier terme s’écrit :
[
d[T (xmp, t)]
dt
]
=
0 ampω⊕ sin(κmp(t)) −ampω⊕ cos(κmp(t))0 0 0
0 2ω⊕ cos(κmp(t)) 2ω⊕ sin(κmp(t))
0 0 0
2ω⊕ cos(κmp(t)) 2ω⊕ sin(κmp(t)) 0
2ω⊕ sin(κmp(t)) 0 0 0
 . (B.104)
Le tenseur
{
∂[T (x(t), t)]
∂x
}
est multiplié par le vecteur xmp dont seules la première et la
dernière composantes sont non nulles. Ainsi, il suffit de s’occuper uniquement des premières
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et dernières colonnes des matrices du tenseur
{
∂[T (x(t), t)]
∂x
}
, qui sont nulles, et dont la
dérivée temporelle est donc également nulle. On en déduit donc : ∂
∂t
{
∂[T (x(t), t)]
∂x
}
x= ~xmp
xmp
 = [03×6]. (B.105)
En résumé, on obtient pour la dérivée de ∆y :
d∆y
dt = [E(t)]∆x+ [C(t)]D(t) + [C(t)][B(t)]u(t), (B.106)
avec :
[E(t)] =
[
2[H(t)] + [C(t)][A(t)] + [C˙(t)]
]
, (B.107a)
[H(t)] =
−D2(t) cos(κmp(t))−D3(t) sin(κmp(t)) 0 00 0 0
0 0 0
0 0 amp
(
D2(t) sin(κmp(t)−D3(t) cos(κmp(t)))
)
0 0 2
(
D4(t) cos(κmp(t)) +D5(t) sin(κmp(t))
)
0 0 2
(
D2(t) cos(κmp(t)) +D3(t) sin(κmp(t))
)
 , (B.107b)
[C˙(t)] =
0 ampω⊕ sin(κmp(t)) −ampω⊕ cos(κmp(t))0 0 0
0 2ω⊕ cos(κmp(t)) 2ω⊕ sin(κmp(t))
0 0 0
2ω⊕ cos(κmp(t)) 2ω⊕ sin(κmp(t)) 0
2ω⊕ sin(κmp(t)) 0 0 0
 . (B.107c)
AnnexeC
Calculs et conversions avec les éléments
orbitaux classiques
Cette annexe présente les formules de conversion entre la position et la vitesse du satellite
exprimée dans le repère inertiel géocentrique. Les formules sont déterminées à partir de
[Battin, 1999], de [Vallado, 1997] et [Lyon, 2004].
Le vecteur position est noté :
~r =
xy
z

BG
, (C.1)
et sa norme est notée r :
r =
√
x2 + y2 + z2. (C.2)
Le vecteur vitesse est noté :
~v = ~˙r =
x˙y˙
z˙

BG
, (C.3)
et sa norme est notée v :
v =
√
x˙2 + y˙2 + z˙2. (C.4)
C.1 INTÉGRALES DU MOUVEMENT KÉPLÉRIEN
A partir de l’équation différentielle du mouvement, il est possible d’établir des constantes
du mouvement.
Le vecteur moment cinétique :
~h = ~r ∧ ~v =
yz˙ − zy˙zx˙− xz˙
xy˙ − yx˙

RG
=
hxhy
hz

RG
, (C.5)
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reste constant. Sa norme est notée h :
h =
√
h2x +2y +h2z,
=
√
(yz˙ − zy˙)2 + (zx˙− xz˙)2 + (xy˙ − yx˙)2.
(C.6)
D’après la définition du moment cinétique (C.5), ce vecteur est toujours perpendiculaire
à la position et à la vitesse. Puisque le moment cinétique est constant, la trajectoire reste
dans un même plan, appelé plan orbital. Le vecteur unitaire perpendiculaire au plan orbital
~uh est alors défini par :
~uh =
1√
h2x +2y +h2z
hxhy
hz

RG
, (C.7)
La conservation de l’énergie mécanique permet d’obtenir l’intégrale du mouvement
suivante :
− µ2a =
v2
2 −
µ
r
. (C.8)
Le vecteur excentricité est défini par :
~e = ~v ∧
~h
µ
− ~r
r
, (C.9)
et est orienté dans la direction du vecteur unitaire ~ue dirigé de la Terre vers le périgée. Sa
norme e est l’excentricité de l’orbite.
C.2 RAPPELS DES TRANSFORMATIONS ENTRE LES ANO-
MALIES
Le calcul de l’anomalie excentrique à partir de la l’anomalie vraie est effectué selon :
sinE = sin ν
√
1− e2
1 + e cos ν , (C.10a)
cosE = e+ cos ν1 + e cos ν , (C.10b)
tan
(
E
2
)
=
√
1− e
1 + e tan
(
ν
2
)
. (C.10c)
Ces équations sont inversées de la façon suivante :
sin ν = −sinE
√
1− e2
e cosE − 1 , (C.11a)
cos ν = e− cosE
e cosE − 1 , (C.11b)
tan
(
ν
2
)
=
√
1 + e
1− e tan
(
E
2
)
. (C.11c)
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L’anomalie moyenne est obtenue avec l’équation de Kepler :
M = E − e sinE. (C.12)
C.3 CALCUL DES ÉLÉMENTS ORBITAUX À PARTIR DE LA
POSITION ET DE LA VITESSE
L’équation (C.8) permet d’obtenir :
a = 1
2√
x2 + y2 + z2
− x˙
2 + y˙2 + z˙2
µ
. (C.13)
L’équation (C.9) permet d’obtenir :
e =
√(
z
r
+ hx y˙ − hy x˙
µ
)2
+
(
y
r
+ hz x˙− hx z˙
µ
)2
+
(
x
r
+ hy z˙ − hz y˙
µ
)2
. (C.14)
De plus, le vecteur ~ue est défini comme le vecteur directeur dans la direction de ~e.
L’inclinaison est l’angle entre le plan de l’équateur et le plan de l’orbite, ou encore
l’angle entre le vecteur moment cinétique et le vecteur ~uZG En notant ~uh le vecteur unitaire
perpendiculaire au plan de l’orbite, c’est-à-dire dans la direction du vecteur moment cinétique
~h, il vient :
cos i = ~uZG · ~uh =
hz
h
. (C.15)
Comme l’inclinaison est comprise entre 0 et pi, l’inclinaison s’obtient en inversant l’équation
(C.15) :
i = arccos
(
hz
h
)
(C.16)
L’angle Ω est l’angle entre la direction (G,~uXG) et la direction de l’intersection entre le
plan de l’orbite et le plan de l’équateur. Le vecteur ~n est alors défini tel que :
~n = ~uZG ∧ ~h =
−hyhx
0

RG
, (C.17)
ainsi que le vecteur directeur :
~un =
~n
‖~n‖ =
1√
h2x + h2y
−hyhx
0

RG
, (C.18)
dans la direction du vecteur ~n.
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Il est ainsi possible de calculer :
cos Ω = ~uXG · ~un = −
hy√
h2x + h2y
. (C.19)
Comme Ω ∈ [0, 2pi], il est nécessaire de calculer sin Ω pour retrouver la valeur de
l’ascension droite du nœud ascendant. En définissant le vecteur :
~um = ~uZG ∧ ~un =
1√
h2x + h2y
−hx−hy
0

BG
, (C.20)
illustré sur les figures A.6 et A.7, il vient :
sin Ω = −~uXG · ~um =
hx√
h2x + h2y
(C.21)
Puisque ω est l’angle entre ~n et ~e, il est possible d’obtenir obtenir :
cosω = ~ue · ~un =
−hx
(
y
r +
hz x˙−hx z˙
µ
)
+ hy
(
x
r +
hy z˙−hz y˙
µ
)
e
√
hy
2 + hx2
(C.22)
Comme ω ∈ [0, 2pi], il faut calculer sinω. Avec la définition de ~uf donnée par :
~uf = ~uh ∧ ~ue, (C.23)
illustré sur les A.6 et A.7, il vient :
sinω = ~ue · ~uv
= 1
he
√
h2x + h2y
(
hy
[
−hy
(
z
r
+ hx y˙ − hy x˙
µ
)
+ hz
(
y
r
+ hz x˙− hx z˙
µ
)]
−hx
[
−hz
(
x
r
+ hy z˙ − hz y˙
µ
)
+ hy
(
z
r
+ hx y˙ − hy x˙
µ
)]) (C.24)
La base orbitale locale (~uR, ~uT , ~uN ) est définie telle que :
~uR =
~r
r
,
~uZ = ~uh,
~uT = ~uZ ∧ ~uR = ~uh ∧ ~r
r
.
(C.25)
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L’anomalie vraie ν est l’angle entre le vecteur ~e et le vecteur ~uR. Il vient alors :
cos ν = ~ue · ~uR = ~ue · ~r
r
= − 1
er
[
x
(
x
r
+ hy z˙ − hz y˙
µ
)
+ y
(
y
r
+ hz x˙− hx z˙
µ
)
+ z
(
z
r
+ hx y˙ − hy x˙
µ
)]
(C.26)
Comme ν ∈ [0, 2pi], il faut calculer sin ν. Il est possible d’écrire :
sin ν = −~ue · ~uT = −~ue ·
(
~uZ ∧ ~uR
)
= −~ue ·
(
~uh ∧ ~r
r
)
,
= 1
rhe
[(
hyz − hzy
)(x
r
+ hy z˙ − hz y˙
µ
)
+
(
hzx− hxz
)(y
r
+ hz x˙− hx z˙
µ
)
+
(
hxy − hyx
)(z
r
+ hx y˙ − hy x˙
µ
)]
.
(C.27)
A partir de l’expression de ν obtenu grâce aux équations (C.26) et (C.27), l’anomalie
excentrique est calculée avec l’équation (C.10) et l’anomalie moyenne est obtenue avec
l’équation de Kepler.
C.4 CALCUL DE LA POSITION ET DE LA VITESSE À PARTIR
DES ÉLÉMENTS ORBITAUX
C.4.1 EXPRESSION DE LA POSITION
Le vecteur position du satellite a pour coordonnées dans la base orbitale locale :
~r =
r0
0

BOL
. (C.28)
En appliquant la formule de rotation donnée par l’équation (A.8), on obtient :
~r =
xy
z

RG
= r
cos (ω + ν) cos (Ω)− cos (i) sin (ω + ν) sin (Ω)cos (ω + ν) sin (Ω) + cos (i) sin (ω + ν) cos (Ω)
sin (i) sin (ω + ν)

RG
. (C.29)
En remplaçant r par son expression en termes d’éléments orbitaux classiques, les formules
de calcul des composantes de la position dans le repère inertiel géocentrique sont :
x = a(1− e
2)
1 + e cos ν (cos (ω + ν) cos (Ω)− cos (i) sin (ω + ν) sin (Ω)) (C.30a)
y = a(1− e
2)
1 + e cos ν (cos (ω + ν) sin (Ω) + cos (i) sin (ω + ν) cos (Ω)) (C.30b)
z = a(1− e
2)
1 + e cos ν (sin (i) sin (ω + ν)) (C.30c)
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C.4.2 EXPRESSION DE LA VITESSE
La vitesse dans le repère géocentrique inertiel s’obtient en dérivant la position dans le
repère géocentrique inertiel :
~v =
d~r
dt
∣∣∣∣∣RG (C.31)
Pour faciliter le calcul, on peut décomposer la dérivée temporelle totale en somme des
dérivées partielles par rapports aux éléments orbitaux :
~v =
∂~r
∂a
a˙+
∂~r
∂e
e˙+
∂~r
∂i
i˙+
∂~r
∂ΩΩ˙ +
∂~r
∂ω
ω˙ +
∂~r
∂ν
ν˙. (C.32)
Or, les éléments orbitaux classiques définissent une ellipse osculatrice, c’est-à-dire l’ellipse
que le satellite suivrait dans le cas où les perturbations disparaissaient instantanément.
Comme la trajectoire et son ellipse osculatrice sont tangentes au point de contact, calculer
la vitesse du satellite sur sa trajectoire revient à calculer la vitesse à l’instant considéré sur
son ellipse osculatrice. Ainsi, les éléments orbitaux ci-dessus sont à considérer dans le cas
képlérien, et seul ν est à dérivée temporelle non-nulle. On peut alors réécrire :
~v =
∂~r
∂ν
ν˙, (C.33)
avec la dérivée temporelle de l’anomalie moyenne (voir [Battin, 1999]) :
ν˙ =
√
µa (1− e2) (1 + e cos (ν))2
a2(1− e2)2 . (C.34)
Ainsi, la vitesse dans le repère géocentrique inertiel s’exprime selon :
x˙ =
√
µ
a(1− e2)
[(
cos(ω+ ν) + e cosω
)
sin Ω cos i+
(
sin(ω+ ν+ e sinω)
)
cos Ω
]
, (C.35a)
y˙ =
√
µ
a(1− e2)
[(
sin(ω+ ν) + e sinω
)
sin Ω−
(
cos(ω+ ν) + e cosω
)
cos Ω cos i
]
, (C.35b)
z˙ =
√
µ
a(1− e2)
[
cos(ω + ν) + e cosω
]
sin i. (C.35c)
AnnexeD
Conversions avec les éléments orbitaux
équinoxiaux
D.1 DÉFINITION DES ÉLÉMENTS ORBITAUX ÉQUI-
NOXIAUX À PARTIR DES ÉLÉMENTS ORBITAUX CLAS-
SIQUES
La définition des éléments orbitaux équinoxiaux présentée dans la section 1.3.2.2 page
23 est rappelée ici : 
a
ex = e cos(ω + Ω)
ey = e sin(ω + Ω)
ix = tan(i/2) cos(Ω)
iy = tan(i/2) sin(Ω)
anomalie équinoxiale
(D.1)
Trois anomalies sont définies :
• anomalie équinoxiale vraie : νQ = Ω + ω + ν ;
• anomalie équinoxiale moyenne : MQ = Ω + ω +M ;
• anomalie équinoxiale excentrique : EQ = Ω + ω + E
D.2 CALCUL DES ÉLÉMENTS ORBITAUX CLASSIQUES À
PARTIR DES ÉLÉMENTS ORBITAUX ÉQUINOXIAUX
L’excentricité est calculée de la façon suivante à partir du vecteur excentricité :
e =
√
e2x + e2y. (D.2)
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De la définition du vecteur inclinaison, il est possible d’écrire :
tan2
(
i
2
)
= i2x + i2y. (D.3)
Il vient alors :
cos i =
1− tan2
(
i
2
)
1 + tan2
(
i
2
) = 1− i2x − i2y1 + i2x + i2y (D.4)
De la même façon :
sin i =
2 tan
(
i
2
)
1 + tan2
(
i
2
) = 2
√
i2x + i2y
1 + i2x + i2y
. (D.5)
Puisque i ∈ [0, pi], l’équation précédente peut être inversée pour donner :
i = arccos
(
1− i2x − i2y
1 + i2x + i2y
)
. (D.6)
L’ascension droite du nœud ascendant est calculée de la façon suivante à partir du
vecteur inclinaison :
cos Ω = ix√
i2x + i2y
, (D.7a)
sin Ω = iy√
i2x + i2y
. (D.7b)
Si l’inclinaison est nulle, ix et iy le sont aussi et l’ascension droite du nœud ascendant
n’est pas définie.
Il vient à partir de la définition du vecteur excentricité :
cos(Ω + ω) = ex√
e2x + e2y
, (D.8a)
sin(Ω + ω) = ey√
e2x + e2y
, (D.8b)
puis en développant les fonctions trigonométriques des équations précédentes :
cos Ω cosω − sin Ω sinω = ex√
e2x + e2y
, (D.9a)
sin Ω cosω + cos Ω sinω = ey√
e2x + e2y
. (D.9b)
Le système (D.9) d’inconnus cosω et sinω possède une unique solution puisque son
déterminant est : cos2 Ω + sin2 Ω = 1. Il vient alors :
cosω = ex cos Ω + ey sin Ω√
e2x + e2y
= exix + eyiy√
e2x + e2y
√
i2x + i2y
, (D.10a)
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sinω = ey cos Ω− ex sin Ω√
e2x + e2y
= eyix − exiy√
e2x + e2y
√
i2x + i2y
. (D.10b)
Si l’excentricité est nulle, ex et ey le sont aussi et l’argument du périgée n’est pas défini.
Il vient à partir de la définition de l’anomalie équinoxiale vraie :
cos νQ = cos(Ω + ω) cos ν − sin(Ω + ω) sin ν,
= ex√
e2x + e2y
sin ν − ey√
e2x + e2y
cos ν, (D.11a)
sin νQ = sin(Ω + ω) cos ν + cos(Ω + ω) sin ν,
= ey√
e2x + e2y
cos ν + ex√
e2x + e2y
sin ν. (D.11b)
Il vient ainsi si l’excentricité est non nulle :
cos ν = ex cos νQ + ey sin νQ√
e2x + e2y
, (D.12a)
sin ν = ex sin νQ − ey cos νQ√
e2x + e2y
. (D.12b)
Dans le cas où l’excentricité est nulle l’argument du périgée n’est pas défini. Si l’inclinaison
est non nulle, la position du satellite sur l’orbite peut être définie par l’angle ω + ν. La
définition de l’anomalie équinoxiale vraie permet alors d’écrire :
cos νQ = cos Ω cos(ω + ν)− sin Ω sin(ω + ν),
= ix√
i2x + i2y
cos(ω + ν)− iy√
i2x + i2y
sin(ω + ν), (D.13a)
sin νQ = sin Ω cos(ω + ν) + cos Ω sin(ω + ν),
= iy√
i2x + i2y
cos(ω + ν) + ix√
i2x + i2y
sin(ω + ν). (D.13b)
(D.13c)
Si l’inclinaison n’est pas nulle, le système précédent se résout de la façon suivante :
cos(ω + ν) = ix cos νQ + iy sin νQ√
i2x + i2y
, (D.14a)
sin(ω + ν) = ix sin νQ − iy cos νQ√
i2x + i2y
. (D.14b)
Les mêmes calculs appliqués à l’anomalie équinoxiale moyenne et l’anomalie équinoxiale
moyenne permettent d’obtenir :
cosE = ex cosEQ + ey sinEQ√
e2x + e2y
, (D.15a)
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sinE = ex sinEQ − ey cosEQ√
e2x + e2y
. (D.15b)
cos(ω + E) = ix cosEQ + iy sinEQ√
i2x + i2y
, (D.16a)
sin(ω + E) = ix sinEQ − iy cosEQ√
i2x + i2y
. (D.16b)
cosM = ex cosMQ + ey sinMQ√
e2x + e2y
, (D.17a)
sinM = ex sinMQ − ey cosMQ√
e2x + e2y
. (D.17b)
cos(ω +M) = ix cosMQ + iy sinMQ√
i2x + i2y
, (D.18a)
sin(ω +M) = ix sinMQ − iy cosMQ√
i2x + i2y
. (D.18b)
En utilisant l’équation (D.12) dans l’équation (C.10), il vient :
cosE =
e+ ex cos νQ + ey sin νQ√
e2x + e2y
1 + eex cos νQ + ey sin νQ√
e2x + e2y
=
e2x + e2y + ex cos νQ + ey sin νQ√
e2x + e2y(1 + ex cos νQ + ey sin νQ)
, (D.19a)
sinE =
ex sin νQ − ey cos νQ√
e2x + e2y
√
1− e2x − e2y
1 + eex cos νQ + ey sin νQ√
e2x + e2y
=
(ex sin νQ − ey cos νQ)
√
1− e2x − e2y√
e2x + e2y(1 + ex cos νQ + ey sin νQ)
.
(D.19b)
Après identification de cosE et sinE avec l’équation (D.15), il vient :
ex cosEQ + ey sinEQ =
e2x + e2y + ex cos νQ + ey sin νQ
1 + ex cos νQ + ey sin νQ
, (D.20a)
ex sinEQ − ey cosEQ =
(ex sin νQ − ey cos νQ)
√
1− e2x − e2y
1 + ex cos νQ + ey sin νQ
. (D.20b)
D.2. Calcul des éléments orbitaux classiques à partir des éléments orbitaux
équinoxiaux 265
Il vient alors :
cosEQ =
ex
(
e2x + e2y + ex cos νQ + ey sin νQ
)
− ey(ex sin νQ − ey cos νQ)
√
1− e2x − e2y
(e2x + e2y)(1 + ex cos νQ + ey sin νQ)
,
(D.21a)
sinEQ =
ex(ex sin νQ − ey cos νQ)
√
1− e2x − e2y + ey
(
e2x + e2y + ex cos νQ + ey sin νQ
)
(e2x + e2y)(1 + ex cos νQ + ey sin νQ)
.
(D.21b)
En utilisant l’équation (D.15) dans l’équation (C.11), il vient :
cos ν =
e− ex cosEQ + ey sinEQ√
e2x + e2y
e
ex cosEQ + ey sinEQ√
e2x + e2y
− 1
=
e2x + e2y − ex cosEQ − ey sinEQ√
e2x + e2y(ex cosEQ + ey sinEQ − 1)
, (D.22a)
sin ν = −
ex sinEQ − ey cosEQ√
e2x + e2y
√
1− e2
e
ex cosEQ + ey sinEQ√
e2x + e2y
= −
(ex sinEQ − ey cosEQ)
√
1− e2x − e2y√
e2x + e2y(ex cosEQ + ey sinEQ − 1)
.
(D.22b)
Après identification de cos ν et sin ν avec l’équation (D.12), il vient :
ex cos νQ + ey sin νQ =
e2x + e2y − ex cosEQ − ey sinEQ
ex cosEQ + ey sinEQ − 1 , (D.23a)
ex sin νQ − ey cos νQ = −
(ex sinEQ − ey cosEQ)
√
1− e2x − e2y
ex cosEQ + ey sinEQ − 1 . (D.23b)
Il vient alors :
cos νQ =
ex
(
e2x + e2y − ex cosEQ − ey sinEQ
)
+ ey(ex sinEQ − ey cosEQ)
√
1− e2x − e2y
(e2x + e2y)(ex cosEQ + ey sinEQ − 1)
,
(D.24a)
sin νQ =
−ex(ex sinEQ − ey cosEQ)
√
1− e2x − e2y + ey
(
e2x + e2y − ex cosEQ − ey sinEQ
)
(e2x + e2y)(ex cosEQ + ey sinEQ − 1)
.
(D.24b)
L’anomalie équinoxiale moyenne est calculée à partir de l’anomalie équinoxiale excen-
trique au moyen de l’équation de Kepler exprimée en termes d’éléments orbitaux équi-
noxiaux :
EQ + ey cosEQ − ex sinEQ = MQ. (D.25)
266
D.3 CALCUL DES ÉLÉMENTS ORBITAUX ÉQUINOXIAUX À
PARTIR DE LA POSITION ET LA VITESSE
De la même façon que pour le calcul des éléments orbitaux classiques, l’équation (C.8)
permet d’obtenir :
a = 1
2√
x2 + y2 + z2
− x˙
2 + y˙2 + z˙2
µ
(D.26)
La matrice de transformation entre les coordonnées dans la base équinoxiale et les
coordonnées dans le repère géocentrique inertiel explicitée par l’équation (A.11) peut se
réécrire en utilisant les transformations entre les éléments orbitaux classiques et les éléments
orbitaux équinoxiaux de la façon suivante :σxσy
σz

BG
= 11 + i2x + i2y
1 + i
2
x − i2y 2ixiy −2iy
2ixiy 1− i2x + i2y 2ix
2iy −2ix 1− i2x − i2y

σpσq
σh

BEQX
(D.27)
Cette matrice de transformation permet de donner les coordonnées des vecteurs de la
base équinoxiale dans la base inertielle géocentrique. Il vient ainsi écrire particulier :
~uh =
1
1 + i2x + i2y
 −2iy2ix
1− i2x − i2y

BG
, (D.28)
ce qui permet d’établir les égalités suivantes :
uhx = ~uh · ~uXG =
−2iy
1 + i2x + i2y
, (D.29a)
uhy = ~uh · ~uYG =
2ix
1 + i2x + i2y
, (D.29b)
uhz = ~uh · ~uZG =
1− i2x − i2y
1 + i2x + i2y
, (D.29c)
avec le vecteur ~uh défini par l’équation (C.7).
L’équation D.28 permet de calculer le vecteur inclinaison de la façon suivante :
ix =
uhy
1 + uhz
= hy
hz + h
, (D.30a)
iy = − uhx1 + uhz
= − hx
hz + h
, (D.30b)
où h désigne la norme de ~h.
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L’équation de transformation (D.27) permet également d’écrire :
~up =
1
1 + i2x + i2y
1 + i
2
x − i2y
2ixiy
−2iy

BG
, (D.31a)
~uq =
1
1 + i2x + i2y
 2ixiy1 + i2x − i2y
2ix

BG
. (D.31b)
En combinant la rotation autour du vecteur ~uh de la transformation de la base géocen-
trique inertielle en la base orbitale locale (voir figure A.7) d’une part et la rotation autour
du vecteur ~uh de la transformation de la base géocentrique inertielle en la base équinoxiale
(voir figure A.10), l’angle Ω + ω apparaît être l’angle entre les vecteurs ~up et ~ue d’une part
et entre les vecteurs ~uq et ~uf d’autre part (voir la figure D.1).
Ω
~un
~uv
~ue
~uh
ω
ω ν
~uR
~uT
~uN
ν
~uf
Ω
~up
~up
Figure D.1 – Rotations planes dans le plan orbital autour du vecteur ~uh.
Il vient alors :
cos(Ω + ω) = ~ue · ~up, sin(Ω + ω) = ~ue · ~uq, (D.32a)
de telle sorte qu’il est possible de calculer les composantes du vecteur excentricité selon :
ex = e~ue · ~up = ~e · ~up, (D.33a)
ey = e~ue · ~uq = ~e · ~uq. (D.33b)
Ces équations se développent en :
ex =
1
1 + h2x(hz+h)2 +
h2y
(hz+h)2
[
−
(
x
r
+ hy z˙ − hz y˙
µ
)(
1 +
h2y
(hz + h)2
− h
2
x
(hz + h)2
)
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+
2hx
(
z
r +
hx y˙−hy x˙
µ
)
hz + h
−
2hxhy
(
y
r +
hz x˙−hx z˙
µ
)
(hz + h)2
 (D.34a)
ey = − 1
1 + h2x(hz+h)2 +
h2y
(hz+h)2
[
+
(
y
r
+ hz x˙− hx z˙
µ
)(
1− h
2
y
(hz + h)2
− h
2
x
(hz + h)2
)
+
2hy
(
z
r +
hx y˙−hy x˙
µ
)
hz + h
+
2hxhy
(
x
r +
hy z˙−hz y˙
µ
)
(hz + h)2
 (D.34b)
La figure D.1 permet d’interpréter l’anomalie équinoxiale vraie νQ = Ω + ω + ν comme
l’angle entre les vecteurs ~up et ~uR d’une part et les vecteurs ~uq et ~uT d’autre part. Cette
remarque permet d’obtenir :
cos νQ = ~uR · ~up, (D.35a)
sin νQ = ~uR · ~uq. (D.35b)
Ces équations se développent en :
cos νQ =
1
r
(
1 + h2x(hz+h)2 +
h2y
(hz+h)2
) [x(1 + h2y − h2x(hz + h)2
)
− 2hxz
hz + h
+ 2hxhyy
(hz + h)2
]
, (D.36a)
sin νQ =
1
r
(
1 + h2x(hz+h)2 +
h2y
(hz+h)2
) [y(1− h2y + h2x(hz + h)2
)
+ 2hyz
hz + h
+ 2hxhyx
(hz + h)2
]
. (D.36b)
D.4 CALCUL DE LA POSITION ET DE LA VITESSE À PARTIR
DES ÉLÉMENTS ORBITAUX ÉQUINOXIAUX
Le calcul de la transformation des éléments orbitaux équinoxiaux en la position et la
vitesse dans le référentiel inertiel s’appuie sur l’expression du vecteur position dans le repère
équinoxial (voir section A.4). La matrice de rotation entre le repère équinoxial et le repère
géocentrique inertiel (équation A.11) permet d’obtenir le résultat.
D’après [McClain, 1977], le rayon s’exprime en fonction des éléments orbitaux équi-
noxiaux :
r =
a(1− e2x − e2y)
1 + ex cos νQ + ey sin νQ
, (D.37)
où νQ a été définie comme étant l’anomalie équinoxiale vraie (voir Tableau 1.1 page
24). Comme les éléments orbitaux équinoxiaux considérés font intervenir la longitude
moyenne `MΘ calculée à partir de l’anomalie équinoxiale moyenne, il est nécessaire de
transformer l’équation (D.37) en utilisant l’équation de Kepler exprimée avec l’anomalie
vraie. L’utilisation de la méthode décrite dans l’annexe E permet d’exprimer l’anomalie
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vraie en fonction de l’anomalie moyenne dans le cas des petites excentricités. Il vient ainsi :
νQ = Ω + ω + ν,
= Ω + ω +M + 2e sin(M),
= MQ + 2e sin(M),
= `MΘ + Θ + 2e sin(M).
(D.38)
Il vient alors à l’ordre 0 en excentricité :
cos νQ = cosMQ = cos(`MΘ + Θ), (D.39a)
sin νQ = sinMQ = sin(`MΘ + Θ), (D.39b)
si bien que le rayon se réécrit :
r =
a(1− e2x − e2y)
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
. (D.40)
Il est également possible d’exprimer le rayon en fonction de l’anomalie équinoxiale
excentrique de la façon suivante :
r = a(1− ex cosEQ − ey sinEQ), (D.41)
Selon la figure de rotation plane D.1, il est possible d’écrire :
~uR = cos(Ω + ω + ν)~up + sin(Ω + ω + ν)~uq,
= cos(`MΘ + Θ)~up + sin(`MΘ + Θ)~uq.
(D.42)
Il vient alors :
~r =
a(1− e2x − e2y)
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
cos(`MΘ + Θ)sin(`MΘ + Θ)
0

BEQX
. (D.43)
Les coordonnées du vecteur position exprimées dans le repère équinoxial sont transformées
grâce à la matrice de rotation (D.27) pour être exprimées dans le repère géocentrique inertiel :
~r =
xy
z

BG
=
a(1− e2x − e2y)
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
1
1 + i2x + i2y
×
1 + i
2
x − i2y 2ixiy −2iy
2ixiy 1− i2x + i2y 2ix
2iy −2ix 1− i2x − i2y

cos(`MΘ + Θ)sin(`MΘ + Θ)
0

BEQX
.
(D.44)
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Développer le produit matriciel précédent permet d’obtenir :
x =
[
a(1− e2x − e2y)
][
(1 + i2x − i2y) cos(`MΘ + Θ) + 2ixiy sin(`MΘ + Θ)
]
[
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
][
1 + i2x + i2y
] , (D.45a)
y =
[
a(1− e2x − e2y)
][
2ixiy cos(`MΘ + Θ) + (1− i2x + i2y) sin(`MΘ + Θ)
]
[
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
][
1 + i2x + i2y
] , (D.45b)
z =
2
[
a(1− e2x − e2y)
][
iy cos(`MΘ + Θ)− ix sin(`MΘ + Θ)
]
[
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
][
1 + i2x + i2y
] . (D.45c)
La vitesse dans le repère géocentrique inertiel s’obtient en dérivant la position dans le
repère géocentrique inertiel :
~v =
d~r
dt
∣∣∣∣∣RG (D.46)
Pour faciliter le calcul, on peut décomposer la dérivée temporelle totale en somme des
dérivées partielles par rapports aux éléments orbitaux :
~v =
∂~r
∂a
a˙+
∂~r
∂ex
e˙x + +
∂~r
∂ey
e˙y +
∂~r
∂ix
i˙x +
∂~r
∂iy
i˙y +
∂~r
∂(`MΘ + Θ)
d(`MΘ + Θ)
dt . (D.47)
Cependant, comme `MΘ + Θ = MQ, le calcul de la vitesse se réécrit :
~v =
∂~r
∂a
a˙+
∂~r
∂ex
e˙x + +
∂~r
∂ey
e˙y +
∂~r
∂ix
i˙x +
∂~r
∂iy
i˙y +
∂~r
∂MQ
M˙Q. (D.48)
De la même façon que pour le calcul de la vitesse à partir des éléments orbitaux classiques,
les éléments orbitaux ci-dessus sont à considérer dans le cas képlérien, et seul MQ est à
dérivée temporelle non-nulle. On peut alors réécrire :
~v =
∂~r
∂MQ
M˙Q, (D.49)
avec
M˙Q = n =
√
µ
a3
. (D.50)
Il vient ainsi :
x˙ =
√
µ
a3
a(1− e2x − e2y)[
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
]2[
1 + i2x + i2y
]
×
([
−(1+i2x−i2y) sin(`MΘ+Θ)+2ixiy cos(`MΘ+Θ)
][
1+ex cos(`MΘ+Θ)+ey sin(`MΘ+Θ)
]
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−
[
ey cos(`MΘ +Θ)−ex sin(`MΘ +Θ)
][
(1+ i2x− i2y) cos(`MΘ +Θ)+2ixiy sin(`MΘ +Θ)
])
,
(D.51a)
y˙ =
√
µ
a3
a(1− e2x − e2y)[
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
]2[
1 + i2x + i2y
]
×
([
(1− i2x+ i2y) cos(`MΘ +Θ)−2ixiy sin(`MΘ +Θ)
][
1+ex cos(`MΘ +Θ)+ey sin(`MΘ +Θ)
]
−
[
ey cos(`MΘ +Θ)−ex sin(`MΘ +Θ)
][
(1− i2x+ i2y) sin(`MΘ +Θ)+2ixiy cos(`MΘ +Θ)
])
,
(D.51b)
z˙ =
√
µ
a3
a(1− e2x − e2y)[
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
]2[
1 + i2x + i2y
]
×
([
− 2ix cos(`MΘ + Θ)− 2iy sin(`MΘ + Θ)
][
1 + ex cos(`MΘ + Θ) + ey sin(`MΘ + Θ)
]
−
[
ey cos(`MΘ + Θ)− ex sin(`MΘ + Θ)
][
− 2ix sin(`MΘ + Θ) + 2iy cos(`MΘ + Θ)
])
.
(D.51c)

AnnexeE
Méthode approchée de résolution de
l’équation de Kepler
Le sixième paramètre du vecteur d’état exprimé en paramètres orbitaux classiques est
une des trois anomalies, vraie ν , moyenne M ou excentrique E. L’anomalie moyenne M
a été choisie pour exprimer le vecteur d’état. Cependant, les équations de Gauss et de
Lagrange sont exprimées avec l’anomalie vraie. Le calcul de ν en fonction de M peut se
faire de deux façons :
• résolution de l’équation de Kepler :
E − e sinE = M, (E.1)
pour obtenir E puis calcul de ν à partir de la transformation :
ν = 2 arctan
(√
1 + e
1− e tan
E
2
)
; (E.2)
• résolution directe de l’équation de Kepler exprimée en anomalie vraie :
2 arctan
(√
1− e
1 + e tan
ν
2
)
− e sin
[
2 arctan
(√
1− e
1 + e tan
ν
2
)]
= M. (E.3)
Pour aucune de ces deux méthodes, l’équation de Kepler ne peut être résolue analytique-
ment. Plusieurs méthodes de résolution existent dans la littérature. Les sections suivantes
en présentent quelques unes.
E.1 ALGORITHME DE NEWTON
E.1.1 ÉQUATION DE KEPLER EN E
La méthode de Newton est une méthode itérative qui permet de trouver une solution
approchée de l’équation :
f(x) = 0, (E.4)
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à partir d’une estimation de départ de la solution x0. Une suite de solutions approchées
(xn)n∈N qui converge vers la solution x˜ est construite. Chaque solution approchée xn+1 se
calcule à partir de la solution précédente xn selon :
xn+1 = xn −
f(xn)
f ′(xn)
. (E.5)
Dans le cas de l’équation de Kepler en E, l’algorithme s’écrit :
En+1 = En −
En − e sinEn −M
1− e cosEm (E.6)
Une fois E obtenue, ν est calculée avec l’équation (E.2).
Un moyen de faire converger l’algorithme plus rapidement est de choisir un point initial
proche de la solution. [Battin, 1999] propose un choix basé sur l’interpolation linéaire.
Si on considère une fonction f monotone et continue sur l’intervalle [x1, x2] telle que
f(x1)f(x2) 6 0, alors le point initial de l’algorithme peut être choisi comme l’intersection
entre l’axe des abscisses et la droite qui passe par (x1, f(x1)) et (x2, f(x2)).
Pour l’équation de Kepler, f : E 7→ E − e sin e −M est croissante, et [Battin, 1999]
propose les deux points d’évaluations :
f(M) = −e sinM 6 0, ∀M ∈ [0, pi],
f(M + e) = e(1− sin(M + e)) > 0, ∀M.
Le point initial est donc l’intersection avec l’axe des abscisses :
E0 = M +
e sinM
1− sin(M + E) + sinM . (E.7)
E.1.2 ÉQUATION DE KEPLER EN ν
L’équation de Kepler peut être résolue en ν directement avec la méthode de Newton
pour les fonctions :
f(ν) = 2 arctan
√1− e
1 + e tan
ν
2
− e sin
2 arctan
√1− e
1 + e tan
ν
2
−M, (E.8a)
f ′(ν) =
1− e cos
2 arctan
√1− e
1 + e tan
ν
2
 .
√
1− e
1 + e
(
1 + tan2
ν
2
)
1 +
1− e
1 + e tan
2 ν
2
, (E.8b)
et :
νn+1 = νn − f(νn)
f ′(νn)
. (E.9)
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E.2 MÉTHODE DE HULL
E.2.1 AVEC LES ÉQUATIONS (E.1) ET (E.2)
L’équation (E.1) est une équation transcendante pour laquelle e est petit (dans notre
cas où les orbites considérées sont des orbites presque géostationnaires). On peut trouver
dans [Hull, 2003] une technique pour résoudre l’équation de Kepler.
Considérons la fonction :
f : (E; e) 7→ f(E; e) = E − e sinE −M. (E.10)
L’équation à résoudre est l’équation :
f(E; e) = 0, (E.11)
d’inconnue E, pour e proche de 0. La solution E∗ de cette équation sera une fonction de e
qui peut donc être développée en série de puissances de e :
E∗ = E0 + E1e+
1
2E2e
2
= E0 + ∆E.
(E.12)
On peut ensuite développer f(E; e) = f(E0 + ∆E; e) autour de (E0; 0) jusqu’à l’ordre 2.
Par soucis de simplicité d’écriture, les notations suivantes seront adoptées :
f(E0; 0) −→ f,
∂f(E; e)
∂e
|(E0;0) −→ fe,
∂f(E; e)
∂E
|(E0;0) −→ fE ,
∂2f(E; e)
∂e2
|(E0;0) −→ fee,
∂2f(E; e)
∂E2
|(E0;0) −→ fEE ,
∂2f(E; e)
∂e∂E
|(E0;0) −→ feE ,
f(E; e) = f(E0 + ∆E; e),
= f + fE∆E + fee+
1
2fEE∆E
2 + 12feee
2 + feEe∆E,
= f + fE
(
E1e+
1
2E2e
2
)
+ fee+
1
2fEEE
2
1e
2 + 12feee
2 + feEE1e2.
(E.13)
En identifiant terme à terme les différents ordres de e pour obtenir (E.21), on obtient le
système d’équations suivant :
f = 0,
fEE1 + fe = 0,
1
2fEE2 +
1
2fEEE
2
1 +
1
2fee + feEE1 = 0.
(E.14)
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Résoudre ce système permet d’obtenir les solutions suivantes :
E0 = M,
E1 = sin(M),
E2 = sin(2M),
(E.15)
et finalement,
Ehull = M + e sinM +
1
2e
2 sin(2M). (E.16)
A partir de là, (E.2) donne ν.
La figure E.1 montre l’écart entre l’anomalie vraie obtenue à partir des équations (E.1)
et (E.2) avec la méthode de Newton et la méthode de Hull. L’écart maximal est de 10−5 ◦,
ce qui permet de conclure que l’anomalie vraie peut être calculée avec les deux méthodes
tant que la précision angulaire requise est supérieure à 10−5 ◦.
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Figure E.1 – Écart entre l’anomalie vraie calculée avec (E.3) par la méthode de Hull et
l’anomalie vraie calculée avec (E.1) et (E.2) par la méthode de Newton en fonction de
l’anomalie moyenne.
E.2.2 AVEC L’ÉQUATION (E.3)
Il est possible d’appliquer la technique développée dans [Hull, 2003] pour résoudre
l’équation transcendante (E.3). La méthode est appliquée à la fonction :
f(ν; e) = 2 arctan
√1− e
1 + e tan
ν
2
− e sin
2 arctan
√1− e
1 + e tan
ν
2
−M. (E.17)
Avec un développement similaire à celui de l’équation (E.23), il est possible d’obtenir :
ν = M + 2e sinM + 52e
2 sin(2M). (E.18)
L’écart par rapport au cas de référence est présenté sur la figure E.2. L’écart maximal
atteint ici 10−3 ◦. La méthode de Hull est donc moins précise pour une utilisation directe
avec l’équation de Kepler exprimée en anomalie vraie. Il est donc préférable d’utiliser
l’équation de Kepler en anomalie excentrique et de calculer l’anomalie vraie avec (E.2).
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Figure E.2 – Écart entre l’anomalie vraie calculée avec (E.3) par la méthode de Hull et
l’anomalie vraie calculée avec (E.1) et (E.2) par la méthode de Newton en fonction de
l’anomalie moyenne.
E.2.3 ÉQUATION DE KEPLER EN ÉLÉMENTS ORBITAUX ÉQUI-
NOXIAUX
L’équation de Kepler en paramètres orbitaux équinoxiaux :
EQ + ey cosEQ − ex sinEQ = `MΘ + Θ(t), (E.19)
est transcendante et doit être résolue dans le cas général par des méthodes itératives.
Dans le cas d’une orbite quasi-circulaire, l’excentricité est très petite et cette équation
transcendante peut être résolue en EQ à l’aide de la méthode présentée dans [Hull, 2003].
Considérons la fonction :
f : (EQ; ex, ey) 7→ f(EQ; ex, ey) = EQ + ey cosEQ − ex sinEQ − `MΘ + Θ(t). (E.20)
L’équation à résoudre est :
f(EQ; ex, ey) = 0, (E.21)
d’inconnue EQ, pour ex et ey proches de 0. La solution EQ∗ de cette équation sera une
fonction de ex et ey qui peut donc être développée en série de puissances de ex et ey :
EQ∗ = EQ0 + EQxex + EQyey +
1
2EQxxe
2
x +
1
2EQyye
2
y + EQxyexey,
= EQ0 + ∆EQ.
(E.22)
On peut ensuite développer f(EQ; ex, ey) = f(EQ0 + ∆EQ; ex, ey) autour de (EQ0; 0, 0)
jusqu’à l’ordre 2. Par soucis de simplicité de notation, les notations suivantes seront adoptées :
f(EQ0; 0, 0) −→ f,
∂f(EQ; ex, ey)
∂ex
|(EQ0;0,0) −→ fex ,
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∂f(EQ; ex, ey)
∂ey
|(EQ0;0,0) −→ fey ,
∂f(EQ; ex, ey)
∂EQ
|(EQ0;0,0) −→ fEQ ,
∂2f(EQ; ex, ey)
∂e2x
|(EQ0;0,0) −→ fexex ,
∂2f(EQ; ex, ey)
∂e2y
|(EQ0;0,0) −→ feyey ,
∂2f(EQ; ex, ey)
∂E2Q
|(EQ0;0,0) −→ fEQEQ ,
∂2f(EQ; ex, ey)
∂ex∂ey
|(EQ0;0,0) −→ fexey ,
∂2f(EQ; ex, ey)
∂ex∂EQ
|(EQ0;0,0) −→ fexEQ ,
∂2f(EQ; ex, ey)
∂ey∂EQ
|(EQ0;0,0) −→ feyEQ .
f(EQ; ex, ey) = f(EQ0 + ∆EQ; ex, ey),
= f + fEQ∆EQ + fexex + feyey+
+ 12fEQEQ∆E
2
Q +
1
2fexexe
2
x +
1
2feyeye
2
y
+ fEQex∆EQex + fEQey∆EQey + fexeyexey,
= f + fEQ
(
EQxex + EQyey +
1
2EQxxe
2
x +
1
2EQyye
2
y + EQxyexey
)
+ fexex + feyey
+ 12fEQEQ
(
EQ
2
xe
2
x + EQye
2
y + 2EQxEQyexey
)
+ 12fexexe
2
x +
1
2feyeye
2
y
+ fEQex
(
EQxex + EQyey
)
ex + fEQey
(
EQxex + EQyey
)
ey + fexeyexey.
(E.23)
L’identification terme à terme en les différents ordres de ex et ey pour obtenir (E.21)
permet obtient le système d’équations suivant :
f = 0,
fEQEQx + fex = 0,
fEQEQy + fey = 0,
1
2fEQEQxx +
1
2fEQEQEQ
2
x +
1
2fexex + fEQexEQx = 0,
1
2fEQEQyy +
1
2fEQEQEQ
2
y +
1
2feyey + fEQeyEQy = 0,
fEQEQEQxEQy + fEQexEQy + fEQeyEQx + fexey + fEQEQxy = 0.
(E.24)
Résoudre ce système permet d’obtenir les solutions suivantes :
EQ0 = `MΘ + Θ(t),
EQx = sin(`MΘ + Θ(t)),
EQy = − cos(`MΘ + Θ(t)),
EQxx = cos(`MΘ + Θ(t)) sin(`MΘ + Θ(t)),
EQyy = − cos(`MΘ + Θ(t)) sin(`MΘ + Θ(t)),
EQxy = cos
2(`MΘ + Θ(t))− sin2(`MΘ + Θ(t)).
(E.25)
L’anomalie équinoxiale excentrique s’exprime donc en fonction de la longitude moyenne
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de la façon suivante :
EQ = `MΘ + Θ(t) + ex sin(`MΘ + Θ(t))− ey cos(`MΘ + Θ(t))
+ sin
(
`MΘ + Θ(t)
2
)
(e2x − e2y) + cos
(
`MΘ + Θ(t)
2
)
exey. (E.26)
A l’ordre 0 en ex et ey il vient :
cosEQ = cos(`MΘ + Θ(t)), (E.27a)
sinEQ = sin(`MΘ + Θ(t)). (E.27b)

AnnexeF
Stratégies de maintien à poste existantes
Cette annexe présente les stratégies de maintien à poste à poussée forte et à poussée
faible qu’il est possible de trouver dans la littérature dédiée.
F.1 CORRECTIONS À POUSSÉE FORTE
D’après les équations de correction (B.68b), (B.68c), (B.68d) et (B.68e), une poussée
radiale est deux fois moins efficace qu’une poussée tangentielle pour corriger le vecteur
excentricité. C’est pourquoi [Campan et al., 1995] ne considère que des corrections du
vecteur excentricité au moyen de poussées tangentielles.
D’après les références [Soop, 1994], [Sidi, 1997] et [Campan et al., 1995], il est possible
de déterminer une stratégie de correction à poussée forte en supposant les correction dans
le plan découplées des corrections hors plan. C’est pourquoi, l’analyse du maintien à poste
par des poussées normales est réalisable indépendamment de l’analyse du maintien à poste
par des poussées tangentielles.
F.1.1 MAINTIEN À POSTE HORS PLAN
La référence [Campan et al., 1995] n’utilise que l’évolution séculaire du vecteur inclinai-
son pour planifier sa stratégie de maintien à poste. Cette évolution séculaire est donnée
par : {
ix(t) = ix(t0) +Dix(t− t0),
iy(t) = iy(t0) +Diy(t− t0),
(F.1)
avec Dix( et Diy supposés constants sur une courte période de temps, l’extrémité du vecteur
inclinaison parcourt dans le plan (ix, iy) une droite faisant avec l’axe (G,~uXG) un angle ΩD
tel que : 
cos(ΩD) =
Dix√
D2ix +D
2
iy
,
sin(ΩD) =
Diy√
D2ix +D
2
iy
.
(F.2)
282
La stratégie proposée par [Campan and Brousse, 1994] consiste à attendre que l’incli-
naison atteigne sa valeur limite pour effectuer une seule poussée telle que
−→
∆i est dans la
direction définie par ΩD, dans le sens opposé à la dérive, et d’intensité suffisante pour
atteindre l’intersection entre la droite de dérive et le cercle défini par l’inclinaison maximale
autorisée, comme cela est représenté sur la figure F.1. Afin d’avoir une correction dans le
sens de la dérive, il est possible d’effectuer une poussée à l’ascension droite κ(tN ) ≈ ΩD
ou κ(tN ) ≈ ΩD + pi. Puisqu’il est nécessaire de pousser dans le sens opposé à la dérive, la
poussée devra être positive à l’ascension droite κ(tN ) ≈ ΩD + pi et négative en κ(tN ) ≈ ΩD.
Ceci définit l’instant tN à laquelle la correction doit être faite, tel que :
Θ(tN ) = ΩD − `MΘ,mp. (F.3)
Dans le cas de cette stratégie, la poussée n’est donc pas à réaliser aux nœuds de l’orbite,
comme cela est généralement conseillé, afin d’agir non seulement sur le module du vecteur
inclinaison mais aussi sur son argument.
Ω1
Ω2
κ(tN )
~ı1
~ı2
−→
∆isouhaité
obtenu
Dérive du vecteur inclinaisonCercle définissantl’inclinaison maximale
ΩD
Sens de la dérive
~uXG
~uYG
δ
2
δ
2
Figure F.1 – Besoin en ∆i pour une stratégie d’attente
F.1.2 MAINTIEN À POSTE DANS LE PLAN DE L’ORBITE
Si les corrections hors plan permettent de maintenir la latitude du satellite dans les
bornes fixées par la mission, les manœuvres dans le plan permettent de maintenir la longitude
géographique dans les bornes fixées par la mission. La longitude géographique dépend certes
de la longitude moyenne, mais également de l’excentricité, et dans une seconde mesure du
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demi-grand axe. En effet, la longitude géographique s’exprime comme :
λ(t) = `MΘ(t) + 2ex sin(`MΘ(t) + Θ(t))− 2ey cos(`MΘ(t) + Θ(t)), (F.4)
où la dépendance envers le vecteur excentricité se voit explicitement. L’explication physique
est la suivante : si l’orbite est elliptique, le satellite va plus lentement que la Terre pendant une
demi-révolution et rattrape son retard en allant plus vite que la Terre pour la demi-révolution
suivante.
Le demi-grand axe influence le mouvement en longitude à travers la dérive d(t) = −32 a(t)amp .
Si le demi-grand axe de la trajectoire est plus grand que le demi-grand axe de maintien
à poste, la trajectoire a une altitude plus élevée que la trajectoire géostationnaire. Le
satellite avance donc plus lentement que la Terre sur son orbite, ce qui conduit à une dérive
temporelle de la longitude du satellite. Il semble donc nécessaire de corriger le demi-grand
axe également. Or, les références [Soop, 1994] et [Campan et al., 1995] ne proposent aucune
stratégie de correction de cet élément orbital. L’explication de cette absence de stratégie et
du fait qu’aucune borne n’existe sur le rayon r sera donnée un peu plus loin. On suppose
donc que les manœuvres dans le plan de l’orbite sont effectuées pour corriger à la fois le
vecteur excentricité ~e = (ex, ey) de l’orbite et la longitude moyenne `MΘ du satellite.
Les équations (B.68b) à (B.68e) et (B.68h) à (B.68i) montrent que des poussées radiales
(dans la direction satellite - Terre) et des poussées tangentielles (dans la direction Est -
Ouest) permettent de réaliser ces corrections. On peut observer que corriger l’excentricité
avec une poussée radiale en κ(tR) est deux fois moins efficace que corriger l’excentricité
avec une poussée tangentielle en κ(tT ) = κ(tR) + pi2 . C’est pourquoi, il est proposé dans les
références [CNES, 1995] et [Soop, 1994] d’appliquer uniquement des poussées tangentielles
pour la correction dans le plan de l’orbite.
Cependant, si aucune poussée radiale n’est utilisée, les stratégies de corrections de la
longitude moyenne deviennent plus compliquées. En effet, une poussée tangentielle n’a
d’effet que sur la dérive d et sur le vecteur excentricité, ce qui n’a qu’une influence indirecte
sur la longitude moyenne.
F.1.2.1 CONTRÔLE DE L’EXCENTRICITÉ
Deux méthodes différentes pour contrôler l’excentricité sont présentées dans la littérature
(voir par exemple les références [Gartrell, 1981], [Kamel and Wagner, 1981], [Soop, 1994],
[Kelly et al., 1994], [Campan and Brousse, 1994] et [Emma and Pernicka, 2003]).
La première méthode est la méthode de circularisation. La pression de radiation solaire
a pour effet d’augmenter le vecteur excentricité dans une direction perpendiculaire à la
direction Terre-Soleil. Comme le montre le schéma de la figure F.2, la pression de radiation
solaire agit comme une poussée tangentielle positive au point A et tend à placer le périgée
dans cette direction tandis que la poussée tangentielle engendrée en C est négative et
tend à placer l’apogée dans cette direction. Aux points B et D, la pression de radiation
solaire agit comme une poussée radiale, et contribue à augmenter l’excentricité dans une
direction perpendiculaire à l’axe (BD). Afin de corriger cet effet, il est possible d’effectuer
des manœuvres tangentielles à l’apogée et au périgée de l’orbite afin de rendre l’orbite
circulaire.
284
~ePRSA
B
C
D
∆vPRS,T > 0
∆vPRS,R > 0
∆vPRS,T 6 0
∆vPRS,R 6 0
Figure F.2 – Effet de la pression de radiation solaire sur l’orbite.
La deuxième méthode est appelée « Sun Pointing Perigee » dans la littérature anglo-
saxone. Cette stratégie provient de l’analyse de l’évolution du vecteur excentricité moyen
dans le plan (ex, ey). La référence [Campan et al., 1995] montre que si l’on considère l’or-
bite apparente du Soleil comme circulaire dans le plan de l’équateur terrestre, l’équation
d’évolution du vecteur excentricité soumis à la pression de radiation solaire est donnée par :
d~e
dt = Re
(
− sinλS(t)
cosλS(t)
)
, (F.5)
où Re est un paramètre qui dépend du flux solaire ainsi que des caractéristiques du satellite,
et λS est la longitude apparente du Soleil. En intégrant, il vient :
~e(t) = ~e0 +
Re
ωS
(
cosλS(t)
sinλS(t)
)
(F.6)
où ~e0 est une constante d’intégration et ωS = λ˙S(t) est la vitesse de révolution du Soleil
sur son orbite, supposée constante. Il s’ensuit que le vecteur ~e(t)− ~e0 décrit dans le plan
(ex, ey) un cercle de rayon Re en un an et pointe tout le temps dans la direction du Soleil
(voir figure F.3).
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Re
~e0
~e(t)
λS(t)
λS(t)
~uXG
~uYG
Figure F.3 – Effet de la pression de radiation solaire sur le mouvement moyen du vecteur
excentricité. Le vecteur ~e0 est la constante d’intégration, le vecteur ~e(t) est le vecteur
excentricité moyen.
Le principe de la méthode est de forcer le périgée de l’orbite à rester orienté dans la
direction du Soleil. En début de cycle de maintien à poste, le vecteur excentricité est orienté
dans une direction proche de celle du Soleil, puis dérive naturellement ; en fin de cycle, le
vecteur excentricité est corrigé afin de le ramener en position du début de cycle, de telle
sorte que le vecteur excentricité pointe toujours, en moyenne, dans la direction du Soleil
(voir le schéma de la figure F.4). Cette méthode est en général utilisée lorsque le besoin
en correction est important, mais présente l’inconvénient de conserver des excentricités
grandes, comme le fait remarquer la référence [Emma and Pernicka, 2003]. Il faut donc
définir une valeur de l’excentricité ec qu’on souhaite ne pas dépasser pour que les oscillations
en longitude ne soient pas trop élevées.
~efin cycle
~edebut cycle
dérive naturelle
correction
~uXG
~uYG
Figure F.4 – Principe de la méthode du Sun Pointing Perigee.
F.1.2.2 CONTRÔLE DE LA LONGITUDE
Dans le cas où l’erreur d’excentricité maximale est telle que le cercle d’évolution annuelle
du vecteur excentricité est compris dans le cercle de centre (0, 0) et de rayon égal à la valeur
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maximale autorisée dans le plan (ex, ey), alors l’excentricité n’a pas besoin d’être corrigée.
Les impulsions effectuées servent à corriger la longitude moyenne et sa dérivée. Dans ce cas,
il est nécessaire de retirer à l’intervalle admissible pour la longitude une marge pour tenir
compte des oscillations dues au caractère excentrique de l’orbite.
Les références [Campan et al., 1995], [Soop, 1994], [Emma and Pernicka, 2003] et
[Romero and Gambi, 2004] supposent que la longitude moyenne est principalement affectée
par la non circularité de l’équateur terrestre (coefficients d’ordre 2 du développement du
potentiel d’attraction terrestre en harmoniques sphériques). En première approximation, on
peut écrire :
d2`MΘ
dt2
= Γ`, (F.7)
avec Γ` constant. La longitude moyenne décrit donc en première approximation une parabole.
La référence [Soop, 1994] propose une méthode de correction de la longitude moyenne
basée sur cette approximation, et qui a également été utilisée par [Chao and Bernstein, 1994].
En intégrant l’équation (F.7) par rapport au temps, on obtient :
`MΘ(t) = `MΘ(t0) + ˙`MΘ(t0)(t− t0) + 12Γl(t− t0)
2. (F.8)
Pour effectuer un cycle de correction en longitude moyenne, on suppose que l’on se
trouve sur un des bords de la fenêtre au début du cycle (voir figure F.5 et l’équation (1.70),
page 33 qui impose que la longitude moyenne soit bornée). On peut alors choisir le taux de
dérive, c’est-à-dire la dérivée de la longitude moyenne afin que la parabole soit tangente à
l’autre extrémité de la fenêtre et revienne en fin de cycle au même niveau que le point de
départ. Si τ est la durée d’un cycle, non fixée à l’avance, et en supposant que la longitude
moyenne se confond avec la longitude géographique, on peut écrire les conditions suivantes
pour assurer le contrôle de la longitude moyenne (dans le cas où Γl > 0) :
`MΘ(t0) = λmp + δ,
˙`
MΘ(t0) = ˙`MΘ,0,
`MΘ(t0 + τ2 ) = λmp − δ,
˙`
MΘ(t0 + τ2 ) = 0.
(F.9)
Ce système permet de trouver : ˙`MΘ(t0) = −2
√
Γlδ
τ = 4
√
δ
Γl
(F.10)
Dans le cas où Γl 6 0, le signe de ˙`MΘ(t0) doit être inversé.
Ces équations ne prennent pas en compte l’effet de l’excentricité. En effet, une excentricité
non nulle produit des oscillations en longitude d’amplitude 2e. Il faut alors réduire la taille
de la fenêtre précédente de l’amplitude de ces oscillations. Les conditions à vérifier en début
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`MΘ
λmp + δ
λmp − δ
2e
Γl > 0
tτ
2e
0
λmp
Figure F.5 – Stratégie de maintien à poste pour la longitude moyenne.
de cycle sont alors données par : ˙`MΘ(t0) = −2
√
Γl(δ − 2e),
τ = 4
√
δ−2e
Γl .
(F.11)
Ainsi, le maintien à poste en longitude est réalisé grâce au contrôle de ˙`MΘ par des
poussées tangentielles au début de chaque cycle. Comme la correction ne dépend pas de la
position sur l’orbite, il est possible de répéter la même stratégie indéfiniment.
F.1.2.3 CONTRÔLE DU RAYON
Le rayon relatif peut être écrit à partir des équations (1.46), page 28 et (B.82), page
248 :
r = a− examp cos(κmp(t))− eyamp sin(κmp). (F.12)
En y associant les transformations trigonométriques décrites dans l’annexe G, page 297 :
r = a− amp
√
e2x + e2y sin
(
κmp(t) + arctan
(
ex
ey
))
, (F.13)
si ey 6= 0.
En remarquant que :
r − a = −amp
√
e2x + e2y sin
(
κmp(t) + arctan
(
ex
ey
))
, (F.14)
et :
− amp
√
e2x + e2y 6 −amp
√
e2x + e2y sin
(
κmp(t) + arctan
(
ex
ey
))
6 amp
√
e2x + e2y, (F.15)
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il vient :
− amp
√
e2x + e2y 6 r − a 6 amp
√
e2x + e2y, (F.16)
puis :
a− amp
√
e2x + e2y 6 r 6 a+ amp
√
e2x + e2y. (F.17)
Dans le cas où ey = 0, l’encadrement (1.67), page 33 permet de retrouver la contrainte
sur le rayon.
Avec les bornes sur le vecteur excentricité de l’équation (1.69), page 33, l’équation
précédente devient :a−
amp
2 (δ + `MΘ)
a− amp2 (δ − `MΘ)
6 r 6
a+
amp
2 (δ + `MΘ)
a+ amp2 (δ − `MΘ).
(F.18)
Il est possible de donner une borne au demi-grand axe. Comme seules des poussées
tangentielles sont réalisées, l’équation liant la dérivée de la longitude et du demi-grand axe
permet de réécrire :
a = −23
amp
nmp
˙`
MΘ. (F.19)
Comme cela a été évoqué dans la partie sur le contrôle de la longitude à la section
F.1.2.2, page 285, une modélisation simple de la perturbation due à la non sphéricité du
potentiel terrestre permet d’établir une stratégie simple permettant de borner la longitude
moyenne `MΘ. L’équation (F.10) permet de déterminer la dérivée de la longitude à l’instant
initial. Comme la trajectoire est parabolique et convexe (car Γl > 0), on peut écrire sur le
cycle de correction :
− 2
√
Γlδ 6 ˙`MΘ(t) 6 0, (F.20)
et dans le cas où Γl 6 0, la parabole est concave et :
0 6 ˙`MΘ(t) 6 2
√
|Γl|δ. (F.21)
On peut réunir ces contraintes sous la forme :
− 2
√
|Γl|δ 6 ˙`MΘ(t) 6 2
√
|Γl|δ, (F.22)
et borner le demi-grand axe comme :
− 43
amp
nmp
√
|Γl|δ 6 a 6 43
amp
nmp
√
|Γl|δ. (F.23)
L’équation (1.70) assurant : −δ 6 `MΘ 6 δ, il est possible de borner le rayon relatif sous
la forme :
−
(
4
3
√|Γl|δ
nmp
+ δ
)
amp 6 r 6
(
4
3
√|Γl|δ
nmp
+ δ
)
amp (F.24)
En utilisant les conditions de début de cycle prenant en compte le caractère non nul de
l’excentricité (voir l’équation (F.11)) tel que :
|`MΘ| 6 δ − e, (F.25)
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le rayon relatif est borné sous la forme :
|r| 6
(
4
3
√|Γl|(δ − 2e)
nmp
+ δ − e
)
amp (F.26)
F.1.3 CONCLUSION
Les stratégies de corrections à poussées fortes peuvent donc être analysées en séparant
les corrections dans le plan et hors plan.
Les corrections hors plan étant les plus coûteuses, elles sont déterminer en premier.
L’étude de l’effet d’une poussée normale montre que les corrections optimales sont réalisées
aux nœuds de l’orbite initiale. Cependant, une correction aux nœuds ne permet pas de
corriger l’ascension droite du nœud ascendant. Ainsi, si le plan de l’orbite doit tourner
autour de l’axe (G,~uZG), il est nécessaire de réaliser une poussée non optimale en inclinaison,
mais qui corrige l’ascension droite du nœud ascendant.
Une fois les poussées hors plan calculées, les poussées dans le plan doivent être déterminées.
Cette détermination est plus laborieuse car les corrections doivent porter à la fois sur le
vecteur excentricité et sur la longitude moyenne. Puisque la correction en longitude moyenne
est indépendante de la position du satellite lors de la correction, la correction du vecteur
excentricité est calculée en premier. Deux stratégies existent à cette fin : la méthode de
circularisation et la méthode de Sun Pointing Perigee. La méthode de circularisation consiste
en la correction progressive de l’augmentation de l’excentricité due à la pression de radiation
solaire. Elle présente l’avantage de conserver l’excentricité petite. La méthode de Sun
Pointing Perigee consiste à faire bouger le vecteur excentricité de telle sorte qu’il suive
le mouvement de révolution annuel du Soleil. Cette méthode présente l’inconvénient de
conserver de grandes excentricités.
Le choix d’une méthode de correction du vecteur excentricité peut être guidé par le besoin
en correction de la longitude moyenne. Comme un écart en longitude moyenne conduit à un
mouvement de libration de l’excentricité, le besoin de correction en longitude contraint le
besoin de correction en excentricité. Le calcul du besoin de correction en longitude moyenne
est effectué grâce à une modélisation simple à un degré de liberté, qui considère que la
longitude moyenne décrit une parabole en fonction du temps. Imposer que cette parabole
reste dans la fenêtre de maintien à poste permet de calculer les corrections à apporter.
F.2 CORRECTIONS À POUSSÉE FAIBLE
F.2.1 PERTE D’EFFICACITÉ
Puisque la poussée des propulseurs électriques est plus faible, les références [Soop, 1994],
[Campan et al., 1995] et [Sidi, 1997] proposent de réaliser des stratégies de maintien à poste
identiques aux stratégies à poussée forte, mais en compensant la faible poussée par une
durée d’activation des propulseurs plus grande (étalement de poussée). Cependant, étendre
la durée de la poussée conduit à une perte d’efficacité de la correction qui est soulignée en
comparant les équations (B.71a) - (B.71i) avec les équations (B.68a) - (B.68i).
La poussée étant considérée non impulsionnelle, le propulseur continue à être actif
alors que le satellite continue sa révolution autour de la Terre. Ainsi, la direction de
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poussée change en fonction du temps. La somme vectorielle de toutes ces poussées selon
des directions différentes conduit à une poussée résultante plus faible. C’est pourquoi les
références [Campan et al., 1995] et [Eckstein et al., 1981] proposent de réaliser des stratégies
pour lesquelles les poussées sont courtes et effectuées souvent. Cependant, la référence
[Eckstein and Hechler, 1981] propose de conserver une stratégie où les poussées doivent être
effectuées le moins souvent possible, lorsque l’évolution séculaire des éléments orbitaux
amène ces derniers à sortir de la fenêtre admissible.
F.2.2 MAINTIEN À POSTE HORS PLAN
Dans la référence [Campan and Brousse, 1994, page 1000], cette dérive est exprimée
numériquement : 
dix
dt
∣∣∣∣∣
sec
= (−3, 6 sin ΩM )10−4 deg/j,
diy
dt
∣∣∣∣∣
sec
= (23, 4 + 2, 7 cos ΩM )10−4 deg/j,
(F.27)
avec ΩM la longitude écliptique du nœud ascendant de l’orbite lunaire qui peut être considérée
comme constante pour un intervalle de temps suffisamment petit. La référence [Anzel, 1988]
obtient un résultat similaire pour lequel il apparaît que l’essentiel des contributions des
accélérations perturbatrices modifie la composante iy du vecteur excentricité.
Pour corriger cette évolution séculaire, la stratégie est d’effectuer une poussée normale
telle que
−→
∆i n’ait qu’une composante selon −~uYG pour compenser la dérive séculaire, c’est-
à-dire avec l’analyse faite dans le cas de la poussée forte et renforcée par [?], à une ascension
droite de κA = κ(tA) = 90◦ qui est atteinte pour tA tel que :
Θ(tA) = κA − `MΘ,mp. (F.28)
D’après les équations (B.71f) et (B.71g), page 246, effectuer une poussée en un point
d’ascension droite κA de l’orbite équivaut à effectuer une poussée de sens opposé en un
point κB = K(tB) = KA + pi. Ainsi, les corrections peuvent être effectuées non pas dès que
le vecteur inclinaison sort de la fenêtre admissible, mais toutes les demi-orbites, en deux
points espacés d’une ascension droite de 180◦.
F.2.3 MAINTIEN À POSTE DANS LE PLAN
En utilisant l’interprétation donnée dans la section F.1.2.1, page 283 et par la figure
F.2 pour l’effet de la pression de radiation solaire sur l’orbite,l’effet de cette pression sur le
vecteur excentricité sur une période d’un an peut être analysé selon la méthode employée
dans [Anzel, 1988].
Le schéma de la figure F.6 montre l’orbite dans le plan de l’équateur (~uXG , ~uYG) On
peut remarquer que sous l’effet de la pression de radiation solaire :
• lorsque le Soleil se trouve entre le solstice d’hiver et le solstice d’été, c’est-à-dire pour
une ascension droite solaire κ ∈ [−90◦, 90◦], ey augmente et l’orbite s’allonge vers
−~uYG ,
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• lorsque le Soleil se trouve entre le solstice d’été et le solstice d’hiver, c’est-à-dire pour
une ascension droite solaire κ ∈ [90◦, 270◦], ey diminue et l’orbite s’allonge vers
+~uYG ,
• lorsque le soleil se trouve entre l’équinoxe de printemps et l’équinoxe d’automne,
c’est-à-dire pour une ascension droite solaire κ ∈ [0◦, 180◦], ex diminue et l’orbite
s’allonge vers +~uXG ,
• lorsque le soleil se trouve entre l’équinoxe d’automne et l’équinoxe de printemps,
c’est-à-dire pour une ascension droite solaire κ ∈ [180◦, 360◦], ex augmente et l’orbite
s’allonge vers −~uXG
κS
κ(t) révolution annuelle
révolution quotidienne
e˙x 6 0
e˙x > 0
e˙y 6 0 e˙y > 0
solstice d’été
solstice d’hiver
équinoxe deéquinoxe ~uXG
~uYG
d’automne printemps
Figure F.6 – Effet de la PRS sur l’orbite en fonction de la position du Soleil.
F.2.4 COUPLAGE DES POUSSÉES
La référence [Eckstein et al., 1981] propose la première stratégie de maintien à poste
avec un propulseur sur la face Est et un sur la face Ouest, inclinés dans la direction
perpendiculaire à l’équateur afin de corriger l’orbite dans la direction Nord-Sud alors que
la référence [Anzel, 1988] propose une configuration avec quatre propulseurs montés sur
la face anti nadir et dépose un brevet ([Anzel, 1995]). Il s’agit de la configuration décrite
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dans la section 1.4.2.1, page 34 avec quatre moteurs orientés dans les directions Nord-Est,
Nord-Ouest, Sud-Est, Sud-Ouest. [Gopinath and Srinivasamuthy, 2003] propose également
une stratégie de contrôle avec une configuration identique des propulseurs.
Si les moteurs sont inclinés, il n’est plus possible de supposer que les poussées hors
plan sont réalisables indépendamment des poussées dans le plan. De plus, les stratégies de
[Campan and Brousse, 1994] qui supposaient une absence de poussées radiales ne sont plus
possibles car chaque propulseur produit une force disposant d’une composante radiale. Les
stratégies développées jusqu’ici doivent alors être adaptées.
Comme le préconisent les références [Campan and Brousse, 1994] et [Sidi, 1997], les
poussées Nord-Sud doivent être planifiées dans un premier temps, et la stratégie du contrôle
hors plan de la section précédente reste possible. Il faut ainsi effectuer deux poussées par
orbite, une au nœud ascendant et l’autre au nœud descendant avec les propulseurs orientés
dans l’autre direction.
Dans le cas considéré, deux propulseurs ne peuvent pas pousser en même temps. Ainsi,
les poussées des deux propulseurs Nord doivent être séparées, de même pour les poussées
des deux propulseurs Sud. La référence [Anzel, 1995] propose d’utiliser cette séparation des
poussées afin de créer un différentiel de poussée tangentielle et corriger le mouvement dans
le plan de l’équateur. L’intervalle de temps entre ces deux poussées doit être suffisamment
faible pour empêcher que la vitesse tangentielle ainsi introduite n’induise de sortie de la
fenêtre. Par ailleurs, l’incrément de vitesse radiale introduit lors des poussées à un nœud
pourra être compensé une demi-orbite plus tard.
D’après ce qui a été fait précédemment, les deux points de poussée choisis sur l’orbite
sont le point κ(tA) = κA = 90◦ et κ(tB) = κB = 270◦. Avec l’analyse de l’effet des poussées
normales et tangentielles sur le vecteur excentricité, on peut conclure qu’il faut en A et B une
poussée tangentielle pour obtenir un vecteur
−→
∆e colinéaire à ~uYG pour corriger l’évolution
de ey ainsi qu’une poussée radiale pour avoir un vecteur
−→
∆e colinéaire à ~uXG pour corriger
l’évolution de ex.
Puisque les corrections de longitude moyenne sont indépendantes de l’ascension droite
du satellite, il peut en théorie être possible de les réaliser à n’importe quel instant et la
durée du cycle de correction est libre. Cependant, dans le cas considéré ici, la durée du cycle
de correction est fixée par les instants des deux poussées tA et tB avec une durée du cycle
τ = 1 jour 1. Pour établir les contraintes à vérifier, on suppose les valeurs du demi-grand
axe et de l’excentricité connues juste avant le début du cycle, donc juste avant la poussée
au point A d’ascension droite 90◦ (voir figure F.7).
1. On pourrait aussi considérer un cycle de durée τ = 12 jour, mais [Anzel, 1988] préconise une journée.
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révolution
révolution quotidienne
e˙x 6 0
e˙x > 0
e˙y 6 0 e˙y > 0
A
B
∆vN > 0
∆vN 6 0
Poussée tangentielle pour ey
Poussée radiale pour ex
~uXG
~uYG
κS
κ(t) annuelle
Figure F.7 – Effet de la PRS sur l’orbite en fonction de la position du Soleil
Dans le cas où Γl est positif, on impose au point de départ du cycle de se situer dans la
partie supérieure de la fenêtre avec une dérivée négative mais suffisamment grande pour
que la longitude moyenne ne sorte pas de la fenêtre et au point d’arrivée, de se situer dans
la partie supérieure de la fenêtre avec une dérivée pas trop élevée.
F.3 VALEURS NUMÉRIQUES
La stratégie à poussée forte décrite dans la section F.1 peut être analysée numériquement
à partir des valeurs données dans les tableaux de la référence [Soop, 1994]. D’après les
équations (B.68f) et (B.68g), une poussée ∆VN en t = tN produit une correction d’inclinaison
donnée par :
∆i =
√(
∆ix
)2
+
(
∆iy
)2
= ∆VN2vmp
. (F.29)
D’après l’équation (1.59), le maintien à poste est assuré lorsque :
∆i 6 δ2 . (F.30)
Il est donc nécessaire de réaliser une poussée normale pour ramener l’inclinaison à la
valeur δ2 .
Le tableau 3 page 150 de la référence [Soop, 1994] donne la variation d’inclinaison sur un
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an due aux perturbations ainsi que le besoin en correction pour ramener la composante ix
du vecteur inclinaison à 0. Dans le cas qui nous intéresse pour cette étude, il est nécessaire
de calculer l’incrément de vitesse pour corriger les deux composantes ix et iy. Le calcul de
la poussée normale est effectuée dans le cas où l’inclinaison atteinte au bout d’un an est la
plus grande et la plus petite :
• si ∆i1 an = 0, 957◦, la poussée normale totale à appliquer sur un an est :
∆VN = 2vmp
(
∆i1 an − δ2
)
= 99, 4 m/s , (F.31)
• si ∆i1 an = 0, 758◦, la poussée normale totale à appliquer sur un an est :
∆VN = 2vmp
(
∆i1 an − δ2
)
= 78, 67 m/s , (F.32)
avec δ = 0, 05◦ et :
vmp =
√
µ⊕
amp
= 3, 075 km/s et amp = 42164 km. (F.33)
En supposant que les corrections dans le plan sont effectuées seulement au moyen de
poussées tangentielles, la correction du mouvement de longitude moyenne est effectuée à
travers la dérivée de la longitude moyenne ˙`MΘ. Il vient ainsi à partir de l’équation (B.68i) :
∆ ˙`MΘ = −3nmp
vmp
∆VT (F.34)
Or, d’après l’approximation effectuée, le mouvement en longitude moyenne en fonction
du temps est assimilé à une parabole. A la fin de chaque cycle, l’équation (F.11) permet
de calculer la valeur de la pente de la parabole, et la poussée tangentielle effectuée à cet
instant a pour but de changer le signe de la pente en fin de cycle pour commencer le cycle
suivant. Il vient alors :
∆ ˙`MΘ = −4
√
Γl(δ − e), (F.35)
ce qui permet de calculer la poussée tangentielle requise :
∆VT =
4vmp
3nmp
√
Γl(δ − e). (F.36)
Dans la formule précédente, il est nécessaire de tenir compte de la valeur de l’excentricité
car une excentricité non nulle entraîne un mouvement d’oscillation de la longitude. La valeur
moyenne de l’excentricité e¯ se calcule selon la formule donnée par la référence [Soop, 1994] :
e¯ = T2pi
(3
2Pσ − |~apot|
)
, (F.37)
où :
• T correspond à la durée pour laquelle la valeur moyenne doit être calculée, ici 1 an,
• P est la pression de radiation solaire sur une surface orthogonale à la direction
Terre-Soleil,
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• σ = Sm est le rapport de la surface projetée dans la direction Terre-Soleil par la masse
du satellite,
• |~apot| est l’accélération perturbatrice produite par le potentiel terrestre non sphérique.
Le tableau 2, page 287 de la référence [Soop, 1994] donne pour une longitude de maintien
à poste de 118◦ une accélération |~apot| = −4, 68.10−15 rad/s2. Avec un rapport surface sur
masse σ = 0, 0227 km/m2, il vient e¯ = 3, 931.10−5, puis pour une fenêtre de maintien à poste
de demi-largeur δ = 0, 05◦, la correction à apporter à la fin de chaque cycle est ∆VT = 0, 11
m/s .
Avec ces données, la durée d’un cycle est τ = 19, 54 jours, ce qui à conduit à 19 cycles
par an. La correction en poussée tangentielle à apporter sur un an est donc ∆VT,1 an = 2, 11
m/s.
En ce qui concerne la correction à poussée faible, la référence [Eckstein, 1978] a étudié
des stratégies dans le cas où aucune contrainte n’est prise en compte sur les poussées et
dans le cas où les instants d’allumage des moteurs sont contraints. Les résultats pour une
stratégie de maintien à poste sur 10 jours sont :
• dans le cas où aucune contrainte sur les poussées n’est prise en compte : ∆V10 jours =
2, 929 m/s,
• dans le cas où les instants de poussée sont contraints, il vient : ∆V10 jours = 3, 204
m/s,
ce qui peut être extrapolé pour une stratégie sur un an :
• dans le cas où aucune contrainte sur les poussées n’est prise en compte : ∆V1 an =
106, 91 m/s,
• dans le cas où les instants de poussée sont contraints, il vient : ∆V1 an = 116, 95 m/s.
Les valeurs données dans cette section permettront de comparer les résultats des stratégies
de maintien à poste développées dans cette étude.

AnnexeG
Transformation des fonctions
trigonométriques
On cherche à écrire :
a cos(nt) + b sin(nt) (G.1)
sous la forme :
c sin(nt+K) (G.2)
En développant cette dernière équation, on obtient :
c sin(nt+K) = c sin(nt) cos(K) + c cos(K) sin(nt). (G.3)
Par identifications des termes en cos(nt et sin(nt), il vient :
a = c sin(K), b = c cos(K). (G.4)
On obtient donc pour b 6= 0 :
c2 = a2 + b2, tan(K) = a
b
. (G.5)
En supposant c > 0, on peut écrire :
c =
√
a2 + b2, K = arctan
(
a
b
)
, (G.6)
et ainsi :
a cos(nt) + b sin(nt) =
√
a2 + b2 sin
(
nt+ arctan
(
a
b
))
, b 6= 0 (G.7)
De la même façon, on peut écrire :
a cos(nt)− b sin(nt) =
√
a2 + b2 cos
(
nt+ arctan
(
b
a
))
, a 6= 0 (G.8)

AnnexeH
Calcul des dérivées du problème à
commutation
Cette annexe décrit le calcul des dérivées de la fonction objectif des problèmes 3.11 et
3.12, page 123. Les notations utilisées ici sont identiques à celles définies dans le chapitre 3.
Il vient pour l = 1, . . . , P ,
dJ
ds2l−1
= −1 + 2Qx(2P + 1) + µ3
∫ 2l−1
2l−2
ψ(t(s), x(s))ds− µ3
∫ 2l
2l−1
ψ(t(s), x(s))ds
+ µ3(s2l−1 − s2l−2)
∫ 2l−1
2l−2
[
(s− 2l + 2)∂ψ
∂t
(t(s), x(s)) +
∂ψ
∂x
(t(s), x(s))
∂x(s)
∂s2l−1
]
ds
+ µ3(s2l − s2l−1)
∫ 2l
2l−1
[
(−s+ 2l + 2)∂ψ
∂t
(t(s), x(s)) +
∂ψ
∂x
(t(s), x(s))
∂x(s)
∂s2l−1
]
ds,
(H.1a)
et :
dJ
ds2l
= 1 + 2Qx(2P + 1)− µ3
∫ 2l+1
2l
ψ(t(s), x(s))ds+ µ3
∫ 2l
2l−1
ψ(t(s), x(s))ds
+ µ3(s2l+1 − s2l)
∫ 2l+1
2l
[
(−s+ 2l + 1)∂ψ
∂t
(t(s), x(s)) +
∂ψ
∂x
(t(s), x(s))
∂x(s)
∂s2l−1
]
ds
+ µ3(s2l − s2l−1)
∫ 2l
2l−1
[
(s− 2l + 1)∂ψ
∂t
(t(s), x(s)) +
∂ψ
∂x
(t(s), x(s))
∂x(s)
∂s2l−1
]
ds.
(H.1b)
Si ψ est donnée par les équations (3.16) et (3.18), page 108, il est possible de calculer :
∂ψ
∂sk
(t(s), x(s)) =
∂ψ
∂t
(t, x(s))
∂t(s)
∂sk
+
∂ψ
∂x
(t, x(s))
∂x(s)
∂sk
. (H.2)
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La définition de ψ permet d’écrire sa dérivée partielle par rapport à x d’une part :
∂ψ
∂x
(t, x(s)) = C2(t) [C2(t)x(s)− δ]
[
sign
(
C2(t)x(s)− δ
)
+ 1
]
+ C2(t) [C2(t)x(s) + δ]
[
sign
(− C2(t)x(s)− δ)+ 1]
+ C3(t) [C3(t)x(s)− δ]
[
sign
(
C3(t)x(s)− δ
)
+ 1
]
+ C3(t) [C3(t)x(s) + δ]
[
sign
(− C3(t)x(s)− δ)+ 1] ,
(H.3)
et par rapport à t d’autre part :
∂ψ
∂t
(t, x(s)) =
dC2(t)
dt x [C2(t)x(s)− δ]
[
sign
(
C2(t)x(s)− δ
)
+ 1
]
+
dC2(t)
dt x [C2(t)x(s) + δ]
[
sign
(− C2(t)x(s)− δ)+ 1]
+
dC3(t)
dt x [C3(t)x(s)− δ]
[
sign
(
C3(t)x(s)− δ
)
+ 1
]
+
dC3(t)
dt x [C3(t)x(s) + δ]
[
sign
(− C3(t)x(s)− δ)+ 1] .
(H.4)
Si la pénalisation est exprimée en fonction des éléments orbitaux relatifs – voir équation
(3.22), page 109 – les dérivées partielles sont calculées de la façon suivante :
∂ψ˜
∂t
= 0,
∂ψ˜
∂x1
= 0,
∂ψ˜
∂x2
= 16x2
(1
2 ψ˜2(x(s))
[
1 + sign(ψ˜2(x(s)))
]
+ 12 ψ˜3(x(s))
[
1 + sign(ψ˜3(x(s)))
])
,
∂ψ˜
∂x3
= 16x3
(1
2 ψ˜2(x(s))
[
1 + sign(ψ˜2(x(t)))
]
+ 12 ψ˜3(x(s))
[
1 + sign(ψ˜3(x(s)))
])
,
∂ψ˜
∂x4
= 4x4
1
2 ψ˜1(x(s))
[
1 + sign(ψ˜1(x(s)))
]
,
∂ψ˜
∂x5
= 4x5
1
2 ψ˜1(x(s))
[
1 + sign(ψ˜1(x(s)))
]
,
∂ψ˜
∂x2
= 4x6
(
−12 ψ˜2(x(s))
[
1 + sign(ψ˜2(x(s)))
]
+ 12 ψ˜3(x(s))
[
1 + sign(ψ˜3(x(s)))
])
.
(H.5)
L’expression de
∂t(s)
∂sk
diffère selon que l’instant de commutation sk par rapport auquel la
dérivée est calculée est la borne inférieure ou supérieure de l’intervalle sur lequel la dérivée
est évaluée. Il vient alors :
s ∈ [k − 1, k] ⇒ t(s) = sk−1 + (sk − sk−1)(s− k + 1) ⇒
∂t(s)
∂sk
= s− k + 1,
s ∈ [k, k + 1] ⇒ t(s) = sk + (sk+1 − sk)(s− k) ⇒
∂t(s)
∂sk
= 1− s+ k.
(H.6)
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Le calcul des
∂x(s)
∂sk
repose sur la remarque suivante :
d
ds
(
∂x(s)
∂sk
)
=
∂
∂sk
(
dx(s)
ds
)
. (H.7)
En effet, on peut écrire la différentielle de x sous la forme :
dx =
∂x
∂s
ds+
2P∑
k=1
∂x
∂sk
dsk, (H.8)
et les paramètres sk étant indépendants de la variable temporelle s, la dérivée totale de x
par rapport à s s’écrit :
dx
ds =
∂x
∂s
. (H.9)
De la même façon, la différentielle de
∂x
∂sk
pour k = 1, . . . , 2P s’écrit sous la forme :
d
(
∂x
∂sk
)
=
∂
∂s
(
∂x
∂sk
)
ds+
2P∑
i=1
∂
∂si
(
∂x
∂sk
)
dsi, (H.10)
et il vient :
d
ds
(
∂x
∂sk
)
=
∂
∂s
(
∂x
∂sk
)
. (H.11)
En supposant que la trajectoire (s, {sk}) 7→ x(s, {sk}) est de la classe C2 par rapport à
tous ses arguments, il vient alors :
d
ds
(
∂x
∂sk
)
=
(H.11)
∂
∂s
(
∂x
∂sk
)
=
∂
∂sk
(
∂x
∂s
)
=
(H.9)
∂
∂sk
(
dx
ds
)
. (H.12)
Il est alors possible de calculer
∂x
∂sk
comme solution de l’équation différentielle (H.7).
Cette dernière peut être développée de la façon suivante :
d
ds
(
∂x(s)
∂s2l−1
)
=
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
• (s2k−1 − s2k−2)A(t(s))
∂x(s)
∂s2l−1
si τ ∈ [2k − 2, 2k − 1],
k 6= l
• (s2k − s2k−1)A(t(s))
∂x(s)
∂t2l−1
si s ∈ [2k − 1, 2k],
k 6= l
• A(t(τ))x(τ) +D(t(τ))
+ (s2l−1 − s2l−2)
[
(s− 2l + 2)
(
∂A(t)
∂t
x(s) +
∂D(t)
∂t
)
+A(t(s))
∂x(s)
∂s2l−1
] si τ ∈ [2l − 2, 2l − 1],
• −
[
A(t(s))x(s) +D(t(s)) +B(t(s))Ul
]
+ (s2l − s2l−1)
[
(−s+ 2l + 2)
(
∂A(t)
∂t
x(s) +
∂D(t)
∂t
+
∂B(t)
∂t
Ul
)
+A(t(s))
∂x(s)
∂t2l−1
] si τ ∈ [2l − 1, 2l],
(H.13)
et
d
ds
(
∂x(s)
∂t2l
)
=
• (s2k−1 − s2k−2)A(t(s))
∂x(s)
∂s2l
si τ ∈ [2k − 2, 2k − 1],
k 6= l
• (s2k − t2k−1)A(t(s))
∂x(s)
∂s2l
si τ ∈ [2k − 1, 2k],
k 6= l
• −
[
A(t(s))x(s) +D(t(s))
]
+ (s2l+1 − s2l)
[
(−s+ 2l + 1)
(
∂A(t)
∂t
x(s) +
∂D(t)
∂t
)
+A(t(s))
∂x(s)
∂s2l
] si τ ∈ [2l, 2l + 1],
• A(t(s))x(s) +D(t(s)) +B(t(s))Ul
+ (s2l − s2l−1)
[
(s− 2l + 1)
(
∂A(t)
∂t
x(s) +
∂D(t)
∂t
+
∂B(t)
∂t
Ul
)
+A(t(s))
∂x(s)
∂s2l
] si τ ∈ [2l − 1, 2l].
(H.14)
Annexe I
Intégration des équations de
Hill-Clohessy-Wiltshire
Les équations de Hill-Clohessy-Wiltshire établies dans la section B.1.1.2 page 231 peuvent
être intégrées analytiquement pour être utilisées pour la résolution du problème de maintien
à poste en nombres entiers (voir la section 4.3).
Le modèle dynamique choisi étant un modèle képlérien relatif décrit par les équations
de Hill-Clohessy-Wiltshire, le système considéré est un système temps-invariant (LTI).
L’équation de la dynamique (4.71) peut donc être intégrée analytiquement. Il vient alors :
X(t) = ΦHCW(t, t0)X(t0) +
∫ t
t0
ΦHCW(t, s)BHCWU(s)ds, (I.1)
avec :
ΦHCW(tb, ta) = eAHCW(tb−ta). (I.2)
Puisque l’expression de AHCW est donné par :
AHCW =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0

, (I.3)
où n le mouvement moyen du satellite sur son orbite, la matrice de transition est exprimée
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selon :
ΦHCW(tb, ta) = eAHCW(tb−ta),
=

4− 3 cos
(
n(tb − ta)
)
0 0
6
(
sin
(
n(tb − ta)
)
− n(tb − ta)
)
1 0
0 0 cos(n(tb − ta))
3n sin
(
n(tb − ta)
)
0 0
6
(
cos
(
n(tb − ta)
)
− 1
)
0 0
0 0 −n sin
(
n(tb − ta)
)
sin
(
n(tb−ta)
)
n
2
(
1−cos
(
n(tb−ta)
))
n 0
2
(
cos
(
n(tb−ta)
)
−1
)
n
4 sin
(
n(tb−ta)
)
−3n(tb−ta)
n 0
0 0
sin
(
n(tb−ta)
)
n
cos
(
n(tb − ta)
)
2 sin
(
n(tb − ta)
)
0
−2 sin
(
n(tb − ta)
)
−3 + 4 cos
(
n(tb − ta)
)
0
0 0 cos
(
n(tb − ta)
)

.
(I.4)
Considérons le découpage de l’intervalle de résolution décrit par l’équation (4.2). L’inté-
gration formelle de la dynamique se réécrit alors :
X(t) = ΦHCW(t, t0)X(t0) +
Nt∑
i=1
ΦHCW(t, τi)
(∫ τi
τi−1
ΦHCW(τi, s)ds
)
BHCWUi (I.5)
où Nt est l’entier tel que τNt 6 t < τNt+1 et U(τi) = Ui. La matrice constante BHCW a pu
être sortie de l’intégrale. Évaluer cette équation en chacun des τj permet d’écrire :
X(τj) = Xj = ΦHCW(τj , t0)x(t0) +
j∑
i=1
ΦHCW(τj , τi)
(∫ τi
τi−1
ΦHCW(τi, s)ds
)
BHCWUi (I.6)
Le second membre de l’équation (I.6) peut également être intégré analytiquement. En
adoptant les notations : 
χi = τi − τi−1,
χj,i = τj − τi,
χj,i−1 = τj − τi−1,
χ
(2)
i = τ2i − τ2i−1,
Ij,i(Φ) =
∫ τi
τi−1
Φ(τj , s)ds
(I.7)
il vient :
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Ij,i(Φ) =

4nχi+3
(
sin(nχj,i)−sin(nχj,i−1)
)
n 0 0
32
(
cos(nχj,i)−cos(nχj,i−1)−n2τjχi
)
+n2χ(2)i
n χi 0
0 0 − sin(nχj,i)−sin(nχj,i−1)n
3
(
cos(nχj,i)− cos(nχj,i−1)
)
0 0
−6
(
sin(nχj,i)− sin(nχj,i−1) + nχi
)
0 0
0 0 −
(
cos(nχj,i)− cos(nχj,i−1)
)
cos(nχj,i)−cos(nχj,i−1)
n2
2
(
nχi+sin(nχj,i)−sin(nχj,i−1)
)
n2 0
−2
(
sin(nχj,i)−sin(nχj,i−1)+nχi
)
n2
−6τjn2χi+8
(
cos(nχj,i)−cos(nχj,i−1)
)
+3n2χ(2)i
2n2 0
0 0 cos(nχj,i)−cos(nχj,i−1)
n2
− sin(nχj,i)−sin(nχj,i−1)n −2
cos(nχj,i)−cos(nχj,i−1)
n 0
2 cos(nχj,i)−cos(nχj,i−1)n
−4
(
sin(nχj,i)−sin(nχj,i−1)
)
−3nχi
n 0
0 0 − sin(nχj,i)−sin(nχj,i−1)n

.
(I.8)
Alors :
Ij,i(Φ)BHCW
= 1
n2

cos(nχj,i)−cos(nχj,i−1) 2
(
sin(nχj,i)−sin(nχj−1,i)+nχi
)
0
−2
(
sin(nχj,i)−sin(nχj−1,i)+nχi
)
− 12
(
8
(
cos(nχj,i)−cos(nχj,i−1)−6n2τjχi+3n2χ(2)i
))
0
0 0 cos(nχj,i)−cos(nχj,i−1)
−n
(
sin(nχj,i)−sin(nχj−1,i)
)
2n
(
cos(nχj,i)−cos(nχj−1,i)
)
0
−2n
(
cos(nχj,i)−cos(nχj−1,i)
)
−n
(
sin(nχj,i)−sin(nχi,j−1)+3nχi
)
0
0 0 −n
(
sin(nχj,i)−sin(nχj−1,i)
)
−
(
cos(nχj,i)−cos(nχj,i−1)
)
−2
(
sin(nχj,i)−sin(nχj−1,i)+nχi
)
0
2
(
sin(nχj,i)−sin(nχj−1,i)+nχi
)
− 12
(
8
(
cos(nχj,i)−cos(nχj,i−1)−6n2τjχi+3n2χ(2)i
))
0
0 0 −
(
cos(nχj,i)−cos(nχj,i−1)
)
n
(
sin(nχj,i)−sin(nχj−1,i)
)
−2n
(
cos(nχj,i)−cos(nχj−1,i)
)
0
2n
(
cos(nχj,i)−cos(nχj−1,i)
)
n
(
4
(
sin(nχj,i)−sin(nχj−1,i)
)
+3nχi
)
0
0 0 n
(
sin(nχj,i)−sin(nχj−1,i)
)

.
(I.9)
Avec la notation Φj,0 = Φ(τj , t0), l’équation (I.6) se réécrit plus simplement sous la
forme :
∀j = 0, . . . , N, Xj = Φj,0X0 + Umax
j∑
i=1
Ij,i(Φ)BHCWUi, (I.10)
puis sous forme matricielle :
X = bxX0 +BU¯ , (I.11)
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avec :
bx =
[
Φ0,0 Φ1,0
... ΦN,0
]T
, (I.12a)
B = Umax

06×6 06×6 . . . 06×6
I11(Φ)BHCW 06×6 . . . 06×6
I21(Φ)BHCW I22(Φ)BHCW . . . 06×6
...
...
...
...
IN1(Φ)BHCW IN2(Φ)BHCW . . . INN (Φ)BHCW
 . (I.12b)
Annexe J
Transformation entre les positions et
vitesse cartésiennes relatives et les positions
et vitesses géographiques relatives
Le problème de maintien à poste est formulé avec les paramètres de position géographiques
relatifs par rapport à la position géographique du point de maintien à poste de référence, le
rayon relatif ∆r, la latitude relative ∆ϕ et la longitude relative ∆λ, supposés petits. (r, ϕ, λ)
désigne le rayon, la latitude et la longitude géographique absolu du satellite respectivement.
Les contraintes de maintien à poste sont exprimées par :|∆ϕ| 6 δ,|∆λ| 6 δ. (J.1)
Puisque les contraintes terminales de cycle court sont dérivées au moyen de la position
et de la vitesse cartésiennes relatives dans la section 5.2, il est nécessaire de déterminer
les relations entre les positions et vitesses dans le repère RTN et les positions et vitesses
géographiques relatives. Les relations sont linéarisées en supposant que la position et la
vitesse du satellite sont proches de la position et de la vitesse du point de référence.
rmp le rayon du point géostationnaire de référence, λmp la longitude géographique de
maintien à poste et ϕgeo = 0 la latitude de maintien à poste.
Soient :
• XG =
[
xG yG zG x˙G y˙G z˙G
]T
RG
les coordonnées cartésiennes de la position et
de la vitesse du satellite dans le repère inertiel géocentrique,
• ∆XG =
[
∆xG ∆yG ∆zG ∆x˙G ∆y˙G ∆z˙G
]T
RG
les coordonnées cartésiennes de
la position et de la vitesse du satellite relativement à la position de maintien à poste
dans le repère inertiel géocentrique,
• X =
[
x y z x˙ y˙ z˙
]T
ROL
les coordonnées cartésiennes de la position et de la
vitesse du satellite relativement à la position de maintien à poste dans le repère
orbital local,
• Y =
[
r ϕ λ r˙ ϕ˙ λ˙
]
la position et la vitesse géographiques du satellite,
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• ∆Y =
[
∆r ∆ϕ ∆λ ∆r˙ ∆ϕ˙ ∆λ˙
]
la position et la vitesse géographiques du
satellite relatives à la position et à la vitesse géographique de maintien à poste,
• Ymp =
[
rmp 0 λmp r˙mp 0 λ˙mp
]
la position et la vitesse géographiques de main-
tien à poste.
J.1 POSITION GÉOGRAPHIQUE
La transformation entre la position géographique et la position cartésienne dans le repère
inertiel géocentrique est donnée par :
XG = f(Y ),
x = r cosϕ cos(λ+ Θ(t)),
y = r cosϕ sin(λ+ Θ(t)),
z = r sinϕ.
(J.2)
La transformation entre les positions relatives est alors donnée grâce à la jacobienne de
la transformation f :
∆XG =
∂f(Y )
∂Y
∣∣∣∣∣
YG=Ymp
∆Y, (J.3)
avec :
∂f(Y )
∂Y
=
cosϕ cos(λ+ Θ(t)) −r sinϕ cos(λ+ Θ(t)) −r cosϕ sin(λ+ Θ(t))cosϕ sin(λ+ Θ(t)) −r sinϕ sin(λ+ Θ(t)) r cosϕ cos(λ+ Θ(t))
sinϕ r cosϕ 0
 . (J.4)
Cette matrice évaluée en Ymp devient :
∂f(Y )
∂Y
∣∣∣∣∣
YG=Ymp
=
cos(λmp + Θ(t)) 0 −rmp sin(λmp + Θ(t))sin(λmp + Θ(t)) 0 rmp cos(λmp + Θ(t))
0 rmp 0
 . (J.5)
La relation entre la position cartésienne relative exprimée dans le repère inertiel géocen-
trique et la position géographique relative est ainsi donnée par :
∆xG = cos(λmp + Θ(t))∆r − rmp sin(λmp + Θ(t))∆λ,
∆yG = sin(λmp + Θ(t))∆r + rmp cos(λmp + Θ(t))∆λ,
∆zG = rmp,
(J.6)
ce qui peut être réécrit sous la forme :∆xG∆yG
∆zG
 =
cos(λmp + Θ(t)) 0 − sin(λmp + Θ(t))sin(λmp + Θ(t)) 0 cos(λmp + Θ(t))
0 1 0

 ∆rrmp∆ϕ
rmp∆λ
 (J.7)
La position cartésienne relative exprimée dans le repère orbital local s’obtient par la
rotation de la position cartésienne relative dans le repère inertiel géocentrique d’un angle
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λ+ Θ(t) et d’axe ~uZG (voir la figure J.1). On obtient alors :xy
z
 =
 cos(λ+ Θ(t)) 0 sin(λ+ Θ(t))− sin(λ+ Θ(t)) 0 cos(λ+ Θ(t))
0 1 0

cos(λmp + Θ(t)) 0 − sin(λmp + Θ(t))sin(λmp + Θ(t)) 0 cos(λmp + Θ(t))
0 1 0

 ∆rrmp∆ϕ
rmp∆λ
 ,
=
 cos(λ− λmp) 0 sin(λ− λmp)− sin(λ− λmp) 0 cos(λ− λmp)
0 1 0

 ∆rrmp∆ϕ
rmp∆λ
 .
(J.8)
Puisque le satellite reste au voisinage de sa position de maintien à poste, il est possible
de supposer λ ≈ λmp, puis cos(λ−λmp) ≈ 1 et sin(λ−λmp) ≈ 0. La transformation cherchée
s’écrit donc : xy
z
 =
1 0 00 0 1
0 1 0

 ∆rrmp∆ϕ
rmp∆λ
 , (J.9)
ou encore : 
x = ∆r
y = rmp∆λ
z = rmp∆ϕ
. (J.10)
J.2 VITESSE GÉOGRAPHIQUE
Comme indiqué sur la Figure J.1, RG = (G,~uXG , ~uYG , ~uZG) est le référentiel géocentrique
inertiel d’origine G tel que défini dans [Vallado, 1997] par exemple, etROL = (H,~uR, ~uT , ~uN )
le repère orbital local RTN d’origine H. SoitM la position du satellite. La vitesse du satellite
dans le référentiel RTN (vitesse relative) s’exprime alors sous la forme :
~vsat/ROL =
d−−→HM
dt
∣∣∣∣∣∣ROL =
x˙y˙
z˙

ROL
(J.11)
Soit :
~vsat/RG =
x˙Gy˙G
z˙G

ROL
, (J.12)
la vitesse du satellite dans le référentiel géocentrique inertiel exprimée dans le repère orbital
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~uXG
~uYG
~uR
~uT
xG
yG
x
y
Θ(t)
∆λ
rmp
r
∆r
~ur
~uλ
H
G
M
Méridien de
Greenwich
λmp
λ
Figure J.1 – Paramètres géographiques relatifs dans le plan de l’équateur terrestre.
local. En appliquant les formules de dérivation en repère mobile, il est possible d’obtenir :
~vsat/RG =
d−−→GM
dt
∣∣∣∣∣∣RG
=
d−−→GH
dt
∣∣∣∣∣∣RG +
d−−→HM
dt
∣∣∣∣∣∣RG
=
d−−→GH
dt
∣∣∣∣∣∣RG +
d−−→HM
dt
∣∣∣∣∣∣ROL +
−→ΩROL/RG ∧
−−→
HM
=
 0rmpn
0

ROL
+
x˙y˙
z˙

ROL
+
−nynx
0

ROL
(J.13)
En notant que :
d−−→GH
dt
∣∣∣∣∣∣RG =
 0rmpn
0

ROL
(J.14)
est la vitesse du point de référence de maintien à poste qui se déplace sur une orbite circulaire
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de rayon rmp et à la vitesse angulaire :
−→ΩROL/RG =
00
n

ROL
=
00
n

RG
, (J.15)
il vient : 
x˙G = x˙− ny,
y˙G = rmpn+ y˙ + nx,
z˙G = z˙.
(J.16)
Avec les coordonnées géographiques r, λ et ϕ, le mouvement du satellite peut être décrit
dans le référentiel géocentrique inertiel en utilisant des coordonnées sphériques et une base
(~ur, ~uλ, ~uϕ) associée. La vitesse du satellite par rapport au référentiel géocentrique inertiel
s’écrit alors :
~vsat/RG = r˙~ur + rϕ˙~uϕ + rλ˙ cosϕ~uλ (J.17)
Puisque les composantes de la vitesse sont développées à l’ordre 1 par rapport aux
paramètres géographiques relatifs ∆r, ∆λ et ∆ϕ, il suffit de développer les vecteurs de la
base sphérique à l’ordre 0 pour obtenir les vecteur de base du repère orbital local ROL. On
obtient alors :
~ur =
cos ∆ϕ cos ∆λcos ∆ϕ sin ∆λ
sin ∆λ

ROL
≈
10
0

ROL
= ~uR (J.18a)
~uλ =
− sin ∆λcos ∆λ
0

ROL
≈
01
0

ROL
= ~uT (J.18b)
~uϕ =
− sin ∆ϕ cos ∆λ− sin ∆ϕ sin ∆λ
cos ∆ϕ

ROL
≈
00
1

ROL
= ~uN (J.18c)
Il vient alors en développant les composantes du vecteur vitesse à l’ordre 1 :
x˙G = r˙ =
d(rmp + ∆r)
dt =
d∆r
dt (J.19a)
y˙G = rλ˙ cosϕ
= (rmp + ∆r)
d(λmp + Θ(t) + ∆λ)
dt cos ∆ϕ︸ ︷︷ ︸
≈1
≈ nrmp + n∆r + rmp
d∆λ
dt (J.19b)
z˙G = rϕ˙ = (rmp + ∆r)
d∆ϕ
dt ≈ rmp
d∆ϕ
dt . (J.19c)
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En identifiant les équations (J.16), (J.19a), (J.19b) et (J.19c), les relations à l’ordre 1
s’écrivent : 
d∆r
dt = x˙− ny
rmpn+ n∆r + rmp
d∆λ
dt = rmpn+ y˙ + nx
rmp
d∆ϕ
dt = z˙
(J.20)
J.3 RÉSUMÉ DE LA TRANSFORMATION LINÉARISÉE
Les transformations établies précédemment permettent d’écrire la transformation linéa-
risée :

x
y
z
x˙
y˙
z˙

=

1 0 0 0 0 0
0 rmp 0 0 0 0
0 0 rmp 0 0 0
0 −nrmp 0 1 0 0
n 0 0 0 rmp 0
0 0 0 0 0 rmp


∆r
∆λ
∆ϕ
d∆r
dt
d∆λ
dt
d∆ϕ
dt

(J.21)
ainsi que la transformation inverse :

∆r
∆λ
∆ϕ
d∆r
dt
d∆λ
dt
d∆ϕ
dt

=

1 0 0 0 0 0
0 1
rmp
0 0 0 0
0 0 1
rmp
0 0 0
0 n 0 1 0 0
− n
rmp
0 0 0 1
rmp
0 0 0 0 0 1
rmp


x
y
z
x˙
y˙
z˙

(J.22)
AnnexeK
Discrétisation des contraintes terminales
pour la résolution sur un horizon long
L’espace admissible défini par la contrainte hors-plan donnée par l’équation (5.34a) est
un disque dans le plan (z(tcj), z˙n(tcj)) de centre (0, 0) et de rayon rmpδ. L’intervalle [0, 2pi] est
découpé en Kz > 3 intervalles définis par les angles :
θk = k
2pi
Kz
, k = 0, . . . ,Kz − 1. (K.1)
Notons Ck, k = 0, . . . ,Kz − 1, un point sur le cercle à la position angulaire θk et de
coordonnées :
Ck =
[
δrmp cos θk
δrmp sin θk
]
(z(tcj),
z˙
n
(tcj))
. (K.2)
Le cercle définissant la frontière du disque admissible est approché par le polygone
délimité par l’ensemble des droites Dk de vecteur directeur −−−−−→CkCk+1 avec CKz = C0 et dont
une équation paramétrique est donnée par :
(sin θk − sin θk+1)zr(tcj) + (cos θk+1 − cos θk)
z˙r
n
(tcj)
+ rmpδ sin
( 2pi
Kz
)
= 0, k = 0, . . . ,Kz − 1. (K.3)
En définissant les ensembles :
Ce =
{
zr(tcj), z˙r(tcj)
∣∣∣ z2r (tcj)
2
+
z˙2r (tcj)
n22
6 1
}
, (K.4a)
CeKz =
Kz−1⋂
k=0
{
zr(tcj), z˙r(tcj)
∣∣∣ (sin θk − sin θk+1)zr(tcj) (K.4b)
+ (cos θk+1 − cos θk) z˙r
n
(tcj) +  sin
( 2pi
Kz
)
> 0
}
, (K.4c)
l’inclusion CeKz ⊂ Ce est vérifiée (voir la figure K.1).
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Dans le cas où Kz = 2, le polygone admissible est réduit au segment z˙(tcj) = 0. Ceci
revient alors à imposer une contrainte de vitesse finale nulle en fin de cycle court (voir la
figure K.1).
En termes de positions et de vitesses géographiques, ces contraintes s’écrivent sous la
forme :
(sin θk − sin θk+1)rmpϕ(tcj) + (cos θk+1 − cos θk)
rmpϕ˙(tcj)
n
+rskδ sin
( 2pi
Kz
)
> 0,
k = 1, . . . ,Kz − 1.
(K.5)
δrmp
δrmp
z(gtf )
z˙(gtf )
n
θ1
θ2
θKZ
Figure K.1 – Ensembles Ce (rouge) et CeKz (bleu). Dans le cas où Kz = 2, l’espace admissible
est le segment orange.
L’équation (5.34b) définit l’intérieur d’un demi cône positif dans l’espace (ξ1, ξ2, ξ+).
Ce volume peut être approché par un ensemble de plans. Considérons le cercle de centre
(0, 0, 1) et de rayon 1 comme génératrice de ce cône. De la même façon que précédemment,
l’intervalle [0, 2pi] est découpé en K+xy > 3 intervalles définis par les angles :
ν+k = k
2pi
K+xy
, k = 0, . . . ,K+xy − 1. (K.6)
Soient des points Ck sur ce cercle dont les coordonnées sont donc données par :
Ck =
cos ν
+
k
sin ν+k
1

(ξ1,ξ2,ξ+)
. (K.7)
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Le demi-cône positif défini par l’équation (5.34b) est approché par le polytope délimité
par l’ensemble de plans Pk passant par les points (0, 0, 0), Ck et Ck+1 avec CK+xy = C0. La
contrainte conique est alors transformée en un ensemble de contraintes linéaires sous la
forme :
(sin ν+k − sin ν+k+1)ξ1 + (cos ν+k+1 − cos ν+k )ξ2 + sin
(
2pi
Kxy
)
ξ+ > 0. (K.8)
En définissant les ensembles :
Co+ =
{
ξ1(tcj), ξ2(tcj), ξ+(tcj)
∣∣∣ ξ+3 (tcj) > 0 et ξ21(tcj) + ξ22(tcj)− ξ2+(tcj) 6 0}, (K.9a)
Co+
K+xy
=
K+xy−1⋂
k=0
{
ξ1(tcj), ξ2(tcj), ξ+(tcj)
∣∣∣ (K.9b)
(sin ν+k − sin ν+k+1)ξ1(tcj) + (cos ν+k+1 − cos ν+k )ξ2(tcj) + sin
(
2pi
K+xy
)
ξ+(tcj) > 0
}
,
(K.9c)
l’inclusion Co+
K+xy
⊂ Co+ est vérifiée (voir la figure K.2).
ξ2
ξ+
ξ1
Figure K.2 – Ensembles C+0 (rouge) et C+0
K+xy
(bleu).
En termes de positions et de vitesses géographiques, ces contraintes s’écrivent sous la
forme :
(
cos ν+k + 1−cos ν+k
) [
10r(tcj) +
4rmp
n
λ˙(tcj)
]
+
(
sin ν+k −sinφk+1
) [ 2
n
r˙(tcj)− 2rmpλ(tcj)
]
+ sin
(
2pi
Kxy
)[
+ 9r(tcj)ntcj − 3rmpλ(tcj) +
2r˙(tcj)
n
+ 3tcjrmpλ˙(tcj)
]
> 0. (K.10)
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En réarrangeant les termes, on obtient :[
10
(
cos ν+k+1 − cos ν+k
)
+ 9ntcj sin
(
2pi
K+xy
)]
r(tcj)
− rmp
[
2
(
sin ν+k − sin ν+k+1
)
+ 3 sin
(
2pi
K+xy
)]
λ(tcj)
+ 2
n
[
sin ν+k − sin ν+k+1 + sin
(
2pi
K+xy
)]
r˙(tcj)
+ rmp
[
4
n
(
cos ν+k+1 − cos ν+k
)
+ 3tcj sin
(
2pi
K+xy
)]
λ˙(tcj)
+ rmpδ sin
(
2pi
K+xy
)
> 0.
(K.11)
Le même processus peut être utilisé pour approcher le demi-cône négatif de l’espace
(ξ1, ξ2, ξ−) défini par la contrainte finale (5.34c). Considérons le cercle de centre (0, 0,−1) et
de rayon 1 comme génératrice de ce cône. De la même façon que précédemment, l’intervalle
[0, 2pi] est découpé en K−xy > 3 intervalles définis par les angles :
ν−k = k
2pi
K−xy
, k = 0, . . . ,K−xy − 1. (K.12)
Soient des points Ck sur ce cercle ayant pour coordonnées :
Ck =
cos ν
−
k
sin ν−k
−1

(ξ1,ξ2,ξ−)
. (K.13)
Le demi cône positif négatif par l’équation (5.34b) est approché par l’ensemble de plans
Pk passant par les points (0, 0, 0), Ck et Ck+1 avec CK−xy = C0. La contrainte conique est
alors transformée en un ensemble de contraintes linéaires sous la forme :
(sin ν−k − sinφk+1)ξ1 + (cos ν−k+1 − cos ν−k )ξ2 + sin
(
2pi
K−xy
)
ξ− 6 0. (K.14)
En définissant les ensembles :
Co− =
{
ξ1(tcj), ξ2(tcj), ξ−(tcj)
∣∣∣ ξ−(tcj) > 0 et ξ21(tcj) + ξ22(tcj)− ξ2−(tcj) 6 0}, (K.15a)
Co−
K−xy
=
K−xy−1⋂
k=0
{
ξ1(tcj), ξ2(tcj), ξ−(tcj)
∣∣∣ (K.15b)
(sin ν−k − sin ν−k+1)ξ1(tcj) + (cos ν−k+1 − cos ν−k )ξ2(tcj) + sin
(
2pi
K−xy
)
ξ−(tcj) 6 0
}
,
(K.15c)
l’inclusion Co−
K−xy
⊂ Co− est vérifiée.
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En termes de positions et de vitesses géographiques, ces contraintes s’écrivent sous la
forme :
(
cos ν−k+1 − cos ν−k
) [
10r(tcj) +
4rmp
n
λ˙(tcj)
]
+
(
sin ν−k − sin ν−k+1
) [ 2
n
r˙(tcj)− 2rmpλ(tcj)
]
+ sin
(
2pi
Kxy
)[
−rmpδ + 9r(tcj)ntcj − 3rmpλ(tcj) +
2r˙(tcj)
n
+ 3tcjrmpλ˙(tcj)
]
6 0. (K.16)
En réarrangeant les termes, on obtient finalement :[
10
(
cos ν−k+1 − cos ν−k
)
+ 9ntcj sin
(
2pi
K−xy
)]
r(tcj)
− rmp
[
2
(
sin ν−k − sin ν−k+1
)
+ 3 sin
(
2pi
K−xy
)]
λ(tcj)
+ 2
n
[
sin ν−k − sin ν−k+1 + sin
(
2pi
K−xy
)]
r˙(tcj)
+ rmp
[
4
n
(
cos ν−k+1 − cos ν−k
)
+ 3tcj sin
(
2pi
K−xy
)]
λ˙(tcj)
− rmpδ sin
(
2pi
K−xy
)
6 0.
(K.17)
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