A new expansion scheme to evaluate the eigenvalues of the generalized evolution operator (Frobenius-Perron operator) H q relevant to the fluctuation spectrum and poles of the order-q power spectrum is proposed. The "partition function" is computed in terms of unstable periodic orbits and then used in a finite pole approximation of the continued fraction expansion for the evolution operator. A solvable example is presented and the approximate and exact results are compared; good agreement is found. PACS 05.45.+b
Introduction
The hallmark of chaos is the exponential growth of initial uncertainty, i.e., the sensitivity on initial condition. This stems from the fact that all periodic orbits are unstable, and the representative point wanders over the state space. As a result the dynamical behavior of the system is quite irregular. This is the fundamental reason for the necessity of a statistical description of chaotic systems.
It is interesting to know, however, that despite of their instability, many statistical quantities are well approximated by periodic orbits. The periodic-orbit approximation of the natural invariant measure has been introduced by Sinai, Bowen, Ruelle in the 1970's [1] in the context of hyperbolic systems. Cycles have then been used for the characterization of strange sets and local expansion rates [2] and for the calculation of damping rates in the conventional double time correlation function [3] . The main purpose of the present paper is to show how fluctuation and order-q power spectra, which have previously been introduced to describe the long-time statistics and the overall temporal correlations of chaotic fluctuations [4] [5] [6] [7] , can be calculated using periodic orbits and the continued-fraction expansion [6, 8, 9] . We will thus obtain a new expansion scheme for the eigenvalues of the generalized Frobenius-Perron operator H q , which plays an important role for the statistical description of chaotic fluctuations.
The present paper is organized as follows. In section 2 we give a brief review of our approach to dynamical fluctuations. In section 3 we will derive fundamental equations which determine the eigenvalues in terms of unstable periodic orbits; they generalize the ones studied in Ref. 3 . A new scheme for the estimation of the eigenvalues is proposed in section 4 by using the continued-fraction expansion. A solvable non-obvious example is presented in section 5, and finite-pole approximations of the continued-fraction expansion are compared with the exact results. The paper is closed in section 6 with some final remarks. The relation between the generating function and the generalized evolution operator and the cycle expansion of the Fredholm determinant are discussed in appendices.
Statistical characterization of dynamical fluctuations
Consider a dissipative, chaotic d-dimensional map
Let u j = u{x (j)} be an observed time series which is a unique, scalar function of x (j) generated by (2.1). The probability distribution p n (u) that the averagē
takes a value u is asymptotically given by [4, 6, 10] 
for large n. Here ρ * (x ) is the natural invariant density, satisfying
with the Frobenius-Perron (FP) operator H. The generating function 5) asymptotically takes the form
for large n. The functions φ and s are related to each other via [4, 6, 10] 
The function φ(q) plays a fundamental role for the overall characterization of temporal fluctuations. However it cannot describe the explicit temporal correlations in {u{x (j)}}.
These can be singled out as follows. Let us define a weighted average 8) and the order-q power spectrum [7] I q (ω) = lim
where
Then I q (ω) is identical to the power spectrum over time regions where the coarse-grained quantitiesū n take the same value u(q) and singles out the temporal correlation characteristic of the intensive parameter q. In addition, one can define the generalized double time correlation function C q (n) by an ensemble average as above. It turns out that I q (ω) and C q (n) are related to each other via the Wiener-Khinchin theorem.
If there exist only poles, one obtains [7] I q (ω) = 1 2 11) and the corresponding order-q double time correlation function takes the form 12) where {γ
q } are respectively the sets of decay rates and characteristic frequencies. The ordinary power spectrum [11] is given by I q=0 (ω) [7] .
Determination of eigenvalues of H q by periodic cycles
In appendix A (see also [5] ), we show that eq. (2.5) can be rewritten as
where H q is the generalized Frobenius-Perron (GFP) operator defined by [5, 12] 
H 0 is identical to the usual FP operator. Let ν 
Expanding ρ * (x ) in terms of {ψ
q (x )}, and inserting it into (3.1) we obtain
with expansion coefficients {J
Here and throughout the paper we assume that H q has only discrete eigenvalues. Therefore, the characteristic function φ(q) is determined by the largest eigenvalue ν
q , which is positive because of the Perron theorem, viz.
The order-q power spectrum and the double time correlation function can be expressed as in (2.11), the poles being determined by
The coefficients in (2.11) are obtained from [7] 
assuming completeness of the eigenfunctions. The functions I q (ω) and C q (n) concern the explicit temporal correlation as singled out with the parameter value q from infinitely many aspects of temporal-correlation characteristics embedded in {u{x (j)}}. The ordi-
simply describes only one form, corresponding to the limit q → 0, (C(n) = C 0 (n)).
Let us define the xy element of the operator H q by 8) and therefore
The partition function
is expanded as
Here the summation k extends over all fixed points {x (n),k }, where x (n),k denotes the k-th fixed point of the n-th iterate f n (x ), (k = 1, 2, · · · , n),
13)
+ being the ordered product.
The spectral decomposition of H q on the other hand yields
Together with (3.11) we thus obtain a set of fundamental relations between the eigenvalues
q } and the periodic cycles as contained in Z q (n), viz.
(n = 1, 2, 3, · · ·). The next problem is to solve for the {ν
q } in terms of {Z q (n)} which are determined by periodic orbits as in (3.11) . In Ref. [3] and appendix B, the cycle expansion method is used for this purpose. Our main aim here is to study the applicability of a continued fraction expansion, to which we turn now.
Continued-fraction expansion for the eigenvalues
Let A[µ] denote the Laplace transform of a function A(n),
Applied to eq.(3.15) one finds
The eigenvalues {ν
q } are thus determined by the poles of Z q [µ], which we estimate from a continued fraction expansion.
For convenience, let us put 
. Equation (4.5) is regarded as the equation of motion for (n) k determined by the memory kernel (n) k+1 .
The Laplace transform of (n) k is given by
Thus we get the continued-fraction expansion [6] 
Since {ν
where {µ
q } are poles of (4.7), i.e., the zeros of the denominator. Obviously, the continuedfraction representation (4.7) can be expanded as (4.2).
Now let us turn to how to determine the coefficients
One should note that the quantity (n) k+1 is determined from {(j) k , j = 1, 2, · · · , n + 2} by
Especially, parameters (1) k and (2) k , (k = 2, 3, 4, · · ·), in (4.7) are given, respectively, by sets {Z q (j), j = 1, 2, · · · , 2k − 1} and {Z q (j), j = 1, 2, · · · , 2k}. How (1) k and (2) k are determined by {Z q (j)} is given by solving the recursion relation (4.9) with the initial condition (4.10).
Since from a practical viewpoint the infinite continued-fraction expansion is intractable, we must develop a discard approximation. This can be carried out with the finitepole approximation of the continued-fraction expansion as follows. Let us assume that the eigenvalues are ordered, ν
q | ≥ · · ·, and let us terminate (3.15) after m terms, i.e.,
This is reasonable, if the eigenvalues with l ≤ m decay sufficiently rapidly. This is equivalent to the m-pole approximation (1) m+1 = 0, i.e., 12) and leads to
Here coefficients are
for k = 1, 2, · · · , m − 2 and 3 < l< m − k + 1, and
The poles {µ at q = Q, h being a non-singular factor, the algebraic equation Ω m (µ) = 0 has a solution µ = 0 at q = Q, i.e one reciprocal eigenvalue ν diverges. As q is changed from below Q, one reciprocal eigenvalue gradually, say, increases, and diverges at q = Q, i.e. ν = ∞ for
Near such points the continued-fraction expansion loses its validity.
Example -Exact eigenvalues and finite-pole approximation -
In this section we study a simple non-obvious solvable example and compare the finitepole approximation of the continued-fraction expansion with exact results. The model we discuss is the Markov map give rise to finer subdivisions of I which can be labelled by strings of letters A and B, depending on whether the iterates come to lie in the subintervals I 0 or I 1 respectively.
Since I 1 is mapped onto I 0 , there can be no repetitions of the letter B, i.e., every B is followed by an A. If the last letter of a string of length k is A, then the k-th iterate of the subinterval is mapped onto the full interval and thus has a fixed point (cycle of period k).
If the letter is a B, then there will be a fixed point only if x ∈ I 0 .
The derivatives of f (k) at its fixed points are s We now turn to the computation of the number of points with the same derivatives.
To this end, we consider the sum of slopes, W T (k), over all fixed points of f k (x). A fixed 
The sum W T (k) can be written as
The recursion equation (5.2a) leads to
where we put
Inserting (5.3) and (5.4) into (5.2b), we have If we now specify the observable u{x} to be the characteristic function on the interval
we can write the partition function (3.11) as
Now we evaluate eigenvalues of the operator H q with observable (5.6). As we are interested in an absolutely continuous measure, we consider the functional space F which consists of all linear combinations of polynomials on I 0 and I 1 . Let χ σ , (σ = 0 or 1) denote the characteristic function of I σ : χ σ (x) = 1 for x ∈ I σ , and 0 for x / ∈ I σ . Then, a linear combination G ∈F is defined by
where P j and P k are polynomials on I. Because the map (5.1) is piecewise linear and the u{x} piecewise constant, the map H q :F→F, 9) preserves the maximal degree of polynominals. For n = 0, 1, 2, . . ., the set of linear combinations of polynomials of degree
can be represented by a 2(n + 1)-dimensional vector [11] , and
can be written as a 2(n + 1) × 2(n + 1) matrix. Indeed, we have the upper-triangular matrix q , and are given by
Since the full generalized Frobenius-Perron operator H q is obtained in the limit n → ∞, the eigenvalues of H q are
Substituting (5.12) into (3.14) and summing up over l yields
We remark, that for this example the generating function (2.5) can be expressed in terms of eigenvalues of H (0) q only as
B. Truncation of the continued-fraction expansion
We will study the approximate methods to obtain eigenvalues of the GFP operator for the model (5.1) by truncating the continued-fraction expansion. Hereafter we consider three approximations with 4-, 6-, and 8-poles, for which we need traces up to order n = 8, 10 and 12, respectively. The parameter is chosen as a = 0.75. is increased, the number of such singular points increases, but the total area of effected q-regions diminishes. In this way the approximate results approach the exact ones as the number of poles is increased.
Concluding remarks
In closing this paper let us add several remarks. The first point concerns the relation between the characteristic function φ(q), especially for local expansion rates [13] , and the decay rates {γ
q } in I q (ω). Whereas φ(q) describes the probability distribution of fluctuations, the decay rates {γ is determined by the largest eigenvalue of H q and {γ
q } by others [7] . In this sense, we conclude that decay rates generically have no relation with the characteristic function φ(q), except in special cases.
We proposed a continued-fraction expansion for the eigenvalues of the generalized Frobenius-Perron operator H q , whose expansion coefficients are determined in terms of periodic orbits of the dynamical equation. A solvable illustrative example was presented, and their eigenvalues were compared with those of truncated continued-fraction expansions.
It should be noted that whereas the largest eigenvalue is insensitive to the approximation (except in several narrow regions of q, related to the divergence of the coefficients {b k }),
other eigenvalues which are relevant to the temporal correlations depent rather sensitively on the order of truncation in the continued fraction expansion. Except for this, the finite pole approximation of the continued-fraction expansion turned out to be a powerful approximation.
The ordinary double time correlation function is determined by the eigenvalues of the FP operator H [14] . The equations corresponding to (3.15) are The numerically determined eigenvalues behave very much as in the case of the continued fraction expansion, except that they show no poles.
One might be lead to conclude from this example that the cycle expansion of appendix B seems to be better, but one can also find examples where the cycle expansion method has problems but where the continued fraction expansion works fine, e.g. in the case of the fully developped parabola. Thus the advantages and disadvantages of the two methods are more subtle, and certainly require further work.
As reported in [7, 8] , {ν Consider again eq. (3.11), expressing the trace Z q (n) in terms of periodic orbits. Let p label all primitive cycles of period n p (n p is the smallest number of iterations after which the orbit closes). Note that both
are independent of the point where they are computed. A cycle of period n p has n p different periodic points. In the sum (3.11), it contributes whenever k = n p or a multiple thereof.
Thus when summing on all periods in the Laplace transform (4.11), viz. One can then show [3, 16] that the dynamical zeta functions become 
