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Non-Isothermal Boundary in the Boltzmann Theory and
Fourier Law
R. Esposito1, Y. Guo2, C. Kim3 and R. Marra4
Abstract
In the study of the heat transfer in the Boltzmann theory, the basic problem is to
construct solutions to the following steady problem:
v · ∇xF = 1
Kn
Q(F, F ), (x, v) ∈ Ω×R3, (0.1)
F (x, v)|n(x)·v<0 = µθ
∫
n(x)·v′>0
F (x, v′)(n(x) · v′)dv′, x ∈ ∂Ω, (0.2)
where Ω is a bounded domain in Rd, 1 ≤ d ≤ 3, Kn is the Knudsen number and µθ =
1
2piθ2(x) exp[− |v|
2
2θ(x) ] is a Maxwellian with non-constant (non-isothermal) wall temperature
θ(x). Based on new constructive coercivity estimates for both steady and dynamic cases,
for |θ − θ0| ≤ δ ≪ 1 and any fixed value of Kn, we construct a unique solution Fs to
(0.1) and (0.2), continuous away from the grazing set and exponentially asymptotically
stable. This solution is a genuine non equilibrium stationary solution differing from a
local equilibrium Maxwellian. As an application of our results we establish the expansion
Fs = µθ0 + δF1 + O(δ
2) and we prove that, if the Fourier law holds, the temperature
contribution associated to F1 must be linear, in the slab geometry. This contradicts
available numerical simulations, leading to the prediction of breakdown of the Fourier law
in the kinetic regime.
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1 Introduction and notation
According to the Boltzmann equation (1.2), a rarefied gas confined in a bounded domain,
in contact with a thermal reservoir modeled by (0.2) at a given constant temperature θ
(isothermal), has an equilibrium state described by the Maxwellian
constant × e−|v|2/2θ,
and it is well known [35, 10, 18, 12, 39, 22, 38] that such an equilibrium is reached exponentially
fast, at least if the initial state is close to the above Maxwellian in a suitable norm.
If the temperature θ at the boundary is not uniform in (0.2), such a statement is not true
and the existence of stationary solutions and the rate of convergence require a much more
delicate analysis, because rather complex phenomena are involved. For example, suppose that
the domain is just a slab between two parallel plates at fixed temperatures θ− and θ+ with
θ− < θ+. Then, one expects that a stationary solution is reached, where there is a steady flow
of heat from the hotter plate to the colder one. The approach to the stationary solution may
involve convective motions, oscillations and possibly more complicated phenomena. Even the
description of the stationary solution is not obvious, and the relation between the heat flux
and the temperature gradient, (e.g. the Fourier law (1.1)), is not a priori known. A first
answer to such questions can be given confining the analysis to the small Knudsen number
regime (i.e., Kn → 0 in (0.1)), where the particles undergo a large number of collision per unit
time and a hydrodynamic regime is established. In this case, it can be formally shown, using
expansion techniques [9, 11], that the lowest order in Kn is a Maxwellian local equilibrium
and the evolution is ruled by macroscopic equations, such as the Navier-Stokes equations. In
particular, the heat flux vector q turns out to be proportional to the gradient of temperature,
as predicted by the Fourier law
q = −κ(θ)∇xθ (1.1)
with the heat conductivity κ(θ) depending on the interaction potential. This was first obtained
by Maxwell and Boltzmann [28, 7] which relates the macroscopic heat flow to the microscopic
potential of interaction between the molecules. The rigorous proof of such a statement was
given in [16, 17] in the case of the slab geometry and provided that θ+ − θ− is sufficiently
small (uniformly in the Knudsen number Kn). This is a special case of a problem which has
received recently a large attention in the Statistical Mechanics community, the derivation
of the Fourier law from the microscopic deterministic evolutions ruled by the Newton or
Schro¨dinger equation or from stochastic models [8, 30, 6, 1].
The aim of this paper is to analyze the thermal conduction phenomena in the kinetic
regime. This problem was studied in the slab geometry, for small Knudsen numbers in [16, 17]
and for large Knudsen number (Kn →∞) in [40]. Here we are interested in a general domain
and in a regime where the Knudsen number Kn is neither small nor large. In this regime, the
only construction of solutions to (0.1) and (0.2) we are aware of, was achieved in [4] in a slab
for large θ+ − θ−, with L1 techniques closer in the spirit to the DiPerna-Lions renormalized
solutions [13, 14] (see also [38] and references quoted therein). However, the uniqueness and
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stability of such L1 solutions are unknown. To develop the quantitative analysis we have in
mind, the theory of the solutions close to the equilibrium ([35, 36, 10, 22]) is better suited.
For this reason we confine ourselves to temperature profiles at the boundary which do not
oscillate too much. More precisely, we will assume that the temperature θ(x) on ∂Ω is given
by θ(x) = θ0 + δϑ(x) with δ a small parameter and ϑ(x) a prescribed bounded function on
∂Ω such that
sup
x∈∂Ω
|ϑ(x)| ≤ 1.
This will allow us to use perturbation arguments in the neighborhood of the equilibrium at
the uniform temperature θ0.
We shall consider the Boltzmann equation
∂tF + v · ∇F = 1
Kn
Q(F,F ), (1.2)
with F (t, x, v) the probability density that a particle of the gas at time t is in a small cell of
the phase space Ω×R3 centered at (x, v). Here Ω is a bounded domain in Rd, d = 1, 2, 3 with
a smooth boundary ∂Ω. The function F is required to be a positive function on Ω×R3 such
that
∫∫
Ω×R3 Fdxdv is fixed for any t. The right hand side of (1.2), Q(F,G), is the Boltzmann
collision operator (non-symmetric)
Q(F,G) =
∫
R3
dv∗
∫
S2
dωB(v − v∗, ω)F (v′∗)G(v′)
−
∫
R3
dv∗
∫
S2
dωB(v − v∗, ω)F (v∗)G(v)
≡ Qgain(F,G) −Qloss(F,G), (1.3)
where B(v, ω) = |v|γq0
(
ω · v|v|
)
with 0 ≤ γ ≤ 1 (hard potential), 0 ≤ q0(ω · v|v|) ≤ C|ω · v|v| |
(angular cutoff) is the collision cross section and v′, v′∗ are the incoming velocities in a binary
elastic collision with outgoing velocities v, v∗ and impact parameter ω:
v′ = v − ω[(v − v∗) · ω], v′∗ = v∗ + ω[(v − v∗) · ω]. (1.4)
The contact of the gas with thermal reservoirs is described by suitable boundary con-
ditions. We confine ourselves to the simplest interesting case of the diffuse reflection (0.2),
although more general boundary data could be studied [10]. On ∂Ω (supposed to be a C1-
smooth surface with external normal n(x) well defined in each point x ∈ ∂Ω) we assume the
condition:
F (t, x, v) = µθ(x, v)
∫
n(x)·v′>0
F (t, x, v′){n(x) · v′}dv′, (1.5)
for x ∈ ∂Ω and n(x) · v < 0, where µθ is the Maxwellian at temperature θ,
µθ(x, v) =
1
2πθ2(x)
exp
[
− |v|
2
2θ(x)
]
, (1.6)
normalized so that ∫
n(x)·v>0
µθ(x, v){n(x) · v}dv = 1. (1.7)
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Throughout this paper, Ω is a connected and bounded domain in Rd, for d = 1, 2, 3 and
the velocity v¯ ∈ Rd and vˆ ∈ R3−d such that
v = (v1, · · · , vd, vd+1, · · · , v3) = (v¯, vˆ). (1.8)
We denote the phase boundary in the phase space Ω ×R3 as γ = ∂Ω×R3, and split it into
the outgoing boundary γ+, the incoming boundary γ−, and the grazing boundary γ0:
γ+ = {(x, v) ∈ ∂Ω×R3 : n(x) · v > 0},
γ− = {(x, v) ∈ ∂Ω×R3 : n(x) · v < 0},
γ0 = {(x, v) ∈ ∂Ω×R3 : n(x) · v = 0}.
The backward exit time tb(x, v) is defined for (x, v) ∈ Ω×R3
tb(x, v) = inf{ t ≥ 0 : x− tv¯ ∈ ∂Ω}, (1.9)
and xb(x, v) = x− tb(x, v)v¯ ∈ ∂Ω. Furthermore, we define the singular grazing boundary γS0 ,
a subset of γ0, as:
γS0 = {(x, v) ∈ γ0 : tb(x,−v) 6= 0 and tb(x, v) 6= 0}, (1.10)
and the discontinuity set in Ω×R3:
D = γ0 ∪ {(x, v) ∈ Ω×R3 : (xb(x, v), v) ∈ γS0 }. (1.11)
We will use the short notation µδ for the Maxwellian
µδ(x, v) = µθ0+δϑ(x)(v) =
1
2π[θ0 + δϑ(x)]2
exp
[
− |v|
2
2[θ0 + δϑ(x)]
]
. (1.12)
Moreover, to denote the global Maxwellian at temperature θ0, µθ0 , we will simply use the
symbol µ:
µ ≡ µθ0 .
Since (1.7) is valid for all δ, we have∫
n(x)·v>0
µ(v){n(x) · v}dv = 1. (1.13)
We denote by L the standard linearized Boltzmann operator
Lf = − 1√
µ
[Q(µ,
√
µf) +Q(
√
µf, µ)] = ν(v)f −Kf
= ν(v)f −
∫
R3
k(v, v∗)f(v∗)dv∗, (1.14)
with the collision frequency ν(v) ≡ ∫∫
R3×S2 B(v−v∗, ω)µ(v∗)dωdv∗ ∼ {1+|v|}γ for 0 ≤ γ ≤ 1.
Moreover, we set
Γ(f1, f2) =
1√
µ
Q(
√
µf1,
√
µf2) ≡ Γgain(f1, f2)− Γloss(f1, f2). (1.15)
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Finally, we define
Pγf(x, v) =
√
µ(v)
∫
n(x)·v′>0
f(x, v′)
√
µ(v′)(n(x) · v′)dv′. (1.16)
Thanks to (1.13), Pγf , viewed as function on {v ∈ R3 | v · n(x) > 0} for any fixed x ∈ ∂Ω,
is a L2v-projection with respect to the measure |n(x) · v| for any boundary function f defined
on γ+.
We denote ‖ · ‖∞ either the L∞(Ω ×R3)−norm or the L∞(Ω)−norm in the bulk, while
| · |∞ is either the L∞(∂Ω × R3)−norm or the L∞(∂Ω)−norm at the boundary. Also we
adopt the Vinogradov notation: X . Y is equivalent to |X| ≤ CY where C is a constant
not depending on X and Y . We subscript this to denote dependence on parameters, thus
X .α Y means |X| ≤ CαY . Denote 〈v〉 =
√
1 + |v|2. Our main results are as follows.
Theorem 1.1 There exists δ0 > 0 such that for 0 < δ < δ0 in (1.12) and for all M > 0,
there exists a non-negative solution Fs = Mµ+
√
µfs ≥ 0 with
∫∫
Ω×R3 fs
√
µdxdv = 0 to the
steady problem (0.1) and (0.2) such that for all 0 ≦ ζ < 14+2δ , β > 4,
‖〈v〉βeζ|v|2fs‖∞ + |〈v〉βeζ|v|2fs|∞ . δ. (1.17)
If Mµ +
√
µgs with
∫∫
Ω×R3 gs
√
µdxdv = 0 is another solution such that, for β > 4
‖〈v〉βgs‖∞ + |〈v〉βgs|∞ ≪ 1,
then fs ≡ gs. Furthermore, if θ(x) is continuous on ∂Ω then Fs is continuous away from
D. In particular, if Ω is convex then D = γ0. On the other hand, if Ω is not convex,
we can construct a continuous function ϑ(x) on ∂Ω in (1.25) with |ϑ|∞ ≤ 1 such that the
corresponding solution Fs in not continuous.
We stress that the solution Fs is a genuine non equilibrium steady solution. Indeed, it is
not a local Maxwellian because it would not satisfy equation (0.1), nor a global Maxwellian
because it would not satisfy the boundary condition (0.2).
We also remark that in addition to the wellposedness property, the continuity property in
this theorem is the first step to understand higher regularity of Fs in a convex domain. The
robust L∞ estimates used in the proof enable us to establish the following δ−expansion of
Fs, which is crucial for deriving the necessary condition of the Fourier law (1.1). In the rest
of this paper we assume the normalization M = 1.
Theorem 1.2 Let
µδ = µ+ δµ1 + δ
2µ2 + · · · , (1.18)
with
∫
µidγ = 0 for all i from (1.7), and set
Fs = µ+
√
µfs.
Then there exist f1, f2, ..., fm−1 with ‖〈v〉βeζ|v|2fi‖∞ . 1, for 0 ≦ ζ < 14 , β > 4, such that the
following δ-expansion is valid
fs = δf1 + δ
2f2 + · · · + δmf δm,
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with ‖〈v〉βeζ|v|2f δm‖∞ . 1 for 0 ≦ ζ < 14+2δ , β > 4. In particular, f1 satisfies
v · ∇xf1 + 1
Kn
Lf1 = 0, (1.19)
f1|γ− =
√
µ(v)
∫
n(x)·v′>0
f1(x, v
′)
√
µ(v′){n(x) · v′}dv′ + µ1√
µ
.
We have the following dynamical stability result:
Theorem 1.3 For every fixed 0 ≦ ζ < 14+2δ , β > 4 , there exist λ > 0 and ε0 > 0, depending
on δ0, such that if
‖〈v〉βeζ|v|2 [f(0)− fs]‖∞ + |〈v〉βeζ|v|2 [f(0)− fs]|∞ ≤ ε0, (1.20)
then there exists a unique non-negative solution F (t) = µ +
√
µf(t) ≥ 0 to the dynamical
problem (1.2) and (1.5) such that
‖〈v〉βeζ|v|2 [f(t)− fs]‖∞ + |〈v〉βeζ|v|2 [f(t)− fs]|∞
. e−λt
{‖〈v〉βeζ|v|2 [f(0)− fs]‖∞ + |〈v〉βeζ|v|2 [f(0)− fs]|∞}.
If the domain is convex, θ(x) is continuous on ∂Ω and moreover F0(x, v) is continuous away
from γ0 and satisfies the compatibility condition
F0(x, v) = µ
θ(x, v)
∫
n(x)·v′>0
F0(x, v
′)(n(x) · v′)dv′,
then F (t, x, v) is continuous away from γ0.
The asymptotic stability of Fs further justifies the physical importance of such a steady
state solution. We remember that, when δ > 0, then Fs fails to be a global Maxwellian or
even a local Maxwellian, and its stability analysis marks a drastic departure from relative
entropy approach (e.g. [12]). Moreover, such an asymptotic stability plays a crucial role in
our proof of non-negativity of Fs.
An important consequence of Theorem 1.2 is the Corollary below which specializes the
result to the case of a slab −12 ≤ x ≤ 12 between two parallel plates kept at temperatures
θ(−12) = 1− δ and θ(12) = 1 + δ.
Corollary 1.4 Let x ∈ Ω = [−12 , 12 ] and fs be the solution to
v1∂xfs +
1
Kn
Lfs =
1
Kn
Γ(fs, fs), − 1
2
< x <
1
2
, (1.21)
√
µ(v)fs(−1
2
, v) =
1
2π[1 − δ]2 exp
[
− |v|
2
2[1− δ]
] ∫
u1<0
u1
√
µ(u)fs(−1
2
, u)du, v1 > 0,
√
µ(v)fs(
1
2
, v) =
1
2π[1 + δ]2
exp
[
− |v|
2
2[1 + δ]
] ∫
u1>0
u1
√
µ(u)fs(
1
2
, u)du, v1 < 0.
where v1 is the component in the direction x of the velocity v.
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Then f1, the first order in δ correction to µ according to the expansion of Theorem 1.2,
is the unique solution to
v1∂xf1 +
1
Kn
Lf1 = 0, −1
2
< x <
1
2
, (1.22)
f1(−1
2
, v) =
√
µ(v)
∫
u1<0
f1(−1
2
, u)
√
µ(u){−u1}du+
µ1(−12 , v)√
µ(v)
, v1 > 0,
f1(
1
2
, v) =
√
µ(v)
∫
u1>0
f1(
1
2
, u)
√
µ(u){u1}du+
µ1(
1
2 , v)√
µ(v)
, v1 < 0.
In order to establish a criterion of validity of the Fourier law, let us remember that the
temperature associated to the stationary solution Fs is given by
θs(x) =
1
3ρs
∫
R3
|v − us|2Fs(x, v)dv, (1.23)
where ρs =
∫
R3
Fx(x, v)dv and us(x) = ρ
−1
s
∫
R3
vFs(x, v)dv. The heat flux associated to the
distribution Fs is the vector field defined as
qs(x) =
1
2
∫
R3
(v − us(x))|v − us(x)|2Fs(x, v)dv. (1.24)
We state the Fourier law in the following formulation: there is a positive C1 function κ(θ),
the heat conductivity, such that (1.1) is valid for Fs.
Theorem 1.5 If the Fourier law holds for Fs, then θ1(x) ≡ 13
∫
R3
|v − u1|2f1 is a linear
function over −12 ≤ x ≤ 12 .
Available numerical simulations, Figure 1, [29] indicate the linearity is clearly violated for
all finite Knudsen number Kn (= k in Figure 1).
We therefore predict that the general Fourier law (1.1) is invalid and inadequate in the
kinetic regime with finite Knudsen number Kn. It is necessary to at least solve the linear
Boltzmann equation (1.19) to capture the heat transfer in the Boltzmann theory.
Without loss of generality, we may assume θ0 = 1 and Kn = 1 throughout the rest of the
paper. Therefore in the rest of this paper we assume
θ(x) = 1 + δϑ(x). (1.25)
The key difficulty in the study of the steady Boltzmann equation lies in the fact that the
usual entropic estimate for
∫
F lnF , coming from ∂tF , is absent. The only a-priori estimate is
given by the entropy production
∫
Q(F,F ) lnF , which is very hard to use [4]. In the context of
small perturbation of µ, only the linearized dissipation rate ‖(I−P)f‖2ν is controlled 1, and the
key is to estimate the missing hydrodynamic part Pf , in term of (I−P)f . This is a well-known
basic question in the Boltzmann theory. Motivated by the studies of collisions in a plasma,
a new nonlinear energy method in high Sobolev norms was initiated in the Boltzmann study,
to estimate Pf ([19]) in terms of (I − P)f . For F = µ +√µf , remembering the definitions
1We denote by Pf the projection of f on the null space of L.
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Figure 1: Nonlinearity of θ1 in a kinetic regime
(1.14) of the linearized Boltzmann operator and (1.15) of the quadratic nonlinear collision
operator, the Boltzmann equation (1.2) can be rewritten for the perturbation f as
{∂t + v · ∇x + L} f = Γ(f, f), (1.26)
If the operator L were positive definite, then global solutions (for small f) could be con-
structed “easily” for (1.26). However, L is only semi-positive
〈Lf, f〉 & ‖{I −P}f‖2ν , (1.27)
where ‖ · ‖ν is the ν-weighted L2 norm. The kernel (the hydrodynamic part) is given by
Pf ≡ {af (t, x) + v · bf (t, x) + (|v|
2 − 3)
2
cf (t, x)}√µ. (1.28)
Note that we use slight different definitions of af (t, x) and cf (t, x) from [19] to capture the
crucial total mass constraint. The so-called ‘hydrodynamic part’ of f , Pf , is the L2v-projection
on the kernel of L, for every given x. The novelty of such energy method is to show that L is
indeed positive definite for small solutions f to the nonlinear Boltzmann equation (1.26). The
key macroscopic equations for ξf = (af , bf , cf ) connect Pf and {I −P}f via the Boltzmann
equation as in page 621 of [19]:
∆ξf ∼ ∂2{I−P}f + higher order terms, (1.29)
where ∂2 denotes some second order differential operator in [19]. Such hidden ellipticity in
Hk (k ≥ 1) implies that the hydrodynamic part Pf , missing from the lower bound of L, can
be controlled via the microscopic part {I − P}f , so that L can control the full ‖f‖2ν from
(1.27). Such nonlinear energy framework has led to resolutions to several open problems in
the Boltzmann theory [19, 20, 25].
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It should be noted that all of these results deal with idealized periodic domains, in which
the solutions can remain smooth in Hk for k ≥ 1. Of course, a gas is usually confined within
a container, and its interaction with the boundary plays a crucial role both from physical
and mathematical view points. Mathematically speaking, the phase boundary ∂Ω × R3 is
always characteristic but not uniformly characteristic at the grazing set γ0 = {(x, v) : x ∈
∂Ω, and v · n(x) = 0}. In particular, many of the natural physical boundary conditions
create singularities in general domains ([22, 26]), for which the high Sobolev estimates break
down in the crucial elliptic estimates (1.29). Discontinuities are expected to be created at the
boundary, and then propagate inside a non-convex domain. Therefore completely new tools
need to be developed.
A new L2–L∞ framework is developed in [22] (see [21] for a short summary of the method)
to resolve such a difficulty in the Boltzmann theory, which leads to resolution of asymptotic
stability of Maxwellians for specular reflection in an analytic and convex domain, and for
diffuse reflection (with uniform temperature!) in general domains (no convexity is needed).
We remark that the non-convex domains occur naturally for non-isothermal boundary (e.g.
two non flat separated boundaries). Furthermore, the solutions to the boundary problems
are shown to be continuous if the domain Ω is strictly convex. Different L2 − L∞ methods
have been used in [2, 3, 5, 16, 17] in particular geometries.
The new L2 − L∞ framework introduced in [22] has two parts:
L2 Positivity: Assume the wall temperature θ is constant in (1.5). It suffices to establish
the following finite-time estimate∫ 1
0
‖Pg(s)‖2νds .
{∫ 1
0
‖{I −P}g(s)‖2ν + boundary contributions
}
. (1.30)
The natural attempt is to establish L2 estimate for ξf from the macroscopic equation (1.29).
However, this is very challenging due to the fact that only f has trace in the sense of Green’s
identity (Lemma 2.2), neither Pf nor {I − P}f even make sense on the boundary of a
general domain. Instead, the proof of (1.30) given in [22] is based on a delicate contradiction
argument because it is difficult to estimate Pf via {I − P}f directly in a L2 setting in the
elliptic equation (1.29), in the presence of boundary conditions. The heart of this argument,
lies in an exact computation of Pf which leads to the contradiction. As a result, such an
indirect method fails to provide a constructive estimate of (1.30) with explicit constants.
L∞ Bound: The method of characteristics can bootstrap the L2 bound into a point-wise
bound to close the nonlinear estimate. Let U(t) be the semigroup generated by v · ∇x + L
and G(t) the semigroup generated by v · ∇x + ν, with the prescribed boundary conditions.
By two iterations, one can establish:
U(t) = G(t) +
∫ t
0
G(t− s1)KG(s1)ds1 +
∫ t
0
∫ s1
0
G(t− s1)KG(s1 − s)KU(s)dsds1. (1.31)
From the compactness property of K, the main contribution in (1.31) is roughly∫ t
0
∫ s1
0
∫
v′,v′′bounded
|f(s,Xcl(s; s1,Xcl(s1; t, x, v), v′), v′′)|dv′dv′′dsds1. (1.32)
where Xcl(s; t, x, v) denotes the generalized characteristics associated with specific boundary
condition. A change of variable from v′ to Xcl(·) would transform the v′ and v′′-integration
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in (1.32) into x and v integral of f , which decays from the L2 theory. The key is to check if
det
{
Xcl(s; s1,Xcl(s1; t, x, v), v
′)
dv′
}
6= 0. (1.33)
is valid. Without boundary, Xcl(s; s1,X(s1; t, x, v), v
′) is simply x − (t − s1)v − (s1 − s)v′,
and det
{
Xcl(·)
dv′
}
6= 0 most of the time. For specular or diffuse reflections, each type of
characteristic trajectoriesXcl repeatedly interact with the boundary. To justify (1.33), various
delicate arguments were invented to overcome different difficulties, and analytic boundary and
convexity are needed for the specular case.
Since its inception, this new L2−L∞ approach has already led to new results in the study
of relativistic Boltzmann equation [34], in hydrodynamic limits of the Boltzmann theory([23]
[24] [33]), in stability in the presence of a large external field ([15] [27]).
Our current study of non-isothermal boundary (θ is non-uniform) is naturally based on
such a L2 −L∞ framework. The main new difficulty in contrast to [22], however, is that the
presence of a non-constant temperature creates non-homogeneous terms in both the linear
Boltzmann (steady and unsteady) as well as in the boundary condition, so that the exact
computation, crucial to the L2 estimate (1.30), breaks down, and the L2 − L∞ scheme [22]
collapses.
The main technical advance in this paper is the development of a direct (constructive)
and robust approach to establish (1.30) in the presence of a non-uniform temperature diffuse
boundary condition (0.2). Instead of using these macrosopic equations (e.g. (1.29)), whose
own meaning is doubtful in a bounded domain, we resort to the basic Green’s identity for the
transport equation and choose proper test functions to recover ellipticity estimates for a, b, c
and hence Pf directly. In light of the energy identity, {1−Pγ}f is controlled at the boundary
γ+, but not Pγf in (1.16). The essence of the method is to choose a test function which can
eliminate the Pγf contribution at the boundary, and to control the a, b, c component of Pf
respectively in the bulk at the same time. The choice of the test function for c is rather direct:
we set
ψc = (|v|2 − βc)√µv · ∇xφc(x),
for some constant βc to be determined, with −∆φc = c and φc = 0 on ∂Ω. On the other
hand, the test function for b is rather delicate. In fact, two different sets of test functions
have to be constructed:
(v2i − βb)
√
µ∂jφ
j
b, i, j = 1, ...d,
|v|2vivj√µ∂jφib, i 6= j,
with −∆φjb = bj and φjb = 0 on ∂Ω. In particular, a unique constant βc can be chosen to
deduce the estimates for b, thanks to the special structure of the transport equation and the
diffuse boundary condition. The choice of the test function for a requires special attention. It
turns out that in order to eliminate the contribution Pγf , we need to choose the test function
(|v|2 − βa)v · ∇xφa√µ,
with −∆φa = a and Neumann boundary condition
∂
∂n
φa = 0 on ∂Ω.
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This is only possible if the total mass of f is zero, i.e.,∫∫
Ω×R3
f(x, v)
√
µdxdv ≡
√
2π
∫
Ω
a(x)dx = 0. (1.34)
This illustrates the importance of the mass constraint, which unfortunately is not valid for
the steady problem (0.1) and (0.2). So we are forced to use a penalization procedure (see
below) to deal with it. The key lemma which delivers the basic estimates is Lemma 3.4.
Furthermore, in the dynamical case, also the time derivatives ∂tφc, ∂tφ
j
b and ∂tφa need to
be controlled in negative Sobolev spaces. This is possible due to the special structure of the
Boltzmann equation as well as the diffuse boundary condition. Once again, the total mass
zero condition (1.34) is essential. This is the key to prove the crucial Lemma 6.2. Even though
this new unified procedure can be viewed as a ‘weak version’ of the macroscopic equations
(1.29), the estimates we obtain via this approach are more general. For instance, the (1.29)
was only valid for dimension ≥ 2, but the new estimates are valid for any dimension. There
seems to be a very rich structure in the linear Boltzmann equation.
To bootstrap such a L2 estimate into a L∞ estimate, we define the stochastic cycles for
the generalized characteristic lines interacting with the boundary:
Definition 1.6 (Stochastic Cycles) Fixed any point (t, x, v) with (x, v) /∈ γ0, let (t0, x0, v¯0)
= (t, x, v¯). For v¯k+1such that v¯k+1 ·n(xk+1) > 0, define the (k+1)-component of the back-time
cycle as
(tk+1, xk+1, v¯k+1) = (tk − tb(xk, v¯k), xb(xk, v¯k), v¯k+1). (1.35)
Set
Xcl(s; t, x, v¯) =
∑
k
1[tk+1,tk)(s){xk + (s − tk)v¯k},
V¯cl(s; t, x, v¯) =
∑
k
1[tk+1,tk)(s)v¯k, Vcl(s; t, x, v¯) = (V¯cl(s; t, x, v¯), vˆ).
Define Vk+1 = {v ∈ R3 | v¯ ·n(xk+1) > 0}, and let the iterated integral for k ≥ 2 be defined as∫
Πk−1j=1Vj
. . .Πk−1j=1dσj ≡
∫
V1
. . .
{∫
Vk−1
dσk−1
}
dσ1, (1.36)
where dσj = µ(v)(n(xj) · v¯)dv is a probability measure.
We note that the v¯j ’s (j = 1, 2, ...) are all independent variables, and tk, xk depend on
tj, xj , v¯j for j ≤ k−1. However, the phase space Vj implicitly depends on (t, x, v¯, v¯1, v¯2, ...v¯j−1).
Our method is to use the Vidav’s two iterations argument([37]) and estimate the L∞-norm
along these stochastic cycles with corresponding phase spaces Πk−1j=1Vj. The key is to esti-
mate measures of various sets in Πk−1j=1Vj in Lemma 4.2. We designed an abstract and unified
iteration (4.8), which is suitable for both steady and unsteady cases. New precise estimate
(4.16) of non-homogeneous terms resulting from the non-constant temperature are obtained
in Prop. 4.1. Based on a delicate change of variables in Lemma 2.3, such an estimate is
crucial in the proof of formation of singularity for a non-convex domain in Theorem 1.1.
In order to keep the mass zero condition and to start iterating scheme, it is essential to
introduce a penalization ε to solve the problem
εf l+1 + v · ∇xf l+1 + Lf l+1 = Γ(f l, f l).
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The presence of ε ensures the critical zero mass condition (1.34). It is important to note that
our L∞ estimate are intertwined with L2 at every step of the approximations, which ensures
the preservation of the continuity for a convex domain. The continuity properties of our final
solutions follows from the L∞ limit at every step. Moreover, the proof of continuity away
from the singular set D in (1.11) in a general domain is consequence of a delicate result for
Qgain in [26].
To illustrate the subtle nature of our construction, we remark that for the natural positivi-
ty-preserving scheme:
εf l+1 + v · ∇xf l+1 + νf l+1 −Kf l = Γgain(f l, f l)− Γloss(f l, f l+1) (1.37)
F l+1 = µθ(x, v)
∫
n(x)·v′>0
F l{n(x) · v′}dv′,
we are unable to prove the convergence, due to breakdown of Lf l+1, whence the mass zero
constraint (1.34) fails to be satisfied. Consequently, we are unable to prove Fs ≥ 0 in our
construction. Such a positivity is only proven via the dynamical asymptotic stability of Fs,
in which the initial positivity plus the choice of a small time interval are crucial to guarantee
the convergence of the analog of (1.37) in the dynamical setting.
Our estimates are robust and allow us to expand our steady state Fs in terms of δ, the
magnitude of the perturbation. This leads to the first order precise characterization of Fs by
f1, which satisfies (1.19).
It should be pointed out the our rather complete study of the non-isothermal boundary
for the Boltzmann theory for δ ≪ 1 forms a mathematically solid foundation for influential
work in applied physics and engineering such as in [31][32], where the existence of such
steady solutions to the Boltzmann equation is a starting point, but without mathematical
justification. We expect our solutions as well as our new estimates would lead to many new
developments along this direction.
The plan of the paper is the following. In next section we present some background
material and in particular a version of the Ukai Trace Theorem and the Green identity as well
as a new L1 estimate at the boundary in Lemma 2.3. Section 3 is devoted to the construction
of L2 solutions to the stationary linearized problem. In particular, we prove Lemma 3.4 which
provides the basic estimate of the L2 norms of Pf in terms of the L2 norm of (I −P)f . In
Section 4, after introducing an abstract iteration scheme suitable for proving L∞ bounds, we
prove, in Proposition 4.1, the existence of the solution to the linearized problem in L∞ and
related bounds. In Section 5 we combine the results of the previous sections to construct
the stationary solution to the Boltzmann equation and discuss its regularity properties. In
particular, we give the proof of the δ-expansion and use it to establish a necessary condition for
the validity of the Fourier law. In Section 6 we extend the L2 estimates to the time dependent
problem. Section 7 contains the extension of the L∞ estimates to the time dependent problem
and the proof of the exponential asymptotic stability of the stationary solution. From this
we then obtain its positivity.
2 Background
In this section we state basic preliminaries. First we shall clarify the notations of functional
spaces and norms: we use ‖·‖p for both of the Lp(Ω×R3) norm and the Lp(Ω) norm, and ( · , · )
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for the standard L2(Ω×R3) inner product. Moreover we denote ‖·‖ν ≡ ‖ν1/2 ·‖2 and ‖f‖Hk =
‖f‖2 +
∑k
i=1 ‖∇ixf‖2. For the phase boundary integration, we define dγ = |n(x) · v|dS(x)dv
where dS(x) is the surface measure and define |f |pp =
∫
γ |f(x, v)|pdγ ≡
∫
γ |f(x, v)|p and the
corresponding space as Lp(∂Ω × R3; dγ) = Lp(∂Ω × R3). Further |f |p,± = |f1γ± |p and
|f |∞,± = |f1γ± |∞. We also use |f |pp =
∫
∂Ω |f(x)|pdS(x) ≡
∫
∂Ω |f(x)|p. Denote f± = fγ± .
Recall that x ∈ Ω ⊂ Rd for d = 1, 2, 3, and v ∈ R3. For A ∈ Rd, the notation v · A means∑d
i=1 viAi.
In the next lemma, we prove that the trace of f is well-defined locally for a certain class
of f :
Lemma 2.1 (Ukai Trace Theorem) Define
γε ≡ {(x, v) ∈ γ : |n(x) · v| ≥ ε, |v| ≤ 1
ε
}. (2.1)
Then
|f1γε |1 .ε,Ω ‖f‖1 + ‖{v · ∇x}f‖1, (steady)∫ t
s
|f1γε(τ)|1dτ .ε,Ω
∫ t
s
‖f(τ)‖1dτ +
∫ t
s
‖{∂t + v · ∇x}f(τ)‖1dτ,
(dynamic)
for all 0 ≤ s ≤ t.
Proof. Recall the notation (1.8) and the definition of backward exit time tb(x, v) = tb(x, v¯)
and xb(x, v) = xb(x, v¯) = x− tb(x, v¯)v¯ ∈ ∂Ω in (1.9).
In the steady case, from [10], page 247, we have the following identity:∫∫
Ω×R3
f(x, v)dxdv =
∫
γ+
∫ 0
tb(x,v)
f(x− sv¯, v)dsdγ
+
∫
γ−
∫ tb(x,−v)
0
f(x+ sv¯, v)dsdγ.
Assume ‖f‖1, ‖{v · ∇x}f‖1 < ∞. Then f(x+ sv¯, v) is an absolutely continuous function of
s for fixed (x, v), so that, by the fundamental theorem of calculus
f(x, v) = f(x− s′v¯, v) +
∫ 0
−s′
v · ∇xf(x+ τ v¯, v)dτ
for (s′, x, v) ∈ [0, tb(x, v)] × γ+,
f(x, v) = f(x+ s′v¯, v) +
∫ s′
0
v · ∇xf(x+ τ v¯, v)dτ
for (s′, x, v) ∈ [0, tb(x,−v)] × γ−,
and therefore, for both cases,
|f(x, v)| ≤ |f(x− s′v¯, v)|+
∫ 0
tb(x,v)
|v · ∇xf(x− τ v¯, v)|dτ, (2.2)
|f(x, v)| ≤ |f(x+ s′v¯, v)|+
∫ tb(x,−v)
0
|v · ∇xf(x+ τ v¯, v)|dτ. (2.3)
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On the other hand, for x ∈ ∂Ω assume that ∂Ω is locally parameterized by ξ : {y ∈ Rd :
|x− y| < δ} → R so that
sup
y∈∂Ω
|x−y|<δ
|(x− y) · n(x)|
|x− y|2 ≤ maxy∈∂Ω
|x−y|<δ
|∇2xξ(y)|.
By the compactness of Ω (and ∂Ω), uniformly in x, we have |(x− y) · n(x)| ≤ CΩ|x− y|2 for
all y ∈ ∂Ω. Taking inner product of x− xb(x, v) = tb(x, v)v¯ with n(x), we get
tb(x, v)|v · n(x)| = |(x− xb(x, v)) · n(x)| ≤ CΩ|x− xb(x, v)|2 = CΩ|v|2|tb(x, v)|2.
Therefore we deduce
tb(x, v) ≥ |n(x) · v|
CΩ|v|2 . (2.4)
If (x, v) ∈ γε ∩ γ+ or (x, v) ∈ γε ∩ γ− then, by the definition of γε and (40) in [22],
min{tb(x, v), tb(x,−v)} ≥ |n(x) · v|
CΩ|v|2 ≥ C
−1
Ω ε
3.
First we integrate (2.2), for (x, v) ∈ γε∩γ+, and then for s′ ∈ [0, tb(x, v)]. Similarly integrate
(2.3), for (x, v) ∈ γε ∩ γ−, and then for s′ ∈ [0, tb(x,−v)] to have
C−1Ω ε
3|f1γε |1 ≤ C {‖f‖1 + ‖v · ∇xf‖1} .
In the dynamic case, from [10] in page 247, we have the following identity :∫∫∫
[0,t]×Ω×R3
f(s, x, v)dsdxdv =
∫
γ+
∫ t
max{0,t−tb(x,v)}
f(s, x− (t− s)v¯, v)dsdγ
+
∫
γ−
∫ min{t,tb(x,−v)}
0
f(s, x+ sv¯, v)dsdγ. (2.5)
Assume again ‖f‖1, ‖{∂t + v · ∇x}f‖1 <∞. Tthen f(s, x+ sv¯, v) is absolutely continuous of
s for fixed x, v, so that, by the fundamental theorem of calculus
f(s, x, v) = f(s− s′, x− s′v¯, v) +
∫ s
s−s′
v · ∇xf(τ, x− (s− τ)v¯, v)dτ
for (s, s′, x, v) ∈ [0, t] × [max{0, s − tb(x, v)}, s] × γ+,
f(s, x, v) = f(s+ s′, x+ s′v¯, v) +
∫ s+s′
s
v · ∇xf(τ, x+ τ v¯, v)dτ
for (s, s′, x, v) ∈ [0, t] × [0,min{t− s, tb(x,−v)}] × γ−,
and hence, for both cases,
|f(s, x, v)| ≤ |f(s− s′, x− s′v¯, v)| +
∫ s
s−s′
|v · ∇xf(τ, x− (s− τ)v¯, v)|dτ,
|f(s, x, v)| ≤ |f(s+ s′, x+ s′v¯, v)| +
∫ s+s′
s
|v · ∇xf(τ, x+ τ v¯, v)|dτ.
Then the rest part of proof is exactly the same as in the steady case.
The following Green’s identities are important in this paper.
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Lemma 2.2 For the steady case, assume that f(x, v), g(x, v) ∈ L2(Ω×R3), v ·∇xf, v ·∇xg ∈
L2(Ω ×R3) and fγ , gγ ∈ L2(∂Ω ×R3). Then∫∫
Ω×R3
{v · ∇xf}g + {v · ∇xg}f dvdx =
∫
γ
fgdγ. (2.6)
For the dynamic case, assume that f(t, x, v), g(t, x, v) ∈ L∞([0, T ];L2(Ω×R3)), ∂tf+v ·∇xf ,
∂tg + v · ∇xg ∈ L2([0, T ] × Ω ×R3) and fγ, gγ ∈ L2([0, T ] × ∂Ω ×R3). Then, for almost all
t, s ∈ [0, T ], ∫ t
s
∫∫
Ω×R3
{∂tf + v · ∇xf}g dvdx +
∫ t
s
∫∫
Ω×R3
{∂tg + v · ∇xg}f dvdx
=
∫∫
Ω×R3
f(t)g(t)dvdx −
∫∫
Ω×R3
f(s)g(s)dvdx +
∫ t
s
∫
γ
fgdγdτ. (2.7)
Proof. See the proof in Chapter 9 of [10].
Lemma 2.3 Let Ω ⊂ Rd and recall the notation (1.8). If
v¯ · n(xb(x, v¯)) < 0,
then tb(x, v¯) and xb(x, v¯) are smooth functions of (x, v¯) so that
∇xtb = n(xb)
v¯ · n(xb) , ∇v¯tb = −
tbn(xb)
v¯ · n(xb) , (2.8)
∇xxb = I −∇xtb ⊗ v, ∇v¯xb = −tbI −∇v¯tb ⊗ v.
For d = 2, 3, if x ∈ ∂Ω∫
Sd−1
|f(x− tb(x, u)u||n(x) · u|du .
∫
∂Ω
|f(y)|dS(y), (2.9)
and if x ∈ Ω and {y ∈ Rd : |x− y| < ǫ|} ∩ ∂Ω = ∅∫
Sd−1
|f(x− tb(x, u)u)|du .ǫ
∫
∂Ω
|f(y)|dS(y), (2.10)
Proof. Assume that ∂Ω is locally parameterized by ξ : Rd → R and Ω is locally {x ∈ Rd :
ξ(x) < 0} so that
ξ(xb(t, x, v¯)) = ξ(x− tb(x, v¯)v¯) = 0.
By the implicit function theorem, taking xj and v¯j derivative respectively,
∂jξ −
d∑
k=1
∂kξ
∂tb
∂xj
v¯k = 0, so that
∂tb
∂xj
=
nj(xb)
v¯ · n(xb) ,
∂jξtb +
d∑
k=1
∂kξ
∂tb
∂v¯j
v¯k = 0, so that
∂tb
∂v¯j
= −tb nj(xb)
v¯ · n(xb) .
We then have
∂(xb)i
∂xj
= δij − v¯inj(xb)
v¯ · n(xb) ,
∂(xb)i
∂v¯j
= −tb
{
δij − v¯inj(xb)
v¯ · n(xb)
}
.
15
Now we prove (2.9) for d = 3. Without loss of generality we may assume that ∂3ξ(xb) 6= 0.
Using the spherical coordinates, u = (sin θ cosφ, sin θ sinφ, cos θ) ∈ S2 and
ξ(x1 − tb(x, u) sin θ cosφ, x2 − tb(x, u) sin θ cosφ, x3 − tb(x, u) cos θ) = 0.
By the implicit function theorem we compute
∂
∂θ
tb(x, u(θ, φ)) = −tb(x, u(θ, φ))− sin θ + ∂1ξ(xb) cos θ cosφ+ ∂2ξ(xb) cos θ sinφ
u(θ, φ) · n(xb)|∇xξ(xb)| ,
∂
∂φ
tb(x, u(θ, φ)) = tb(x, u(θ, φ))
∂1ξ(xb) sin θ sinφ− ∂2ξ(xb) sin θ cosφ
u(θ, φ) · n(xb)|∇xξ(xb)| .
Since the Jacobian matrix is
Jac
{
∂((xb)1, (xb)2)
∂(θ, φ)
}
=
(
−∂tb∂θ sin θ cosφ− tb cos θ cosφ −∂tb∂φ sin θ cosφ+ tb sin θ sinφ
−∂tb∂θ sin θ sinφ− tb cos θ sinφ −∂tb∂φ sin θ sinφ− tb sin θ cosφ
)
,
we have
det
(
∂((xb)1, (xb)2)
∂(θ, φ)
)
≥ (tb)
2 sin θ|∂3ξ(xb)|
|n(xb) · u||∇ξ(xb)| , (2.11)
and hence ∫
u∈S2,u′∼u
|f(x− tb(x, u′)u′)||n(x) · u′|du′
≤
∫∫
θ′∈[0,π),φ′∈[0,2π)
(θ′,φ′)∼(θ,φ)
|f(x− tb(x, u′)u′)||n(x) · u′| sin θ′dφ′dθ′, (2.12)
where u′ = (sin θ′ cosφ′, sin θ′ sinφ′, cos θ′). Now we apply a change of variables
(θ′, φ′) 7→ ((xb(x, u′))1, (xb(x, u′))2) ≡ ((x′b)1, (x′b)2), (2.13)
and use (2.11) to further bound (2.12) as∫∫
(x′
b
)1∼(xb)1
(x′
b
)2∼(xb)2
|f(x′b)|
|n(x) · u(x′
b
)||n(x′
b
) · u(x′
b
)|
|tb(x, u(x′b))|2
|∇ξ(x′
b
)|
|∂3ξ(x′b)|
d(x′b)1d(x
′
b)2. (2.14)
Notice the surface measure of ∂Ω is dS =
|∇ξ(x′
b
)|
|∂3ξ(x′b)|
d(x′b)1d(x
′
b)2 if ∂3ξ(x
′
b
) 6= 0. Denote
u(x′
b
) ≡ x− x
′
b
|x− x′
b
| and we use (2.4) as
tb(x, u(x
′
b)) &Ω |n(x) · u(x′b)|, tb(x, u(x′b)) &Ω |n(x′b) · u(x′b)|,
to bound (2.14) by ∫∫
y∈S2,y∼xb
|f(y)|dS(y).
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For d = 2, using u = (cos θ, sin θ) if ∂2ξ(xb) 6= 0 we can compute
∂
∂θ
tb(x, u(θ)) = tb(x, u(θ))
n(xb) · (sin θ,− cos θ)
n(xb) · u(θ) ,
and
det
(
∂(xb)1
∂θ
)
≥ tb(x, u(θ))|∂2ξ(xb)||n(xb) · u(θ)||∇ξ(xb)| . (2.15)
The rest of proof of (2.9) is same (even simpler!) as the d = 3 case.
For (2.10), since there is a lower bound for tb(x, u) ≥ ǫ for {|x − y| < ǫ} ∩ ∂Ω = ∅ and
u ∈ Sd−1, using (2.11) and (2.15), it is easy to prove (2.10).
3 L2 Estimate
The main purpose of this section is to prove the following:
Proposition 3.1 Assume∫∫
Ω×R3
g(x, v)
√
µ dxdv = 0,
∫
γ−
r
√
µdγ = 0. (3.1)
Then there exists a unique solution to
v · ∇xf + Lf = g, f− = Pγf + r, (3.2)
such that
∫∫
Ω×R3 f
√
µ dxdv = 0 and
‖f‖ν + |f |2 . ‖g‖2 + |r|2.
For the proof of Proposition 3.1 we need several lemmas. We start with the simple transport
equation with a penalization term:
Lemma 3.2 For any ε > 0, there exists a unique solution to
εf + v · ∇xf = g, f− = r,
so that
‖f‖2 + |f |2 .ε ‖g‖2 + |r|2,
‖〈v〉βeζ|v|2f‖∞ + |〈v〉βeζ|v|2f |∞ .ε ‖〈v〉βeζ|v|2g‖∞ + |〈v〉βeζ|v|2r|∞,
for all β ≥ 0, ζ ≥ 0. Moreover if g and r are continuous away from the grazing set γ0, then
f is continuous away from D. In particular, if Ω is convex then D = γ0.
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Proof. The existence of f and L∞-bound follow from integration along the characteristic
lines of dxds = v¯ ∈ Rd, and dvds = 0 (Recall (1.8) for notations). More precisely, setting
h(x, v) = 〈v〉βeζ|v|2f(x, v), the integrated form of the equation for h is:
h(x, v) = 1t>tb(x,v)
{
h(x− tv¯, v)e−εt
+
∫ t
0
〈v〉βeζ|v|2g(x − (t− s)v¯, v)e−ε(t−s)ds
}
+1t≤tb(x,v)
{
〈v〉βeζ|v|2r(x− tv¯, v)e−εt
+
∫ t
t−tb(x,v)
〈v〉βeζ|v|2g(x− (t− s)v¯, v)e−ε(t−s)ds
}
,
where tb(x, v) is defined in (1.9). We prove the L
∞−bound by choosing a large t = t(ε) such
that
|h(x, v)| . 1
2
{‖h‖∞ + |h|∞}+ ‖〈v〉βeζ|v|2r‖∞ + ε−1‖〈v〉βeζ|v|2g‖∞.
In order to prove the continuity, let (x, v) ∈ Ω × R3\D. Then by the definition of D,
n(xb(x, v)) · v < 0 and hence tb(x, v) is smooth by Lemma 2.3. Therefore, if g and r are
continuous, f(x, v) is continuous at (x, v) ∈ Ω¯×R3\D.
Suppose now that Ω is convex. In order to show that D = γ0, since D ⊃ γ0 is true
for any Ω, it suffices to show that D ⊂ γ0. Since Ω is convex tb(x, v) = 0 = tb(x,−v) for
x ∈ ∂Ω, v 6= 0. Therefore γS0 = ∂Ω × {0}. Hence, if (xb(x, v), v) ∈ γS0 then v = 0 and
xb(x, 0) = x ∈ ∂Ω and (x, v) ∈ γS0 .
The L2-estimate and the uniqueness follow from Green’s formula, since ‖f‖2 . ‖〈v〉βeζ|v|2f‖∞.
In next lemma we add to the penalized transport equation a suitably cut-offed linearized
Boltzmann operator. Moreover we include a reduced diffuse reflection boundary condition,
with the purpose of setting up a contracting map argument. We have
Lemma 3.3 For any ε > 0, m > 0, and for any integer j > 0, there exists a unique solution
to
εf + v · ∇xf + Lmf = g, f− = (1− 1
j
)Pγf + r, (3.3)
with Lm the linearized Boltzmann operator corresponding to the cut-offed cross section Bm =
min{B,m}. Moreover, uniformly in j, we have
‖f‖ν + |f |2 .ε,m ‖g‖2 + |r|2.
Finally the limit f as j →∞ of the sequence {f j} exists and solves uniquely
εf + v · ∇xf + Lmf = g, f− = Pγf + r. (3.4)
Proof. Denote Lm = νm − Km. For any j, we apply Lemma 3.2 to the following double-
iteration in both j and ℓ:
εf ℓ+1 + v · ∇xf ℓ+1 + νmf ℓ+1 −Kmf ℓ = g, (3.5)
f ℓ+1− = (1−
1
j
)Pγf
ℓ + r,
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with f0 = 0.
Step 1. We first fix m and j and take ℓ→∞.
From Green’s identity,
ε‖f ℓ+1‖22 +
1
2
|f ℓ+1|22,+ + ‖f ℓ+1‖2νm
= (Kmf
ℓ, f ℓ+1) +
1
2
|(1 − 1
j
)Pγf
ℓ + r|22,− + (f ℓ+1, g).
From (Km(f
ℓ + f ℓ+1), f ℓ + f ℓ+1) ≤ (νm(f ℓ + f ℓ+1), f ℓ + f ℓ+1), we deduce
(Kmf
ℓ, f ℓ+1) ≤ (νmf ℓ, f ℓ+1).
Moreover, there is Cj such that
|(1− 1
j
)Pγf
ℓ + r|22,− ≤ |(1−
1
j
)Pγf
ℓ|22,− +
1
2j2
|Pγf ℓ|22,− + Cj|r|22. (3.6)
We derive from |Pγf ℓ|22,− ≤ |f ℓ|22,+ and ‖ · ‖2 ≥ 1m‖ · ‖νm,{ ε
m
+ 1
}
‖f ℓ+1‖2νm +
1
2
|f ℓ+1|22,+ ≤
1
2
‖f ℓ‖2νm +
1
2
‖f ℓ+1‖2νm
+
1
2
(1− 2
j
+
3
2j2
)|f ℓ|22,+ +
1
2
Cj|r|22 +
ε
2m
‖f ℓ+1‖2νm + 4ε−1‖g‖22.
Since ε2m + 1− 12 > 12 and 1− 2j + 32j2 < 1, by iteration over ℓ, for some ηε,m,j < 1,
‖f ℓ+1‖2νm + |f ℓ+1|22,+ ≤ ηε,m,j{‖f ℓ‖2νm + |f ℓ|22,+}+ Cε,m,j{|r|22 + ‖g‖22}.
Taking the difference of f ℓ+1− f ℓ we conclude that f ℓ is a Cauchy sequence. We take ℓ→∞
to obtain f j as a solution to the equation
εf j + v · ∇xf j + Lmf j = g, f j− = (1−
1
j
)Pγf
j + r. (3.7)
Step 2. We take j →∞ for f j.
By Green’s identity we obtain uniformly in j,
ε‖f j‖22 + (Lmf j, f j) +
1
2
|f j |22,+ −
1
2
|Pγf j + r|22,− =
∫
f jg.
We rewrite for any η > 0
1
2
|Pγf j + r|22,− =
1
2
|Pγf j|22,− +
1
2
|r|22 +
∫
γ−
Pγf
j r dγ
≤ 1
2
|Pγf j|22,− +Cη|r|22 + η|Pγf j|22,−, (3.8)
so that from
∫
f jg ≤ ε2‖f j‖22 + Cε‖g‖22 and from the spectral gap of Lm, we have
ε
2
‖f j‖22 + ‖(I −P)f j‖2νm +
1
2
|(1− Pγ)f j|22,+ ≤ Cη,ε{|r|22 + ‖g‖22}+ η|Pγf j|22,−. (3.9)
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But from the equation we have
v · ∇x[f j]2 = −2ε[f j]2 − 2f jLm(I−P)f j + 2f jg.
Taking absolute value and integrating on Ω×R3, from (3.9) we have
‖v · ∇x(f j)2‖1 ≤ Cε{‖f j‖22 + ‖(I−P)f j‖2νm + ‖g‖22}
≤ Cη,ε{|r|22 + ‖g‖22}+ ηCε|Pγf j|22,−.
Hence, by Lemma 2.1, for any γε
′
in (2.1) away from γ0, we have
|f j 1γε′ |22 ≤ Cε,η,ε′{|r|22 + ‖g‖22}+ ηCε,ε′ |Pγf j|22,−. (3.10)
From (1.16) we can write Pγf
j = zγ(x)
√
µ for a suitable function zγ(x) and, from |Pγf j1γε′ |2 .
|f j 1γε′ |2 < +∞, for ε′ small
|Pγf j 1γε′ |22 =
∫
∂Ω
|zγ(x)|2
∫
|n(x)·v|≥ε′,|v|≤ 1
ε′
µ(v)|v · n(x)|dvdx
≥
∫
∂Ω
|zγ(x)|2dx× 1
2
∫
R3
µ(v)|v · n(x)|dv
=
1
2
|Pγf j|22, (3.11)
where we used the fact∫
|n(x)·v|≤ε′
µ(v)|n(x) · v|dv ≤
∫ ε′
−ε′
e
−v2
‖ |v‖|dv‖
∫
R2
e−|v⊥|
2/2dv⊥ ≤ Cε′, (3.12)∫
|v|≥1/ε′
µ(v)|n(x) · v|dv ≤ Cε′.
Therefore we conclude
1
2
|Pγf j|22 − |(1− Pγ)f j|22,+ ≤ |Pγf j1γε′ |22 − |(1− Pγ)f j1γε′ |22,+ (3.13)
. |f j1γε′ |22
≤ Cε,η,ε′{|r|22 + ‖g‖22}+ ηCε,ε′ |Pγf j|22,−.
Adding 4× (3.9) to (3.13), we obtain:
2ε‖f j‖22 + |(1− Pγ)f j|22,+ + 4‖(I −P)f j‖2νm +
1
2
|Pγf j|22
≤ Cε,η{|r|22 + ‖g‖22}+ η(1 +Cε,ε′)|Pγf j|22,−.
Choosing η small and taking the weak limit j →∞, we complete the proof of the lemma.
Next lemma states the crucial L2 bound for Pf . It will provide uniform in ε estimates
which allow to take the limit ε→ 0 in (3.4).
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Lemma 3.4 Let f be a solution, in the sense of (3.15) below, to
v · ∇xf + Lf = g, f− = Pγf + r, (3.14)
with ∫∫
Ω×R3
f
√
µdxdv =
∫∫
Ω×R3
g
√
µdxdv =
∫
γ−
r
√
µdγ = 0,
then we have
‖Pf‖2ν . ‖(I −P)f‖2ν + ‖g‖22 + |(1− Pγ)f |22,+ + |r|22.
Proof. The Green’s identity (2.6) provides the following weak version of (3.14):∫
γ
ψfdγ −
∫∫
Ω×R3
v · ∇xψf = −
∫∫
Ω×R3
ψL(I −P)f +
∫∫
Ω×R3
ψg. (3.15)
Recall that Pf = {a+v ·b+c[ |v|22 − 32 ]}
√
µ on Ω×R3. The key of the proof is to choose suitable
H1 test functions ψ to estimate a, b and c in (3.22), (3.29), (3.34), (3.42) thus concluding the
proof of Proposition 3.1.
Step 1. Estimate of c
To estimate c, we first choose the test function
ψ = ψc ≡ (|v|2 − βc)√µv · ∇xφc(x), (3.16)
where
−∆xφc(x) = c(x), φc|∂Ω = 0,
and βc is a constant to be determined. From the standard elliptic estimate, we have
‖φc‖H2 . ‖c‖2.
With the choice (3.16), the right hand side of (3.15) is bounded by
‖c‖2
{‖(I −P)f‖2 + ‖g‖2}. (3.17)
We have
v · ∇xψc =
d∑
i,j=1
(|v|2 − βc)vi√µvj∂ijφc(x),
so that the left hand side of (3.15) takes the form, for i = 1, · · · , d,∫
∂Ω×R3
(n(x) · v)(|v|2 − βc)√µ
d∑
i=1
vi∂iφcf
−
∫∫
Ω×R3
(|v|2 − βc)√µ
{ d∑
i,j=1
vivk∂ijφc
}
f. (3.18)
We decompose
fγ = Pγf + 1γ+(1− Pγ)f + 1γ−r, on γ, (3.19)
f =
{
a+ v · b+ c[ |v|
2
2
− 3
2
]
}√
µ+ (I −P)f, on Ω×R3. (3.20)
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We shall choose βc so that, for all i∫
(|v|2 − βc)v2i µ(v)dv = 0. (3.21)
Since µ = 12πe
− |v|2
2 the desired value of βc is βc = 5. Because of the choice of βc, there is no
a contribution in the bulk and no Pγf contribution at the boundary in (3.18).
Therefore, substituting (3.19) and (3.20) into (3.18), since the b terms and the off-diagonal
c terms also vanish by oddness in v in the bulk, the left hand side of (3.15) becomes
d∑
i=1
∫
γ
(|v|2 − βc)vi2ni√µ∂iφc[(1− Pγ)f1γ+ + r1γ− ]
−
d∑
i=1
∫
R3
(|v|2 − βc)v2i (
|v|2
2
− 3
2
)µ(v)dv
∫
Ω
∂iiφc(x)c(x)dx
−
d∑
i=1
∫∫
Ω×R3
(|v|2 − βc)vi√µ(v · ∇x)∂iφc(I−P)f.
For βc = 5,
∫
R3
(|v|2 − βc)v2i ( |v|
2
2 − 32)µ(v)dv = 10π
√
2π. Therefore, we obtain from (3.17)
− 10π
√
2π
∫
Ω
∆xφc(x)c(x) . ‖c‖2{|(1 − Pγ)f |2,+ + ‖(I − P)f‖2 + ‖g‖2 + |r|2},
where we have used the elliptic estimate and the trace estimate:
|∇xφc|2 . ‖φc‖H2 . ‖c‖2.
Since −∆xφc = c, from (3.16) we obtain
‖c‖22 .
{|(1− Pγ)f |2,+ + ‖(I−P)f‖2 + ‖g‖2 + |r|2}‖c‖2,
and hence
‖c‖22 . |(1− Pγ)f |22,+ + ‖(I −P)f‖22 + ‖g‖22 + |r|22. (3.22)
Step 2. Estimate of b
We shall establish the estimate of b by estimating (∂i∂j∆
−1bj)bi for all i, j = 1, . . . , d, and
(∂j∂j∆
−1bi)bi for i 6= j.
We fix i, j. To estimate ∂i∂j∆
−1bjbi we choose as test function in (3.15)
ψ = ψi,jb ≡ (v2i − βb)
√
µ∂jφ
j
b, i, j = 1, . . . , d, (3.23)
where βb is a constant to be determined, and
−∆xφjb(x) = bj(x), φjb|∂Ω = 0. (3.24)
From the standard elliptic estimate
‖φjb‖H2 . ‖b‖2.
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Hence the right hand side of (3.15) is now bounded by
‖b‖2
{‖(I−P)f‖2 + ‖g‖2}. (3.25)
Now substitute (3.19) and (3.20) into the left hand side of (3.15). Note that (v2i −βb){n(x)·v}µ
is odd in v, therefore Pγf contributions to (3.15) vanishes. Moreover, by (3.20), the a, c
contributions to (3.15) also vanish by oddness. Therefore the left hand side of (3.15) takes
the form ∫
∂Ω×R3
(n(x) · v)(v2i − βb)
√
µ∂jφ
j
bf −
∫∫
Ω×R3
(v2i − βb)
√
µ{
∑
l
vl∂ljφ
j
b}f
=
∫
∂Ω×R3
(n(x) · v)(v2i − βb)
√
µ∂jφ
j
b[(1− Pγ)f + r]1γ+ (3.26)
−
∫
Ω
∫
R3
∑
l
(v2i − βb)v2l µ∂ljφjb(x)bldvdx (3.27)
−
∫∫
Ω×R3
∑
l
(v2i − βb)vl
√
µ∂ljφ
j
b(x)(I −P)f.
Furthermore, since µ(v) = 12π
∏3
i=1 e
− |vi|
2
2 we can choose βb > 0 such that for all i,∫
R3
[(vi)
2 − βb]µ(v)dv =
∫
R
[v21 − βb]e−
|v1|
2
2 dv1 = 0. (3.28)
We remark that the choice (3.28) also plays a crucial rule in the dynamical estimate (6.11).
Since µ(v) = 12π e
− |v|2
2 , the desired value is βb = 1.
Note that for such chosen βb, and for i 6= k, by an explicit computation∫
(v2i − βb)v2kµdv =
∫
(v21 − βb)v22
1
2π
e−
|v1|
2
2 e−
|v2|
2
2 e−
|v3|
2
2 dv
=
∫
R
(v21 − βb)e−
|v1|
2
2 dv1 = 0,∫
(v2i − βb)v2i µdv =
∫
R
[v41 − βbv21 ]e−
|v1|
2
2 dv1 = 2
√
2π 6= 0.
Therefore, (3.27) becomes, by (3.23),
−
∫∫
Ω×R3
(v2i − βb)v2i µdv∂ijφjb(x)bi +
∑
k(6=i)
[
∫
R3
(v2i − βb)v2kµ]︸ ︷︷ ︸
=0
∫
Ω
∂kjφ
j
b(x)bk
= 2
√
2π
∫
Ω
(∂i∂j∆
−1bj)bi.
Hence we have the following estimate for all i, j, by (3.25):∣∣∣∣
∫
Ω
∂i∂j∆
−1bjbi
∣∣∣∣ . |(1 − Pγ)f |22,+ + ‖(I −P)f‖22 + ‖g‖22 + |r|22 + ε‖b‖22. (3.29)
In order to estimate ∂j(∂j∆
−1bi)bi for i 6= j, we choose as test function in (3.15)
ψ = |v|2vivj√µ∂jφib(x), i 6= j, (3.30)
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where φib is given by (3.24). Clearly, the right hand side of (3.15) is again bounded by (3.25).
We substitute again (3.19) and (3.20) into the left hand side of (3.15). The Pγf contribution
and a, c contributions vanish again due to oddness. Then the left hand side of (3.15) becomes∫
∂Ω×R3
{n · v}|v|2vivj√µ∂jφibf −
∫∫
Ω×R3
|v|2vivj√µ{
∑
k
vk∂kjφ
i
b}f
=
∫
∂Ω×R3
{n · v}|v|2vivj√µ∂jφib[(1− Pγ)f + r]1γ+ (3.31)
−
∫∫
Ω×R3
|v|2v2i v2jµ[∂ijφibbj + ∂jjφib(x)bi] (3.32)
−
∫∫
Ω×R3
|v|2vivjvk√µ∂kjφib(x)[I −P]f. (3.33)
Note that (3.32) is evaluated as
7
√
2π
∫
Ω
{(∂i∂j∆−1bi)bj + (∂j∂j∆−1bi)bi}.
Furthermore, by (3.24), |∂jφib|2 . ‖φib‖H2 . ‖b‖2, so that
(3.31) + (3.33) . ‖b‖2
{|(1− Pγ)f |2,+ + |r|2 + ‖(I −P)f‖2}.
Combining (3.29), we have the following estimate for i 6= j,∣∣∣∣
∫
Ω
∂j∂j∆
−1bibi
∣∣∣∣
.
∣∣∣∣
∫
Ω
∂i∂j∆
−1bibj
∣∣∣∣+ |(1− Pγ)f |22,+ + ‖(I−P)f‖22 + ‖g‖22 + |r|22 + ε‖b‖22
. |(1− Pγ)f |22,+ + ‖(I −P)f‖22 + ‖g‖22 + |r|22 + ε‖b‖22. (3.34)
Moreover, by (3.29), for i = j = 1, 2, . . . , d,∣∣∣∣
∫
Ω
∂j∂j∆
−1bjbj
∣∣∣∣
. |(1− Pγ)f |22,+ + ‖(I −P)f‖22 + ‖g‖22 + |r|22 + ε‖b‖22. (3.35)
Combining (3.34) and (3.35), we sum over j = 1, 2, . . . , d, to obtain, for all i = 1, 2, . . . , d,
‖bi‖2 . |(1 − Pγ)f |22,+ + ‖(I −P)f‖22 + ‖g‖22 + |r|22. (3.36)
Step 3. Estimate of a
The estimate for a is more delicate because it requires the zero mass condition∫∫
Ω×R3
f
√
µdxdv = 0 =
∫
Ω
adx.
We choose a test function
ψ = ψa ≡ (|v|2 − βa)v · ∇xφa√µ =
d∑
i=1
(|v|2 − βa)vi∂iφa√µ, (3.37)
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where
−∆xφa(x) = a(x), ∂
∂n
φa|∂Ω = 0.
It follows from the elliptic estimate with
∫
Ω a = 0 that we have
‖φa‖H2 . ‖a‖2.
Since
∫
R3
( |v|
2
2 − 32)(vi)2µ(v)dv 6= 0, we can choose βa > 0 so that, for all i,∫
R3
(|v|2 − βa)( |v|
2
2
− 3
2
)(vi)
2µ(v) = 0. (3.38)
Since µ(v) = 12πe
− |v|2
2 , the desired value is βa = 10. Plugging ψa into (3.15) and its right
hand side is again bounded by
‖a‖2
{‖(I −P)f‖2 + ‖g‖2}.
By (3.19) and (3.20), since the c contribution vanishes in (3.15) due to our choice of βa and
the b contribution vanishes in (3.15) due to the oddness, the right hand side of (3.15) takes
the form of
d∑
i=1
∫
γ
{n · v}(|v|2 − βa)vi√µ∂iφa(x)[Pγf + (I − Pγ)f1γ+ + r1γ+ ] (3.39)
−
d∑
i,k=1
∫∫
Ω×R3
(|v|2 − βa)vivk∂ikφa(x)a(x)µ(v) (3.40)
−
d∑
i,k=1
∫∫
Ω×R3
(|v|2 − βa)vivk∂ikφa(x)(I −P)f. (3.41)
We make an orthogonal decomposition at the boundary,
vi = (v · n)ni + (v⊥)i = vnni + (v⊥)i.
The contribution of Pγf = zγ(x)
√
µ in (3.39) is∫
γ
(|v|2 − βa)v · ∇xφa(x)vnµ(v)zγ(x)
=
∫
γ
(|v|2 − βa)vn∂φa
∂n
vnµ(v)zγ(x)
+
∫
γ
(|v|2 − βa)v⊥ · ∇xφavnµ(v)zγ(x).
The crucial choice of (3.38) makes the first term vanish due to the Neumann boundary con-
dition, while the second term also vanishes due to the oddness of (v⊥)ivn for all i. Therefore,
(3.39) and (3.41) are bounded by
‖a‖2
{‖(I −P)f‖2 + |(1− Pγ)f |2,+ + |r|2}.
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The second term (3.40), for k 6= i vanishes due to the oddness. Hence we only have the k = i
contribution:
d∑
i=1
∫∫
Ω×R3
(|v|2 − βa)(vi)2µ∂iiφaa.
Using −∆xφa = a we obtain
‖a‖22 . ‖(I−P)f‖22 + |(1 − Pγ)f |22,+ + |r|22 + ‖g‖22. (3.42)
We close this section by proving Proposition 3.1.
Proof of the Proposition 3.1.
We keep m fixed and take ε→ 0 in Lemma 3.3 by using Lemma 3.4 which obviously holds
even with the additional penalization term. Indeed
∫∫
Ω×R3 g
√
µ = 0 =
∫
γ−
r
√
µdγ. Hence we
have ε
∫∫
Ω×R3 f
ε√µ = 0 and therefore, for any ε > 0,∫∫
Ω×R3
f ε
√
µdxdv = 0.
We first obtain
‖Pf ε‖22 . ‖(I−P)f ε‖22 + |(1− Pγ)f ε|22,+ + |r|22 + ‖g‖22 + ε‖f ε‖22, (3.43)
On the other hand from Green’s identity:
ε‖f ε‖22 + (Lmf ε, f ε) +
1
2
|f ε|22,+ −
1
2
|Pγf ε + r|22,− =
∫
f εg,
we deduce from the spectral gap of Lm
ε‖f ε‖22 + ‖(I−P)f ε‖2νm +
1
2
|(1 − Pγ)f ε|22,+ ≤ η[‖f ε‖22 + |Pγf ε|22,−] + Cη[|r|22 + ‖g‖22]. (3.44)
From the argument of (3.11) and the trace theorem as well as the equation (3.2),
|Pγf ε|22 . ‖v · ∇x(f ε)2‖1 + ‖f ε‖22 . ‖(I−P)f ε‖2νm + ‖g‖22 + ‖f ε‖22.
Plugging this into (3.44) with η small and adding a small constant ×(3.43), collecting terms
and using the fact
‖Pf ε‖22 ∼ ‖Pf ε‖2νm ,
we obtain the uniform in ε estimate
‖f ε‖2νm + |f ε|22 . ‖g‖22 + |r|22. (3.45)
We thus obtain a weak solution f ε → f with the same bound (3.45). Moreover, we have
ε[f ε − f ] + v · ∇x[f ε − f ] + Lm[f ε − f ] = εf, [f ε − f ]− = Pγ [f ε − f ].
We conclude from (3.45), written for the difference of f ε − f , that
‖f ε − f‖2νm + |[f ε − f ]|22 . ε‖f‖22
. ε
{‖g‖22 + ‖r‖22}→ 0.
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The proposition follows as ε→ 0.
Finally from (3.45) again we can take the limit m→∞ of fm solution to
v · ∇xfm + Lmfm = g, fm− = Pγfm + r.
By a diagonal process, there exists a weak solution f such that fm → f weakly in ‖ · ‖νm0 ,
for any fixed m0. It thus follows from weak semi-continuity of the norm ‖ · ‖νm0 that
‖f‖2νm0 + |f |
2
2 . ‖g‖22 + |r|22.
Note that the limiting f so obtained satisfies
∫∫
Ω×R3 f(x, v)
√
µ(v)dvdx = 0. The proposition
follows as m0 → ∞ and uniqueness follows from Green’s identity. We remark that due to
lack of moments control of f we cannot show fm → f strongly in L2.
4 L∞ Estimate along the Stochastic Cycles
We define a weight function scaled with parameter ̺,
w̺(v) = w̺,β,ζ(v) ≡ (1 + ̺2|v|2)
β
2 eζ|v|
2
. (4.1)
The main purpose of this section is to prove the following:
Proposition 4.1 Assume (3.1). Then the solution f to the linear Boltzmann equation (3.2)
satisfies
‖w̺f‖∞ + |w̺f |∞ . ‖w̺ g‖∞ + |w̺〈v〉r|∞.
Moreover if g and r are continuous away from the grazing set γ0, then f is continuous away
from D. In particular, if Ω is convex then D = γ0.
We define
w˜̺(v) ≡ 1
w̺,β,ζ(v)
√
µ(v)
=
√
2π
e(
1
4
−ζ)|v|2
(1 + ̺2|v|2)β2
, (4.2)
and V(x) = {v ∈ R3 : n(x) · v > 0} with a probability measure dσ = dσ(x) on V(x) which is
given by
dσ ≡ µ(v){n(x) · v}dv. (4.3)
We use below Definition 1.6 of stochastic cycles and iterated integral and remind the
dependence of tk on (t, x, v, v1, v2, . . . , vk−1). We first show that the set of points in the phase
space Πk−1j=1Vj not reaching t = 0 after k bounces is small when k is large.
Lemma 4.2 For T0 > 0 sufficiently large, there exist constants C1, C2 > 0 independent of
T0, such that for k = C1T
5/4
0 , and all (t, x, v) ∈ [0, T0]× Ω×R3,
∫
Πk−1j=1Vj
1{tk(t,x,v¯,v¯1,v¯2,··· ,v¯k−1)>0}Π
k−1
j=1dσj ≤
{
1
2
}C2T 5/40
. (4.4)
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We also have, for β > 4,
∫
Πk−1j=1Vj
k−1∑
l=1
1{tl+1≤0<tl}w˜̺(vl)〈vl〉Πk−1j=1dσj ≤
{
1 +
Cβ,ζ
̺4
}k−1
, (4.5)
∫
Πk−1j=1Vj
1{0<tl+1}w˜̺(vl)〈vl〉Πk−1j=1dσj ≤
{
1 +
Cβ,ζ
̺4
}
,
for all l = 1, 2, . . . , k − 1.
Proof. Choosing 0 < z sufficiently small, we further define non-grazing sets for 1 ≤ j ≤ k−1
as
Vzj = {vj ∈ Vj : v¯j · n(xj) ≥ z} ∩ {vj ∈ Vj : |vj| ≤
1
z
}.
Clearly, by the same argument used in (3.12),∫
Vj\Vzj
dσj ≤
∫
v¯j ·n(xj)≤z
dσj +
∫
|vj |≥ 1z
dσj ≤ Cz, (4.6)
where C is independent of j. On the other hand, if vj ∈ Vzj , then from the definition of
diffusive back-time cycle (1.35), we have xj − xj+1 = (tj − tj+1)v¯j. By (2.4), since |vj | ≤ 1z ,
and v¯j · n(xj) ≥ z,
(tj − tj+1) ≥ z
3
CΩ
.
Therefore, if tk(t, x, v¯, v¯1, v¯2..., v¯k−1) > 0, then there can be at most
[
CξT0
z3
]
+ 1 number of vj
∈ Vzj for 1 ≤ j ≤ k − 1. We therefore have∫
V1
...
{∫
Vk−1
1{tk>0}dσk−1
}
dσk−2...dσ1
≤
[
CξT0
z3
]
+1∑
m=1
∫
{There are exactly m of vji∈V
z
ji
, and k−1−m of vji /∈V
z
ji
}
Πk−1j=1dσj
≤
[
CξT0
z3
]
+1∑
m=1
(
k − 1
m
)
| sup
j
∫
Vzj
dσj |m
{
sup
j
∫
Vj\Vzj
dσj
}k−m−1
.
Since dσ is a probability measure,
∫
Vzj dσj ≤ 1, and
{∫
Vj\Vzj
dσj
}k−m−1
≤
{∫
Vj\Vzj
dσj
}k−2−[CξT0
z3
]
≤ {Cz}k−2−
[
CξT0
z3
]
.
But, from
(k−1
m
) ≤ {k − 1}m ≤ {k − 1}[CΩT0z3 ]+1, we deduce that∫
1{tk>0}Π
k−1
l=1 dσl ≤
[
CξT0
z3
]
(k − 1)
[
CξT0
z3
]
+1
Cz
k−2−
[
CξT0
z3
]
. (4.7)
28
Now let k − 2 = N{[CΩT0
z3
] + 1}, so that if CΩT0
z3
≥ 1, (4.7) can be further majorized by
{
N
(
CΩT0
z3
+ 1
)
(Cz)N
}[CΩT0
z3
]
+1
≤
{
2NCΩT0
z3
(Cz)N
}[CΩT0
z3
]
+1
≤ {CN,ΩT0zN−3}[CΩT0z3 ]+1 .
We choose CN,ΩT0z
N−3 = 12 , so that z = { 12CN,ΩT0}
1
N−3 is small for T0 large and for N > 3.
Moreover, [
CN,ΩT0
z3
]
+ 1 ∼ CN,ΩT 1+
3
N−3
0 ,
and
CN,ΩT0
z3
≥ 2, if T0 is large so that we can close our estimate.
Finally we choose N = 15. For T0 sufficiently large,
[
CN,ΩT0
z3
]
+ 1 ∼ CT 5/40 and k =
16{
[
CΩT0
z3
]
+ 1}+ 2 ∼ CT 5/40 , and (4.4) follows.
Next, we give the proof of the first estimate in (4.5). The left hand side of (4.5) is bounded
by ∫
Πk−1j=1Vj
k−1∑
l=1
1{tl+1≤0<tl}w˜̺(vl)〈vl〉Πk−1j=1dσj
≤
∫
Πk−1j=1Vj
1{tk≤0<t1}w˜̺(vl)〈vl〉Πk−1j=1dσj
≤
k−1∏
j=1
{∫
Vj
[1 + w˜̺(vj)〈vj〉]dσj
}
≤
{
1 +
1√
2π
∫
v1>0
v1e
−( 1
4
+ζ)|v|2
(1 + ̺2|v|2)β−12
dv
}k−1
≤
{
1 +
1√
2π
∫
u1>0
Cζu1
(1 + |u|2)β−12
̺−4du
}k−1
≤
{
1 +
Cβ,ζ
̺4
}k−1
,
where we used the change of variables : ̺v = u and the fact β > 4.
For the second estimate in (4.5) similarly we have∫
Πk−1j=1Vj
1{0<tl+1}w˜̺(vl)〈vl〉Πk−1j=1dσj ≤
∫
Πk−1j=1Vj
w˜̺(vl)〈vl〉Πk−1j=1dσj
≤
∫
Vl
[1 + w˜̺(vl)〈vl〉]dσl ≤
{
1 +
1√
2π
∫
v1>0
v1e
−( 1
4
+ζ)|v|2
(1 + ̺2|v|2)β−12
dv
}
≤
{
1 +
1√
2π
∫
u1>0
Cζu1
(1 + |u|2)β−12
̺−4du
}
≤
{
1 +
Cβ,ζ
̺4
}
,
29
where we used the fact that dσj is a probability measure on Vj.
Denote h = w̺ f and Kw̺( · ) = w̺K( 1w̺ ·). We present an abstract iteration scheme
which gives a unified way to study both steady and dynamic problem with diffuse boundary
condition. Recall v = (v¯, vˆ) and vl = (v¯l, vˆl) from (1.8) and define:
|hℓ+1(t, x, v)| ≤ 1t1≤0e−ν(v)t|hℓ+1(0, x− tv¯, v)|
+1t1≤0
∫ t
0
e−ν(v)(t−s)|[Kw̺hℓ + w̺g](s, x − (t− s)v¯, v)|ds
+1t1>0
∫ t
t1
e−ν(v)(t−s)|[Kw̺hℓ + w̺g](s, x − (t− s)v¯, v)|ds (4.8)
+1t1>0e
−ν(v)(t−t1)|w̺r(t1, x1, v)| + e
−ν(v)(t−t1)
w˜̺(v)
∫
∏k−1
j=1 Vj
|H|,
where |H| is bounded by
k−1∑
l=1
1{tl+1≤0<tl}|hℓ+1−l(0, xl − tlv¯l, vl)|dΣl(0) (4.9)
+
k−1∑
l=1
∫ tl
0
1{tl+1≤0<tl}|[Kw̺hℓ−l + w̺ g](s, xl − (tl − s)v¯l, vl)|dΣl(s)ds (4.10)
+
k−1∑
l=1
∫ tl
tl+1
1{0<tl}|[Kw̺hℓ−l + w̺ g](s, xl − (tl − s)v¯l, vl)|dΣl(s)ds (4.11)
+
k−1∑
l=1
1{0<tl}dΣ
r
l (4.12)
+1{0<tk}|hℓ+1−k(tk, xk, vk−1)|dΣk−1(tk), (4.13)
and we define
dΣl = {Πk−1j=l+1dσj} × {w˜(vl)dσl} ×Πl−1j=1dσj (4.14)
dΣl(s) = {Πk−1j=l+1dσj} × {eν(vl)(s−tl)w˜(vl)dσl} ×Πl−1j=1{eν(vj )(tj+1−tj)dσj}
dΣrl = {Πk−1j=l+1dσj} × {eν(vl)(tl+1−tl)w˜(vl)w(vl)r(tl+1, xl+1, vl)dσl}
×Πl−1j=1{eν(vj )(tj+1−tj)dσj}.
Remark 4.3 For the steady case you can regard the temporal variables t, s as parameters and
read h(t, x, v) = h(x, v). We used the notation in (1.8), v = (v1, · · · , vd; vd+1, · · · , v3) = (v¯; vˆ)
again and v¯ ∈ Rd and vˆ ∈ R3−d where d is the spatial dimension so that x ∈ Ω ⊂ Rd, for
d = 1, 2, 3.
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Lemma 4.4 There exist ̺0 > 0 and C > 0 such that for all ̺ > ̺0, β > 4, and for
k = ̺ = Ct
5
4 ,
sup
0≤s≤t
e
ν0
2
t‖hℓ+1(s)‖∞
≤ 1
8
max
0≤l≤2k
sup
0≤s≤t
{e ν02 s‖hℓ−l(s)‖∞}+ max
0≤l≤2k
‖hℓ+1−l(0)‖∞
+ ̺
[
sup
0≤s≤t
{
e
ν0
2
s|w̺ r(s)|∞
}
+ sup
0≤s≤t
{
e
ν0
2
s
∥∥∥∥w̺ g(s)〈v〉
∥∥∥∥
∞
}]
+ C max
1≤l≤2k
∫ t
0
∥∥∥∥hℓ−l(s)w̺
∥∥∥∥
2
ds. (4.15)
Furthermore for k = ̺ = Ct
5
4
|hℓ+1(t, x, v)|
≤ e−ν(v)(t−t1)w̺(v)|r(t1, x1, v)|
+
{
Cβ,ρ,ζ
N
+ εCρ,β,N
}
sup
s
|〈v〉β+4r(s)|∞ + CN,ε,ρ
∣∣∣∣sup
s,v
|r(s, ·, v)|
∣∣∣∣
1
+
1
N
sup
s,l
‖hl(s)‖∞ + e−
ν0
2
t sup
l
‖hl(0)‖∞
+ ̺ sup
s
∥∥∥∥w̺ g(s)〈v〉
∥∥∥∥
∞
+ e−
ν0
2
t sup
l
∫ t
0
∥∥∥∥hl(s)w̺
∥∥∥∥
2
ds. (4.16)
Remark 4.5 The estimate (4.16) is used only in the proof of the singularity formation in
Theorem 1.1.
Proof. We first prove (4.15) and then sketch the proof of (4.16).
We start with r-contribution in (4.8) and (4.12). Clearly the contribution in (4.8) is
bounded by
e−ν(v)[t−t1(t,x,v)]|w̺(v)r(t1, x1, v)|.
Since the exponent of dΣrl is bounded by e
−ν0(t−tl+1), from (4.14) and Lemma 4.2
(4.12) ≤ ke− ν02 t 1
w˜̺(v)
{
1 +
Cβ,ζ
̺4
} ∣∣∣∣e ν02 sw̺r(s)〈v〉
∣∣∣∣
∞
(4.17)
≤ e− ν02 t 2̺
w˜̺(v)
sup
0≤s≤t
{
e
ν0
2
s
∣∣∣∣w̺r(s)〈v〉
∣∣∣∣
∞
}
,
for sufficiently large ̺ > 0 and k = ̺ = Ct
5
4 .
We now turn to the g- contribution in (4.8), (4.10) and (4.11). Rewrite
|w̺g(xl − (tl − s)v¯l, vl)| = |w̺g(xl − (tl − s)v¯l, vl)|〈vl〉 × 〈vl〉 ≤
∥∥∥∥w̺g〈v〉
∥∥∥∥
∞
〈vl〉.
31
Since the exponent of dΣl(s) is bounded by e
ν0(s−t1), the g-contributions in (4.8), (4.10) and
(4.11) are bounded by
2
∫ t
0
e−ν(v)(t−s)|w̺g(s, x− (t− s)v¯, v)|ds (4.18)
+
e−ν0(t−t1)
w˜̺(v)
∫ t
0
e−ν0(t1−s)
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
ds
×
k−1∑
l=1
{∫
1{tl+1≤0<tl}w˜̺(vl)〈vl〉Πk−1j=1dσj
+max
l
∫
1{0<tl+1}w˜̺(vl)〈vl〉Πk−1j=1dσj
}
.
From
1
w˜̺
.β,ζ ̺
β, (4.19)
the second line of (4.18) is bounded by
.β,ζ ̺
βe−ν0(t−t1)
∫ t
0
e−ν0(t1−s)
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
ds
. ̺βe−
ν0
2
(t−t1)
∫ t
0
e−
ν0
2
(t1−s)− ν02 t1ds sup
0≤s≤t
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}
. ̺βe−
ν0
2
t
{∫ t
0
e−
ν0
2
(t1−s)ds
}
sup
0≤s≤t
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}
. ̺βe−
ν0
2
t sup
0≤s≤t
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}
.
With our choice k = ̺ = Ct
5
4 and from Lemma 4.2, the third and forth line of (4.18) are
bounded by
(1 + k)
{
1 +
Cβ,ζ
̺4
}k−1
+ k
{
1 +
Cβ,ζ
̺4
}
≤ 2(1 + ̺)
{
1 +
Cβ,ζ
̺4
}̺
.β,ζ (1 + ̺),
where we have chosen sufficiently large ̺0 > 0 such that ̺ > ̺0,{
1 +
Cβ,ζ
̺4
}̺
< 2. (4.20)
Therefore, the total g-contribution is bounded by
.β,ζ (1 + ̺
β)e−
ν0
2
t sup
0≤s≤t
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}
.
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Notice that the exponent in dΣl(s) is bounded by e
−ν0(t1−s) and from (4.19) and (4.2) and
from Lemma 4.2 we get
e−ν(v)t|hℓ+1(0, x− tv¯, v)| 1t1≤0
+
e−ν(v)(t−t1)
w˜̺(v)
∫
∏k−1
j=1 Vj
{ k−1∑
l=1
1{tl+1≤0<tl}|hℓ+1−l(0, xl − tlv¯l, vl)|dΣl(0)
+1{0<tk}|hℓ+1−k(tk, xk, vk−1)|dΣk−1(tk)
}
.β,ζ e
−ν0t‖hℓ+1(0)‖∞ + ̺βe−ν0t max
1≤l≤k
‖hℓ+1−l(0)‖∞
∫ k−1∑
l=1
1{tl+1≤0<tl}dΣl
+̺βe−ν0t sup
0≤s≤t
{
eν0s‖hℓ+1−k(s)‖∞
}∫
1{0<tk}dΣk−1
.β,ζ e
−ν0t
{
‖hℓ+1(0)‖∞ + ̺β
{
1 +
Cβ,ζ
̺4
}̺
max
1≤l≤k
‖hℓ+1−l(0)‖∞
+̺β
{
1
2
}C2C−1̺
sup
0≤s≤t
eν0s‖hℓ+1−k(s)‖∞
}
.β,ζ e
− ν0
2
t
{
max
0≤l≤k
‖hℓ+1−l(0)‖∞ +
{
1
2
}̺
sup
0≤s≤t
e
ν0
2
s‖hℓ+1−k(s)‖∞
}
,
where we have chosen t = ̺ = Ct
5
4 for sufficiently large ̺ > 0 but fixed and used (4.19).
Now we obtain an upper bound for (4.8), (4.9), (4.10), (4.11), (4.12), (4.13) as
|hℓ+1(t, x, v)| ≤ 1t1≤0
∫ t
0
e−ν(v)(t−s)|Kw̺hℓ(s, x− (t− s)v¯, v)|ds (4.21)
+1t1>0
∫ t
t1
e−ν(v)(t−s)|Kw̺hℓ(s, x− (t− s)v¯, v)|ds
+
e−ν(v)(t−t1)
w˜̺(v)
×
∫
∏k−1
j=1 Vj
k−1∑
l=1
{∫ tl
0
1{tl+1≤0<tl}|Kw̺hℓ−l(s,Xcl(s), vl)|
+
∫ tl
tl+1
1{0<tl+1}|Kw̺hℓ−l(s,Xcl(s), vl)|
}
dΣl(s)ds
+e−
ν0
2
tAℓ(t, x, v),
where Aℓ(t, x, v) denotes
Aℓ(t, x, v) = e
ν0
2
t1w̺(v)|r(t1, x1, v)|+ 2̺
w˜̺(v)
sup
0≤s≤t
{
e
ν0
2
s
∣∣∣∣w̺ r(s)〈v〉
∣∣∣∣
∞
}
+(1 + ̺β) sup
0≤s≤t
{
e
ν0
2
s
∥∥∥∥w̺ g(s)〈v〉
∥∥∥∥
∞
}
+ max
0≤l≤k
‖hℓ+1−l(0)‖∞
+
{
1
2
}̺
sup
0≤s≤t
{
e
ν0
2
s‖hℓ+1−k(s)‖∞
}
. (4.22)
Recall from (1.35) that the back-time cycle from (s,Xcl(s; t, x, v), v
′) denotes
(t′1, x
′
1, v
′
1), (t
′
2, x
′
2, v
′
2), · · · , (t′l′ , x′l′ , v′l′), · · · .
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We now iterate (4.21) for ℓ − l times to get the representation for hℓ−l and then plug in
Kw̺h
ℓ−l(s,Xcl(s), vl) to obtain
Kw̺h
ℓ−l(s,Xcl(s), vl) ≤
∫
R3
kw̺(vl, v
′)|hℓ−l(s,Xcl(s), v′)|dv′ (4.23)
≤
∫∫
1t′1≤0
∫ s
0
e−ν(v
′)(s−s1)
kw̺(vl, v
′)kw̺(v
′, v′′)|hℓ−1−l(s1,Xcl(s)− (s− s1)v¯′, v′′)|ds1dv′dv′′
+
∫∫
1t′1>0
∫ s
t′1
e−ν(v
′)(s−s1)
kw̺(vl, v
′)kw̺(v
′, v′′)|hℓ−1−l(s1,Xcl(s)− (s− s1)v¯′, v′′)|ds1dv′dv′′
+
∫∫
dv′dv′′
∫
∏k−1
j=1 V ′j
e−ν(v
′)(s−t′1)
w˜̺(v′)
k−1∑
l′=1
∫ t′
l′
0
ds11{t′
l′+1
≤0<t′
l′
}
kw̺(vl, v
′)kw̺(v
′
l′ , v
′′)|hℓ−1−l−l′(s1,x′l′ + (s1 − t′l′)v¯′l′ , v′′)|dΣl′(s1)
+
∫∫
dv′dv′′
∫
∏k−1
j=1 V ′j
e−ν(v′)(s−t′1)
w˜̺(v′)
k−1∑
l′=1
∫ t′
l′−1
t′
l′
ds11{t′
l′
>0}
kw̺(vl, v
′)kw̺(v
′
l′ , v
′′)|hn−1−l−l′(s1, x′l′ + (s1 − t′l′)v¯′l′ , v′′)|dΣl′(s1)
+ e−
ν0
2
s
∫
R3
kw̺(vl, v
′)Aℓ−1−l(s,Xcl(s), v′)dv′. (4.24)
The total contributions of Aℓ−l−1’s in (4.21) are obtained via plugging (4.23) with different
l’s into (4.21). Since
∫
kw̺(vl, v
′)dv′ <∞, the summation of all contributions of Aℓ−l−1’s leads
to the bound
.β,ζ 2Aℓ−1(t)
∫ t
0
e−ν0(t−s)e−
ν0
2
sds+ ̺βe−
ν0
2
t max
1≤l≤k−1
Aℓ−l−1(t) (4.25)
×
∫
∏k−1
j=1 Vj
k−1∑
l=1
{∫ tl
0
1{tl+1≤0<tl} +
∫ tl
tl+1
1{0<tl}
}
e−
ν0
2
(t−s)w˜̺(vl)dΣlds
+e−
ν0
2
tAℓ(t)
.β,ζ ̺
βe−
ν0
2
t
{[
1 +
Cβ,ζ
̺4
]̺
+
[
1
2
]̺}
max
0≤l≤k
Aℓ−l(t)
.β,ζ ̺
βe−
ν0
2
t
[
̺ sup
0≤s≤t
{
e
ν0
2
s|wr(s)|∞
}
+ ̺ sup
0≤s≤t
{
e
ν0
2
s
∥∥∥∥wg(s)〈v〉
∥∥∥∥
∞
}]
+e−
ν0
2
t
{
max
1≤l≤2k
‖hℓ+1−l(0)‖∞ +
{
1
2
}̺
max
0≤l≤k
sup
0≤s≤t
e
ν0
2
s‖hℓ−l+1−k(s)‖∞
}
.
To estimate the hℓ−l−1 contribution, we first separate s − s1 ≤ ε and s − s1 ≥ ε. In the
first case, we use the fact
∫
kw̺(p, v)dv < +∞ and by (4.23) to obtain the small contribution
εe−
ν0
2
s max
1≤l′≤k
sup
0≤s1≤s
{e ν02 s1‖hℓ−l−l′(s1)‖∞}. (4.26)
Now we treat the case of s− s1 ≥ ε. For any large N ≫ 1, we can choose a number m(N) to
define
km(v
′
l′ , v
′′) ≡ 1|v′
l′
−v′′|≥ 1
m
,|v′′|≤mkw̺(v
′
l′ , v
′′), (4.27)
34
such that
sup
v′
l′
∫
R3
|km(v′l′ , v′′)− kw̺(v′l′ , v′′)|dv′′ ≤
1
N
.
We split kw = {kw̺(v′l′ , v′′) − km(v′l′ , v′′)} + km(v′l′ , v′′), and the first difference leads to a
small contribution in (4.23) with k = ̺,
C̺
N
e−
ν0
2
s max
1≤l′≤k
sup
0≤s1≤s
{e ν02 s1‖hℓ−l−l′(s1)‖∞}. (4.28)
For the remaining main contribution of km(v
′
l′ , v
′′), note that
|km(v′l′ , v′′)| . CN .
We may make a change of variable y = x′l′ + (s1 − t′l′)v¯l′ (x′l′ does not depend on v′l) so that∣∣∣ dydv¯′l
∣∣∣ ≥ εd, for s− s1 ≥ ε to estimate (using the notation in (1.8))
∫
|v′′|≤m
∫
V ′
l′
|hℓ−l−l′(s1,x′l′ + (s1 − t′l′)v¯′l, v′′)|
e−(
1
4
+ζ)|v′
l′
|2
(1 + ̺2|v′l′ |)β
|n(x′l′) · v′l′ |dv′l′dv′′
≤
∫
R3−d
e−(
1
4
+ζ)|vˆl′ |2dvˆl′
∫
|v′′|≤m
dv′′
×
∫
Rd
hℓ−l−l
′
(s1, x
′
l′ + (s1 − t′l′)v¯′l, v′′)1{x′
l′
+(s1−t′l′ )v¯′l∈Ω}
dv¯′l′
≤ 1
εd
∫
Ω
∫
|v′′|≤m
|hℓ−l−l′(s1,y, v′′)|dydv′′
.ε,m
∥∥∥∥∥h
ℓ−l−l′(s1)
w̺(v)
∥∥∥∥∥
2
.
Hence the integrand of main contribution is bounded by .ε,m ‖h
ℓ−l−l′(s1)
w̺(v)
‖2. Rearranging
(4.23) and combining (4.22), (4.26) and (4.28) we have a bound for (4.23) as
Kw̺h
ℓ+1−l(s,Xcl(s), vl) (4.29)
≤ e− ν02 s[ε+ CK
N
+
{
1
2
}̺
] max
1≤l≤2k
sup
0≤s1≤s
{e ν02 s1‖hℓ−l(s1)‖∞}
+e−
ν0
2
s
{
̺ sup
0≤s1≤s
[
e
ν0
2
s1
∣∣∣∣w̺r(s1)〈v〉
∣∣∣∣
∞
]
+ ̺ sup
0≤s1≤s
[
e
ν0
2
s1
∥∥∥∥w̺g(s1)〈v〉
∥∥∥∥
∞
]
+ max
0≤l≤2k
‖hℓ+1−l(0)‖∞
}
+Cε,m,N max
1≤l≤2k
∫ s
0
∥∥∥∥hℓ−l(s1)w̺(v)
∥∥∥∥
2
ds1
≡ e− ν02 sB.
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By plugging back (4.25) and (4.29) into (4.21), we obtain
|hℓ+1(t, x, v)|
. B
{
1t1≤0
∫ t
0
e−ν(v)(t−s)ds + 1t1>0
∫ t
t1
e−ν(v)(t−s)ds
}
+B
∫
e−ν0(t−s)ds
w˜̺
k−1∑
l=1
{∫
1{tl+1≤0<tl} +
∫
1{0<tl}
}
dΣl + e
− ν0
2
tAℓ
. e−
ν0
2
t[ε+
CK
N
+
{
1
2
}̺
] max
1≤l≤2k
sup
0≤s≤t
{e ν02 s‖hℓ−l(s)‖∞}
+e−
ν0
2
t
{
̺ sup
0≤s≤t
[
e
ν0
2
s
∣∣∣∣w̺r(s)〈v〉
∣∣∣∣
∞
]
+ ̺ sup
0≤s≤t
[
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
]
+ max
0≤l≤2k
‖hℓ+1−l(0)‖∞
}
+Cε,m,N max
1≤l≤2k
∫ t
0
∥∥∥∥hℓ−l(s)w̺(v)
∥∥∥∥
2
ds1
We then deduce our lemma by choosing t = ̺ = Ct5/4 and letting ̺ large and fixed, (so are k
and t), and then choosing ε sufficiently small and N sufficiently large. It is trivial to rescale
to the case ̺ = 1 with a different constant depending on ̺.
Now we sketch the proof of (4.16). Since the proof is similar to (4.15) we just highlight
the differences. The key is to estimate the r-contribution (4.12) differently, using its weaker
L1x(L
∞
s,v) norm. For large N > 0 we choose m > 0 such that∫
V
1|v|≥m〈v〉w˜̺(v)dσ ≤
1
N
.
From (4.14) and Lemma 4.2, we bound (4.12) by splitting 1 = 1|v|≥m + 1|v|<m:
e−
ν0
2
t
w˜̺(v)
∫ k−1∑
l=1
10<tldσk−1 · · · dσl+1
×e ν02 tl+1
∣∣∣∣w̺(vl)r(tl+1)〈vl〉
∣∣∣∣ 1|vl|≥m〈vl〉w˜̺(vl)dσldσl−1 · · · dσ1
+
e−
ν0
2
t
w˜̺(v)
∫ k−1∑
l=1
10<tldσk−1 · · · dσl+1e
ν0
2
tl+1w̺(vl)|r(tl+1)|1|vl|<mw˜ρ(vl)dσldσl−1 · · · dσ1
≤ k
Nw˜̺(v)
{
1 +
Cβ,ζ
̺4
}
sup
0≤s≤t
∣∣∣∣w̺r(s)〈v〉
∣∣∣∣ (4.30)
+
kCm
w˜̺(v)
∫ ∫
|vl|≤m
|r(tl+1, xl − tb(xl, vl)v¯l, v¯l, vˆ)‖n(xl) · vl|dvldσl−1 · · · dσ1.
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We have used the dσj is a probability measure for j > l. Using the notation (1.8), u¯l ≡ v¯l|v¯l|
and tb(xl, vl)v¯l = tb(xl,
v¯l
|v¯l|)
v¯l
|v¯l| , and we have an uppder bound:∫
|vl|≤m
|r(tl+1, xl − tb(xl, vl)v¯l, v)||n(xl) · v¯l|dvl
≤
∫
|vˆl|≤m
dvˆl
∫
|v¯l|≤m
sup
s,v
|r(s, xl − tb(xl, vl)v¯l, v)||n(xl) · u¯l‖v¯l|dv¯l (4.31)
.m
∫
Sd−1
sup
s,v
|r(s, xl − tb(xl, vl)v¯l, v)||n(xl) · u¯l|du¯l.
Since xl − tb(xl, vl)v¯l ∈ ∂Ω and xl ∈ ∂Ω, Now apply (2.9) in Lemma 2.3 to have∫
|vl|≤m
sup
s,v
|r(s, xl − tb(xl, vl)v¯l, v)||n(xl) · u¯l|du¯l
.m
∫
∂Ω
sup
s,v
|r(s, y, v)|dS(y). (4.32)
We now turn to (4.21). Now instead of (4.22), combining (4.32) and (4.30) yields
e−
ν0
2
tAℓ(t, x, v)
= e−
ν0
2
(t−t1)w̺(v)|r(t1, x1, v)|
+
C̺
w˜̺(v)
{
1 +
Cβ,ζ
̺4
}{ 1
N
sup
s
∣∣∣∣w̺r(s)〈v〉
∣∣∣∣
∞
+ CN
∣∣∣∣sup
s,v
|r(s, ·, v)|
∣∣∣∣
1
}
+Cβ,ζ(1 + ̺
β) sup
s
∥∥∥∥w̺ g(s)〈v〉
∥∥∥∥
∞
+ e−
ν0
2
t sup
l
‖hl(0)‖∞ + Cβ,ζ
{
1
2
}̺
sup
s,l
‖hl(s)‖∞
≡ e− ν02 (t−t1)w̺(v)|r(t1, x1, v)| +D. (4.33)
We now plug (4.33) back into (4.24), the estimate for (4.23), for each ℓ. Now we obtain the
upper bound for the last term of (4.24) using the estimate of Aℓ−1−l(s,Xcl(s), v′) from (4.33)
as
e−
ν0
2
s
∫
R3
k′w̺e
ν0
2
t′1w̺(v
′)|r(t′1, x′1, v′)|dv′ + e−
ν0
2
sCKD.
where
t′1 = tb(Xcl(s), v¯
′) (4.34)
is the exit time of the point (Xcl(s), v¯
′) and
x′1 = Xcl(s)− tb(Xcl(s), v¯′)v¯′, k′w̺ = kw̺(Vcl(s), v′). (4.35)
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We further plug this bound back into (4.23) and then back into (4.21) to isolate only the
contribution of Aℓ−1−l. Following exactly the same steps, it suffices to control
1t1≤0
∫ t
0
e−ν(v)(t−s)e−
ν0
2
s
∫
k′w̺e
ν0
2
t′1w̺(v
′)|r(t′1, x′1, v′)|dv′ds (4.36)
+1t1>0
∫ t
t1
e−ν(v)(t−s)
∫
k′w̺e
ν0
2
t′1w̺(v
′)|r(t′1, x′1, v′)|dv′ds
+
e−ν(v)(t−t1)
w˜̺(v)
×
∫
∏k−1
j=1 Vj
k−1∑
l=1
{∫ tl
0
1{tl+1≤0<tl}
∫
k′w̺e
ν0
2
t′1w̺(v
′)|r(t′1, x′1, v′)|
+
∫ tl
tl+1
1{0<tl+1}
∫
k′w̺e
ν0
2
t′1w̺(v
′)|r(t′1, x′1, v′)|
}
dΣl(s)ds
+e−
ν0
2
(t−t1)w̺(v)|r(t1, x1, v)| +D +Cβ,ζ̺β
{
[1 +
Cβ,ζ
̺4
]̺ +
1
2̺
}
D,
by Lemma 4.2. Note ̺β
{
[1 +
Cβ,ζ
̺4
]̺ + 12̺
}
. 1. We shall use a sequence of approximations
to estimate the above integrals. Let k′w̺1|v′−Vcl(s)|≥ 1m ,|v′−Vcl(s)|≤m = k
m
w̺ . We again split for
m large ∫
|k′w̺ − kmw̺ | ≤
1
N
.
We therefore bound
1t1≤0
∫ t
0
e−ν(v)(t−s)e−
ν0
2
s
∫
kmw̺e
ν0
2
t′1w̺(v
′)|r(t′1, x′1, v′)|dv′ds
+1t1>0
∫ t
t1
e−ν(v)(t−s)
∫
kmw̺e
ν0
2
t′1w̺(v
′)|r(t′1, x′1, v′)|ds
+
e−ν(v)(t−t1)
w˜̺(v)
×
∫
∏k−1
j=1 Vj
k−1∑
l=1
{∫ tl
0
1{tl+1≤0<tl}
∫
kmw̺e
ν0
2
t′1w̺(v
′)|r(t′1, x′1, v′)|
+
∫ tl
tl+1
1{0<tl+1}
∫
kmw̺e
ν0
2
t′1w̺(v
′)|r(t′1, x′1, v′)|
}
dΣl(s)ds
+
Cβ,̺,k,ζ
N
sup
s
|w̺r(s)|∞. (4.37)
Since kmw̺ is bounded, and w̺(v
′) .̺ 〈v′〉β, we further split |v′| ≥ N and |v′| ≤ N. Since∫
|v|≥N 〈v〉−4 . 1N , up to a constant of CN,̺,k the main integrals in (4.37) are bounded by:
1t1≤0
∫ t
0
∫
Πm
〈v′〉β|r(t′1, x′1, v′)|dv′ds+ 1t1>0
∫ t
t1
∫
Πm
〈v′〉β|r(t′1, x′1, v′)|dv′ds
+
∫
∏k−1
j=1 Vj
k−1∑
l=1
{∫ tl
0
1{tl+1≤0<tl}
∫
Πm
〈v′〉β |r(t′1, x′1, v′)|
+
∫ tl
tl+1
1{0<tl+1}
∫
Πm
〈v′〉β|r(t′1, x′1, v′)|
}
dΣl(s)ds
+
1
N
sup
s,v,x
〈v〉β+4|r(s, x, v)|, (4.38)
38
where
v′ ∈ Πm iff |v′ − Vcl(s)| ≥ 1
m
, and |v′ − Vcl(s)| ≤ m, and |v′| ≤ N. (4.39)
Lastly, for any ε > 0, we further split the time intervals of the main integrals in (4.38) to
obtain:
1t1≤0
∫ t−ε
ε
∫
ΠN
〈v′〉β |r(t′1, x′1, v′)|dv′ds+ 1t1>0
∫ t−ε
t1+ε
∫
ΠN
〈v′〉β|r(t′1, x′1, v′)|dv′ds
+
∫
∏k−1
j=1 Vj
k−1∑
l=1
{∫ tl−ε
ε
1{tl+1≤0<tl}
∫
ΠN
〈v′〉β |r(t′1, x′1, v′)|
+
∫ tl−ε
tl+1+ε
1{0<tl+1}
∫
ΠN
〈v′〉β |r(t′1, x′1, v′)|
}
dΣl(s)dv
′ds
+εC̺,k,β sup
s,x,v
〈v〉β |r(s, x, v)|. (4.40)
We now are ready to use change of variables to estimate the main v′-integrals in (4.40). Recall
that, by the definition (4.35) of x′1 and Definition (1.6), Xcl(s) reaches ∂Ω if and only if s at
these t, t1, t2, ...tl+1. From our splitting of time intervals, there exists cε > 0 such that
dist(Xcl(s), ∂Ω) > cε > 0,
in the integrals in (4.40), uniformly in ΠN . We now repeat the change of variables x
′
1 → v¯
′
|v¯′|
as (4.31) and (4.32), but using (2.10) instead of (2.9). We finally bound (4.40) by
CN,ε,k,̺
∣∣∣∣sup
s,v
|r(s, ·, v)|
∣∣∣∣
1
+ εC̺,k,β,N sup
s,x,v
〈v〉β |r(s, x, v)|. (4.41)
Collecting and combining (4.33), (4.36), (4.37), (4.40) and (4.41), we conclude the r contri-
bution in (4.21) is bounded by
e−
ν0
2
(t−t1)w̺(v)|r(t1, x1, v)| + C̺D +
{
Cβ,̺,k,ζ
N
+ εC̺,k,β,N
}
sup
s
|〈v〉β+4r(s)|∞
+CN,ε,k,̺
∣∣∣∣sup
s,v
|r(s, ·, v)|
∣∣∣∣
1
.
We deduce (4.16) by recalling D defined in (4.33).
After preparing the above tools we return to the stationary problem to give the proof of
Proposition 4.1.
Proof of Proposition 4.1. We use the exactly same approximation (3.5) to establish the
proposition and follow the same steps in the proof of Proposition 3.1. We denote hℓ+1 =
w̺ f
ℓ+1, and rewrite (3.5) as
εhℓ+1 + v · ∇xhℓ+1 + νhℓ+1 = Kw̺hℓ + w̺g, (4.42)
hℓ+1− =
1− 1j
w˜̺(v)
∫
n(x)·v′>0
hℓ(t, x, v′)w˜̺(v′)dσ + w̺ r.
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Step 1: We take ℓ → ∞ in L∞. Upon integrating over the characteristic lines dxdt = v, and
dv
dt = 0 and using the boundary condition repeatedly, we obtain (by replacing 1 with 1 − 1j
and ν with ν + ε) that the abstract iteration (4.8) is valid for stationary hℓ+1(s, x, v) =
hℓ+1(x, v), g(s, x, v) = g(x, v) and r(s, x, v) = r(x, v). Therefore, for ℓ ≥ 2k, by Lemma 4.4,
we get (choosing k = ̺ = Ct5/4 large)
‖hℓ+1‖∞ ≤ 1
8
max
1≤l≤2k
{‖hℓ−l‖∞}+ e−
ν0
2
t max
0≤l≤2k
‖hℓ+1−l‖∞
+̺
[
|w̺ r|∞ +
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
]
+Ck max
1≤l≤2k
∥∥∥f ℓ−l∥∥∥
2
.
Then, absorbing e−
ν0
2
t‖hℓ+1‖∞ in the left hand side, we have
‖hℓ+1‖∞ ≤ 1
4
max
1≤l≤2k
{‖hℓ+1−l‖∞}+ Ck
[
|w̺ r|∞ +
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
]
+Ck max
1≤l≤2k
∥∥∥f ℓ−l∥∥∥
2
.
Now this is valid for all ℓ ≥ 2k. By induction on ℓ, we can iterate such bound for ℓ+2, ....ℓ+2k
to obtain
‖hℓ+i‖∞ ≤ 1
4
max
1≤l≤2k
{‖hℓ+i−l‖∞}+ Ck
[
|w̺ r|∞ +
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
+ max
−2k≤l≤2k
∥∥∥f ℓ+l∥∥∥
2
]
≤ 1
4
max
1≤l≤2k
{‖hℓ−1+i−l‖∞}+ 2Ck
[
|w̺ r|∞ +
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
+ max
−2k≤l≤2k
∥∥∥f ℓ+l∥∥∥
2
]
...
≤ 1
4
max
1≤l≤2k
{‖hℓ−l‖∞}+ (2i+ 1)Ck
[
|w̺ r|∞ +
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
+ max
−2k≤l≤2k
∥∥∥f ℓ+l∥∥∥
2
]
.
We now take a maximum over 1 ≤ i ≤ 2k to get
max
1≤l≤2k
‖hℓ+1−l‖∞ ≤ 1
4
max
1≤l≤2k
‖hℓ−l‖∞
+ (4k + 1)Ck
[
|w̺ r|∞ +
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
+ max
−2k≤l≤2k
‖f ℓ+l‖2
]
.
(4.43)
This implies that, from Lemma 4.4 for all ℓ ≥ 2k,
max
1≤l≤2k
‖hℓ+1−l‖∞ .k
[
max
1≤l≤2k
‖hl‖∞ + |w̺ r|∞ + sup
0≤s≤t
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
+ max
1≤l≤ℓ
‖f l‖2
]
. (4.44)
Now in order to control max1≤l≤2k ‖hl‖∞, we can use (4.8) repeatedly for h2k → h2k−1 · · · →
h0 to obtain, by Lemma 4.2,
max
1≤l≤2k
‖hl‖∞ .k |w̺ r|∞ +
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
. (4.45)
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We therefore conclude that, from (4.44) and (4.45),
max
1≤l≤2k
‖hℓ+1−l‖∞ .k
[
‖h0‖∞ + |w̺ r|∞ + sup
0≤s≤t
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
+ max
1≤l≤ℓ
‖f l‖2
]
.
But max1≤l≤∞ ‖f l‖2 is bounded by step 1 in the proof of Lemma 3.3. Furthermore for β > 4,
‖ · ‖2 is bounded by ‖w̺ · ‖∞ and |r|2 is bounded by |w̺〈v〉r|∞. Hence we have
max
1≤l≤2k
‖hℓ+1−l‖∞ .k
[
‖h0‖∞ + |w̺ r|∞ + sup
0≤s≤t
∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
]
.
Therefore there exists a limit (unique) solution hℓ → h = w̺ f ∈ L∞. Furthermore, h satisfies
(4.8) with hℓ+1 ≡ h.
By subtracting hℓ+1−h in (4.8) with r = g = 0, we obtain from Lemma 4.4, for hℓ+1−h,
(choosing k = ̺ = Ct5/4 large)
‖hℓ+1 − h‖∞ ≤ 1
8
max
0≤l≤2k
‖hℓ−l − h‖∞ + e−
ν0
2
k max
0≤l≤2k
‖hℓ+1−l − h‖∞
+Ck max
1≤l≤2k
‖f ℓ−l − f‖2
≤ 1
4
max
1≤l≤2k
‖hℓ−l − h‖∞ + Ck max
1≤l≤2k
‖f ℓ−l − f‖2,
where e−
ν0
2
k‖hℓ+1 − h‖∞ is absorbed in the left hand side.
≤ 1
4ℓ/2k
max
1≤l≤2k
{‖hl − h‖∞}+Ck
[
max
−2k≤l≤2k
‖f ℓ+l − f‖2
]
≤
Ck(|w̺r|∞ + sup0≤s≤t
∥∥∥w̺g〈v〉 ∥∥∥∞)
4ℓ/2k
+ Ck
[
max
−2k≤l≤2k
‖f ℓ+l − f‖2
]
.
From step 1 of Lemma 3.3, we deduce ‖hℓ+1−l − h‖∞ → 0 for ℓ large.
Step 2: Now we let j → ∞. We take f j to be the solution to (3.7) and integrate along
dx
dt = v,
dv
dt = 0 repeatedly. We establish (4.8) for h
ℓ ≡ hj (we may replace (1 − 1j ) by 1 and
ε = 0 to preserve inequality) and l = 0. Lemma 4.4 implies
‖hj‖∞ ≤ 1
8
‖hj‖∞ + e−
ν0
2
k‖hj‖∞ + ̺1+4β
[
|w̺r|∞ +
∥∥∥∥w̺g〈v〉
∥∥∥∥
∞
]
+ C(k)‖f j‖2,
so that
‖hj‖∞ ≤ Ck
[
|w̺r|∞ +
∥∥∥∥w̺g〈v〉
∥∥∥∥
∞
]
+ Ck‖f j‖2.
Since ‖f j‖2 is bounded, this implies that ‖hj‖∞ is uniformly bounded and we obtain a
(unique) solution h = wf ∈ L∞. Taking the difference, we have
ε[hj − h] + v · ∇x[hj − h] + ν[hj − h] = Kw[hj − h],
hj− − h− =
1
w˜̺(v)
∫
n(x)·v′>0
[hj − h](t, x, v′)w˜̺(v′)dσ(v′)
−1
j
1
w˜̺(v)
∫
n(x)·v′>0
hj(t, x, v′)w˜̺(v′)dσ(v′).
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We regard −1j 1w˜̺(v)
∫
n(x)·v′>0 h(t, x, v
′)w˜̺(v′)(n(x) · v′)dv′ = r. So Lemma 4.4 implies that
‖hj − h‖∞ ≤ 1
4
{‖hj − h‖∞}+ 1
j
|hj |∞ + Ck
[‖f j − f‖2] ,
which goes to zero as j to ∞.
We obtained a L∞ solution hε = w̺f̺ to (3.3). By integrating over the trajectory, (4.8)
is valid for hℓ replaced by hε so that from Lemma 4.4
‖hε‖∞ ≤ 1
8
{‖hε‖∞}+ e−
ν0
2
t‖hε‖∞ + k
[
|wr|∞ +
∥∥∥∥wg〈v〉
∥∥∥∥
∞
]
+ C(k)‖f ε‖2,
and hence
‖hε‖∞ . k
[
|wr|∞ +
∥∥∥∥wg〈v〉
∥∥∥∥
∞
]
+ C(k)‖f ε‖2,
which implies that, from Proposition 3.1, that ‖hε‖∞ is uniformly bounded and we obtain
h = wf solution to the linear equation.
Now we have
εhε + v · ∇x[hε − h] + νLm[hε − h] = 0,
hε− − h− =
1
w˜̺(v)
∫
n(x)·v′>0
[hε − h](t, x, v′)w˜̺(v′)dσ,
so that from Lemma 4.4
‖hε − h‖∞ .k ε‖hε‖∞ + ‖f ε − f‖2,
which goes to zero. For hard potential kernel, we recall that in previous section we have
constructed an approximating sequence fm to the equation
v · ∇fm + Lmfm = g, fm− = Pγfm + r,
with uniform bound in L2 and a limit fm → f weakly in ‖ · ‖ν , see Step 2 in the proof of
Proposition 3.1. Moreover, we obtain from (4.4) that ‖w̺fm‖∞ is uniformly bounded and so
is w̺f . Note that
v · ∇x[fm − f ] + Lm[fm − f ] = [−L+ Lm]f, [fm − f ]− = Pγ [fm − f ].
It follows from Proposition 3.1 and the boundedness of w̺f that
‖fm − f‖ν ≤ ‖[−L+ Lm]f‖2 → 0.
Now, to show ‖fm − f‖∞ → 0, we apply (4.8) with g = (−L+ Lm)f
‖{fm − f}‖∞ . ‖fm − f‖2 +
∥∥∥∥{Lm − L}f〈v〉
∥∥∥∥
∞
→ 0.
Since w̺f ∈ L∞, the second term goes to zero.
In the iteration scheme f ℓ is continuous away from D and hence f is continuous away
from D.
Remark 4.6 Our construction fails to imply the Fs = µ+
√
µfs ≥ 0. This can only be shown
by the dynamical asymptotic stability discussed in Section 7.
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5 Well-posedness, Continuity and Fourier Law
Proof of the Theorem 1.1.
Wellposedness. We consider the following iterative sequence
v · ∇xf ℓ+1 + Lf ℓ+1 = Γ(f ℓ, f ℓ), (5.1)
f ℓ+1− = Pγf
ℓ+1 +
µδ − µ√
µ
∫
n(x)·v>0
f ℓ
√
µ(n(x) · v)dv + µδ − µ√
µ
,
with f0 = 0.
Note
∫
Γ(f ℓ, f ℓ)
√
µ = 0 and from
∫
n(x)·v<0 µδ(n(x) · v)dv =
∫
n(x)·v<0 µ(n(x) · v)dv = 1,
∫
γ−
√
µ
{
µδ − µ√
µ
∫
n(x)·v>0
f ℓ
√
µ(n(x) · v)dv + µδ − µ√
µ
}
dγ = 0.
Since |w̺ µδ−µ√µ |∞ . δ, we apply Proposition 4.1 to get
‖w̺f ℓ+1‖∞ + |w̺f ℓ+1|∞ .
∥∥∥∥w̺Γ(f ℓ, f ℓ)〈v〉
∥∥∥∥
∞
+ δ|w̺f ℓ|∞,+ + δ.
Since
∥∥∥w̺Γ(fℓ,fℓ)〈v〉 ∥∥∥∞ . ‖w̺f ℓ‖2∞, we deduce
‖w̺f ℓ+1‖∞ + |w̺f ℓ+1|∞ . ‖w̺f ℓ‖2∞ + δ|w̺f ℓ|∞,+ + δ,
so that for δ small,
‖w̺f ℓ+1‖∞ + |w̺f ℓ+1|∞ . δ.
Upon taking differences, we have
[f ℓ+1 − f ℓ] + v · ∇x[f ℓ+1 − f ℓ] + L[f ℓ+1 − f ℓ]
= Γ(f ℓ − f ℓ−1, f ℓ) + Γ(f ℓ−1, f ℓ − f ℓ−1),
f ℓ+1− − f ℓ− = Pγ [f ℓ+1 − f ℓ] +
µδ − µ√
µ
∫
n(x)·v>0
[f ℓ − f ℓ−1](n(x) · v)dv +√µ,
and by Proposition 4.1 again for f ℓ+1 − f ℓ,
‖w̺[f ℓ+1 − f ℓ]‖∞ + |w̺[f ℓ+1 − f ℓ]|∞ . δ
{‖w̺[f ℓ − f ℓ−1]‖∞ + |w̺[fn − fn−1]|∞}.
Hence f ℓ is Cauchy in L∞ and we construct our solution by taking the limit f ℓ → fs.
Uniqueness follows in the standard way. Moreover due to Theorem 2 and Theorem 3 in [26]
f ℓ is continuous away from D and so is fs. Moreover, if Ω is convex, then D = γ0.
Formation of singularities. Now we prove the formation of singularity. Recall that |ϑ|∞ ≤ 1
and the wall Maxwellian is defined as
µδ(v) =
1
2π[1 + δϑ(x)]2
exp
[
− |v|
2
2[1 + δϑ(x)]
]
,
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while the global Maxwellian is µ(v) = 12π e
− |v|2
2 . Then
∣∣∣ µδ(x, v)− µ(v)− 2[ |v|2
4
− 1]µ(v)δϑ(x)
∣∣∣
. δ2|ϑ|2∞[1 + |v|4] exp
[
− |v|
2
2(1 + δ|ϑ|∞)
]
. (5.2)
For any non-convex domain Ω ⊂ Rd for d = 2, 3, there exists at least one (x0, v) ∈ γS0 with
v¯ 6= 0. Suppose h = w̺f satisfies (5.1) with f ℓ+1 = f ℓ = f . We prove that h is discontinuous
at (x0, v) by contradiction argument. Assume h is continuous at (x0, v) where the magnitude
of v will be chosen later. By definition
x1 ≡ x0 − tb(x0, v|v|)
v¯
|v¯| .
We choose ϑ to be a continuous function such that
ϑ(x0) = |ϑ|∞ = 1, ϑ(x1) = 1
2
|ϑ|∞ = 1
2
, (5.3)
and mainly zero elsewhere. Then by the continuity assumption we know that the quantities
I and II defined below must coincide: I = II. I is obtained by evaluating h(x0, v) through
the boundary condition
I = h(x0, v) =
1
w˜s(v)
∫
n(x0)·v′>0
h(x0, v
′)w˜s(v′)dσ (5.4)
+ ws(v)
µδ − µ√
µ
|(x0,v)
∫
n(x0)·v′>0
h(x0, v
′)w˜(v′)dσ (5.5)
+ ws(v)
µδ − µ√
µ
|(x0,v). (5.6)
On the other hand, the existence of x1 allow us to evaluate h(x0, v) = II along the trajectory
and has the expression (4.8) with H as in (4.9) – (4.13) with
r =
µδ − µ√
µ
, hℓ ≡ h, g = Γ( h
w
,
h
w
),
which are independent of time. Since from (5.2),
|r|2 . δ|ϑ|2,∣∣∣∣sup
v
|r(·, v)|
∣∣∣∣
1
. δ|ϑ|1 .Ω δ|ϑ|2,
|〈v〉β+4r|∞ . δ|ϑ|∞ . δ,∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
.
∥∥∥∥∥w̺ Γ(
h
w ,
h
w )
〈v〉
∥∥∥∥∥
∞
. ‖wρh‖2∞ . δ2|ϑ|2∞ . δ2,
‖f‖2 . δ2|ϑ|2∞ + δ|ϑ|2,
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where we have employed Propositions 3.1 and 4.1 for the last two estimates. Due to (5.2) we
can use the estimate (4.16) for II :
|h(x0, v)|
≤ e−ν(v)(t−t1)w̺(v)|r(x1, v)|
+
{
Cβ,ρ,ζ
N
+ εCρ,β,N
}
|〈v〉β+4r|∞ + CN,ε,ρ
∣∣∣∣sup
v
|r(·, v)
∣∣∣∣
1
+
{
1
N
+ e−
ν0
2
ρ
}
‖h‖∞ + ̺
{∥∥∥∥w̺ g〈v〉
∥∥∥∥
∞
}
+ C
∫ t
0
‖f‖2 ds
≤ e−ν(v)(t−t1)w̺(v)|r(x1, v)| (5.7)
+
{
Cβ,ρ,ζ
N
+ εCρ,β,N +
C
N
+ Ce−
ν0
2
ρ + Cδ
}
δ + Cρ,ε,Nδ|ϑ|2
≡ e−ν(v)(t−t1)w̺(v)|r(x1, v)|+B.
Now we will show that, for a suitable choice of ϑ, I− II 	 0, which is a contradiction so
that h = w̺f has a discontinuity at (x0, v).
Rewrite
I− II ≥ {(5.6)− e−ν(v)(t−t1)w̺(v)µδ(x1, v)− µ(v)√
µ
}
−{|(5.4)|+ |(5.5)|+B}. (5.8)
For large v, by (5.2), t ≥ t1, e−ν(v)(t−t1 ) ≤ 1, we have
(5.6)− e−ν(v)(t−t1)w̺(v)µδ(x1, v)− µ(v)√
µ
≥ 2w̺(v)[ |v|
2
4
− 1]√µδ|ϑ|∞ − w̺(v)[ |v|
2
4
− 1]√µδ|ϑ|∞ − Cδ2
≥ w̺(v)[ |v|
2
4
− 1]√µδ|ϑ|∞ − Cδ2. (5.9)
Recall that ‖h‖∞ . δ|ϑ|∞ . δ to conclude that
|(5.4)|, |(5.5)|
≤
{
̺−4w̺(v)
√
µ(v) +
(
1 + [
|v|2
4
− 1]w̺(v)
√
µ(v)
)
δ|ϑ|∞
}
δ|ϑ|∞.
By (5.9), we can find |v0| > 0 so that cv0 > 0 sufficiently large so that
w̺(v0)[
|v0|2
4
− 1]
√
µ(v0)− ̺−4w̺(v0)
√
µ(v0) ≥ cv0 > 0.
On the other hand in (5.7) and (5.9), we choose δ sufficiently small, and ρ sufficiently large,
then N sufficiently large to get, then ε sufficiently small, such that for v = v0,
I− II ≥cv0
2
δ −Cδ|ϑ|2.
Since ϑ is almost zero except for x0 and x1, we can can make |ϑ|2 arbitrarily small. In
particular, there is a continuous function ϑ such that
cv0
2 δ − Cδ|ϑ|2 >
cv0
4 δ > 0. Hence
I− II > 0 and this is a contradiction.
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Proof of Theorem 1.2.
We now prove the δ−expansion. Since µδ(x) is analytic with respect to δ we have
µδ(x, v) = µ+ δµ1 + δ
2µ2 + · · · . (5.10)
Note that |µi(v)| . pi(v)e−
|v|2
2 , where pi(v) is some polynomial. Further we seek a formal
expansion
fs ∼ δf1 + δ2f2 + · · · .
Plugging this into the equation,
v · ∇x[δf1 + δ2f2 + . . . ] + L[δf1 + δ2f2 + . . . ]
= Γ(δf1 + δ
2f2 + . . . , δf1 + δ
2f2 + . . . ),
[δf1 + δ
2f2 + . . . ]− = Pγ [δf1 + δ2f2 + . . . ]
+
[δµ1 + δ
2µ2 + . . . ]√
µ
∫
n(x)·v>0
[
√
µ+ δf1 + δ
2f2 + . . . ]
√
µ(n(x) · v)dv.
We compare the coefficients of power of δ to get an equation for fi for i = 1, . . . ,m − 1,
(assuming f0 ≡ 0)
v · ∇xfi + Lfi =
i−1∑
j=1
Γ(fj, fi−j), (5.11)
fi|γ− = Pγfi +
i−1∑
j=1
µj√
µ
∫
n(x)·v>0
fi−j
√
µ(n(x) · v)dv + µi√
µ
.
Note that, from the δ−expansion,∫
γ±
(µδ(x, v) − µ(v))|n(x) · v|dv = 0,
∞∑
i=1
δi
∫
γ±
µi|n(x) · v|dv = 0.
Since∫
R3
i−1∑
j=1
Γ(fj, fi−j)
√
µdv = 0,
∫
n(x)·v<0
[ i−1∑
j=1
µj√
µ
∫
n(x)·v>0
fi−j
√
µ+
µi√
µ
]
= 0,
by applying Proposition 4.1 repeatedly, we can construct f1, f2, ..., fm−1 inductively so that
for 0 ≦ ζ < 14 ,
‖w̺fi‖∞ + |w̺fi|∞ .m 1. (5.12)
In particular f1 satisfies (1.19). Now we define the remainder f
δ
m satisfying
fs = δf1 + · · ·+ δm−1fm−1 + δmf δm,
and we obtain the equation for the remainder f δm
v · ∇xf δm + Lf δm = δ[Γ(f1 + δf2 + · · ·+ δm−2fm−1, f δm)
+ Γ(f δm, f1 + δf2 + · · ·+ δm−2fm−1) + δmΓ(f δm, f δm) + gδ,
f δm|γ− = Pγf δm +
µδ − µ√
µ
∫
n(x)·v>0
f δm
√
µ(n(x) · v)dv + rδ.
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where
gδ =
2m−1∑
i=m
m−1∑
j=1
δi−mΓ(fj , fi−j), rδ =
m∑
i=1
δi−1
µi√
µ
∫
n(x)·v>0
fm−i
√
µ(n(x) · v)dv.
Since by (5.12) ∥∥∥∥w̺ gδ〈v〉
∥∥∥∥
∞
+ |w̺ rδ|∞ .m 1,
we can apply Proposition 4.1 to deduce that
‖w̺ f δm‖∞ + |w̺ f δm|∞
.m δ‖w̺ f δm‖∞ + δm‖w̺ f δm‖2∞ + δ|w̺ f δm|∞ + ‖w̺ gδ‖∞ + |w̺ rδ|∞.
We therefore conclude that ‖w̺ f δm‖∞ + |w̺ f δm|∞ . 1 and the expansion is valid.
Proof of Theorem 1.5. We now consider a slab −12 ≤ x ≤ +12 . We consider the stationary
solution fs ∈ L∞ satisfying
v1∂xfs + Lfs = Γ(fs, fs), (x, v) ∈ (−1
2
,+
1
2
)×R3, (5.13)
fs(x, v) = Pγfs +
µδ − µ√
µ
∫
n(x)·v>0
fs
√
µ(n(x) · v)dv,
for x = −12 or x = +12 . From Theorem 1.1, ‖w̺ fs‖∞ . δ. We claim that ∂xfs(x, v) ∈
L2([−12 + ε,+12 − ε]×R3) for any small ε > 0. In fact, we multiply (5.13) by a 1-dimensional
spatial smooth cutoff function χ(x), (χ ≡ 0 near x = −12 and x = +12) so that
v1∂x[χfs] + L[χfs] = Γ(χfs, fs)− v1fsχ′.
We take one spatial derivative (5.13) to get
v1∂xx[χfs] + L∂x[χfs] = Γ(∂x[χfs], fs) + Γ(χfs, ∂xfs)− v1χ′∂xfs − v1χ′′fs
= Γ(∂x[χfs], fs) + Γ(χfs, ∂xfs) + χ
′(Lfs − Γ(fs, fs))− v1χ′′fs
= Γ(∂x[χfs], fs) + Γ(fs, ∂x[χfs])
−Γ(fs, χ′fs) + χ′(Lfs − Γ(fs, fs))− v1χ′′fs,
where we have used (5.13) to replace −v1∂xfs = Lfs−Γ(fs, fs). Letting Z = χ∂xfs, then we
have
v1Zx + LZ = Γ(Z, fs) + Γ(fs, Z)
−Γ(fs, χ′fs) + χ′(Lfs − Γ(fs, fs))− v1χ′′fs.
Note that −Γ(fs, χ′fs) + χ′(Lfs − Γ(fs, fs))− v1χ′′fs ∈ L∞. Multiply by Z and use Green’s
identity to have (no boundary contribution)
‖(I −P)Z‖2ν . δ
{ ‖Z‖2ν + 1 }.
Then we repeat the proof of Lemma 3.4 but replacing φa in (3.37) with the solution of
−∆φa = a with φa = 0 on ∂Ω. Since the boundary condition of Z is Zγ ≡ 0, Lemma 3.4 is
valid so that
‖χ∂xfs‖22 . ‖Z‖22 < +∞,
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and ∂xfs is locally in L
2
loc(0, 1).
Recall that
us(x) =
1∫
R3
Fs(x, v)dv
∫
R3
vFs(x, v)dv.
Now we are going to show
us(x) = 0, for any x ∈ [−1
2
,+
1
2
].
For any smooth test function ψ ∈ C∞([−12 ,+12 ]), due to the weak formulation for Fs, we have
for the first component of ρsu that∫ + 1
2
− 1
2
ψ′(x)(ρsus)1dx
=
∫ + 1
2
− 1
2
ψ′(x)
∫
R3
v1Fs(x, v)dvdx
= ψ(
1
2
)
∫
R3
v1Fs(
1
2
)− ψ(−1
2
)
∫
R3
v1Fs(−1
2
)−
∫ + 1
2
− 1
2
ψ(x)
∫
R3
v1∂xFs(x, v)
= −
∫ + 1
2
− 1
2
ψ(x)
∫
R3
Q(Fs, Fs)(x, v)dvdx
= 0,
where we used the boundary condition as well as the orthogonality of Q to the collision
invariants. Hence ∂x[(ρsus)1(x)] = 0 in the distribution sense and hence ρsus ∈ W 1,∞.
Therefore ρsus is continuous up to the boundary and limx↓− 1
2
ρsus(x) = ρsus(−12) and
limx↑+ 1
2
ρsus(x) = ρsus(+
1
2). Moreover for all ψ ∈ C∞([−12 ,+12 ])
0 =
∫ + 1
2
− 1
2
ψ′(x)(ρsus)1 = (ρsus)1(
1
2
)ψ(
1
2
)− (ρsus)1(−1
2
)ψ(−1
2
),
to conclude
(ρsus)1(x) ≡ 0, for all x ∈ [−1
2
,+
1
2
].
On the other hand
ρs(x) =
∫
R3
µ(v) +
√
µfs(x, v)dv ≥
∫
R3
µ(v)dv −
∫
R3
√
µ(v)w−1(v)dv × ‖wfs‖∞ > 0,
for small ‖wfs‖∞ so that ρs is positive. Thus (us)1(x) ≡ 0. The components (us)i for i = 2, 3
vanish by symmetry:
(us)i(x) =
1
ρs(x)
∫
R3
viFs(x, v)dv
=
1
ρs(x)
∫
vi>0
viFs(x, v)dv − 1
ρs(x)
∫
v˜i>0
v˜iFs(x, v)dv˜
=
1
ρs(x)
∫
vi>0
viFs(x, v)dv − 1
ρs(x)
∫
v˜i>0
v˜iF˜s(x, v˜)dv˜, (5.14)
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where (v˜)i = −vi and v˜j = vj for j 6= i, and we have defined F˜s(x, v) = Fs(x, v˜). Then F˜
solves
v1∂x1F˜s = Q(F˜s, F˜s) , F˜s(x, v) = µ
θ(x, v)
∫
n(x)·v>0
F˜s(x, v)(n(x) · v)dv,
where x ∈ ∂Ω and n(x) ·v < 0. By the uniqueness, we conclude F˜s(x, v) = Fs(x, v) and hence
F˜s(x, v˜) = Fs(x, v˜) almost everywhere. Therefore it follows that (5.14) vanishes and (us)i ≡ 0
almost everywhere for i = 2, 3.
Recall the definition of temperature θs in (1.23). Since ∂xfs ∈ L2([−12 + ε,+12 − ε]×R3),
we have ∂xθs ∈ L2([−12 + ε,+12 − ε]×R3) so that in the sense of distribution,
κ(θs)∂xθs = ∂x{K(θs)},
with K ′ = κ > 0. Since us ≡ 0, by Green’s identity,
∂x
{
1
2
∫
R3
v|v|2fs
}
≡ ∂xqs = 0.
By the Fourier law (1.1) we have then, in the sense of distribution
∂xx{K(θs)} = 0.
Therefore, in the sense of distributions
K(θs) = Ax+B.
But if θs =
1
3ρs
∫ |v|2fs√µ ∈ L∞, then K(θs) ∈ L∞, and this implies that K(θs) is in W 2,∞
so that K(θs) is continuous up to the boundary. But if K
′ = κ > 0 we thus deduce that θs
itself is continuous up to the boundary x = −12 ,+12 . We then can rewrite
A = K(θ(+
1
2
))−K(θ(−1
2
)), B =
K(θ(+12)) +K(θ(−12))
2
.
By the main theorem, fs = δf1 +O(δ
2), so that
θs(x) = θ0 + δθ1(x) +O(δ
2),
and we know that θ0 =
1
3
∫ |v|2µ is constant in our construction. Then we have for all
−12 ≤ x ≤ +12 ,
K(θ0 + δθ1 +O(δ
2)) = K(θ0) + δK
′(θ0)θ1 +O(δ2). (5.15)
We therefore have
A = δK ′(θ0)[θ1(+
1
2
)− θ1(−1
2
)] +O(δ2),
B = K(θ0) + δK
′(θ0)
θ1(+
1
2) + θ1(−12)
2
+O(δ2).
Hence the first order expansion θ1(x) must to be a linear function:
θ1(x) =
θ1(+
1
2 ) + θ1(−12 )
2
+ x[θ1(+
1
2
)− θ1(−1
2
)].
Here θ1 =
1
3
∫
dvf1
∫ |v|2f1 and from (1.21) f1 satisfies (1.22).
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6 L2 Decay
The main purpose of this section is to prove the following:
Proposition 6.1 Suppose that for all t > 0∫∫
Ω×R3
g(t, x, v)
√
µdv =
∫
γ−
r
√
µdγ = 0. (6.1)
Then there exists a unique solution to the problem
∂tf + v · ∇xf + Lf = g, f(0) = f0, in Ω×R3 ×R+, (6.2)
with
f− = Pγf + r, on γ− ×R+, (6.3)
such that for all t 0, ∫∫
Ω×R3
f(t, x, v)
√
µdxdv = 0. (6.4)
Moreover, there is λ > 0 such that
‖f(t)‖22 + |f(t)|22 . e−λt
{
‖f0‖22 +
∫ t
0
eλs‖g(s)‖22ds+
∫ t
0
eλs|r(s)|22ds
}
.
Lemma 6.2 Assume that g and r satisfy (6.1) and f satisfies (6.2) , (6.3) and (6.4). Then
there exists a function G(t) such that, for all 0 ≤ s ≤ t,∫ t
s
‖Pf(τ)‖2ν . G(t) −G(s) +
∫ t
s
‖g(τ)‖22 + |r(τ)|22
+
∫ t
s
‖(I −P)f(τ)‖2ν +
∫ t
s
|(1− Pγ)f(τ)|22,+.
Moreover, G(t) . ‖f(t)‖22.
Proof. The key of the proof is to use the same choices of test functions (allowing extra
dependence on time) of (3.16), (3.23), (3.30) and (3.37) and estimate the new contribution∫ t
s
∫∫
Ω×R3 ∂tψf in the time dependent weak formulation∫ t
s
∫
γ+
ψfdγ −
∫ t
s
∫
γ−
ψfdγ −
∫ t
s
∫∫
Ω×R3
v · ∇xψf
= −
∫∫
Ω×R3
ψf(t) +
∫∫
Ω×R3
ψf(s) +
∫ t
s
∫∫
Ω×R3
−ψL(I−P)f + ψg
+
∫ t
s
∫∫
Ω×R3
∂tψf. (6.5)
We note that, with such choices
G(t) = −
∫∫
Ω×R3
ψf(t), |G(t)| . ‖f(t)‖22.
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Without loss of generality we give the proof for s = 0.
Remark: We note that (6.1), (6.2), (6.3) and (6.4) are all invariant under a standard t-
mollification for all t > 0. The estimates in step 1 to step 3 are obtained via a t-mollification
so that all the functions are smooth in t. For the notational simplicity we do not write ex-
plicitly the parameter of the regularization.
Step 1. Estimate of ∇x∆−1N ∂ta = ∇x∂tφa in (6.5)
In the weak formulation(with time integration over [t, t+ε]), if we choose the test function
ψ = φ
√
µ with φ(x) dependent only of x, then we get (note that Lf and g against φ(x)
√
µ
are zero)
√
2π
∫
Ω
[a(t+ ε)− a(t)]φ(x) = 2π
√
2π
∫ t+ε
t
∫
Ω
(b · ∇x)φ(x) +
∫ t+ε
t
∫
γ−
rφ
√
µ,
where
∫
R3
µ(v)dv =
√
2π,
∫
R3
(v1)
2µ(v)dv = 2π
√
2π and we have used the splitting (3.19)
and (3.20). Taking difference quotient, we obtain, for almost all t,∫
Ω
φ∂ta =
√
2π
∫
Ω
(b · ∇x)φ+ 1
2π
∫
γ−
rφ
√
µ.
Notice that, for φ = 1, from (6.1) the right hand side of the above equation is zero so that,
for all t > 0, ∫
Ω
∂ta(t)dx = 0.
On the other hand, for all φ(x) ∈ H1 ≡ H1(Ω), we have, by the trace theorem |φ|2 . ‖φ‖H1 ,∣∣∣∣
∫
Ω
φ(x)∂tadx
∣∣∣∣ . |r|2|φ|2 + ‖b‖2‖φ‖H1
. { ‖b(t)‖2 + |r|2} ‖φ‖H1 .
Therefore we conclude that, for all t > 0,
‖∂ta(t)‖(H1)∗ . ‖b(t)‖2 + |r|2,
where (H1)∗ ≡ (H1(Ω))∗ is the dual space of H1(Ω) with respect to the dual pair
〈A,B〉 =
∫
Ω
A(x)B(x)dx,
for A ∈ H1 and B ∈ (H1)∗.
By the standard elliptic theory, we can solve the Poisson equation with the Neumann
boundary condition
−∆Φa = ∂ta(t) , ∂Φa
∂n
∣∣∣
∂Ω
= 0,
with the crucial condition
∫
Ω ∂ta(t, x)dx = 0 for all t > 0. Notice that Φa = −∆−1N ∂ta = ∂tφa
where φa is defined in (3.37). Moreover we have
‖∇x∂tφa‖2 = ‖∆−1N ∂ta(t)‖H1 = ‖Φa‖H1
. ‖∂ta(t)‖(H1)∗ . ‖b(t)‖2 + |r|2.
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Therefore we conclude, for almost all t > 0,
‖∇x∂tφa(t)‖2 . ‖b(t)‖2 + |r|2. (6.6)
Step 2. Estimate of ∇x∆−1∂tbj = ∇x∂tφib in (6.5)
In (6.5) we choose a test function ψ = φ(x)vi
√
µ. Since µ(v) = 12πe
− |v|2
2 ,
∫
vivjµ(v)dv =∫
vivj(
|v|2
2 − 32 )µ(v)dv = 2π
√
2πδi,j and we get
2π
√
2π
∫
Ω
[bi(t+ ε)− bi(t)]φ
= −
∫ t+ε
t
∫
γ
fφvi
√
µ+ 2π
√
2π
∫ t+ε
t
∫
Ω
∂iφ[a+ c]
+
∫ t+ε
t
∫∫
Ω×R3
d∑
j=1
vjvi
√
µ∂jφ(I −P)f +
∫ t+ε
t
∫∫
Ω×R3
φvig
√
µ.
Taking difference quotient, we obtain∫
Ω
∂tbi(t)φ
=
−1
2π
√
2π
∫
γ
f(t)viφ
√
µ+
∫
Ω
∂iφ[a(t) + c(t)]
+
1
2π
√
2π
{∫∫
Ω×R3
d∑
j=1
vjvi
√
µ∂jφ(I −P)f(t) +
∫∫
Ω×R3
φvig(t)
√
µ
}
.
For fixed t > 0, we choose φ = Φib solving
−∆Φib = ∂tbi(t), Φib|∂Ω = 0.
Notice that Φib = −∆−1∂tbi = ∂tφib where φib is defined in (3.24). The boundary terms vanish
because of the Dirichlet boundary condition on Φib. Then we have, for t ≥ 0,∫
Ω
|∇x∆−1∂tbi(t)|2dx =
∫
Ω
|∇xΦib|2dx = −
∫
Ω
∆ΦibΦ
i
bdx
. ε{‖∇xΦib‖22 + ‖Φib‖22}+ ‖a(t)‖22 + ‖c(t)‖22
+‖(I−P)f(t)‖22 + ‖g(t)‖22
. ε‖∇xΦib‖22 + ‖a(t)‖22 + ‖c(t)‖22
+‖(I−P)f(t)‖22 + ‖g(t)‖22,
where we have used the Poincare´ inequality. Hence, for all t > 0
‖∇x∂tφib(t)‖2 = ‖∇x∆−1∂tbi(t)‖2
. ‖a(t)‖2 + ‖c(t)‖2 + ‖(I−P)f(t)‖2 + ‖g(t)‖2. (6.7)
Step 3. Estimate of ∇x∆−1∂tc = ∇x∂tφc in (6.5)
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In the weak formulation, we choose a test function φ(x)( |v|
2
2 − 32)
√
µ. Since
∫
R3
µ(v)( |v|
2
2 −
3
2)dv = 0,
∫
R3
µ(v)vivj(
|v|2−3
2 ) = 2π
√
2πδi,j and
∫
R3
µ(v)( |v|
2
2 − 32)2dv = 3π
√
2π we get
3π
√
2π
∫
Ω
φ(x)c(t+ ε, x)dx − 3π
√
2π
∫
Ω
φ(x)c(t, x)dx
= 2π
√
2π
∫ t+ε
t
∫
Ω
b · ∇xφ−
∫ t+ε
t
∫
γ
(
|v|2
2
− 3
2
)
√
µφf
+
∫ t+ε
t
∫∫
Ω×R3
(I−P)f( |v|
2
2
− 3
2
)
√
µ(v · ∇x)φ
+
∫ t+ε
t
∫∫
Ω×R3
φg(
|v|2
2
− 3
2
)
√
µ,
and taking difference quotient, we obtain∫
Ω
φ(x)∂tc(t, x)dx
=
2
3
∫
Ω
b(t) · ∇xφ− 1
3π
√
2π
∫
γ
(
|v|2
2
− 3
2
)
√
µφf(t)
+
1
3π
√
2π
∫∫
Ω×R3
(I−P)f(t)( |v|
2
2
− 3
2
)
√
µ(v · ∇x)φ
+
1
3π
√
2π
∫∫
Ω×R3
φg(t)(
|v|2
2
− 3
2
)
√
µ.
For fixed t > 0, we define a test function φ = Φc where φc is defined in (3.16). The boundary
terms vanish because of the Dirichlet boundary condition on Φc. Then we have, for t > 0,
−∆Φc = ∂tc(t), Φc|∂Ω = 0.
Notice that Φc = −∆−1∂tc(t) = ∂tφc(t) in (3.16). We follow the same procedure of estimates
∇x∆−1∂ta and ∇x∆−1∂tb to have
‖∇x∆−1∂tc(t)‖22 =
∫
Ω
|∇xΦc(x)|2dx
=
∫
Ω
Φc(x)∂tc(t, x)dx
. ε{‖∇xΦc‖22 + ‖Φc‖22}+ ‖b(t)‖22 + ‖(I−P)f(t)‖22 + ‖g(t)‖22
. ε‖∇xΦc‖22 + ‖b(t)‖22 + ‖(I −P)f(t)‖22 + ‖g(t)‖22,
where we have used the Poincare´ inequality. Finally we have, for all t > 0,
‖∇x∂tφc‖2 . ‖∇x∆−1∂tc(t)‖2
. ‖b(t)‖2 + ‖(I−P)f(t)‖2 + ‖g(t)‖2. (6.8)
Step 4. Estimate of a, b, c contributions in (6.5)
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To estimate c contribution in (6.5), we plug (3.16) into (6.5) to have from (3.20)∫ t
0
∫∫
Ω×R3
(|v|2 − βc)vi√µ∂t∂iφcf
=
d∑
j=1
∫ t
0
∫∫
Ω×R3
(|v|2 − βc)vivjµ(v)∂t∂iφcbj
+
∫ t
0
∫∫
Ω×R3
(|v|2 − βc)vi√µ∂t∂iφc(I−P)f.
The second line has non-zero contribution only for j = i which leads to zero by the definition
of βc in (3.21). We thus have from (6.8), for ε small,∣∣∣∣
∫ t
0
∫∫
Ω×R3
(|v|2 − βc)vi√µ∂t∂iφcf
∣∣∣∣
.
∫ t
0
{
‖b‖2 + ‖(I −P)f‖2 + ‖g‖2
}
‖(I−P)f‖2
. ε
∫ t
0
‖b‖22 +
∫ t
0
{
‖(I−P)f‖22 + ‖g‖22
}
. (6.9)
Combining with (3.22) in Lemma 3.4 we conclude, for ε small,∫ t
0
‖c(s)‖22ds . G(t)−G(0) (6.10)
+
∫ t
0
{
‖(I−P)f(s)‖2ν + ‖g(s)‖22 + |(1− Pγ)f(s)|22,+ + |r(s)|22 + ε‖b(s)‖22
}
ds.
To estimate b contribution in (6.5), we plug (3.23) into (6.5) to have from (3.20)∫ t
0
∫∫
Ω×R3
(v2i − βb)
√
µ∂t∂jφ
j
bf
=
∫ t
0
∫∫
Ω×R3
(v2i − βb)µ∂t∂jφjb{
|v|2
2
− 3
2
}c (6.11)
+
∫ t
0
∫∫
Ω×R3
(v2i − βb)
√
µ∂t∂jφ
j
b(I −P)f,
where we used (3.28) to remove the a contribution. We thus have from (6.7),∣∣∣∣
∫ t
0
∫∫
Ω×R3
(v2i − βb)
√
µ∂t∂jφ
j
bf
∣∣∣∣
.
∫ t
0
{
‖a‖2 + ‖c‖2 + ‖(I −P)f‖2 + ‖g‖2
}{
‖c‖2 + ‖(I −P)f‖2
}
.
∫ t
0
{
‖(I −P)f‖22 + ‖c‖22 + ‖g‖22 + ε‖a‖22
}
. (6.12)
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Next we plug (3.30) into (6.5) and we have from (6.7),∫ t
0
∫
Ω×R3
|v|2vivj√µ∂t∂jφibf
=
∫ t
0
∫
Ω×R3
|v|2vivj√µ∂t∂jφib(I−P)f
.
∫ t
0
{‖a‖2 + ‖c‖2 + ‖(I−P)f‖2 + ‖g‖2}‖(I −P)f‖2
.
∫ t
0
{
‖(I−P)f‖2ν + ‖g‖22 + ε
[‖a‖22 + ‖c‖22]}. (6.13)
Combining this with (3.36) in Lemma 3.4 we conclude from (6.5) that∫ t
0
‖b(s)‖22ds . G(t) −G(0) (6.14)
+
∫ t
0
{
‖(I −P)f(s)‖2ν + ‖g(s)‖22 + |(1− Pγ)f(s)|22,+ + |r(s)|22 + ε‖a‖22 + ‖c‖22(1 + ε)
}
ds.
Finally in order to estimate a contribution in (6.5) we plug (3.37) for into (6.5). We
estimate ∫ t
0
∫
Ω×R3
(|v|2 − βa)viµ∂t∂iφaf (6.15)
=
∫ t
0
∫
Ω×R3
(|v|2 − βa)(vi)2µ∂t∂iφabi
+
∫ t
0
∫
Ω×R3
(|v|2 − βa)viµ∂t∂iφa(I−P)f
.
∫ t
0
{‖b(t)‖2,Ω + |r|2}{‖b‖2,Ω + ‖(I −P)f‖2}
Combining this with Lemma 3.4 we conclude∫ t
0
‖a(s)‖22ds . G(t)−G(0) (6.16)
+
∫ t
0
{
‖(I−P)f(s)‖2ν + ‖g(s)‖22 + |(1− Pγ)f(s)|22,+ + |r(s)|22 + ‖b‖22
}
ds.
From (6.10), (6.14) and (6.16), we prove the lemma by choosing ε sufficiently small.
Proof of Proposition 6.1. The proof is parallel to the steady case, proof of Proposition
3.1. We start with the approximating sequence. with f0 ≡ f0,
∂tf
ℓ+1 + v · ∇xf ℓ+1 + νf ℓ+1 −Kf ℓ = g, fn+1(0) = f0, (6.17)
f ℓ+1− = (1−
1
j
)Pγf
ℓ + r.
Step 1. We first show that for fixed j, f ℓ → f j as ℓ→∞. Notice that by the compactness of
K,
(Kf ℓ, f ℓ+1) ≤ ε[‖f ℓ+1‖2ν + ‖f ℓ‖2ν ] + Cε[‖f ℓ+1‖22 + ‖f ℓ‖22].
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We first take an inner product(using Green’s identity) with f ℓ+1 in (6.17). With the same
choice of Cj in (3.6) and using the boundary condition
‖f ℓ+1(t)‖22 + (1− ε)
∫ t
0
‖f ℓ+1(s)‖2ν +
∫ t
0
|f ℓ+1(s)|22,+ds
≤ ε
∫ t
0
‖f ℓ(s)‖2νds +
[
(1− 1
j
)2 +
1
j2
] ∫ t
0
|Pγf ℓ|22,−
+Cj
∫ t
0
|r|22 + Cε
∫ t
0
max
1≤i≤ℓ+1
‖f i(s)‖22ds+
∫ t
0
‖g(s)‖2νds+ ‖f0‖22.
≤ ε
∫ t
0
‖f ℓ(s)‖2νds +
[
(1− 1
j
)2 +
1
j2
] ∫ t
0
|f ℓ(s)|22,+ds
+Cj
∫ t
0
|r|22 + Cε
∫ t
0
max
1≤i≤ℓ+1
‖f i(s)‖22ds+
∫ t
0
‖g(s)‖2νds+ ‖f0‖22
≤ max
{
ε
1− ε,
[
(1− 1
j
)2 +
1
j2
]}{
(1− ε)
∫ t
0
‖f ℓ(s)‖2νds+
∫ t
0
|f ℓ(s)|22,+ds
}
+Cj
∫ t
0
|r|22 + Cε
∫ t
0
max
1≤i≤ℓ+1
‖f i(s)‖22ds+
∫ t
0
‖g(s)‖2νds+ ‖f0‖22.
We choose ε > 0 sufficiently small, so that max
{
ε
1−ε ,
[
(1− 1j )2 + 1j2
]}
≤ 1 − ε. Now we
iterate again to have
≤ (1− ε)2
{
(1− ε)
∫ t
0
‖f ℓ−1(s)‖2νds+
∫ t
0
|f ℓ(s)|22,+ds
}
+[(1− ε) + 1]
{
Cε
∫ t
0
|r|22 + Cε
∫ t
0
max
1≤i≤ℓ+1
‖f i(s)‖22ds+
∫ t
0
‖g(s)‖2νds+ ‖f0‖22
}
...
≤ (1− ε)ℓ+1
{
(1− ε)
∫ t
0
‖f0(s)‖2νds+
∫ t
0
|f0|22,+
}
+
1− (1− ε)ℓ+1
ε
{
Cε
∫ t
0
|r|22 + Cε
∫ t
0
max
1≤i≤ℓ+1
‖f i(s)‖22ds+
∫ t
0
‖g(s)‖2νds+ ‖f0‖22
}
.
(6.18)
We therefore have, from f0 ≡ f0,
max
1≤i≤ℓ+1
‖f i(t)‖22 .ε,j
{∫ t
0
|r|22 +
∫ t
0
max
1≤i≤ℓ+1
‖f i(s)‖22ds+
∫ t
0
‖g(s)‖2νds+ ‖f0‖22
+t‖f0‖2ν + t|f0|22,+
}
.
By Gronwall’s lemma we have
max
1≤i≤ℓ+1
‖f i(t)‖22 .ε,j,t
{∫ t
0
|r|22 +
∫ t
0
‖g(s)‖2νds+ ‖f0‖22 + t‖f0‖2ν + t|f0|22,+
}
,
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where t > 0 is fixed. This in turns leads to
max
1≤i≤ℓ+1
{
‖f i(t)‖22 +
∫ t
0
‖f i(s)‖2ν +
∫ t
0
|f i(s)|2+ds
}
.ε,j,t
{∫ t
0
|r|22 +
∫ t
0
‖g(s)‖2νds+ ‖f0‖22 + t‖f0‖2ν + t|f0|22,+
}
.
Upon taking the difference, we have
∂t[f
ℓ+1 − f ℓ] + v · ∇x[f ℓ+1 − f ℓ] + ν[f ℓ+1 − f ℓ] = K[f ℓ − f ℓ−1], (6.19)
with [f ℓ+1 − f ℓ](0) ≡ 0 and f ℓ+1− − f ℓ− = (1− 1j )Pγ [f ℓ − f ℓ−1]. Applying (6.18) to f ℓ+1 − f ℓ
yields
‖f ℓ+1(t)− f ℓ(t)‖2 +
∫ t
0
‖f ℓ+1(s)− f v(s)‖2ν +
∫ t
0
|f ℓ+1(s)− f ℓ(s)|22,+ds
≤ (1− ε)ℓ
∫ t
0
|f1 − f0|22,+ +
1
ε
{∫ t
0
max
1≤i≤n
‖f i(s)− f i−1(s)‖2νds
}
.
From (6.18), this implies, from the Gronwall’s lemma, that, by taking maximum over 1 ≤ i ≤
ℓ+ 1,
‖f ℓ+1(t)− f ℓ(t)‖2 .ε,j,t (1− ε)ℓ
∫ t
0
|f1 − f0|22,+,∫ t
0
‖f ℓ+1(s)− f ℓ(s)‖2ν +
∫ t
0
|f ℓ+1(s)− f ℓ(s)|22,+ds .ε,j,t (1− ε)ℓ
∫ t
0
|f1 − f0|22,+.
Therefore, f ℓ is a Cauchy sequence and f ℓ → f j so that f j is the solution of
∂tf + v · ∇xf + Lf = g, f(0) = f0, f− = (1− 1
j
)Pγf + r. (6.20)
Step 2. We let j → ∞. Upon using Green’s identity and the boundary condition and (3.8),
for any η > 0,
‖f j(t)‖22 +
∫ t
0
‖(I −P)f j(s)‖2νds+
∫ t
0
|(1 − Pγ)f j(s)|22,+ds
≤ η
∫ t
0
|Pγf j(s)|22,+ds+ Cη
∫ t
0
|r|22 +
∫ t
0
‖g(s)‖2νds+ ‖f0‖22. (6.21)
Note that, from Ukai’s trace theorem (Lemma 2.1) and (6.20)∫ t
0
|Pγf j(s)|22,+ds .
∫ t
0
|f j(s)1γε |22ds (6.22)
.
∫ t
0
‖f j(s)‖22ds+
∫ t
0
‖∂t[f j]2 + v · ∇x[f j]2‖1
.
∫ t
0
‖f j(s)‖22ds+
∫ t
0
|(Lf j, f j)|+
∫ t
0
‖g(s)‖2νds
.
∫ t
0
‖f j(s)‖22ds+
∫ t
0
‖(I−P)f j(s)‖2ν +
∫ t
0
‖g(s)‖2νds.
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But from (6.22), choosing η small, we obtain from (6.21) and (6.22) that
‖f j(t)‖2 +
∫ t
0
‖(I −P)f j(s)‖2νds+
∫ t
0
|(1 − Pγ)f j(s)|22,+ds
.
∫ t
0
‖f j(s)‖22ds+
∫ t
0
|r|22 +
∫ t
0
‖g(s)‖2νds+ ‖f0‖22.
It follows from the Gronwall’s lemma that
‖f j(t)‖22 .t
∫ t
0
|r|22 +
∫ t
0
‖g(s)‖2νds+ ‖f0‖22, (6.23)
and hence
‖f j(t)‖22 +
∫ t
0
‖(I−P)f j(s)‖2νds+
∫ t
0
|(1 − Pγ)f j(s)|22,+ds
.t
∫ t
0
|r|22 +
∫ t
0
‖g(s)‖2νds+ ‖f0‖22. (6.24)
Since ‖Pf j(s)‖2ν . ‖f j(s)‖22, integrating (6.23) from 0 to t and combining with (6.22) we have∫ t
0
‖Pf j(s)‖2νds+
∫ t
0
|Pγf j(s)|2,+ds (6.25)
.t
∫ t
0
‖(I−P)f j(s)‖νds+
∫ t
0
{|r(s)|22 + ‖g(s)‖22}ds+ ‖f0‖22.
Add (6.24) and (6.25) together to have
‖f j(t)‖22 +
∫ t
0
‖f j(s)‖2νds+
∫ t
0
|f j(s)|22ds .t
∫ t
0
|r|22 +
∫ t
0
‖g(s)‖2νds+ ‖f0‖22. (6.26)
By taking a weak limit, we obtain a weak solution f to (6.2) with the same bound (6.26).
Taking difference, we have
∂t[f
j − f ] + v · ∇x[f j − f ] + L[f j − f ] = 0, [f j − f ]− = Pγ [f j − f ] + 1
j
Pγf
j, (6.27)
with [f j − f ](0) = 0. Applying the same estimate (6.26) with r = 1jPγf j we obtain
‖f j(t)− f(t)‖22 +
∫ t
0
‖f j(s)− f(s)‖2νds +
∫ t
0
|f j(s)− f(s)|22ds
.t
1
j
∫ t
0
|Pγf j|2 .t 1
j
→ 0.
We thus construct f as a L2 solution to (6.2).
Remark 6.3 In both Step 1 and Step 2, we do not need the zero mass constraint which is
instead essential for next step.
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Step 3. Decay estimate.
To conclude our proposition, let
y(t) ≡ eλtf(t).
We multiply (6.2) by eλt, so that y satisfies
∂ty + v · ∇xy + Ly = λy + eλtg, y|γ− = Pγy+ + eλtr. (6.28)
We apply Green’s identity and (6.22), (6.21) together with η ≪ λ to obtain
‖y(t)‖22 +
∫ t
0
‖(I−P)y(s)‖2ν +
∫ t
0
|(1− Pγ)y(s)|2,+ (6.29)
≤ λ
∫ t
0
‖y(s)‖22 + ‖y(0)‖22 + Cλ
∫ t
0
eλs|r|22 +
∫ t
0
eλs‖g(s)‖22ds.
From (6.2) we know that∫∫
Ω×R3
y
√
µ =
∫∫
Ω×R3
(λy + eλtg)
√
µ = 0,
∫
γ−
eλtr
√
µdγ = 0.
Applying Lemma 6.2 to (6.28), we deduce∫ t
0
‖Py(s)‖2νds . G(t)−G(0) (6.30)
+
∫ t
0
‖(I−P)y(s)‖2νds+
∫ t
0
eλs‖g‖22ds (6.31)
+λ
∫ t
0
‖y‖22ds+
∫ t
0
{|(1 − Pγ)y(s)|22,+ + eλs|r|22}ds,
where G(t) . ‖y(t)‖22. Multiplying with a small constant×(6.30)+(6.29) to obtain, for some
ε≪ 1
[‖y(t)‖22 − εG(t)] + ε
{∫ t
0
‖(I−P)y(s)‖2ν + ‖Py(s)‖2ν
}
+ ε
∫ t
0
|(I − Pγ)y(s)‖22,+
≤ Cλ
∫ t
0
‖y(s)‖22 + [‖y(0)‖22 − εG(0)] + Cε,λ
∫ t
0
eλs|r|22 +
∫ t
0
eλs‖g(s)‖22ds.
By further choosing λ≪ ε, and ‖(I−P)y(s)‖2ν + ‖Py(s)‖2ν & ‖y(s)‖22 for hard potentials, we
conclude our proposition.
7 L∞ Stability and Non-Negativity
To conclude the proof of Theorem 1.3 we need L∞ estimates. They are provided, in the linear
case, by next
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Proposition 7.1 Let ‖wρf0‖∞ + |〈v〉wρr|∞ + ‖wρg‖∞ < +∞ and
∫∫ √
µg =
∫
γ r
√
µ =∫∫
f0
√
µ = 0. Then the solution f to (6.2) satisfies
‖wρf(t)‖∞ + |wρf(t)|∞ ≤ e−λt
{‖wρf0‖∞ + sup eλs‖wρg‖∞ + ∫ t
0
eλs|〈v〉wρr(s)|∞ds
}
.
Furthermore, if f0|γ− = Pγf0 + r0, f0, r and g are continuous, then f(t, x, v) is continuous
away from D. In particular, it Ω is convex then D = γ0.
Proof. We use exactly the same approximating sequence and repeat step 1 to step 3 of
Proposition 6.1 to show that f j, f are bounded, via Lemma 4.4. We denote hℓ = w̺f
ℓ, where
w̺ is scaled weight in (4.1). Rewrite (6.17) as
∂th
ℓ+1 + v · ∇xhℓ+1 + νhℓ+1 = Kw̺hℓ + w̺g, (7.1)
hℓ+1− =
1− 1j
w˜̺(v)
∫
n(x)·v′>0
hℓ(t, x, v′)w˜̺(v′)dσ + w̺r.
Step 1.We take ℓ → ∞ in L∞. Upon integrating over the characteristic lines dxdt = v, and
dv
dt = 0 and the boundary condition repeatedly, along the stochastic cycles, we obtain (by
replacing 1 − 1j with 1 and ε = 0) that (4.8) is valid for hℓ+1. Therefore, for ℓ ≥ 2̺, by
Lemma 4.4 that
sup
0≤s≤T0
e
ν0
2
s|hℓ+1(s, x, v)|
≤ 1
8
max
0≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hℓ−l(s)‖∞}+ C(k) max
1≤l≤2k
∫ T0
0
‖f ℓ−l(s)‖2ds
+‖h0‖∞ + k
[
sup
0≤s≤T0
{
e
ν0
2
s|w̺r(s)|∞
}
+ sup
0≤s≤T0
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}]
≡ 1
8
max
0≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hℓ−l(s)‖∞}+ C(k) max
1≤l≤2k
∫ T0
0
‖f ℓ−l(s)‖2ds
+D,
where T0 = ̺
4/5, ̺ = k are chosen to be sufficiently large but fixed. Now this is valid for all
ℓ ≥ 2k. By induction on ℓ, we can iterate such bound for ℓ+ 2, ....ℓ + 2k to obtain
sup
0≤s≤T0
e
ν0
2
s‖hℓ+i(s)‖∞ (7.2)
≤ 1
8
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hℓ+i−l(s)‖∞}+ C(k) max−2k≤l≤2k
∫ T0
0
‖f ℓ−l(s)‖2ds+D
≤ 1
4
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hℓ+i−l−1(s)‖∞}+ 2C(k) max−2k≤l≤2k
∫ T0
0
‖f ℓ−l(s)‖2ds+ 2D
...
≤ 1
4
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hℓ−l(s)‖∞}+ (i+ 1)C(k)
{
max
−2k≤l≤2k
∫ T0
0
‖f ℓ−l(s)‖2ds +D
}
.
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Taking maximum over i = 1, ...2k, and by induction on ℓ,
max
1≤l≤2k
sup
0≤s≤T0
e
ν0
2
s‖hℓ+1−l(s)‖∞
≤ 1
4
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hℓ−l(s)‖∞}+ C(k)
[
max
−2k≤l≤2k
∫ T0
0
‖f ℓ−l(s)‖2ds
]
+D
≤ 1
42
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hℓ−1−l(s)‖∞}+ (1 + 1
4
)
{
C(k)
[
max
−2k≤l≤2k
∫ T0
0
‖f ℓ−l(s)‖2ds
]
+D
}
...
≤ 1
4ℓ/2k
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hl(s)‖∞}+
{
C(k)
[
max
−2k≤l≤2k
∫ T0
0
‖f ℓ−l(s)‖2ds
]
+D
}
,
where we may assume that ℓ is a multiple of k. Now for max1≤l≤2k ‖hl‖∞, we can use (4.8)
for k = 1 repeatedly for h2k → h2k−1 ...→ h0 to obtain
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hl(s)‖∞} .k ‖h0‖∞+ sup
0≤s≤T0
{
e
ν0
2
s|w̺r(s)|∞
}
+ sup
0≤s≤T0
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}
.
We therefore conclude that
max
1≤l≤2k
sup
0≤s≤T0
e
ν0
2
s‖hℓ+1−l(s)‖∞
.k C(k)
{
max
−2k≤l≤2k
∫ T0
0
‖f ℓ−l(s)‖2ds+D
}
+‖h0‖∞ + sup
0≤s≤T0
{
e
ν0
2
s|w̺r(s)|∞
}
+ sup
0≤s≤T0
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}
,
Now max1≤l≤∞ ‖f l‖2 is bounded by step 1 in the proof of Proposition 6.1, ‖ · ‖2 is bounded
by ‖w̺ · ‖∞ for β > 3 and |r|2 is bounded by |w̺〈v〉r(s)|∞. Hence, there is a limit (unique)
solution hℓ → h = w̺f ∈ L∞. Furthermore, h satisfies (4.8) with hℓ+1 ≡ h. By subtracting
hℓ+1 − h in (4.8) with D = 0, we obtain from Lemma 4.4 for hℓ+1 − h and (7.2):
max
1≤l≤2k
sup
0≤s≤T0
e
ν0
2
s‖hℓ+1−l(s)− h(s)‖∞
≤ 1
4ℓ/2k
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖hl(s)− h(s)‖∞}
+
{
C(k) max
−2k≤l≤2k
∫ T0
0
‖f ℓ−l(s)− f(s)‖2ds
}
.
From step 1 of Lemma 6.1 we deduce sup0≤s≤T0 ‖hℓ+1−l(s)− h(s)‖∞ → 0 for ℓ large.
Step 2. We take j →∞. Let f j to be the solution to (6.20) and integrate along dxdt = v, dvdt = 0
repeatedly. Again (4.8) is valid for hℓ ≡ hj (replacing (1 − 1j ) by 1 and ε = 0) and l = 0.
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Lemma 4.4 implies
sup
0≤s≤T0
e
ν0
2
s‖hj(s)‖∞
≤ 1
8
sup
0≤s≤T0
{e ν02 s‖hj(s)‖∞}+ C(k)
∫ T0
0
‖f j(s)‖2ds
+‖h0‖∞ + k
[
sup
0≤s≤T0
{
e
ν0
2
s|w̺r(s)|∞
}
+ sup
0≤s≤T0
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}]
,
with T0 = ̺
4/5, ̺ = k, and ̺ sufficiently large but fixed. Therefore, by an induction over j,
sup
0≤s≤T0
e
ν0
2
s‖hj(s)‖∞ ≤ C(k)
∫ T0
0
‖f j(s)‖2ds+ ‖h0‖∞
+k
[
sup
0≤s≤T0
{
e
ν0
2
s|w̺r(s)|∞
}
+ sup
0≤s≤T0
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}]
.
Since
∫ T0
0 ‖f j(s)‖2ds is bounded from step 2 of Proposition 6.1 (with no mass constraint), this
implies that ‖hj‖∞ is uniformly bounded and we obtain a (unique) solution h = w̺f ∈ L∞.
Taking the difference, we have
∂t[h
j − h] + v · ∇x[hj − h] + ν[hj − h] = Kw̺ [hj − h],
[hj − h]− =
1
w˜̺(v)
∫
n(x)·v′>0
[hj − h](t, x, v′)w˜̺(v′)dσ
−1
j
1
w˜̺(v)
∫
n(x)·v′>0
hj(t, x, v′)w˜̺(v′)dσ.
We regard 1j
1
w˜ρ(v)
∫
n(x)·v′>0 hγ−(t, x, v
′)w˜ρ(v′)dσ as r in Lemma 4.4. So Lemma 4.4 implies
that
sup
0≤s≤T0
e
ν0
2
s‖hj(s)− h(s)‖∞
. C(k)
∫ T0
0
‖f j(s)− f(s)‖2ds+ k sup
0≤s≤T0
|w̺r(s)|∞ . 1
j
,
which goes to zero as j to ∞.
We now obtain a L∞ solution h = wρf to (6.2). Since we have L∞ convergence at each
step, we deduce that h is continuous away from D.
To obtain decay estimate, we integrate (6.2) over the trajectory. The estimate (4.8) is
valid for hℓ ≡ h so that from Lemma 4.4 for ̺ > 0 sufficiently large we have:
sup
0≤s≤T0
e
ν0
2
s‖h(s)‖∞ + sup
0≤s≤T0
e
ν0
2
s|h(s)|∞ (7.3)
≤ ‖h0‖∞ + C(k)
[
sup
0≤s≤T0
{
e
ν0
2
s|w̺r(s)|∞
}
+ sup
0≤s≤T0
{
e
ν0
2
s
∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}
+
∫ T0
0
‖f(s)‖2ds
]
,
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where T0 = ̺
4/5, ̺ = k and ̺ sufficiently large. Letting s = T0 in (7.3), we obtain
‖h(T0)‖∞ + |h(T0)|∞ ≤ e−
ν0
2
T0‖h0‖∞ (7.4)
+C(k)
[
sup
0≤s≤T0
{|w̺r(s)|∞}+ sup
0≤s≤T0
{∥∥∥∥w̺g(s)〈v〉
∥∥∥∥
∞
}
+
∫ T0
0
‖f(s)‖2ds
]
.
Let
R ≡ sup
0≤s≤∞
{
e
λ
2
s|〈v〉w̺r(s)|∞
}
+ sup
0≤s≤∞
{
e
λ
2
s‖w̺g(s)‖∞
}
+ ‖w̺f0‖∞.
Since β > 3/2, Proposition 6.1 implies that
‖f(t)‖2 .̺ e−
λ
2
tR.
Let m be an integer. We look at times t = mT0. By induction on m, we have from the
definition of R and (7.4) for λ≪ ν0,
‖h([m + 1]T0)‖∞ + |h([m + 1]T0)|∞
≤ e− ν02 T0‖h(mT0)‖∞
+C(̺)e−
ν0
2
T0
[
sup
0≤s≤T0
{|w̺r(s+mT0)|∞}+ sup
0≤s≤T0
{∥∥∥∥w̺g(s+mT0)〈v〉
∥∥∥∥
∞
}
+
∫ T0
0
‖f(s+mT0)‖2ds
]
≤ e− ν02 T0‖h(mT0)‖∞ + C(̺)e−
ν0
2
T0−mλT02 ×[
sup
0≤s≤T0
e
mλT0
2 {|w̺r(s+mT0)|∞}+ sup
0≤s≤t
e
mλT0
2
∥∥∥∥w̺g(s +mT0)〈v〉
∥∥∥∥
∞
+
∫ T0
0
e
mλT0
2 ‖f(s+mT0)‖2ds
]
≤ e− ν02 T0‖h(mT0)‖∞ + C(̺)(1 + T0)e−
ν0
2
T0−mλT02 R
≤ e−2 ν02 T0‖h([m− 1]T0)‖∞ + C(̺)(1 + T0)e−
ν0
2
T0−mλT02 R
+C(̺)(1 + T0)e
− ν0
2
T0e−
ν0
2
T0e−
[m−1]λT0
2 R
= e−2
ν0
2
T0‖h([m− 1]T0)‖∞ + C(̺)(1 + T0)e−
ν0
2
T0−mλT02 R[1 + e−
ν0−λ
2
T0 ]
≤ e−3 ν02 T0‖h([m− 2]T0)‖∞
+C(̺)(1 + T0)e
− ν0
2
T0−mλT02 R[1 + e−
ν0−λ
2
T0 + e−2
ν0−λ
2
T0 ]
...
≤ e−m ν02 T0‖h0‖∞ + C(̺)(1 + T0)e−
ν0
2
T0−mλT02 R
∑
j
e−j
ν0−λ
2
T0
≤ Ck,ν0,λ,̺e−
mλT0
2 R.
Combining with (7.3) for 0 ≤ t1 ≤ T0, we deduce that for any t = mT0 + t1, ‖h(t)‖∞ +
|h(t)|∞ .k,ν0,λ,̺ e−tR. We deduce our proposition with w = w̺ for ̺ > 0 sufficiently large
but fixed. A simple scaling of ̺ concludes the proof of the proposition.
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By using the above L∞ estimate we can conclude the proof of Theorem 1.3.
Proof of Theorem 1.3. We consider the following iteration sequence
∂tf
ℓ+1 + v · ∇xf ℓ+1 + Lf ℓ+1 = L√µfsf ℓ + Γ(f ℓ, f ℓ),
f ℓ+1− = Pγf
ℓ+1 +
µδ − µ√
µ
∫
γ+
f ℓ
√
µ(n · v)dv.
Clearly we have∫∫
Ω×R3
{L√µfsf ℓ + Γ(f ℓ, f ℓ)}
√
µdxdv = 0,
∫
µδ − µ√
µ
{∫
γ+
f ℓ
}
dγ = 0.
Recall w̺(v) = (1 + ̺
2|v|2)β2 eζ|v|2 in (4.1). Note that for 0 ≤ ζ < 14 ,∥∥∥∥eλs2 w̺
{
1
〈v〉 [L
√
µfsf
ℓ + Γ(f ℓ, f ℓ)(s)
}∥∥∥∥
∞
. δ sup
0≤s≤t
‖eλs2 w̺f ℓ(s)‖∞ +
{
sup
0≤s≤t
‖eλs2 w̺f ℓ(s)‖∞
}2
.
Using (5.2) for 0 ≤ ζ < 14+2δ ,∣∣∣∣eλt2 w̺〈v〉µδ − µ√µ
{∫
γ+
f ℓ
}∣∣∣∣
∞
. δ sup
0≤s≤t
|eλs2 f ℓ(s)|∞.
By Proposition 7.1, we deduce
sup
0≤s≤t
‖eλs2 w̺f ℓ+1(s)‖∞ + sup
0≤s≤t
|eλs2 w̺f ℓ+1(s)|∞
. ‖w̺f0‖∞ + δ sup
0≤s≤t
‖eλs2 w̺f ℓ(s)‖∞ + δ sup
0≤s≤t
|eλs2 w̺f ℓ(s)|∞
+
{
sup
0≤s≤t
‖eλs2 w̺f ℓ(s)‖∞
}2
.
For δ small, there exists a ε0 (uniform in δ) such that, if the initial data satisfy (1.20), then
sup
0≤s≤t
‖eλs2 w̺f ℓ+1(s)‖∞ + sup
0≤s≤t
|eλs2 w̺f ℓ+1(s)|∞ . ‖w̺f0‖∞.
By taking difference f ℓ+1 − f ℓ, we deduce that
∂t[f
ℓ+1 − f ℓ] + v · ∇x[f ℓ+1 − f ℓ] + L[f ℓ+1 − f ℓ]
= L√µfs [f
ℓ − f ℓ−1] + Γ(f ℓ − f ℓ−1, f ℓ) + Γ(f ℓ−1, f ℓ − f ℓ−1),
[f ℓ+1 − f ℓ]− = Pγ [f ℓ+1 − f ℓ] + µδ − µ√
µ
∫
γ+
[f ℓ − f ℓ−1](n(x) · v)dv,
with f ℓ+1 − f ℓ = 0 initially. Repeating the same argument, we obtain
sup
0≤s≤t
‖eλs2 w̺[f ℓ+1 − f ℓ](s)‖∞ + sup
0≤s≤t
|eλs2 w̺[f ℓ+1 − f ℓ](s)|∞
. [δ + sup
0≤s≤t
‖eλs2 w̺f ℓ(s)‖∞ + sup
0≤s≤t
‖eλs2 w̺f ℓ−1(s)‖∞] sup
0≤s≤t
‖eλs2 w̺[f ℓ − f ℓ−1](s)‖∞.
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This implies that f ℓ+1 is a Cauchy sequence. The uniqueness is standard.
Positivity. To conclude the positivity of Fs, we need to show
Fs +
√
µf(t) ≥ 0,
if initially Fs +
√
µf0 ≥ 0. To this end, we first assume the cross section B is bounded and
hence ν is bounded. We note that previous approximating sequence is not well suited to
show the positivity. Therefore, we need to design a different iterative sequence. We use the
following one:
∂tF
ℓ+1 + v · ∇xF ℓ+1 + ν(F ℓ)F ℓ+1 = Qgain(F ℓ, F ℓ),
F ℓ+1− = µδ
∫
γ+
F ℓ(n(x) · v)dv,
where F 0 = Fs +
√
µf0 and
ν(F ) =
∫
R3
dv∗
∫
S2
dωB(v − v∗, ω)F (v∗), (7.5)
with initial condition F ℓ+1(0) = Fs+
√
µf0 ≥ 0. Clearly, such an iteration preserves the non-
negativity. We need to show F ℓ is convergent to conclude the non negativity of the (unique!)
limit F (t) ≥ 0. Writing F ℓ+1 = Fs +√µf ℓ+1, we have
∂tf
ℓ+1 + v · ∇xf ℓ+1 + ν(v)f ℓ+1 −Kf ℓ (7.6)
= Γgain(f
ℓ, f ℓ)− ν(√µf ℓ)f ℓ+1 − ν(√µfs)f ℓ+1 − ν(√µf ℓ)fs
+
1√
µ
{
Qgain(
√
µf ℓ,
√
µfs) +Qgain(
√
µfs,
√
µf ℓ)
}
,
f ℓ+1− = Pγf
ℓ +
µδ − µ√
µ
∫
γ+
f ℓ
√
µ(n(x) · v)dv.
Taking inner product (Green’s identity) with f ℓ+1, from Ukai’s trace Theorem, and (Kf ℓ, f ℓ+1) .
‖f ℓ‖22 + ‖f ℓ+1‖22 (bounded cross section B) and the boundary condition we have
‖f ℓ+1(t)‖22 +
∫ t
0
‖f ℓ+1‖22 +
∫ t
0
|f ℓ+1|22,+
. ‖f0‖22 + [1 + Cδ2]
∫ t
0
|Pγf ℓ|22 +
∫ t
0
‖f ℓ‖22 (7.7)
+[δ + ‖wf ℓ‖∞ + ‖wf ℓ‖2∞]
∫ t
0
‖f ℓ+1‖22.
By (6.22) and the equation (7.6), assuming max1≤l≤ℓ ‖wf l‖∞ < +∞ we have∫ t
0
|Pγf ℓ|22 .
∫ t
0
‖f ℓ‖22 +
∫ t
0
‖f ℓ−1‖22 + [δ + ‖wf ℓ−1‖∞ + ‖wf ℓ−1‖2∞]
∫ t
0
‖f ℓ‖22
. max
ℓ−1≤l≤ℓ
∫ t
0
‖f l‖22ds. (7.8)
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Splitting 1 + Cδ2 = 1− δ + (δ + Cδ2) in (7.7) and using (7.8) we have
‖f ℓ+1(t)‖22 +
∫ t
0
‖f ℓ+1‖22 +
∫ t
0
|f ℓ+1|22,+
. ‖f0‖22 + [1− δ]
∫ t
0
|Pγf ℓ|22ds+ max
ℓ−1≤l≤ℓ
∫ t
0
‖f l‖22ds.
Then we iterate to obtain
‖f ℓ+1‖22 +
∫ t
0
‖f ℓ+1‖22 +
∫ t
0
|f ℓ+1|22,+
≤ [1− δ]2
∫ t
0
|Pγf ℓ−1|22 + [1 + (1− δ)]
{
‖f0‖22 + max
1≤l≤ℓ+1
∫ t
0
‖f l(s)‖22
}
...
≤ (1− δ)ℓ+1
∫ t
0
|Pγf0|22 +
1− (1− δ)ℓ+1
δ
{
‖f0‖22 + max
1≤l≤ℓ+1
∫ t
0
‖f l(s)‖22
}
.
(7.9)
Taking maximum over 1 ≤ l ≤ ℓ+ 1,
max
1≤l≤ℓ+1
‖f l(t)‖22 . ‖f0‖22 +
∫ t
0
|Pγf0|22 +
∫ t
0
max
1≤l≤ℓ+1
‖f l(s)‖22ds.
By Gronwall’s lemma, from f0 = f0,
max
1≤1≤n+1
‖f l(t)‖2 .t ‖f0‖2 + t|Pγf0|2, (7.10)
uniformly bounded.
We now apply Lemma 4.4 with
g = L√µfsf
ℓ + Γ(f ℓ, f ℓ), r =
µδ − µ√
µ
∫
γ+
f ℓ
√
µdγ,
for some T0 large, with f
0 = f0, using the same arguments as in proof of (7.4), to get
sup
0≤s≤T0
e
ν0
2
s|w̺f ℓ+1(s, x, v)|
≤ 1
4
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖w̺f ℓ+1−l(s)‖∞}+ ‖w̺f0‖∞
+T0
[
δ max
1≤l≤ℓ
sup
0≤s≤T0
{
e
ν0
2
s|w̺f ℓ+1−l(s)|∞
}
+ max
0≤l≤2k
sup
0≤s≤T0
{
e
ν0
2
s|w̺f ℓ+1−l(s)|∞
}2]
+C(T0) max
1≤l≤2k
∫ T0
0
‖f ℓ−1(s)‖2ds.
where ℓ ≥ 2k. For
δ + max
0≤l≤2k
sup
0≤s≤t
{
e
ν0
2
s|w̺f ℓ+1−l(s)|∞
}
≪ 1, (7.11)
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small, we obtain from β > 3,
sup
0≤s≤t
e
ν0
2
s|w̺f ℓ+1(s, x, v)| ≤ 1
2
max
1≤l≤2k
sup
0≤s≤t
{e ν02 s‖w̺f ℓ+1−l(s)‖∞}+ CT0‖w̺f0‖∞.
Hence we obtain
max
1≤l≤2k
sup
0≤s≤T0
e
ν0
2
s|w̺f ℓ+2−l(s, x, v)| ≤ 1
2
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖w̺f ℓ+1−l(s)‖∞}+ Ck‖w̺f0‖∞,
and
max
1≤l≤2k
sup
0≤s≤T0
e
ν0
2
s|w̺f ℓ+2−l(s, x, v)| ≤ 1
2ℓ/2k
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖w̺f l(s)‖∞}+ 2Ck‖w̺f0‖∞.
But for 1 ≤ l ≤ 2k, we use Lemma with k = 1 to get
max
1≤l≤2k
sup
0≤s≤T0
{e ν02 s‖w̺f l(s)‖∞} ≤ Ck‖w̺f0‖∞, (7.12)
so that (7.11) is valid as long as ‖w̺f0‖∞ is sufficiently small. We therefore obtain uniform
bound
max
1≤l≤ℓ
sup
0≤s≤T0
‖w̺f l(s)‖∞ ≤ Ck‖w̺f0‖∞.
This leads to w̺f
ℓ → w̺f ∈ L∞. Furthermore, f satisfies (7.6) with f ℓ+1 = f ℓ = f .
Therefore f ℓ+1 − f satisfies
{∂t + v · ∇x + ν(v)}[f ℓ+1 − f ]−K[f ℓ − f ] = R′, [f ℓ+1 − f ](0) ≡ 0,
[f ℓ+1 − f ]+ = Pγ [f ℓ − f ] + µδ − µ√
µ
∫
γ+
[f ℓ − f ]√µ(n(x) · v)dv,
where
|(R′, f ℓ+1 − f)| . {δ + ‖w̺f ℓ‖∞ + ‖w̺f ℓ‖2∞ + ‖w̺f‖∞ + ‖w̺f‖2∞}{‖f ℓ+1 − f‖2}. (7.13)
Notice that from (7.12)
max
ℓ
‖w̺f ℓ‖∞, ‖w̺f‖∞ ≤ C̺‖w̺f0‖∞.
With the same proof of (7.8)∫ t
0
|Pγ [f ℓ − f ]|22 . max
ℓ−1≤i≤ℓ
‖f i − f‖22ds.
Combining the two above estimates we have
‖f ℓ+1(t)− f(t)‖22 +
∫ t
0
‖f ℓ+1 − f‖22 +
∫ t
0
|f ℓ+1 − f |22,+
. [1− δ]
∫ t
0
|Pγ [f ℓ − f ]|22ds+ max
ℓ−1≤i≤ℓ
∫ t
0
‖f i − f‖22ds.
67
We iterate as for (7.9) to obtain
max
1≤i≤ℓ+1
‖f i(t)− f(t)‖22 .
∫ t
0
max
1≤i≤ℓ+1
‖f i − f‖22ds.
Then applying Gronwall’s lemma and choosing small t0 > 0 we conclude that f
j is Cauchy
in [0, t] and f j → f by uniqueness and F (t) ≥ 0 for 0 ≤ t ≤ t0. We can repeat this process to
show F (t) ≥ 0, for all t ≥ 0.
Finally, we take F0 ∼ µ, so that F0 ≥ 0 and hence F (t) ≥ 0. Therefore limt→+∞ F (t) =
Fs ≥ 0. This completes the proof in the case B bounded. To remove this limitation, we use
a cut-off procedure as before and reduce to the bounded case where previous result holds.
Then we pass to the limit in the cut-off using the a priori bounds and uniqueness.
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