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Abstract
Developing Artificial Intelligence (AI) that is capable of understanding and interact-
ing with the real world in a sophisticated way has long been a grand vision of AI.
There is an increasing number of AI agents coming into our daily lives and assisting
us with various daily tasks ranging from house cleaning to serving food in restau-
rants. While different tasks have different goals, the domains of the tasks all obey the
physical rules (classic Newtonian physics) of the real world. To successfully interact
with the physical world, an agent needs to be able to understand its surrounding
environment, to predict the consequences of its actions and to draw plans that can
achieve a goal without causing any unintended outcomes. Much of AI research over
the past decades has been dedicated to specific sub-problems such as machine learn-
ing and computer vision, etc. Simply plugging in techniques from these subfields is
far from creating a comprehensive AI agent that can work well in a physical envi-
ronment. Instead, it requires an integration of methods from different AI areas that
considers specific conditions and requirements of the physical environment.
In this thesis, we identified several capabilities that are essential for AI to interact
with the physical world, namely, visual perception, object detection, object tracking,
action selection, and structure planning. As the real world is a highly complex envi-
ronment, we started with developing these capabilities in virtual environments with
realistic physics simulations. The central part of our methods is the combination of
qualitative reasoning and standard techniques from different AI areas. For the visual
perception capability, we developed a method that can infer spatial properties of rect-
angular objects from their minimum bounding rectangles. For the object detection
capability, we developed a method that can detect unknown objects in a structure by
reasoning about the stability of the structure. For the object tracking capability, we
developed a method that can match perceptually indistinguishable objects in visual
observations made before and after a physical impact. This method can identify spa-
tial changes of objects in the physical event, and the result of matching can be used
for learning the consequence of the impact. For the action selection capability, we de-
veloped a method that solves a hole-in-one problem that requires selecting an action
out of an infinite number of actions with unknown consequences. For the structure
planning capability, we developed a method that can arrange objects to form a stable
and robust structure by reasoning about structural stability and robustness.
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Chapter 1
Introduction
One of long term visions of Artificial Intelligence is to develop AI agents that are ca-
pable of assisting humans with daily tasks. The last decade has seen fruitful achieve-
ments of AI in this direction. There have been many successful applications of AI
techniques ranging from computer vision to natural language processing. However,
most of the applications or techniques are designed for running in virtual environ-
ments such as computers or smartphones where the applications have very limited
physical interactions with the real world. In the meanwhile, there is an increasing
number of AI agents entering into our daily lives and "living" among us. There is
a multitude of applications such as caring for the sick, the young or the elderly or
household robots that can relief us from many of our daily chores. Once AI starts
to physically interact with the real world, ensuring they behave intelligently and ap-
propriately is of critical importance to the well-being of humans. To successfully
interact with the physical world, the AI agents must be able to make sense of their
environment through their sensors; they should be able to predict the consequences
of their actions; they should be robust and reliable enough in accomplishing daily
tasks. Each of these capabilities can be viewed as a certain form of physical and spa-
tial reasoning. While different tasks have different goals, they all obey the physical
rules (classic Newtonian physics) of the real world. Physical and spatial properties
of the world form the underlying structure of the domain of the tasks. Accomplish-
ing these tasks requires the development of physical and spatial reasoning methods
that can draw useful inferences by reasoning about physical and spatial constraints
imposed by the tasks.
We humans are very familiar with common physical phenomena and are excel-
lent at physical reasoning. Consider the following example: An AI agent is tasked
to move a number of different objects from one room to another. Rather than mov-
ing the objects one by one, we want them to be moved in as few runs as possible.
Humans can quickly figure out a plan that arranges these objects to form a stable
structure so that we can move all the objects at once. However, it is surprisingly
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hard for AI agents. First, the agent has to recognize these objects through its sensors
and estimate the spatial and physical properties of these objects. As the observations
of the environment are made through the sensors, there might be a significant time
gap between two consecutive observations due to hardware limitation or external
disturbance. Therefore it becomes crucial for the agent to track the objects through
the observations, especially when there is a sudden change happening in the envi-
ronment during the time gap.
Then the agent needs to find a plan to stack the objects in a way that they can
remain stable while being transported. Upon arrival, they also should be able to
unload the objects in a proper way so that the stack of objects will not collapse. This
example demonstrates different problems that an AI agent needs to solve in order to
accomplish a daily physical reasoning task, namely 1) perception problem, 2) object
recognition problem, 3) action prediction problem, 4) object tracking problem and 5)
action selection (planning) problem.
This thesis focuses on solving these problems and developing capabilities that
enable AI agents to interact with their environments successfully. The real world is
a highly complex environment and to start solving these problems in the real world
seems to be too difficult as there are too many distractions we have to deal with.
Therefore, we begin with solving problems in the domain of simulated environ-
ments. The last decade has seen staggering advances in simulation technology with
applications in a wide range of software systems, such as video games or virtual
reality, and extremely realistic movie productions. Working with physics simula-
tions instead of the real world allows us to develop methods and solve problems in a
simplified and controlled environment where all these distractions can be removed.
As research progresses, these simulated environments can be made more and more
realistic until we have reached the complexity of the real world. In the meanwhile,
we study and solve the problems that can closely resemble real-world physical rea-
soning problems so that the methods developed in this domain can be extended and
applied to reality in the future. It turns out that physics simulation games (PSG)
offer an excellent testing bed for the development of physical reasoning methods in
simulated environments.
1.1 Physics Simulation Games
Physics simulation games have been around since the beginning of video games.
Even some of the very first games (e.g. breakout) [Weiss, 2009] on commercial game
consoles fall under this category. Such games consist of objects, liquids, or other
entities that behave according to the laws of physics and they often use an underlying
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physics simulator that computes the correct physical behavior. These games look
and feel very realistic as all actions a player performs have outcomes that are more
or less consistent with what one would expect to happen in the real world. What this
requires is that all physical properties of all game entities and the game world, such
as mass, density, friction, gravity, metric, angles or locations are exactly known to
the game. Then each action and each movement can be exactly and deterministically
computed by the physics simulator.
Implementing the physics of these games is quite a standard task and the biggest
advance over the years has been the more and more realistic and sophisticated graph-
ics. These games form a very popular game category, particularly through the rise
of touch-screen devices that allow easy manipulation of the game world and easy
execution of actions by the players. Interaction with the game via touching is partic-
ularly suitable for physics games as it feels like interacting with real objects.
Physics simulation games and Artificial Intelligence have always had a close and
fruitful relationship. The goal of Artificial Intelligence is to develop systems or agents
that act, think, and behave like humans, like intelligent beings. This is particularly
useful for physics simulation games since other entities in the game world should
behave intelligently, they should behave like they are controlled by other human
players. This is part of the field of Game AI [McShaffry, 2009; Rabin, 2013; Millington
and Funge, 2009] which tries to achieve a very realistic and smart behavior of other
game characters. In this thesis, the AI knows only as much about the game world
as it can see, the physical parameters are unknown, the exact angles and locations
of objects are unknown, it is even unknown what the objects are. That is, computer
vision should be employed to detect objects and tell the AI where they are and what
they are.
While this gives us uncertainty about what and where the objects are, another
major problem is that the outcome of actions is unknown. Simulating the effects of
an action is easy when all physical parameters are known, but if they are not exactly
known then a simulation does not produce accurate results and one has to find other
ways of predicting the outcome of actions. Humans are very good at predicting
physics thanks to a lot of practice and experience in interacting with the real world.
For AI this is still a very difficult problem that needs to be solved in order to build
AI that can successfully interact with the real world.
Now why should this be an interesting and an important problem to solve and a
research area worth considering? There are certainly enough human players to play
these games, why to develop AI to play them too? The motivation for this is quite
unexpected and has significant implications for the whole of AI. Much of AI research
over the past decades has been divided into specific research areas devoted to spe-
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cific sub-problems of AI, such as Machine Learning, Computer Vision, Knowledge
Representation, etc. Most research in these AI areas is so focused on their particular
sub-problems that the big vision of AI has been mostly ignored. It is not possible to
simply plug and play modules from these areas and to obtain a complete AI system.
Also, much of the research is focused on solving toy problems that may have noth-
ing to do with the real world or with real problems. This was necessary as the real
world is simply too complex. There are too many "distractions", such as reflections,
other people, unexpected activities, etc. that make it very difficult to focus on the
particular problem one tries to solve.
This is where physics simulation games become very interesting: They allow AI
researchers to develop methods and solve problems in a simplified and controlled
environment where all these distractions can be removed, but that is still realistic
enough and similar enough to the real world and to problems that need to be solved
in the real world. In these controlled environments, it is then possible to integrate
methods from the different AI areas to solve realistic problems. It is possible to see
which existing methods work and which do not and what still needs to be developed
in order to solve problems in the real world. Due to the difficulty of these problems,
it is necessary to start simple, with games that only have a few features of the real
world, and once these can be solved, to move to more realistic game worlds. Cur-
rently, the AI community aims to develop agents that can successfully play the game
Angry Birds [Ge et al., 2014; Renz et al., 2016], which is clearly at the lower end of this
journey, but already requires us to solve some very realistic and very hard problems.
A further benefit of using gaming environments for developing AI is that it allows
us to easily evaluate how well AI can already solve problems compared to human
players. It also allows us to easily set up competitions, which is a very good way of
achieving fast scientific progress in the area of the competition.
The following features make PSGs an excellent testbed for research in the area of
physical reasoning.
• The research problems identified in the PSGs domain are the same problems
that need to be solved by AI systems that can successfully interact with the
physical world. Just like the real-world physics, the physics simulator of a PSG
works as a black-box that hides all the equations, parameters from the player.
To be able to play these games well, the player does not need to understand
how the black-box functions, neither does the player need to perform numerical
calculations. In fact, what the player does in the game is essentially the same
as what the player does in performing daily tasks- solve problems by intuition
and qualitative reasoning (a.k.a naive physics).
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• Video games have the advantage that all images are generated and rendered
using computer graphics where objects typically do not have the complexity
and diversity that can be found in real world images. Therefore, working in the
game domain allows researchers to focus on the problems independent of the
computer vision problems.
• Intelligent agents can be tested by comparing their performance against the
human performance in these games.
• Human computation in computer games (see [Jamieson et al., 2014] for a sur-
vey) has received considerable attention for the past decade. Many research
efforts [Kuo et al., 2009; Von Ahn et al., 2006; Lieberman et al., 2007; Speer
et al., 2009] have been devoted to extracting common-sense knowledge from
computer games. In PSGs games, one can easily record player-generated be-
havioral data and use it as an excellent source for learning and reasoning algo-
rithms. PSGs have another big advantage over the existing research-directed or
serious games [Zyda, 2005] . Most of the existing research directed games were
developed with a particular research task in mind, which usually sacrifices fun
in the game; therefore the game can hardly attract the public. In fact, most
players are from the research area, and the number of players is on average
far less than a normal popular video game. In contrast, PSGs are games that
are truly popular among the general public of various education background,
which may generate meaningful and more general behavioral data.
1.2 Research Problems in PSG
In this section we summarize important physical problems that need to be solved in
order to build AI that can successfully interact with the simulated environments. Un-
like the traditional in-game AI that has complete knowledge about the game world,
the agent is only allowed to access the same information the human player can obtain
from the game.
1.2.1 Visual Perception and Object Detection
Object detection [Papageorgiou et al., 1998] and recognition [Grauman and Leibe,
2011] are two major research problems in the field of computer vision (see [Forsyth
and Ponce, 2002] for a survey) which has been extensively studied in the last two
decades. Considerable research efforts have been devoted to solving these two prob-
lems on real-world images. Given an image, object detection concerns the question:
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where a particular object is in the image? The detection focuses on a certain class
of objects, such as human faces [Zhang and Zhang, 2010], pedestrians [Dollar et al.,
2012], and the algorithm is usually trained on the annotated images containing ob-
jects of the same class.
Instead of detecting objects from a previously known class, object recognition
targets on identifying, and classifying both known and unknown objects in an image,
which finds applications in various areas such as robotics and scene understanding.
The recognition techniques can be appearance [Belongie et al., 2002] and/or features
[Lowe, 1999], supervised [Branson et al., 2010] and/or unsupervised [Niebles et al.,
2008]. One challenging problem in object recognition is to reliably detect and classify
unknown objects while assuming minimal prior information, which is also known as
category learning [Lee and Grauman, 2012].
Most of the vision research has been done within the real-world context. In con-
trast, vision problems in the game domain have been largely ignored. The nature of
the illumination, texture, and perceptual noise in a real scene is completely different
from the artificial setting of the game world which is rendered by a graphics engine.
It is not surprising that vision researchers are rarely interested in solving problems in
such artificial domain because of its "simplicity". What is surprising is that one can
hardly find a suitable solution within the state-of-the-art that can reliably detect and
categorize unknown objects in different games without human intervention (annota-
tion, feature selection). One reason is a lack of generality of those techniques which
are specialized for handling real-world images rather than game images. Another
reason is that most of the state-of-the-art computer vision methods are purely statis-
tical methods that operate at pixel-level. What they miss are mechanisms to model
rich spatial information and reasoning mechanisms to figure out what and where
an object should be. It turns out that video games is a suitable testbed for develop-
ing and testing computer vision algorithms that focus on a high level understanding
of the scene (which is more close to the way human "see" the world), by modeling
and reasoning about spatial information. [Christensen and Nagel, 2006; Cohn et al.,
2003].
1.2.2 Action Selection and Object Tracking
The ability of reasoning about action and change (RAC) [Prendinger and Schurz,
1996] is essential for an intelligent agent to adapt to a dynamic environment. RAC
has been addressed as a knowledge representation and reasoning problem, which
is a central topic in Artificial Intelligence. There have been various formalisms pro-
posed for the representation and reasoning [Brachman and Levesque, 2004] about
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a dynamic environment, of which the important ones are situation calculus [Mc-
Carthy, 1963; Levy and Quantz, 1998], fluent calculus [Thielscher, 1998], event cal-
culus [Kowalski and Sergot, 1989], and action languages [Giunchiglia and Lifschitz,
1998]. Another related research stream is qualitative spatial and temporal reasoning
(QSR) [Cohn and Renz, 2008] that aims to mimic the human common-sense knowl-
edge about space and time; There have been quite a few calculi and reasoning mech-
anisms developed and applied in various areas ranging from GIS to computer-aided
design (see [Wolter and Wallgrün, 2012] for a recent survey on QSR applications).
One way to predict the outcome of an action is to know which object before the ac-
tion corresponds to which object after the action. To be able to establish a correct
correspondence, an agent can track the objects on its continuous observations, which
can be treated as a tracking problem (see [Yilmaz et al., 2006] for a survey). When
observations are not continuous, a proper reasoning mechanism becomes necessary.
1.2.3 Automated Planning
Equally important is automated planning (see [Ghallab et al., 2004] for a survey)
which is about the derivation of sequence of actions that lead to an optimal result.
Planning has been widely applied to video games since the last decade for various
tasks such as controlling intelligent non-player characters (NPCs) and generating sto-
ries. The commonly used techniques include STRIPS planning [Fikes and Nilsson,
1972], hierarchical planning [Kelly et al., 2008; Li and Riedl, 2010], and behaviour
trees [Lim et al., 2010]. There are two planning paradigms, namely, online plan-
ning and offline planning. Online planning assumes minimal prior knowledge of the
game environment, and computes an optimal plan in real-time. In contrast, offline
planning has complete knowledge of the game environment, and generates plans
offline ahead of time. Therefore, online planning algorithms surpasses their offline
counterparts in handling unforeseen situations and works better in dynamic envi-
ronments while offline planning algorithms use much less computational resources
during the game play.
Planning in PSG remains a big challenge due to the fact that the action and state
space in these games are huge, possibly infinite while the outcome of actions is
unknown, which renders a brute-force search or simulation implausible. Over the
past ten years, a wide range of techniques have been developed for planning in huge,
uncertain, and partially observable environments(see [Vaccaro, 2010] for a survey).
Learning strategies from human experts is also a well-established topic [Khardon,
1996]. PSGs is a great learning platform where human players’ strategies can be
digitized and made available for learning algorithms.
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1.3 Angry Birds - an Example
Angry Birds is a typical physics simulation game wherein the game world is com-
pletely parametrized, which is simulated by the Box2D 1 physics engine. The task
of the game is to shoot birds using a slingshot towards pigs that are protected by a
structure of objects. The player fires a bird by pulling the bird away from the sling-
shot and then releasing the bird at certain release point defined by its x/y coordinates.
The game, like many other PSGs, is based on an underlying physics simulator that
knows all the necessary parameters of the world and of each object in the world at
any point in time. This section explains the aforementioned problems using the An-
gry Birds game and reviews the techniques that have been proposed to tackle these
problems. The Angry Birds AI competition was founded in 2012 as an initiative to
encompass a variety of AI areas to achieve its long-term goal -"build an intelligent
Angry Birds playing agent that can play new levels better than the human players"
[Renz et al., 2016].
Visual Perception and Object Detection To solve new levels, the agent has to be
able to detect and classify both known and unknown objects as well as localize fore-
ground objects amid an intricate background. There are no existing off-the-shelf
computer vision solutions for solving this problem. The vision system [Ge et al.,
2014] provided for the Angry Birds AI competition framework is developed on a
feature-based method. It takes hard-coded colors and shapes of objects as features
and can successfully detect and classify known objects. Unsurprisingly, it lacks the
ability of discovering new objects whose features are not included in the existing
feature set.
Action Selection and Object Tracking The core action in Angry Birds is firing a
bird. Some agents use simulation to estimate the consequence of a shot. For in-
stance, [Polceanu and Buche, 2014] proposed an agent that performs multiple par-
allel simulations to test different courses of actions, and chooses the best action. A
good simulation relies on an accurate knowledge of the underlying physical system.
However, the parameters of the physical system are invisible to the agent, which
adversely affects the simulation result. Another approach is to identify how objects
are affected by a shot. Therefore, we need to determine which objects before a shot
correspond to which objects after a shot. To be able to identify the correct correspon-
dences, the agent can track objects through the before-and-after observations. The
problem becomes challenging when the observations are not continuous (the time
1http://www.box2d.org
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gap between the observations is greater than 50 ms), and when those objects are
perceptually indistinguishable (i.e. have the same appearance).
Reasoning and Planning In the past Angry Birds AI competitions, almost all the
angry birds playing agents have been endowed with a certain degree of capability for
physical reasoning. For instance, [Brovicka et al., 2014] performs spatial reasoning
to find a connected block structure (distinguished between Pyramid, Rectangle, and
Skyscraper) near pigs and selects the most suitable block (often the weak point of
the structure) by considering the supporters, reachability, and the shape of the block.
[Calimeri et al., 2013] uses a declarative, logic-programming based module to model
the domain knowledge, and compute optimal shots based on spatial configurations
of the current game scene. [Narayan-Chen et al., 2013; Tziortziotis et al., 2014] are
machine learning agents that preserve essential structural and spatial information in
the feature space, and learn to solve the puzzle by analyzing the structures. [Wałega
et al., 2014] proposed a qualitative physics approach to evaluate a shot regarding its
reachability and the scale of the damage to the target. [Zhang and Renz, 2014] devel-
oped a spatial calculus to represent the game objects, and use it to identify the weak
points to hit. [Polceanu and Buche, 2014] tackles the problem by advanced simula-
tion. The agent first detects all the objects in the game by the provided software and
then uses these object to construct an "Imaginary World" in which mental simula-
tions can be performed. The objects’ motion in the world is governed by Newtonian
physics.
1.4 Methodology
We can see that these problems identified in the domain of PSG are conceptually
similar to those identified in the transporting example. There has been some prelim-
inary research on investigating the computational complexity of physical reasoning
problems. For example, [Stephenson et al., 2016] proved that playing Angry Birds is
NP-hard and PSPACE-complete. [Baraff, 1991] proved that deciding frictional consis-
tency in simulated environment is NP-hard. In general, physical reasoning problems
are challenging for the following reasonings:
• Dealing with imprecise and/or imperfect perception. AI Agents observe their
surrounding environments using their sensors, and the sensor data often con-
tains noise (e.g., image noise) caused by various factors such as hardware limi-
tations. In consequence, AI can hardly obtain accurate spatial or physical prop-
erties of the environment or the objects in the environment. Instead, from the
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θ1
θ2
Figure 1.1: The sketch of an example Angry birds level. The red circle is the bird and
the green circle is the pig that is well protected by other blocks. The gray blocks are
heavy and have large frictions and are unbreakable by any bird hit. Only the blue
block is breakable. Therefore, one possible strategy is to destroy the blue block to
make the top gray block fall down to clear the pig. The dotted lines indicate a range
of angles launched at which the bird may hit the blue block.
observation, AI can only extract ambiguous information about the spatial or
physical properties of the environment, e.g., an outer-approximation of an ob-
ject’s location and pose (e.g. the problem investigated in Chapter 3), or an
estimated probabilistic distribution of the object’s weight.
• Dealing with infinitely many actions with unknown consequences. An action
can have many parameters that are real numbers. Since the physical world is
continuous, there are typically infinitely many different actions available, each
of which could have a different outcome (e.g, the problem investigated in Chap-
ter 6). An environment can have very complex structures and the environment
is often not fully observable. Therefore, the consequence of an action is often
unknown or cannot be accurately predicted in such environment.
• Dealing with spatial and physical constraints. Given a physical reasoning prob-
lem, the physics of the underlying environment and the requirements of the
problem can impose various physical and spatial constraints that have to be
satisfied during the problem-solving. For example, the problem investigated in
Chapter 7 requires objects spatially disjoint from each other and requires the
structure of objects remain stable under certain conditions.
The common and central part of our methods is the combination of qualitative
reasoning and standard AI techniques. Qualitative reasoning methods are known
for their capabilities to rapidly draw useful inferences from ambiguous information
[Davis, 2008a]. As physical reasoning problems have huge search spaces (e.g., in-
finitely many actions), we use qualitative reasoning to guide the search of solutions.
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We developed qualitative representation and reasoning mechanisms based on which
we can infer promising regions in a search space that may contain a solution. We then
apply standard AI techniques to search for a solution in these inferred regions. An in-
ferred region in the search space can be viewed as an outer-approximation of a space
of solutions. For example, to solve the Angry Birds level sketched in Figure 1.1, one
possible strategy, which can be described qualitatively in words, is "use the bird to
hit the leftmost block to make the structure collapse to destroy the pig". This strategy
is a qualitative solution that can be inferred by qualitative reasoning about structural
stability. The qualitative solution ("hit the leftmost block") identifies a promising re-
gion in the search space (launch the bird at the angle between θ1 and θ2 ) where a
solution can be found. Compared with this simplified example, real physical rea-
soning problems are harder as they feature more complex geometries, structures,
physical rules and search spaces. The qualitative reasoning methods we developed
are mainly based on qualitative spatial reasoning and qualitative structural analysis.
Depending on the underlying problem, we use different AI techniques to search for
solutions in the inferred regions.
1.5 Contributions and Thesis Outline
While physical reasoning has been a research theme of AI since its inception as
a discipline in the early 1950s, there has been little work on developing physical
reasoning capabilities for AI agents. In Chapter 2, we reviewed related work and
background in the area of physical reasoning. Most of the proposed methods in this
thesis are based on the combination of qualitative spatial reasoning methods and
standard techniques from other AI fields. As the main contribution of this thesis:
• We identified several capabilities, namely, visual perception, object detection,
object tracking, action selection, and structure planning, as core components of
physical reasoning. Each capability can be viewed as a problem category.
• For each problem category, we formalized an example problem and presented a
method that solves the problem in 2D or 3D simulated environments. We also
discussed possible generalizations of our methods at the end of each related
chapter (Chapter 3-7).
• We show a possibility of extending methods of 2D domains to 3D domains by
solving a real-world stacking problem using 3D stability reasoning.
The rest of the thesis is organized into two parts. The first part (Chapter 3-6)
aims to develop methods for physical reasoning in the PSG environments. Specifi-
12 Introduction
cally, In Chapter 3 we solved a visual perception problem. We devised a qualitative
spatial representation for solid rectangles (GSR) that can have any angle and devel-
oped a reasoning mechanism that can extract GSRs from images when computer
vision can only detect their minimum bounding rectangles. In Chapter 4 we solved
an objection detection problem. We created a method that uses qualitative stability
analysis to detect unknown objects in video games. The method infers the existence
of yet undetected objects by observing that other objects that have already been de-
tected are physically unsupported and therefore must be supported by some object.
In Chapter 5, we solved a tracking problem. We proposed a method that matches
perceptually indistinguishable objects (i.e., objects in images or videos that have the
same appearance and cannot be visually distinguished) in before and after images
using spatial reasoning. In Chapter 6 we developed a hybrid approach for an action
selection problem in the physical reasoning domain where one has to select an ap-
propriate action out of an infinite number of actions with unknown consequences.
The approach combines a physics simulator and qualitative physical reasoning that
helps to significantly reduce the search space and effectively identifies a physical
action that solves the given task. The second part of the thesis (Chapter 7) solved
a structure planning problem in a three-dimensional simulated environment. The
approach developed in Chapter 7 is conceptually similar to the approaches devel-
oped in the 2D environments. They are all based on the combination of qualitative
structural analysis and quantitative methods. Therefore, the successful development
of the approach in the three-dimensional simulated environment also demonstrated
the possibility of extending the other methods from two-dimensional environments
to three-dimensional ones.
In Chapter 8 we first summarized the developed methods by highlighting the role
of qualitative reasoning plays in guiding the search of solutions, and then described
how the research would contribute towards the development of intelligent physical
systems for real-world environments, especially in the direction of extending and
applying the methods to robotics and transfer learning.
Chapter 2
Background and Related Work
2.1 Qualitative Reasoning about Physical Systems
Qualitative reasoning about physical systems (a.k.a., Qualitative Physics) [Davis,
2008a] was first applied in the 1970s. Initially, the focus was on formalizing common-
sense knowledge [De Kleer, 1977; Hayes et al., 1978] and used mathematical logic.
Several formalisms have been developed for modeling physical processes [De Kleer
and Brown, 1984; Falkenhainer et al., 1986; Schwartz, 1999]. Some techniques have
been successfully applied to modeling real-world physical systems, such as the Clock
Project [Forbus et al., 1991], and others have been applied to design [Sacks and
Joskowicz, 1993], system diagnosis [Kuipers, 1989] and education[Forbus and Whal-
ley, 1994]. A more recent application is CogSketch [Forbus et al., 2008], which is
a system for understanding sketches based on qualitative process theory [Forbus,
1984]. Besides this, [Friedman and Forbus, 2008, 2009] applied analogical reasoning
to model physical systems qualitatively.
Qualitative reasoning can effectively deal with incomplete information based on
general theories. For example, [Davis, 2008b, 2011] used formal logic to model the
physical behaviors of solid objects and liquids under a particular domain. These
methods can carry out reasoning without knowing precise geometric and physical
characteristics of an object. However, these approaches are highly specific to a narrow
domain and the reasoning tasks remain artificial (e.g. pouring liquids). [Zhang
and Renz, 2013] proposed a qualitative method that performs stability analysis in a
gaming domain. The object is approximated by its minimum bounding rectangle.
The authors extended the Rectangle Algebra to represent the rectangles and created
a set of pre-specified rules based on the representation to verify stability of the object
locally (without considering the whole structure). The method has been evaluated in
the Angry Birds scenarios. It is not clear whether the rules can be easily generalized
to other games with different physics settings.
Qualitative reasoning also plays an important role in cognitive architectures [Laird,
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2008; Just and Varma, 2007], which are machine implementations based on different
cognitive theories about the human mind. One well-known architecture is SOAR
[Laird, 2008], which is essentially a symbolic system whose operations are governed
by a set of rules. SOAR enables AI researchers to model different aspects of human
behaviors and to create intelligent agents with human-like capabilities.The success
of SOAR applications hinges on the quality of the underlying representations as well
as on using appropriate forms of knowledge (e.g. procedural knowledge). One big
disadvantage of SOAR is that it lacks the mechanism to create its own representa-
tions on the fly. Consequently, the representation and knowledge forms have to be
specified in advance by human developers, which makes SOAR applications difficult
to generalize to other unforeseen domains. For example, [Wintermute and Laird,
2008] simulates motions of objects in different scenarios by hand-crafting models for
each scenario (e.g. the motion of a falling block). Regarding the applications in the
physics domain, [Xu and Laird, 2013] proposed a method to learn the action models
that govern the interactions between physical objects in novel scenarios. However,
that method works only in the fully observable and deterministic environment.
There has been limited research on qualitative physical reasoning that tries to
tackle problems in continuous physical environments. Several methods [Konidaris
et al., 2015; Zettlemoyer et al., 2005; Konidaris et al., 2015; Pasula et al., 2004] have
been proposed to learn planning rules and the effects of actions in specific scenarios.
But these methods all require a discrete representation and a given set of discrete
actions. [Mugan and Kuipers, 2012] developed a method for learning actions in a
continuous environment which is simulated by a physics engine. The method learns
high-level states and actions from continuous input by discretizing the input into
qualitative magnitudes, and it models physical event and actions using dynamic
Bayesian network. Then the method uses statistical inference to progressively intro-
duce landmarks that refine the qualitative representation.
2.2 Qualitative Spatial Reasoning
Reasoning about physical systems can also be viewed as spatial reasoning tasks. As
research in cognitive psychology shows, spatial intelligence [Hegarty, 2010] is a cen-
tral ability involved in solving physical reasoning problems. The field of qualitative
spatial and temporal reasoning (QSR) [Cohn and Renz, 2008] that emerged in the
early 1990s aims at mimicking the human common-sense knowledge about space.
Early study has focused on exploring the mathematical structures of simple geomet-
ric relations. The reasoning tasks are generally artificial and often of pure theoretical
interest. During the last decades, the community has developed various spatial cal-
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culi [Renz and Nebel, 2007] that model different aspects of space. As real-world
spatial reasoning tasks are likely to involve multiple spatial aspects simultaneously,
combinations of different spatial representations were investigated [Li et al., 2008].
QSR techniques were also used for reasoning about spatial changes and actions [Gal-
ton, 2000]. However, there has been little work on spatial reasoning in 3D space;
one example is a qualitative calculus for 3D rotations used to reason about spatial
configurations of robotic arms [Asl and Davis, 2014].
Many applications that use QSR techniques require a conversion from quantita-
tive input (e.g., snapshots of the environment) to qualitative spatial relations. This
conversion is termed as qualification in [Wolter and Wallgrün, 2012]. Abstract from
quantitative details, the qualitative spatial relations can effectively capture structural
information conveyed in spatial scenarios. Spatial layout is one most common struc-
tural information. It can be the layout of spatial entities in a metric [Frank, 1992;
Forbus et al., 2004] or a sketch [Jan et al., 2014] map, the spatial arrangement of din-
nerware in a photo of a dinner table [Dubba et al., 2014], or spatial relations between
geometric primitives in a sketch [Forbus et al., 2008]. However, in the real world, the
quantitative input obtained from sensors often contains noise. In consequence, the
spatial relations converted from the input can be inconsistent with the underlying
scenario. To deal with this, one can relax spatial representation of an object by using
its outer-approximation (e.g. minimum bounding boxes [Barequet and Har-Peled,
2001]) and one can also relax conflicting spatial relations (e.g. using a disjunction of
possible spatial relations) between these objects [Egenhofer, 1997]. Integrating qual-
itative spatial representation with quantitative information is another trend in QSR
which brings in metric constraints. [Montanari et al., 2013] developed a mechanism
for reasoning with metric constraints and rectangular cardinal directions. Reason-
ing about metric constraints can be formalised as a temporal constraint satisfaction
problem Dechter et al. [1991]. For example, [Kurup and Cassimatis, 2010] devel-
oped a satisfiability approach by combining diagrammatic reasoning with standard
satisfiability solvers.
2.3 Simulation-based Reasoning
Simulation-based reasoning is another research stream in physical reasoning inspired
by the findings in cognitive psychology that mental simulation may have a pivotal
role in intuitive physical reasoning [Craik, 1967; Sanborn et al., 2013; Smith and Vul,
2013]. Mental simulation can be seen as a probabilistic form of simulation in which
optimal inferences are made using Newtonian mechanics. Thus, [Battaglia et al.,
2013] proposed a reasoning mechanism based on an “intuitive physics engine" using
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probabilistic simulations. [Johnston and Williams, 2007] applied numerical simula-
tion to solve the Egg-Cracking problem. In robotics, simulation-based reasoning was
applied to daily tasks such as housework [Nyga and Beetz, 2012; Kunze et al., 2011],
and [Jiang et al., 2012] applied rigid-body simulation for teaching a robot how to
place new objects. There are several advantages of using simulation-based reason-
ing. First, it offers precise predictions when the environment is fully observable.
Second, the simulation techniques can be easily implemented. Third, it is capable of
being supported technically by a wide range of off-the-shelf physics engines.
Despite these advantages, simulation-based reasoning does have two fundamen-
tal limitations [Davis and Marcus, 2016]. First, a precise physics simulation requires a
complete knowledge of the physical properties of objects. However, in the real world
it is often the case that this information is incomplete or totally unknown. In fact, hu-
mans are good at making physical inferences based on partial information. Second,
compared with qualitative reasoning, physics simulations can deliver a much more
precise prediction while at the cost of the fact that they are using much more compu-
tation resources and are much slower. For example, when predicting the direction in
which an unstable tower is falling, qualitative reasoning can draw a quick inference
based on a structural analysis while the simulation approach may take quite a few
steps to reach the same conclusion [Davis and Marcus, 2016]. Moreover, this preci-
sion is not always necessary as many common-sense reasoning tasks ask only for a
qualitative conclusion (stable or not stable).
There have been several attempts to combine symbolic reasoning and simulation-
based reasoning in solving common-sense reasoning problems. For example, Comirit
[Johnston and Williams, 2008] is the software that integrates Slick simulation [John-
ston and Williams, 2007] and tableaux reasoning by making the simulation an opera-
tion in a tableaux system. Specifically, it uses simulation to deduce the consequences
of possible worlds while using tableaux systems to search over the space of possible
worlds. However, this hybrid architecture does not fully exploit the complementary
strengths of qualitative reasoning and simulation in reasoning about the physical
system as it purely relies on the simulation for the physics reasoning. The logical
reasoning is used only for validating states against certain logic constraints. Fur-
thermore, the software lacks a learning mechanism to learn physical properties of
objects.
2.4 Robust AI
The significance of our research is highlighted by the increasing demand from the
robot industry and society for robust and beneficial Artificial Intelligence. Recent
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years have seen staggering advances in Artificial Intelligence. In addition to devel-
oping more capable AI, [Russell et al., 2015; Horvitz and Selman, 2009] proposed
to focus on maximizing the societal benefit of AI. [Weld and Etzioni, 1994] argued
that “ society will reject autonomous agents unless we have some credible means of
making them safe." Therefore, [Russell et al., 2015] identified several key research
areas to be explored in order to make “safe" agents (robustness research). This pro-
posed project will target on two of the identified areas: Validity and Control. Validty
is about developing a system that does not have undesired behaviors such as execut-
ing unpractical or harmful actions. [Horvitz, 2013] proposed a reasoning mechanism
under bounded computation resources. [Russell and Subramanian, 1995] used dy-
namic programming to develop rational agents given its computational resources.
[Hibbard, 2012] developed an agent architecture to avoid unintended AI behavior by
calculating pre-defined moral weights. [Goodall, 2014] introduced a hybrid approach
combining AI and a rational system to make ethical decisions during automated ve-
hicle crashes. The Control area emphasizes on enabling meaningful human control
[Hexmoor et al., 2009; Parasuraman et al., 2000] over an AI system (e.g. control an
armed UAV). The current research efforts in this area are revolving around main-
taining control by human intervention. Understanding how an AI system works also
matters for its control. Thus, an AI system should not be a black box for its human
operators. Instead, it should be able to explain its decisions or actions and to perform
in a predictable way. It should be, in one word, “interpretable". There has been some
research on making interpretable machine learning systems [Ishibuchi and Nojima,
2007; Vellido and Lisboa, 2012]. For example, [Letham et al., 2013] developed predic-
tive Bayesian models for stroke prediction using decision lists that balances accuracy
and interpretability. While there has been some progress in robustness research, we
have not seen major research efforts on making robust AI for the physical world.
2.5 Related Research in PSG
2.5.1 Physics Simulation in Serious Game
A serious game, as defined in [Zyda, 2005], is “a mental contest, played with a com-
puter in accordance with specific rules, that uses entertainment to further govern-
ment or corporate training, education, health, public policy, and strategic communi-
cation objectives.". Serious games have been used for physics education since early
1980s [White, 1984; Lee et al., 1993]. Compared to commercial physics puzzle games,
these serious games feature a more accurate simulation of Newtonian physics. The
game Newton’s Playground [Ventura et al., 2013] has been used to help secondary
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school students understand qualitative physics (naive physics). In the game, the in-
structor can create a simple physical machine to illustrate certain physical concepts to
students in a qualitative way. Similar games are [Coller and Scott, 2009; Squire et al.,
2004]. There are also 3D platform games that emphasize realistic simulations for
training purpose [Davis, 2004]. Some researchers [Erignac, 2001; Cavazza et al., 2004]
proposed the use of qualitative simulation to simulate the way objects behave accord-
ing to naive physics. Limited research has been done in those games to qualitatively
simulate [Zhou and Ting, 2006; Lugrin and Cavazza, 2007] the physical behavior of
game objects.
2.5.2 General Game Playing
General game playing (GGP) [Genesereth et al., 2005] aims at developing intelligent
agents that can play a class of previously unknown games effectively. Given an
arbitrary game, the agent can access a formal description (written in logic) file of the
game and it needs to figure out the legal actions, winning strategy, and winning goals
by itself. Considerable research [Finnsson and Björnsson, 2008; Banerjee and Stone,
2007; Cerexhe et al., 2014] has been done in this area, and a number of successful
playing agents [Kuhlmann et al., 2006; Geißer et al., 2014; Kirci et al., 2011] have been
developed and evaluated in the GGP competition at the annual AAAI conference
[Genesereth and Björnsson, 2013]. The competition tests the performance of GGP
agents in abstract strategy games such as chess-like games and card games.
Atari-GGP [Bellemare et al., 2013] shifts the focus from abstract strategy games
to video games. An Atari game is a video game that has simple graphics and game
settings. There is a finite set of discrete actions (e.g. move the game character in
different directions) available to the player. Recently, [Mnih et al., 2013] developed
an agent that can play a range of Atari games with minimal domain specific knowl-
edge. The technique is based on the integration of reinforcement learning and deep
learning. During playing, the agent only receives the screenshot from the current
game screen and the agent is able to figure out the game dynamics over time. There
are few Atari games that involve some physics while they do not require sophisti-
cated physical reasoning. For example, the task in Breakout is to destroy all bricks
by bouncing a ball on them. In this scenario, bouncing is one of the few physical
phenomenon an agent should “understand" in order to complete the task. However,
PSG games usually have more physical elements and the tasks are much more com-
plicated. There is no existing technique for developing general game playing agents
in the PSG domain.
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2.5.3 Procedure Content Generation
Procedure content generation (PCG) (see [Hendrikx et al., 2013] for a survey) refers
to the development of an automated or semi-automated procedure for game con-
tent generation. The game content refers to various aspects of a game ranging from
game levels to game stories. Nowadays, it is not uncommon that a physics-puzzle
game such as Birds Birds has hundreds of different levels. Therefore, PCG becomes
one of the major efforts in the game industry in part due to the need for reducing
time consumption as well as budget for content generation, and in part due to the
need for increasing game content variations. In the meantime, PCG has received in-
creasing attention from the AI community, and a variety of AI techniques have been
developed for solving PCG problems such as modelling behaviour of game objects
[Hastings et al., 2009; Hidalgo et al., 2008], generating levels [Shaker et al., 2010; Dor-
mans, 2010], and creating puzzles [Iosup, 2011; Ashlock, 2010]. Generating levels for
physics puzzle games have attracted a growing interest in recent years. This genre
provides an interesting testbed for level generation techniques as it imposes certain
physics constraints that are essential for evaluating the quality of the generated lev-
els. The state-of-the-art is dominated by evolutionary algorithms [Cardamone et al.,
2011; Cook and Colton, 2011; Mourato et al., 2011]. For example, [Shaker et al., 2013]
combined an evolution algorithms with a grammatical representation to generate
levels in Cut the Rope; [Ferreira and Toledo, 2014] viewed level generation in Angry
Birds as an optimization problem and developed a search approach (known as Search
Based Procedural Content Generation, for a survey see [Togelius et al., 2011]) built
on an evolution algorithm. All these techniques are entirely application-specific, and
therefore not reusable. Another issue to overcome when developing level generators
in these games is playability evaluation [Shaker et al., 2013] which has to be done
through physics simulation. As there is no source code available for most commer-
cial games, game researchers have to develop their own simulators that “clone" the
physical behaviors of the simulator of the original game
2.5.4 Learning Properties of the Environment
Learning properties of game objects and the game environment is another funda-
mental problem in implementing AI in PSG. The properties of game objects consists
of two types: 1) physical properties such as density, friction, elasticity, and strength;
2) object affordances [Gibson et al., 1990] and functional features. While the visual
detection of objects answers what the object is, object properties learning answers
how this object can be used. There has been a significant amount of work within the
robotics community in learning object affordances. Some approaches identify object
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affordances by observing visual clues [Sun et al., 2010], a combination of visual and
physical attributes [Hermans et al., 2011], or geometrical properties [Aldoma et al.,
2012] of objects, which are usually applied to static images. Some methods learn
object functions through robots’ exploratory actions [Moldovan et al., 2012; Monte-
sano et al., 2008] in real-world scenarios or simulated environments. There are also
some learning techniques that focus on learning object functionalities and learning
to perform actions from human demonstrations [Koppula et al., 2013; Saxena et al.,
2008; Li et al., 2010].
Chapter 3
Visual Perception: Behind the
Bounding Boxes
Intelligent agents perceive the surrounding environment through their sensors. Due
to the noisy nature of the sensor data, it will be highly likely that their perception of
the surroundings is incomplete and imperfect. For example, the noisy visual input
may degrade the performance of computer vision algorithms on estimating spatial
configurations (shape, pose, etc.) of objects. Given the noisy visual input, the vision
algorithms usually approximate the spatial configurations using relaxed representa-
tions such as bounding boxes (rectangles in 2D) of the objects. Those representations
are outer-approximations of the real shapes of objects, which contain less informa-
tion based on which the agent can hardly draw useful conclusions. Therefore, the
agent would desire a method that can extract meaningful spatial configurations from
the crude representations of the objects. In this chapter, we proposed a solution to
this problem in the two-dimensional environment.
Entities in two-dimensional space are often approximated using rectangles that
are parallel to the two axes that define the space, so-called minimum-bounding rect-
angles (MBRs). MBRs are popular in Computer Vision and other areas as they are
easy to obtain and easy to represent. In the area of Qualitative Spatial Reasoning,
many different spatial representations are based on MBRs. Surprisingly, there has
been no such representation proposed for general rectangles, i.e., rectangles that can
have any angle, nor for general solid rectangles (GSRs) that cannot penetrate each
other. GSRs are often used in computer graphics and computer games, such as An-
gry Birds, where they form the building blocks of more complicated structures. In
order to represent and reason about these structures, we need a spatial representation
that allows us to use GSRs as the basic spatial entities. In this chapter we develop and
analyze a qualitative spatial representation for GSRs. We apply our representation
and the corresponding reasoning methods to solve a very interesting practical prob-
lem: Assuming we want to detect GSRs in computer games, but computer vision can
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only detect MBRs. How can we infer the GSRs from the given MBRs? We evaluate
our solution and test its usefulness in a real gaming scenario.
3.1 Introduction and Problem Description
In many real-world problems and tasks we are dealing with entities embedded in
two- or three dimensional space. Their shape, location, and other spatial properties
are often important factors in finding a solution to these problems. Representing
spatial information and methods and techniques for processing this information are
therefore important components of many problems and their solutions. A typical
way of representing spatial information is to have a coordinate system and to specify
spatial properties of entities in terms of their coordinates. However, when the exact
coordinates are not available or not important, we can also use a qualitative spatial
representation that makes only those distinctions that are important for a problem
[Cohn and Renz, 2008]. For example, when following navigation instructions it is
usually sufficient to know which landmarks are to the left or right, in the front or
behind the car, but not their exact location. A major advantage of making only the
important distinctions is that it can reduce the search space when solving a problem.
Instead of searching over all possible coordinates, we only need to search over the
different qualitative distinctions.
This chapter is motivated by a practical problem that benefits from a qualita-
tive spatial representation in order to reduce the search space for follow-up prob-
lem solving. For example, in Angry Birds AI competition, identifying good shots
clearly benefits from the analysis of the sheltering structure. The computer vision
system detects objects by placing a minimal bounding rectangle(MBR) that is parallel
to the game frame around each detected object and classifies the object type (see
Figure 3.1). MBRs are used as they can be detected fast and in a robust way [Cald-
well, 2005]. Some methods such as qualitative physics [Rajagopalan and Kuipers,
1994; Forbus et al., 1991], video analysis [Gupta et al., 2010a; Siskind, 2003] require
precise numerical calculations to solve similar problems. However, trying to detect
the actual shapes of the objects is unreliable and error-prone, as can be seen in this
video [Robertson, 2012] where the exact shapes are used. As most of the objects in
the sheltering structure are rectangular blocks of different angles called general solid
rectangles (GSR), we would like to obtain the actual blocks rather than their MBRs.
This should enable a much more accurate analysis of the sheltering structure than
using MBRs.
We call the problem we need to solve QualGSR(Θ,R): given a set Θ of MBRs,
identify for each MBR an actual contained GSR such that the GSRs do not overlap
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Figure 3.1: (a) a typical Angry Birds scenario, (b) the corresponding set of MBRs
and form a stable structure under gravity. In order to reduce the search space for
the analysis of the sheltering structure, we use a qualitative representation R of the
GSRs that only distinguishes important features of GSRs.
This is a difficult problem for a number of reasons. Firstly, there is no existing
qualitative representation of angled rectangles, only of rectangles parallel to the axes
[Balbiani et al., 1998a]. Secondly, the given MBRs are fixed and we know their actual
coordinates, i.e., the contained GSR is restricted to a given box. This is different from
any qualitative representation and any qualitative reasoning methods previously de-
veloped [Gerevini and Renz, 2002; Gottfried, 2003]. We need to combine quantitative
with qualitative information in order to solve this. Thirdly, computing stability under
gravity in a qualitative way without knowing the exact masses and exact extensions
of the GSRs is impossible [Forbus et al., 1987]. Qualitative stability can therefore only
be an approximation.
In the following we give a brief introduction to qualitative spatial representation
and reasoning (QSR). We present GSR-n, a qualitative representation of GSRs that can
be adjusted according to the number (n) of required distinctions. We then develop
a method for solving the QualGSR(Θ,GSR-10) problem and evaluate it using real
Angry Birds instances.
3.2 Qualitative Spatial Representation and Reasoning (QSR)
about Rectangles
A qualitative spatial representation typically takes a domain D of entities of a two- or
three-dimesional space (for example points, line segments, or extended regions) and
defines a set of binary relations R = {R1, . . . , Rn} where each Ri ⊆ D×D represents
a meaningful distinctions of how these entities can be related to each other. It is
common to define relations that are jointly exhaustive and pairwise disjoint (JEPD),
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as between any two entities exactly one such relation holds. JEPD relations are also
called atomic or basic relations. Two well-known examples are RCC-8 [Randell et al.,
1992] that distinguishes eight topological relations between extended regions, or the
Cardinal Direction relations [Ligozat, 1998] that distinguish 8 different direction rela-
tions between points in a plane. Knowledge about the relation between two entities
x, y can be represented as a constraint xRy where R ∈ 2R. This allows us to specify
indefinite knowledge using a union of atomic relations that might hold.
Reasoning about these relations can be done by using weak composition (◦)[Düntsch
et al., 2001]. R ◦ S, for any R, S ∈ 2R, is defined as the union of all atomic relations
that can hold between two entities x and y given that xRz and zSy hold for some
entity z. Weak composition between atomic relations is usually pre-computed and
stored in a composition table. In combination with the operators intersection and con-
verse of relations, weak composition forms a powerful reasoning method that allows
us to infer unknown relations, remove impossible relations, or determine consistency
of given knowledge. More details on QSR can be found in [Cohn and Renz, 2008].
Rectangles form an important domain in QSR research. Rectangles are easy to
represent and easy to obtain, for example using computer vision [Stollnitz et al.,
1996; Chaudhuri and Samal, 2007]. Minimum bounding boxes are commonly used
to approximate objects [Nakagawa and Rosenfeld, 1979]. In all cases we are aware
of, researchers were using rectangles or MBRs that are parallel to the axes defining
the space. Probably the best known QSR approach for rectangles is the Rectangle
Algebra (RA) [Balbiani et al., 1998a, 1999]. It is a simple extension of the Interval
Algebra (IA) [Allen, 1983] to two-dimensional space. The IA distinguishes thirteen
different binary relations between one-piece intervals on a directed line, typically
interpreted as the time line. These atomic relations are defined by the 13 possible
configurations of the start and end points of the two intervals, leading to the relations
before (b), meets (m), overlaps (o), starts (s), during (d), equal (eq), finishes (f) and
their converse relations (bi), (mi), (oi), (si), (di), (fi). When taking two rectangles (or
any two one-piece objects) A, B in two-dimensional space, we can use the projection
of the two objects to the x and the y axes and obtain two intervals on each axis, one
for each object. We can now represent the relationship between the two objects as
a pair R = (Rx, Ry) where Rx represents the IA relation on the x-axis and Ry the
IA relation on the y-axis. These 13× 13 = 169 relations form the atomic relations
of the Rectangle Algebra. These relations allow us to represent information about
the topology and direction of rectangles. Other approaches using rectangles are
for example the Cardinal Direction Calculus (CDC) [Goyal and Egenhofer, 2001] or
CORE-9 [Cohn et al., 2012; Sadeghi Sokeh et al., 2013].
While such approaches are useful for representing spatial relations between MBRs,
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they are only an approximation of GSRs and do not help us in representing or rea-
soning about GSRs. Moreover, in the problems we consider, all MBRs are given,
i.e., all atomic relations between MBRs are known and the information is necessarily
consistent, so no further reasoning is possible using typical QSR approaches. In the
next section we define useful qualitative relations for GSR, both unary relations and
binary relations.
3.3 Representing General Solid Rectangles
Dealing with general rectangles (GR), i.e., rectangles with any angle, is much harder
than dealing with standard MBRs. This becomes obvious when looking at the do-
main of GRs and how they relate to the domain of MBRs: For each MBR there are
infinitely many GRs. Given an MBR M, we can obtain a GR m that is bounded by M,
i.e., M is the MBR of m in the following way:
1. Take the centre point p of M and draw a circle c around p that either intersects
all four edges or all four corners of M. We call c the auxiliary circle. Clearly
there are infinitely many auxiliary circles for any given M.
2. We can now pick one of the two intersecting points at each edge and have to
pick the diagonally opposite point of the opposite edge. Connecting these four
points gives us a general rectangle, that is there are four different GRs for any
M and for any c (see Figure 3.2(a)). If c intersects the four corners, there is only
one GR, the MBR itself.
Throughout the chapter we use the lower case m to denote an arbitrary GSR and
upper case M to represent the MBR of m. We call a GR that is equivalent to its MBR
a regular rectangle and one that is different from its MBR an angular rectangle.
3.3.1 Unary Relations of General Rectangles
Our first task is to distinguish meaningful classes of general rectangles, that is, we
decide which GRs can be clustered together and form an equivalence class with
respect to these distinctions. Since this depends on the particular application for
which we use GRs, we will define adjustable distinctions.
Some natural distinctions for GRs are whether they are leaning to the left or
leaning to the right. This is particularly important for the Angry Birds case where
we need to infer in which direction a block will most likely fall. A further interesting
distinction is whether a rectangle is "slim" or "fat", that is its proportions. In order
to make such distinction in arbitrary granularity, we introduce Qualitative Corner
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Figure 3.2: (a) Relating MBR and GR, (b) the QCI1 distinctions, (c) a possible instan-
tiation of M(1,1)1 using QCI1
Instantiations (QCI) that classify GRs according to how their corners relate to their
corresponding MBRs, as described above. We make the following observations:
1. Given an MBR M and an auxiliary circle c. Selecting an intersection point on
the bottom edge of M and one on the left edge of M uniquely defines a GR m.
2. There are always two intersections per edge unless the intersection is at the
center of an edge.
We can now select a positive integer k and partition each edge of M into 2k inter-
vals of equal length. These 2k intervals, together with 2k − 1 points separating the
intervals form 4k − 1 qualitative regions (see Figure 3.2(b) for k = 1). We number
these regions consecutively from left to right, and from bottom to top. Region 2k
always refers to the center point of each edge. For each edge of M we can specify the
qualitative regions that c intersects. Since a GR is uniquely identified by the intersec-
tion point we pick on the bottom and the left edges of M, we define QCI as the pair
of qualitative regions on the bottom and left edges of M that contain the corners of
m. Therefore, QCIk(m) = {(b, l)|1 ≤ b, l ≤ 4k − 1} is a set of unary relations over
general rectangles m ∈ GR, where b is the qualitative region on the bottom edge of
M and l the qualitative region on the left edge of M. The k denotes how many dis-
tinctions we make between the start and the center of each edge of M. Overall there
are (4k− 1)2 + 1 atomic unary relations, each combination of the 4k− 1 qualitative
regions plus the regular rectangle.
This unary relation allows us to classify GRs. However, if we have a given MBR
and we want to explicitly talk about GRs wrt. the given MBR, then we need a new
notation. We call this an extended MBR or eMBR and write it as M(i,j), i, j ∈ {1...4k−
1}, where (i, j) corresponds to the unary QCI relation that the general rectangle in
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Figure 3.3: Contact sectors of regular and angular GSRs
M must satisfy. Figure 3.2(c) shows a possible instantiation of the eMBR M(1,1).
3.3.2 Binary Relations between GSRs
We now look at meaningful binary relations between general rectangles. For unary
relations it does not make a difference if we consider GRs or GSRs. For binary
relations it makes a significant difference as we would need to consider all cases
where the GRs overlap. Here, we will only consider binary relations between GSRs
as this is what is required for solving our application problem and defer binary
relations between GRs to future work.
Similar to existing qualitative representations for MBRs, we could define binary
qualitative relations between GSRs based on direction, size, or topology. However,
we want to develop a representation that is useful for solving the QualGSR problem
we defined above. For this we need a more expressive representation that allows us
to distinguish if and how two GSRs contact each other, as this allows inferences about
the stability of structures. We will focus on different ways of contact and distinguish
sectors of GSRs where they can contact each other. These contact sectors correspond
to the eight edges and corners of the rectangles and we distinguish between regular
and angular GSRs as shown in Figure 3.3. We denote them as Ai for angular and
Ri for regular GSRs, where i is from 1 to 8 starting at the top right corner in anti-
clockwise direction. A∗ and R∗ refers to an arbitrary contact sector. For a given GSR
m, we write m.Ai as the corresponding sector Ai of m.
When two GSRs m1 and m2 touch each other, then they either touch at a point or
along a line segment. This contact will be equal to or part of a contact sector of m1
and a contact sector of m2. Hence, we can write the contact relation between m1 and
m2 as the constraints m1(CS1, CS2)m2, where CS1, CS2 ∈ {∅, R1, . . . , R8, A1, . . . , A8}
are the contact sectors of m1 and m2 where they touch. If they do not touch we use ∅.
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All contact relations are obviously converse, e.g., the converse of (A2, R5) is (R5, A2).
While there are (8 + 8)2 + 1 = 257 different combinations of contact sectors, many
of these combinations are not valid for GSRs. For example (R1, R1) is clearly invalid
for solid rectangles. Proving which combinations are valid and which ones are not is
relatively straightforward. We provide some of the proofs.
Proposition 3.1. (A1, A1) is not a valid contact relation.
Proof. Assume the relation m1(A1, A1)m2 holds, i.e., m1.A1 and m2.A1 share the same
coordinate. m1.A2 and m1.A8 form a 90 degrees angle and so do m2.A2 and m2.A8.
Since m1 and m2 do not overlap, but share their top-most point A1, the angle be-
tween m1.A8 and m2.A2 and the angle between m2.A8 and m1.A2 must add up to 180
degrees, and therefore each angle is less than 180 degrees. This means that m1.A1 or
m2.A1 cannot be the top-most point of its rectangle, which contradicts the definition
of A1.
Proposition 3.2. (A1, A2) is not a valid contact relation.
Proof. We can reduce this to the (A1, A1) case. Assume m1.A1 touches m2.A2 at point
p. We can now generate a GSR m3 with the three corner points p, m2.A3, m2.A5 which
is a sub-rectangle of m2. However, m3 and m1 are in relation (A1, A1) which is invalid
and contradicts our assumption.
Theorem 3.1. There are 73 atomic contact relations for GSRs.
We can use similar proofs for the remaining invalid cases, while we can give
example GSRs for the valid contact relations. In total there are 73 valid contact
relations: |(A∗, A∗)|+ |(A∗, R∗)| ∗ 2+ |(R∗, R∗)|+ |(∅,∅)| = 32+ 16 ∗ 2+ 8+ 1 = 73.
3.3.3 The GSR-n Algebra
We can finally define our new algebra for general solid rectangles. It consists of 73
atomic contact relations, plus n = (4k− 1)2 + 1 unary relations. Since only the num-
ber of unary relation varies, this is what determines the granularity of the algebra.
For k = 1 we get 10 different categories of GSRs and hence call the algebra GSR-10.
3.4 Solving the QualGSR problem
We now use the algebra defined above to solve the QualGSR(Θ,GSR-10) problem,
for a given set of MBRs Θ. This problem occurs, for example, when developing an
Angry Birds AI agent. The computer vision system provided for the Angry Birds AI
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competition can only detect MBRs, while the actual objects are GSRs. Our task is to
find for each MBR M ∈ Θ a contained GSR m such that (1) the GSRs do not overlap,
and (2) the GSRs are stable under downward gravity. Strictly speaking, M must be
an eMBR, which is a fixed MBR with known coordinates (see Section 3.3.1).
Stability depends on a number of factors such as friction or mass [Blum et al.,
1970a], and we use the stability conditions that we observed in the Angry Birds
game (which are slightly different from real physics). We observed four cases when
a GSR is stable and remains static, which depend on how it is supported. The four
kinds of support are Edge-Corner, Double-Edge, Double-Corner, One-Edge. Figure 3.4
shows some examples for each of the supports. They are named by the type of
contact sectors which support the GSR. E.g. Edge-Corner means the GSR is supported
through one of its edges and one corner.
Figure 3.4: Different stable support configurations
3.4.1 Approximating Stability using GSR-10
We now illustrate how the stable configurations can be expressed qualitatively us-
ing GSR-10 relations. We use Edge-Corner support for GSRs as an example. Under
downwards gravity, eMBRs can be classified into three groups.
1. MAL contains all the eMBRs whose GSRs will fall to the left if there is only one
support at A5. Specifically, MAL = {M(3,3), M(1,3), M(2,3), M(3,2)}
2. MAR contains all the eMBRs whose GSRs will fall to the right if there is only
one support at A5. Specifically, MAR = {M(1,1), M(3,1), M(2,1), M(1,2)}
3. MAN contains all the eMBRs whose GSRs is stable if there is only one support
at A5. MAN = M(2,2)
There are several sub-configurations of the Edge-Corner support. For a binary re-
lation written in the form of (Ai, ∗), the asterisk refers to any sector. The following
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are five conditions, satisfying any of them implies the existence of the Edge-Corner
support:
1. ∃MAL1 ∃M∗2 : MAL1 (A4, ∗)M∗2 ∧ ∃M∗3 MAL1 (A5, ∗)M∗3
2. ∃MAL1 ∃M∗2 : MAL1 (A3, ∗)M∗2 ∧ ∃M∗3 MAL1 (A6, ∗)M∗3
3. ∃MAR1 ∃M∗2 : MAR1 (A5, ∗)M∗2 ∧ ∃M∗3 MAR1 (A6, ∗)M∗3
4. ∃MAR1 ∃M∗2 : MAR1 (A4, ∗)M∗2 ∧ ∃M∗3 MAR1 (A7, ∗)M∗3
5. ∃MAN1 , ∃M∗2 : MAN1 (A5, ∗)M∗2
Rule 1 and 2 (Figure 3.5.a) state that an angular rectangle that tends to fall to the left
has Edge-Corner support if it has at least one contact in A4 and one contact in A5 , or
A3 and A6. Rule 3 and 4 (Figure 3.5.b) state that an angular rectangle that tends to
fall to the right has Edge-Corner support if it has at least one contact in A5 and one in
A6 , or A4 and A7 .
Figure 3.5: Each subfigure shows an example scenario of the Edge-Corner Support
with three GSRs (M1, M2, and M3), and each arrow indicates a contact sector. The
spatial relations between them are: (a.1) MAL1 (A4, R1)M
AN
2 and M
AL
1 (A5, R2)M
AN
3
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3.4.2 Locally Consistent Instantiations
In the previous section, some rules were given to verify the stability of GSRs under
gravity. The rules are binary constraints between eMBRs. We now show an approach
of evaluating such binary constraints. Specifically, given two eMBR instances and
a binary relation, we need to determine whether the two instances can satisfy the
binary relation. We introduce the Min-Max Procedure to determine the possible
binary relations between an arbitrary pair of eMBR instances.
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Critical Instantiations
Given an eMBR instance, there is an infinite number of possible GSRs. Among those
are two critical instantiations:
The maximum instantiation of an eMBR is the GSR with maximum size. The min-
imum instantiation of an eMBR is the GSR with minimum size. When the GSR is a
regular rectangle, both critical instantiations are the same.
The two critical instantiations can be obtained with the help of the auxiliary circle
c (see Section 3.3). Firstly, we need to find out the auxiliary circle with the mini-
mum radius that intersects the four edges of the eMBR. Now every corner of a valid
GSR must be located between a corner of the eMBR and the point where c intersects.
This not only limits the possible unary relations of a GSR, but also limits the critical
instantiations. The maximum instantiation is an area connecting either four inter-
sections according the QCI1 of the eMBR or the four corners . For example, if the
eMBR is M(1,1), then the maximum instantiation can be outlined by the two bottom
left and the two up right intersections (see Figure 3.6). The minimum instantiation is
a diagonal from the bottom left to the top right
Figure 3.6: Possible instantiations of eMBR M(1,1): (left) intermediate, (middle) max-
imum, (right) minimum
Maximal and Minimal Effort
Because the instantiations of an eMBR instance can vary from a line segment to a
large rectangle and the contact between two arbitrary eMBRs depends on the ac-
tual instantiations, it can be observed that whether the two eMBRs can contact de-
pends on the efforts made by the eMBRs on their corresponding instantiations. If
both eMBRs make minimum efforts, then the instantiations are likely to be two
general rectangles that are disjoint from each other while if both try their best ef-
fort to contact each other, then the instantiations might be two general rectangles
that are intersecting. Let M(i,j), i, j ∈ {1..3} be an arbitrary eMBR instance and
32 Visual Perception: Behind the Bounding Boxes
CS1∈{∅, R1 . . . R8, A1 . . . A8} be a contact sector of M(i,j). Emax(M(i,j), CS1) denotes
an instantiation of M(i,j) which makes maximal effort to contact any other GSRs with
CS1. If the Emax cannot contact any other GSRs, then there will be no other instantia-
tions of the M(i,j) can achieve the contact. In the sequel, Emin(M(i,j), CS1) refers to the
corresponding instantiation that makes the minimum effort. If the Emin can contact
an arbitrary GSR, then all other instantiations of the M(i,j) can achieve the contact via
the specified sector. The maximal and minimal effort of an eMBR instance depends
on the critical instantiations of the eMBR.
Min-Max Evaluation
Given an arbitrary pair of eMBRs, to determine whether a specific binary relation
holds between them, the QCI1 information together with their bounding rectangles
should be taken into considerations. The Min-Max evaluation can perform this task
effectively. For a binary constraint to hold, the following requirements should be
satisfied:
1. the maximum efforts of the two eMBRs in the constraint must be intersecting.
We call it maximum-maximum case, otherwise maximum-maximum failure
2. the minimum efforts of the two eMBRs in the constraint must be disjoint, it is
the minimum-minimum case, otherwise minimum-minimum failure
The minimum-minimum failures indicates that no matter how the GSRs are instan-
tiated over the two eMBRs, they will be always penetrating each other. In the sequel,
the maximum-maximum failures indicates that the contact specified by the binary
relation can never be achieved between the two eMBRs. The only way that may solve
these failure is to change the unary relations of the eMBRs.
The following are two examples of the min-max evaluation on the constraint
M(1,1)1 (A6, A2)M
(1,1)
2 (see Figure 3.7) and the constraint M
(1,1)
1 (A6, R3)M2(see Figure 3.8)
3.4.3 Consistent Instantiations
In the previous section, we have shown a local procedure, min-max, for inferring pos-
sible pair-wise contacts. To approximate consistency for the whole configuration, we
can compute path-consistency, which is a standard method in qualitative reasoning.
Figure 3.9.a shows an example where path-consistency can be checked by weak com-
position of GSR-10 relations. The min-max algorithm returns M(1,1)1 (A6, A2)M
(1,1)
2 ,
M1,12 (A6, A2)M
(1,1)
3 , and M
(1,1)
1 (A6, A2)M
(1,1)
3 as one possibility. But this is clearly
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Figure 3.7: left: minimum-minimum, middle: maximum-maximum, right: instantia-
tions that satisfy the constraint
Figure 3.8: left: minimum-minimum, middle: maximum-maximum, right: instantia-
tions that satisfy the constraint
identified as inconsistent by the path-consistency algorithm because
(A6, A2) ∩ ((A6, A2) ◦ (A6, A2)) = ∅
. Another possibility returned by min-max is path-consistent and also consistent, as
can been seen in red in Figure 3.9.a. Figure 3.9.b shows a case where verifying path-
consistency requires actual coordinates. In a pair-wise consistent configuration, the
boxes with IDs 2, 3, 4 are instantiated as regular rectangles and the big rectangle is
instantiated as a GSR that leans to the left, written as M(1,3). To achieve a consistent
scenario, we need to evaluate the heights of the MBRs to determine which subset of
the regular rectangles can touch the angular rectangle at the same time. A detection
of inconsistency indicates that the vision software makes mistakes because static
Angry Birds scenarios should always be consistent.
3.4.4 A Method for Solving QualGSR
We propose a method that utilizes GSR-10 and all the techniques we mentioned
above to identify a stable set of GSRs for a given set of MBRs. Our method first
randomly assigns a unique ID for each input MBR. Each MBR maintains a list of its
neighbors. The neighbors of a MBR are all other MBRs that intersect or boundary
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Algorithm 1: The Stability Approximation algorithm
1 Procedure StabilityApproximation(mbrs)
2 candidates← {};
3 id← 0;
4 for mbr ∈ mbrs do
5 id← id + 1;
6 candidates← candidate ∪ {(mbr, id)};
7 Search(candidates);
8 Procedure Search(candidates)
9 if all mbrs in candidates are initialized and stable then
10 print the result;
11 return true
12 else
13 allCandidates← Refine (candidates);
14 for candidates ∈ allCandidates do
15 if SEARCH(candidates) then
16 return true
17 Procedure Refine(candidates)
18 re f inedCandidates← {};
19 (mbr, id)← candidates.pop();
20 for each unary relation do
21 contacts← (neighbors, {});
22 embr ← (mbr, id, unary, contacts) ;
23 For each neighbor, perform the min-max check with embr to get the set
of possible contacts.;
24 Perform consistency approximations.;
25 Generate all_combinations of contacts by picking up one contact from
each contact set. ;
26 for contacts ∈ all_combinations do
27 apply contacts on embr and its neighbors;
28 if branch pruning happens then
29 continue;
30 else
31 copy the candidates list;
32 in the new list update embr’s contacts and its neighbors’
accordingly;
33 add the new list to allCandidates.;
34 return allCandidates;
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Figure 3.9: Two scenarios where path consistency determines consistency. A consis-
tent instantiation is shown in red
touch the MBR. A MBR is initialized when it has been given a GSR-10 unary relation,
which creates an eMBR instance (see Alg.1 line 22). Our method will backtrack by
picking up the MBR with the lowest ID from the remaining uninitialized MBRs (see
Alg.1 line 19), create an eMBR instance on it, and get possible contacts by performing
the min-max check (see Alg.1 line 25) between the eMBR and its initialized neighbors
pair-wisely. Branch pruning (see Alg.1 line 29) happens when the algorithm detects
that an eMBR cannot be stable when all its neighbors have been initialized. The al-
gorithm will terminate when it finishes a branch where all the MBRs are initialized
and stable under valid contacts. To approximate consistency, we used the aforemen-
tioned height evaluation and similar approximations (see Section 3.4.3). This method
is exponential in the number of GSRs. But different heuristics can be used to improve
the efficiency of our method. For example we can identify cases where a GSR must
be an angular rectangle.
3.4.5 Evaluation in the Angry Birds Context
We implemented our method and applied it to the Angry Birds game where the
current computer vision software used for the Angry Birds AI competition can only
detect MBRs. Figure 3.1.a shows a typical Angry Birds level. Clearly, many objects
in the level are GSRs. Figure 3.1.b illustrates a set of corresponding MBRs. In this
example, it takes 0.854s (on a CORE i7 with 8GB RAM) for the algorithm to com-
pute a stable scenario and the result matches the real scenario. We obtained similar
results (see Table.5.1) for other levels, that is, our method can be used to obtain an
accurate representation of a game level that can then be used to analyze its structural
properties.
In this evaluation, the algorithm terminates once it detects a solution and the
detected solutions all match the real scenarios. However, the set of eMBRs or GSRs
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Level Total GSRs Total Angular GSRs Time(secs)
4 12 2 0.249
5∗ 22 16 0.854
6∗ 15 3 0.278
11∗ 17 4 0.317
13∗ 24 9 0.444
15∗ 27 6 0.404
16∗ 17 6 0.286
18 20 10 0.522
Table 3.1: Results on Poached Eggs levels [Rovio, 2013] (The ∗ indicates intermediate
scenarios after some shots)
extracted by the method may not be the unique solution to the problem. i.e., there
could be other possible instantiations. To obtain all the solutions (in eMBRs), we can
simply modify the algorithm to make it terminate after enumerating all the possible
instantiations of eMBRs.
3.5 Conclusion
In this chapter we presented the first qualitative representation of angled rectangles
that cannot penetrate each other, so called general solid rectangles (GSR). GSRs are
frequently used in computer-generated images such as computer games. We used
this representation to solve a practical problem that occurs when we use computer
vision to extract GSRs from computer-generated images, but vision can only detect
MBRs. We presented a method that can compute GSRs even under the condition that
all obtained GSRs must be stable under gravity. This problem is particularly chal-
lenging as it requires us to combine qualitative and quantitative spatial information
in a way that has not been done before. We tested our method for the popular Angry
Birds game and showed that we can extract stable GSRs accurately and reasonably
fast.
3.5.1 Generalization
The QSR method developed in this chapter can be integrated with a vision system as
a complementary process that infers possible spatial properties (e.g., pose) of objects
from incomplete or imprecise visual input. A sophisticated computer vision module
can help to recognize some GSRs in an image before applying the QSR method. Then
the method only needs to instantiate GSRs for the unrecognized objects. Knowing
some GSRs beforehand can guide the search of the possible instantiations of the other
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GSRs based on the structural analysis and the min-max evaluations proposed in this
chapter.
The idea of using spatial reasoning to infer spatial configurations from objects’
outer-approximations can be naturally generalized to 3D domains. This requires the
development of 3D spatial representation and reasoning methods and the develop-
ment of 3D stability analysis methods (we show an example method in Chapter 7).
Regarding the 3D spatial representations, one can start with developing qualita-
tive spatial representations for standard 3D outer-approximations such as volumetric
representations (e.g., 3D bounding boxes) and surface representations (e.g., polygon
mesh [Smith, 2006]) which are commonly used in computer graphics and robotics.
It can be challenging to develop an effective spatial reasoning mechanism that infers
real shapes from their outer-approximations in real environments. In this chapter, we
only deal with two-dimensional rectangular shapes where ten qualitative distinctions
of GSRs suffice. However, real-world environments and objects can have more com-
plex geometries, which may require us to make more qualitative distinctions of their
shapes and more binary relations to make the reasoning (the min-max evaluation
and the consistent instantiations) useful. The number of instantiations the method
needs to verify grows exceptionally as the number of binary relations increases.
To deal with this, we can integrate the reasoning method with probabilistic rep-
resentations that associate probabilities with spatial regions occupied by objects.
One suitable candidate is Octomap [Hornung et al., 2013] which is widely used in
robotics. Octomap represents space using voxel grid with each voxel has a prob-
ability indicating the likelihood of the voxel is occupied by an object. From these
probabilities, we can further infer which set of qualitative distinctions are possible,
which reduces the number of instantiations that needs to be verified.
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Chapter 4
Object Detection: Knowing the
Unknowns
In the previous chapter, we presented a method that can infer spatial configurations
of objects from their minimum bounding rectangles detected by a computer vision
module. However, in many situations, the agent will be faced with unknown objects
that have not be detected yet.
Many current computer vision approaches for object detection can only detect
objects that have been learned in advance. In this chapter we present a method that
uses Qualitative Stability Analysis to infer the existence of unknown objects in certain
areas of the images based on gravity and stability of already detected objects. Our
method recursively searches these areas for unknown objects until all detected objects
form a stable structure or no new objects can be identified anymore. We evaluate our
method using the popular video game Angry Birds. We only start with detecting
the green pigs and are able to automatically identify and detect all essential game
objects in all 400+ available levels. All objects can be accurately and reliably detected.
Our method can be applied to other video games where objects obey gravity and are
bound by polygons.
4.1 Introduction
Object detection is an important problem in computer vision which remains un-
solved in its generality. With sophisticated methods based on edge detection, color
clustering, or key features available, it is possible to achieve reasonable accuracy
in detecting previously learned objects [Roth and Winter, 2008; Felzenszwalb et al.,
2010]. However, detecting unknown objects that have not been seen and learned be-
fore remains a challenge [Lampert et al., 2009b; Lee and Grauman, 2012]. Objects in
images, and particularly in real world images, are often not uniform in colors and
do not have unique edges that bound the object, but typically have a considerable
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number of detected edges that are unrelated to the objects’ boundary. Therefore, it is
very hard to identify what defines an object, which pixels are part of the object, and
where the object boundaries are located.
The approach we present in this chapter for detecting unknown objects is not
based on any methods typically used in computer vision, but uses qualitative spatial
relations between already detected objects in order to infer the existence of unde-
tected objects. Our method relies on a qualitative stability analysis and is based on
the assumption that objects cannot float in the air without support from other objects.
Whenever we detect an object that appears unsupported, we assume that there must
be a yet undetected object that supports it. Using our qualitative stability analysis,
we know where supporting objects could be located and search these areas for po-
tential new objects using existing computer vision methods. As such, our method is
an extension of existing computer vision methods that can be added to any existing
methods and will likely improve detection of yet unknown or unidentified objects.
But this also means that we suffer from similar weaknesses as the existing methods
and can only detect objects for which we can actually extract visual cues in the image.
Consequently our method works best in cases where the unknown objects could be
reliably detected if they were known.
The main contribution of this chapter lies in providing a novel method for in-
ferring the existence of undetected objects. We initially implement and evaluate our
method for 2D video games, such as the popular games Angry Birds or Candy Crush,
where all foreground activities occur in the same image plane. Video games have
the advantage that all images are generated and rendered using computer graphics
where objects typically do not have the complexity and diversity that can be found
in real world images. Therefore, it is possible to detect known objects in a reliable
way. The initial restriction to 2D video games serves as a proof of concept and allows
us to evaluate our method on its own, independent of other open computer vision
problems such as reliably detecting the 3D shape of objects or dealing with occlusion.
While this limits the immediate applicability of our approach to real world scenes,
there is a considerable interest in developing reliable object detection in video games
[Genesereth et al., 2005; Levine et al., 2013].
The Angry Birds competition organizers provide a software package including
a computer vision module that is able to reliably detect and classify known and
previously learned objects, but is unable to detect any unknown objects. In order
to be able to solve new levels, which is the declared aim of the competition, an AI
agent has to be able to detect new and unknown objects and to learn their physical
properties. Using our method, we are able to reliably detect unknown objects in
Angry Birds. We show that we can detect all objects that the existing computer
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vision module can detect and with the same accuracy.
In addition we can detect a large number of unknown objects and automatically
classify them into new object categories. We are able to achieve this with minimal
prerequisites: we only assume that we are able to detect the green pigs, everything
else is unknown. Once all relevant game objects are identifiable, we could then
start learning their physical properties, for example, by shooting birds at them and
observing how they behave when hit. As such our method is an important step
towards building AI agents that are able to autonomously solve any Angry Birds
level, or other physics-based video games.
The chapter is structured as follows. We first introduce the relevant background
on computer vision and on qualitative stability analysis. We then present an im-
proved way of computing stability and discuss the effect it has on detecting unknown
images. In section 4, we present our method of detecting unstable objects and how
to find unknown objects that support unstable objects. In section 5 we evaluate our
method by applying it to a large number of Angry Birds levels with many new ob-
jects and different backgrounds, as well as to‘ other games. Section 6 summarizes
our results.
4.2 Background and Related Work
4.2.1 Object Recognition
Object recognition has two general categories [Grauman and Leibe, 2011]: recog-
nizing a particular object (e.g. John’s face) and recognizing generic categories (e.g.
cars). There are mainly two major approaches to deal with object recognition, namely
appearance-based methods and feature-based methods [Matas and Obdrzalek, 2004].
Appearance-based methods such as [Belongie et al., 2002] basically record known
objects as templates and perform recognition based on the template dataset. Feature-
based methods recognize objects based on different categories of features such as
boundary or size of an object or its colors [Jain et al., 1995]. Both methods require
prior knowledge to discover new objects in a scenario, whereas none of them can
tell if the detected objects are interesting key objects or unimportant objects from
the background. Detection proposal methods (for a survey see [Hosang et al., 2015])
have been widely applied to object detection. The methods generate proposals based
on a diverse set of cues to guide the search for objects. A proposal is a region in
the image that is likely to contain objects. Guided by the generated proposals, the
object detection algorithm can avoid the exhaustive search by first examining the
proposed regions, which achieves computational efficiency. However, the methods
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are not applicable to our problem. First, detection proposals are based on the as-
sumption that foreground objects can be distinguished from background objects by
certain common visual properties. However, It is not always the case in our problem
setting where background objects can share the same visual properties with fore-
ground objects. Further, the methods cannot be easily generalized to an unknown
environment. Most of the methods rely on an intensive training procedure. They
are unable to deal with unknown objects of which the visual properties are not cap-
tured by the training data. The proposed method could be regarded as a detection
proposal method in the sense that it generates proposed regions that are likely to
contain unknown objects based on stability analysis. Another related area is object
localization [Lampert et al., 2009a; Loeff et al., 2005; Hedau et al., 2012] that aims at
accurately locating the detected objects and distinguishing foreground objects from
the background clutter.
Discovering unknown objects and object categories (a.k.a. category learning) is
very challenging. The problem can be tackled by supervised learning that requires
manual annotations [Branson et al., 2010] or unsupervised techniques [Grauman and
Darrell, 2006] which assumes no prior information. The quality of the unsupervised
techniques fundamentally depends on how they determine the similarity of image
regions. Some techniques are based on analyzing contexts to discover the unseen
object categories. For example, [Lee and Grauman, 2012, 2011] uses object graphs to
model the topological relations of the regions in an image and group the regions that
have similar topological relations with the surrounding known objects. However, the
accuracy will drop significantly when multiple unseen objects appear in an image
while there are only a few known objects.
Object Recognition in Video Games There is some work on developing general in-
telligent agents to play Atari 2600 games (Atari-GGP) [Bellemare et al., 2013]. Identi-
fying game objects is one important capability for agents to recognize the game envi-
ronment (some agents [Mnih et al., 2013, 2015] based on deep reinforcement learning
do not perform objects identification). [Hausknecht et al., 2014] implemented an al-
gorithm based on artificial neural networks and the algorithm uses different state
representations. One state representation relies on a set of game objects that are
identified by template matching. In [Hausknecht et al., 2012], the agent tracks the
blobs of pixels that have similar colors across video frames and then obtains game
objects by merging the blobs according to certain cues. Since the method categorizes
the detected objects by their shape, it may group different objects that have similar
shapes but different colors into one category.
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4.2.2 Structural Stability
Stability of a given structure can be exactly calculated if all relevant physical pa-
rameters of all the involved objects, such as shape, density, mass, mass distribution,
material are known. [Blum et al., 1970b] developed a force-based method to cal-
culate the stability of an object by taking detailed quantitative physical parameters
as input. The result is very accurate, however most of the required input informa-
tion is unavailable, when the only information we have about a structure is what a
vision system sees. If less information is available, structural stability can only be
approximated. A recent qualitative approach [Zhang and Renz, 2014] approximates
structural stability of a two-dimensional structure based on the center of mass of rect-
angular shaped objects. It encodes stability rules using qualitative spatial relations
from the Extended Rectangle Algebra (ERA). Each rectangular object can be mapped
to a pair of intervals by projecting the rectangle to the x and the y-axis. Qualitative
relations between two objects can then be expressed as the interval relations between
their corresponding intervals.
ERA contains 27 interval relations (Figure 4.1) in each dimension instead of the
typical 13 interval relations in the original Rectangle Algebra [Mukerjee and Joe,
1990; Balbiani et al., 1999]. The additional relations are obtained by also considering
the center point of intervals rather than only their two end points. This extension
allows us to consider the mass center of rectangles and, therefore, allows for more
flexible reasoning under physical constraints (Figure 4.2.a,b). In [Zhang and Renz,
2014], an object is said to be stable if the vertical projection of the object’s centroid
falls into its supporting area. The supporting area is defined as the horizontal interval
between the leftmost and rightmost contact points of the object.
Although ERA is useful to determine the areas for searching new objects when
there are few detected objects in the scene, it only roughly approximates the stability
of a single object rather than a structure.
In contrast, [Gupta et al., 2010b] suggests a method to check the stability of
an object by qualitatively analyzing the forces acting on the object. However, this
method is also not applicable for determining structure stability when using only
visual input. Some methods have been developed to deal with the stability of the
whole structure to achieve a better understanding of a scene. For example, [Zheng
et al., 2013] evaluates the relative structural stability by comparing the potential en-
ergy of different combinations of objects in the structure. As relative stability is used
in this method, it is not helpful for discovering hidden or missing objects.
Differently, [Jia et al., 2013] tests the stability of the whole structure by iteratively
calculating the mass center of a set of objects from top to bottom and checking if
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Figure 4.1: The 27 interval relations of ERA
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Figure 4.2: Local stability determined with ERA. (a)(c) a locally stable case. (b) a
locally unstable case.
Figure 4.3: A configuration where an object is lower (in terms of the top point or the
bottom point) than its supporter. CA and CB are mass centers of object A and B, and
CAB is the mass center of the combination of A and B. AreaA is the support area of
A and AreaAB is the support area of the combination of A and B.
the vertical projection of the mass center falls into the set of objects’ supporting area.
This method works in simple scenarios (e.g. a stack of several books on a desk);
however, as it simply uses a top-down strategy, some supporting relations may not
be detected correctly, i.e., not all supporters are lower than their supportees either
in case of top point or center point, hence, sometimes it will attempt to evaluate an
object before its supportee which may result in an incorrect judgment.
For example, in Figure 4.3, object A will be first evaluated using a top-down
schema and determined as unstable; however, due to the effect of its supportee B, it
can actually remain stable. In section 4.3.2, we propose an improved method which
evaluates objects in an appropriate sequence in terms of their supporting relations.
There are also some methods which use probabilistic simulations to solve phys-
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ical reasoning problems such as predicting the stability [Battaglia et al., 2013]. The
method works well when the environment is fully observable and the physical prop-
erties of objects are completely known. However, it is often the case that the envi-
ronment is partially known and the information about the objects is incomplete. The
stability analysis algorithm proposed in this chapter is a qualitative approach that
can effectively deal with an environment of this nature.
4.3 Qualitative Stability Analysis
The basic assumption we make is that the image we analyze depicts a stable scenario,
that is all objects in the image are stable and none of the objects are currently in flight,
falling, or otherwise unsupported. We also assume that one or more objects in the
image are already known and have been detected. A major limitation we have is that
we do not know the physical properties of any of the objects in the image. What is
most important in our analysis is that we do not know the density or mass of objects,
neither absolute nor relative to each other. This means that even if we knew the exact
shape and extent of all objects, it would be impossible to accurately calculate whether
a group of objects is stable or not. Identifying the exact physical properties would
require us to actively interact with objects, which is outside the scope of this chapter.
In the following we assume that the density of all objects is the same and uniformly
distributed. Under this assumption, it is possible to calculate the mass center of an
object and approximate the stability of an object in a structure. The important fact to
keep in mind is that stability can only be approximated. We will now look at ways
to estimate whether a structure is stable.
4.3.1 Local Stability
We can use ERA to calculate stability of rectangular objects. However, as ERA only
considers rectangular objects, [Zhang and Renz, 2014] assumes that the center point
of the minimum bounding rectangle (MBR) of an object corresponds to the mass cen-
ter of the actual object, which in turn corresponds to the center point of the intervals.
When objects other than rectangles are used, this correlation between the mass cen-
ter of an object and center point of its MBR does not hold anymore. However, even
when considering objects other than rectangles, for example arbitrary polygons, we
can still use ERA to reason about stability of an object. This is because we get the
same 27 ERA interval relations if we consider a different point inside the intervals
and not their center point (Figure 4.2.c). Therefore, we can use the actual center of
mass of an object and use its corresponding projection to define the ERA relations.
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Figure 4.4: (a) Configuration that is globally unstable but locally stable: The center
of mass of B-E is outside the support area provided by A. (b) Configuration that is
globally stable but locally unstable: The center of mass of B is outside the support
area provided by C.
Since this method determines stability of an object only with respect to how its center
of mass relates to its supporting area, and does not consider what happens above an
object, we call this approximation to the stability of an object Local Stability. Figure 4.2
demonstrates two examples of how ERA works on determining local stability of an
object. Specifically, the ERA relation between the block A and B in x-axis in the left
figure is cd which means A is well supported by B and A is locally stable; in the right
figure, the ERA relation between the block A and B in x-axis is ld which means that
the mass center of the block A is not supported, thus it is not locally stable.
Although local stability is only a rough approximation, we can still use it to
determine which areas to search for new objects, because it guarantees to search
every area that can contain supporters of an object. The specific method to decide
searching areas will be introduced in Section 4.4.
4.3.2 Global Stability
It is clear that local stability can give a wrong result depending on the objects above
the object we consider. For example, in Figure 4.4.b, if we only consider the block B
and its supporter C, then B is not stable. But if we take the mass of A into account,
then B will probably be stable. In this case, local stability provides a false negative
result, i.e., it judges an object to be unstable which should be stable. Likewise, we
can obtain a false positive result where an object is considered locally stable when
it should be unstable (see Figure 4.4.a). Thus, this method may not be a very good
approximation of the real stability of a structure. We propose a stability method that
is able to give a better approximation of the stability of a structure compared to local
stability by also considering what is above an object. Our method, which we call
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Figure 4.5: A globally stable structure and its support graph. Gc indicates the mass
center of the block C, G depicts the mass center of the composite structure composed
of block A, B and C
global stability takes as input a labeled directed graph where there is a node for each
detected object and a directed edge to specify the supporting relation between two
connected objects. We call this the support graph (SG) of a structure (see Figure 4.5
for an example). Given a SG, if there exists a node N1 with an edge pointing to node
N2, then N1 supports N2.
Definition 4.1 (Support, Support Depth, Supportees, Direct Supporter). Given a SG,
if there is a path from Ni to Nj, then Ni supports Nj. Support Depth SD(Ni, Nj) is the length
of the shortest path from Ni to Nj. A direct supporter of an object Nj is an object Ni such
SD(Ni, Nj) = 1. The supportees of Ni is the set of all nodes that are supported by Ni.
With a support graph, the supportees of an object O can be considered when
testing its stability. Specifically, when querying the stability of object O, we will take
O and all its supportees as a substructure S and test if the mass center of S falls into
the support area that includes all direct supporters of S. Algorithm 2 gives the global
stability test.
The main aim of our stability testing procedure in this chapter is to get informa-
tion about where to look for potentially unknown objects. If our stability algorithm
is correct and we identify an unstable object, then we will look for an unknown
supporting object. If we correctly detect an object as stable, we will not look for an
unknown object. What is important is the impact of wrongly classifying an object
as stable or unstable, and due to the impossibility of correctly evaluating stability of
all situations, wrong stability results are unavoidable. So if we classify an object as
stable even though it is unstable, we will not look for an unknown supporting object
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Algorithm 2: Global Stability Test Algorithm
1 Procedure GlobalStabilityTest(Nq, SG)
Data: Nq the node that refers to the querying object
SG a support graph that contains all objects in the structure including Nq
as nodes and their support relations as edges
Result: GlobalStability boolean value to state if the querying object is
stable
2 SupporterList← ∅;
3 SupporteeList← ∅;
4 for Node N in SG do
5 if N supports Nq and SD(N, Nq) = 1 then
6 SupporterList← SupporterList ∪ N;
7 if Nq support N then
8 SupporteeList← SupporteeList ∪ N;
9 if SupporterList = ∅ then
10 return f alse;
11 for Node N in SupporteeList do
12 for Node N′ in SG do
13 if N′ supports N and SD(N′, N) = 1 and Nq does not support N
then
14 SupporterList← SupporterList ∪ N′;
15 if vertical projection of the mass center of the substructure with nodes
∈ SupporteeList ∪ Nq falls into the supporting area built with nodes
∈ SupporterList then
16 return true;
17 else
18 return f alse;
and might miss an object. The consequences of this might be negligible if we are
running our algorithm on many similar images. Then there is a good chance that we
identify the missed object at a later stage in a different image.
If we wrongly classify an object as unstable, we will check for an unknown sup-
porting object. If we find none, then there is no difference between not looking for
one and not finding one other than increased computation time. However, if we do
find a supporting object, then this could either be a correct find, or it could be a fake
object, for example background. Identifying a fake object can cause many problems,
as it will be added to our list of known objects and will always be identified as an
object. Therefore, we have to avoid identifying fake objects. The most important way
to avoid fake objects is to be able to correctly identify background and to make sure
50 Object Detection: Knowing the Unknowns
that background can never be considered as an object (discussed in Section 4.5.2).
The global stability algorithm improves the ability to identify objects as stable
or unstable. Many situations that are incorrectly classified by the local stability al-
gorithm can be corrected by our global stability algorithm. Figure 4.4.a gives an
example of a locally stable structure that is detected as unstable by the global stabil-
ity algorithm, and Figure 4.4.b demonstrates a situation that is locally unstable, but
globally stable. In addition to the above two cases, our method can successfully deal
with the configuration in Figure 4.3 by evaluating the objects in terms of supporting
relations rather than from top to bottom. Specifically, in the support graph, there is
a path from A to B; thus, when checking the stability of A, the mass center of A and
B will be calculated and the support area will be determined corresponding to the
direct supporters of both A and B.
4.4 Visual Detection Algorithm
We now present a visual detection algorithm (see Alg. 3) that can automatically iden-
tify unknown objects in images obtained from 2D video games. We assume that the
computer vision method uses some form of image segmentation and clustering for
detecting known objects. Which ones are used will depend on the application. In the
following part, we use Seg and Clus to refer to an arbitrary segmentation and cluster-
ing algorithm respectively. Note Seg and Clus are not necessarily separate modules
as segmentation could be done by clustering. The algorithm has four steps:
Step 1: Detecting known objects. The algorithm (see Alg. 3 line 5-6) first uses Seg
to obtain all the non-overlapping regions in the image. Clus then classifies the regions
to one of the known categories according to the selected visual features. A region
will be labeled as unknown if there are no feasible categories. These are candidates
for forming new objects.
Step 2: Detecting locally unstable objects and possible areas of support. After
detecting all the known objects, the algorithm (see Alg. 3 line 10) checks the local
stability of each known object by setting the bottom line of the image as the initial
ground. Once the algorithm detects a locally unstable object, it estimates the support
area where possible supporters can be found. There are two possibilities that have to
be checked for each locally unstable object (see Figure 4.6). (1) The area adjacent to
the object that is underneath its center of mass. (2) The area adjacent to the object
to the left of its center of mass up to its leftmost point (underneath the object and to
its left), and the area adjacent to the object to the right of its center of mass up to its
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Algorithm 3: Visual Detection Algorithm
1 Procedure VisualDetection(I, Seg, Clus)
Data: I a collection of images
Seg an image segmentation algorithm
Clus a clustering algorithm
2 for I in I do
3 repeat
4 repeat
5 Regions← Seg(I) // obtain non-overlapping regions by
applying Seg to the image I
6 ;
7 Unknown_Regions, Known_Objects← Clus(Regions) // use
Clus to classify the regions
8 ;
9 for Object O in Known_Objects do
10 check the local stability of O ;
11 if O is locally unstable then
12 estimate the support areas (local stability);
13 if an unknown region is found in one of the areas then
14 extract the features of the region, update Clus;
15 go to Line 5;
16 else
17 mark O as locally stable, continue to check the next
object in Known_Objects;
18 until There are no locally unstable objects;
19 for Object O in Known_Objects do
20 check the global stability of O ;
21 if O is not globally stable then
22 estimate the support areas (global stability) ;
23 if an unknown region is found in one of the areas then
24 extract the features of the region, update Clus;
25 go to Line 5;
26 until There are no more globally unstable objects or there are no more
unknown regions that can support the unstable objects;
rightmost point (underneath the object and to its right). If there is already a known
supporting object in one of those two areas we only need to check the other area. If
no locally unstable object is found, we go to step 4.
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Figure 4.6: Left: Suggested searching areas for the locally unstable object. Right:
Suggested searching areas for the globally unstable object. The red dot indicates the
center mass of B and C which is to the left of the supporting area provided by A
Step 3: Identifying new objects. The algorithm (see Alg. 3 line 13-17) first checks
area (1) for a new object. This is an unknown region as defined above that is adjacent
to the known object within the search area. The undetected object should be “touch-
ing" the unstable object, where touching does not necessarily mean that the objects
actually connect, but there could be a small gap between them which depends on
the application. If none is found, we check areas (2) in the same way. If none is
found, we skip this locally unstable object by marking it as locally stable, go back to
step 2 to the next unstable object. Once an adequate region is identified, the method
will extract the features of the region and update the Clus with this information.
The update can be a creation of a new category or a merge with one of the existing
categories. Whenever Clus is updated, we go back to step 1.
Step 4: Detecting globally unstable objects. Once there are no locally unstable
objects, the method (see Alg. 3 line 19-25) will verify the global stability of all the
identified objects using the global stability test algorithm (Alg. 2). If there is a globally
unstable object, we estimate the searching area for unknown regions that can make
the object globally stable. To do this, we take the object and all its supportees and
consider it as a new substructure. Since the object is locally stable, it must be directly
supported, either under its center of mass or to its left and its right. It can only be
globally unstable, if the center of mass of the whole substructure falls outside the
objects support base, either to its left or its right. If to its right, the area that needs
to be checked for possible support is the area (underneath the substructure and to
its right) that is directly adjacent to the whole substructure, on the right side of its
support base up to its rightmost point (see Fig. 4.6). If to its left, we need to check
the similar area to the left of the support base. We now check the identified area for
a new object in the same way as described in step 3.
The method terminates when there are no more globally unstable objects or there
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are no more unknown regions that can support the unstable objects.
4.5 Experimental Evaluation
We first evaluate the proposed visual detection algorithm using the popular game
Angry Birds. Angry Birds is a physics simulation game where an underlying physics
simulator ensures that gravity and stability are enforced. If an object is unstable
under gravity, it will fall until it is stable. In our evaluation we only use images of
stable situations, where all objects are individually stable and nothing moves. The
images we use are the different levels available on the Chrome version of the game
(chrome.angrybirds.com), in total 444 different levels. We use the initial configuration
of each level, which includes all objects that can possibly occur in these levels, all of
them are stable. Occasionally, objects appear to be floating in the air, so not all objects
are always supported. There is an existing computer vision software (AI Birds 1.3
[Ge et al., 2014]) that detects all relevant objects in the first 21 levels of the Poached
Eggs series and identifies their category. The relevant object categories are hard-
coded in the vision software, based on the primary colors that must be contained in
these objects. In addition, the algorithm uses the Canny edge detection with settings
that are manually optimized for detecting these objects. This algorithm can reliably
detect the real shapes of all known objects, but is unable to detect any objects and
object categories that are not explicitly hard-coded.
4.5.1 Application Specific Vision Implementation
While we use a specific computer vision method to detect objects and object bound-
aries, other computer vision methods can be used instead. Which computer vision
method is best might depend on the particular application, can be adjusted accord-
ingly, and is not important here. What is important, though, is our strategy of iden-
tifying unknown object using a qualitative stability analysis.
The specific computer vision method we use here distinguishes objects by colors
(we use the RGB color space). Objects of similar colors will be identified as being of
the same category. Our method maintains a list of entries for known object categories,
with each entry describing the color distribution of a category. An entry contains a
set of primary colors, the proportions of each color and the total number of pixels
that have been labeled by one of the colors.
We use a modified K-means [Gong et al., 1998; MacQueen et al., 1967] algorithm
for clustering. It has three parameters: the maximum number of clusters (Mc = 10),
the minimum RGB color distance (Md = 40) between the centroids of the clusters,
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and the maximum cluster radius (Mr = 20). The centroid of a cluster is computed by
averaging the RGB values of the included pixels.
We use edge detection to assist with image segmentation. While many powerful
segmentation algorithms [Felzenszwalb and Huttenlocher, 2004; Boykov and Funka-
Lea, 2006] have been developed recently, we use an early approach, the Canny edge
detector [Canny, 1986] because its performance is sufficiently good to help us dis-
cover real shape of objects and then build correct support relations to detect potential
objects. We apply the Canny edge detector with default settings to identify all edges
in the image, and label each pixel with the most similar stored color. The similarity is
measured by a weighted euclidean distance ∆C in R′G′B′, according to the formula
‖∆C‖ = √3× ∆R′2 + 4× ∆G′2 + 2× ∆B′2 [Poynton, 1997]. Two colors are consid-
ered as similar if ‖∆C‖ < Mr. The method will label a pixel as unknown if there is no
similar color in the entries. A connected component is a region enclosed by detected
edges such that all pixels within that region have the same label. A connected com-
ponent forms an object of a known category when most pixels within the component
are labeled by the colors, with the same distribution, of the category.
Once a connected component is identified (in Step 3 of the visual detection al-
gorithm), we identify its colors and the corresponding proportions. The method
calculates the averages of the RGB values for the top three clusters by the size of the
clusters. Those average RGBs are taken as primary colors of that component. The
primary colors are further divided into three groups according to their proportions,
namely Dominant: [40%, 100%], Major: [15%, 50%], Minor: (0%, 20%] ([x,y] represents
an interval between x and y, including both). A color can be in at most two adjacency
groups. If the colors in the group Dominant and Major are similar to the colors of the
corresponding groups of any known category, the component will be classified to
that category otherwise it will be identified as a new category. In the former case,
the method will adjust the primary colors of the identified category by weighted av-
erage. For example, if one primary color rgbx of the component is similar to rgby of
the corresponding category, then the RGB value of the primary color will be updated
by (cx ∗ rgbx + cy ∗ rgby)/(cx + cy) where cx and cy are the total number of pixels.
The color proportion will be updated too. In the latter case, the method will create
an entry for the new object category.
4.5.2 Evaluation
In our first experiment, we ran our algorithm on the same 21 poached eggs levels.
The only object we hard-coded is the green pig, all other objects cannot be detected
initially. The only other game specific setting we made is the definition of what is
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Figure 4.7: (a) A typical poached eggs level. (b) Detected objects. Objects of the same
category have the same color.
classified as background, namely any object that occurs across the whole width of
the image, not necessarily in one piece.
Our algorithm detected 1194 new objects in these 21 levels. We clustered these
objects according to their primary colors and their shapes. We used two different
clustering methods. The first method we used is the method described in Section
4, where objects are clustered based on the primary colors of group Dominant and
Major (2C). In the second method (1C), we classified objects according to their most
prominent colors by considering Dominant only. Other methods could be used as
well. For 1C, we obtained 7 different categories of objects, for 2C we obtained 12
different categories. The object shapes formed subcategories of these categories.
The object categories identified by 1C correspond exactly to the hard-coded object
categories of the AI Birds 1.3 vision system. Figure 4.7 shows the object classifications
made by clustering method 1C after running on the 21 levels. We can detect all the
objects detected by the AI Birds 1.3 vision system and in all of the cases, the categories
that are the same for AI Birds 1.3 are also the same in our algorithm. On average our
algorithm took 4 seconds per level and we did 3 iterations until we received stable
detections (that is after the second iteration no new object categories were identified).
Next we applied our algorithm to all 444 available levels. We loaded them in ran-
dom order. Figure 4.8 shows an example where many building blocks are different
from those in the Poached Eggs levels. Our algorithm detected all the building blocks
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Figure 4.8: (a) A level with many new blocks. (b) Newly detected objects, objects of
the same category are arranged in the same row
while the AI Birds 1.3 vision system can only detect the pig and wood blocks. Simi-
lar to this example, the 444 levels have a number of new objects and many different
background settings, some of them with very complicated background structures.
Some levels were particularly difficult as the background contained similar colors
to already detected objects, or it contained objects that did not satisfy our above-
mentioned criterion of occurring across the whole width of the image. For example,
one type of background in the treat or trick episodes contains a moon which is right
behind the object structure, and does not occur anywhere else in the background
(see Figure 4.9). The moon can be detected when it is located in the support area
of some unstable objects. We deal with such background objects by examining the
probability of the object being a core supporter of other objects. A core supporter c of
a stable object s is a supporter that makes s unstable if c is removed. In most cases, a
stable object (not floating) “supported" by a background object is actually supported
by other foreground objects. Once those foreground objects are detected, the back-
ground object will no longer be the core supporter of the object. By making use of
this knowledge, the algorithm filtered most of such background objects. As Table 4.1
shows, the object category Moon appeared 30 times but was core supporter only
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Figure 4.9: Left: A moon is present in the background. Right: the wooden block with
ID 2 is a core supporter of the stone block with ID 1 (remove the wooden block makes
the stone block unstable). The moon segment with ID 3 is not a core supporter of the
stone block (the stone will remain stable without the support of the moon segment)
Table 4.1: Appearance and core support numbers of some typical objects in 200
random levels #Appear: total number of detected objects, #CoreSupp: number of
times objects are the core supporters of other objects. C/A: #CoreSupp / #Appear.
Object Category #Appear #CoreSupp C/A
Stone 3278 2423 0.65
Wood 4060 2849 0.70
Moon (Background) 30 2 0.07
Brown Hill 428 1224 2.86
twice. In contrast, objects of category Brown Hill were 1224 times core supporters
with only 428 appearances.
We evaluate the method using metrics of precision and recall:
recall =
|{detected categories} ∩ {actual categories}|
|actual categories|
precision =
|{detected categories} ∩ {actual categories}|
|detected categories|
The set actual categories comprises all the categories of foreground objects (which sup-
port other objects). We identified 38 categories in the game. As a result of evaluating
our method on all 444 levels, we obtained 25 categories (recall = 0.45, precision =
0.68) with 1C and 54 categories (recall = 0.79, precision = 0.55) with 2C. Figure 4.10
shows some of the detected objects through this procedure.
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Figure 4.10: Some of the detected objects in the 444 levels
While most of the categories distinguished by 1C are meaningful distinctions,
some objects that should form different categories were clustered together. Those
were distinguished by 2C, which also distinguished object categories that should
be in the same category, for example some ice blocks ( the blue blocks shown in
Figure 4.7) are translucent, their color will change as background changes.
In our final experiment we applied our algorithm to two other 2D video games,
Candy Crush (candycrushsaga.com) and Super Stacker (super-stacker.com) where
a downward gravity is enforced. Our algorithm started with the green candy (or
yellow face in super stacker) as the only known object, and it detected all the other
objects (see Figure 4.11, 4.12).
It is clear that by optimizing the clustering method we can achieve more accu-
rate object categories. However, the actual object categories strongly depend on the
particular application we are using and clearly cannot be generalized across differ-
Figure 4.11: Left: The image of a candy crush level Right: Image segmentation (ob-
jects of the same category has the same color composition) after the algorithm de-
tected all the objects.
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Figure 4.12: Left: The image of a super stacker level Right: Image segmentation (ob-
jects of the same category are shown in the same color) after the algorithm detected
all the objects.
ent applications. Additional methods such as supervised learning could be used to
optimize the resulting categories for a particular application. More important for
the scope of our chapter is that our evaluation confirms that in 2D physics-based
video games unknown objects can be reliably detected based on a stability analysis
of already known objects.
4.6 Conclusion
Being able to see, identify and recognize objects visually is an essential requirement
for any AI agent interacting with the physical world. The current state of the art in
computer vision limits this ability and allows reliable recognition of objects mainly
for previously learned objects. We propose an approach for combining computer vi-
sion methods with methods from qualitative spatial reasoning, to improve detection
of unknown objects. Our approach relies on the fact that objects typically do not
float in the air, but require physical support to keep them stable. Once an object is
detected that appears to be unsupported, there is strong evidence that there must be
a yet undetected object that supports it. We use a method developed in the area of
qualitative spatial reasoning to infer whether already detected objects are stable or
unstable and to infer where a possible support would be located if detected unstable.
Standard computer vision methods can then be used to identify potential objects in
the inferred location, and standard clustering methods to identify the category of
newly identified objects.
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Since our approach heavily relies on the performance of underlying computer
vision methods, we evaluated it in some 2D video games where known objects can
be reliably detected and where other open computer vision problems do not affect
the performance of our method. It turns out that our method can accurately detect
relevant objects and cluster them into relevant object categories. It achieves the same
accuracy and reliability as existing vision software where all detected object cate-
gories are hard-coded. In addition we can detect and categorize many new objects
that the existing software fails to detect. Once game objects can be detected auto-
matically, this opens up a whole range of possible new research and applications.
This goes from building general game playing agents [Finnsson and Björnsson, 2008;
Cerexhe et al., 2014; Hausknecht et al., 2012] that can play physics-based video games
to creating intelligent NPCs (Non-player character) that are able to recognize unseen
objects.
The learning-based agents in Atari-GGP would also benefit from this method.
Since the method could be generally applied to detect objects in 2D games where
the gravity is present, learning agents that perform object detection could use this
method to complement their current vision modules. For example, [Hausknecht
et al., 2014] could use this method as a replacement of the manual object detection
module.
4.6.1 Generalization
This example provides an important proof of concept that our method is useful for
detecting unknown objects. There are several directions for future work in order to
improve object clustering and the accuracy of the stability analysis.
1. We can use supervised learning methods to optimize the clustering of objects
into object categories relevant for a given application domain.
2. The current method is a passive method that is only based on analyzing images.
Actively interacting with the observed environment can further improve the
performance. In the case of Angry Birds, we could shoot a bird at each of
the detected objects and analyze how the object reacts. This would help in
clustering objects, but also in obtaining physical properties of object categories.
The lack of information about the physical properties of the observed object is
also a reason why the stability analysis we perform is only an approximation.
By interacting with the world we could obtain information about the actual
mass of objects which would improve the stability calculation.
3. It is possible to adapt the method to a 3D setting. The current rules for the
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stability analysis extend naturally to the third dimension. The information
about the third dimension (depth) could be directly extracted from RGBD im-
ages. Therefore, the method has the potential of being applied to indoor scene
understanding. For example, it could complement the method in [Nathan Sil-
berman and Fergus, 2012] on estimating the support relations. To be able to
successfully apply the method in a real world setting, one has to devise new
rules to cope with new stable scenarios (e.g. a lamp hanging from the ceiling).
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Chapter 5
Object Tracking: Before and After a
Physical Action
In the previous two chapters, we solved a perception and a visual detection problem
based on the qualitative stability analysis. These methods will enable an agent to
identify essential objects in a partially observable environment. Having detected the
relevant objects in a given task, the agent then will perform actions on the objects to
accomplish the task. An action often changes spatial configurations of some object(s)
in the environment. Therefore, it becomes necessary for the agent to make sense
of the changes in the environment. Intelligent agents perceive the world mainly
through images captured at different time points. Being able to track objects from
one image to another is fundamental for understanding the changes of the world.
Tracking becomes challenging when there are multiple perceptually indistinguish-
able objects (PIOs), i.e., objects that have the same appearance and cannot be visually
distinguished. Then it is necessary to reidentify all PIOs whenever a new observation
is made.
In this chapter we consider the case where changes of the world were caused by
a single physical event and where matches between PIOs of subsequent observations
must be consistent with the effects of the physical event. We present a solution to this
problem based on qualitative spatial representation and reasoning. It can improve
tracking accuracy significantly by qualitatively predicting possible motions of objects
and discarding matches that violate spatial and physical constraints. We evaluate
our solution in a real video gaming scenario.
5.1 Introduction
Image understanding [Sridhar et al., 2011] and object detection [Papageorgiou et al.,
1998] are essential methods for extracting useful information from images. Equally
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essential is object tracking [Yilmaz et al., 2006], the ability to identify the same object
in a series of images or in videos and to track its movement and changes. Existing
object tracking methods typically rely on the visual appearance of objects and on
their trajectories to successfully track objects [Cutler and Davis, 2000; Yilmaz et al.,
2004]. Data association techniques [Cox and Hingorani, 1996; Khan et al., 2005] are
broadly used for tracking multiple objects. These methods can handle false and
missing observations reasonably.
In this chapter we look at the problem of tracking perceptually indistinguishable
objects (PIOs) [Santore and Shapiro, 2005], i.e., objects in images or videos that have
the same appearance and cannot be visually distinguished. We want to be able to
identify which PIO at time t2 is identical to which PIO at time t1 without continuously
monitoring the changes between t1 and t2. The observations made at t1 and t2 are
not continuous if the time gap between the two time points is not negligible (>
50 ms). Under the assumption of discrete observations we have to be able to re-
identify each PIO whenever we obtain a new observation. While all permutations of
identity assignments are theoretically possible, the task is to find an assignment that
is consistent with a physical event that is responsible for the changes.
Our interest in this problem is motivated by the Angry Birds AI competition. A
major problem in this context is to accurately predict the outcome of a shot, i.e., to
infer how the game objects move when hit by a bird in a particular way. One way of
estimating consequences of shots is to know which object after a shot corresponds to
which object before a shot. Then we can use this information to learn consequences
of actions by using before and after object locations as input to machine learning
algorithms. Once we can estimate consequences of shots, it becomes possible to plan
good shot sequences that can solve given game levels. Therefore, matching objects
after a shot to objects before a shot is an important step in building a sophisticated
Angry Birds AI agent.
The main contribution of the chapter is the successful application of qualitative
spatial reasoning techniques (QSR, see [Cohn and Renz, 2008] for a survey) to provide
good and efficient solutions to a relevant open problem. We developed an algorithm
that allows us to infer matches of PIOs that are consistent with the physical effects of
a single impact. We evaluated our proposed solution using the Angry Birds scenario.
We took subsequent screenshots of an active Angry Birds game with varying time
gaps and applied our method to match the objects between successive screenshots.
We measure the accuracy of our method by using the percentage of correct matches
out of the total number of possible mismatches. As expected, it turns out that the
smaller the time gaps, the higher the accuracy of the matches. But overall the quality
of our matches is very high.
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5.2 Related Work
There are many intelligent systems using QSR techniques. For example, SOAR
[Laird, 2008], a cognitive architecture in pursuit of general intelligence, has a QSR
component [Wintermute and Laird, 2007, 2008] that performs spatial reasoning with
bimodal representations. The component incorporates continuous motion via sim-
ulation with motion-specific models (e.g., the Falling Block Model ). Qualitative
physics [Forbus et al., 1991, 2008; Kuipers, 1986] uses symbolic computations to
model and analyze physical systems. The modeling processes often require infor-
mation about system dynamics (e.g., force), object properties (e.g., elasticity), and
detailed spatial configurations (e.g., contact points). This information is not usually
available in our problem domain and is not required to solve the problem. Another
weakness of qualitative physics methods is that they lack mechanisms to handle oc-
cluded objects. The idea of combining logics with QSR is also relevant here [Aiello
et al., 2007; Kreutzmann et al., 2013].
There are also extensive studies on qualitative spatio-temporal reasoning (QSTR).
In recent years, the community has developed various mechanisims [Galton, 2000;
Cabalar and Santos, 2011] intended for commonsense reasoning and reasoning about
spatial changes and actions. Some mechanisms are used in real-world applications,
such as planning [Westphal et al., 2011], cognitive vision [Dubba et al., 2010] and
scene analysis [Xu and Petrou, 2011]. Another related branch is simulation-based
reasoning. [Battaglia et al., 2013] proposed a system of physical reasoning using
probabilistic simulations. However, simulation-based approaches are not applicable
to our problem mainly because of their inability to deal with incomplete informa-
tion (unknown physical properties) and lack of well-defined domain models. [Davis
and Marcus, 2016] provides an in-depth look at the limitations of simulation-based
approaches.
5.3 Detection and Representation of Objects in Images
In order to be able to track objects in images, we obviously have to be able to first
obtain objects from images by object recognition techniques [Belongie et al., 2002;
Lowe, 1999]. In this chapter we assume that objects can be detected and we will
use cases where object detection is solved and works. In particular, we use images
taken from the Angry Birds game, as this is the main motivation of our work in this
chapter.
We use exact shapes for the general solid rectangles (GSR), i.e. rectangles that can
have any angle and are impenetrable, and use minimum bounding rectangles (MBR)
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Figure 5.1: (a) Contact sectors of a normal rectangle (without rotation) and an angular
rectangle. (b) An example scenario where o1(R1, A4)o2, o2(A8, A4)o3. (c) The nine
cardinal tiles (d) An example scenario where o3 (T) o1, o2 (R) o1, and o4 (BL) o1
to approximate the regions occupied by other shapes. To represent these objects, we
use a qualitative spatial representation in addition to the real shape and location of
the objects. Many rectangle-based qualitative spatial calculi [Balbiani et al., 1998b;
Cohn et al., 2012; Sokeh et al., 2013] have been developed in the context of QSR.
These calculi typically deal with one or more spatial aspects such as topology, size, or
direction, and make a number of qualitative distinctions according to these aspects.
There is currently only one spatial calculus that specifically deals with rectangles
of arbitrary angles, the GSR-n calculus proposed in [Ge and Renz, 2013]. It defines
eight contact sectors that correspond to the eight edges and corners of the rectangles.
As shown in Figure 5.1.a, we distinguish eight sectors for regular rectangles and
eight sectors for angular rectangles. Given two GSRs o1 and o2 that contact via
s1, s2 ∈ {A1, ..., A8, R1, ..., R8}, the contact relation between o1 and o2 can be expressed
as the constraint o1 (s1, s2) o2 (Figure 5.1.b). With the contact relations, GSR-n allows
us to distinguish if and how two objects contact. Since the objects can only physically
interact via contacts, we can further infer the possible motions of an object from the
GSR relations the object holds with others.
5.3.1 Objects Representation with the extended GSR-n relations
Given two GSRs, we obtain the contact relation by enumerating all the plausible
combinations of the two GSRs’ contact sectors and for each combination calculating
the distance between the two sectors. The combination with the shortest distance
constitutes the contact relation. Note, the shortest distance can be non-zero. A non-
zero distance means the two GSRs are separate, otherwise touch.
The problem with GSR-n is that it uses (∅,∅) to represent the spatial relation
between all non-touching GSRs. Thus, it does not distinguish cases where rectangles
are disconnected (not touching). To add this distinction, we extend the original GSR-
n by integrating it with the cardinal tiles [Goyal and Egenhofer, 1997]. We partition
the embedding space around a reference object into nine mutually exclusive tiles
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(Figure 5.1.c). The center tile C corresponds to the MBR of the reference object and
the other eight tiles correspond to the eight cardinal directions. We call the tiles L, R,
B, T the core tiles.
Figure 5.2: (a) EGSR Contact sectors and Cardinal directions of an angular rectangle
and a normal rectangle. (b) A spatial scenario where the four rectangles form a stable
structure under downward gravity and the corresponding QCN
The new spatial representation is called Extended-GSR (EGSR) (Figure 5.2.a).
Given a set BGSR of GSR contact relations and a set Bcard of cardinal tiles, we add ⊥
to both sets to indicate an unassigned relation. An EGSR relation is then written as
(r1, r2), r1 ∈ BGSR ∪ {⊥}, r2 ∈ Bcard ∪ {⊥}. We abbreviate (r1, r2) by the cardinal tile
r2 or by the contact relation r1 if it is clear which one is meant.
We compute the EGSR relation between two spatial objects by first checking
whether their MBRs intersect or boundary touch. If not, one of the eight cardinal
tiles will be used; and if one object’s MBR occupies multiple tiles of the referred ob-
ject, we will assign the core tile occupied by the MBR (Figure 5.1.d). If their MBRs
boundary touch, a GSR-n relation will used. When their MBRs intersect, a GSR-n
relation will be assigned if both the objects are GSR, otherwise the center tile will
be assigned. All EGSR relations are obviously converse, e.g., the converse of TL is
BR, the converse of (R4, S7) is (S7,R4). A scenario containing multiple spatial objects
can be qualitatively interpreted by EGSR via a qualitative constraint network (QCN)
[Wallgrün et al., 2010]. QCN is a labelled graph where each node corresponds to an
object and directed edges represents relational constraints that have to hold between
the two objects. Figure 5.2.b shows an example of a QCN based on EGSR relations.
5.4 Efficient Matching by Approximating Movement
Now that we have obtained the relevant objects in images and their qualitative rep-
resentation, we formally define the problem we solve in this chapter. We call it the
PIO-matching problem with single impact (PIO-1):
PIO-1 Given a set O of object types where objects of the same type are PIOs, a set Ot1
of objects of given type and their locations at time t1, and a set Ot2 of objects of
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given type and their locations at later time t2. We assume that a single physical
impact P between t1 and t2 caused the changes from Ot1 to Ot2 . The task is to
match objects in Ot2 to objects in Ot1 such that the changes in location of the
matched objects is consistent with the consequences of P.
We refer to objects in an initial scene as initial objects and objects in a subsequent
scene as subsequent objects. The search space of the problem is large: let a be the
number of initial objects and let b be the number of subsequent objects, the number
of matches of all objects is max(a,b)!
(max(a,b)−min(a,b))! .
However, it is not just the size of the search space that makes this problem hard,
but the potential unavailability of the exact physical properties of the objects and
the physical impact involved. This is a consequence of the fact that the problem is
essentially a visual perception problem that involves processing and "understanding"
the information contained in the visual observation, and agents typically do not
know the exact physical properties of entities and events they perceive.
The search space can be reduced by searching through corresponding objects
only in a limited area that depends on the estimated force of the impact. The search
area of each initial object oi should cover only the objects oj in the subsequent scene
that can be potentially matched to the initial object. We use a circular region to
represent this area. The circle’s center is located at the centroid of oi and the radius
of the circle is the maximum shift of the centroid. The radius is calculated as v× ∆t
where v is the maximum estimated velocity of o1 and ∆t is the time gap between
the initial and subsequent scene. This calculation ensures that the circle can adapt to
different time gaps. We call this circle the movement bounding circle (MBC). The relative
distance between two objects in Ot1 and Ot2 can then be allocated to two meaningful
classes, namely reachable and non-reachable. An object o′ ∈ Ot2 is reachable by o ∈ Ot1
if the center of the MBR of o′ is within the MBC of o, otherwise non-reachable.
The MBC can be divided into four quadrants to further restrict the search area. A
quadrant of an object is said to be active if the object is likely to be in that quadrant
at the next time point after an impact, otherwise the quadrant is inactive. The search
space can be reduced by first searching matching objects in the active quadrants. If
there are no matches, then other quadrants will be considered. Given a MBC C, the
active quadrants are one or more of C(i,j), i, j ∈ {−,+, ∗} where (+,+), (+,−), (−,−),
(−,+) correspond to the right-top, right-bottom, left-bottom, and left-top quadrants,
respectively (Figure 5.3.a). (*, *) refers to an arbitrary quadrant.
We can infer the active quadrants for an object by approximating the movement
direction of the object, i.e. by estimating which of the quadrants the object is most
likely to be in at the next time point after an impact. Object movement can be in-
ferred from the direction of the impact. By estimating the direction and force of an
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Figure 5.3: (a) The four quadrants of a MBC. The active quadrants (shaded area)
of (b) a stable object (no active quadrants) (c) an unstable object (d) a right leaning
object
impact, one can approximate the subsequent movements of the objects affected by
the impact, directly or indirectly. When impact information is not available, we can
still approximate the movement by analyzing structural properties, e.g., the stabil-
ity of an object or a group of objects. An object is stable when it is supported and
remains static (Figure 5.3.b). The active quadrants of unstable objects is C(∗,−) (Fig-
ure 5.3.c). In the Angry Birds scenario, a stable object may become unstable if it loses
a support due to a bird hit. From the bird’s trajectory, we can determine which object
will be hit by the bird, and approximate the stability of the resulting scenario with
the removal of that object.
We can get a more restricted area by analyzing the direction in which the object is
falling. For example, a right leaning rectangle will fall to the right if there is no sup-
port at the right side, and the corresponding active quadrant is C(+,−) (Figure 5.3.d).
Here we illustrate how we use the EGSR relations to express the rules described in
the example. [Ge and Renz, 2013] defined four kinds of supports that can make a
GSR stable and provided the corresponding spatial configurations. We denote the
left leaning and right leaning objects as oL, oR respectively. The active quadrants,
e.g., C(+,+), of an object o is written as C(+,+)o . The right leaning (RL) and left leaning
(LL) rules can be expressed as:
1. RL: ∀oR1 : ∃o∗2 : oR1 (A5, ∗)o∗2 ∧ ¬∃o∗3 : oR1 (A6, ∗)o∗3 ∧ ¬∃o∗4 : oR1 (A7, ∗)o∗4 ⇒ C(+,−)oR1
2. LL: ∀oL1 : ∃o∗2 : oL1 (A5, ∗)o∗2 ∧ ¬∃o∗3 : oL1 (A3, ∗)o∗3 ∧ ¬∃o∗4 : oL1 (A4, ∗)o∗4 ⇒ C(−,−)oL1
5.5 Handling Common Movement by Spatial Reasoning
A further challenge is to determine a match between PIOs that are close to each
other and have similar trajectories, as these are typically all equally reachable. Fig-
ure 5.4.a shows a scene where objects A and B form a slope and three indistinguish-
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Figure 5.4: (a)(b) The initial and subsequent scene (c) The EGSR constraint network
of the initial scene (only retain the edges indicating contacts) and the SCO (d) Objects
of the same SCO are highlighted by the same color
able squares, o1, o2 and o3, are lying on the slope. Figure 5.4.b is a subsequent image
where the three squares have rolled down slightly. There are 6 ways in total to match
the squares but only {o1 ∼ o4, o2 ∼ o5, o3 ∼ o6} makes sense (∼ is an operator that
matches one object to another). If we were to find a match by minimizing centroid
shift, we would tend to match o2 with o6.
Humans can solve this case efficiently using spatial reasoning. Since we know
the objects are moving at a similar velocity, the relative spatial changes among them
are subtle. Hence the spatial relations between those objects are unlikely to become
converse while they are moving. When matching, humans try to keep the origi-
nal spatial relations among the subsequent objects. We emulate this commonsense
reasoning in testing a match by first identifying those objects that are following a
similar trajectory and then determining whether any relation has become converse
at the next time point.
Objects are likely to follow a common trajectory if they are all in contact with
the same other objects and the contact relations are the same. The objects may be
influenced in the same way since their interactions are through the contacts with
the same other objects. We say that such objects form a spatially correlated objects set
(SCO). Figure 5.4.d shows an example of SCOs in an Angry Birds scenario.
Given a set of initial objects, we obtain the SCOs by checking node equivalence
in the corresponding EGSR network. A node is equivalent to another if the two
nodes have the same contact relations with other nodes. Thus the slope example has
only one SCO: {o1, o2, o3} (Figure 5.4.c). Having identified a SCO, we then check the
spatial relations between the matched objects in the subsequent scene. Formally, let
R be a set of EGSR relations. The converse of a relation r ∈ R is written as r′ ∈ R.
Given a SCO in the initial scene O = {o1, o2, ..., ok} and a set of subsequent objects
O′ = {o′1, o′2, ..., o′k} with a match, ∀i ≤ k, oi ∼ o′i , between them, the spatial constraints
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can be written as ∀oi, oj ∈ O, ∃r ∈ R such that oi(r)oj ⇒ o′i(r′)o′j does not hold, for
i, j ≤ k. If a match violates the constraints, we will try all the other possible matches
for the SCO until the violation is resolved. If all matches violate the constraints, we
keep the original match. In the slope example, the match {o1 ∼ o4, o3 ∼ o5, o2 ∼ o6}
violates the constraint because o2(L)o3 and o6(R)o5 where R is the converse of L.
Algorithm 4: The Object Tracking Algorithm
1 Procedure MatchObjects()
2 sol ← {}, iniobjs← PIOs in the initial image ;
3 for iniobj ∈ iniobjs do
4 pobjs← {}, subobjs← PIOs in the subsequent image;
5 Compute the active quadrants of iniobj ;
6 if obj is within the quadrants and of the same type with iniobj then
7 pobjs← pbojs ∪ {obj}, obj ∈ subobjs ;
8 pmatches← pmatches ∪ {(iniobj, pobjs)}
9 CreatePreference(iniobjs, pmatches);
10 f reeobjs← iniobjs;
11 while f reeobjs is not empty do
12 iniobj← dequeue( f reeobjs);
13 Get the next preferred obj from iniobj’s preference list;
14 if obj is not assigned yet then
15 sol ← sol ∪ {(iniobj, obj)} ;
16 else
17 obj has been assigned to some object iniobj′;
18 if obj prefers iniobj to iniobj′ then
19 sol ← sol ∪ {(iniobj, obj)};
20 f reeobj← f reeobj ∪ {iniobj′} ;
21 else
22 f reeobjs← f reeobjs ∪ {iniobj};
23 Build the QCN on iniobjs, get SCOs by node equivalence;
24 for sco ∈ SCOs do
25 Check sco for the violation of spatial constraints, resolve conflicts if any;
5.6 A Method for Tracking PIOs
We propose a method (sketched in Alg. 4) for solving PIO-1 that uses all the above
mentioned techniques. The algorithm computes the active quadrants (Alg. 4 line 5).
of objects based on their spatial layout and the location and direction of the impact. In
this paper, we assume the direction of an impact is always from left to right. The list
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of possible matches for each initial object is set so that it contains only the subsequent
objects that are of the same type and within the quadrants (Alg. 4 line 6). The method
then creates a preference list from the possible matches of each of the initial objects:
the subsequent objects in the preference list are sorted by the size of the centroid
shift from the initial object in ascending order. The method matches using a stable
marriage algorithm [Gale and Shapley, 1962] with the pre-computed preference lists
(Alg. 4 line 9–12). The algorithm ensures that no pair of objects would prefer each
other over their matched partners. Then, it finds all SCOs from the initial objects
and gets their corresponding objects from the match (Alg. 4 line 23). The method
checks to see whether the spatial constraint has been violated. If it has, it resolves
this accordingly (Alg. 4 line 25). Our inference rules to estimate stability of objects
and to predict their quadrants is application specific, all others can be generalized to
other domains, provided that objects do not move independently but are subject to
physical forces.
5.7 Implementation
We implemented our method and applied it to the Angry Birds game where the
objects’ visual appearance are restricted to a finite number of types (Figure 5.5.a).
However, occlusion or fragmentation are not accounted for in the current vision
system of the competition framework. It has the following limitations:
1. Debris is not recognized so that it cannot determine whether an object, say a
stone, is a real stone or just a piece of debris from a previously destroyed stone
(Figure 5.5.b).
2. Damaged objects may be detected as several separate smaller pieces (Figure 5.5.c).
3. Objects can be occluded by debris or other game effects e.g., scores (Figure 5.5.d).
All these cases generate object fragments that can severely affect the matching accu-
racy.
There are several techniques for tackling fragmentation and occlusion [Adam
et al., 2006; Bose et al., 2007]. Most of them largely depend on their underlying
tracking algorithms and their own ad-hoc occlusion reasoning models e.g., inference
graph, Bayesian network. We present an approach that can effectively deal with this
problem in the Angry Birds domain. As a side effect, our approach can also identify
which objects have been destroyed.
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Figure 5.5: (a) The vision detects the real shapes of the objects (b) The object with ID
5 is broken into pieces by a hit (c) The object with ID 4 is partially occluded (d) The
object with ID 10 is damaged and detected as two separate blocks
5.7.1 Handling Fragmentation and Complete Occlusion
We classify the initial and subsequent objects according to their type. For each type
T, there is a set Tini of initial objects and a set Tsub of subsequent objects with the same
type. We treat all objects in Tsub as potential fragments if Tsub contains more objects
than Tini. Fragments are arranged into groups where all the fragments in a group can
form one of the types. The shape formed by the fragments is an oriented minimum
bounding rectangle (OMBR) containing all the fragments (Figure 5.6.a). We treat the
OMBR as one object in the subsequent image, so that it can be matched with an initial
object. Once the OMBR is matched, the fragments from the corresponding group are
also matched. A fragment is not allowed to be in more than one OMBR.
We label the unmatched fragments as debris. Destruction of an object will create
debris around the object’s location. The debris can be of any shape and will diffuse
until it disappear after 1–3 seconds. Given an object o in the initial scenario, we search
for its debris if no subsequent objects can be matched with o (including the OMBRs
created from the fragments). We first draw the MBC of o. The set of potential frag-
ments are those fragments within the MBC excluding those that have been matched.
The set of objects is labelled as debris of o and o is marked as destroyed (Figure 5.6.b).
An object can also be completely occluded. Before the matching, we cache the spatial
configurations of the initial objects. At the end of the matching, we update the cache
by replacing each initial object’s configuration with that of the matched subsequent
object so that the cache always maintains the latest configurations. If an occluded
object recurs in a subsequent image, we match the object by searching through the
cache for an unmatched initial object. The occluded object will be matched if it lies
in the MBC of that initial object. The method determines an object as destroyed if it
detects the debris of the object, or when the object has been occluded for n second(s).
n is tunable and we set n to 1 in the evaluation.
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Figure 5.6: (a) OMBRs are indicated by the dotted rectangles (b) o1 has been destroyed
by a bird hit, and the blue dots are recognized as debris
5.8 Evaluation
Matching an object can be trivial if the object has a unique appearance or stays sta-
tionary across images. We measure the accuracy of the method by the percentage
of correct matches out of the possible mismatches. Given a set n of objects in an
initial scenario and assume m of them are either of unique type or stationary across
images, we count the correct matches c of the n - m possible mismatches. The ac-
curacy is cn−m . We also show the percentage (TPercent) of the number of correctly
matched objects out of the total number of objects. The evaluation has been done
in two steps. We first collected samples from active angry birds scenarios using the
maximum sampling rate (20 screenshots per second) ; for each sample, we obtained
the ground truth by manually labelling initial objects and their correspondence in
the end screenshot. Then we evaluated the method by varying the time gaps and
obtaining the accuracy by comparing against the ground truth.
We collected samples by running an angry-birds agent that always aims at a
random pig on poached-eggs levels (chrome.angrybirds.com). The agent starts to
capture screenshots once a shot is made, and stops after 10 seconds. For each level,
the agent records the screenshots of at most four shots. We obtained 72 non-trivial
samples. Each sample contains 50–200 screenshots and around 30 objects. We apply
our method to the whole sequence so that the method will keep tracking the objects
through all of the screenshots, from the first until the last (Figure 5.7). We determine
the accuracy by comparing the matching between the first and the end screenshots
with the ground truth. This accuracy approximates the lower-bound accuracy of
matching between a pair of screenshots with the specified time gap, because any
incorrect matches made in the intermediate stage may yield mismatches between the
first and end screenshots.
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Figure 5.7: The method tracks through the images and labels the matched objects
with the same ID.
Table 5.1: Results with different gaps ( QSR: the proposed method, BASIC: the basic
optimization strategy). TPercent, Accuracy, Mismatch are average of all the samples
Time gap (ms) TPercent Accuracy Mismatch
QSR QSR BASIC QSR BASIC
50 0.95 0.89 0.57 1.81 6.32
100 0.91 0.83 0.48 2.67 7.41
200 0.87 0.78 0.44 3.41 8.14
300 0.84 0.74 0.42 4.02 8.72
500 0.81 0.68 0.38 4.89 9.12
1000 0.79 0.66 0.36 5.34 9.44
We evaluate our method with varying time gaps, namely 50 ms (the time taken
to request a screenshot), 100 ms, 200 ms (the maximum delay in getting screen-
shots in the competition), 300 ms (the time taken by requesting a screenshot plus
the vision segmentation), 500 ms, and 1000 ms. For a particular time gap, say 200
ms, the method will start from the first screenshot, go through every 200/50 = 4
screenshots of the original sequence, until the last. To illustrate the significant im-
provements achieved by the reasoning techniques, we compare our method with a
basic optimization strategy (BASIC) that matches PIOs by minimizing the centroid
shift between initial and subsequent objects, i.e. without spatial reasoning. BASIC is
a modified version of our method with the movement approximation, and common
movement handling disabled. The results are summarized in Table 5.1. Using the
smallest time gap, the method can match most of the objects with less than 2 mis-
matches per sample. The method achieves real-time performance with 7–10 ms per
pair of images for all the time gaps. As expected, the accuracy drops down when
applying larger time gaps.
We qualitatively evaluate the rules (see Section 5.4) used for predicting active
quadrants. We group the initial objects in the samples by their contact relations. For
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Figure 5.8: The SOD of (a) the unstable objects that have no contacts, (b) the ob-
jects that have the conact relation (A5, R2), (c) the locally stable objects that have the
contact relations (R6, R2) and (R2, R6).
each group, we show the subsequent objects’ distribution (SOD) by drawing their
centroids in one MBC. Figure 5.8.a depicts the SOD of the initial objects that have
no contacts. Having no contacts implies the objects are unstable and are most likely
free-falling. Therefore most of the subsequent objects appear in C(∗,−). Figure 5.8.b
shows the SOD of a sub-configuration of the left leaning rule. Figure 5.8.c shows
the SOD of the initial objects that are locally stable. Most of the subsequent objects
are close to the center of the MBC. As there are some dots spreading horizontally,
it suggests that the locally stable objects are likely to move horizontally instead of
vertically.
5.9 Conclusion
In this chapter, we analyzed the problem of tracking PIOs in discrete observations.
We developed a method for solving this problem based on a qualitative spatial rep-
resentation of different object properties. We tested our method in the Angry Birds
domain and showed that it is very accurate in identifying which PIOs before a shot
correspond to which PIOs after a shot. Our method is useful for the long term goal
of building an AI agent that can play Angry Birds better than the best human play-
ers. It allows researchers to automatically identify how objects are affected by a shot,
which is essential information for learning consequences of shots and for planning
successful shot sequences. It also allows us to test the success and predicted outcome
of Angry Birds game playing strategies, such as the structural analysis developed by
[Zhang and Renz, 2014]. One of our goal is to further increase the time gap between
observations, but with large time gaps the problem of matching objects is getting ex-
tremely hard as there are fewer and fewer cues. We did some initial cognitive studies
and asked people to match objects in before and after Angry Birds images. When
the time gaps were greater than 2 seconds, people were mostly unable to find or to
explain a correct match.
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5.9.1 Generalization
One may ask that in the real world, there are not many PIOs or situations where
tracking PIOs is useful. To answer this, we need to generalize the concept of percep-
tually indistinguishable objects. The original concept rests on the implicit assumption
that the objects are observing by humans. This requires PIOs (e.g., object categories
in Angry Birds) have identical appearances. However, due to potentially imprecise
and imperfect perception, AI agents may not even be able to distinguish objects that
have similar appearances in real environments. For instance, distinguishing between
a white mug and a glass mug of a similar size which is fully filled with milk. We
use APIO to denote the objects that an AI agent cannot distinguish by its visual per-
ception. There are many APIOs in the real-world ranging from household objects
to humans of similar appearances. The capability of tracking APIOs is critical for
AI agents. It will help AI to understand changes in its surrounding environment, to
recognize object identifies and to learn the outcome of actions.
To generalize the method to real-world environments, we need to
• Develop 3D spatial representation for real-world objects (also mentioned in the
generalization section in Chapter 3).
• Develop 3D structural analysis that considers dynamics (the structural analysis
method developed in Chapter 7 only considers statics).
• Generalize the reasoning mechanism to deal with multiple impacts (this chap-
ter only deals a single physical impact).
• Develop reasoning mechanisms to handle occlusion and fragmentation. The
mechanism presented in this chapter is specific to video games environment
and cannot be used in real-world environments.
We can further integrate the quadrants estimation and object matching developed
in this paper with standard tracking algorithms such as the Kalman filter [Kalman,
1960]. Specifically, we can use our matching method to identify potential match-
ings between objects in consecutive observations, and then use tracking methods to
predict objects’ locations at later time points. Based on the similar integration, we
developed a method in [Ge et al., 2016a] for tracking evolving regions.
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Chapter 6
Action Selection: Minigolf
The capability of determining the right sequence of physical actions to achieve a
given task is essential for AI that interacts with the physical world. The great diffi-
culty in developing this capability has two main causes:
1. The world is continuous and therefore the action space is infinite.
2. Due to noisy perception, we do not know the exact physical properties of our
environment and therefore cannot precisely simulate the consequences of a
physical action.
In this chapter we define a realistic physical action selection problem that has
many features common to these kind of problems, the mini golf hole-in-one problem:
given a two-dimensional mini-golf-like obstacle course, a ball and a hole, determine
a single shot that hits the ball into the hole. We assume gravity as well as noisy
perception of the environment. We present a method that solves this problem similar
to how humans are approaching these problems, by using qualitative reasoning and
mental simulation, combined with sampling of actions in the real environment and
adjusting the internal knowledge based on observing the actual outcome of sampled
actions. We evaluate our method using difficult mini golf levels that require the
ball to bounce at several objects in order to hit the hole and compare with existing
methods.
6.1 Introduction
One of the grand vision of Artificial Intelligence is to build robots with similar ev-
eryday capabilities as humans, who can live among us and assist us with many of
our daily tasks. There is a multitude of applications such as caring for the sick, the
young or the elderly or household robots that can relief us from many of our daily
chores.
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In order to progress towards more capable and more human-like robots, we need
to develop methods and technology that allow robots to successfully interact with
their environments. It requires AI or robots to perceive their environment using
their available sensors and to select and to perform physical actions or a sequence
of physical actions that achieves a given task. Dealing with physical actions is very
hard for a number of reasons:
1. Since the available information about the environment is based on perception,
it will most likely be incomplete and imprecise
2. Since the world is continuous, there are typically infinitely many different ac-
tions available, each of which could have a different outcome. For example, the
exact angle or force that is used to interact with another object determines its
behavior.
3. The outcome of a physical action might be unknown before executing it or
before accurately simulating it.
Accurately predicting the outcome of physical actions is essential for selecting the
right action, but there are potentially infinitely many possible physical actions to
consider.
When we humans are faced with a "physical action selection problem", i.e., a prob-
lem that requires selecting a physical action that achieves the desired goal (out of an
infinite number of possible actions), we are very good at coming up with a qualita-
tive solution and with a qualitative prediction of the consequences of an action. A
qualitative solution means that we can describe the physical action in words as well
as what we expect will happen as a consequence of executing the physical action.
Based on these predictions we can describe a physical action or action sequence that
could potentially achieve the goal. Whether it does achieve the goal or not, we can
only find out once we execute the action.
Physical action selection problems can come in many variants and it is not pos-
sible to formalize all of them as a single meaningful problem that covers all cases.
We have therefore selected one particular physical action selection problem that is an
actual real-world problem and that covers many common aspects of physical action
selection problems. We call our problem the "Hole-in-One" problem in reference to
the problem in mini golf of identifying and executing a shot that sinks the ball with
this single shot: Given a static environment of physical objects C (the mini golf "ob-
stacle course"), an object B (the "ball") at start location S, and a target location H (the
"hole"), all of which we define more precisely in Section 6.3). Identify the force vector
P (the "putt") that, when applied to B at location S, results in B reaching the target H.
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The idea is that in order to achieve this, the ball needs to bounce at several objects
that are part of C in order to reach H with only one shot. But which objects have
to be hit and in which order needs to be determined. This is a major difference to
papers in the literature who study physical action selection of robots, some of which
even study mini golf [Zickler and Veloso, 2009]. Variants of the hole-in-one problem
occur frequently, not just in mini golf, in Pachinko, in pool billiard, curling or in a
multitude of physics-based video games such as Angry Birds, but also in many ev-
eryday situations (though typically the number of bounces or physical interactions
between objects is small). These variants can be in 2D or in 3D environments and
involve gravity or not.
What these problems have in common is that there are infinitely many possi-
ble force vectors. Once a force vector is given and the physical setting, that is the
physical properties of all objects and the environment is exactly known, it is possible
to compute the exact trajectory of the ball and to see if that force vector solves the
problem. However, the task we need to solve is the inverse problem and therefore
much harder. We have to identify a force vector out of infinitely many possibilities
that solves the problem. While a geometrical or analytical solution of these problems
is typically not possible if the "course" is non-trivial, humans are very successful
in solving these kind of problems. We also very much enjoy solving these prob-
lems, which is demonstrated by the fact that they often occur in a game-like setting.
These problems become even harder to solve when we consider that we usually do
not know the exact physical setting. We often only know what we can see and our
perception is thus the limiting factor in what we know about the physical setting.
Because of the uncertainty about the physical environment, every potential solution
to the problem needs to be executed in the physical environment before we can be
sure that it is a solution. If it is no solution, we need to find ways of adjusting it so
that it will eventually lead to a solution.
In this chapter we propose a solution to this problem that is similar to how hu-
mans are believed to solve these problems: by a combination of qualitative reasoning
and mental simulation as well as through a repeated process of limited sampling in
real environments, observation of the consequences and adjusting our mental simula-
tion. For the evaluation, we created a simulated environment (formally defined later)
in a hole-in-one problem setting. We call this simulated environment real environment
with which an agent can interact by exerting impulses on a ball to hit a target. We
generated various challenging mini-golf-like obstacle courses in this environment.
Using our proposed method, we are able to solve even very complicated instances of
the hole-in-one problem, which we demonstrate in a series of experiments.
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Figure 6.1: (a) A real-world mini golf course (b) Illustration of the problem domain
in this chapter. The green region is the target location H and the red circle is the ball
B. An identified solution is shown.
6.2 Background
There are two key research streams in reasoning about physical systems, namely
qualitative physical reasoning (see [Davis, 2008a] for a survey) and simulation-based
reasoning [Battaglia et al., 2013]. One goal of qualitative physics is to formalise
the common-sense knowledge [Hayes et al., 1978; Kuipers, 1989] about real-world
physics and solve physical reasoning problem within the framework. For exam-
ple, [Davis, 2008b, 2011] used formal logic to model the physical behaviour of solid
objects and liquids under a particular domain. The main advantage of qualitative
physical reasoning is that it can rapidly draw useful conclusions from incomplete
information [Davis et al., 2013], i.e.without knowing precise geometric and physical
characteristics of an object. However, these approaches are highly specific to a nar-
row domain and there have been very few implementations of these theories. The
most relevant work in this field is [Forbus, 1981] which proposed a framework for
reasoning about the motion of a ball in 2D space by qualitative simulation. The
rule used for state transitions are based on qualitative process theory [Forbus, 1984].
The method can answer spatial queries about the qualitative state of the ball such
as where the ball will stop. Although our method is based on qualitative simula-
tion as well, we use a different spatial representation and rule-based reasoning to
solve a much more complex problem. While most of the previous work on physical
reasoning focuses on representing physical systems and describing (or predicting)
consequences of actions, our method is solving a considerably harder problem as it
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has to find applicable actions from the infinite action space.
Simulation-based reasoning was inspired by findings in cognitive psychology that
mental simulation may play a pivot role in intuitive physical reasoning [Craik, 1967;
Sanborn et al., 2013; Smith and Vul, 2013]. Specifically, mental simulation is viewed
as a probabilistic simulation in which inferences can be drawn over the principles
of classical mechanics. The prediction power drops off drastically when the model
is inaccurate or the observation is radically incomplete. [Ullman et al., 2014] pro-
posed a multi-level Bayesian model for learning the physical laws governing a new
domain. However, the performance of the method also depends on the quality of the
underlying model and the choice of the prior distribution of parameters that affect
physical simulations. Therefore, physical reasoning based on a probabilistic simula-
tion seems only plausible when the spatial and physical configurations of the initial
condition are known precisely. [Davis and Marcus, 2016] reviewed the state of the art
in simulation based reasoning and discussed the limitations of the methods. [Smith
et al., 2013] analysed how human make physical predictions about the destination of
a moving object in the simulated environment where a ball is moving on a bumper
table. This work pointed out that people may combine limited forward simulation
(only simulate a single set of possible paths) and qualitative qualitative reasoning for
the predictions.
In robotics, there has been extensive research on motion planning [Kumar and
Chakravorty, 2012] or manipulation planning [Frank et al., 2011; Dogar, 2013] in the
physical world. For example, [Westphal et al., 2011] uses qualitative qualitative rea-
soning for generating manipulation plans. It models the spatial layout of objects
using a spatial constraint network and specified possible manipulations as a set of
qualitative actions that can update the underlying constraint network. The plan is
found when there is a constraint network that is consistent under the goal constraints.
[Kunze and Beetz, 2015] combines a qualitative reasoning method and physics sim-
ulations to envision possible effects of actions when making a pancake. The actions
and plans of making a pancake are hard-coded. [Berenson et al., 2011] proposed a
framework for manipulation planning with physical constraints, which allows effi-
cient sampling. [Wolpert and Kawato, 1998] developed a method that learns inverse
models for manipulation and selects appropriate inverse models for a given manip-
ulation task. Our problem is different from the manipulation or motion planning
problems where robots can actively adjust their motion path while executing it. In
their cases, physical reasoning plays a limited role in finding plans. In our case we
need to identify a single impulse that solves the given task and no further adjust-
ments are possible. Our task is not easier compared with those complex robotic
tasks. For example, a recent paper [Wolter and Kirsch, 2015] proposed a framework
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aiming at combining learning and planing and employing qualitative qualitative rea-
soning and linear temporal logic. In the paper, they used their framework to solve a
"ball throwing" problem which is a simplified version of our problem. Their problem
is to throw an object to hit a fixed goal location. Their approach does not plan the
path and does not consider obstacles. Instead it only looks at the final result (e.g., is
the ball left or right of the goal) and adjusts the initial action accordingly. We will
use their method as a comparison in our evaluation. There has been some work on
teaching robots to play mini-golf-like tasks. [Kronander et al., 2011; Khansari-Zadeh
et al., 2012] proposed mathematical models for learning control parameters of hitting
motions while they do not focus on solving the planning problem. In [Zickler and
Veloso, 2009] proposed a framework for physics-based planning that integrates high
level behaviour planning (e.g. move to a ball) and lower level motion planning. The
method uses random-based sampling to find solutions. A simple example in mini
golf domain was given in the paper. In the evaluation, we will show a comparison
between our method and a random-based sampling method.
6.3 Modeling the Physical Environment
In this chapter, we choose the following idealization of the physical environment,
which is often used in physics puzzle games such as mini golf:
• The environment is a restricted 2D plane.
• Objects are 2D rigid bodies with polygonal or circular shape.
• There is a uniform downward gravitational force.
• Object movements and interactions obey Newtonian physics.
• Physics parameters of objects and the environment remain constant.
We call this environment PHYS2D. An instance of PHYS2D, or a scenario is a
tuple 〈E, O, P, T〉, where E is the restricted plane where the objects are located, O a
finite set of static rigid objects O, each of which has a shape, a location, an angle and
a type, P is a set of physics parameters that hold in the environment, such as gravity,
and T is a set of object types and their respective physics properties such as mass and
friction, or whether the object can move after being hit or remains static. We assume
that all objects are initially static and stable under gravity.
Given such a scenario we can now apply physical actions to it and define physical
reasoning problems and tasks. A physical action (short: action) can be applied to an
object O by exerting an impulse at a certain position p of the exterior boundary
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of O (denoted as ∂O). An impulse is defined as a pair (θ, µ) where θ ∈ [0, 2pi) is
the direction and µ ∈ [0, µmax] the magnitude of the impact. µmax is the maximal
magnitude allowed in the environment, both θ and µ are continuous, therefore the
number of possible actions is infinite. An action, i.e., a triple 〈p, θ, µ〉 applied to O
can bring O into motion and, as an effect, can cause a chain of new actions on other
objects. We call the initial action a direct action and the resulting new actions indirect
actions.
While there are many possible problems that can be defined in this environment,
the problem we want to solve in this chapter is to identify a single action applied to
a specified start object, such that the action results in a specified goal region to be hit
by at least one of the objects. This problem is quite general in the sense that it can
be applied to various physical games, such as computational pool [Archibald et al.,
2010], Angry Birds [Renz et al., 2016] and digital curling [Yamamoto et al., 2015].
These games can have several objects that could be used as start objects or have sev-
eral goal regions (e.g. holes in pool of pigs in Angry Birds) that the agent has to reach
or destroy. There might also be restrictions on which objects are allowed to hit the
goal region. Having many possible start objects and goal regions makes the physical
problem slightly more complex and may require a meta-reasoner to rank different
strategies. In this chapter we assume there is only one start object and one goal re-
gion. Despite this restriction, the problem is very challenging as there are many
ways to use the chain of indirect actions on intermediate objects to reach the goal
region after acting upon the start objects (see Example 6.1). Furthermore there are
infinitely many possible actions, each of which might have a different outcome that
needs to be determined in advance. We call this physical action selection problem
the Hole-in-One problem.
Definition 6.1. (Hole-in-One)
Instance: An instance of the physical action selection problem Hole-in-One is a tuple
〈E, O, P, T, B, H〉, where we use a scenario of PHYS2D and determine a ball B ∈ O as the
start object and H as the target hole, a polygon in E with a given location.
Solution: A solution is an action or putt P = 〈p, θ, µ〉 ∈ E × [0, 2pi) × [0, µmax]
applied to an object B such that B is delivered to the hole H as a consequence of the putt. To
simplify the problem, we fix p to be the centroid of B. Formally, the problem can be described
as finding a putt P such that the forward model f w.r.t. scenario 〈E, O, P, T〉 induces a
continuous function R : [0, 1]→ E, called the route R of ball B given P, such that R(1) ∈ H.
As the forward model f is not explicitly given and the search space is infinite, it is
difficult to devise a systematic method for Hole-in-One and to analyze its complexity.
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Figure 6.2: (a) Scenario MINI7 and an identified solution (b) Triangulation of Mini7
Example 6.1. In Figure 6.2(a) the start object B is the red object. The goal region H is the
green region. Here, the solution is to make the start object bounce several times to reach the
region. Since the action space to hit B is infinite, intelligent search is required to solve the
problem.
What we have described in this section is the actual physical environment we
are dealing with. Solving physical action selection problems in this continuous en-
vironments is hard, but the problems we are facing are even harder as we do not
have complete information about this environment. We only know what we can per-
ceive and perception is typically noisy. The method we develop in this chapter aims
at solving these physical action selection problems under noisy perception, which
requires an extended approach compared to having perfect information.
6.4 A Method for Identifying Physical Actions
The Hole-in-One problem distinguishes itself from common AI planning problems
in that its search space is infinite and in particular the action space is continuous:
Infinitely many different actions can allow an object to take infinitely many different
paths. We propose the following method to solve this problem:
• As input scenario, we take the information about the physical environment that
we obtained through potentially noisy perception.
• We first partition the free space of the given scenario into finitely many trian-
gular zones (Figure. 6.2(b)).
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• We defined qualitative rules that describe the physics that governs the transition
of moving objects between the triangular zones. We use these rules to generate
sequences of qualitative transitions between zones that coincide with potential
real paths a moving object can take to achieve the goal. We call such a sequence
a qualitative path.
• Once all qualitative paths are determined, we rank them by their likelihood of
being realized, before we try to realize them (see Section 6.4.3).
• We now use a physics simulator based on our input scenario to search for
actions that realize the qualitative paths in their ranked order, i.e., actions that
allow objects to follow the qualitative paths.
• The solutions we obtain here are not necessarily solutions in the real environ-
ment. Therefore, whenever we obtain a solution in our simulator, we immedi-
ately apply the solution to the real environment and see if it works. If it does
not lead to a real solution, we adjust the object information in our simulator
before we continue with the previous step. Note that we will not adjust the
triangulation or the qualitative paths when we adjust objects in our simulator.
6.4.1 Qualitative Rules for State Transitions
Given a instance, we triangulate the free zone (i.e., the space not occupied with ob-
jects) of the scene using constrained Delaunay triangulation [Shewchuk, 1996] where
the object boundaries and the boundaries of E are part of the triangulation. We then
generate qualitative paths based on the triangulation, that are sequences of qualitative
states Q that represent how objects can move through the triangulation.
Definition 6.2. The qualitative state 〈4, e,Θ, mt〉 of the ball B is defined by
• 4: the triangular zone where the ball is located;
• e: the edge of 4 the ball crossed to enter 4;
• Θ: possible direction range when entering 4 via e;
• mt: the motion type of the ball. We distinguish three types of motions: FLY, BOUNCE,
and SLIDE.
We obtain a qualitative path by expanding a qualitative state Qi subsequently to a set
of its next possible states Qi. Qualitative paths form a tree of states with branching
factor at most 6 = 2 (outgoing edges) · 3 (possible motion types).
The procedure for expanding a qualitative state Q1 = 〈41, e1,Θ1, mt1〉 to a state
Q2 = 〈42, e2,Θ2, mt2〉 ∈ Q1 is as follows:
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1. For each edge e2 of triangle 41 with e2 6= e1 we determine whether the current
direction range Θ1 allows the ball to move from e1 to e2.
2. If possible, we choose a motion type mt2 for the next state according to a set of
physical rules (see below).
3. We also set the zone of he next state to 42 and set e2 and determine Θ2 accord-
ing to our rules.
In the following, we describe the rules that govern state transitions between dif-
ferent motion types. Note that we always write "ball" to denote the moving object,
as that is the moving object we use in the Hole-in-One problem. But the rules equally
apply to other moving objects, not just to balls.
Rule 1 (FLY → FLY): This rule is triggered when the current motion type is FLY and
e2 is an edge between 41 and 42, as the ball can keep flying after it entered 42
through e2. Since the ball has entered 41 through e1, the range of directions that
the ball can fly from e1 to e2 is limited. Let v be the vertex of triangle 41 that is
shared by e1 and e2, and let v1 and v2 be the remaining other vertices of e1 and e2,
respectively. To compute Θ2, we set first ΘRan as the range between the direction
from v1 to v and the direction from v to v2. Then we can ensure that only free flying
point-like objects with direction θ ∈ ΘRan can fly from e1 to e2. To compute Θ2 we
also take the effect of gravity into consideration and apply gravity to the current
direction Θ1, obtaining a new range ΘGra (Figure. 6.3). Then the method computes
Θ2 by intersecting ΘGra with ΘRan. The next state 〈42, e2,Θ2, FLY〉 will be created if
Θ2 = ΘGra ∩ΘRan 6= ∅. •
The following two rules are triggered when mt1 = FLY and e2 is a surface of an
object. In this case the ball flying to e2 can bounce. We assume it will be bounced back
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in the reflection direction range with respect to the outward normal of the surface.
To this end, we determine Θ2 in the same way as described in the (FLY→ FLY) rule.
Rule 2 (FLY → BOUNCE → FLY): This rule will always be applied when Θ2 6= ∅.
The method computes the range Θ↑ of bouncing directions using Θ2 and the normal
vector of the surface (Figure 6.4) and adds 〈41, e2,Θ↑, FLY〉 to Q1. •
Rule 3 (FLY → BOUNCE → SLIDE): In addition, there is the possibility that the ball
slides on e2 when the gravity force is towards the e2, which assures that the ball can
receive support from the surface (Figure 6.4), which we call the SLIDE condition. If
the condition hold, we add 〈42, e2,Θ2, SLIDE〉 to Q1. •
The following three rules are triggered when mt1 = SLIDE. We assume that once
the ball enters into the SLIDE motion, it will keep sliding until it hits a "wall" or until
the surface cannot support it anymore. Let e1 be the surface on which the ball is
sliding, and e2 be the surface connected to e1 through their common vertex.
Rule 4 (SLIDE → SLIDE): We adds state 〈42, e2,Θ2, SLIDE〉 to Q1, where Θ2 is the
direction from the common vertex to the other vertex of e2. 42 is the triangular zone
to which e2 belongs. •
Rule 5 (SLIDE → BOUNCE → SLIDE): This rule applies if e2 forms a "wall" in front
of the current direction. Specifically, when Θ2 as defined in Rule 3 is between the
surface e1 and the surface normal, then the ball will bounce back and slide on e1 in
the opposite direction. •
Rule 6 (SLIDE → FLY): If e2 can neither give any support to the ball nor allow the
bounce, the ball will start to fly from the end of e1. Hence, we modify the current
state by changing the motion type from SLIDE to FLY and apply the FLY → FLY rule
to infer the next states. •
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6.4.2 Generating Qualitative Paths
To derive qualitative paths from the ball B to hole H, we starts with all possible initial
states. An initial state 〈4ini, eini,Θini, mtini〉 of B is given as follows:
• 4ini: the triangular zone containing the centroid of B;
• eini: the surface on which B is located;
• Θini: possible direction range to reach the next edge.
• mtini: there will be at most four different initial states as B can SLIDE on eini in
two different directions or FLY to each of the other edges of 4ini.
We expand each initial state by successively applying all applicable rules to deter-
mine possible successor states. We stop expanding a state when it reaches the goal
state 〈4H, eH,ΘH, mtH〉 where eH is a surface of 4H that contains hole H. A qual-
itative path is a sequence of states from an initial state to a goal state where the
successor state of each state is obtained by using our qualitative rules. We record
which rule is applied at which state in order to rank qualitative paths.
Any qualitative path that does not lead to the goal state will be deleted. We use
the following rules to ensure that,
Rule 7 (Do not move through a smaller edge): Whenever an object O is required to
pass through an edge e that is smaller than O itself, we remove any qualitative path
that does not include a bounce transition at e. •
Rule 8 (Limit the number of states): If a state is exactly the same as a previous state
(including the same direction range Θ), we delete that qualitative path as it may
generate infinite cycles. If a qualitative path reaches a preset maximum of states
without reaching the goal state, we also delete it. •
6.4.3 Ranking Qualitative Paths
Before trying to physically realize the different qualitative paths we obtained, we will
rank them according to the likelihood of leading to a solution. The idea is to take
into account the magnitude of an impulse required to realize a qualitative path. If
a qualitative path is too long or involves many bounces, which reduces the speed
of the moving object, then the path will be less likely to be realized. Therefore, we
assume that two factors play a role in ranking qualitative paths: the actual length of
a path and the number of bounces along the path.
Let be0, be1, . . . ben be the sequence of edges, where be0 is the initial edge from
which B is launched, be1, . . . , ben−1 are all surfaces where bouncing takes place, and
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ben is the entering edge of the goal state. Then the cost of a qualitative path is given
by
n−1
∑
i=0
d(bei, bei+1) · (1+ r)i, (6.1)
where d(bei, bei+1) is the Euclidean distance between two edges and (1 + r) with
r ∈ (0, 1) is a penalty term. The penalty term penalizes the part of a qualitative path
that happens after each bouncing. Therefore, given two paths of similar lengths, a
path with less bounces will be preferred to a path with more bounces.
6.4.4 Realizing Qualitative Paths
So far we have analysed potential qualitative solutions for a Hole-in-One instance,
which may or may not correspond to real solutions. In this section we describe
how to use these qualitative solutions to reduce the search space of finding a real
solution. Recall that a solution is a physical action, i.e., an impulse imp := 〈θ, µ〉, on
the centroid of ball B that delivers it to hole H.
The idea is as follows: for each qualitative path, we sample possible actions in
the real environment within a range Θimp of directions that can potentially realize
the path.
Since sampling is expensive, we cluster qualitative paths that share similar direc-
tion ranges Θimp and sample only within these shared ranges. (We mainly focus on
the direction parameter θ, as it has a larger effect on the solution. For the magnitude
µ of the impulse, we always sample within its full range.) We also rank clusters by
their average costs based on the cost function (6.1). If we do not find a solution after
going through all the clusters, we discard less promising clusters and restart sam-
pling. A cluster is identified as less promising when none of the sampled actions has
achieved the different bounces required to follow a qualitative path. If we do find
a solution, we can either return the solution or continue searching the remaining
qualitative paths for further solutions.
6.4.5 Testing potential solutions in the real environment
The visual input to the internal simulation can be noisy with imperfect perception.
Therefore, applying an action in the real environment may have a different outcome
from that predicted by the internal simulator. To deal with this, we progressively
adjust the internal simulation whenever a proposed action does not lead to a solu-
tion in the real environment. This is done to minimize the difference between the
outcomes. The outcome of an action is represented by the sequence of triangular
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zones (4ini,41 . . . ,4n) of the qualitative path generated by that action. This qual-
itative representation is less sensitive to visual noise compared with using trajectory
points which are highly affected by noise. We use the Levenshtein distance [LEVEN-
SHTEIN, 1966] to quantify the similarities between two sequences. Once our method
(see Algo. 5) found an action that solves the problem in the internal simulation, it
will execute the action in the real environment and observes the trajectory of the
moving object. It then obtains the sequence of triangular zones from the observed
trajectory and compares the sequence with its counterpart in the internal simulation.
If the Levenshtein distance between them is greater than a threshold e, the method
will adjust the spatial configuration of relevant objects to minimize the distance. The
relevant objects are the objects with which the moving object collided in the both
internal simulation and real environment.
Algorithm 5: Adjusting the internal simulation when an action proposed by the
internal simulator does not lead to a solution in the real environment
/* sequence of zones in the internal simulation */
1 Seqint = (4intini,4int1 . . . ,4intn );
/* sequence of zones in the real environment */
2 Seqact = (4actini,4act1 . . . ,4actn );
/* obtain the Levenshtein distance */
3 MinLev = Lev(Seqint, Seqact);
4 foreach (4acti ∈ Seqact do
5 if 4acti equals 4inti then
6 if there is a bouncing at 4acti then
7 while MinLev > e and not reaches cut-off do
8 Adjust the orientation and location of the surface that
contributes to this bounce;
9 Perform the exact action and obtain Seq′int;
10 MinLev = Lev(Seq′int, Seqact);
6.5 Evaluation
We evaluated our method in a virtual environment simulated by the Box2D 1 physics
engine. The method also uses Box2D for its internal simulation with an incomplete
knowledge of the environment. We generated scenarios that allow us to evaluate
different aspects of our proposed method. A scenario contains a set of immovable
objects and a ball. Objects have three physical properties, namely, density, friction,
1http://www.box2d.org
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Figure 6.5: (a) Scenario S1 (b) An identified solution to S1
restitution. The goal region H is specified as rectangular region that is initially away
from the ball. An action is performed by exerting an impulse (µ, θ), µ ∈ Iµ, θ ∈ Iθ
on the centroid of B with Iµ = (0, 5000] and Iθ = [0, 2pi). A problem is solved when
the goal region H is contacted by B. We designed several problem scenarios to test
different aspects of our proposed method. We will use these as case studies to show
our method is capable of solving non-trivial Hole-in-One problems.
We first tested if our method can find different qualitative paths. In Figure. 6.5(a),
one possible solution is to let B hit the platform and fall to the green goal region.
To realize this path, one has to know how an object files under gravity. To test the
effectiveness of our clustering and ranking strategy, we designed some scenarios that
have many qualitative paths that may lead to solve the problem. For example, in
S2 (Figure. 6.7(a)), our method detected 595 qualitative paths and divided them into
14 groups by their Θimp. The figure illustrates four interesting groups of qualitative
paths. Each colored arrow represents a group of qualitative paths, and shows the
rough direction B takes. The four groups of paths were ranked in descending order
of average costs as: black, green, red, blue. The blue group is ranked last because
it takes several long distance bounces. The black group is ranked first because it
suggests to hit the goal region via a direct trajectory. However, the black group was
identified as an un-realizable group after a few sampled actions in the real envi-
ronment. We further created several mini-golf scenarios. The scenario designs are
inspired by the game levels of a popular video game of mini-golf2. Unlike S1 and S2,
there is no gravity in these mini-golf scenarios. The scenarios usually require more
than 5 bounces to solve (e.g. see Figure. 6.6).
Dealing with Noisy Information To test the effectiveness of our method with im-
perfect perception, we perturb the visual input of a scenario by rotating each object
2http://www.eivaagames.com/games/mini-golf-game-3d/
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Figure 6.6: Mini golf scenarios usually require several bounces. (a) Scenario MINI6
and (b) Scenario MINI2 with identified solutions
Figure 6.7: (a) Groups of qualitative paths detected in S2 (b) An identified solution
to S2
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at an angle θ in radians. The angle is sampled from a zero mean Gaussian with a
variance σ ∈ {0.1, 0.2, 0.3}. The method uses the perturbed visual input for its inter-
nal simulation and keeps adjusting the angle of objects using the method described
in section (see Section 6.4.5). Figure. 6.8 shows a perturbed mini-golf scenario based
on the scenario shown in Figure 6.2(a) with σ = 0.3. It is clear to see that even a
small rotation angle will substantially distort the scenario.
We use each designed scenario as a template to automatically generate scenarios
for testing. Given a template scenario, we randomly vary the initial position of the
manipulable object, the position of the goal region, the spatial configuration of sev-
eral objects. In the end, we obtained 73 levels. The experiments were done on an
Intel’s Core 7 computer with 16GB RAM which runs around 50 simulations per sec-
ond. The proposed method uses penalty term r = 0.7 which is empirically decided.
At each round, the method samples 200 impulses with θ ∈ Θimp, µ ∈ [0, 5000] for
each group of the identified qualitative paths.
We compare our method M1 with a solver M2 which uses a goal-oriented sam-
pling strategy. The sampling strategy of M2 is similar to the one used in [Wolter
and Kirsch, 2015] that adjusts actions according to the distance between the final
position of the ball and the target destination. Specifically, M2 evaluates an action
using the minimum distance D between the trajectory of any movable object and the
goal region. The goal is to find an action with D = 0, which solves the problem.
M2 obtained trajectory points directly from the real environment (simulator), which
are noise-free. Given a problem, M2 performs several rounds of searching. At each
round, M2 makes several random trial actions in the real environment and selects
the action that yields the minimum D1. It then performs a local search around the
action, and picks the sample with the minimum D2 < D1 and repeat the procedure
until it finds a solution or reaches a cut-off threshold. As the algebraic model of the
physical system is not known, another possibility is to use black box optimization
methods [Jones et al., 1998] to search for a global optimum (in this case D = 0). How-
ever, these methods only approximate the global optimum, which is not sufficient to
identify an exact solution. Besides, to use those methods one still has to assume
some prior knowledge of the algebraic model of the system, which turns out to be
unsuitable in our case.
The evaluation result is summarized in Table 6.1. To give an indication of how
much our method can reduce the sampling space, we show the proportion (AR) of
the direction range of all qualitative paths to the entire range [0, 2pi). The actual
solution space can be even smaller.
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Figure 6.8: Perturbed scenario MINI7 with σ = 0.3 and its corresponding triangula-
tion
Table 6.1: Results on the generated scenarios with imperfect perception. SN: The
number of actions made in the real environment until the first solution is found.
*MINI1T: the scenarios created based on MINI1. The average of AR and respective
SN are shown for those entries.
Scenarios AR SN(M1) SN(M2)
σ = 0.1 σ = 0.2 σ = 0.3
S1 0.05 615 630 621 >10000
S2 0.05 375 837 837 >10000
S3 0.05 283 449 864 4229
MINI1 0.07 320 223 407 8529
MINI1T 0.05 371 332 319 426
MINI2 0.03 216 230 288 1736
MINI2T 0.04 32 23 36 280
MINI3 0.03 7 34 34 370
MINI3T 0.02 3 12 7 223
MINI4 0.02 133 509 967 987
MINI4T 0.04 42 93 172 254
MINI5 0.04 28 56 31 537
MINI5T N/A >10000 >10000 >10000 >10000
MINI6 0.04 68 199 208 2932
MINI6T 0.04 32 239 757 529
MINI7 0.05 41 77 236 3208
MINI7T 0.03 75 236 852 706
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Figure 6.9: (a) An identified solution to MINI5 (b) a randomly generated scenario
based on MINI5
6.6 Discussion
Our method outperforms M2 in all the scenarios. M2 is less efficient because there
could be many local optima in a problem. By contrast, our method tries to realize
each group of qualitative paths, which helps to avoid these local optima. Conse-
quently, it can detect more different types of solutions (if there are any). It can
still effectively find solutions when the solutions are far apart and potentially dis-
connected in the solution space (e.g. in S3). Qualitative reasoning and triangula-
tion can be achieved efficiently; it takes on average 4 seconds to generate qualitative
paths based on a triangulation with around 60 zones. The reason why no solution
was found for all the ten MINI5T levels is that the solution space of MINI5 is very
small (see Figure 6.9(a)); Varying positions of any object (especially the middle black
square, see Figure 6.9(b)) will eliminate these solutions.
As the noise level in the visual perception increases, our method can still de-
tect and realize qualitative paths that lead to the goal. Such qualitative paths have
similar bounce sequences as their counterparts derived from perfect triangulation.
Therefore, a qualitative description of the path would be similar. This mimics an
important capability to rapidly infer useful qualitative plans even under incomplete
information. However, it takes on average longer to detect a solution than with accu-
rate perception. This is because as the noise increases, accuracy of the triangulation
is getting worse and we generate more un-realizable qualitative paths. There will be
triangular zones where there is supposed to be a surface while actually not or vice
versa. These information can only be potentially adjusted after making several trial
shots in the real environment. Inaccurate perception also affects the ranking of qual-
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itative paths. One limitation of the method is that it only makes local adjustment. i.e.
to minimize the Levenshtein distance, the method adjusts only one object at one time
without considering other objects. Developing a global adjustment method is one of
the future work direction.
The particular problem we defined and studied here, the Hole-in-One problem, is
just one example of a physical action selection problem, where a physical action has
to be determined that achieves a given goal in a physical environment. The difficulty
of these problems lies in the fact that the action space is infinite as the environment
is continuous. Another source of difficulty is that the sequence of interactions with
other objects as well as the required number of interactions is not known. The prob-
lem becomes even harder to solve when the exact physical properties of objects and
their locations are not exactly known. This is the case when most information is
obtained through perception, which is always subject to noise.
Despite having considered only one example problem, the method we developed
to solve the Hole-in-One problem for 2D environments, under gravity and noisy
perception is more general. Other physical action problems in 2D environments
with different optimization criteria can be solved in a similar way, by triangulating
the free space and by determining qualitative paths between the triangles that obey
the general physics rules we defined. Our approach of sampling proposed solutions
in the real environment and adjusting our internal knowledge through observations
is also something that can be used for other physical action problems.
The current method cannot guarantee completeness. Imagine a ball bouncing
between two obstacle surfaces, and each bounce corresponds to a qualitative state
in the qualitative path. The current method cannot determine the exact number of
bounces that is required to solve the problem as it requires to know the geometry
of the surfaces and the exact physical properties of the environment. Therefore, the
method may fail to detect a solution that requires exact k bounces. For the sound-
ness, it is possible that a qualitative path may not lead to a real-world solution due
to perception errors. However, as future work, it would be interesting to identify
realistic assumptions or restrictions that can make the method complete. For ex-
ample, restricting the maximum number of bounces that a ball may undergo before
stopping.
6.7 Conclusion
In this chapter we studied a realistic problem that contains some of the essential
components AI needs to master in order to successfully interact with the real world:
being able to predict the consequences of physical actions and to select a physical ac-
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tion out of an infinite number of actions that achieves a specified goal. This problem
becomes even harder when we consider that we typically do not have perfect infor-
mation about the environment, but only noisy perception. The method we propose
in order to solve the minigolf hole-in-one problem we defined involves a combina-
tion of qualitative reasoning and mental/internal simulation together with testing
proposed actions in the real environment and, if necessary, adjusting our internal
knowledge based on the new observations. While it is not our intention to build a
robot that becomes the new minigolf world champion (according to Wikipedia no
one can make a living from playing minigolf), we have seen in our experiments that
our approach is able to identify some remarkable shots involving several bounces
before achieving a hole in one. We are rather interested in coming closer to being
able to solve physical action selection problems in general, particularly in noisy en-
vironments. A solution to this problem will have a major impact on AI and we
believe that our approach forms a good starting point to achieving that. As a side
note, we just read about golf playing robot LDRIC that managed to score a hole in
one. But of course (still somehow surprisingly) a hole in one in golf seems to be
easier to achieve than a hole in one in a difficult minigolf level that involves several
physical interactions with other objects. While some of the techniques we use are not
new, clearly we have not invented triangulation and also sampling based adjustment
has been done before (e.g. [Wolter and Kirsch, 2015]), what is novel in our work is
that we are able to solve arbitrary instances of a complex physical action selection
problem without hardcoding or predefining actions or action sequences. We only
define standard physics rules that determine what changes can happen to an object
when it interacts with other objects or flies through empty space. We can do this
even under gravity and under noisy perception, and we do it in a similar way to how
humans supposedly solve these kind of problems [Smith et al., 2013]. We are not
aware of any other work in the literature that can achieve this and that can deal with
such complex problems where arbitrary sequences of interactions between different
objects are possible.
6.7.1 Generalization
One possible extension of our work is to consider 3D environments, where we could
partition the free space into zones similar to how we do it in 2D. Another possible
extension is to lift the restriction that all objects other than the ball are static. We have
already proposed an initial approach in that direction in Section 6.4.4, where we do
allow moving objects, but do not yet consider tracking different paths in parallel.
In order to so, we would have to analyze qualitative paths of different objects in
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parallel and analyze their individual interactions with other objects and possible
joint interactions. Precise timing of interactions will be important which has not been
considered yet. Another difficulty that comes in when other objects are not static is
that their physical properties will have more influence on how exactly objects interact
when bouncing. There are different forms of collision and the physical properties of
the involved objects determine how kinetic energy is exchanged between the objects.
While these extensions are highly non-trivial future work, it seems that our approach
can be used as a basis for these extensions.
Chapter 7
Structure Planning: Stacking with
Reasoning
In this chapter, we define a stability reasoning problem that has many potential appli-
cations in robotics: given a set of objects, identify a sequence of actions that arranges
the objects to form a stable and robust structure. This problem is challenging as for
each object there are many possible ways to stack them, and one has to deal with
spatial and physical constraints simultaneously.
We formalize this problem as a structure-planning problem based on structural
stability and robustness which measures how stable a structure is. We provide a
theoretical analysis of the computational complexity of the problem. We propose a
structure-planning algorithm with the combination of quadratic programming and
qualitative reasoning. We evaluated the method on nontrivial stacking tasks in a
simulated environment.
7.1 Introduction
Imagine you want your robot to fetch you several objects from a table. Today’s robots
would probably bring you one object at a time–if you are lucky. A human, instead,
would try to carry as many objects at the same time as possible in order to minimize
the back and forth walks. This is what we would like a future robot to be able to do
as well, to stack those objects in a way that it can safely transport a number of them at
the same time. Transporting a stable stack is harder than just building a stable stack,
as the movement likely disturbs the stack. Therefore, we need a robustness measure
about how stable a structure is, and need to develop methods that can generate stacks
that are stable enough to be transported.
The capability to autonomously build stable and robust structures of a given set
of objects is something that is important in a number of application domains, such
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as warehousing, logistics, construction, or in everyday household settings. Having
robots with this capability to augment humans in these domains is therefore highly
desirable. Existing applications in these domains can only deal with standardized
objects such as pallets or standard sized boxes.
In this chapter, we develop a method that allows us to autonomously stack objects
of many different sizes and shapes. To achieve this capability two “planning" prob-
lems need to be solved, namely, structure planning and manipulation planning, which
are at different levels of abstraction. At the high level, structure planning aims at
finding an arrangement (including the placing order) of objects so that they form a
stable structure suitable for transportation. Manipulation planning deals with low-
level details such as how to control the gripper(s) of a robot to manipulate an object
to the desirable spatial configuration. In this chapter, we focus on the “structure
planning" part. This is a very challenging problem for robots. There is an infinite
number of ways to stack a set of objects. Not only the placement of objects is crucial,
but also the order in which objects are placed, and there has been limited work on
verifying the stability of a structure and determining how stable a structure is in this
stacking-transporting setting.
To solve the structure planning problem (formally defined later), we develop an
effective reasoning mechanism that can reason about the physical and geometrical
constraints imposed by the problem domain as well as the requirements of the struc-
ture. We propose and implement a method that uses static analysis to determine the
stability and robustness of a structure. We formalize the planning problem, provide
a theoretical analysis of the complexity of the problem, and develop and evaluate an
algorithm that effectively solves it.
7.2 Background
While stability analysis [Fahlman, 1974] has been studied as an AI problem since the
early 1970s, there has been limited investigation on stability reasoning and planning.
One relevant problem is 3D bin packing, however, the structural stability is either de-
termined locally [Edelkamp et al., 2014] or not considered. [Ge et al., 2016b] solved a
visual detection problem in gaming environments by reasoning about the stability of
two-dimensional structures. In the area of scene understanding, stability analysis has
frequently been applied to guide the segmentation [Jia et al., 2013]. Most of the meth-
ods have been tailored to specific domains. In architecture design, [Whiting et al.,
2009] proposed a method that can automatically generate stable architectures based
on pre-specified grammars (templates of a building) while in our problem domain,
we do not specify any template and the method has to identify possible “grammars"
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by itself. The related research in robotics mainly focuses on manipulation planning
[Rimon and Burdick, 1993]. [Toussaint, 2015] proposed a method that identifies a
sequence of manipulation actions that stacks by maximizing the height of a struc-
ture composed of blocks and cylinders. The stability is quantified using heuristics
based on the distance of the objects. [Mojtahedzadeh et al., 2015] tries to identify
supporting relations between cargos and determine the order of unstacking.
One related research paradigm is simulation-based reasoning that draws infer-
ences from probabilistic simulations. For example, [Battaglia et al., 2013] predicts
the stability of a tower and in which direction it will fall. [Davis and Marcus, 2016]
investigated the limitation of this paradigm in automated reasoning. Furthermore, as
a simulator only calculates the state of the world using its approximation methods,
from which one can hardly understand why a physical phenomenon (e.g. toppling)
happens. Without the understanding, it is highly unlikely to make any useful adjust-
ment. Verifying stability with a simulator is also cumbersome even in 2D environ-
ments [Stephenson and Renz, 2016], as the time required to wait until the simulated
world settles down is often unknown.
7.3 Problem Statement and Modeling
Informally, we solve the following problem: Given a set of objects, use them to build a
structure that is stable and robust under certain constraints. We first define the termi-
nology and assumptions of the problem domain; then we formally define structural
stability and robustness and formalize the structure planning problem. In the next
section we prove its complexity.
7.3.1 Terminology and Assumptions
Definition 7.1 (Object). An object o is a manipulatable solid rigid physical entity in three-
dimensional space. The physical properties of an object we consider include mass and friction.
We assume the mass of an object is uniformly distributed. We restrict the shape of an object to
be either a convex polyhedron or a cylinder. A convex polyhedron is a solid bounded by planar
polygons with straight edges and unique vertices; For any two points p, q of the polyhedron,
the line segment pq is always contained in the interior or the surface of the polyhedron. The
pose of the object specifies the location and the orientation of the object. We assume we know
the shape, the pose, and the physical properties of an objects.
Definition 7.2 (Structure). A structure (or stack) SO is composed of a set O of objects
connected to each other through contacts. We assume contacts are always between the flat
surfaces of objects, and the forces (except the gravity force) will only occur at the surface of
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the contact. We do not consider contacts that involve edges or vertices of the objects. We
omit the subscript O when it is clear from the context what the objects are. The tray Tr is the
object at the bottom of a structure. We require a structure can only have one tray.
Definition 7.3 (Physical Environment). The ground Gr is a flat surface (e.g. the top
surface of a table) on which objects can be placed. The ground is not manipulable and always
remains static. We assume there is a uniform downward gravity force in the environment.
The direction of the gravity is perpendicular to the ground plane. We denote the gravity force
(weight) on a particular object as fG. The reference frame is a fixed frame of which the
xy-plane represents the ground plane and the origin is set to an arbitrary point in the ground
plane. The z-axis is in the opposite direction of the gravity.
Definition 7.4 (Spatial transformation). A spatial transformation T : R3 → R3 maps a
point in the reference frame to another point in the same reference frame through a translation
and/or a rotation about the origin. T(θ,aˆ) denotes a rotation of angle θ around the axis aˆ.
Transforming an object can be viewed as applying the transformation on every point of the
object. In the sequel, transforming a structure is equivalent to applying the transformation to
every object of the structure.
7.3.2 Structural Stability
We use the standard definition [Livesley, 1978] of structural stability, which is based
on the concept of static equilibrium. An object at rest is in static equilibrium when
the net force (∑ fi) and the net torque (∑ τi) of the object equal zero. A structure is
stable when each object of the structure is in static equilibrium. Therefore, the static
equilibrium of a structure can be expressed as a system of linear equations [Whiting
et al., 2009]:
Aeq · x+w = 0 (7.1)
w is a vector of weights and external torques on the objects, with wi = ( fGi , τ
ex
i )
T.
In most cases there will be no external torque on an object, i.e, τexi = 0. x is the
vector of unknowns representing the magnitude of the forces within the structure.
All forces in x are contact forces given that the forces only occur at the contact surface.
To identify the forces on a contact region, we create a triplet of forces { f n, f s1 , f s2}
at each vertex of the contact region: f n is the normal force perpendicular to the
surface of the contact; f s1 , f s2 are static friction forces with the directions along the
two edges joining at the vertex (Figure 7.1(a)). The forces are sufficient to model the
force distribution across the contact region [Whiting et al., 2009].
We use nˆ, sˆ1, sˆ2 to denote the unit direction vectors of the normal force and the
friction forces respectively. Aeq is the coefficient matrix for the static equilibrium of
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Figure 7.1: The force modeling at vertex v1. The top face (in red) of the cuboid is
contacted with another face (omitted). (b) A created cylinder before (in blue) and
after (in black) a rotation of θ = pi4 . C
′ is the image of C under the vertical projection
to the plane of Fi↓. When θ ≥ pi4 , C′ will fall outside Fi↓.
a structure:
Aeq =

c1 c2 · · · cn
o1 a11 a12 · · · a1n
o2 a21 a22 · · · a2n
...
...
...
. . .
...
om am1 am2 · · · amn
 (7.2)
Each row om in Eq. 7.2 stands for a particular object while each column cn stands for
a contact between two objects. The entry aij lists the coefficients of the contact forces
acting on oi if oi is involved in cj( otherwise aij = 0), therefore, Aeq is a sparse matrix
as each contact (ci) column will only involve at most two non-zero aij entries. The
entry vi in Eq. 7.3 contains the unit direction vectors of the forces and their torques
at the ith vertex of the contact region. rv is the direction vector pointing from the
vertex to the centroid of the object.
aij =

v1
v2
...
vn

T
, vi =
(
nˆ sˆ1 sˆ2
nˆ× rv sˆ1 × rv sˆ2 × rv
)
(7.3)
There are two additional constraints on the forces, namely, the non-negative nor-
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mal force constraint (C1) and the Coulomb’s friction constraint (C2). In our domain,
there is no attraction force between objects. Therefore we use C1 to constrain the
normal forces to be non-negative so that the forces are always separating two objects
away (not attracting the objects together e.g. like glue). C2 approximates the static
friction using the Coulomb model. By adding the two constraints to Eq. 7.1 we have
the final static equilibrium equations:
Aeq · x+w = 0
‖ f ni ‖ ≥ 0 C1
‖ f s1‖, ‖ f s2‖ ≤ µ‖ f ni ‖ C2
(7.4)
We are now ready to formally define structural stability.
Definition 7.5 (Structural Stability). A structure SO is stable when there is a solution to
Eq. 7.4.S : S → {0, 1} is a function that determines the stability of a structure. S(S) = 1
if S ∈ S is stable or O = ∅, otherwise S(S) = 0.
In most cases, the number of the unknown forces in x will be greater than the
number of the equations, which makes Eq. 7.4 indeterminate, i.e., there is an infinite
number of solutions. A solution to Eq. 7.4 does not imply the stability of the structure
in reality because the solution might not be instantiable with real world physics.
However, assuming that the friction model is correct then the inconsistency of the
equation implies the instability of the structure [Blum et al., 1970b].
By solving Eq. 7.4, a robot can figure out whether a structure is stable or not.
However, a “yes"/“no" answer to stability is insufficient. To safely transport the
stacked objects the agent also needs to ensure that the structure is stable enough to
be carried, i.e., the robot should be able to tell “how" stable a structure is. In everyday
scenarios, there are various factors that will affect the stability of the structure during
transportation. For example, the structure can be tilted significantly when the robot
moves on uneven ground or when the robot maneuvers to avoid collisions. Therefore,
it is desirable to build structures that can remain stable up to a realistic tilt angle θ.
Definition 7.6 (Structure Tilt). A structure S, rotated by a tilt angle θ around a tilt axis aˆ
is denoted as T(θ,aˆ)(S).
We quantify the “robustness" of a structure based on the maximum tilt angle we
can apply to it without the structure becoming instable. Formally,
Definition 7.7. Maximum Tilt Angle of S (θmaxS )
∀aˆ,S(T(θ,aˆ)(S)) =
1, θ ∈ [−θmaxS , θmaxS ]0, otherwise (7.5)
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In this chapter, we only use the ±X-axis and the ±Y-axis as rotation axes aˆ for the
evaluation. Having defined structural stability and robustness, we can now formalize
the structure planning problem.
The Structure Planning Problem (SPP) Given a set O of k objects on the ground
and a tilt angle θ ∈ [0, pi2 ), is there a sequence of actions {〈Ti, oi〉, 1 ≤ i ≤ k} such
that:
o1 is the tray
θmaxSOk
≥ θ
S(SOn∈[1,...,k]) = 1
(7.6)
where On = {o′|o′ = Ti(oi), oi ∈ O, i ∈ [1, . . . , n]}?
The last condition requires that each intermediate structure during the construc-
tion should also be stable. An instance of the SPP problem is denoted as SPP〈O, θ〉.
7.4 Structure Planning is Hard
We show that the computational complexity of SPP is NP-hard. We reduce the circle
packing problem (CPP) to SPP.
Definition 7.8 (Circle Packing). Given a set of circles Q of different sizes and a square T,
decide whether it is possible to pack the circles in the square so that the circles are inside the
square and none of the circles are overlapping.
Theorem 7.1 ([Demaine et al., 2010]). CPP is NP-hard.
Theorem 7.2. Structure Planning is NP-hard.
Proof. We show that an instance 〈Q, T〉 of CPP can be reduced to SPP in polynomial
time. We set the tilt angle θ of the problem to pi4 . For each circle qi ∈ Q, we create an
object oqi with the shape of a cylinder whose radius r is the same as qi. The height of
oqi is set to 2r tan θ = 2r. The geometry of the object allows the object itself to remain
stable with a tilt angle less than θ, when oqi is standing on its flat surface Fi↓ that
is fully contained within a supporting surface F↑, i.e, Fi↓ ⊆ F↑. Assuming there is a
sufficiently large friction between Fi↓ and F↑, the object will only start to topple as
the tilt angle becomes greater than θ when the projection of its centroid falls outside
the supporting surface (Figure 7.1(b)).
We then create an object otray with the cuboid shape bounded by the squares of
the same dimension as T. We pick up an arbitrary face Ftray of otray and one arbitrary
flat surface Fi↓ from each oqi , and let the static friction be non-zero only between Ftray
and each Fi↓. The friction coefficient is set to a sufficiently large value so that when
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being tilted oqi will first start to topple rather than to slide. Following this procedure,
the reduction is done in polynomial time with the time complexity O(|Q|+ 1).
There will be a solution to SPP〈otray ∪OQ, θ〉 if and only if there is a solution to
〈Q, T〉. For the “only-if" part, we observe that to create a structure that can remain
stable with the tilt angle θ, the only possible way is to place oqi on otray with Fi↓
touching Ftray↑. Otherwise, for example, the structure with the cylindrical objects
stacked on top of another cannot sustain any tilt because there is no friction between
them by the setting. Fi↓ has to be fully contained in Ftray↑ otherwise the area of the
supporting surface Ftray↑ ∩ Fi↓ will shrink. Without being fully supported, the object
will start to topple before the tilt angle reaches θ. As the objects are solid, there will be
no overlapping between Fi↓. The positions of Fi↓ and Ftray↑ in the resulting structure
is a solution to the original circle packing problem. For the “if" part, a solution to
the circle packing problem can be straightforwardly transformed to a solution to the
SPP problem by placing Oqi with Fi↓ at the same position as qi.
7.5 An Effective Structure Planning Algorithm
We developed an algorithm that uses depth-first tree search (forward search) aug-
mented with backwards adjustment to find a solution. Each node of the search tree
represents a stack of objects that have been placed. It expands a node by adding an
object to the stack. The search starts with selecting the tray according to tray selection
policy. It always adds an object on top of a supporting face F↑ of another object. A
node is labelled as a dead-end if the stack is unstable. The algorithm checks the sta-
bility of the stack by rotating it around the ±X-axis and the ±Y-axis with tilt angle
θ. The contact regions can be directly retrieved from the spatial representation. When
expanding a node (see Alg. 6), the forward search selects the next unexplored object
o using the object selection policy, and chooses a supporting surface (F↑) on which the
object is placed with the placement selection policy. It uses the face selection policy to
determine which face F↓ of the object will be supported by F↑. If there is an existing
object in the stack that requires support from its side faces Fi←, the face selection
policy will choose placements that make a side face F→ of o contactsFi←. It back-
tracks if o cannot support any of the unsupported side faces. The algorithm will only
verify stability when there are no unsupported objects in the stack. Whenever the
algorithm comes to a dead-end, it will use quadratic programming to identify the
object that contributes most to the instability of the structure. Then it will backtrack
to the node where the object has been added, adjust the pose of the object, and then
continue the forward search from that node. The search keeps expanding nodes until
it finds a solution or when there are no more expandable nodes.
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Algorithm 6: Expanding a node
Input: Orm : the remaining of unplaced objects
1 if Orm = ∅ then
2 solution found
3 while OSP has a next object oi to choose do
4 Fmax↓ ← FSP(oi);
5 if there are unsupported faces then
6 Find possible placements by PSP, backtracks if no possible placement;
7 result← expand(Orm − {oi});
8 if no solution found then
9 try next placement;
10 else
11 while PSP has a next F↑ to choose do
12 p↑ ← k placements by PSP(F↑, Fmax↓ );
13 Instantiate each placement and verify the placement;
14 if stable then
15 result← expand(Orm − {oi});
16 if is saboteur and the node is unfrozen then
17 adjust the placement, freeze the node, and continue the
search;
18 if no solution found then
19 unfreeze the node, and try next placement;
20 else
21 if f acth is not empty then
22 return the saboteur
23 return no solution found;
7.5.1 Spatial representation
We represent the shape of an object as a set of faces (convex polygons). A polyhedron
is represented as a set of its bounding faces. The representation of a cylinder (or cone)
contains the minimum bounding rectangles of its bases and another four equally-
spaced auxiliary polygons at the side of the cylinder. We use the auxiliary polygons
to approximate the region where other objects can contact and support the cylinder.
To create an auxiliary polygon, we select a tangential point p1 between one cylinder
base and its bounding rectangle, and create two vertex points on the same edge of
p1 and are at the equal distance (of a small value) from p1. On the boundary of the
other base, we choose the tangential point p2 that is the closest to p1 and then create
another two vertex points following the same procedure. The four vertex points
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define the auxiliary polygon.
We use a directed graph 〈V, E〉 to represent the structure of a stack of objects,
with each vertex v of the graph representing an object o in the stack. There is an edge
from v1 to v2 if o1 supports o2 via a top-down surface contact. The edge is labeled as
a pair of the contact faces (Fo1↑, Fo2↓). The graph is acyclic as we always add an object
on top of another. We use a vertex vg to represent the ground. We define the support
depth of an object o as the length of the longest path from vg to vo. We update the
support graph whenever an object is added to or removed from the stack.
7.5.2 Forward search
Face selection policy (FSP). Given an object standing on its face F↓, the critical angle
at which the object starts to topple is given by atan( rcd(c,F↓) ), where d(c, F↓) is the
distance between the centroid c and its image cF↓ of the orthogonal projection onto
the plane of F↓, and rc is the supporting radius whose length is the distance between
cF↓ and the closest edge or corner of F↓. When cF↓ /∈ F↓, we set the angle to zero.
Definition 7.9. (Local stability) Given a tilt angle θ, an object o, its supported face Fo↓ and
the supporting face F↑ , let Disθo be the closed disk of center cF↓ and radius tan θ · d(c, F↓), o
is locally stable if Disθo ⊂ F↑ ∩ F↓.
The supporting disk Disθo outlines the region where the vertical projection of the
centroid will fall into with any tilt angle less than θ. Therefore, Dis has to be covered
by the contact region so that the vertical projection of the centroid remains within the
supporting surface, otherwise, a toppling may happen. We denote the disk resulting
from the critical angle as Dismaxo . We sort the faces by their critical angles so that the
face (Fmax↓ ) with maximum critical angle φ
max will be searched first. When φmax is
smaller than the tilt angle, which means the object (self-unstable object) cannot remain
stable only with the support from Fmax↓ . To support a self-unstable object, we identify
the set F→ of side faces where support should be given when o is standing on F↓.
Fi→ is the face that shares an edge with F↓ and the minimum distance between cF↓
and the edge is less than the radius of Disθo . The self-unstable object is unsupported
until all its identified side faces are in contact with other objects. The policy always
chooses the F↓ that requires the fewest side supports as Fmax↓ .
Tray and object selection policy (OSP). The algorithm will choose the object that
has the largest supporting radius as the tray, and use Fmaxtray↓ as the initial supporting
surface. The algorithm sorts the set O of the remaining of unplaced objects by making
pairwise comparison between them: Given two self-stable objects o1 and o2, o1 will
be placed earlier than o2 if putting o1 on o2 is more stable than vice versa. We
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measure the stability of the structure of o1 on top of o2 by calculating the height of
the weighted centroid of the structure:
H(o1, o2) =
wo1 · d1 + wo2 · (d1 + d′1 + d2)
wo1 + wo2
(7.7)
where d1/2 = d(co1/2 , F
max
o1/2↓) and d
′
1 = d(co1 , Fo2↑). We write o1 ≤ o2 if H(o1, o2) ≥
H(o2, o1) or o2 is a self-unstable object while o1 not. It can be proven that the re-
lation ≤ is a total order on O. This ordering will make the algorithm try to place
self-unstable objects first. The reason is that those objects are most likely to cause
instability of a stack, therefore, we want to secure them first before stacking other
objects.
Placement selection policy (PSP). If there are no self-unstable objects in the current
stack, we choose the flattest face from each of the placed objects as candidates of
supporting faces F↑, and sort them in ascending order of their support depth. We
prefer to place objects on faces at a smaller depth because if there is an adjustment
required, it will affect fewer objects. When there are multiple supporting faces at the
same depth, we choose the one with the lowest height.
A placement is represented as a pair of a point p↑ ∈ F↑ and the orientation of
the object. Given a point p↑, we find the spatial transformation 〈T, o〉 that aligns Fo↓
with F↑ by aligning the normals of the faces in the opposite direction with cF↓ at the
same location of p↑. However, there are infinitely many point locations on F↑, and
some of the locations are physically or spatially infeasible for placement. We first
find the physically-sound region R
√
by insetting F↑ with the radius of Disθo . o is
locally stable with any placement of p↑ ∈ R. We then obtain the set of objects that
are supported by F↑ from the support graph, which gives a set F↓ of the supporting
faces that already contact F↑. We offset Fi↓ ∈ F↓ (Minkowski sum) by the radius of
the maximum supporting radius of o. This forms a spatially infeasible region R∅i
within which any placement of o will cause an intersection with the other placed
objects. The final feasible region is given by R f = R
√ − ⋃ R∅i (Figure 7.2(a)), which
can comprise several non-overlapping subregions. We sample k placement points
uniformly from the subregions. When sampling, we approximate a curve of the
boundary of a subregion using a line segment that connects two end points of the
curve. For each placed point, we will try two orientations of the object by rotating it
at the angle of pi2 and pi around the direction vector from cF↓ to c. Given n objects in
the stack, we will test at most 2kn possible placements for each face of the object. To
reduce it, we use only the face Fmax↓ for placement.
If there is an unsupported self-unstable object on a face F↑, we will pick up an
unsupported side face F← from it and choose a side face Fo→ from o that shares the
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Figure 7.2: (a) The top-down view of a placement selection for Fc↓ on FA↑. The radius
r1 of Disθc is 1, the maximum supporting radius r2 of C is 0.5. R f is the shaded area.
We show a placement at p↑ with FC→ touching FB←. (b) the resulting stack.
same edge eo as Fo↓. We align Fo↓ with F↑ and align Fo→ with F←. We then obtain the
line segment S of the intersection between F↑ and F←, and obtain the vector v from
cFo↓ to its closet point on eo (see Figure 7.2(b)). We translate S with −v, the resulting
segment S f is an outer-approximation of the region of possible placements that make
Fo↓ contact F↑ and make Fo→ contact F←. We sample k placement points from S f ∩R f .
We test every possible combination of side faces. i.e, Given n unsupported side faces,
and m available side faces of o, there are at most kmn possible placements. The policy
will discard any placement that cause an intersection with other objects.
7.5.3 Backwards adjustment
When verifying the stability of a structure, we aim to find out places where lacking
supporting forces can cause instability. Possible places are the unsupported vertex
points of Foi↓ of each placed object oi. We add hypothesized normal forces f
h
i at
each identified vertex point, which can be viewed as additional contact points at
the contact surface (Figure 7.3(a)). We create a quadratic program by adding f hi as
unknowns to Eq.7.4 and update the vertex columns Eq.7.3 to include the additional
vertex points. We solve the following quadratic program:
min f h ∑ ‖ f hi ‖2
such that Aeq · x+w = 0
‖ f ni ‖ ≥ 0, ‖ f hi ‖ ≥ 0
‖ f s1‖, ‖ f s2‖ ≤ µ‖ f ni ‖
(7.8)
which minimizes the square sum of the magnitude of the hypothesized normal
forces. We say f hi is activated when ‖ f hi ‖ > 0. The objective value of the program
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fh1
fh2
fh3
fh4
fh5
Figure 7.3: (a) We show each f hi in the stack. The blue object is on the ground. The
shaded regions are the contact surfaces. (b) Visualization of f acth (black dots) found
by the algorithm. The red is the saboteur.
will be zero when a structure is stable without any f hi being activated. When Eq.7.8
has a solution and the objective value is non-zero, we can obtain the set f acth of the
activated forces (Figure 7.3(b)). The saboteur is an object that is supported by forces
in f acth and has the lowest support depth (if there are more than one such objects, we
choose the one at the lowest depth of the search tree). The algorithm then backtracks
to the node where the object has been added and perform the adjustment.
The adjustment is a local optimization procedure that maximizes the area of
Dismaxo ∩ F↑ by iteratively translating the object on the plane P↑ of F↑ without in-
tersecting any other objects. We identify the direction of the translation as follows:
We use the four cardinal directions on P↑, for each vertex point where there is an
activate force, we create a ray from the point in each cardinal direction Diri. We
record Diri when the ray intersects F↑. In the end, we will have a set of cardinal
directions obtained from each vertex point. The algorithm will skip the adjustment
and backtrack to the previous node when the resulting set contains opposite direc-
tions. The vector sum of the cardinal directions gives the translation direction of the
adjustment. To prevent it from over-adjusting an object, once an object o has been
adjusted, we label the node of o as a frozen node. The algorithm will not add any
hypothesized forces at o to Eq. 7.8 in the later search. A node will be unfrozen when
it has been visited again via a normal backtrack.
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7.6 Evaluation
We evaluate the method in Gazebo (gazebosim.org) which is a state of the art simu-
lator used in robotics. The algorithm communicates with Gazebo via ROS[Quigley
et al., 2009]. To test the method, we generate a dataset that will be made public for fu-
ture benchmarking purposes. The dataset contains 180 scenes with a varied number
(denoted as #obj) of objects that have varied shape (cuboid or cylinder), size (large,
medium or small), and density. We randomly sample dimensions of the object from
pre-specified intervals for each size category. We choose density that approximates
the density of wood, water, and stone. A scene contains 20% large-sized objects and
60% medium-sized objects. We prefer more medium-sized objects because having
more small or large objects may trivialise the problem. Small objects have less ef-
fect on the stack while having more large objects can substantially reduce the search
space (just stack on top of another). Each scene has a static table on which the al-
gorithm is expected to stack the objects. We run the algorithm with PSP sampling
five possible placements per selection. We use CGAL[CGAL, 2016] for the geomet-
ric computation and the quadratic programming. We relax the friction constraint in
Eq. 7.4 to ‖ f s1‖, ‖ f s2‖ ≤ W · µ where W is the combined weights of all objects. This
relaxation is common practice [Smith, 2014] to reduce the computation time and can
still guarantee there will be no false negative predictions of the stability. Dealing
with friction is not the focus of this chapter, therefore we use the same µ for all the
objects and set it greater than the tilt angle θ so that instability will be caused by
toppling rather than sliding (when µ < θ, objects can be treated in the same way
as self-unstable objects). We set the time limit per problem instance to 5 minutes.
After the timeout, the algorithm will terminate once it finished expanding the last
node and will return the complete solution or if not found, the best partial solution
(that stacks the most objects). Therefore, this algorithm is also an anytime algorithm
[Zilberstein, 1996]. We verify a solution in Gazebo by placing the object one by one
in the same order they were added during the planning. We check the stability after
each placement. The stack is not stable when any of the objects moves more than
5cm during 2 seconds. After the stacking, we tilt the table and the stack around each
of the rotation axes at the angle of 0.4 radians (maximum pedestrian ramp slope
recommenced by ADA [ADA, 1990] is 0.08 radians). A solution is valid if the stack is
stable in all cases.
Given a scene of less than ten objects, which is a common number of objects found
in robot manipulation tasks, the algorithm can usually find a complete solution (if
it exists) within ten seconds. Here we focus our evaluation on harder scenes (#obj
≥ 10). We generated three groups of scenes with different combinations of objects,
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Cuboid Combo.1 Combo.2
#obj #sim #sol t #sim #sol t #sim #sol t
10
√ √
10
√ √
3 9 0.99 11
15
√
0.99 76 9 0.97 53 9 0.95 62
20 9 0.90 192
√
0.93 166 9 0.92 135
25
√
0.92 259
√
0.97 169 8 0.96 163
30 8 0.7 316 9 0.84 288 9 0.90 283
40 9 0.45 333
√
0.50 315 9 0.51 311
Table 7.1: #obj: number of objects #sim number (max=10) of valid solutions in
Gazebo.
√
indicates all are valid. #sol the average percentage of objects in a de-
tected stacking plan (
√
if a complete solution is detected for every instance). t: time
usage in seconds.
Figure 7.4: (a): initial state of a scene in Combo.2 with 15 objects. (red: stone,
blue: water, yellow: wood). The long slim cylinder is the self-unstable object.(b-c) a
completed stack before and after one tilt
namely, all cuboid (Cuboid). 30% cylinder (Combo.1), and 30% cylinder with self-
unstable objects (Combo.2). For scenes of #obj ≥ 25, to make a scene solvable, we
added a large cuboid which has the maximum allowed width of the category “large".
The result is summarised in Table. 7.1. We generated ten scenes for each entry of the
table. When #obj ≤ 30, the method can stack more than 90% of objects within the
time limit. It usually stacks fewer objects when self-unstable objects are present.
The Cuboid group is harder than other groups. Because cylinders of the same size
category often occupy less space than cuboids and a cylinder only has one orientation
to test. Therefore, having more cuboids makes PSP spend more time on finding valid
placements.
7.7 Conclusion
We formalized and solved a structure planning problem that can be applied to var-
ious areas (as surveyed in the background) where stability reasoning is desired. We
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believe it is an important first step towards building intelligent systems that can suc-
cessfully interact with the physical world. Previously, a common solution employed
by the robotics community was to check the stability in simulation as anything else
would be prohibitively expensive. As most of the solutions found by our method
are valid in the simulator, it makes reasoning about structural stability feasible for
robotics.
7.7.1 Generalization
The next step is to extend the method to account for the grippers of a robot, and in-
tegrate the method with a robot motion planning framework such as MoveIt![Sucan
and Chitta, 2016]. The support graph of a solution can be used as the input to the
existing symbolic manipulation planners. Our method can still be useful with con-
cave objects if we can approximate the centroid of objects with reasonable accuracy.
To handle uncertainty in visual perception, we will use an outer-approximation (e.g.
a minimum bounding polyhedron) of the object for placement selection while only
compute the contact surface for regions that are of high certainty. As a solution also
comes with the support graph of the stack, we will randomly sample structures of
the graph and select the one with the maximum tilt angle. This sets the lower bound
of the robustness of a structure.
Chapter 8
Conclusion
This thesis developed several capabilities that are essential for AI to interact with
virtual environments simulated with realistic physics. The core part of the methods
lies in using the combination of qualitative reasoning and quantitative methods to
solve problems that have immense search spaces. We use qualitative reasoning to
infer promising regions of the search space that may contain a solution, and then
use standard AI techniques to identify the solution (if any) from the regions. In
the following list, we summarize our methods by highlighting the role of qualitative
reasoning plays in reducing the search space of the problems investigated in this
thesis.
• In Chapter 3 we solved a visual perception problem by performing qualitative
spatial reasoning over quantitative representation. Given a set of minimum
bounding rectangles, there is an infinite number of possible instantiations of
general solid rectangles within the bounding rectangles. To reduce the search
space, we use qualitative spatial reasoning to identify instantiations that are
valid under physical (structure should be stable) and spatial (GSRs should be
disjoint) constraints.
• In Chapter 4 we solved an object detection problem by combining qualitative
stability reasoning and the Canny edge detection. Previously, the state-of-art
object detection methods often have to process the entire image (e.g., sliding
windows) to detect objects or require an intensive training procedure to recog-
nize new objects. Instead of searching through the whole image, our method
uses qualitative stability reasoning to identify promising areas in the image
that may contain unknown objects, and the method only needs to learn one
essential object in advance.
• In Chapter 5 we solved a tracking problem by combing the qualitative structural
analysis with the stable marriage algorithm. There is a combinatorial number
of ways to match objects in two consecutive observations. We use qualitative
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spatial reasoning to analyze the structure and to predict the consequence of a
physical impact. This substantially reduces the search space by excluding the
matches that violate the spatial and physical constraints.
• In Chapter 6 we solved an action selection problem by combining qualitative
and quantitative simulations. Given an instance of the hole-in-one problem, one
has to select an action out of an infinite number of actions. To reduce the search
space, we identified equivalence classes of the actions that result in the same
qualitative paths, and a qualitative path (equivalence class) suggests an interval
of angles at which a putt should be made to realize the path. The method only
searches for solutions in those classes of which the qualitative paths reach the
hole.
• In Chapter 7 we solved a structure planning problem by combining qualitative
stability reasoning and quadratic programming. There is an infinite number of
ways to stack a set of objects. To effectively find a plan of stacking, we devel-
oped a qualitative spatial representation of three-dimensional objects (polyhe-
dral and cones), and we represent the structure composed of the objects as a
spatial constraint network. We use this representation to guide the selection of
possible placements and the backwards adjustments.
8.1 Future Work
Our research in this thesis is the first research work that focuses on developing phys-
ical reasoning capabilities for AI. We believe this thesis has significantly contributed
to the research effort towards building intelligent physical systems that can success-
fully interact with the physical world. The next step is to extend and apply our
methods to real-world environments.
8.1.1 Robotics
There has been limited research on developing physical reasoning capabilities in the
robotics community. Current robotics research mainly focuses on navigation, robot
vision and robot motion planning. Most physical reasoning methods in robotics
rely on simulations or ad hoc procedures and scripts. Having developed successful
physical reasoning methods in the simulated environments, we are now in the best
position to tackle physical reasoning problems in real world environments. Some
of our methods are ready to be integrated into existing robotics platforms to endow
robots with the corresponding capabilities. For example, we can integrate the struc-
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ture planning method developed in Chapter 7 with existing robot motion planning
frameworks to enable a household robot to stack objects in reality. Similarly, we can
also apply the action selection method developed in Chapter 6 to teach a robot to
play mini-golf and other similar games.
While our methods have been developed in the domain of simulated environ-
ments, they can be naturally extended to real-world environments as the underlying
physical rules are similar. The methods we will develop for the robotics domain will
be based on the similar methodology we developed in the simulated environments,
mainly use qualitative reasoning in combination with quantitative methods to guide
the search of solutions. In previous chapters, we already discussed possible gen-
eralizations for each of the presented methods. Our methods will allow robots to
perform physical reasoning in a flexible way and our work will also offer the possi-
bility to bridge the gap between theoretical research in KR and practical applications
in robotics.
8.1.2 Transfer Learning from Simulation to Reality
Another future direction is to continue the research in simulated environments,
which aims at developing AI agents that can successfully interact with simulated
physical worlds. The research along this direction may open an opportunity to build-
ing real-world intelligent physical systems by transferring the knowledge gained
through solving similar problems in simulated environments. This requires an in-
tegration of physical reasoning methods, deep reinforcement learning [Mnih et al.,
2015] and transfer learning [Pan and Yang, 2010].
Recent years has seen a rise of deep reinforcement learning in various AI areas,
which solved various AI problems that had been for a long time considered as hard or
even impossible tasks (e.g., defeat top human players of Go [Silver et al., 2016]). Deep
learning [LeCun et al., 2015] has its roots in artificial neural networks [Specht, 1991],
which is composed of multiple layers (deep) of computational units. One main ad-
vantage of deep learning is that it requires minimum feature engineering [Domingos,
2012] and domain-specific knowledge to train models for classification or prediction
tasks. However, the training procedure requires a large amount of data that is of-
ten manually labeled, which limits the applicability of deep learning methods in the
domain (e.g., the structure planning problem) where manually collecting and label-
ing data is infeasible. To overcome this limitation, deep reinforcement learning uses
reinforcement learning algorithms such as Q-learning [Watkins and Dayan, 1992] to
explore the underlying problem domain to generate meaningful data or policies for
the training procedure.
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However, three obstacles prevent from directly applying deep reinforcement learn-
ing to solve real-world physical reasoning problems. First, it is time-consuming for
an agent to make a nontrivial in the real world. For example, it can take around 40
seconds for a robot to place a box on a shelf (see the video provided by [Abdo et al.,
2015]). Second, it is also prohibitively expensive to acquire enough (e.g., hundreds of)
agents(robots) to parallelize the training procedure [James and Johns, 2016]. Third,
it can be even more time-consuming to set up real-world environments or to collect
training data from real-world experiments. To circumvent these obstacles, one may
wish to develop capabilities in simulated environments and then generalize (trans-
fer) the capabilities to real-world environments via transfer learning. For example,
[James and Johns, 2016] used deep Q-learning to train a robotic arm in a manipula-
tion task in a simulated environment and then transfer the knowledge to a real-world
robot.
Our idea of transferring physical reasoning capabilities from simulations to the
real world is inspired by the development of serious games intended for teaching stu-
dents about the real-world physics. Similarly, we can develop an agent with physical
reasoning capabilities in simulated environments and then use transfer learning to
generalize the capabilities to the real world agents. One promising direction is to in-
tegrate our methods with deep reinforcement learning to solve more general physical
reasoning problems in simulated environments. So far, there has been no research
work on using deep reinforcement learning to solve physical reasoning problems.
One relevant work is [Mnih et al., 2013] that proposed a method based on a combi-
nation of deep learning and Q-learning to play a set of Atari games with visual input
only. The Atari games have a finite set of discrete actions, and the game physics
is very simple. However, physical reasoning problems often have continuous action
and state spaces [Van Hasselt, 2012], which renders reinforcement learning algo-
rithms inefficient to explore the problem domain or to identify useful policies. To
overcome this obstacle, we can use our methods to guide reinforcement learning
algorithms in exploring the underlying problem domain. For example, we can inte-
grate our structure planning method with deep Q-learning in a way that the planning
method guides Q-learning by generating possible structure plans (policies), and then
the learning algorithms learn from the identified plans and generalize them to more
complex scenarios.
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