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Abstract
In this paper, firstly, we establish a sufficient condition for a quasi-convex mapping (including quasi-
convex mapping of type A and quasi-convex mapping of type B) f (x) defined on the unit ball in
a complex Banach space. Secondly, sharp estimations of all homogeneous expansions for f are given,
where f (z) = (f1(z), f2(z), . . . , fn(z))′ is a normalized quasi-convex mapping (including quasi-convex
mapping of type A and quasi-convex mapping of type B) defined on the open unit polydisk in Cn,
and Dmfk(0)(zm) = zk(
∑n
l=1 aklmz
m−1
l
), k = 1,2, . . . , n, m = 2,3, . . . , here aklm = ∂
mfk(0)
∂zk∂z
m−1
l
, k, l =
1,2, . . . , n, m = 2,3, . . . .
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In 1999, Roper and Suffridge [6] first introduced the definitions of a quasi-convex mapping
of type A and a quasi-convex mapping of type B on the unit ball in a finite dimensional complex
Banach space. After that, Zhang and Liu [9] introduced the definition of another quasi-convex
mapping on the unit ball in a complex Banach space (including finite dimensional and infinite di-
mensional spaces). For brevity, say the mapping is quasi-convex. They proved that the definitions
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Banach space are the same.
With respect to the criteria for a normalized biholomorphic convex mapping, Roper and Suf-
fridge [6] provided a sufficient condition for a normalized biholomorphic convex mapping on the
open Euclidean unit ball in Cn. In 2003, Zhu [10] gave a concise proof of the above result.
On the other hand, at present, only a few works treat the estimation of homogeneous expan-
sions for subclasses of biholomorphic mappings in the case of several complex variables. The
reader may see [1,4,5,8]. Nevertheless, these estimations still arouse great interest. The reason is
that the estimation of all homogeneous expansions for starlike mappings on the open unit poly-
disk Dn in Cn is analogous with the famous Bieberbach conjecture in the case of one complex
variable.
Conjecture 1.1. (See [1,3].) If f :Dn → Cn is a normalized biholomorphic starlike mapping,
where Dn is the open unit polydisk in Cn, then
‖Dmf (0)(zm)‖
m! m‖z‖
m, z ∈ Dn, m = 2,3, . . . .
Until now, only the case of m = 2 (see [1]) was proved. For the estimations of all homoge-
neous expansions for normalized biholomorphic convex mappings on the unit ball in a complex
Banach space, the analogous results as in the case of one complex variable are not difficult to get
(see [8]). However, with respect to the estimation of homogeneous expansion for quasi-convex
mappings of type A and quasi-convex mappings of type B on the Euclidean unit ball Bn in Cn,
Roper and Suffridge [6] provided a counterexample to point out that the above similar conjecture
does not hold for m = 2, hence we mainly investigate the estimation of homogeneous expan-
sion for quasi-convex mappings (including quasi-convex mappings of type A and quasi-convex
mappings of type B) on Dn in Cn.
In this paper, let X be a complex Banach space with norm ‖.‖, X∗ be the dual space of X, B
be the open unit ball in X, D denote the Euclidean open unit disk in C, Dn represent the open
unit polydisk in Cn. Let ∂Dn be the boundary of Dn, ∂0Dn be the distinguished boundary of Dn.
Let the symbol ′ mean transpose. For each x ∈ X \ {0} we define T (x) = {Tx ∈ X∗: ‖Tx‖ = 1,
Tx(x) = ‖x‖}. From the Hahn–Banach theorem, T (x) is nonempty. Let H(B) be the set of all
holomorphic mappings from B into X. It is well known that if f ∈ H(B), then
f (y) =
∞∑
n=0
1
n!D
nf (x)
(
(y − x)n),
for all y in some neighborhood of x ∈ B , where Dnf (x) is the nth-Fréchet derivative of f at x,
and for n 1,
Dnf (x)
(
(y − x)n)= Dnf (x)(y − x, . . . , y − x︸ ︷︷ ︸
n
).
Moreover, Dnf (x) is a bounded symmetric n-linear mapping from
∏n
j=1 X into X.
A holomorphic mapping f :B → X is said to be biholomorphic if the inverse f −1 exists and
is holomorphic on the open set f (B). A mapping f ∈ H(B) is said to be locally biholomorphic
if the Fréchet derivative Df (x) has a bounded inverse for each x ∈ B . If f :B → X is a holo-
morphic mapping, then f is said to be normalized if f (0) = 0 and Df (0) = I , where I stands
for the identity operator from X into X.
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domain with respect to the origin. Also, a normalized biholomorphic mapping f :B → X is said
to be convex if f (B) is a convex domain.
Definition 1.1. (See [2].) Suppose f :B → X is a normalized locally biholomorphic mapping,
denote
Gf (α,β) = 2α
Tu[(Df (αu))−1(f (αu) − f (βu))] −
α + β
α − β .
If
eGf (α,β) 0, u ∈ ∂B, α,β ∈ D,
then f is said to be quasi-convex of type A.
It is known that a quasi-convex mapping of type A is biholomorphic on B .
Definition 1.2. (See [2].) Suppose f :B → X is a normalized locally biholomorphic mapping. If
e{Tx[(Df (x))−1(D2f (x)(x2)+ Df (x)x)]} 0, x ∈ B,
then f is said to be quasi-convex of type B.
At present, we do not still know whether a quasi-convex mapping of type B is biholomorphic
on B or not.
When X = Cn, Definitions 1.1 and 1.2 introduced by Roper and Suffridge [6].
Definition 1.3. (See [9].) Suppose f :B → X is a normalized locally biholomorphic mapping. If
e{Tx[(Df (x))−1(f (x) − f (ξx))]} 0, x ∈ B, ξ ∈ D,
then f is said to be quasi-convex.
It is known that a quasi-convex mapping is biholomorphic on B .
When X = C, Definitions 1.1–1.3 are the same, that is, a quasi-convex function is equivalent
to a normalized biholomorphic convex function in one complex variable.
Let S(B) denote the set of all normalized biholomorphic mappings on B . Let K(B) be the
set of all normalized biholomorphic convex mappings on B . Let QA(B) (respectively QB(B))
denote the set of all quasi-convex mappings of type A (respectively type B) on B and Q(B) be
the set of all quasi-convex mappings on B .
The purpose of this paper is to establish a sufficient condition for quasi-convex mappings
(including quasi-convex mappings of type A and quasi-convex mappings of type B) on the unit
ball B in a complex Banach space, furthermore, we will obtain sharp estimations of all homoge-
neous expansions for quasi-convex mappings (including quasi-convex mappings of type A and
quasi-convex mappings of type B) defined on the open unit polydisk Dn in Cn, which satisfy a
certain condition.
2. The construction of quasi-convex mappings
In order to prove the main theorem in this section, we need to establish some lemmas.
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spaces, we even have K(B)  Q(B) (see [9]).
Lemma 2.2. (See [6].) Suppose B is the unit ball in Cn, f ∈ S(B). Then F(z) = f (Tu(z))
Tu(z)
z ∈
QA(B) (or QB(B)) if and only if f ∈ K(D), where ‖u‖ = 1.
It is not difficult to prove the following (the details of the proof are omitted here)
Lemma 2.3. Suppose f is a normalized locally biholomorphic mapping on Dn. Then f ∈ Q(Dn)
if and only if
e gj (ξ, z)
zj
 0, z = (z1, . . . , zn)′ ∈ Dn,
where g(ξ, z) = (g1(ξ, z), . . . , gn(ξ, z))′ = (Df (z))−1(f (z) − f (ξz)), z ∈ Dn, ξ ∈ D is a col-
umn vector in Cn, j satisfies |zj | = ‖z‖ = max1kn{|zk|}.
Theorem 2.1. If f ∈ H(B), f (0) = 0, Df (0) = I , and ∑∞m=2 m2‖Dmf (0)‖m!  1, where
‖Dmf (0)‖ = sup‖x(k)‖=1,1km ‖Dkf (0)(x(1), x(2), . . . , x(m))‖, then f ∈ Q(B), furthermore,
f ∈ QA(B) and f ∈ QB(B).
Proof. Since f ∈ H(B) and f (x) = x +∑∞m=2 Dmf (0)(xm)m! , x ∈ B , then
Df (x) = I +
∞∑
m=2
mDmf (0)(xm−1, .)
m! . (2.1)
Also since
∑∞
m=2
m2‖Dmf (0)‖
m!  1, then from (2.1), we obtain∥∥Df (x) − I∥∥ ∞∑
m=2
m‖Dmf (0)‖‖x‖m−1
m! 
1
2
∞∑
m=2
m2‖Dmf (0)‖‖x‖
m! 
‖x‖
2
< 1.
According to Ref. [7], Df (x) = I − (I −Df (x)) exists a bounded inverse operator (Df (x))−1,
and ∥∥(Df (x))−1∥∥ 1
1 − ‖I − Df (x)‖ 
1
1 −∑∞m=2 m‖Dmf (0)‖‖x‖m−1m! . (2.2)
On the other hand,∥∥f (x) − f (ξx) − (1 − ξ)Df (x)x∥∥
=
∥∥∥∥∥
∞∑
m=2
[(1 − ξm) − m(1 − ξ)]Dmf (0)(xm)
m!
∥∥∥∥∥

∞∑
m=2
|(1 − ξm) − m(1 − ξ)|‖Dmf (0)(xm)‖
m!

∞∑ |1 − ξ ||1 − m + ξ + · · · + ξm−1|‖Dmf (0)‖‖x‖m
m!
m=2
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∞∑
m=2
|1 − ξ |2(1 + 2 + · · · + m − 1)‖Dmf (0)‖‖x‖m
m!
=
∞∑
m=2
|1 − ξ |2 m(m−1)2 ‖Dmf (0)‖‖x‖m
m!
 ‖x‖ |1 − ξ |
2
2
(
1 −
∞∑
m=2
m‖Dmf (0)‖‖x‖m−1
m!
)
. (2.3)
So, according to (2.2) and (2.3), ∀ξ ∈ D, we obtain
e{Tx[(Df (x))−1(f (x) − f (ξx))]}
= e{Tx[(Df (x))−1(f (x) − f (ξx) − (1 − ξ)Df (x)x + (1 − ξ)Df (x)x)]}
 ‖x‖e(1 − ξ) − ∣∣Tx[(Df (x))−1(f (x) − f (ξx) − (1 − ξ)Df (x)x)]∣∣
 ‖x‖e(1 − ξ) − ∥∥(Df (x))−1(f (x) − f (ξx) − (1 − ξ)Df (x)x)∥∥
 ‖x‖e(1 − ξ) − ‖x‖
|1−ξ |2
2 (1 −
∑∞
m=2
m‖Dmf (0)‖‖x‖m−1
m! )
1 −∑∞m=2 m‖Dmf (0)‖‖x‖m−1m!
= ‖x‖1 − |ξ |
2
2
 0.
By Definition 1.3, we obtain that f ∈ Q(B). From Lemma 2.1, we deduce that f ∈ QA(B) and
QB(B). This completes the proof. 
Theorem 2.1 tells us that f (x) = x + ∑∞m=2 Dmf (0)(xm)m! ∈ Q(B) (QA(B) and QB(B)) if‖Dmf (0)‖
m! (m = 2,3, . . .) is small enough.
When X = C, B = D, Theorem 2.1 is the same as the corresponding result of normalized
biholomorphic convex function.
When X = Cn, B = Dn, from Theorem 2.1, we immediately obtain the following corollary.
Corollary 2.1. If f ∈ H(Dn), f (0) = 0, Df (0) = I , and ∑∞m=2 m2‖Dmf (0)‖m!  1, where
‖Dmf (0)‖ = sup‖z(k)‖=1,1km ‖Dmf (0)(z(1), z(2), . . . , z(m))‖, then f ∈ Q(Dn), furthermore,
f ∈ QA(Dn) and QB(Dn).
Example 2.1. If
∑n
k=2 |akm|  1m(m−1) , m = 2,3, . . . , then f (z) = (z1 +
∑n
k=2 akmzmk ,
z2, . . . , zn)′ ∈ Q(Dn) (QA(Dn) and QB(Dn)), m = 2,3, . . . .
Proof. Obviously, f is a normalized biholomorphic mapping on Dn. Straightforward computa-
tion shows that(
Df (z)
)−1(
f (z) − f (ξz))
=
(
(1 − ξ)z1 +
(
1 − ξm − m(1 − ξ)) n∑akmzmk , (1 − ξ)z2, . . . , (1 − ξ)zn
)′
.k=2
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e gj (ξ, z)
zj
= e(1 − ξ) 0, (2.4)
where g(z) = (g1(ξ, z), . . . , gj (ξ, z), . . . , gn(ξ, z))′ = (Df (z))−1(f (z) − f (ξz)), ξ ∈ D; if
|zk| < |z1|, k = 2, . . . , n, then
e g1(ξ, z)
z1
= e
[
(1 − ξ) +
∑n
k=2 akmzmk
z1
(
1 − ξm − m(1 − ξ))]
e(1 − ξ) −
(
n∑
k=2
|akm|
)
|1 − ξ |∣∣1 − m + ξ + ξ2 + · · · + ξm−1∣∣
e(1 − ξ) −
(
n∑
k=2
|akm|
)
m(m − 1)
2
|1 − ξ |2
e(1 − ξ) − 1
2
|1 − ξ |2 = e(1 − ξ) − 1
2
(
1 − 2e ξ + |ξ |2)
= 1
2
(
1 − |ξ |2) 0, (2.5)
where g(ξ, z) = (g1(ξ, z), . . . , gj (ξ, z), . . . , gn(ξ, z))′ = (Df (z))−1(f (z) − f (ξz)), ξ ∈ D. So
from Lemma 2.3, (2.4) and (2.5), we conclude that f (z) = (z1 + ∑nk=2 akmzmk , z2, . . . , zn)′ ∈
Q(Dn), m = 2,3, . . . . Also from Lemma 2.1, we have that f ∈ QA(Dn) and QB(Dn),
m = 2,3, . . . . This completes the proof. 
Obviously, each z1 +∑nk=2 akmzmk (m = 2,3, . . .) cannot be written as the form of z1g1(z),
where g1(z) ∈ H(Dn), Example 2.1 shows that the following Remark 2.1 is invalid.
Remark 2.1. If f (z) ∈ Q(Dn) (QA(Dn) or QB(Dn)), then f (z) = (z1g1(z), z2g2(z),
. . . , zngn(z))
′
, where gk(z) ∈ H(Dn), k = 1,2, . . . , n.
By Lemmas 2.1 and 2.2, we immediately deduce the following example.
Example 2.2. If f (z) = ( z11−z1 ,
z2
1−z1 , . . . ,
zn
1−z1 )
′,then f (z) ∈ Q(Dn) (QA(Dn) and QB(Dn)).
3. Sharp estimations of all homogeneous expansions for quasi-convex mappings
In order to get the main theorem in this section, it is necessary to establish the following
lemma.
Lemma 3.1. If f (z) is a normalized locally biholomorphic mapping on Dn, and g(z) =
(Df (z))−1(D2f (z)(z2) + Df (z)z) ∈ H(Dn), then
D2f (0)(z2) = 1 · D
2g(0)(z2)
,
2! 2 2!
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mf (0)(zm)
m! =
Dmg(0)(zm)
m! +
2D2f (0)(z, D
m−1g(0)(zm−1)
(m−1)! )
2!
+ · · · + (m − 1)D
m−1f (0)(zm−2, D
2g(0)(z2)
2! )
(m − 1)! ,
z ∈ Dn, m = 3,4, . . . .
Proof. Since g(z) = (Df (z))−1(D2f (z)(z2) + Df (z)z) ∈ H(Dn), then
D
(
Df (z)z
)
z = D2f (z)(z2)+ Df (z)z = Df (z)g(z).
Therefore,
z + 4
2!D
2f (0)
(
z2
)+ · · · + m2
m! D
mf (0)
(
zm
)+ · · ·
=
(
I + 2
2!D
2f (0)(z, .) + · · · + m
m!D
mf (0)
(
zm−1, .
)+ · · ·)
·
(
Dg(0)z + D
2g(0)(z2)
2! + · · · +
Dmg(0)(zm)
m! + · · ·
)
.
Comparing with the homogeneous expansion of two sides of the above equality, we have
Dg(0)z = z, 4
2!D
2f (0)
(
z2
)= D2g(0)(z2)
2! +
2
2!D
2f (0)
(
z,Dg(0)z
)
,
m2
m! D
mf (0)
(
zm
)= Dmg(0)(zm)
m! +
2D2f (0)(z, D
m−1g(0)(zm−1)
(m−1)! )
2!
+ · · · + (m − 1)D
m−1f (0)(zm−2, D
2g(0)(z2)
2! )
(m − 1)! +
m
m!D
mf (0)
(
zm
)
,
m = 3,4, . . . .
This implies that
D2f (0)(z2)
2! =
1
2
· D
2g(0)(z2)
2! ,
m(m − 1)D
mf (0)(zm)
m! =
Dmg(0)(zm)
m! +
2D2f (0)(z, D
m−1g(0)(zm−1)
(m−1)! )
2!
+ · · · + (m − 1)D
m−1f (0)(zm−2, D
2g(0)(z2)
2! )
(m − 1)! ,
z ∈ Dn, m = 3,4, . . . .
This completes the proof. 
Lemma 3.2. (See [5].) Suppose g(z) = (g1(z), g2(z), . . . , gn(z))′ ∈ H(Dn), g(0) = 0,
Dg(0) = I . If e gj (z)
zj
 0, z ∈ Dn, where |zj | = ‖z‖ = max1kn{|zk|}, then
‖Dmg(0)(zm)‖
m!  2‖z‖
m, z ∈ Dn, m = 2,3, . . . .
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Lemma 3.3. Suppose f is a normalized locally biholomorphic mapping on Dn. Then f ∈
QB(D
n) if and only if
e gj (z)
zj
 0, z = (z1, . . . , zn)′ ∈ Dn,
where g(z) = (g1(z), . . . , gn(z))′ = (Df (z))−1(D2f (z)(z2)+Df (z)z) is a column vector in Cn,
j satisfies |zj | = ‖z‖ = max1kn{|zk|}.
Now we can prove the following theorem.
Theorem 3.1. If f ∈ QB(Dn) (QA(Dn) or Q(Dn)), and Dmfk(0)(zm) = zk(∑nl=1 aklmzm−1l ),
z ∈ Dn, k = 1,2, . . . , n, m = 2,3, . . . , where aklm = ∂mfk(0)
∂zk∂z
m−1
l
, k, l = 1,2, . . . , n, m = 2,3, . . . ,
then
‖Dmf (0)(zm)‖
m!  ‖z‖
m, z ∈ Dn, m = 2,3, . . . .
The above estimations are sharp.
Proof. Suppose f ∈ QB(Dn), ∀z ∈ Dn \ {0}, denote z0 = z‖z‖ . According to Lemmas 3.1 (the
case of m = 2), 3.2 (the case of m = 2) and 3.3, we obtain
‖D2f (0)(z2)‖
2!  ‖z‖
2, z ∈ Dn.
That is, the desired result holds.
Assume that
‖Dsf (0)(zs)‖
s!  ‖z‖
s , z ∈ Dn, s = 2,3, . . . ,m. (3.1)
From (3.1), we have∥∥Dsf (0)(zs0)∥∥ s!. (3.2)
Also since Dsfk(0)(zs) = zk(∑nl=1 aklszs−1l ), z ∈ Dn, k = 1,2, . . . , n, s = 2,3, . . . ,m, where
akls = ∂sfk(0)
∂zk∂z
s−1
l
, k, l = 1,2, . . . , n, s = 2,3, . . . ,m, therefore, by (3.2), we obtain∣∣∣∣∣ zj‖z‖
(
n∑
l=1
ajls
(
zl
‖z‖
)s−1)∣∣∣∣∣=
∣∣∣∣∣
n∑
l=1
ajls
(
zl
‖z‖
)s−1∣∣∣∣∣ s!,
where |zj | = ‖z‖ = max1kn{|zk|}. Especially, when zl = e−
iαl
s−1 ‖z‖, where al = argajls ,
l = 1,2, . . . , n, it yields that
n∑
l=1
|ajls | s!. (3.3)
Denote w = Dm−s+2g(0)(zm−s+2) , s = 2,3, . . . ,m, ∀λ ∈ D, we obtain
(m−s+2)!
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(
z + λw
2
,
z + λw
2
, . . . ,
z + λw
2︸ ︷︷ ︸
s
)
= D
sfj (0)(zs)
2s
+ sD
sfj (0)(zs−1,w)
2s
λ + · · · + D
sfj (0)(ws)
2s
λs, (3.4)
where j satisfies |zj | = ‖z‖ = max1kn{|zk|}. Note that Dsfk(0)(zs) = zk(∑nl=1 aklszs−1l ),
z ∈ Dn, k = 1,2, . . . , n, s = 2,3, . . . ,m, hence
Dsfj (0)
(
z + λw
2
,
z + λw
2
, . . . ,
z + λw
2︸ ︷︷ ︸
s
)
= zj + λwj
2s
n∑
l=1
ajls(zl + λwl)s−1
= zj
2s
(
n∑
l=1
ajlsz
s−1
l
)
+ (s − 1)zj (
∑n
l=1 ajlsz
s−2
l wl) + wj(
∑n
l=1 ajlsz
s−1
l )
2s
λ
+ · · · + wj(
∑n
l=1 ajlsw
s−1
l )
2s
λs. (3.5)
Comparing the coefficient of the right sides of (3.4) and (3.5) with respect to λ, we have
Dsfj (0)
(
zs−1,w
)= 1
s
[
(s − 1)zj
(
n∑
l=1
ajlsz
s−2
l wl
)
+ wj
(
n∑
l=1
ajlsz
s−1
l
)]
. (3.6)
From Lemma 3.2, (3.3) and (3.6), we obtain∣∣∣∣Dsfj (0)
(
zs−10 ,
Dm−s+2g(0)(zm−s+20 )
(m − s + 2)!
)∣∣∣∣
= 1
s
∣∣∣∣∣(s − 1) zj‖z‖
(
n∑
l=1
ajls
(
zl
‖z‖
)s−2 Dm−s+2gl(0)(zm−s+20 )
(m − s + 2)!
)
+ D
m−s+2gj (0)(zm−s+20 )
(m − s + 2)!
(
n∑
l=1
ajls
(
zl
‖z‖
)s−1)∣∣∣∣∣
 1
s
[
(s − 1)
∣∣∣∣∣
n∑
l=1
ajls
(
zl
‖z‖
)s−2 Dm−s+2gl(0)(zm−s+20 )
(m − s + 2)!
∣∣∣∣∣
+ |D
m−s+2gj (0)(zm−s+20 )|
(m − s + 2)!
∣∣∣∣∣
n∑
l=1
ajls
(
zl
‖z‖
)s−1∣∣∣∣∣
]
 1
s
[
(s − 1)
n∑
l=1
|ajls |
( |zl |
‖z‖
)s−2 |Dm−s+2gl(0)(zm−s+20 )|
(m − s + 2)!
+ |D
m−s+2gj (0)(zm−s+20 )|
(m − s + 2)!
n∑
|ajls |
( |zl |
‖z‖
)s−1]
 1
s
[
2(s − 1)s! + 2 · s!]= 2 · s!.l=1
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(
zs−10 ,
Dm−s+2g(0)(zm−s+20 )
(m − s + 2)!
)∣∣∣∣ 2 · s!, z0 ∈ ∂Dn. (3.7)
Especially, when z0 ∈ ∂0Dn, by (3.7), it yields that∣∣∣∣Dsfk(0)
(
zs−10 ,
Dm−s+2g(0)(zm−s+20 )
(m − s + 2)!
)∣∣∣∣ 2 · s!, k = 1,2, . . . , n. (3.8)
In view of Dsfk(0)(zs−1, D
m−s+2g(0)(zm−s+2)
(m−s+2)! ) ∈ H(Dn), k = 1,2, . . . , n, by the maximum mod-
ulus theorem of holomorphic functions on the unit polydisk and (3.8), we obtain∣∣∣∣Dsfk(0)
(
zs−10 ,
Dm−s+2g(0)(zm−s+20 )
(m − s + 2)!
)∣∣∣∣ 2 · s!, z0 ∈ ∂Dn, k = 1,2, . . . , n.
We conclude that∥∥∥∥Dsf (0)
(
zs−10 ,
Dm−s+2g(0)(zm−s+20 )
(m − s + 2)!
)∥∥∥∥ 2 · s!.
That is,∥∥∥∥Dsf (0)
(
zs−1, D
m−s+2g(0)(zm−s+2)
(m − s + 2)!
)∥∥∥∥ 2 · s!‖z‖m+1,
z ∈ Dn, s = 2,3, . . . ,m. (3.9)
From Lemma 3.2 and (3.9), we have
(m + 1)m‖Dm+1f (0)(zm+1)‖
(m + 1)!
 ‖D
m+1g(0)(zm+1)‖
(m + 1)! +
2‖D2f (0)(z, Dmg(0)(zm)
m! )‖
2!
+ · · · + (m − 1)‖D
m−1f (0)(zm−2, D
3g(0)(z3)
3! )‖
(m − 1)! +
m‖Dmf (0)(zm−1, D2g(0)(z2)2! )‖
m!
 2‖z‖m+1 + 2 · 2‖z‖m+1 + · · · + (m − 1) · 2‖z‖m+1 + m · 2‖z‖m+1
= (m + 1)m‖z‖m+1.
That is,
‖Dm+1f (0)(zm+1)‖
(m + 1)!  ‖z‖
m+1, z ∈ Dn.
Therefore, the desired result holds. By Lemma 2.1, the desired result for f ∈ QA(Dn) or Q(Dn)
also holds. This completes the proof. 
According to Example 2.2, it is not difficult to verify
f (z) =
(
z1
,
z2
, . . . ,
zn
)′
, z ∈ Dn,
1 − z1 1 − z1 1 − z1
X. Liu / J. Math. Anal. Appl. 335 (2007) 43–55 53satisfies the condition of Theorem 3.1. Taking z = (r,0, . . . ,0)′ (0 r < 1), then
‖Dmf (0)(zm)‖
m! = r
m, m = 2,3, . . . .
Hence the estimations of Theorem 3.1 are sharp.
From Lemmas 3.1 and 3.2, it is not difficult to deduce the following (the details of the proof
are omitted here)
Remark 3.1. If f ∈ QB(Dn) (QA(Dn) or Q(Dn)), then
‖D2f (0)(z2)‖
2!  ‖z‖
2, z ∈ Dn.
The above estimation is sharp.
When X = C, B = D, Theorem 3.1 is the same as the corresponding result of normalized
biholomorphic convex functions.
According to Theorem 3.1, we can prove the following corollaries.
Corollary 3.1. If f ∈ QB(Dn) (QA(Dn) or Q(Dn)), and Dmfk(0)(zm) = zk(∑nl=1 aklmzm−1l ),
z ∈ Dn, k = 1,2, . . . , n, m = 2,3, . . . , where aklm = ∂mfk(0)
∂zk∂z
m−1
l
, k, l = 1,2, . . . , n, m = 2,3, . . . ,
then ∥∥f (z)∥∥ ‖z‖
1 − ‖z‖ , z ∈ D
n.
The above estimation is sharp.
Proof. From Theorem 3.1, we obtain
‖Dmf (0)(zm)‖
m!  ‖z‖
m, z ∈ Dn, m = 2,3, . . . .
Also,
f (z) = z +
∞∑
m=2
Dmf (0)(zm)
m! ,
hence,∥∥f (z)∥∥ ‖z‖ + ∞∑
m=2
‖Dmf (0)(zm)‖
m! 
∞∑
m=1
‖z‖m = ‖z‖
1 − ‖z‖ .
That is,∥∥f (z)∥∥ ‖z‖
1 − ‖z‖ , z ∈ D
n.
This completes the proof. 
Corollary 3.2. If f ∈ QB(Dn) (QA(Dn) or Q(Dn)), and Dmfk(0)(zm) = zk(∑nl=1 aklmzm−1l ),
z ∈ Dn, k = 1,2, . . . , n, m = 2,3, . . . , where aklm = ∂mfk(0)
∂zk∂z
m−1
l
, k, l = 1,2, . . . , n, m = 2,3, . . . ,
then ∥∥Df (z)z∥∥ ‖z‖
(1 − ‖z‖)2 , z ∈ D
n.
The above estimation is sharp.
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‖Dmf (0)(zm)‖
m!  ‖z‖
m, z ∈ Dn, m = 2,3, . . . .
Also,
Df (z)z = z +
∞∑
m=2
mDmf (0)(zm)
m! ,
hence,
∥∥Df (z)z∥∥ ‖z‖ + ∞∑
m=2
m‖Dmf (0)(zm)‖
m! 
∞∑
m=1
m‖z‖m = ‖z‖
(1 − ‖z‖)2 .
That is,∥∥Df (z)z∥∥ ‖z‖
(1 − ‖z‖)2 , z ∈ D
n.
This completes the proof. 
According to Example 2.2, it is not difficult to verify
f (z) =
(
z1
1 − z1 ,
z2
1 − z1 , . . . ,
zn
1 − z1
)′
, z ∈ Dn,
satisfies the condition of Corollaries 3.1 and 3.2. Taking z = (r,0, . . . ,0)′ (0 r < 1), then∥∥f (z)∥∥= r
1 − r ,
∥∥Df (z)z∥∥= r
(1 − r)2 .
Hence the estimations of Corollaries 3.1 and 3.2 are sharp.
Corollaries 3.1 and 3.2 show that the upper bounds of growth theorem and distortion theorem
for a normalized quasi-convex mapping (including quasi-convex mapping of type A and quasi-
convex mapping of type B) f (z) hold, where f (z) satisfies Dmfk(0)(zm) = zk(∑nl=1 aklmzm−1l ),
z ∈ Dn, k = 1,2, . . . , n, m = 2,3, . . . , here aklm = ∂mfk(0)
∂zk∂z
m−1
l
, k, l = 1,2, . . . , n, m = 2,3, . . . .
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