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−→pi = (pi,1, pi,2, pi,3, · · · , pi,N)T (3.1)






























































































































データセット Lab1 Lab2 Home1 Home2
ウェブメール 2,969,403 3,447,775 2,570,381 3,037,345
画像検索 14,828,386 6,394,557 15,328,888 15,666,857
マップ 12,720,228 9,097,692 10,545,722 10,657,183
検索 2,032,689 2,510,026 2,261,699 2,660,159
動画共有 6,079,442 5,955,238 204,898,983 83,424,239
表 3.2: データセットのフロー数
ネットワーク 学内 自宅
データセット Lab1 Lab2 Home1 Home2
ウェブメール 45 41 43 48
画像検索 405 248 758 715
マップ 393 246 439 398
検索 32 38 59 71







に Internet Explorer 8.0を用い，パケットキャプチャツールであるWireshark[10]を利用
して行った．
実験に用いるデータセットについて，各アプリケーションごとに，表 3.1にバイトサイ








































学習データ Lab1 Lab2 Home1 Home2
テストデータ Lab2 Lab1 Home2 Home1
ウェブメール 90.24 84.44 89.58 93.02
画像検索 88.31 90.86 97.76 23.88
マップ 90.24 90.59 41.46 49.43
検索 84.21 78.13 85.92 86.44
動画共有 89.30 69.15 86.56 92.75
TOTAL 89.08 86.06 80.16 48.83






















ウェブメール 画像検索 マップ 検索 動画共有 ［％］
ウェブメール 40 0 0 0 3 93.02
ラ 画像検索 0 181 565 6 6 23.88
ベ マップ 7 7 217 1 207 49.43
ル 検索 0 3 3 51 2 86.44











































































































































学習データ Lab1 Lab1 Lab2 Lab2
Home1 Home2 Home1 Home2
テストデータ Lab2 Lab2 Lab1 Lab1
Home2 Home1 Home2 Home1
ウェブメール 89.89 91.67 86.02 92.05
画像検索 89.72 41.75 90.71 49.18
マップ 61.49 62.48 65.36 67.31
検索 87.16 86.60 83.50 86.81
動画共有 86.79 89.19 80.24 84.40
TOTAL 81.06 61.55 80.56 64.34

















































図 3.9: N によるTOTAL，AVERAGEのグラフ
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表 3.7: N によるアプリケーションごとの識別率［％］
次元数N 5 6 7 8 9 10
gmail 85.37 80.49 90.24 90.24 90.24 90.24
img-search 9.06 12.45 14.34 12.08 86.92 88.31
map 89.17 93.14 88.81 88.81 85.28 90.24
search 46.34 82.93 80.49 78.05 80.00 84.21














Lab1/Lab2でN = 5～10とした場合の各アプリケーションごとの識別率を，表 3.7に
示す．この表から，N が 5→ 6になるときに検索の識別率が，N が 8→ 9になるときに画
像検索の識別率が大きく上昇することがわかった．
まずは，次元数：Nを 5→ 6とした場合の画像検索について考察を行う．ここで，Lab1
の検索の特徴量の pi,4と pi,6の二次元ヒストグラムを，図 3.14に，Lab1の画像検索の特












































































































表 3.8: Lab1の画像検索のフローに最小 distanceを与える Lab2のフロー
pi,1 pi,2 pi,3 pi,4 pi,5 pi,6 pi,7 pi,8 pi,9 pi,10
Lab1:画像検索 -66 66 -54 -724 60 1484 1484 -54 1088 1484
Lab1:マップ -66 66 -54 -720 60 1484 1484 -54 1180 1484
Lab2:画像検索 -66 66 -54 -717 60 1484 1484 -54 1088 1484
-66 66 -54 -709 60 1484 1484 -54 1089 1484
-66 66 -54 -711 60 1484 1484 -54 1086 1484
を 6とした場合に，図 3.14-3.15からわかるように pi,6の値で差異化されたことから，検
索のフローが正しく識別されることがわかった．
次に，次元数：N を 8→ 9とした場合の画像検索について考察を行う．表 3.8は，次元













































 1 if |FSi − FSj| < S2 ,0 otherwise.


















L) = 1となるように正規化したフローの同時発生数のヒストグラムH(FC | L)を作成し，






















































































































ここでは，S = 1.0と固定し，W を 100, 200, 500, 1000, 2000, 5000, · · · , 105と変化させ，
提案手法 1を用いて識別した結果について述べる．表 4.1は，各識別実験での識別率の一
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表 4.1: W を変化させた場合の識別結果［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
TOTAL old 89.08 86.06 80.16 48.83 72.58
W=100 89.61 83.83 81.52 50.98 73.30
W=200 89.74 84.01 81.65 53.13 74.10
W=500 89.21 83.74 82.17 57.18 75.43
W=1000 87.37 82.53 84.19 68.47 79.19
W=2000 85.00 82.62 86.66 73.37 81.21
W=5000 83.29 79.37 87.96 83.31 83.89
W=10000 81.97 79.28 88.29 83.13 83.71
W=20000 79.74 76.12 88.42 84.05 83.03
W=50000 76.97 72.30 87.96 83.80 81.57
W=100000 76.58 71.65 87.12 83.87 81.13
AVERAGE old 88.46 82.63 80.26 69.10 80.11
W=100 88.81 81.04 81.47 70.06 80.34
W=200 88.51 81.14 81.54 72.17 80.84
W=500 87.78 81.42 81.89 74.07 81.29
W=1000 84.63 80.43 83.06 79.24 81.84
W=2000 83.50 80.53 84.14 81.78 82.49
W=5000 81.66 78.60 85.27 87.41 83.23
W=10000 80.72 78.45 85.52 87.20 82.97
W=20000 79.35 76.66 85.22 87.86 82.27
W=50000 76.27 72.85 84.74 87.31 80.29








































































































学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
TOTAL old 89.08 86.06 80.16 48.83 72.58
G=0 84.87 77.97 89.13 77.67 82.35
G=1 86.97 88.66 89.39 72.64 83.41
G=2 87.37 90.33 88.42 71.72 83.23
G=3 87.63 90.15 88.48 69.88 82.65
G=4 88.16 90.06 88.48 69.88 82.71
G=5 89.21 90.24 88.87 69.51 82.91
G=6 89.61 89.87 89.07 69.26 82.87
G=7 89.61 89.68 88.42 69.26 82.63
G=8 89.47 89.68 87.57 68.65 82.15
G=9 89.74 89.78 87.31 68.65 82.13
G=10 90.13 89.78 87.05 67.98 81.89
G=11 90.39 89.78 86.66 67.55 81.67
G=12 90.53 89.59 86.53 67.73 81.67
G=13 90.26 89.41 86.21 67.24 81.33
G=14 90.13 89.31 85.88 67.42 81.25
G=15 90.13 89.13 85.69 66.87 80.97
G=16 90.00 88.94 85.17 66.93 80.77
G=17 90.00 88.85 84.84 66.75 80.59
G=18 90.00 88.66 84.52 65.83 80.15
G=19 90.00 88.57 84.06 65.77 79.97
G=20 90.26 88.57 83.80 65.77 79.93
29
表 4.3: Gを変化させた場合の識別結果（AVERAGE）［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
AVERAGE old 88.46 82.63 80.26 69.10 80.11
G=0 83.60 77.09 88.92 83.88 83.37
G=1 87.74 84.58 88.58 82.59 85.87
G=2 87.96 87.45 87.84 81.79 86.26
G=3 88.07 87.59 87.87 80.81 86.08
G=4 88.42 87.54 88.13 80.85 86.23
G=5 89.09 87.69 88.43 80.33 86.38
G=6 89.33 87.44 88.37 79.85 86.25
G=7 89.33 87.29 87.85 79.87 86.09
G=8 89.25 87.29 87.20 79.43 85.79
G=9 89.41 87.34 86.98 79.43 85.79
G=10 89.66 87.30 86.78 78.97 85.68
G=11 89.90 87.30 86.48 78.68 85.59
G=12 89.98 87.10 86.15 78.84 85.51
G=13 89.37 86.95 85.90 78.64 85.21
G=14 89.29 86.90 85.66 78.81 85.16
G=15 89.29 86.75 85.51 78.60 85.04
G=16 89.21 86.60 85.11 78.64 84.89
G=17 89.21 86.54 84.86 78.52 84.78
G=18 89.21 84.77 84.63 78.07 84.17
G=19 89.21 84.67 84.09 78.03 84.00


















































OVERALLの項では，G = 1でTOTALが最大，G = 5でAVERAGEが最大となって
おり，フローの同時発生数を考慮しない oldの識別率と比較して，前者が+10.83%とな















表 4.4: Sを変化させた場合の識別結果（W = 5000）［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
TOTAL S=1.0 83.29 79.37 87.96 83.31 83.89
S=0.5 84.21 82.43 84.32 80.67 82.71
S=0.2 88.03 84.29 82.95 80.80 83.31
S=0.1 84.87 84.11 81.65 79.39 81.93
S=0.05 86.18 82.71 81.46 63.25 76.51
S=0.02 90.39 82.62 80.55 59.82 75.73
S=0.01 90.00 81.97 80.87 54.17 73.80
S=0.005 89.61 85.69 80.48 52.82 73.98
S=0.002 88.82 85.87 80.16 49.14 72.60
S=0.001 88.29 85.50 80.16 49.57 72.58
S=0.0005 88.82 86.06 80.16 49.08 72.62
S=0.0002 89.08 85.87 80.16 48.96 72.58
S=0.0001 89.08 86.06 80.16 48.83 72.58
AVERAGE S=1.0 81.66 78.60 85.27 87.41 83.23
S=0.5 81.82 80.25 82.12 87.08 82.82
S=0.2 83.84 81.18 82.36 86.67 83.51
S=0.1 82.68 81.37 80.63 85.79 82.62
S=0.05 85.94 80.97 81.22 78.81 81.73
S=0.02 88.94 80.80 80.39 75.92 81.51
S=0.01 88.67 80.34 80.89 72.92 80.71
S=0.005 88.76 82.37 80.67 71.58 80.85
S=0.002 88.28 82.43 80.26 69.24 80.05
S=0.001 87.95 82.23 80.26 69.42 79.96
S=0.0005 88.30 82.63 80.26 69.21 80.10
S=0.0002 88.46 82.53 80.26 69.16 80.10



























































の識別実験での識別結果を比較する．提案手法は，S = 1.0としてW = 5000で提案手法




の項が提案手法 1，G = 1, G = 5の項が提案手法 2の識別結果を表す．この表より，デー
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表 4.5: Sを変化させた場合の識別結果（G = 5）［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
TOTAL S=1.0 89.21 90.24 88.87 69.51 82.91
S=0.5 89.61 89.13 87.96 70.92 82.91
S=0.2 89.47 87.55 83.54 70.49 81.05
S=0.1 89.08 87.08 81.72 66.13 78.91
S=0.05 90.26 85.59 81.91 57.24 75.93
S=0.02 91.18 85.69 80.94 53.62 74.62
S=0.01 89.08 86.90 81.00 53.44 74.52
S=0.005 89.08 87.45 80.87 51.96 74.12
S=0.002 89.74 87.08 80.16 48.83 72.90
S=0.001 89.21 86.52 80.22 48.83 72.72
S=0.0005 89.08 86.25 80.16 48.83 72.62
S=0.0002 89.08 86.06 80.16 48.83 72.58
S=0.0001 89.08 86.06 80.16 48.83 72.58
AVERAGE S=1.0 89.09 87.69 88.43 80.33 86.38
S=0.5 89.38 86.69 87.21 80.46 85.94
S=0.2 88.45 85.95 83.82 80.19 84.60
S=0.1 88.26 84.40 82.54 78.20 83.35
S=0.05 89.39 84.71 82.53 74.62 82.82
S=0.02 89.91 83.81 81.52 72.62 81.96
S=0.01 88.51 84.60 81.48 71.74 81.58
S=0.005 88.52 84.17 80.88 70.83 81.10
S=0.002 88.89 83.18 80.28 69.10 80.36
S=0.001 88.54 83.03 80.31 69.10 80.25
S=0.0005 88.46 82.88 80.26 69.10 80.18
S=0.0002 88.46 82.63 80.26 69.10 80.11
S=0.0001 88.46 82.63 80.26 69.10 80.11
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表 4.6: 第 3章の識別結果との比較［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
TOTAL old 89.08 86.06 80.16 48.83 72.58
W=5000 83.29 79.37 87.96 83.31 83.89
G=1 86.97 88.66 89.39 72.64 83.41
AVERAGE old 88.46 82.63 80.26 69.10 80.11
W=5000 81.66 78.60 85.27 87.41 83.23















































































































c(i, j) · s(i, j) (5.4)
c(i, j) =
 1 if i′s exemplar is j,0 otherwise.
ここで，s(i, j)はデータ iのデータ jに対する類似度を表し，0を最大として，負の値










r(i, j) = s(i, j)−max
k





max(0, r(k, j)) i = j,
min(0, r(j, j) +
∑
k ̸=i,j




step.1 設定として，類似度 s(i, j)にユークリッド距離の負の値を与える．また，類似
度 s(i, j)を行列とした場合，対角成分にあたる s(i, i)に preferenceの値を与える．
preferenceには，任意の値が設定可能であり，クラスタ数を間接的に支配するパラ
メータである．
step.2 全ての a(i, j)に対して，a(i, j) = 0で初期化を行う．
step.3 r(i, j)を，式 (5.5)から更新する．このとき，メッセージ更新の振動を防ぐため，
係数：dampfactが与えられており，
（現在のメッセージ） = dampfact ·（古いメッセージ）
+ (1− dampfact) ·（新しいメッセージ）
と，メッセージ更新の減衰処理を行う．
step.4 a(i, j)を，式 (5.6)から更新する．また，step.3と同様に，メッセージの更新には
減衰処理が行われている．








































ある．識別結果から，OVERALLのTOTALの avgが最大となるのはK = 1000のとき，




















学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
TOTAL template 83.29 79.37 87.96 83.31 83.89
avg K=10 69.98 70.32 76.96 75.30 73.93
K=20 72.60 71.05 80.05 79.27 76.73
K=50 74.24 71.36 83.77 83.29 79.50
K=100 78.91 75.03 86.89 81.43 81.35
K=200 83.23 77.86 87.47 80.78 82.58
K=500 83.28 78.73 87.76 82.32 83.36
K=1000 83.17 79.03 88.06 82.92 83.70
max K=10 78.82 79.37 83.93 84.60 82.39
K=20 83.68 80.67 85.36 88.22 85.03
K=50 84.34 83.18 88.68 88.96 86.93
K=100 84.87 82.34 91.09 89.63 87.79
K=200 85.66 81.13 90.24 86.20 86.27
K=500 85.13 80.76 90.05 86.20 86.05
K=1000 85.00 80.58 89.20 85.40 85.47
min K=10 49.34 50.56 63.24 59.02 57.03
K=20 51.58 52.23 68.05 63.19 60.56
K=50 58.82 52.04 75.02 69.39 65.78
K=100 66.71 59.29 80.03 65.83 68.92
K=200 78.55 70.82 82.11 70.61 75.39
K=500 80.92 76.02 85.10 79.20 80.59
K=1000 81.18 77.04 86.34 80.06 81.51
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表 5.2: K-means：Kによる識別結果（AVERAGE）［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
AVERAGE template 81.66 78.60 85.27 87.41 83.23
avg K=10 74.91 74.86 79.55 78.68 77.00
K=20 77.31 75.10 81.89 82.67 79.24
K=50 77.81 74.86 84.82 87.00 81.12
K=100 79.52 76.52 87.08 86.92 82.51
K=200 81.74 77.88 86.95 86.70 83.32
K=500 81.72 78.23 86.47 87.42 83.46
K=1000 81.59 78.37 86.14 87.61 83.43
max K=10 83.65 81.23 85.09 86.85 84.21
K=20 86.00 81.69 86.12 89.65 85.86
K=50 87.12 82.88 89.33 91.02 87.59
K=100 86.31 81.80 90.54 91.92 87.64
K=200 86.55 81.78 89.96 89.88 87.04
K=500 83.30 81.17 88.73 90.11 85.83
K=1000 83.00 81.27 88.19 89.39 85.46
min K=10 59.66 64.12 69.87 69.72 65.84
K=20 63.32 62.82 73.45 72.09 67.92
K=50 65.47 63.06 78.26 78.31 71.27
K=100 71.87 68.16 81.26 78.63 74.98
K=200 78.41 73.44 81.93 81.47 78.81
K=500 79.53 76.58 82.93 84.50 80.88
K=1000 79.55 76.91 82.55 85.23 81.06
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表 5.3: K-means：P による識別結果（TOTAL）［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
TOTAL template 83.29 79.37 87.96 83.31 83.89
avg P=0.2 74.50 71.94 84.11 83.96 79.98
P=0.4 81.39 75.01 85.84 83.77 82.16
P=0.6 82.44 77.58 86.79 82.83 82.86
P=0.8 82.85 78.32 87.26 82.61 83.15
P=1.0 82.99 78.57 87.51 82.67 83.32
max P=0.2 84.61 84.01 88.94 89.51 87.41
P=0.4 85.26 82.25 89.72 90.37 87.65
P=0.6 85.00 81.23 89.66 86.93 86.25
P=0.8 85.26 81.32 89.39 86.56 86.11
P=1.0 85.00 81.23 89.46 86.63 86.09
min P=0.2 58.95 50.65 76.97 68.71 65.88
P=0.4 74.21 58.64 81.33 76.93 73.94
P=0.6 76.32 68.31 83.21 77.18 76.99
P=0.8 79.21 72.12 83.93 78.83 79.01
P=1.0 79.47 72.40 84.32 78.34 79.07
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表 5.4: K-means：P による識別結果（AVERAGE）［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
AVERAGE template 81.66 78.60 85.27 87.41 83.23
avg P=0.2 76.14 74.55 80.57 82.92 78.54
P=0.4 80.22 76.07 82.52 85.13 80.98
P=0.6 80.81 77.48 83.84 85.51 81.91
P=0.8 81.11 77.91 84.65 85.97 82.41
P=1.0 81.21 78.05 84.98 86.36 82.65
max P=0.2 85.29 82.98 87.46 90.09 86.46
P=0.4 86.02 81.34 88.96 92.04 87.09
P=0.6 85.07 81.67 88.18 90.04 86.24
P=0.8 86.64 81.87 88.49 89.69 86.67
P=1.0 84.40 81.77 88.52 89.60 86.07
min P=0.2 65.16 62.23 71.17 72.17 67.68
P=0.4 74.56 66.71 75.80 76.89 73.49
P=0.6 76.51 72.65 77.18 77.95 76.07
P=0.8 78.00 74.14 78.01 79.22 77.34
P=1.0 78.05 74.55 79.10 80.01 77.93
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別結果から，OVERALLのTOTALとAVERAGEの avgが最大となるのはM = 64のと
きであり，templateの識別率と比較すると，TOTALは−0.46%の 83.43%，AVERAGE
は−0.60%の 82.63%とほぼ等しいものとなった．また，前述のK-means：K，K-means：











表 5.5: Affinity Propagation：M による識別結果（TOTAL）［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
TOTAL template 83.29 79.37 87.96 83.31 83.89
M=2 72.11 74.63 85.36 82.21 80.01
M=4 79.61 78.07 81.65 84.05 81.35
M=8 78.68 76.58 84.65 82.02 81.15
M=16 80.79 75.56 86.27 84.42 82.53
M=32 82.24 78.90 85.62 82.70 82.71
M=64 82.63 79.37 86.40 83.68 83.43
表 5.6: Affinity Propagation：M による識別結果（AVERAGE）［％］
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1
AVERAGE template 81.66 78.60 85.27 87.41 83.23
M=2 77.69 76.03 84.89 80.28 79.72
M=4 79.46 79.24 80.16 82.82 80.42
M=8 78.29 76.92 83.81 86.60 81.40
M=16 79.89 76.19 84.12 86.65 81.72
M=32 80.78 78.00 82.92 85.17 81.72
M=64 81.12 78.60 83.98 86.81 82.63
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表 5.7: 各識別実験におけるテンプレート数の一覧
学習データ Lab1 Lab2 Home1 Home2 OVERALL
テストデータ Lab2 Lab1 Home2 Home1 総数 平均
template 1076 760 1630 1537 5003 1250.8
TOTAL K=10 43 41 41 43 168 42.0
K=20 73 73 65 66 277 69.3
K=50 102 113 115 116 446 111.5
K=100 176 189 166 168 699 174.8
K=200 309 321 274 302 1206 301.5
K=500 575 508 678 663 2424 606.0
K=1000 764 609 945 978 3296 824.0
P=0.2 96 79 106 104 385 96.3
P=0.4 179 148 226 229 782 195.5
P=0.6 286 188 385 381 1240 310.0
P=0.8 352 270 501 508 1631 407.8
P=1.0 429 323 684 637 2073 518.3
AVERAGE K=10 43 39 44 45 171 42.8
K=20 73 66 69 63 271 67.8
K=50 102 120 103 126 451 112.8
K=100 170 187 161 168 686 171.5
K=200 307 321 291 288 1207 301.8
K=500 575 503 683 663 2424 606.0
K=1000 763 618 996 991 3368 842.0
P=0.2 84 79 103 108 374 93.5
P=0.4 178 140 226 229 773 193.3
P=0.6 265 188 386 367 1206 301.5
P=0.8 398 264 533 515 1710 427.5
P=1.0 457 322 616 637 2032 508.0
M=2 60 53 61 77 251 62.8
M=4 101 80 100 102 383 95.8
M=8 200 164 150 168 682 170.5
M=16 297 239 273 283 1092 273.0
M=32 362 308 450 487 1607 401.8
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