Abstract Radiology report narrative contains a large amount of information about the patient's health and the radiologist's interpretation of medical findings. Most of this critical information is entered in free text format, even when structured radiology report templates are used. The radiology report narrative varies in use of terminology and language among different radiologists and organizations. The free text format and the subtlety and variations of natural language hinder the extraction of reusable information from radiology reports for decision support, quality improvement, and biomedical research. Therefore, as the first step to organize and extract the information content in a large multi-institutional free text radiology report repository, we have designed and developed an unsupervised machine learning approach to capture the main concepts in a radiology report repository and partition the reports based on their main foci. In this approach, radiology reports are modeled in a vector space and compared to each other through a cosine similarity measure. This similarity is used to cluster radiology reports and identify the repository's underlying topics. We applied our approach on a repository of 1,899,482 radiology reports from three major healthcare organizations. Our method identified 19 major radiology report topics in the repository and clustered the reports accordingly to these topics. Our results are verified by a domain expert radiologist and successfully explain the repository's primary topics and extract the corresponding reports. The results of our system provide a target-based corpus and framework for information extraction and retrieval systems for radiology reports.
Introduction
Radiology reports are the major source of information in clinical imaging. These reports contain vital information about many anatomic and pathophysiologic conditions and communicate this information to the referring physicians. Radiology reports, in combination with electronic medical records and genomics data, can explain relations between risk factors and clinical conditions and provide a better understanding of clinical conditions through clinical research.
The majority of report information content, even in presence of structured templates, is captured in free text. The free text format of radiology reports is the major obstacle to identifying similar groups of reports in a large data repository and finding relevant radiology reports in a specific domain for biomedical research. This difficulty is primarily due to the wide range of observations and findings in radiology reports, the complexity of natural language, and variations among different radiologists and organizations [1, 2] . As a result, radiology reports are used only once by the clinician who ordered the study and are rarely used again for clinical research or data mining.
Natural language processing (NLP) techniques have been previously applied on radiology reports to classify and extract their information contents [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . For instance, the Lexicon Mediated Entropy Reduction (LEXIMER) system extracts and classifies phrases with important findings and recommendations from radiology reports through lexicon-based hierarchical decision trees [4] . In another work, Medical Language Extraction and Encoding System (MEDLEE) was developed to extract information from Columbia-Presbyterian Medical Center's chest radiology report repository [6] . MEDLEE uses a controlled vocabulary and grammatical rules to translate text to a structured database format. Mayo Clinic's Clinical Text Analysis and Knowledge Extraction System (cTAKES) provides a named-entity recognizer to lookup and highlight the Unified Medical Language System (UMLS) Metathesaurus terms in text, in addition to other NLP functionalities, such as tokenizing, part of speech tagging and parsing [11] .
These and the majority of other NLP systems that are applicable to radiology reports rely on domain-specific dictionaries and rules for annotation and information extraction [14] . Considering the time and resources required to build NLP systems, identifying the major topics in a radiology report repository and organizing the repository according to these topics can improve NLP system performance [19] . Therefore, our goal is to provide an automatic method to recognize the topic of a radiology report repository and group the reports according to these topics. For example, it may be wise to train separate NLP systems for brain computed tomography and musculoskeletal MRI, due to the differences in modality and anatomic focus.
To achieve this goal, we propose an unsupervised machine learning approach to cluster the radiology reports based on their free text contents. This clustering reveals the major topics in the radiology report repository and detects the reports that belong to each topic's domain. Our unsupervised machine learning approach does not require any manual training data. The number of topics in the repository is decided by a domain expert radiologist based on clustering quality criteria. We applied our approach on a large radiology report repository from three major healthcare organizations. Our evaluation shows the efficacy of our approach in identifying the major topics in the large multi-intuitional radiology report repository.
Materials and Methods

Data Set
In this work, we use RadCore radiology report repository to build and evaluate our topic modeling system. RadCore is assembled in 2007 at Stanford as an effort to construct a large multi-institutional radiology report corpus for NLP. RadCore contains 1,899,482 reports from three major healthcare organizations: Mayo Clinic (812 reports), MD Anderson Cancer Center (5000 reports), and Medical College of Wisconsin (1, 893,670 reports). The reports belong to 1995 to 2006 time period and were de-identified by their source organizations before the submission to RadCore. All radiology reports used in this work are in free text format and do not contain any metadata about the type and nature of the imaging exams. The use of RadCore radiology report repository in this project was approved by Stanford Institutional Review Board (IRB).
Computational Platform
Given our goal to build a NLP topic modeling system that is applicable to a large number of radiology reports from various organizations, we use a distributed computational and data storage platform. Our algorithm for topic modeling is based on Apache Mahout open-source distributed machine learning library [20] . Mahout is widely used in academic and commercial NLP applications and uses Apache Hadoop [21] as its underpinning computational and data storage platform.
Hadoop is an open-source implementation of MapReduce programming and data storage model [22] . Through MapReduce model, Hadoop provides an efficient, distributed, and fault-tolerant platform for executing algorithms and storing data on a computer cluster.
Data Modeling
We model each radiology report as a vector in Euclidean space. Each dimension of the vector represents a term in the radiology report repository. The term weights in radiology report vectors are calculated using a common weighting scheme in text mining, called term frequency-inverse document frequency (tf-idf) [23] . The tf-idf weight for a term in a radiology report vector is positively correlated with the frequency of the term in the report and is scaled down by the commonality of the term among all radiology reports in the repository. As the result of this modeling process, the radiology reports are represented in a mathematical format in a vector space and can be processed by our NLP algorithm.
Clustering
To automatically identify different domain topics in the radiology report repository and organize the reports according to these topics, we applied k-means clustering algorithm on the vector representations of the radiology reports. The clustering algorithm split the repository to separate partitions based on the similarity among radiology reports [24] . As a result, the radiology reports in each cluster represent a distinct topic in the repository. Among different clustering algorithms, kmeans clustering algorithm is one of the most efficient and popular clustering algorithms in data mining [25] . K-means clustering algorithm partitions the vector space to a predetermined number of clusters through iterative refinement steps. To start, a centroid is chosen randomly for each cluster. Then, the algorithm assigns the report vectors to the cluster with the closest centroid, update the centroids based on new clusters, and repeat the process till convergence. The algorithm converges when clusters do not change in the algorithm's iterative update process.
In order to calculate similarity between radiology report vectors and cluster centroids in k-means clustering algorithm, we use cosine similarity metric [26] . The cosine similarity for two vectors is equivalent to the cosine of the angle between them. The cosine similarity value ranges from 0 for orthogonal vectors to 1 for identical vectors. Because cosine similarity for two vectors does not depend on their size, it provides an accurate and stable similarity measure compared to Euclidean distance in high dimensional vector space. As discussed in the previous section, for scalability and reliability purposes and to manage the computational requirements of k-means clustering algorithm for our large radiology report repository, we used Apache Mahout machine learning library to implement kmeans clustering algorithm in this work.
Clustering Evaluation
The number of clusters is required as an input for k-means clustering algorithm. Because the number of clusters in our radiology report repository is unknown, we determined this number through domain expert evaluation. In this evaluation, we ran k-means clustering with different number of clusters from 3 to 35 and one of the authors (CL), a board certified radiologist with more than 20 years of clinical experience, reviewed the clustering results to identify the best clusters as the final partitioning for the repository. In this evaluation, the top 30 terms for each cluster are reviewed by the domain expert. These terms have the highest tf-idf weights in cluster centroid vectors and represent their corresponding clusters. In addition, randomly selected radiology reports from different clusters are reviewed to confirm the validity of the clusters. In this review, the homogeneity and distinction of the clusters are assessed by the domain expert to evaluate the clustering quality.
Results
Nineteen clusters were identified as optimal RadCore radiology report repository clusters in our method. The domain expert confirmed that each of the 19 clusters represents a major radiology report topic. The topic names and the number of reports in each cluster are shown in Table 1 .
Discussion
We have described a machine learning method to detect the major radiology report topics based on reports' free text content in a large multi-institutional repository. Our approach successfully identified the underlying topics in radiology reports from three major healthcare organizations, which constitute an intuitive set of report topics. The number of associated reports for each topic reflects the expected distribution of patients among these topics. Our topic modeling approach is based on an unsupervised machine learning algorithm and does not require manually labeled data. Therefore, it can be applied easily to other free text data repositories. In addition, our approach uses a distributed machine learning implementation, which is scalable and can handle very large free text corpora.
Our topic modeling method produces a detailed picture of a free text radiology report corpus, which helps biomedical researchers better understand the characteristics of their data. The resulting radiology report clusters provide topic-specific corpora for data mining research, data management, and data pruning for a particular domain. Particularly, these topicspecific corpora could facilitate building domain-specific dictionaries and rule bases in NLP systems. Our work can improve the performance of data driven biomedical information systems such as information retrieval, information extraction, risk prediction, and healthcare surveillance systems through extracting topic-related subsets in a large free text corpus.
In our approach, we rely on domain expert evaluation to decide the optimal number of clusters. As a future work, we are planning to develop and evaluate statistical and information-theoretic techniques to specify the number of clusters automatically. We are also planning to apply our XR radiography, CT computed tomography, US ultrasound, NM nuclear medicine, DXA dual energy x-ray absorptiometry, IR interventional radiology, FL fluoroscopy method on radiology reports from other data sources including the Stanford Translational Research Integrated Database Environment (STRIDE). STRIDE contains more than four million radiology reports from the Stanford Health Care electronic health record system dating back to 1998. In addition, we plan to extend our work by implementing an extrinsic evaluation of our method as a part of an information extraction application.
Conclusion
We have described an unsupervised machine learning approach to group radiology reports by major topics in a large multi-institutional repository of narrative radiology reports. Our approach models radiology reports as vectors and partitions the repository in separate clusters through k-means clustering algorithm based on cosine similarity metrics. A domain expert radiologist evaluated our clusters and verified the efficacy of our results. Our results identified 19 major topics in the radiology report repository and their corresponding reports. Our approach does not require any training data and leverages a MapReduce distributed platform for scalable and stable clustering of large radiology report repositories. Our system can assist researchers in managing large free text radiology report repositories and providing domain-specific radiology report corpora to develop and improve data mining and NLP techniques.
