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Introduction
In the present Ph.D. thesis main attention is focused in searching effective
methods to improve the coupling of mechanical ventilators to critical care
patients breath requirements, exploiting in a statistical framework the neural
respiratory drive information.
The first Chapter is devoted to offer an outlook, within the neuroscience
perspective, on some relevant aspects of mechanical ventilation. Chapter
starts recalling the neuroanatomy of human respiration, both in normal lung
function and in respiratory disease condition. Consequently, the conventional
mechanical ventilation methodology is briefly recalled, presenting also the
risks associated to it, posing a particular accent on dyssynchronies which
affect the correct interaction between the patient and the ventilator. The
current technology of neural control of mechanical ventilation (NAVA) is
therefore outlined, together with a review of the technical steps which have
characterized its realization. Chapter ends stating the main aim of our Ph.D.
research project about the possibility to exploit the random effects modelling
in detecting ventilatory dyssynchronies.
The second Chapter provides a complete description of the mixed-effects
model capabilities in analysing neuroscience experiments, both in neurobiol-
ogy and in cognitive/psychological sectors. The repeated measures and the
longitudinal design experimental schemes are considered; current approaches
in literature are discussed as well. The theory of the linear mixed model is
illustrated by means of datasets of increasing complexity; the analysis is
performed by means of the open source statistical package R. Datasets are
mainly drawn from some of our co-authored papers.
The third Chapter deals with the frailty models, inherent to random
effects within time-to-event experimentations: after a brief recall on survival
analysis, both theory and a worked example of frailty model are presented.
In the fourth Chapter the limitations in applying mixed model techniques
to the digital signal analysis are discussed, focusing also on some limitations
still present in the available softwares. The result of our research, i.e. the
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Analyzer library written by means of R code, is presented in details and
it is outlined how to import a NAVA Servo Tracker R© dataset into R, how
to plot and how to summarize dataset information. Our Analyzer library
represents the core of a machine learning software acting in the state-of-art
Neuroscience-informed learning research field. A mixed model technique in
analysing the NAVA signals is discussed and compared with an unpublished
algorithm able to detect a widespread dyssynchrony known as ’ineffective
expiratory effort’ with an optimal reliability in terms of sensitivity and speci-
ficity. The algorithm is supported also by a mathematical proof, completely
discussed in an Appendix of the thesis. The volume ends drawing some
conclusions and prompting the path of further researches.
iv
Riassunto espositivo
Nella presente tesi di Dottorato l’attenzione principale è rivolta alla ricer-
ca di metodi efficaci che migliorino l’accoppiamento dei ventilatori mecca-
nici alle esigenze respiratorie dei pazienti ricoverati nei reparti di terapia
intensiva, sfruttando in un ambito statistico le informazioni neurali del drive
respiratorio.
Il primo Capitolo intende presentare una panoramica, dal punto di vista
delle neuroscienze, su alcuni aspetti rilevanti della ventilazione meccanica. Il
Capitolo inizia con un richiamo alla neuroanatomia della respirazione umana,
sia in condizioni di normalità che in condizioni patologiche. Conseguente-
mente, si richiama la metodologia della ventilazione meccanica convenziona-
le, presentando anche i rischi connessi a tale metodica e ponendo particolare
accento alle dissincronie che si ripercuotono sulla corretta interazione tra il
paziente ed il ventilatore meccanico. Le attuali tecnologie di controllo neura-
le della ventilazione assistita (NAVA) vengono conseguentemente delineate,
assieme ad un quadro riassuntivo dei passi tecnici che hanno caratterizzato
la loro ideazione e realizzazione. Il Capitolo si conclude formulando le fi-
nalità generali del nostro progetto di ricerca, relativamente alla possibilità
di sfruttare la modellazione ad effetti casuali nella detezione delle asincronie
ventilatorie.
Il secondo Capitolo fornisce una descrizione completa delle capacità dei
modelli ad effetti misti nell’analisi degli esperimenti nelle neuroscienze, sia
nel settore della neurobiologia che nel settore cognitivo e psicologico. Ven-
gono presi in considerazione gli schemi delle misure ripetute e del design
longitudinale, e gli attuali approcci in letteratura vengono discussi. La teo-
ria dei modelli lineari ad effetti misti viene illustrata per mezzo di dataset
di complessità crescente; l’analisi viene condotta mediante il pacchetto stati-
stico open source R. I dataset sono per lo più tratti da alcune pubblicazioni
delle quali siamo coautori.
Nel terzo Capitolo l’attenzione viene estesa ai modelli di fragilità, relativi
alle sperimentazioni di tipo time-to-event : vengono presentati sia la teoria
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che un esempio dettagliato.
Nel quarto Capitolo vengono discusse le limitazioni dell’applicazione delle
tecniche di modellazione mista all’analisi dei segnali digitali, concentrandoci
anche su alcune limitazioni tuttora presenti nei software disponibili. Il ri-
sultato delle nostra ricerca, ossia la library Analyzer scritta per mezzo del
codice R, viene presentata in dettaglio e viene indicato come importare un da-
taset ottenuto dal Servo Tracker R© NAVA, come rappresentare graficamente
e come ottenere una sintesi delle informazioni del dataset. La nostra library
Analyzer rappresenta il nucleo di un programma machine learning che si
colloca nel recente ambito di ricerca noto con il nome di ’apprendimento in-
formato dalle neuroscienze’ (neuroscience-informed learning). Viene discussa
una tecnica di analisi del segnale NAVA con un modello ad effetti misti che
viene paragonato con un algoritmo originale capace di rivelare una asincronia
molto diffusa denominata ’sforzo espiratorio inefficace’, con una affidabilità
ottimale in termini di sensibilità e specificità. L’algoritmo è supportato da
una dimostrazione matematica, discussa in dettaglio in un’Appendice alla
tesi. Da ultimo, il quarto Capitolo offre alcune conclusioni e suggerisce la
traccia di ulteriori ricerche.
vi
Contents
Selected List of Publications ii
Introduction iii
Riassunto espositivo v
1 Neuroscience and Mechanical Ventilation 1
1.1 The Neuroanatomy of Human Respiration . . . . . . . . . . . 1
1.1.1 Neuroanatomy of Respiration in Normal Lung Function 1
1.1.2 Respiratory Diseases . . . . . . . . . . . . . . . . . . . 7
1.2 Mechanical Ventilation . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1 Risks in Mechanical Ventilation . . . . . . . . . . . . . 10
1.2.2 Dyssynchronies in Mechanical Ventilation . . . . . . . 11
1.3 Neural Control in Mechanical Ventilation . . . . . . . . . . . 13
1.3.1 Technical Steps in Realizing the NAVA . . . . . . . . . 14
1.3.2 NAVA Dataset Output . . . . . . . . . . . . . . . . . . 15
1.4 The Research Question . . . . . . . . . . . . . . . . . . . . . . 15
2 Mixed-effects Models in Neurosciences 19
2.1 Repeated Measures and Longitudinal Studies in Neurosciences 19
2.1.1 Literature and Statistics . . . . . . . . . . . . . . . . . 19
2.1.2 A Simple Motivating Example . . . . . . . . . . . . . . 20
2.2 The Concept of Mixed Model . . . . . . . . . . . . . . . . . . 24
2.2.1 An Overview . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2 Fixed vs. Random Effects . . . . . . . . . . . . . . . . 25
2.2.3 Specification of the Linear Mixed Model . . . . . . . . 26
2.2.4 The Marginal Linear Model . . . . . . . . . . . . . . . 30
2.2.5 Estimation, Inference and Model Selection . . . . . . . 31
2.2.6 Tools to Compare Models . . . . . . . . . . . . . . . . 33
2.2.7 The Model-building Strategy . . . . . . . . . . . . . . 45
2.2.8 The Model Diagnostic . . . . . . . . . . . . . . . . . . 46
vii
2.3 An ’anova’ Example: the densitometry Dataset . . . . . . . 47
2.4 A ’regression’ Example: the tms Dataset . . . . . . . . . . . . 56
2.5 A ’glm’ Example: the paroxetine Dataset . . . . . . . . . . . 63
3 Frailty Models in Neurosciences 68
3.1 A Recall on Survival Analysis . . . . . . . . . . . . . . . . . . 68
3.1.1 An Example: the watermaze Dataset . . . . . . . . . . 73
3.2 The Frailty Model . . . . . . . . . . . . . . . . . . . . . . . . 76
4 Neuroscience-informed Algorithms 78
4.1 Mixed Models and Digital Signals . . . . . . . . . . . . . . . . 78
4.1.1 Current Limitations . . . . . . . . . . . . . . . . . . . 78
4.2 The Analyzer Package . . . . . . . . . . . . . . . . . . . . . . 79
4.2.1 Importing the NAVA Servo Tracker Dataset into R . . 80
4.2.2 Plotting the NAVA Servo Tracker Dataset . . . . . . . 84
4.2.3 Summarizing the NAVA Servo Tracker Dataset . . . . 87
4.3 Towards ’Neuroscience-informed learning’ Mechanical Venti-
lators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3.1 A Novel Algorithm to Detect Ineffective Expiratory
Effort . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4 Conclusions and Further Researches . . . . . . . . . . . . . . 102
A The Rohrer Equation 106
Acknowledgments 109
Bibliography 111
viii
Chapter 1
Neuroscience and Mechanical
Ventilation
1.1 The Neuroanatomy of Human Respiration
1.1.1 Neuroanatomy of Respiration in Normal Lung Func-
tion
Human breathing requires a central system able to coordinate lungs inflation
and deflation in a rythmic manner in order to exchange oxygen and carbon
dioxide. In the sequel, we follow Neubauer [76] and Spyer and Gourine
[104]. The neural drive is essential: differently from heart autonomous ac-
tivity, in respiration it is required a network of neurons innervating respira-
tory muscles (diaphragm, intercostals, abdominal, and upper airway), sets
of mechanoreceptors (able to detect the effectiveness of lung expansion) and
sets of chemoreceptors (monitoring the adequacy of arterial oxygen and car-
bon dioxide levels). In order to accomplish body activities, the integrated
respiratory neural drive must be fine tuned, taking in account also their
changing in level of tone in order to adjust the body position, as muscles of
respiration are also involved in posture. As a consequence, the respiratory
neural control system which determine the respiratory rhythm (the central
pattern generator, CPG) manages the optimization of respiration to meet
each various request coming from the periphery, modulating afferent infor-
mation from the sensors and from other higher brain centers as a feedback
into an integrated neural output to respiratory muscles.
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The Respiratory Neurons Network
Within the brainstem, in the medulla oblongata and in the pons Varolii
are located the main neural regions which generate the rhythm of respira-
tion. Also other rostral brain regions (suprapontine) can modify the standard
breathing pattern. Breathing frequency and amplitude, i.e. the respiratory
rhythm and pattern, are generated by the medullary and pontine centers, and
their role have been clarified observing alterations in ventilation caused by
sequential brainstem slicing, originating the paradigm of three different respi-
ratory centers: the pneumotaxic, the apneustic and the medullary cen-
ters. Neurons located in these centers exhibit synchronous action potentials
with either inspiration or expiration (or both), exploiting the excitatory (glu-
tamate) and inhibitory (γ-aminobutyric acid, GABA) aminoacids. Those
neurotransmitters target receptors situated throughout the whole brain, giv-
ing rise to the opinion that the respiratory rhythm generating center is not
a ’stand-alone’ region. Also other neurotransmitters and neuromodulators
are involved in the activity of the CPG (including serotonin, acetylcholine,
opioids, nitric oxide, substance P and somatostatin), all released from fibers
coming from outside the CPG. These ’extra-modulating effects’ are managed
from appropriate receptors, as for example it happens in the preBötzinger
complex.
In the sequel of the subsection we briefly discuss the role of:
• the pontine centers
• the medullary respiratory centers
• the spinal motor neurons
The Pontine Centers. Within pons two particular regions have been
originally recognized from an anatomical point of view: the so called pneu-
motaxic center and the apneustic center. We briefly discuss them in the next
paragraphs.
The Pontine Respiratory Group (Pneumotaxic Center). The
pontine respiratory group (PRG for brief, formerly known as pneumotaxic
center) is a bilateral region of respiratory neurons placed in the rostral part of
the pons within the parabrachialis complex and Kölliker-Fuse nuclei.
The PRG contains inspiratory, expiratory and phasespanning (both inspi-
ratory and expiratory) neurons, carrying information toward the medullary
respiratory centers. Evidence suggests that the PRG main role is to assure a
2
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Figure 1.1: Schematic representation of the respiratory centers located in Pons and
in Medulla oblongata: [1] the parabrachial and Kölliker-Fuse complexes belonging
to Pontine Respiratory Group; [2] the apneustic region in PRG; [3] the nucleus of the
solitary tract (DRG); [4] the retrotrapezoid nucleus / parafacial respiratory group
complex (RTN/pFRG); [5] the Bötzinger complex; [6] the pre-Bötzinger complex;
[7] the nucleus ambiguus (rostral VRG); [8] the nucleus retroamibugualis (caudal
VRG).
smooth transition from inspiration to expiration. The ’old’ name pneuomo-
taxic center takes its reason from the fact that the inspiratory offswitch,
i.e the variation of the timepoint of termination of a breath, was observed
when a change in PRG activity occurred, also determined by vagal feedback
transmitting pulmonary stretch receptors information, altering the conse-
quent rate of breathing. Experiments showed that activation of the PRG
yields to rapid shallow breathing, while decreasing PRG output generates
slow deep breaths.
The Apneustic Center. Ablating both of the inspiratory offswitches
(i.e., cutting the vagi and lesioning the rostral region of the pons), a very par-
ticular respiratory pattern appears, the apneusis, there are very prolonged
deep gasping inspiration paused and followed by a short and insufficient pe-
riod of expiration. Therefore, defined only on the basis of its functionality
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and still not being identified as a proper neuroanatomical region, the ap-
neustic center is generically located within the caudal area of the pons,
probably reflecting the influence of the reticular activating system. With a
total ablation of the pons, but conserving medulla structures, the apneusis
ceases and a more rhythmic pattern of breathing reappears; in this way it is
obtained an indirect proof of the fact that also the medulla contains rhythm
generating neurons.
The Medullary Respiratory Centers. In the medulla oblongata two bi-
lateral neurons respiratory regions are assessed: the dorsal respiratory group
(DRG) and the ventral respiratory group (VRG). The importance of those
regions is acknowledged as all rhythmic breathing ceases if the nuclei are
removed by transecting at the level of the cervical spinal cord.
The Dorsal Respiratory Group. The DRG contains primarily in-
spiratory neurons and it is located in the dorsomedial medulla within the
ventrolateral nucleus of the solitary tract (NTS). Here afferent sensory infor-
mation from the peripheral chemoreceptors and lung mechanoreceptors are
carried by the glossopharyngeal and vagus fibers. From DRG synapses are
projected towards premotor inspiratory neurons mostly effecting to spinal
motor neurons. Tipical neurotransmitters are glutamate and GABA; never-
theless evidences shows that substance P has a role in sensory input and that
nitric oxide possess an excitatory / modulatory action on these inspiratory
neurons.
The Ventral Respiratory Group. A ventrolateral column of respira-
tory neurons that includes the nucleus ambiguus, the nucleus retroam-
bigualis, the preBötzinger complex , the Bötzinger complex and the
retrotrapezoid nucleus / parafacial respiratory group complex (RTN
/ pFRG) is named Ventral Respiratory Group. In VRG both expiratory (lo-
cated in the caudal and rostral regions of VRG) and inspiratory neurons
(located in the intermediate ones) are present, either projecting to other
brainstem neurons or acting as premotor neurons with projections to the
respiratory motor neurons. The neurons in the Bötzinger complex, which is
placed at the most rostral part of the VRG, inhibit most inspiratory neu-
rons during expiration, while the preBötzinger complex is responsible for
inspiratory rhythm generating (Feldman and Del Negro, 2006 [46]).
The Spinal Motor Neurons. Along the spinal cord one can find the
greatest part of motor nuclei of the respiratory muscles. In particular, the
4
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phrenic motor nucleus located in the cervical region drives the diaphragm.
The motor neurons in the thoracic spinal cord and, respectively, the ones
in the lower thoracic and in lumbar spinal cord, activate the intercostal
and the abdominal muscles, receiving their input from the glutamatergic
premotorneurons in the VRG and DRG. Modulation of spinal motor neurons
occurs by serotonergic neurons coming from the Raphe nucleus.
Concerning the phrenic nerve, it has to be recalled (Standring, 2004 [105])
that it is the sole motor supply of the diaphragm muscle and it also contains
widespread sensory fibres. Arising bilaterally mainly from the fourth cer-
vical ramus (but also third and fifth ones contributes), in the right side it
assumes a shorter and more vertical progress and transverses the central ten-
don of the diaphragm, while the left phrenic nerve innervates diaphragm in
a more anterior part. Both nerves commonly divide in three trunk: the an-
terior (sternal), the anterolateral and the shorter posterior branch, the latter
dividing itself into a posterolateral ramus and a posterior (crural) ramus.
The Cranial Motor Nuclei. Two cranial motor nuclei, the vagus and
the hypoglossus, play a crucial role in airway resistance, driving the pa-
tency of the upper airway by means of the laryngeal, the pharyngeal and the
tongue muscles. The vagal nuclei are bilaterally placed within the NTS in
the medulla oblongata, while the hypoglossal motor nuclei are in the dorso-
medial counterpart of the NTS. Instead, the hypoglossal nucleus - which is
studied as its loss of tone during sleep contribute to provoke the obstructive
sleep apnea - receives serotonergic input from the raphe and cholinergic and
adrenergic pontine signals.
Suprapontine Influences. As before recalled, breathing is modulated by
higher brain centers in response to many enviromental and body conditions,
but a complete knowledge of the specific neural sites and pathways involved
in respiration lacks. It is known that the hypothalamus contributes to coor-
dinate the respiration during fever and exercise. Also the cortex is involved
in many of the behavioral and emotional effects on breathing, and in volun-
tary control - overwhelming the automatic rhythm generation and facilitating
voluntary respiratory maneuvers.
The Respiratory Rhythm Generation
As the action of breathing involves two phases (inspiration and expiration),
there is a mutual activation of inspiratory and expiratory neurons of the
medullary respiratory centers. In the past this rhythmic oscillation of activa-
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tion of inspiratory versus expiratory neurons was attributed to the membrane
properties of the neurons network. Current evidences confirm that the pre-
Bötzinger complex contains inspiratory neurons that can initiate a rhythm,
and therefore a new kind of ’hybrid modelling’ is assumed in describing the
respiratory rhythm generation (the so called conditional pacemaker in a
network). Data currently suggest that the respiratory neuronal circuitry
in the central nervous system oscillates in a three-phase respiratory pattern
(Richter and Spyer, 2001 [86]): the inspiration, the post-inspiration (pas-
sive expiration) and the expiration (active expiration). These phases reflect
successive activation of different respiratory muscles. The global circuitry
is placed bilaterally in the DRG, in ventral respiratory column (VRC) of
the medulla oblongata and in the dorsolateral pons (Bianchi et al., 1995
[11], Richter and Spyer, 2001 [86], Smith et al 2007 [103]). Despite all these
evidences, a complete understanding of how interactions occurs in differ-
ent regions of the respiratory network and also how they are influenced by
neuromodulation still lacks (Garcia et al., 2011 [49]).
Network Reconfiguration
It dates back to 2000 (Lieske et al., [65]) the discovery that the respira-
tory network is able to reconfigure itself in order to manage different be-
havioural and physical conditions generating different forms of breathing (as
eupnea, sighs, gasps). In well-oxygenated conditions, the preBötzinger com-
plex is able to generate two different rhythms: the so called fictive eupnea,
a faster and small amplitude rhythm, and a much slower large amplitude
rhythm named fictive sighs. Those two activities are ruled by different
control mechanism, as suggested by pharmacological manipulations. In fact,
fictive sighs are dependent on P/Q type voltage-dependent calcium chan-
nels (VDCC), but only a small subpopulation or respiratory neurons receive
glutamatergic input depending on P/Q calcium currents, while the eupneic
activity is related to NMDA receptors.
Moreover, the preBötzinger neurons can be divided into pacemaker and
nonpacemaker, depending on their ability to generate bursts, induced or
suppressed by neuromodulators. Pacemaker neurons can be further divided
in cadmium sensitive (CS) and cadmium insensitive (CI): the former ones
seems to depend on nonspecific cation current ICAN while the latter ones
appear to be mediated via the persistent sodium current INaP . Evidences
show the difficulty to discriminate between ICAN and INaP current pres-
ence in neurons, yielding the difficulty to distinguish between pacemakers
and nonpacemakers: the ratio between these two kinds on neurons varies
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depending on different metabolic and modulatory state of the network, since
norepinephrine (NE), substance P (SP) and serotonine (5-HT) can induce
bursting in nonpacemaker neurons. A messy behaviour associates inward
currents to respiratory rhythm generation: blocking either INaP with Rilu-
zole or ICAN by Flufenamic acid does not block fictive eupnea, but both
drugs completely inhibit respiratory activity. Joining Substance P or low
doses of AMPA with Riluzole or Flufenamic acid restore rhythmogenesis.
Lastly, the relative contribution of the currents changes from eupneic to
gasping activity: in the first one, ICAN and INaP dependent bursting mech-
anism neurons are involved, while in the second one, during hypoxia, the
network relies on INaP currents (Garcia et al., 2011 [49]).
Neuromodulation and Rhythm Generation
Different, and sometimes even diverging, effects are issued by the same neu-
romodulator on different receptors on the respiratory network. In the pons,
noradrenergic and adrenergic nuclei exert an overall stimulating and decreas-
ing respiratory activity. Norepinephrine stimulates inspiratory pacemakers
and nonpacemakers neurons contained in the preBötzinger complex, induc-
ing ICAN -dependent bursting in nonpacemaker neurons and depolarizing CI
pacemakers neurons increasing their burst frequency. In CS pacemakers,
norepinephrine does not affect burst frequency but only burst amplitude
and the number of fired action potential during the burst. The result is that
different network parameters are modulated in different way by the same
neuromodulator acting on different cellular targets. The role of serotonine
on Raphe nuclei is still more contradictory, probably affected by different
species involved in the experiments, in their awake or sleep state and in
type or level of anaesthesia. The peptidergic neuromodulation on NTS, NA
and the Raphe activates the inspiratory rhythm, depolarizing nonpacemaker
neurons and increasing their burst amplitude, frequency and duration, acti-
vating CS pacemaker (and to a lesser extent the CI pacemakers). Curiously,
recent advances suggest also an important role of glycinergic neuromodu-
lation in the respiratory network (Garcia et al., 2011; Winter et al., 2010
[49, 122]).
1.1.2 Respiratory Diseases
The normal respiratory patterns can be altered by several syndromes and dis-
eases; the neuropathological causes - which can affect different locations of
brain and spinal cord - can be disease linked or genetic. In a number of cases
the anatomical location can be determined; in other cases the damage loca-
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tion can be inferred analysing the alterations of breathing pattern changes.
One can distinguish between a complete (or partial) loss of breathing, and
irregular breathing patterns.
Concerning loss of breathing, usually, this respiratory inability is the pri-
mary effect of neuropathologies due to spinal cord injury, which may be a
consequence of a major trauma or an ischemic damage. The loss of
breathing can be complete if the damage affects the cervical spinal cord, or
partial if thoracic and abdominal respiratory muscles are not properly driven
by a lesion located in thoracic and lumbar spinal cord. In detail, concerning
about some particular syndromes, one recalls that in the Ondine’s curse
the automatic control of breathing is lost, probably for a neuropathology
located in the ventrolateral spinal cord and associated with mutations of the
PHOX2B gene (Straus et al., 2010 [108]), which is responsible for relaying
the descending respiratory tracts. Patients affected by this syndrome when
awake are obliged to control their breathing, while when asleep their ventilia-
tion has to be supported. Also the cessation of breathing which occurs in the
sudden infant death syndrome is supposed to be related to a global pathol-
ogy of the central respiratory neural network, but the proper neuropathology
location is still not known, despite evidences suggest homeostatic alterations
in the regions of the serotoninergic ventral medulla (Paterson et al., 2009;
Garcia et al., 2011 [79], [49]).
On the other side, irregular breathing patterns appear in several disease
processes, possibly affecting any level of the brain. For instance, if cerebral
stroke occurs in the cortex the Cheyne-Stokes breathing appears, i.e. a
rising/falling breathing due to the loss of higher cortical feedback. Dien-
cephalon lesions originate a rapid shallow breathing (central neurogenic
hyperventilation) which suggest that the inhibitory feedback on the pace
of breathing has been removed. A cerebral stroke lesioning the rostral part
of the pons could produce an apneustic breathing as the lesion can affect the
PRG. Lastly, strokes lesioning medullary centers can exhibit patterns of clus-
tered breathing, or ataxic breathing. Moreover, on a genetic base, other
irregular breathing patterns are associated with the congenital hypoven-
tilation syndrome, the obstructive sleep apnea syndrome (OSA), and
the Rett syndrome.
1.2 Mechanical Ventilation
As mentioned in the former Section, in presence of loss of breathing it is nec-
essary to assist, or completely replace, spontaneous respiration in patients
by means of a mechanical ventilator, i.e. a machine that generates a
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controlled flow of gas into the patient airways. Oxygen and air at reduced
pressure are supplied from external source according to the prescribed frac-
tional inspired oxygen tension (FiO2) and delivered to the airways using
one of several available modes of ventilation.
Currently, the positive pressure ventilation prescribes that gas flows
according the magnitude, rate and duration set by the physician, exploiting
a pressure gradient between the upper airway and the pulmonar alveoli. The
respiratory cycle is characterized by two phases, during which gas exchange
occurs in both phases: inhalation (higher lung volume) and exhalation (lower
lung volume). Tipically, the gas flow is either volume controlled (and pres-
sure variable) or pressure controlled (and volume variable), being the three
quantities generally linked by the Rohrer equation (Mead and Agostoni, 1964
[70]):
∆P (t) =
V (t)
C
+
d
dt
(RV (t)) (1.2.1)
where C = C(t) represents the compliance, R = R(t) the resistance and
V˙ the flow (examples of waveforms are depicted in Figure 1.2). Tipically,
inspiration is active and expiration is passive (although there exists nowadays
active exhalation valves).
In volume controlled (CMV) setting, a defined tidal volume VT is deliv-
ered at a determined flow rate, using possibly different flow patterns (con-
stant, decelerating or sinusoidal); in pressure controlled (PCV) mode, in-
stead, flow occurs until a defined peak pressure is met over a specified inspi-
ratory period and the flow pattern is always decelerating. The respiratory
rate may also be controlled, both by the clinician or by the patient.
In continuous spontanteous ventilation, pressure support (PSV) is a par-
ticular form of flow cycled ventilation in which the patient triggers the venti-
lator and a pressure limited flow of gas is delivered. The patient determines
the duration of the breath and the tidal volume, which may vary from breath
to breath. Also in CPAP (Continuous positive airway pressure) a contin-
uous level of elevated pressure is provided through the patient circuit to
maintain adequate oxygenation, both in invasive and noninvasive method.
Often, in order to preserve the functional residual capacity (FRC) an
extrinsic positive end-expiratory pressure (PEEPe) is used. At the end of
expiration, the PEEP applies a small pressure (typically 5 cmH2O, but there
are at-bedside methods to tailor an optimal value (e.g. Borelli et al., 2008;
Chiew et al., 2011 [17, 30]) to oppose passive emptying of the lung and to
keep the airway pressure above the atmospheric pressure.
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Figure 1.2: Flow, pressure and volume curves in a mechanically ventilated patient.
The picture has been obtained with the command plotData of our library analyzer
realized for the open source statistical package R and discussed in Chapter 4 of the
present thesis.
1.2.1 Risks in Mechanical Ventilation
Although ventilatory parameters can be visually checked by waveforms mon-
itoring, a not proper skillful interpretation of such parameters may cause
patient harm (Georgopoulos et al., 2006 [51]). Complications and disease-
linked risks to be recalled in mechanical ventilation are:
1. Barotrauma and VILI (Parker et al., 1993; Dreyfuss and Saumon, 1998
[78, 40]). Pulmonary barotrauma is a complication in positive pres-
sure mechanical ventilation, including pneumothorax, subcutaneous
emphysema, pneumomediastinum, and pneumoperitoneum. Ventila-
tion induced lung injury (VILI) represents the extra-alveolar leak-
age of air due to disruption of the airspace wall, as synonymous with
clinical barotrauma.
2. VALI (International Consensus Conference, 1999 [57]). Ventilator
associated lung injury refers to generic acute lung injury that oc-
curs during mechanical ventilation and it is clinically indistinguishable
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from acute lung injury (ALI) or acute respiratory distress syndrome
(ARDS).
3. Diaphragm atrophy (Levine et al., 2008; De Jonghe et al., 2002 [64,
38]): Controlled mechanical ventilation may lead to a rapid type of
disuse atrophy involving the diaphragmatic muscle fibers, which can
develop within the first day of mechanical ventilation. This cause of
atrophy in the diaphragm is also a cause of atrophy in all respiratory
related muscles during controlled mechanical ventilation. Hereby one
realizes the importance of early weaning.
4. Motility of mucocilia in the airways (Konrad et al., 1994 [61]). Positive
pressure ventilation appears to impair mucociliary motility in the
airways: bronchial mucus transport frequently appears to be impaired
and associated with retention of secretions and pneumonia.
Moreover, other complications are reported in literature. Large tidal vol-
umes overstretch alveoli and injure the lungs (Dreyfuss and Saumon, 1998
[40]). Cyclical inflation and deflation injures lung parenchyma and worsens
outcome (Marini 1993 [69]). Large tidal volume ventilation, to ’normalize’
blood gases, has been shown to worsen outcome in lung injury (The ARDS
Network, 2000 [110]), presumably due to excessive pressure induced stretch
injury of the parenchyma. Lastly, bad interaction between patient and ma-
chine is harmful, as discussed in the next subsection.
1.2.2 Dyssynchronies in Mechanical Ventilation
With the term dyssinchrony one indicates, in a wide sense, a condition of
’bad interaction’ between the mechanical ventilator and the breathing of a
patient. The question assumes a great relevance (Tobin et al., 2001; Branson
2001 [115, 19]), as it has been estimated that patient - ventilator dyssyn-
chrony affects a percentage from 35 per cent to 43 per cent of mechanically
ventilated patients (Thille et al., 2006; Vignaux et al., 2009; Chen et al.,
2008 [113, 119, 28]). Despite the fact that it has not been shown that dyssyn-
chronies are in cause - and - effect relation with poor outcome (Branson, 2011
[19]), nevertheless association is well established in relating with outcome,
increasing duration of mechanical ventilation (MV), need for tracheostomy,
and respiratory muscle injury (Tobin et al., 2001; Sassoon and Foster, 2001;
de Wit et al., 2009; Kondili et al., 2003 [115, 92, 39, 59]).
Dyssynchronies can appear during all the phases of the respiration, and
it is convenient to distinguish them into three categories:
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• asynchrony during the triggering phase;
• asynchrony during the pressure-delivery phase;
• asynchrony during the cycling-off phase.
Asynchrony during the triggering phase. In order to assure pressure
delivery during assisted ventilation, a mechanical ventilator needs a trigger,
which may be onsetted on the pressure, on the flow, on the volume waveform
(Kondili et al., 2009 [60]). This is one of the first source of dyssynchrony,
as during the triggering phase three types of dyssynchronies may occur:
triggering delay, ineffective (inspiratory) effort and autotriggering (Kondili
et al., 2009 [60]). Autotriggering is defined as the inadvertent triggering of
inspiratory support when a patient is not breathing (Sheikh et al., 2009 [98]);
this may be caused by a low threshold of triggering in pressure or in flow,
or by flow or airway pressure distrorsions cause by system leakeage - typical
in noninvasive ventilation -, water or secretions in the circuit and, lastly, by
cardiogenic oscillations (Imanaka et al., 2000 [56]). By examining a posteriori
the flow vs. time and pressure vs. time scatterplots it is quite straightforward
to identify the triggering delay and the inspiratory ineffective efforts,
evaluating the possible time lag between the two start points in the two
graphs, or a ’bump’ variation in flow not followed by a pressure supply.
Asynchrony during the pressure-delivery phase. Within the conven-
tional assisted modes of mechanical ventilation, either in pressure control or
in pressure support, the dissociation between the patient’s respiratory effort
and the ventilator pressure delivery is a source a dyssynchrony. Here the
ineffective triggering is the major concern, but also inadequate or excessive
ventilator assist. Another point at issue is the lack for any rule for setting
an optimal pressure rise time, being known that very fast or very slow rise
time generates discomfort (Chiumello et al., 2001 [31]).
Asynchrony during the cycling-off phase. A few 100ms should ideally
occur at the end of neural inspiration before ending pressure-delivery phase:
in this way mechanical expiration would immediately follow the end of neural
inspiration. In practice this rarely, or ever, occurs (Kondili et al., 2009
[60]): the termination of flow and the opening of the exhalation valve are
not related to the end of neural respiration. This phenomenon is named
expiratory asynchrony, and two different types have been recognized:
the premature opening (inadequate assist and double triggering, (Tobin
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et al., 2000; Kondili et al. 2003 [115, 59])) and the late opening (generating
triggering delay and ineffective effort) of the expiratory valve.
Double triggering occurs (Thille and Brochard, 2007 [114]) when a breath
is initiated before the previous breath has time to end, usually as a result
from vigorous inspiratory demand or effort exceeding the volume or flow
delivery settings on the ventilator. Ineffective expiratory effort (IEE)
is defined as muscular contractions of the inspiratory muscles (primarily
the diaphragm) which are unable to trigger the ventilator to inspiration.
Currently, IEE can only be detected at the bedside by directly observing
the patient’s inspiratory muscle contraction, by observing physiologic wave-
forms displayed by the ventilator, or by applying dedicated algorithms in
investigational studies (Chen et al., 2008; Kondili et al., 2003; Mulqueeny
et al., 2007; Mulqueeny et al., 2009; Younes et al., 2007; Colombo et al.,
2011 [28, 59, 73, 74, 126, 32]). Esophageal pressure tracings are also used
for this purpose, but this technique is invasive, tracings are contaminated
by artifacts that often require repositioning the esophageal catheter, and
interpretation requires special skills (Zin et al., 1997 [127]).
1.3 Neural Control in Mechanical Ventilation
In recent years important steps have been achieved in realizing a proper
neuro-ventilatory coupling in order to assure the best interaction pa-
tient / machine and to tear down the number of dyssynchrony events. One
approach is oriented to a ’mechanical’ manage of the coupling: i.e. exploiting
Rohrer equation (1.2.1) a proportional assist ventilation (PAV) is supplied
by means of an automated detection of resistance and compliance of the sys-
tem (Younes 1992, Younes et al., 1992; Younes et al., 2007 [125, 124, 126]).
The other approach involves the direct neural information; the first possi-
bility is provided by the invasive transdiaphragmatic pressure measurement
(PdiDV) (Sharshar et al., 2003 [97]).
The second possibility has been announced in 1999 on Nature Medicine
by Christer Sinderby and colleagues ([102]). Sinderby disclosed the possi-
bility to realize the neuro-ventilatory coupling by transforming the neural
drive information detected by the neural excitation of the diaphragm into
the waveform provided in mechnical ventilatory output, assuming that the
integrity of the phrenic nerve and that the neuromuscular junction is main-
tained and assuming also to be the diaphragm the primary inspiratory mus-
cle. This technology, named NAVA (Neurally Adjusted Ventilatory Assist),
was released after having obtained a stable signal uncontaminated by the
electrical activity of the heart and of the esophageal peristalsis, by noise
13
CHAPTER 1. NEUROSCIENCE AND MECHANICAL VENTILATION
and by artifacts related to the position or the motion of dedicated detection
electrode implemented on a specifically designed nasogastric catheter.
1.3.1 Technical Steps in Realizing the NAVA
Investigating over the power spectrum of the electromyogram (EMG) of the
human diaphragm (EMGdi), Sinderby et al. (1995, [99]) were able to distin-
guish two possible sources of artifacts which can affect the electrical signal
detected by a couple of recording electrodes: the former, assignable to the
signal filtering, the latter attributable to the contamination of the signal
(such as noise; cross talk form heart, esophagus, intercostal/abdominal mus-
cles; electrode motion - induced artifacts).
In order to overcome these difficulties, in Sinderby et al. (1995, [99]) a
fully automated computer algorithms that can select interference patterns of
EMGdi signals free from ECG was discussed. Algorithms essentialy relied
over four quantities, numerically determinated in the study results: the signal
to motion (SM) artifact ratio of the EMGdi, the spectrum ’max to max’
drop in power (DP) density ratio, the ratio between the highest mean power
density of the spectrum by the lowest mean power density (SN) and an index
of spectral deformation Ω. The question of using a multiple set of electrodes
was addressed in Sinderby et al. (1997, [100]), in which it was demostrated
that by a cross-correlation technique it was possible to locate the diaphragm
position with respect to the electrodes and that, extracting the two leading
signals, by a ’double subtraction’ it was possible to obtain a reliable signal,
indipendent from chest wall configuration (Beck et al., 1997 [8]). In other
words, EMGdi could have been used as an early indicator of acute diaphragm
fatigue indipendently of lung volume.
Being able to obtain estimates on the influence of velocity of shortening
on the relationship between diaphragm activation and pressure generation in
humans (Beck et al., 1998a [9]) and to evaluate the volume - activation rela-
tionship of the diaphragm (Beck et al., 1998b[10]), Sinderby and colleagues
(Sinderby et al., 1998; Yan et al., 2000 [101, 123]) were able to determine dur-
ing quiet breathing that the relative diaphragm activation in healthy subject
is about 8 per cent, while in COPD (chronic obstructive pulmonary disease)
and PPI (prior polio infection) subjects is approximately four times higher
(but without differences neither in tidal volumes nor in pressures achieved).
Given these steps, the electrical activity of the diaphragm (Edi) was
recognized to be a stable proxy of the respiratory neural drive, suitable to
be exploited as a waveform output controller of a mechanical ventilator.
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Table 1.1: A few records of a dataset collected by the Servo Tracker R©.
Timestamp Date Time B.Phase Pressure Flow Edi CO2
123876 02/08/2010 17:13:32.38 0 432 -27 54 9999
123976 02/08/2010 17:13:32.39 0 419 39 64 9999
124076 02/08/2010 17:13:32.40 0 412 72 86 9999
124176 02/08/2010 17:13:32.41 0 399 94 86 9999
124276 02/08/2010 17:13:32.42 0 386 134 110 9999
124376 02/08/2010 17:13:32.43 1 380 338 118 9999
124476 02/08/2010 17:13:32.44 1 380 482 118 9999
124576 02/08/2010 17:13:32.45 1 373 1420 132 9999
124676 02/08/2010 17:13:32.46 1 438 1795 132 9999
124776 02/08/2010 17:13:32.47 1 516 2424 146 9999
1.3.2 NAVA Dataset Output
The Critical Care Department of the Trieste University Cattinara Hospital
is equipped by a number of NAVA ventilators (NAVA SERVO-i R©, Maquet
Getinge Group) and the possibility to download NAVA ventilatory param-
eters and to analyse them is offered. In fact it is currently available a data
logger named ’Servo Tracker’ which provides the parameter measured at
patient’s bedside with a sampling frequency of 10−2s and reported as an
example in Table 1.1.
Besides Edi, measured in a scale of 10−2µV , the data logger provides air-
way Pressure (10−2cmH2O), Flow (10−4ls−1), the factor Breathing Phase
(0 = expiration, 1 = inspiration), the calendar Time, the Date of record-
ing, the integer counter Timestamp and the carbon dioxide CO2 - here not
detected - concentration scale in percentage times 10−2.
Those data can be captured by the inner software, saved in a convenient
data sheet form, but the relevant limitation is that operation can not be
performed in real time.
1.4 The Research Question
Future developments to improve patient-ventilator synchrony
should be based on the concept of thigh coupling between neural
output and ventilator function (...) the development of detailed
algorithms that recognize patient-ventilator asynchronies, based
on standard waveforms of pressure, flow and volume, and auto-
matically modify the ventilator settings such as to minimize (or
even eliminate) the asynchrony are also welcome. (E. Kondili,
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Figure 1.3: Example of dyssynchronies revealed by Edi. At time = 0 the patient’s
diaphragm is starting to breathe, but the ventilator is still in cycling-off phase
causing a trigger delay of approximately 1 second. At the fourth second and at
the seventh second the patient need to breathe again, but the ventilator does not
fulfill the requirement causing an ineffective effort.
2009 [60]).
In recent years several research groups actively worked out this topic,
mainly in the sector of the ineffective efforts. Cuvelier et al. (2009, [37])
obtained reliable results in detecting ineffective efforts within inspiratory
phase, while Chang-Wen Chen and colleagues [28] in 2008 proposed some
short sequential algorithms addressing the question of ineffective expiratory
triggering, obtaing a sensitivity and a specificity comparable to the one of
an experts panel (respectively 0.93 and 0.96). The previous year, Qestra
Mulqueeny and colleagues [73] released in 2007 an algorithm capable of de-
tecting ineffective triggering and double triggering with an overall sensitivity
of 0.91 and specificity of 0.97. Two years later the algorithm was generalized
with a sensitivity 0.587 and specificity of 0.987 [74]. All above mentioned
algorithms, to our best knowledge, are not still yet implemented in a real
time device. On the contrary, using a scoring strategy implemented in the
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Better Care R© system based on our algorithms, we were also able to ob-
tain an overall sensitivity of 0.915 and a specificity of 0.917 (Blanch et al.,
2012 [12]). To our best knowledge, no current algorithm implemented in
commonly commercial mechanical ventilators detects double cycling (Figure
1.4).
Figure 1.4: Example of double cycling (in blue color) detected by our Analyzer
library. Note the unruly trace of the electrical activity of the diaphragm.
Despite these progresses, a global approach to the issue still lacks as all
these algorithms suffer of a common limitation: they analyse single wave-
forms only ’locally ’ (in the sense of mathematical differential calculus and
of numerical analysis) neglecting to recognize that flow, pressure and vol-
ume possess a repetitive low-frequency pattern which is steady, in a sense
that the current wave is related to the previous one(s), and perturbed by
high-frequency (i.e. with ’smaller’ variance) random noise.
Our former researches (the Monsurin project) conducted at Fundació
Parc Taulí (Sabadell, Barcelona) tried also to cover the data mining solu-
tion, adopting the classical wave analysis approach in terms of digital signal
processing (power spectrum, fast Fourier transforming). Unfortunately, the
research did not lead us to a completely satisfactory result in terms of fore-
casting dyssynchronies in real time.
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Therefore, as a central aim of the present Ph.D. project, we wanted to
investigate up to what extent a statistical approach oriented to the random
effect modelling can be addressed to provide a successful answer to E.
Kondili question.
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Chapter 2
Mixed-effects Models in
Neurosciences
Grouped data arise in almost all areas of statistical applica-
tion. Sometimes the grouping structure is simple, where each
case belongs to single group and there is only one grouping fac-
tor. More complex datasets have a hierachical or nested structure
or include longitudinal or spatial elements. All such data share
the common feature of correlation of observation within the same
group and so analyses that assume independence of observations
will result inappropriate. The use of random effects is one com-
mon and convenient way to model such grouping structure.
J. Faraway, 2005 ([44]).
2.1 Repeated Measures and Longitudinal Studies
in Neurosciences
2.1.1 Literature and Statistics
In the first period of this research project, we tried to recognize in which
way the question of laboratory repeated measures framework or the lon-
gitudinal methodology of a trial or clustered / grouped data were issued.
In particular, we were motivated to understand which statistical approach
was most frequently used. For this purpose we queried (Borelli et al., 2008
[16]) the database PsycINFO and, focusing the attention on research articles
published on peer reviewed journals during the period going from January
2000 to December 2007 (approximately 0.61 · 106 files) the odds to find a
mixed model / multilevel analysis versus the classical multivariate approach
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Table 2.1: The neuroblastoma dataset
exon luminescence exon luminescence
E1 0.7268 E6 1.3131
E1 0.8543 E6 1.1096
E2 0.8883 E7 0.7402
E2 1.2508 E7 0.8762
E3 1.2656 F 0.7433
E3 1.134 F 0.6715
E4 0.9589 K 0.8764
E4 0.8919 K 1.0579
E5 0.8556 R 0.6999
E5 1.1411 R 0.5671
(Anova, Manova, Ancova, ...) appears surely to be less than one to five.
Moreover, focusing in October 2010 on six top level impact factor Neuro-
science Journals (Brain, European Journal of Neuroscience, Nature Neuro-
science, Experimental Brain Research, Neuron, The Journal of Neuroscience)
relatively to papers appeared in the two-years period 2008-2009 and in which
longitudinal studies or repeated measurements framework experiments were
addressed, in about 85 per cent of the papers the methodology is not correct
or poor, while in the other 15 per cent is excellent.
2.1.2 A Simple Motivating Example
To give a concrete example of random effects we discuss the very simple
neuroblastoma dataset, following the ideas of Faraway ([44]). The dataset
reported in Table 2.1 contains figures which are similar to those obtained
in an unpublished experiment (courtesy of Valentina Vaghi, [116]) investi-
gating about the possible enhanced or reduced rate of translation of several
transcripts containing the exons located at the 5’UTR of the BDNF (Brain-
Derived Neurotrophic Factor). After plugging them into a commercial cloned
plasmides equipped by Luciferase proteins, transfection into the SH-SY5Y
neuroblastoma cells occurs. The variable exon of the dataset is a factor with
10 different levels while the luminescence represents the luciferase assay
quantified response measured in duplicate on transfetted cells.
Data are depicted in Figure 2.1 in an increasing reordered form. As one
can see, there is a lot of variability, both between exons and, in certain cases,
within them.
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Figure 2.1: The neuroblastoma dataset.
We start data analysis with R importing the dataset:
www <- "http://www.dmi.units.it/~borelli/phd/neuroblastoma.txt"
neuroblastoma <- read.table(www, header = TRUE)
attach(neuroblastoma)
The simplest but the poorest (and, definitely, wrong) approach consists
in the so called null model, i.e. a model in which no particular effect is
attributed to exon: the idea is to assume that the luminescence is a vector
yij not depending on i-th exon (i ∈ 1, .., 10) measured in duplicate j ∈ 1, 2,
but only from the grand mean µ of data and a residual error ij :
yij = µ+ ij (2.1.1)
The R sintax is the following:
model_wrong <- lm(luminescence ~ 1)
summary(model_wrong)
The estimated (Intercept) is the grand mean in (2.1.1), µ = 0.931,
while the residual standard error σ = 0.215 is the sample standard deviation
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Table 2.2: summary of the ANOVA (fixed-effect) model of neuroblastoma
Df Sum Sq Mean Sq F value Pr(>F)
exon 9 0.698 0.0776 4.23 0.017 *
Residuals 10 0.183 0.0183
of the (zero mean normally distributed) residuals which, considered over a
’fake’ number of 19 degrees of freedom, yields a ’too significant’ p-value (5.91·
10−14). Note that p-value is affirming that data are definitely different from
zero - but this is not what we are interested in. It is very easy to check that
the standard deviation overcomes the highest distance (0.18, calculated with
the subsequent for-next cycle) between every couple of repeated measures
on each exon:
for (i in 1:10) {
print(abs(luminescence[i] - luminescence[i+1])/2)
}
In ’precomputing days’ we could have proceeded calculating the ANOVA
table (Table 2.2), forgetting for the moment to verify the mathematical hy-
potheses of normality and homoscedasticity:
backup <- options(contrasts = c("contr.sum", "contr.poly"),
digits = 3)
model_anova <- aov (luminescence ~ exon)
summary(model_anova)
The effect of the factor exon is significant with a p-value of 0.017, there-
fore we failed in not considering the factor in the first analysis. But with
this approach usually the researcher is interested in finding differences within
the grouping factor, and not in depicting a typical response of a sample of
(possibly wider) elements of a population. In fact, exploiting the ’effect-
size’ output provided by the lm(luminescence ∼ exon) command, natural
questions arising are: what would have happened if a new exon had been
introduced? Or if the triplicate scheme had been considered? Most probably
all estimates would had moved, and also the significance would had changed.
The habitual choice in this case is to consider the repeated-measure
Anova framework, implemented into R by means of the Error function and
whose output is reported in a further section of this thesis (see Table 2.6):
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model_anova_rm <- aov (luminescence ~ 1 + Error(exon))
model_anova_rm
seeing that now the grand mean again equals about 0.931, while the standard
deviation (Residual standard error) of the first stratum (exon) is about 0.279
and the standard deviation (Residual standard error) of the residuals is 0.135.
This approach recalls us the possibility to consider the simplest possible
random effect model, i.e. a one-way ANOVA random effect design with a
unique factor:
yij = µ+ αi + ij (2.1.2)
Here yij represents the luminescence response measured in nj ≡ 2 bal-
anced replicates performed on the i-th level of the N = 10 levels of the
factor exon; αi is the effect related to the i-th exon and ij is the residual
variability. The means of αi and ij are zero and their variances (the vari-
ance components of the model) are respectively σ2α and σ2 . The presence
of the variance components leads to a correlation between the observations
collected at the same level, which can be measured by the intraclass cor-
relation coefficient:
ICC =
σ2α
σ2α + σ2
(2.1.3)
We note that there are significant variations between the exons, with a
p-value of 0.011. From the values reported (see Crawley 2005, [35] for a
complete discussion of the ’old-fashioned’ table) we are able to estimate the
variance components by means of the so called ANOVA estimators:
σˆ2 = MSE = 0.018
σˆ2α =
MSA−MSE
ni
=
0.078− 0.018
2
= 0.030
The ICC is equal to 0.030/(0.030 + 0.018) = 0.625, which is a value a
little far from the situation of no variation between factor levels (σ2α = 0,
ICC = 0) and more closer to the situation of extremely wide variations
(σ2α >> σ2 , ICC ≈ 1). One can compute also the fixed effects of the model,
as reported in Table 2.3:
coef(model_anova)
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Table 2.3: Coefficients of the ANOVA model of neuroblastoma
(Intercept) exon1 exon2 exon3 exon4
0.931 -0.141 0.138 0.268 -0.006
exon5 exon6 exon7 exon8 exon9
0.067 0.280 -0.123 -0.224 0.036
The (Intercept) in Table 2.3 represents the estimate of overall mean
µ = 0.936 of the model (2.1.2). The reported fixed effects go from exon1 to
exon9, as the tenth effect (-0.298) can be deduced by the contrasts condition∑
αi = 0:
- (coef(model_anova)[[2]] + coef(model_anova)[[3]]
+ coef(model_anova)[[4]] + coef(model_anova)[[5]]
+ coef(model_anova)[[6]] + coef(model_anova)[[7]]
+ coef(model_anova)[[8]] + coef(model_anova)[[9]]
+ coef(model_anova)[[10]])
Despite the relatively easy possibility to compute the ANOVA estimators,
some clear disvantages can affect this classical approach:
• the estimates can take unmeaningful negative values (ifMSA < MSE
then the variance σˆ2α < 0)
• for unbalanced data (or in missing data) the ANOVA decomposition
into sum of squares is not unique, affecting the estimation of the vari-
ance components
• algebraic calculations can be difficult
The next sections are devoted to provide an overview on the current ap-
proach in random effect estimates, i.e. the so called mixed-effects modelling.
2.2 The Concept of Mixed Model
2.2.1 An Overview
The term mixed model indicates a type of parametric statistical model
(both linear or nonlinear) which is adequate to describe data collected by
means of normally distributed repeated measures (also in a longitudinal man-
ner) or data which possess a ’natural’ clustering. A mixed model allows to
24
CHAPTER 2. MIXED-EFFECTS MODELS IN NEUROSCIENCES
quantify a relation between a set of predictors and/or covariates and a contin-
uous dependent variable. Predictors and covariates can be both fixed effect
parameters - linked to relations which define those covariates with respect
to the statistical population examined - and to random effect parameters,
which represents peculiar characteristics linked to the examined subjects,
or to their clustering characterization. More commonly, in neurocognitive /
psychological literature the term multilevel model is preferred instead of
mixed model, as a cluster classifying factor tipically possesses two or more
nesting levels. In the sequel of the chapter, we follow West et al., 2007 [121]
to summarize the basic concepts. Also Pinheiro and Bates [82], Verbeke and
Molenberghs [117] and Faraway [44] are useful readings. An interesting point
of view is the one provided in Gelman (2005, [50]), in which the difficulty
to tell apart fixed effects from random ones is addressed, and the easygoing
solution to consider all effects as random is suggested.
Often, the term hierarchical is used to depict these type of data, as the
collected observations can be put in a hierarchical order. More precisely, we
indicate with the term of clustered data datasets in which the dependent
variable is measured once for each subject (the unit of analysis) and the unit
of analysis is characterized by a factor variable which collect each unit of
analysis in disjoint subsets. With the term of repeated measures data we
intend dataset in which the dependent variable is measured in more occasions
(with respect to time, or to different experimental conditions) upon the same
unit of analysis. With the term of longitudinal data we have in mind
an experiment of repeated measures data in which, conceptually, the time
is ’long’ relatively to the life of the subject and in which the drop-out of
the subject represents a relevant concern in analysing and modelling the
experiment. Lastly, clustered repeated measures data join the features
of both experimental design.
2.2.2 Fixed vs. Random Effects
When one analyses normally distributed data with the classical Anova /
Ancova methods (Casella and Berger 2002; Rohatgi, 1984 [26, 91]), the cat-
egorical ordered or unordered variable is a fixed factor of the study: in this
approach, the neuroscientist assumes to have considered all possible condi-
tions of the study. Typical examples of fixed factors in an experiment may
be the gender of the participant, the region of the istological drawing, the
treatment applied.
When not all the possible levels of the factor are present in the dataset,
but only a few part, one can think that the latter levels are a random sample
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drawn from the population of the factor levels. In this case we use the term
of random factor of the study. For instance, when we collect measures
in triplicate over the same subject in the same experimental condition, the
three measures represent a sample of possible (unbounded) replication. As
an another example, when we collect data from treated mice, we can imagine
that the sampled mice have drawn from an homogeneous population with
the same characteristics.
Therefore in a mixed model the relation between the predictors and the
dependent variable is represented by the fixed effects, i.e. the regression
coefficients (in the statistical jargon, the β parameters). On the other hand,
the random effects may be thought as those random perturbations which
affect the regression coefficents and that can be related to subject specificity.
Random effects can be espressed as random variable and their values can be
solely estimated a posteriori, exploiting information contained in the dataset.
It is worth noting here that in a dataset both fixed and random effects
can appear in two ways. A nested factor occurs when a particular level of
the first factor can be measured only in a single level of the second factor. For
instance, when analysing a sample of mice drawn from a particular litter. On
the contrary, we are in presence of crossed factors when we can measure
a certain level of the first factor across multiple level of the second factor.
As an example, in the tms repeated measure dataset, the group factor (with
levels fluent and stutter) and the brain hemisphere factor (with levels
left and right) represent two crossed factors.
2.2.3 Specification of the Linear Mixed Model
Quoting the word of Douglas Bates [5], mixed-effects model can be expressed
”in term of two random variables: a q-dimensional vector of random effects
represented by the random variable B and an N-dimensional response vector
represented by the random variable Y. We observe the value Y of Y. We
do not observe the value of B. When formulating the model we describe the
unconditional distribution of B and the conditional distribution (Y|B = b)”.
In the present section, we focus on linear mixed modelling: for them the
unconditional distribution of B and the conditional distribution, (Y|B = b),
are both multivariate Gaussian distributions:
(Y|B = b) ∼ N(Xβ + Zb,R)
B ∼ N(0, D) (2.2.1)
The conditional mean of Y, given B = b, is the linear predictor,
Xβ + Zb, which depends on the fixed-effects parameter β and on b. D and
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R are the variance-covariance matrices.
To be more detailed, following here the ’historical’ notation adopted by
Laird and Ware (1982, [63]), we suppose that our sample is composed by
N individuals or single level of grouping. For each i-th individual (i ∈
{1, . . . , N}) we collect a number ni of measures. We assume also that, for
the i-th individual, the j-th measure is collected in an occasion ti,j ∈ [0,+∞),
(i ∈ {1, . . . , N}, j ∈ {1, . . . , ni}), not necessarily the same for each individ-
ual.
Let Yi ∈ Rni represent the vectors of dimension ni of the repeated mea-
surements of the i-th individual, i.e. ∀i ∈ {1, . . . , N}:
Yi =

Yi1
Yi2
...
Yini
 (2.2.2)
Let us indicate the model matrices with Xi ∈ Rni×Rp and Zi ∈ Rni×
Rq respectively the fixed-effects and the random-effects covariate regressor
matrices:
Xi =

X11 X12 . . . X1p
X21 X22 . . . X2p
...
...
...
...
Xni,1 Xni,2 . . . Xni,p

Zi =

Z11 . . . Z1q
Z21 . . . Z2q
. . . . . . . . .
Zni,1 . . . Zni,q

The goal is to find estimates for the (general) vector β ∈ Rp of the fixed
effects, and for the (individual) vectors bi ∈ Rq, i ∈ {1, . . . , N} of the random
effects, associated to the matrices Xi and Zi respectively:
β =

β1
β2
...
βp

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bi =

b1i
b2i
...
bqi

In this way, the general matrix specification of a linear mixed effect model
for the given individual i is:
Yi = Xiβ + Zibi + i
bi ∼ N(0, D)
i ∼ N(0, Ri)
b = (b1, . . . , bN )⊥ = (1, . . . , n)
(2.2.3)
where i ∈ Rni is the vector of the residuals for each individual of the model,
⊥ denotes statistical indipendence, D ∈ Rq × Rq is the variance-covariance
matrix of the multivariate normal distribution of the random effect, and
Ri ∈ Rni ×Rni is the variance-covariance matrix of the multivariate normal
distribution of the fixed effect.
More explicitely, the elements on the main diagonal of the matrix D
represents the variances of the random effects bi, while the elements out of
the diagonal are the covariances between the latters. Therefore, D is a square
symmetric and positive definite matrix (in the sense that vTDv > 0,∀v 6= 0):
D =

var(b1i) cov(b1i, b2i) . . . cov(b1i, bqi)
cov(b2i, b1i) var(b2i) . . . cov(b2i, bqi)
...
...
...
...
cov(bqi, b1i) cov(bqi, b2i) . . . var(bqi)

Structure of the Variance-Covariance Matrices
Matrices D and Ri usually assume particular forms. Let us see in the sequel
some details.
If no restriction are imposed on D (aside symmetry and positive defi-
niteness), we say that the matrix is unstructured; in this case, the matrix
is defined by [q × (q + 1)]/2 covariance parameters, which can be summa-
rized in a triangular matrix. Very often, simpler structures of D suffice. In
particular, the variance components structure (also known with the term
of diagonal structure) is used when one wants to assume that the random
effects are indipendent:
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D =

var(b1i) 0 . . . 0
0 var(b2i) . . . 0
...
...
...
...
0 0 . . . var(bqi)

and the D matrix can be parametrized by θ ∈ Rq, θ = (σ2b1i , σ2b2i , . . . , σ2bqi).
Moreover, if in addition to be indipendent, the random effects have the same
variance, the matrix D reduces itself to be a multiple of the identity matrix
and θ is a positive scalar (the common variance).
Richer strategies usually are required to model the variance-covariance
Ri matrices. The simplest one, is clearly the diagonal structure, in which
for the i-th individual the residuals associated with the observations are
uncorrelated and with equal variance:
Ri = var(i) = σ2Ini =

σ2 0 . . . 0
0 σ2 . . . 0
...
...
...
...
0 0 . . . σ2

Therefore the diagonal structure requires only one parameter in θR =
(σ2) ∈ R1 which describes the homoscedastic variance of the residuals. Al-
though in this simple case the variances are supposed to be homogeneous
within all the N individuals, it is possible to consider also heterogeneous
variances stratifying over different groups, as we will show on densitometry
dataset. In this case, we use the term of group specific covariance pa-
rameter values.
Another possibility is represented by the compound symmetry struc-
ture. The compound symmetry structure is commonly used when analysing
repeated trials under the same condition in an experiment. It is defined
by two parameters, θR = (σ2, σ1) ∈ R2, respectively the common costant
covariance σ1 and the common constant variance σ2 + σ1:
Ri = var(i) =

σ2 + σ1 σ1 . . . σ1
σ1 σ
2 + σ1 . . . σ1
...
...
...
...
σ1 σ1 . . . σ
2 + σ1

When one has to fit models to datasets in which the observations on the
same individual are collected in an equally spaced longitudinal manner, it
may be reasonable to assume that observations closer to each other (with
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respect time) exhibit a greater correlation than observations farther apart.
In this case, a first order autoregressive AR(1) structure is preferred.
It is defined by two parameters, θR = (σ2, ρ) ∈ R2, respectively the common
costant variance σ2 and a correlation parameter ρ in such a way:
Ri = var(i) =

σ2 σ2ρ . . . σ2ρni−2 σ2ρni−1
σ2ρ σ2 . . . σ2ρni−3 σ2ρni−2
...
...
...
...
...
σ2ρni−1 σ2ρni−2 . . . σ2ρ σ2

Other many covariance structures, both in D and in Ri matrices are
possible and Littell et al., 2000 [66] provide a useful discussion about it.
2.2.4 The Marginal Linear Model
Given a linear mixed model Yi = Xiβ + Zibi + i the marginal linear
model remains defined in a canonical way. The marginal linear model is
introduced in a way to ’discharge’ the random effects, which are explicitely
used to explain the between-subject or between-cluster variation, over the
residuals. This is the reason why often the marginal models are referred
as population-averaged models, while the mixed models are called subject-
specific models. Usually software exploits the marginal model in order to
provide the model parameter estimates (cfr. Verbeke and Molenberghs, 2000
[117] for the description of the ’two-stage’ analysis).
The specification of the marginal model is:
Yi = Xiβ + ∗i (2.2.4)
In a marginal model the residuals ∗i are again assumed to be normally
distributed with zero mean and a certain variance-covariance matrix Vi, i.e.
∗i ∼ N(0, Vi). It is natural to ask which relation exists between matrix Vi
and the matrices Zi, D and Ri. It is possible to show that (see Verbeke and
Molenberghs, 2000 [117] for details):
Vi = ZiDZTi +Ri (2.2.5)
In Verbeke and Molenberghs, 2000 [117] it is discussed the fact that
the linear mixed model and the marginal linear model are not equivalent.
In fact, for instance, in the marginal model it is only required that Vi is
a positive definite matrix, while in the linear mixed model it is necessary
that the diagonal elements (the variances) of the matrices D and Ri are
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positive. The latter is a stronger (sufficient but not necessary) condition, not
required in the implied marginal model. This fact is evidenced in Verbeke
and Molenberghs, 2000 [117] as the cause of the possibility to have negative
variance components.
The structure of the marginal model implicitely defines the marginal
distribution of the responses Yi:
Yi ∼ N(Xiβ, ZiDZTi +Ri)
i.e. the marginal mean and the marginal variance-covariance structure of the
vector Yi are equal to:
E(Yi) = Xiβ
V ar(Yi) = Vi = ZiDZTi +Ri
We remark that in general this is a fruitful approach dealing with linear
models with gaussian errors, having to handle with integral calculus which
in general nonlinear or non-gaussian cases do not provide closed forms.
2.2.5 Estimation, Inference and Model Selection
In the mixed-effects models, the inner presence of the random variable B cre-
ates several troubles. In fact, estimating the parameters β and ’estimating’
(in a sense precised later) the random effect bi is not straightforward as it
happens in the linear models where one can exploit Gauss - Markov theorem
(Faraway, 2005 [44]) in order to provide the so called best linear unbiased
estimates (in the sense of Robinson 1991 [90]) of the regression coefficients
or the ANOVA size effects. The state-of-the-art methods are only approxi-
mations and a general theory still lacks (Faraway 2010 [45]). Nevertheless,
important steps have being recently achieved by Douglas Bates [5] and his
lme4 package.
In particular, a clearer sightseeing is having been achieved in assessing the
profile of the variance-covariance terms. Suppose for simplicity that the Ri
matrix is of the form σ2I. In the linear mixed model, theD matrix is obtained
by means of the relative covariance factor, which is a square matrix
Λθ of dimension q depending on the variance-covariance parameter θ,
according to the relation:
D = σ2ΛθΛTθ
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With the relative covariance factor Λθ and the spherical random ef-
fects vector U ∼ N(0, σ2Iq) one can determine the random variable B by
means of:
B = ΛθU
Now it can be defined the penalized residual sum of squares, PRSS:
r2(θ, β, u) = {‖y −Xβ − ZΛθu‖2 + ‖u‖2}
adding the residual sum of squares, which is a measure of the fidelity of
the model to the data, to a penalty on the size of u, providing in such a
way a measure of the complexity of the model. Therefore, searching for the
minimum r2β,θ with respect to u in r
2 involves the algebraic (i.e. not iterative)
determination of a particular lower triangular matrix Lθ of dimension q which
is called the sparse Cholesky factor and satisfies the relation:
LθL
T
θ = Λ
T
θ Z
TZΛθ + Iq
As a consequence, it can de befined the deviance of the parameters of
the linear mixed model, given the data Y :
d(θ, β, σ|Y ) = n · log(2piσ2) + log(det(Lθ)2) +
r2β,θ
σ2
(2.2.6)
Noting that µ, the conditional mean, is a linear function of β and u, it is
also a direct calculation the minimization of the PRSS, yielding the quantity
r2θ :
r2θ = min
β,θ
{‖y −Xβ − ZΛθu‖2 + ‖u‖2}
The values of u and β achieving this minimum are respectively said to
be the conditional mode u˜θ of the spherical random effects and the con-
ditional estimate βˆθ of the fixed effects. ’Plugging in’ the values into the
deviance (2.2.6) and minimizing with respect to σ2 one obtains the condi-
tional estimate:
σˆ2θ =
r2θ
N
which yields the so called profiled deviance:
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d˜(θ|Y ) = d(θ, βˆθ, σˆθ|Y ) (2.2.7)
It is important to note that the profiled deviance is a function of the
variance component parameter θ only. Consequently, minimizing the profiled
deviance (2.2.7) by numerical optimization with respect the parameter θ, one
can obtain its maximum likelihood estimate, which is denoted with θˆ.
The profiled deviance therefore appears to be (cfr. Bates [5]) the suitable
object to express confidence intervals over the model parameters (both in
fixed and in random effects); unfortunately, this functionality is not still
implemented - at least in March 2012 - in current R libraries.
The term ’conditional mode’ is adopted in Bates [5]. It appears to be the
adequate terminology because one does not provide ’estimates’ of a random
effect, as the latter is not a ’parameter’, but an observed value of a random
variable. Therefore the function ranef does not provide a best linear un-
biased predictor in the sense of Raudenbrush and Bryk, 2002 [84], because
it is not possible to define in what sense that ’best’ is reported. It would
be correct to affirm that they are the conditional means evaluated at the
estimated parameter values, but this occurs only in linear mixed models and
it is not generalizable to other categories of mixed models.
Lastly, it is worth noting that, according to Nie 2007 [77], the consistency
(i.e. the convergence of the random variable to the designed value) of the
maximum likelihood estimates depends on the number of subjects and the
number of observations: we refer to that paper for a detailed discussion on
the possibility that N is ’larger’ than p, or vice versa, or both parameters are
’large’ (i.e. tends to infinity). In all these cases, the asymptotic estimates
obtained appears to be quite satisfactory also in ’small’ sample sizes.
2.2.6 Tools to Compare Models
When we are required to compare two mixed models, some relevant concerns
appears. In fact, several competing models are usually to be considered
when one is required to analyse clustered or repeated measure / longitudinal
dataset, and therefore a selection procedure has to be used in order to detect
which is the ’best’ model (a useful tutorial assessing the matter is Cheng et
al., 2010 [29]). The framework to pursuit is the parsimony in the sense of
Ockham’s razor. We recall that Model 1 is said to be nested in Model 2 if
the former is ’a special case’ of the latter, in the sense that the parameter
of the former can be derived by the parameters of the latter imposing some
constraints (i.e. dropping out some predictors or fixing some parameters to
zero). When a Model 1 encompasses both the null H0 and the H1 alternative
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hypotheses it is denoted with the term of reference model while if the
simpler Model 2 satisfies only the H0 it is called nested null model.
In standard linear modelling, the usual and recommended way to com-
pare two models is to use an F -test, because under the standard assumptions
and when the errors are normally distributed the F statistic follows an exact
F distribution with a precise number of degrees of freedom. Until recently
practitioners used to think to extended this approach to the mixed effects
models, assuming that the estimates of the parameters relative to the ran-
dom effect were the true values. This assumption yields the consequence
that the mixed model reduces itself to a fixed-effects model with a partic-
ular covariance structure. In this way, it is allowed to use the generalized
least square techniques and to perform standard F -tests, as done in many
statistical packages (and in R’s nlme library).
According to Faraway 2010 [45], this approach is not adequate as it
presents two important limits.
• As the random effects are not known but only a posteriori estimated,
the F -statistic does not follow an exact F distribution.
• Supposing to overcome the former difficulty and to accept as satisfac-
tory the F distribution, there exists not a simple and general solution
to identify the number of degrees of freedom, besides what recalled
in Crainiceanu and Ruppert, 2004 [34] and Kenward and Roger, 1997
[58].
Concerning the latter item, we recall that in the classical approach the
degrees of freedom is the effective number of indipendent observations; very
often, it is just the sample size decreased by the number of model parameters.
In the dependent and hierarchical data, typical of a repeated measurement
scheme, there is no a simple way to count the indipendent pieces of informa-
tion in order to select the null distribution: quoting Faraway 2010, [45], the
degrees of freedom (...) are used as a mathematical convenience rather than
a concept of standalone value.
The R’s lme4 package summary output offers the t-statistics, which are
the square root of the F . Therefore, the same concerns arise. So in lucky
case when dataset are ’wide’, the asymptotic theory can be exploited to
provide p-values. In the case that the experimental design is simple and
balanced, we can provide exact solutions by means of aov() command, as
recalled in the first Section of this Chapter. When an experimental design is
unbalanced techniques are available only in some very particular cases, see
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Crainiceanu and Ruppert, 2004 [34]. Summarizing, there are the following
possible strategies which can be adopted in R:
1. in more articolate experimental design to use a resampling method
called parametric bootstrap;
2. to exploit the MCMC (Monte Carlo Markov Chain) approach;
3. to choose a model according an information criterium.
In the previous section, we have indicated as in the Valentina Vaghi
neuroblastoma dataset exact solutions can be estimated by aov() command.
We discuss now in more detail the likelihood approach.
The method of maximum likelihood estimation can partly overcome
the ambiguities related to degrees of freedom as the method requires only to
specify the distribution (usually, the Gaussian one) for the random effects
and the errors. For a brief recall about likelihood theory see the Appendix A
in Faraway 2005 [44], for a more detailed general discussion see Casella and
Berger 2002 [26]; for the maximum likelihood principle applied considering
the a posteriori estimates of the random effects (as in nlme package) the
standard reference is Pinheiro and Bates 2000 [82], but West et al. 2007 [121]
provides a thinner compendium. The idea is to start from the multivariate
normal probability density function, with parameters β and θ as discussed
in the previous section:
f(Yi|β, θ) = 1√
(2pi)ni · det(Vi)
e−
1
2
(Yi−Xiβ)TV −1i (Yi−Xiβ) (2.2.8)
Recalling that also the marginal variance-covariance matrix Vi depends
from the parameters β and θ, one can define the likelihood function L(β, θ) as
the product of the likelihood function contribution for the i-th subject and,
for simplicity of further calculations, to consider the log-likelihood function
l(β, θ):
l(β, θ) = −n
2
· log(2pi)− 1
2
n∑
i=1
(Yi −Xiβ)TV −1i (Yi −Xiβ) (2.2.9)
Although concerns may arises from the numerical computation, optimiz-
ing l(β, θ) one could be able to provide point estimates for β, θ and Di. The
remaining problem is that the ML estimates are biased, and the bias can
be particularly sensible whether the factor levels are not large. The current
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Table 2.4: summary of the REML linear mixed model of neuroblastoma
Linear mixed model fit by REML
Formula: luminescence ∼ 1 + (1 | exon)
AIC BIC logLik deviance REMLdev
-0.081 2.906 3.041 -9.820 -6.081
Random effects:
Groups Name Variance Std.Dev.
exon (Intercept) 0.030 0.172
Residual 0.018 0.135
Number of obs: 20, groups: exon, 10
Fixed effects:
Estimate Std. Error t value
(Intercept) 0.931 0.062 14.950
solution is to adopt the restricted maximum likelihood REML estima-
tors as introduced in Patterson and Thompson, 1971 [80] and Harville, 1997
[54]) (see Verbeke and Molenberghs, 2000 [117] for detailed discussion).
library(lme4)
mm <- lmer (luminescence ~ 1 + (1 | exon))
summary (mm)
As we see, the model summarized in table 2.4 possesses both random ef-
fects and fixed effects terms. The latter, which in the formula luminescence
∼ 1 + (1 | exon) is denoted by the first 1, is simply the intercept (i.e. the
overall mean) µ = 0.931 accordingly to the ANOVA analysis. The standard
error 0.062 reported is obtained by the classical large sample theory for the
ML estimates, and the ratio of the two quantities provides the critical value
of 14.95. Now, as we possess 20 obervations over 10 groups, we could be
driven to treat random effects as fixed effects, and to conjecture that the
degrees of freedom could be (approximately near to) 10, which is far from
to be a ’great’ number of degrees of freedom. Nevertheless, in the present
case being the t-statistic closer to 15, it seems to be plausible to consider the
p-value (close to 10−8) quite reliable:
2 * (1 - pt(14.95, 10))
The random effect is represented by the (1 | exon) part of the formula,
which indicates that data are grouped according the exon factor, and the
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Table 2.5: summary of the ML mixed effects model of neuroblastoma
Linear mixed model fit by maximum likelihood
Formula: luminescence ∼ 1 + (1 | exon)
AIC BIC logLik deviance REMLdev
-3.849 -0.862 4.924 -9.849 -6.055
Random effects:
Groups Name Variance Std.Dev.
exon (Intercept) 0.029 0.171
Residual 0.018 0.135
Number of obs: 20, groups: exon, 10
Fixed effects:
Estimate Std. Error t value
(Intercept) 0.931 0.059 15.760
inner 1 specifies that within each group the random effect is constant. The
REML estimates obtained are similar to the ANOVA ones, σˆ2α = 0.029 and
σˆ2 = 0.0175. This similarity is due to the fact that the design of the experi-
ment is balanced, but for unbalanced design REML and ANOVA estimates
are not necessarily equals. Note that standard deviations reported are not
unreliability measures (i.e. standard errors), but simply the square root of
variances.
It is also possible to compute the biased ML estimates, as reported in
Table 2.5:
mmML <- lmer (luminescence ~ 1 + (1 | exon), REML = FALSE)
summary (mmML)
Model selection via the maximum likelihood principle. In order to
choose between reference of nested models usually one performs hypothesis
testing. As recalled in Faraway 2005, [44], the standard likelihood theory
establishes the possibility to test two nested hypotheses H0 and H1 by com-
puting the likelihood ratio test statistic:
2(l(βˆ1, σˆ1, Dˆ1|Y )− l(βˆ0, σˆ0, Dˆ0|Y ))
being βˆ1, σˆ1, Dˆ1 and βˆ0, σˆ0, Dˆ0 respectively the MLE parameters under the
null and the alternative hypothesis. But there are some caveats which needs
to be illustrated in the sequel:
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• the likelihood ratio is based on ML estimates; therefore it is not appro-
priate to use it with REML estimates (see Verbeke and Molenberghs,
2000 [117] or Pinheiro and Bates, 2000 [82])
• in order to exploit the possibility to compare the test statistic with the
χ2 null distribution, theory requires that parameters lay in the interior
of the parameter space.
Testing fixed effects by LRT. Suppose to have two nested models which
differs only in their fixed effects part. When testing, REML estimation
method can not be used. In fact REML estimates the random effects consid-
ering (orthogonal) linear combination of the data removing the fixed effects.
Therefore changing the fixed effects between models will yield likelihoods
not comparable. As a consequence, only ML estimates have to be used to
compare models. Moreover. Faraway (2005, [44]) recalls that the p-values
obtained by the likelihood ratio test are only approximate and they tend to
overstate the importance of some effects. As a consequence the parametric
bootstrap method illustrated in the next section can be approached to obtain
more reliable answers, regard to the fact that normality is assumed both in
errors and in random effects.
Testing random effects by LRT. Very often, the situation to test has
the form H0 : σ2 = 0, which is a condition lying in the topological border of
the parameter space and by which the asymptotic theory fails (Verbeke and
Molenberghs, 2000 [117]). As a consequence, the null distribution of the LRT
remains in general unknown. Using erroneously the Chi square distribution
is conservative and leads to p-values greater than they should be.
Let’s provide an example of testing on neuroblastoma dataset. From
the ANOVA table 2.2 we noted that the fixed effect exon is significant with
a p-value of 0.017.
1 - pf(summary.lm(model_anova)$fstatistic[[1]] ,9 ,10)
The same p-value can be obtained used the expected mean squares
inference approach, which is related to the so-called ANOVA with mul-
tiple error terms (Crawley 2005 [35]) whose summary is reported in Table
2.6, and which - in this case - is equivalent to the repeated-measure Anova
model_anova_rm model evaluated in the previous section:
ems_model <- aov(luminescence ~ 1 + Error(exon))
ems_model
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Table 2.6: summary of the ’ANOVA with multiple error terms’ model of fitted to
the neuroblastoma dataset
aov(formula = luminescence 1 + Error(exon))
Grand Mean: 0.931
Stratum 1: exon
Terms:
Residuals
Sum of Squares 0.698
Deg. of Freedom 9
Residual standard error: 0.279
Stratum 2: Within
Terms:
Residuals
Sum of Squares 0.183
Deg. of Freedom 10
Residual standard error: 0.135
We can check the likelihood ratio method. As in our model only random
effects are considered, we can use both ML or REML estimates (while for
fixed effects we have to use ML). Considering that in model_anova the only
fixed effect is the overall mean and there is no interest in testing a difference
from zero, our null model is simply the overall mean:
nullmodel <- lm (luminescence ~ 1)
We can compute the log-likelihood of the two models (cfr. Shah [96]),
which are respectively 4.924 over 3 degrees of freedom and 2.837 over 2
Table 2.7: summary of the null linear mixed model of neuroblastoma
lm(formula = luminescence ∼ 1)
Residuals: Min 1Q Median 3Q Max
-0.36402 -0.18860 -0.04878 0.18457 0.38197
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.93112 0.04817 19.33 5.91e-14 ***
Residual standard error: 0.2154 on 19 degrees of freedom
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degrees of freedom:
logLik(mmML)
logLik(nullmodel)
So we can evaluate their doubled difference (i.e. the LRT statistic, 4.175):
lrts <- as.numeric(2*(logLik(mmML) - logLik(nullmodel)))
Now we can choose to follow four different strategies.
To use Chi square as null distribution. Although this was the choice
employed in nlme package, it appears to be deprecable. Nevertheless, we
compute the difference between the 3 − 2 = 1 degree of freedom and pro-
vide a one-tailed p-value referring to the one-degree of freedom Chi-square
distribution:
pchisq (lrts, 1, lower = FALSE)
which is approximately equal to 0.041. So, we would be moved to claim that
there is a significant difference between the null model and the mixed-effect
model, and therefore to privilege the latter.
To use the parametric bootstrap. Bootstrap method (Efron and Tib-
shirani, 1986 [42]) is a computer-based resampling technique which allows
to obtain both sample and intervals estimates, approximating a posteriori
the unknown estimator distribution by means of the empirical distribution
of the observed data. The Figure 2.2 depicts such a distribution evaluating
the likelihood ratio test statistic of the mixed model mmML versus the null
model modelnull.
The idea is the following: given the nullmodel we can simulate a list
of 20 random numbers distributed according the nullmodel, i.e. normally
distributed with mean 0.931 and standard deviation (residual standard error)
0.215 as reported in Table 2.7. Extracting the numbers from the list with the
unlist command, we record them in a vector called simul and we compute
two models, bootnull and bootalt:
bootnull <- lm (simul ~ 1)
bootalt <- lmer (simul ~ 1 + (1 | exon), REML = FALSE)
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Figure 2.2: The parametric bootstrap distribution histogram of the LRT of the
neuroblastoma null model
Then we consider the 2*(logLik(bootalt) - logLik(bootnull)) LRT
statistic and store in a vector lrdistrib[i], bootstrapping this procedure
for howmany times, say 1000, varying over the index i. Here is the complete
code:
howmany <- 1000
lrdistrib <- numeric(howmany)
for (i in 1 : howmany) {
simul <- unlist(simulate(nullmodel))
bootnull <- lm (simul ~ 1)
bootalt <- lmer (simul ~ 1 + (1 | exon), REML = FALSE)
lrdistrib[i] <- as.numeric(2*(logLik(bootalt)
-logLik(bootnull)))
}
After less than a minute of computation we obtain the bootstrapped
distribution of the likelihood ratio test statistics. It is clear, looking also to
the quantile - quantile plot (Bland 2000 [13]) depicted in Figure 2.3, that
this is not a Chi square distribution with 1 degree of freedom, as more ore
less the 58% of the bootstrapped quantiles are less than 10−5:
mean(lrdistrib < 0.00001)
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Figure 2.3: The Quantile - Quantile plot (QQplot) shows the distribution of the
LRT obtained by means of the parametric bootstrap resampling method versus the
pure χ21 distribution. The fact that the orange points are not well fitted by the
violet dashed lines (joining the first and the third quartiles of both distributions)
implies that the likelihood ratio test statistic of the neuroblastoma simple mixed
model versus the null model did not behave as a χ21 distribution.
Stram and Lee (1994, [106]) propose, under some stricts hypotheses, to
consider a fifty/fifty mixture of the χ21 and the Dirac delta χ20. Many authors
accept their suggestion (cfr. Verbeke and Molenberghs, 2000 [117]; West et
al., 2007 [121]). Nevetheless this proposals goes against the evidences that in
different datasets different bootstrapped distributions appear. Crainiceanu
and Ruppert [34] are able to mild Stram and Lee hypotheses on the indipen-
dence and identical distribution of the response, but limiting only to the
one-way ANOVA problem. Therefore no general solution is actually known,
but the parametric bootstrap approach provides immediately a reliable p-
value, 0.018, quite close to the fixed effect p-value reported in Table 2.2:
mean(lrdistrib > lrts)
Model selection via Markov Chain Monte Carlo. The stochastic
technique known with the curious name of ’Monte Carlo Markov Chain’ is
mainly used in Bayesian analysis. MCMC is used to find an unknown prob-
ability distribution as the steady state result of a simulated transition of a
Markov Chain. For a viable introduction to the matter using R see Suess
and Trumbo, 2010; Robert and Casella, 2010 [109, 89]. The MCMC method
in estimating the parameters in mixed modelling is applied attributing an
uninformative a priori distribution to the lmer model estimates in order
42
CHAPTER 2. MIXED-EFFECTS MODELS IN NEUROSCIENCES
Table 2.8: head of the 10000 replications obtained by a MCMC sampling of the
mm mixed model of neuroblastoma
(Intercept) ST1 sigma
1 0.9311250 1.2715336 0.13539237
2 0.9663631 1.1002292 0.09439036
3 1.0231986 0.1644172 0.16478684
4 1.0026858 0.2825837 0.17915868
5 0.9451541 0.2594860 0.23577424
6 0.9710245 0.1420961 0.19616379
to obtain a sample from the a posteriori distribution. Several possibilities
are given in order to implement MCMC algorithm: the one chosen in lme4
package is discussed in Baayen et al., 2008 [3]. Generally speaking, this
technique provides results similar to those obtained with parametric boot-
strapping, but results are not yet supported by a sound theory (Baayen et
al., 2008; Bates; Faraway 2010 [3, 5, 45]).
The technique requires to create a ’mcmcsamp’le, say of 10000 replica-
tions, to save the output, and to examine the dataframe of the generated
distribution, whose head is displayed in Table 2.8:
generatedsample <- mcmcsamp (mm, n = 10000, saveb = TRUE)
matrixsample <- as.data.frame(generatedsample)
head(matrixsample)
Applying the command colMeans we can obtain three ’pointwise esti-
mates’ of the matrixsample. The mean (Intercept) 0.932 is similar to the
overall mean reported in all Tables 2.4, 2.5, 2.6 and 2.7. The sigma 0.206
represents an estimate of the standard deviation of the residuals, which quite
commonly is little larger than the estimate reported in Table 2.4, while the
estimate ST1 0.315 is the value of the ratio σb/σ. By means of the command:
mean(matrixsample[,2] * matrixsample[,3])
we are led to a value of σb close to 0.060, which appears to be quite smaller
with respect to the REML estimate obtained in the mm mixed model. The
unreliabilities of those estimates can be derived calculating the standard devi-
ations, sd(matrixsample), and the HPDinterval(generatedsample) ’high-
est posterior density’ intervals. In the neuroblastoma case it is seen that
there is some puzzling in estimating the HPD of the ST dispersion, well
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Figure 2.4: Monte Carlo Markov Chain steady state time profile for the σb/σ
standard deviations ratio.
evidenced in Figure 2.4: there is an amount of correlation profiled by the
piece-wise linear trend behavior, and a troubled mixing property, evidenced
by the stay-near-zero behaviour of the chain.
Model selection via the information criteria. Another possible ap-
proach in model selection is to exploit the information criteria. Informa-
tion criteria are, in a sense, the log-likelihood of the current model penalized
by some terms which takes in account the quantity of model parameter and,
possibly, the dimension of the dataset. A first model is privileged to the
second one according the motto ’small is beautiful’, i.e. when the former
information criteria is less than the latter. Commonly, two information cri-
teria are recognized; the first is the Akaike information criterium, AIC
(Akaike, 1973 [2]):
AIC = −2 · l(βˆ, θˆ) + 2 · p (2.2.10)
where p is the total number of the parameters (both fixed and random)
estimated in the model.
The second information criterium is the Bayesian information cri-
terium, BIC, also known with the acronym SBC, the Schwarz Bayesian
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Criterium (Schwarz, 1978 [95]):
AIC = −2 · l(βˆ, θˆ) + p · log(
N∑
i=1
ni) (2.2.11)
where
∑N
i=1 ni is the total number of observations of the response used in
the model.
It is important to note (Faraway, 2010; Gurka, 2006 [45, 53]) that, re-
quiring the specification of the number p of parameters, both criteria are
problematic to use when two models differ in random effects. When only
fixed effects differ, the issue does not arise.
2.2.7 The Model-building Strategy
The essential goal of the model selection is to achieve an equilibrium in
including not too much and not too few parameters to fit data. Therefore,
model selection should provide the minimal adequate model, balancing from
the maximal saturated model and the minimal null model. A researcher
therefore has to be aware that the choices concerning fixed and random
effects included in the model, and the structure of matrices D and Ri, have
an impact on both the estimated marginal mean Xβ and the estimated
variance-covariance matrix Vi = ZiDZTI +Ri for the response Yi.
Commonly authors choose two general strategies to formulate the model
which ’adequately’ describes the data:
• the Top-Down strategy;
• the Bottom-Up strategy;
The Top-Down approach (Cheng et al., 2010; Crainiceanu and Ruppert,
2004; Verbeke and Molenberghs, 2000; West et al., 2007 [29, 35, 117, 121])
usually is the preferred way to conduct the analysis. It consists in the fol-
lowing steps.
1. To start with a well-specified loaded mean structure, i.e. the so
called maximum model, the model with the most possible covariates
considered as fixed effects. This step requires also to allow all possible
interactions between the covariates.
2. To select the structure for the random effects in the model, applying
the methods recalled in the previous section.
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3. To select a covariance structure for the residual in the moddel, to adjust
for the residual variation.
4. To reduce the model to eliminate for redundant fixed-effect parameters.
The Bottom-Up approach (West et al., 2007 [121]) is a more common way
to conduct the model selection when using the HLM software (Raudenbush,
2005 [85]) which is, in a sense, more ’multilevel’ oriented. We do not give
here details; for a brief summary consult (West et al., 2007 [121]); for more
details see Raudenbush and Bryk, 2002 [84].
2.2.8 The Model Diagnostic
An important step to perform after fitting a (mixed) model is represented by
the model diagnostic. One has in fact to check if residuals are distributed
as required by mathematical assumptions and if the model is perturbed by
any influential point. Not any particular difficulty arises in linear modelling,
as diagnostic techniques are well defined (for a reference see e.g. Weisberg
2005 [120]) and, according to Schabenberger 2005 [94], they involve:
• the residual analysis (the informal, graphical examination of estimates
of model errors to assess the quality of distributional assumptions);
• the overall measures of goodness-of-fit ;
• the collinearity diagnostics, i.e. the quantitative assessment of the
inter-relationship of model components;
• the influence analysis, i.e. the qualitative and quantitative assessment
of influence of single cases on the global model.
On the contrary in linear mixed modelling the presence of the random effects
and of the covariance structure increases the difficulty to correctly assess the
matter. In particular, it is worth noting that (ref. West et al., 2007 [121])
also change in estimates of covariance parameters may affect the precision
of test in fixed effects and consequently in their confidence intervals.
While in R actually not any standard technique is available to assess
influence (leverage and outliers) diagnostic, we recall that a conditional
residual is the difference between the observed value of the response and its
conditional predicted values, ˆi = yi−Xiβˆ−Zibˆi. The facts that conditional
residuals tends to be correlated despite that the true model residuals are not,
and that their variances may be different in different subgroups of individuals
implies that the former are not so useful in verifying model assumptions and
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in detecting outliers. One viable solution to control variations in dispersion is
to scale residuals by standard deviation (the true one -which is rarely known-
as in standardized residuals, or the estimated one as in the studentized
residuals. If one assumes that the variability of βˆ can be neglected then
the residuals can be divided by the estimated standard deviation of the
response, yielding the Pearson residuals. In the R nlme package Pearson
is the default residuals type.
2.3 An ’anova’ Example: the densitometry Dataset
In presence of autoimmune disorders involving the nervous system the diag-
nosis may be helped if autoantibodies reacting against neural autoantigenes
are detected. In particular, immunohistochemistry is one of the main tech-
niques adopted to capture the presence of autoantibodies if the autoantigene
is not known but the target tissue is suspected (Boscolo et al., 2006 [18]).
In order to quantify such autoantibodies and to provide an operative
range of validation, Stefania Zulian has led some densitometric immuno-
histological measures evaluating at the Trieste Autoimmune Brain Atlas
(http://www2.units.it/taba/) the human serum antineural reactivity, in-
cubating the latter on rat brain slides. In particular, densitometric mea-
sure were taken from three different region: brainstem, cerebellum and
cortex). The following analysis is basically the core of an R function we are
releasing on http://www.dmi.units.it/densitometry/.
We can import data and start the analysis with the following instructions:
www <- "http://www.dmi.units.it/~borelli/phd/densitometry.txt"
densitometry <- read.table(www, header = TRUE)
attach(densitometry)
names(densitometry)
str(densitometry)
head(densitometry)
As one can see, this dataset contains 126 observations of three variables:
the alphanumeric indicator of the slide (subject), the revealed measure
of pixel intensity and the central nervous system region from which the
measures were collected. With the head command we can see (in Table 2.9)
the first six records of the dataset, while in Figure 2.5 data are depicted.
Experiments have usually been performed in duplicate and therefore in
most cases for each slide we have six intensity measures. As in some cases the
procedure have been repeated twice or three times, the dataset is unbalanced,
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Table 2.9: The head of the densitometry dataset
subject measure region
1 N001 91 brainstem
2 N001 70 brainstem
3 N001 92 cerebellum
4 N001 81 cerebellum
5 N001 63 cortex
6 N001 88 cortex
Figure 2.5: The densitometry dataset.
as it can be easily checked with the command table(subject). It is also
not so frequent to have at your disposal normally distributed data, as one
can see in Figure 2.6: points are ’wagging’ along the diagonal, suggesting
some skewness or a lack in unimodality; therefore we try a Box-Cox power
transformation by means of MASS library (Venables and Ripley, 2002 [118]):
library(MASS)
boxcox (measure ~ region, lambda = seq(0, 1, 0.05))
The Box-Cox graph suggests an exponent closer to 1/2; therefore we
can try to use the square root transformation, introducing the new variable
intensity:
intensity <- sqrt(measure)
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Figure 2.6: The quantile-quantile normal plot of the densitometry dataset
groupped into region.
Table 2.10: Excerpt of the marginal model summary (one-way Anova) of
densitometry dataset. The residual standard error is computed on 123 degrees
of freedom despite only 14 slides were issued.
Estimate Std.Error t value Pr(>|t|)
(Intercept) 8.3410 0.2068 40.337 <2e-16 ***
regioncerebellum 0.6133 0.2924 2.097 0.038 *
regioncortex -0.1215 0.2924 -0.416 0.678
shapiro.test(intensity[region == "brainstem"])
shapiro.test(intensity[region == "cerebellum"])
shapiro.test(intensity[region == "cortex"])
library(car)
leveneTest(intensity ~ region)
Shapiro-Wilk tests indicate that (p-values 0.005, 0.148 and 0.405 respec-
tively) for cerebellum and cortex there are no problems, while in brainstem
there is an essential bimodality not negligible, although Levene and Fligner-
Killeen tests (p-values 0.349 and 0.344 respectively) disclose that data are
not heteroscedastic.
It is misleading to trust in the pure marginal model fitted by lm, whose
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Table 2.11: summary of the mixed1 model.
Linear mixed model fit by REML
Formula: intensity∼region+(region|subject)
AIC BIC logLik deviance REMLdev
380.7 409.0 -180.3 357.5 360.7
Random effects:
Groups Name Variance Std.Dev. Cor
subject (Intercept) 1.727 1.314
cerebellum 0.624 0.790 -0.635
cortex 0.601 0.775 -0.790 0.975
Residual 0.699 0.836
Number of obs: 126, groups: subject, 14
Fixed effects:
Estimate Std. Error t value
(Intercept) 8.171 0.378 21.646
regioncerebellum 0.660 0.285 2.316
regioncortex -0.056 0.281 -0.200
Correlation of Fixed effects:
(Intr) rgncrb
regioncrbllm -0.613
regioncortx -0.719 0.778
summary is outlined in Table 2.10, as the pseudoreplication phenomenon
can affect all estimates reported. Accordingly, we start considering a mixed
model with fixed effects βj for the three levels region factor (j = 1, 2, 3) and
random effects bij for the i-th subject (i = 1, .., 14) over the j-th region:
yij = βj + bij + ij
bij ∼ N(0, D)
ij ∼ N(0, Ri)
(2.3.1)
where i ∈ Rni is the vector of the residuals for each individual of the model,
ni = (n1, .., n14) ≡ (6, 18, 12, 6, 18, 6, 6, 6, 6, 6, 6, 6, 12, 12), D ∈ R3 × R3 is
the variance-covariance matrix of the multivariate normal distribution of the
random effects, and Ri ∈ Rni ×Rni is the variance-covariance matrix of the
multivariate normal distribution of the fixed effect. We fit the model by the
commands:
mixed1 <- lmer(intensity ~ region + (region | subject))
summary(mixed1)
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Let’s recall how to interpret figures reported in Table 2.11: β1 = 8.17,
β2 = 8.17 + 0.66 = 8.83 and β3 = 8.17 − 0.06 = 8.11 are the three general
region means; the random effects are ruled by the 3 by 3 correlation matrix:
D =
 1.314 −0.635 −0.790−0.635 0.790 0.975
−0.790 0.975 0.775

The residual standard deviation, 0.836, is the parameter characterizing
the correlation diagonal matrix Ri ∈ Rni × Rni :
Ri =

0.836 0 . . . 0
0 0.836 . . . 0
...
...
...
...
0 0 . . . 0.836

Let’s compare Table 2.11 with Table 2.10. One can see that fixed effects
estimates in mixed1 are slightly different and that also their reliability (i.e.
their standard errors) has changed. Moreover, fixed effects appears to be
quite correlated, in particular between cerebellum and cortex. So one can
suspect that ’reducing the regions’ to two levels only, i.e. pooling the two
latter regions into one, no much information will be lost in modelling.
reducedreg <- region
levels(reducedreg)[1] <- "brainstemcortex"
levels(reducedreg)[3] <- "brainstemcortex"
mixed2 <- lmer(intensity ~ reducedreg+(reducedreg|subject))
summary(mixed2)
In Table 2.12 the new model is evidenced. One can note that the fixed
effect estimates for the two pooled region brainstemcortex has an inter-
mediate value between the former figures in mixed1; being also reduced the
standard error (0.206), the quantile t has increased to 3.2 deviates, indicating
a significant difference.
In view of Ockham principle we try to substitute the subject/region
random effect bij with a unique subject random effect bi, independently
from the two regions:
yij = βj + bi + i, ( j = 1, 2; i = 1, .., 14)
bi ∼ N(0, D)
i ∼ N(0, Ri)
(2.3.2)
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Table 2.12: summary of the mixed model mixed2
Linear mixed model fit by REML
Formula: intensity ∼ reducereg + (reducereg | subject)
AIC BIC logLik deviance REMLdev
382.7 399.7 -185.3 368.6 370.7
Random effects:
Groups Name Variance Std.Dev. Cor
subject (Intercept) 1.08307 1.04070
reducedregcrbllm 0.16076 0.40095 -0.319
Residual 0.81992 0.90549
Number of obs: 126, groups: subject, 14
Fixed effects:
Estimate Std. Error t value
(Intercept) 8.1562 0.2976 27.409
reducedregcrbllm 0.6665 0.2063 3.231
Correlation of Fixed effects:
(Intr)
rdcdrgcrbll -0.325
mixed3 <- lmer(intensity ~ reducedreg + (1 | subject))
summary(mixed3)
Observing figures in Table 2.13, neither fixed effects estimates nor fixed
effect correlations have sensibly moved, and also residual ij variability seems
to be still. Therefore we want to confirm this appearance by means of the
techniques previously announced.
Using the information criteria. The Akaike and the Schwarz informa-
tion criteria, as defined in Section 2.2.6 indicates that mixed3model is prefer-
able with AIC = 379.7 versus AIC = 382.7 of mixed2 (and similarly BIC =
391.1 versus BIC = 399.7), recalling the idea ’small is beautiful ’.
Despite the easiness of this method, in Gurka 2006 [53] and in Faraway
2010 [45] there are some caveats against using such approach: information
criteria do not suggest when two models should be considered as equivalent
and when not; moreover, calculating information criteria require the spec-
ification of the number of parameters and this can be a problematic issue
when working with random effects.
Using deviance analysis. One could use the anova command, which is
straightforward in analysing linear models fitted by lm or aov procedures.
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Table 2.13: summary of the mixed model mixed3
Linear mixed model fit by REML
Formula: intensity ∼ reducereg + (1 | subject)
AIC BIC logLik deviance REMLdev
379.7 391.1 -185.9 369.4 371.7
Random effects:
Groups Name Variance Std.Dev.
subject (Intercept) 1.007 1.003
Residual 0.858 0.926
Number of obs: 126, groups: subject, 14
Fixed effects:
Estimate Std. Error t value
(Intercept) 8.153 0.289 28.24
reducedregcrbllm 0.674 0.175 3.85
Correlation of Fixed effects:
(Intr)
rdcdrgcrbll -0.202
According to Pinheiro and Bates, 2000; Verbeke and Molenberghs, 2000
[82, 117]) in the mixed model case such an approach can lead to erroneous
decisions, due to the presence of REML estimates; therefore we have to
compare models obtained by means of maximum likelihood estimates:
MLmixed2 <- lmer(intensity ~ reducedreg+(reducedreg|subject),
REML = FALSE)
MLmixed3 <- lmer(intensity ~ reducedreg+(1|subject),
REML = FALSE)
anova(MLmixed2, MLmixed3)
We can see in Table 2.14 that model mixed3 make us save two parame-
ters, and the p-value (Pr(>Chisq) 0.6798) claims that there is not statistical
difference between the two models. As a consequence, we consider the two
models as equivalent in a statistical sense, and we prefer mixed3 model for
its parsimony.
Now, according to Faraway 2010 [45], a relevant difficulty appears. Al-
though the difference between log-likelihood is ’small’:
2 · ((−184.68)− (−184.29)) = −0.78
this difference is a random number which does not follow a two degree of
freedom Chi Squared distribution and it is an open problem to assess which
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Table 2.14: Excerpt from the anova deviance analysis in MLmixed2 and MLmixed3.
Df AIC BIC logLik Chisq Chi Df Pr(>Chisq)
MLmixed3 4 377.36 388.71 -184.68
MLmixed2 6 380.59 397.61 -184.29 0.7719 2 0.6798
is the correct random variable to use.
Using the ’parametric bootstrap’. As explained in the previous Section
we simulate, say for one thousand (howmany) times, two bootstrap models,
bootalt and bootnull (cfr. Efron and Tibshirani, 1986 [42]), which fit a
random sample simul generated upon refence model parameters, mixed2.
Of both models the log-likelihood is calculated, generating an a posteriori
empirical distribution lrdistrib:
howmany <- 1000
lrdistrib <- numeric(howmany)
for(i in 1:howmany){
simul <- unlist(simulate(mixed2))
bootalt <- lmer(simul~reducedreg+(reducedreg|subject),
REML=FALSE)
bootnull <- lmer(simul~reducedreg+(1|subject),REML=FALSE)
lrdistrib[i] <- as.numeric(2*(logLik(bootalt)
-logLik(bootnull)))
}
By means of this for cycle, after some minutes of calculations performed
by a laptop, one obtains a random distribution which at a first glance re-
sembles a Chi Square:
hist(lrdistrib)
but actually it is a distribution quite different, as one can assess examining
the Quantile - Quantile plot (Figure 2.7):
slrdistrib <- sort(lrdistrib)
supmax <- max(slrdistrib)
step <- (howmany - 1)
quant <- seq(0.00001, supmax, supmax/step)
distchi <- dchisq(quant, 1)
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qqplot(slrdistrib[10:990], distchi[10:990] ,
xlab = "LRT bootstrap distribution",
ylab = "Chi squared distr.",
main = "Quantile-quantile plot")
qqx1 <- quantile(slrdistrib[10:990], 0.25)
qqx2 <- quantile(slrdistrib[10:990], 0.75)
qqy1 <- quantile(distchi[10:990], 0.25)
qqy2 <- quantile(distchi[10:990], 0.75)
slope <- (qqy2 - qqy1) / (qqx2 - qqx1)
interce <- qqy2 - slope * qqx2
abline(interce, slope, col = "violet", lty = 2)
Figure 2.7: The histogram of the empirical log-likelihood distribution lrdistrib
and its quantile-quantile Chi Squared plot
Exploiting the lrdistrib empirical distribution one can compute the
’most reliable’ p-value, which is approximately equal to 0.66:
logLik(MLmixed2)
logLik(MLmixed3)
lrts<-as.numeric(2*(logLik(MLmixed2)-logLik(MLmixed3)))
mean(lrdistrib > lrts)
We have assessed that mixed2 and mixed3 models are equivalent, and
therefore we retain the latter for its parsimony. A further improvement in
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modelling is to check whether the distribution of residuals is the same in
the two different levels of the reducedreg factor, or if it is better to ’split’
the cases and to use two different normal variables with variance-covariance
matrix Rij depending on brainstemcortex and cerebellum:
yij = βj + bi + ij , ( j = 1, 2; i = 1, .., 14)
bi ∼ N(0, D)
ij ∼ N(0, Rij)
(2.3.3)
Seemengly there are some bugs in lme4 which do not allow to issue this
question. Therefore we can rely on the former package nlme ([81]):
library(nlme)
mlmixed3 <- lme(intensity ~ reducedreg,
random = ~ 1 | subject, method = "ML")
mlmixed4 <- lme(intensity ~ reducedreg,
random = ~ 1 | subject, method = "ML",
weights = varIdent(form = ~ 1 | reducedreg))
anova(mlmixed3, mlmixed4)
As the rough deviance analysis provides a high p-value (approx. 0.64),
we decide to keep mixed3 model as the current one. We can now perform
the model diagnostic, as depicted in Figure 2.8:
qqmath(~ resid(mixed3) | reducedreg)
xyplot(resid(mixed3) ~ fitted(mixed3) | reducedreg)
rediscovering that our data have some mild problems with the normality of
the residuals, but that there are not particular violations in homoscedasticity.
2.4 A ’regression’ Example: the tms Dataset
One of the main research interests of ’The Active Brain Lab’ directed from
professor Paolo Battaglini concerns the most common form of stuttering -
the disruption of the rhythm of speech and language articulation, where the
subject knows what he/she wants to say, but is unable to utter the intended
word or phrase fluently. Such form is the so called developmental stut-
tering, which usually appears for yet unknown reasons during childhood or
adolescence. The principal symptoms of developmental stuttering are blocks
and/or repetitions at the beginning of phrases and/or words (Bloodstein,
1995 [14]), usually accompanied by evident movements and spasms, espe-
cially of the oro-facial muscular districts, in order to overcome disfluencies
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Figure 2.8: Diagnostic
(Mulligan et al., 2003; Riva-Posse et al., 2008 [72, 88]). But disfluency is only
one symptom of a more complex and subtle motor syndrome (Büchel and
Sommer, 2004; Chang et al., 2011; Saltuklaroglu et al., 2009 [25, 27, 93])
which can be investigated also by transcranial magnetic stimulation,
TMS. In a study leaded by Pierpaolo Busan (Busan et al., 2011 [24]) several
indices of corticospinal excitability were measured by TMS.
www <- "http://www.dmi.units.it/~borelli/phd/tms.txt"
tms <- read.table(www, header = TRUE)
attach(tms)
In the dataset tms, depicted in Figure 2.9, observations collected over 29
participants belonging to two groups (fluent and stutter) were reported.
Our interest concerns here, for each participant, the resting motor evoked
potential stimulus-response amplitude longitudinal curve obtained varying
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Figure 2.9: The tms dataset.
the intensity of TMS, depending on the two brain hemispheres (left and
right). In this study, group and hemisphere are nested factors; the head
of the dataset in Table 2.15.
What seems to appear from Figure 2.9 is that the amplitude of the
stutterers stimulated on left brain has a different behaviour from other
three cases. To be more clear, in Figure 2.10 we have a look only to what
happens in intensity = 150. It is clear that in right panel the notches
approximately overlaps, while in the left panel the situation is quite different,
suggesting a significant statistical difference.
To avoid possible numerical difficulties we rescale measures standardizing
them and creating a simpler indicator, subject:
rsamplitude <- (amplitude - mean(amplitude)) / sd(amplitude)
rsintensity <- (intensity - mean(intensity)) / sd(intensity)
rsintensity <- rsintensity + abs(min(rsintensity))
subject <- sort(rep(1:29, 6))
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Table 2.15: The head of the tms dataset
participant group hemisphere intensity amplitude
1 01f fluent left 110 1098
2 01f fluent right 110 432
3 01f fluent left 130 2441
4 01f fluent right 130 1029
5 01f fluent left 150 5260
6 01f fluent right 150 2195
Figure 2.10: Notched boxplots of amplitude at high stimulus intensity in dif-
ferent hemisphere and in different group.
In the sequel it is shown how the modelling procedure can be conducted,
according the bottom-up approach. We start verifying that the rescaled re-
sponse rsamplitude varies with the rsintensity, regardless of group and
hemisphere. The output is reported in Table 2.16.
mixedtms <- lmer(rsamplitude~rsintensity+(rsintensity|subject))
summary(mixedtms)
The fixed effect statistic t values relatively to intercept and slope are
considerable (-10.76 and 9.67 respectively). The perfect correlation (i.e. 1)
of random effects suggests a redundancy in the default form of covariance
matrix D. We have some viable choice, i.e. to drop out random intercept
effect, or random slope effect. Hereby the models mixed1 and mixed2 are
called:
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Table 2.16: summary of the mixed model mixedtms
Linear mixed model fit by REML
Formula: rsamplitude ∼ rsintensity + (rsintensity | subject)
AIC BIC logLik deviance REMLdev
352.8 371.7 -170.4 333.7 340.8
Random effects:
Groups Name Variance Std.Dev. Cor
subject (Intercept) 0.028921 0.17006
rsintensity 0.075034 0.27392 1.000
Residual 0.285539 0.53436
Number of obs: 174, groups: subject, 29
Fixed effects:
Estimate Std. Error t value
(Intercept) -0.76890 0.07141 -10.767
rsintensity 0.62962 0.06510 9.672
Correlation of Fixed effects:
(Intr)
rsintensity -0.088
mixed1 <- lmer(rsamplitude ~ rsintensity
+(rsintensity+0 | subject))
mixed2 <- lmer(rsamplitude ~ rsintensity+(1 | subject))
summary(mixed1)@AICtab[1]
summary(mixed2)@AICtab[1]
For sake of shortness, the complete summaries are not reported. We can
note that the model mixed1 has information criteria quite lower than mixed2
(e.g AIC 355.0 vs. 382.9). Therefore we prefer the former model - although
we are aware of the possible low reliability in simplifying models via the
information criteria approach. We now introduce the group effect, and in
Table 2.17 the summary of the new mixedtms is reported.
mixedtms <- lmer(rsamplitude ~ group+(rsintensity+0|subject))
summary(mixedtms)
With a t value of -0.736 we confirm the observation that fluent and
stutter start in the same condition, i.e. the difference between intercept is
not relevant in modelling. We check now for the possibility of the interaction
term, rsintensity:group:
mixedtms <- lmer(rsamplitude ~ rsintensity + rsintensity:group
+(rsintensity+0 | subject))
summary(mixedtms)
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Table 2.17: summary of the group readjusted mixed effects model of tms
Linear mixed model fit by REML
Formula: rsamplitude group + (rsintensity + 0 | subject)
AIC BIC logLik deviance REMLdev
390.8 403.4 -191.4 376.9 382.8
Random effects:
Groups Name Variance Std.Dev.
subject rsintensity 0.46643 0.68295
Residual 0.30450 0.55181
Number of obs: 174, groups: subject, 29
Fixed effects:
Estimate Std. Error t value
(Intercept) -0.65339 0.08379 -7.798
groupstutter -0.09586 0.13026 -0.736
The term rsintensity:groupstutter show a t = −2.722, giving an
indication that the two groups have different regression slopes. We move
now the analysis to the hemispheres:
mixedtms <- lmer(rsamplitude ~ hemisphere
+(rsintensity+0|subject))
summary(mixedtms)
The summary is not reported here for simplicity, but with a t value of
-0.003 on hemisphereright there is a quite clear indication against the
opportunity to consider the presence of such a term in the final minimal
adequate model. Nor for the slopes, rsintensity:hemisphereright, the
presence is not significant with a t value of 0.078 (summary not reported):
mixedtms <- lmer(rsamplitude~rsintensity+rsintensity:hemisphere
+(rsintensity+0|subject))
summary(mixedtms)
Now the rsintensity : group : hemisphere interaction term can
be assessed. Here it is the minimal adequate model, whose fixed effects are
reported in Table 2.18:
mixedtms <- lmer(rsamplitude ~ rsintensity
+rsintensity:group+rsintensity:group:hemisphere
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Table 2.18: Fixed effects of the minimal adequate mixed effects model of tms
Fixed effects:
Estimate Std. Error t value
(Intercept) -0.76890 0.06361 -12.088
rsintensity 0.84662 0.09542 8.873
rsintensity:groupstutter -0.52943 0.14015 -3.778
rsintensity:groupfluent:hemisphereright -0.14070 0.06666 -2.111
rsintensity:groupstutter:hemisphereright 0.20934 0.07934 2.639
+(rsintensity+0 | subject))
summary(mixedtms)
The two effects are opposite and their t values -2.111 and 2.639 show the
difference between what happens in right and left hemisphere in fluent and
in stutter group.
Facing now the question in trying to provide an approximate p-value
associated to the t values of the model, we can use the library multcomp
described in Bretz et al., 2010 [22]:
library(multcomp)
(K <- diag(length(fixef(mixedtms))))
Matrix K is the univariate test contrasts matrix. In this particular case
K is chosen to be diagonal in order to obtain the model coefficient p-values.
One then can use the function glht to perform a simultaneous test of the
general linear hypotheses, reported in Table 2.19:
testcoefficients <- glht(mixedtms, linfct = K)
summary(testcoefficients)
In conclusion, the resting motor evoked potential appears to be different
in left brain TMS stimulation between stutterers and fluents.
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Table 2.19: Simultaneous Tests for General Linear Hypotheses on mixedtms
Estimate Std. Error z value Pr(>abs(z))
1 == 0 -0.76890 0.06361 -12.088 <0.001 ***
2 == 0 0.84662 0.09542 8.873 <0.001 ***
3 == 0 -0.52943 0.14015 -3.778 <0.001 ***
4 == 0 -0.14070 0.06666 -2.111 0.1513
5 == 0 0.20934 0.07934 2.639 0.0396 *
2.5 A ’glm’ Example: the paroxetine Dataset
Figure 2.11: Time profiles of paroxetine dataset.
Another work of ’The Active Brain Lab’ directed from professor Paolo
Battaglini led by Pierpaolo Busan (Busan et al., 2009 [23]) investigated in
a randomized placebo-controlled study the efficacy of paroxetine in man-
agement of stuttering symptoms. Considering developmental stuttering as a
mainly dopaminergic dysfunction of the basal ganglia (Maguire et al., 2002
[68]), some investigators proposed the use of SSRI (selective serotonin re-
uptake inhibitors) drugs, in particular paroxetine (e.g. Boldrini et al., 2003
[15]), in the treatment of symptoms. The longitudinal dataset paroxetine
collects measurement on ten subjects recorded during the period of the
trial at baseline, after 6 and after 12 weeks of treatment (paroxetine ver-
sus placebo) of the unfluent utterance revealed by the Stuttering Severity
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Instrument (SSI) score (Riley, 1980 [87]).
Being the SSI score utterance quantification based on a speech sample of
100 words, regression over such kind of data is typically conducted by means
of the generalized linear model framework (for a reference [75, 35, 44, 1]).
Briefly summarizing the matter, in a so-called glm, there are three arguments:
1. the random component Y = (Y1, Y2, . . . , YN ), which is the response
variable over the (single or repeated) observations Yi ∈ Rni ,
∑
ni = N .
Often the observations on Y are binary (success and failure, dead or
survived), and in this case one deals with binomial distribution. In
the present case, which is a bit less frequent, we deal with ’count’ and
therefore the appropriate random variable is the Poisson distribu-
tion;
2. the systematic component, which specifies the explanatory variables
x1, x2, . . . , xp linearly combined in the formula η = β1 · x1 + β2 · x2 +
. . .+ βp · xp, which is named the linear predictor;
3. the link function, which is a function g(·) connecting the random
component to the systematic component in a way that the expected
value of the response, µ = E(Y ) is related to the linear predictor by
means of the formula g(µ) = η = β1 · x1 + β2 · x2 + . . .+ βp · xp.
We assume that g is smooth and invertible, in a way that it is well defined
the relation µ = g−1(η). The simplest link function to consider is the identity,
g(µ) ≡ µ, yielding the ordinary regression models over Gaussian distribution
for continuous response. The link g(µ) ≡ log(µ) is the suitable one when µ is
not negative as it happens in count data, yielding to the loglinear model.
In the binomial case, the logistic link g(µ) = log( µ(1−µ)) is the natural choice
as always happens in probability, 0 ≤ µ ≤ 1.
Let’s start the analysis loading the dataset:
www <- "http://www.dmi.units.it/~borelli/phd/paroxetine.txt"
paroxetine <- read.table(www, header = TRUE)
attach(paroxetine)
We could fit a marginal generalized linear model ignoring the subject
information entirely. The summary is reported in Table 2.20.
marginal <- glm(utterance ~ treatment*period, family=poisson)
summary(marginal)
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Table 2.20: Excerpt from summary of the marginal model of paroxetine.
Estimate Std. Error z value Pr(>abs(z))
(Intercept) 3.15976 0.08649 36.534 < 2e-16 ***
treatmentplac -0.34633 0.13230 -2.618 0.00885 **
period -0.05374 0.01287 -4.177 2.95e-05 ***
treatmentplac:period 0.05172 0.01828 2.829 0.00467 **
Table 2.21: Excerpt from summary of the marginal model of paroxetine with
subject as a factor.
Estimate Std. Error z value Pr(>abs(z))
(Intercept) 2.71583 0.18198 14.923 <2e-16 ***
treatmentplac -0.54425 0.27849 -1.954 0.05066 .
period -0.05374 0.01287 -4.177 2.95e-05 ***
subjectb 0.49899 0.21741 2.295 0.02173 *
subjectc 0.44393 0.21973 2.020 0.04334 *
subjectd 1.15577 0.19665 5.877 4.17e-09 ***
subjecte -0.88730 0.31755 -2.794 0.00520 **
subjectf 0.40547 0.25318 1.601 0.10928
subjectg 0.97601 0.23012 4.241 2.22e-05 ***
subjecth 0.40547 0.25318 1.601 0.10928
subjecti 1.04597 0.22798 4.588 4.48e-06 ***
treatmentplac:period 0.05172 0.01828 2.829 0.00467 **
Based on this model, we could be driven to argue that the placebo
group started from a significant different basal condition (p-value 0.009). To
investigate if there is a significant subject effect, we can use the ’trick’ to
include the term as a fixed factor (see Table 2.21):
marginalsubj <- glm (utterance ~ treatment * period + subject,
family = poisson)
summary(marginalsubj)
Now one cannot be so sure of different basal condition, as the evidence
of the relevance of subject as an effect is confirmed also by the deviance
analysis of Table 2.22:
anova(marginal, marginalsubj, test = "Chi")
Table 2.22 indicates a significant subject effect and therefore we are
forced to introduce it as a random effect. Besides libraries nlme and lme4, in
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Table 2.22: Deviance analysis of marginal and marginalsubj models.
Analysis of Deviance Table
Model 1: utterance ∼ treatment * period
Model 2: utterance ∼ treatment * period + subject
Resid. Df Resid. Dev Df Deviance P(>abs(Chi))
1 26 132.788
2 18 4.657 8 128.13 < 2.2e-16 ***
R it is possible to fit a Generalized Linear Mixed Model using also the library
MASS (Venables and Ripley, 2002 [118]). The function glmmPQL implement
a ’Penalized Quasi-Likelihood’ method (see Breslow and Clayton, 1993 [21]
for details).
library(MASS)
modpql <- glmmPQL(utterance ~ treatment * period,
random = ~ 1 | subject, family = poisson)
summary(modpql)
The summary is reported in Table 2.23. The (Intercept) (i.e. the basal
condition of the ’parox’ group) is in a way in an intermediate situation
between the previous two models (2.97 instead of 2.72 and 3.16); no more
significant basal differences appears from treated and untreated participants
(p = 0.56). Both time effect (period) and its interaction with treatment
appears to be highly significant. We can also note that, as expected, the
degrees of freedom are different between the experimental factors which do
vary within individuals (8 vs. 18). Lastly, concerning the random effects,
the variation between subjects (st.dev. 0.54) overcomes the within residual
variation (st.dev. 0.48).
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Table 2.23: Part of the summary of the GLMM of paroxetine.
Linear mixed-effects model fit by maximum likelihood
AIC BIC logLik
NA NA NA
Random effects:
Formula: ∼1 | subject
(Intercept) Residual
StdDev: 0.541 0.482
Variance function:
Structure: fixed weights
Formula: ∼ invwt
Fixed effects:
Value Std.Error DF t-value p-value
(Intercept) 2.969 0.265 18 11.218 0.00
treatmentplac -0.228 0.375 8 -0.608 0.56
period -0.054 0.007 18 -8.068 0.00
treatmentplac:period 0.052 0.009 18 5.463 0.00
Correlation:
(Intr) trtmnt period
treatmentplac -0.706
period -0.119 0.084
treatmentplac:period 0.084 -0.135 -0.704
Number of Observations: 30
Number of Groups: 10
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Frailty Models in
Neurosciences
3.1 A Recall on Survival Analysis
Dealing with clustering structure in time-to-events analysis is a tipical matter
of the frailty models, in which the presence of a random effect subject-
linked is accomunated to the increased risk for morbidity or mortality, as
studied in gerolontology from which the term is borrowed. In this section,
we follow Duchateau and Janssen 2008 [41]. Let’s briefly summarize the
matter. Typically, the observational units with which one deals is a subject,
grouped in a cluster, and we are interested in the time in which a particular
event occur. The information for the subject i, i ∈ 1, .., n is contained in the
ordered pair (yi, δi), where yi is the minimum between the event time ti and
the censoring time ci, while δi is the censoring indicator:
δi =
{
1 if ti ≤ ci
0 if ti > ci
Denoting with f the probability density function of the event time T ,
the cumulative distribution function becomes:
F (t) = P (T ≤ t) =
∫ t
0
f(u)du
while the survival function is defined as:
S(t) = 1− F (t) = P (T > t)
Joining these functions one defines the hazard rate, or instantaneous
death rate, h(t):
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h(t) = lim
∆t→0
P (t ≤ T ≤ t+ ∆t|T ≥ t)
∆t
=
f(t)
S(t)
Therefore, one easily verifies that:
h(t) = − d
dt
log(S(t))
and that:
S(t) = exp(−
∫ t
0
h(u)du) (3.1.1)
Recalling that to ’handle’ the likelihood in survival analysis is more tech-
nical than in linear and generalized linear modelling (we refer to [41] for
details), we remember that a number of different approaches in modelling is
possible in survival analysis.
To model hazard h(t). Suppose to have a treated group and a control
group and denote with htreat(t) and hctrl(t) their hazard functions. Such
functions can be related in different ways, but the simplest and most popu-
lar assumption is that they are proportional according a positive constant
hazard ratio eβ, β ∈ R, not varying on time (although other assumptions
are reasonable, cfr. Crawley 2007 [36] for a discussion over three types of
risks):
htreat(t)
hctrl(t)
= eβ > 0
If covariates are present, the model is often rewritten in the form:
hi(t) = h0(t) · exTi β > 0 (3.1.2)
where xTi is the transpose of the covariate vector xi ∈ Rp for the i-th subject
and β ∈ Rp. In this case h0(t) is the baseline hazard function which can be
thought as the hazard of a subject with all covariates xi equal to zero.
Two possibilities now are given; to let the baseline hazard unspecified
and in this case one deals with the Cox semiparametric proportional
hazard models (cfr. again [41] for details). Or one can choose to specify the
baseline hazard, leading to the class of parametric proportional hazards
models hereby described.
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The exponential model. Given a constant parameter λ > 0 one can
easily check that
∫ +∞
0 λe
−λt is equal to one, i.e. f0(t) ≡ λe−λt is a probability
density function. Calculating in this case the hazard one finds h0(t) = λ,
not depending on t. Therefore the survival function becomes S0(t) = e−λt,
where the name of exponential model.
The Weibull model. Consider the Weibull W (ρ, λ) probability den-
sity function f0(t) ≡ ρλtρ−1e−λtρ (and note that in R the dweibull is defined
in an slighty different, but equivalent, way). The related hazard is λρtρ−1.
When the shape parameter ρ is greater than one the hazard increases mono-
tonically with time; when ρ < 1 the situation is inverted. If ρ = 1 the
distribution reduces to the exponential model.
The Gompertz model. The baseline hazard in this case is h0(t) =
λeγt, with λ > 0 and γ ∈ R. When γ = 0 again the model reduces to the
exponential one. When γ > 0 it is simple to verify that the survival S0(t) go
to zero when t diverges to infinity. On the contrary, when γ < 0 the survival
S0(t) is bounded from below by a positive constant, 0 < eλ/γ < 1, meaning
that there exist a proportion of the population for which the failure event
never occurs.
Figure 3.1: Survival functions of two selected groups from watermaze dataset with
median survival time τ2 = 10.3s and τ5 = 26.5s respectively.
To model survival S(t). When the proportional hazard assumption does
not hold, a viable strategy to adopt is represented by the accelerated fail-
ure time model. As before, suppose to have a treated group and a control
group and denote with Streat(t) and Sctrl(t) their survival functions. The
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idea is that ’the clock’ in one of the two group is ’faster’, i.e. it exists a
constant Φ > 0 such that:
Streat(t) = Sctrl(Φt) (3.1.3)
In this case, the proportion of subjects belonging to the treatment branch
that survive at the time t is the same to the one of the control branch
at the time Φt. Therefore Φ acts as an acceleration parameter and if
Φ < 1 then Streat > Sctrl. Equivalently, one can reason in term of survival
median time; suppose that τtreat and τctrl are the median times such that
Streat(τtreat) = 1/2 = Sctrl(τctrl). Therefore, by (3.1.3):
Streat(τtreat) = Sctrl(Φτtreat) = 1/2
Now comparing Streat(τtreat), one has:
Sctrl(Φτtreat) = 1/2 = Sctrl(τctrl)
and, for monotonicity:
Φτtreat = τctrl
Therefore if, for instance, the acceleration parameter is Φ = 0.5 the median
survival time τtreat is twice than τctrl. In Figure 3.1, as an example drawn
from the dataset watermaze which will be discussed in a while, the estimated
median time τ5 = 26.5 of the dashed orange ’fifth’ group of subjects with
respect to the continuous violet ’second’ group τ2 = 10.3 provides a Φ =
0.389.
Differentiating the survival functions Streat and Sctrl it follows that both
for the probability density and for the hazard functions:
ftreat = Φfctrl(Φt)
htreat = Φhctrl(Φt)
and, as 0 < Φ ≡ eβ, β ∈ R, we can express the accelerated failure time model
in covariate presence as:
hi(t) = ex
T
i βh0(ex
T
i β · t) (3.1.4)
There is a difference between equations (3.1.2) and (3.1.4), in the sense
that in the latter the hazard contains also the covariate information, while
in the former the hazard was, in a sense, not subject dependent. Again,
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also in this case, it is possible to choose from a number of parametric form
of the baseline hazard h0, such as the Weibull, or the Loglogistic, or the
Lognormal distribution (cfr. [41] for details).
To model failure time T . Although from a mathematical point of view it
can be convenient to work with hazards or survivals, for a software output it
is clearer to manage the survival time Ti directly, and the loglinear model
is a paradigmatic example:
log(Ti) = µ+ xTi α+ σEi (3.1.5)
where Ti is the time-to-event (observed or censored) for the i-th subject, µ
is the intercept of the model, xTi is the transposed (row) vector of the i-th
subject covariate, α the estimated covariate effects vector, σ the so-called
scale parameter and Ei the random error term for the subject i. It is pre-
ferred to use the name ’random error term’ instead of ’residual’ as in survival
analysis one has to deal with events described not by random variables but
with functions (and this yields difficulties with the diagnostic of the model).
Choosing a particular random distribution for the random error term Ei (for
instance the normal, the logistic or the Gumbel respectively) one has a pre-
cise consequent distribution over the time-to-event Ti (the lognormal, the
loglogistic or the Weibull respectively).
These three approaches can be compared and their parameter estimates
transformed from one to another. Suppose that in the loglinear model (3.1.5)
the error term is Gumbel distributed (i.e. fE() = exp( − exp())); under
this assumption one can prove that the survival can be expressed as:
Si(t) = exp
[
− exp(−µ
σ
)t1/σ exp(xTi (−α/σ))
]
(3.1.6)
while in the Weibull accelerated failure time model the survival is:
Si(t) = exp(−λtρ exp(ρxTi β)) (3.1.7)
Comparing (3.1.6) and (3.1.7) the two models are equivalent if:
λ = exp(−µ/σ)
ρ = 1/σ
β = −α
(3.1.8)
In the other case, the survival function for the Weibull proportional haz-
ard model is
Si(t) = exp(−λtρ exp(xTi β)) (3.1.9)
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and comparing (3.1.9) to (3.1.6) one has:
λ = exp(−µ/σ)
ρ = 1/σ
β = −α/σ
(3.1.10)
3.1.1 An Example: the watermaze Dataset
The watermaze dataset is an example of experiments leaded by Marino
Coradazzi et al. (2010, [33]) concerning the effects on learning in rats af-
fected by selective lesions of the noradrenergic system in the locus coeruleus
by means the immunotoxin anti-DBH-saporin.
www <- "http://www.dmi.units.it/~borelli/phd/watermaze.txt"
watermaze <- read.table(www, header = TRUE)
attach(watermaze)
library(survival)
In the dataset there are six groups of different lesioned mice, with 72
subjects. For seven consecutive days the latency period (time) measured in
seconds to achieve the target in the Morris Water Maze trial was recorded.
The variable status is the censoring indicator (i.e. it is null if the mice did
not get the target within sixty seconds). Therefore the dataset possesses
a natural clustering structure (the group) and it is longitudinal (along the
days).
In Figure 3.2 the Tukey five-point summaries of the the latency periods in
the different groups of mice, measured at the first and at the seventh day of
Morris Water Maze trial are depicted: an evident performance improvement
in learning have been achieved (possibly with an apparent lateness for the
fifth group).
To start the analysis we try a Cox proportional hazards regression model
over the different groups:
modgroup <- coxph(Surv(time, status) ~ factor(group))
summary(modgroup)
In Table 3.1 part of the summary is reported, providing a clue on the fact
that some groups shows an equivalent behaviour. To address the multiple
comparison issue, the state-of-art solution is to use the multcomp R library
(Bretz et al., 2010 [22]) in order to detect which levels may be joined:
library(multcomp)
summary(glht(modgroup))
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Table 3.1: Excerpt from the summary of the fixed effect Cox proportional hazards
regression model on group of watermaze
survreg(formula = Surv(time, status) ∼ factor(group))
coef exp(coef) se(coef) z Pr(>abs(z))
factor(group)2 0.04107 1.04192 0.15705 0.262 0.7937
factor(group)3 -0.38264 0.68206 0.15792 -2.423 0.0154 *
factor(group)4 -0.14842 0.86207 0.15685 -0.946 0.3440
factor(group)5 -0.77384 0.46124 0.16046 -4.823 1.42e-06 ***
factor(group)6 -0.27454 0.75992 0.15657 -1.754 0.0795 .
Likelihood ratio test= 36.82 on 5 df, p=6.5e-07
Wald test = 34.47 on 5 df, p=1.922e-06
Score (logrank) test = 35.62 on 5 df, p=1.131e-06
Table 3.2: summary of the simultaneous tests for general linear hypotheses by
means of multcomp library
survreg(formula = Surv(time, status) ∼ factor(group))
Estimate Std. Error z value Pr(>|z|)
factor(group)2 == 0 0.04107 0.15705 0.262 0.9992
factor(group)3 == 0 -0.38264 0.15792 -2.423 0.0634 .
factor(group)4 == 0 -0.14842 0.15685 -0.946 0.8111
factor(group)5 == 0 -0.77384 0.16046 -4.823 <0.001 ***
factor(group)6 == 0 -0.27454 0.15657 -1.754 0.2750
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Figure 3.2: Latency periods in six different groups of mice measured at the first
(orange) and at the seventh (violet) day of Morris Water Maze trial.
Table 3.3: Excerpt of the summary of the fixed effect parametric survival regression
model of watermaze
coxph(formula = Surv(time, status) ∼ reducedgroup)
coef exp(coef) se(coef) z Pr(>abs(z))
reducedgroup1 0.3038 1.3549 0.0631 4.82 1.5e-06 ***
Exploiting the indication of Table 3.2, we choose to join the first, the
second, the third, the fourth and the sixth groups together, being the fifth
group almost certainly different form the others.
reducedgroup <- group
reducedgroup <- factor(reducedgroup)
levels(reducedgroup)[c(1,2,3,4,6)] <- "12346"
modgroup2 <- coxph(Surv(time, status) ~ reducedgroup )
summary(modgroup2)
In Table 3.3 an excerpt of the new fitted model summary is provided,
conferming the opportunity of the choice made. Now the difficulty is to
take in account the fact that the measures are replicated along the days and
the statistical unit is the mouse (subject) which is clustered into different
groups. In the sequel a viable approach is outlined.
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Table 3.4: Excerpt from the print method of the Cox mixed-effects model fit by
maximum likelihood
Surv(time, status) ∼ day * reducedgroup + (1 | subject)
Fixed coefficients
coef exp(coef) se(coef) z p
day 0.4195 1.52 0.0326 12.89 0.0e+00
reducedgroup1 0.0835 1.09 0.1654 0.50 6.1e-01
day:reducedgroup1 0.1280 1.14 0.0294 4.36 1.3e-05
Random effects
Group Variable Std Dev Variance
subject Intercept 0.598 0.357
3.2 The Frailty Model
Starting from the seminal idea of Beard (1959, [7]), whose ’longevity factor’
was introduced in order to improve the modelling of mortality in a population
whose hazard basic model is the Makeham’s law (i.e. h(t) = α+sβ exp(λt)),
in Duchateau and Janssen 2008 [41] a parametric proportional hazards model
with frailty term is considered. For a subject j, j = 1, .., ni, belonging to a
cluster i, i = 1, .., p, it is observed the time yij defined as the minimum
between the censoring time cij and the event time tij ; the cij and the tij are
supposed to be indipendent (i.e. uninformative censoring). Consequently,
the shared frailty model is defined as:
hij(t) = h0(t) · exp(xTi β + wi) ≡ h0(t) · ui · exp(xTi β)
where ui is distributed according the following one-parameter gamma density
fU (u) (θ is a parameter related to the heterogeneity in the population of
clusters):
fU (u) =
u(−1+1/θ) · exp(−u/θ)
θ1/θ · Γ(1/θ)
If h0 is assumed to be Weibull distributed, exact relations for the survival
function Sij(t) and the conditional density fij(t) of Tij are provided.
In Therneau and Grambsch, 2000 [111] (and consequently in the pack-
age coxme, (Therneau, 2011 [112])) the Cox proportional hazards models
containing Gaussian random effects are considered. In detail, given an un-
specified baseline hazard function h0, X and Z the design matrices for the
fixed and random effects respectively, β is the vector of fixed-effects coeffi-
cients and b is the vector of random effects coefficients (which are normaly
distributed with zero mean and variance Σ(θ), θ ∈ R), the model becomes:
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h(t) = h0(t)eXβ+Zb
The idea is to seek for the significance of the interaction term day :
reducedgroup, meaning that the longitudinal pattern of the fifth group of
mice differs from the others. The term (1|subject) allows for a random
intercept (i.e. a frailty term) for each mouse.
modfrail <- coxme(Surv(time, status) ~ day * reducedgroup
+ (1|subject))
modfrail
The output reported in Table 3.4 shows what sought: a significant de-
pletion on working memory in lesioned rats.
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Chapter 4
Neuroscience-informed
Algorithms
4.1 Mixed Models and Digital Signals
In the previous Chapter our attention have been focused on current appli-
cations of mixed effects modelling in a number of typical research questions
arising in Neuroscience. We have seen that it is possible to assess differences
between groups also when data are collected in a repeated way; to model
longitudinal data, both with linear on generalized linear behaviour, with
possible nested factor; to model clustered time-to-event data.
In this section we return back to the main research question exposed in
the initial chapter, i.e. the use of random effects in managing dyssynchronies
in mechanical ventilation. We start the discussion recalling some relevant
limitations both in theoretical framework and in the implementation in the
statistical package lme4.
4.1.1 Current Limitations
In library lme4 it has been announced, but still it is not implemented, the
profile function which in a systematic way varies the parameters (fixed,
random and residuals) in a model, assessing the best possible fit which can
be obtained if one parameter is held fixed and the other estimated, obtain-
ing a function ζ = ζ(β, σ) which can be compared to the standard normal
distribution. In other terms, confidence interval estimates of the parameter
β and σ could be obtained for values qnorm(0.025) < ζ < qnorm(0.975).
Unfortunately, we told that this functionality have not yet be implemented
in a stable version in the library. Therefore there is not the possibility to
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provide reliable interval estimates.
A heavier limitation involves the fact that, as manteined by Dr. Geert
Molenberghs in a private conversation, it does not exist in literature any
general work on introducing random-effects in waveforms. Roughly speak-
ing, in longitudinal data there is a number N of subjects, each of them is
measured n times, but, in a typical longitudinal design, N is much larger
than n. Consequently, the random effects - for which we assume there is a
realization per subject - emerge with N replicates. In a waveform the situa-
tion is in a sense opposite: N = 1 and n may be very high. So one could not
identify the random effects distribution from a ’single copy’. In conclusion,
some ad hoc solutions have to be identified in our topic. Necessarily, as
our research involves general data and not a single case, it is not possible
to analyse datasets picked singularly, but we need an automated procedure
extracting generic waveforms features.
4.2 The Analyzer Package
Figure 4.1: The Servo Tracker R© datasheet.
Required to ’extract’ in an automatic manner waveform information
which should be statistically analysed, in collaboration with Dr.Luca Bor-
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tolussi of the former Department of Mathematics and Computer Science of
our University, we developed a set of R functions able to manage the NAVA
Servo Tracker R© datasets. The Servo Tracker R© can generate a .nta raw
data file with a typical name 001_ServoCurveData_0000, which can be read
for instance by MS Excel R©, as shown in Figure 4.1. The first 26 lines are
comments, which conveniently are to be deleted before saving the file in
.txt format. Another slight modification to act is to rename the A27 cell,
dropping away the percentage symbol before the name Timestamp.
In the sequel we discuss the functions in detail.
4.2.1 Importing the NAVA Servo Tracker Dataset into R
With the command loadData one can import, after having removed some
upper lines of comments direclty from any data sheet manager (e.g. MS
Excel, OO Calc), the NAVA Servo Tracker R© dataset. The function depends
on two arguments: filename, which is the path from which the dataset
is reachable, and seconds which is the length of dataset to be imported,
expressed in seconds (i.e. in hundreds of Timestamp):
loadData <- function(filename,seconds)
The function controls if the number of seconds imposed by the user is
less or equal the dataset dimension, otherwise it returns an error message:
data <- read.table(filename,header=T);
if (dim(data)[1] < seconds*100) {
print("Trace is too short: reduce seconds to analyse")
print(paste("Max is",dim(data)[1]/100))
return;
By means of the internal data R function, the procedure loadData creates
some vectors: flow, pressure, edi, act, doppio.ciclato, acts. The first
three vector are simply the columns of the Servo Tracker R© dataset. The
vector acts call a further function, findBreaths, which we describe in a
while:
flow <- data[1:(seconds*100),"Flow"];
pressure <- data[1:(seconds*100),"Pressure"];
edi <- data[1:(seconds*100),"Edi"];
act <- rep(0,seconds*100);
doppio.ciclato <- rep(0,seconds*100);
acts<- findBreaths(flow);
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By means of a double for cycle the vector doppio.ciclato filled in
findBreaths, is modified counting the double cyclings:
number.respiratory.acts <- length(acts$start)-1;
atto <- 1
for (i in 1:number.respiratory.acts)
for (j in acts$start[i]:(acts$start[i+1]-1)) {
act[j] <- i;
if (sum(acts$doppio.ciclato == i) > 0)
doppio.ciclato[j] <- 1
}
In order to analyse only an integer number of respiratory acts, the routine
eventually truncates the tail of the dataset in which the respiratory act is
not complete:
flow <- flow[acts$start[1]:
(acts$start[number.respiratory.acts+1]-1)]
pressure <- pressure[acts$start[1]:
(acts$start[number.respiratory.acts+1]-1)]
edi<- edi[acts$start[1]:
(acts$start[number.respiratory.acts+1]-1)]
act <- act[acts$start[1]:
(acts$start[number.respiratory.acts+1]-1)]
doppio.ciclato <- doppio.ciclato[acts$start[1]:
(acts$start[number.respiratory.acts+1]-1)]
Finally, the function brings back four slots: the $number.acts which
contains the (scalar) total number of respiratory acts identified by loadData;
the $data i.e. a data frame containg raw data of flow, pressure, edi, the
progressive identifier of the respiratory act and the eventual numbers of
double cyclings; the $act.boundaries, i.e. the indexes of the inspiratory
flow starting points:
out <- list();
out$number.acts <- number.respiratory.acts;
data1 <- data.frame(flow=flow,pressure=pressure,edi=edi,
act=act,doppio.ciclato=doppio.ciclato)
out$data <- data1;
out$act.boundaries <- acts$start[-length(acts$start)]
- acts$start[1] + 1;
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out$doppio.ciclato <- acts$doppio.ciclato;
return(out);
Figure 4.2: Four respiratory acts.
For example, referring to Figure 4.2, the routine picks out the indexes 1,
369, 737 and 1468 as $act.boundaries ventilatory cycling-on start points.
The findBreaths Routine
Our library detects the ventilatory cycling-on start points by means of the
function findBreaths, whose main input variable is the flow vector. There
is the possibility to assign further inputs (the ’filter half length’, the ’deriva-
tive threshold begin breath’, the ’double cycling length threshold’, the ’dou-
ble cycling min threshold and the ’minimum breath size’), which usually are
assigned by default.
findBreaths <- function(flow,filter.half.length=20,
derivative.threshold.begin.breath = 14000,
doppio.ciclato.length.threshold = 200,
doppio.ciclato.min.threshold = 0.33,
minimum.breath.size = 10)
Calling two further routines (the first named movingAverageFilter, the
second named differentiate), which respectively ’smooth’ the signal and
compute the numerical derivative of the signal, the function findBreaths
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seeks in a sense the (indexes and the) points in which the flow derivative is
’huge’ (i.e. when the flow abruptly changes slope) and the flow is positive
over a neighbourhood of the point.
flowS <- movingAverageFilter(flow,2,2*filter.half.length);
flow1 <- differentiate(flowS)
z0 <- which(flow1>derivative.threshold.begin.breath
& flowS[-length(flowS)] > 0);
if (length(z0) > 1) {
z <- z0[1];
for (i in 2:length(z0)) {
if (z0[i] - z0[i-1] > minimum.breath.size)
z <- c(z,z0[i]);
}
}
if (length(z0) == 1) {
z <- z0[1];
}
The routine continues in checking within the neighbourhood fo the start
point if double cycling appears, and producing in output the list breath
whose slots $start and $doppio.ciclato contains respectively the cycling-
on ventilatory start point and the (eventual) double cycling start point vec-
tors.
w1 <- c();
w2 <- c();
if (length(z) > 1) {
for (i in 2:length(z)) {
a <- z[i]-(z[i-1] - 1 + which.min(flow[(z[i-1]:z[i])]));
b <- z[i]-z[i-1]
w1 <- c(w1, a/b);
w2 <- c(w2, b);
}
}
zero <- z
dc.start <- c()
rm <- c();
if (length(z) > 1) {
for (i in 1:(length(z)-1))
if (w2[i] <= doppio.ciclato.length.threshold
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& w1[i] <= doppio.ciclato.min.threshold) {
rm <- c(rm,i+1)
dc.start <- c(dc.start,z[i])
}
}
doppio.ciclato <- c()
if (length(rm)>0) {
zero <- z[-rm];
for (i in 1:length(dc.start)) {
doppio.ciclato <- c(doppio.ciclato,which(zero == dc.start[i]))
}
}
breath <- list();
breath$start <- zero;
breath$doppio.ciclato <- doppio.ciclato
return(breath);
}
4.2.2 Plotting the NAVA Servo Tracker Dataset
The plotData function allows to depict the loaded dataset in a graphical
window. Optionally, one can specify how many seconds are to be plotted,
starting from a precised start.second time. By default, flow, pressure,
volume and edi are shown unless otherwise stated.
plotData <- function(dataset,seconds = 0,start.second = 0,
show.flow = T, show.pressure=T,show.volume = T, show.edi=T)
The function starts calculating the volume waveform, which is obtained
applying the integrateFlow function descibed below, which is able to de-
termine the definite integral of the flow over the suitable $act.boundaries
interval.
data <- dataset$data;
start <- 1 + 100*start.second;
if (seconds > 0) { end <- start + seconds*100 - 1; }
else { end <- dim(data)[1]; }
volume <- integrateFlow(data[,"flow"],dataset$act.boundaries);
zero <- dataset$act.boundaries;
dc <- dataset$doppio.ciclato;
84
CHAPTER 4. NEUROSCIENCE-INFORMED ALGORITHMS
In the upper panel the flow time series (if selected) is plotted, with the
vertical red dashed lines delimiting respiratory cycling-on start point and
with the double cycling blue coloured events:
k <- show.flow + show.pressure + show.volume + show.edi;
par(mfrow=c(k,1));
if (show.flow) {
plot.ts(data[start:end,"flow"],xlab="time",ylab="flow");
for (i in 1:length(zero))
if (zero[i] <= end & zero[i] >= start) {
lines(c(zero[i]-start+1,zero[i]-start+1),
c(-2*abs(min(data[start:end,"flow"])),
2*max(data[start:end,"flow"])),col="red",lty=2)
l <- paste(data[zero[i],"act"])
if (i < length(zero)) {
text((zero[i]+zero[i+1])/2-start,
max(data[start:end,"flow"])/2,labels=l) }
else {
text((zero[i]+dim(data)[1])/2-start,
max(data[start:end,"flow"])/2,labels=l) }
}
if (length(dc) > 0)
for (i in 1:length(dc))
if (zero[dc[i]] <= end & zero[dc[i]] >= start)
lines(c(zero[dc[i]]-start+1,
zero[dc[i]+1]-start+1),c(0,0),col="blue",lwd=4);
}
The same happens in a lower panel for the pressure:
if (show.pressure) {
plot.ts(data[start:end,"pressure"],
xlab="time",ylab="pressure");
for (i in 1:length(zero))
if (zero[i] <= end & zero[i] >= start)
lines(c(zero[i]-start+1,zero[i]-start+1),
c(-2*abs(min(data[start:end,"pressure"])),
2*max(data[start:end,"pressure"])),col="red",lty=2)
if (length(dc) > 0)
for (i in 1:length(dc))
if (zero[dc[i]] <= end & zero[dc[i]] >= start)
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lines(c(zero[dc[i]]-start+1,
zero[dc[i]+1]-start+1),c(0,0),col="blue",lwd=4);
}
and for the volume:
if (show.volume) {
##plot volume
plot.ts(volume[start:end],xlab="time",ylab="volume");
for (i in 1:length(zero))
if (zero[i] <= end & zero[i] >= start)
lines(c(zero[i]-start+1,zero[i]-start+1),
c(-2*abs(min(volume[start:end])),
2*max(volume[start:end])),col="red",lty=2)
if (length(dc) > 0)
for (i in 1:length(dc))
if (zero[dc[i]] <= end & zero[dc[i]] >= start)
lines(c(zero[dc[i]]-start+1,zero[dc[i]+1]-start+1),
c(0,0),col="blue",lwd=4);
}
Lastly, the lowest panel depicts the edi:
if (show.edi) {
plot.ts(data[start:end,"edi"],xlab="time",ylab="edi");
for (i in 1:length(zero))
if (zero[i] <= end & zero[i] >= start) {
lines(c(zero[i]-start+1,zero[i]-start+1),
c(-2*abs(min(data[start:end,"edi"])),
2*max(data[start:end,"edi"])),col="red",lty=2)
l <- paste(data[zero[i],"act"])
if (i < length(zero)) {
text((zero[i]+zero[i+1])/2-start,
max(data[start:end,"edi"])*2/3,labels=l) }
else {
text((zero[i]+dim(data)[1])/2-start,
max(data[start:end,"edi"])*2/3,labels=l) }
}
if (length(dc) > 0)
for (i in 1:length(dc))
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if (zero[dc[i]] <= end & zero[dc[i]] >= start)
lines(c(zero[dc[i]]-start+1,
zero[dc[i]+1]-start+1),c(0,0),col="blue",lwd=4);
}
}
The integrateFlow Routine
The integrateFlow is a very simple routine which applies the well-known
method named trapezoidal rule to the flow over the act.boundary consid-
ering as a step = 0.01 seconds:
integrateFlow <- function(flow,act.boundary,step=0.01)
{
int <- c();
for (i in 1:(length(act.boundary)-1)) {
int1 <- integrate(flow[act.boundary[i]:(act.boundary[i+1]-1)])
int1 <- int1 - int1[1]
int <- c(int,int1)
}
return(int)
}
4.2.3 Summarizing the NAVA Servo Tracker Dataset
The function summarizeData can be applied directly to the dataset in order
to obtain a number of features pertinent to the waveforms. At the beginning
the function imports into the vectors n, flow, pressure and edi the dataset
digital signals and the total $number.acts. The volume trace is calculated
by means of the integrateFlow routine explained before.
summarizeData <- function(dataset) {
n <- dataset$number.acts;
flow <- dataset$data[,"flow"];
pressure <- dataset$data[,"pressure"];
edi <- dataset$data[,"edi"];
volume <- integrateFlow(flow,
c(dataset$act.boundaries,length(flow)));
The function proceeds to compute some descriptors of the four wave-
forms, stored in ediData, volumeData, pressureData and flowData internal
vectors, representing some basic features which often are used by caregivers
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in waveform interpretation. In a while we will describe in which way this
occurs.
ediData <- computeEdiDescriptors(edi,
dataset$act.boundaries,n);
volumeData <- computeVolumeDescriptors(volume,
dataset$act.boundaries,n);
pressureData <- computePressureDescriptors(pressure,
dataset$act.boundaries,n)
flowData <- computeFlowDescriptors(flow,
dataset$act.boundaries,n)
As an output, the function creates a data frame named summary in which
many parameters are displayed.
summary <- data.frame(act = seq(1,n), type = rep(0,n))
summary <- cbind(summary,ediData)
summary <- cbind(summary,volumeData)
summary <- cbind(summary,pressureData)
summary <- cbind(summary,flowData)
return(summary)
The computeEdiDescriptors routine
Figure 4.3: The Edi features detected by the library Analyzer.
The computeEdiDescriptors analyses the edi signal and identifies five
features on each respiratory cycle: the amplitude of the first largest max-
imum of Edi; the relative (in percentage with respect the first maximum)
amplitude second largest maximum; the length (in terms of indexes i.e. hun-
dredth of second) of the first largest maximum; the area of edi from the
start of the cycle to the first maximum; the complementary area from the
first maximum to the end of the ventilatory cycle-off. The plot shown in
Figure 4.3 exhibits such features.
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computeEdiDescriptors <- function(edi,acts,n,
filter.half.length = 20,
max.filter.dx.threshold = 10,
max.filter.dy.threshold = 2.5)
{
ediS <- movingAverageFilter(edi,2,2*filter.half.length);
ediS[1:filter.half.length] <- ediS[filter.half.length+1];
ediS[(length(ediS) - filter.half.length):length(ediS)]
<- ediS[length(ediS) - filter.half.length - 1];
L <- findMinMax(ediS,1,length(ediS));
L <- filterMinMax(L,ediS,1,length(ediS),
thresholdX = max.filter.dx.threshold,
thresholdY = max.filter.dy.threshold);
out <- matrix(0,n,5)
colnames(out) <- c("amplitude.first.largest.maximum",
"relative.amplitude.second.largest.maximum",
"length.first.largest.maxumum",
"area.first.largest.maximum",
"area.outside.first.largest.maximum");
acts[n+1] <- length(edi);
win.graph(15,5);
plot(edi,type="l",xlab="time",ylab="Edi")
for (i in 1:n) {
lines(c(acts[i],acts[i]),c(min(edi),max(edi)),
col="red",lty=2);
if (length(L$max[L$max < acts[i]]) == 0){first.max <- 1;}
else {first.max <- which.max(L$max[L$max < acts[i]])+1;}
last.max <- which.max(L$max[L$max < acts[i+1]])
m <- last.max-first.max+1;
max.amplitude <- c();
max.start <- c();
max.end <- c();
max.pos <- c();
if (m > 0) {
for (j in 1:m) {
points(L$max[first.max + j - 1],
edi[L$max[first.max + j - 1]],pch=16,col="red")
if (length(L$min[L$min < L$max[first.max + j - 1]])==0){
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m1 <- acts[i]; }
else {m1 <- max(L$min[L$min < L$max[first.max+j-1]]);}
if (length(L$min[L$min > L$max[first.max + j-1]])==0){
m2 <- acts[i+1]; }
else {m2 <- min(L$min[L$min > L$max[first.max+j-1]]);}
points(m1,edi[m1],pch=16,col="blue")
points(m2,edi[m2],pch=16,col="blue")
d1 <- edi[L$max[first.max + j - 1]] - edi[m1];
d2 <- edi[L$max[first.max + j - 1]] - edi[m2];
max.amplitude <- c(max.amplitude, max(d1,d2));
max.start <- c(max.start, m1);
max.end <- c(max.end, m2);
max.pos <- c(max.pos,L$max[first.max + j - 1]);
}
}
if(length(max.amplitude) > 0)
{ d1 <- max(max.amplitude);
j1 <- which.max(max.amplitude)}
else { d1 <- 1;}
if (length(max.amplitude[max.amplitude < d1]) > 0) {
d2 <- max(max.amplitude[max.amplitude < d1]);
j2 <- which.max(max.amplitude[max.amplitude < d1])
if (j1 <= j2) {j2 <- j2 + 1; }
}
else {d2 <- 0;}
if(length(max.amplitude) > 0) { out[i,1] <- d1; }
else { out[i,1] <- 0; }
out[i,2] <- d2/d1;
lines(c(max.pos[j1],max.pos[j1]),
c(edi[max.pos[j1]]-d1,edi[max.pos[j1]]),
lwd = 2, col="red");
lines(c(max.start[j1],max.end[j1]),
c(edi[max.pos[j1]]-d1,edi[max.pos[j1]]-d1),
lty=2,col="red");
lines(c(max.pos[j2],max.pos[j2]),
c(edi[max.pos[j2]]-d2,edi[max.pos[j2]]),
lwd = 2, col="blue");
lines(c(max.start[j2],max.end[j2]),
c(edi[max.pos[j2]]-d2,edi[max.pos[j2]]-d2),
lty=2,col="blue");
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if(length(max.amplitude) > 0)
{out[i,3] <- max.end[j1] - max.start[j1];}
else { out[i,3] <- 0;}
i1 <- max(acts[i],max.start[j1])
i2 <- min(acts[i+1],max.end[j1])
out[i,4] <- definite.integral(ediS,
max.start[j1],max.end[j1])
out[i,5] <- definite.integral(ediS,
acts[i],acts[i+1]) - definite.integral(ediS,i1,i2)
}
lines(c(acts[n+1],acts[n+1]),
c(min(edi),max(edi)),col="red",lty=2);
return(data.frame(out));
}
The computeVolumeDescriptors Routine
Figure 4.4: The Volume features detected by the library Analyzer.
As shown in Figure 4.4, the computeVolumeDescriptors function com-
putes the tidal volume, the residual volume at the end of cycling-off, the area
over the whole inspiratory phase, the duration of the respiratory cycling-on
cycling-off period and the ratio between cycling-on and cycling-off.
computeVolumeDescriptors <- function(volume,acts,n)
{
out <- matrix(0,n,4)
colnames(out) <- c("residual.volume",
"area.volume.inspiratory.phase",
"duration.respiratory.act",
"percentage.inspiration.respiratory.act");
acts[n+1] <- length(volume);
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win.graph(15,5);
plot(volume,type="l",xlab="time",ylab="Volume")
for (i in 1:n) {
lines(c(acts[i],acts[i]),c(min(volume),max(volume)),
col="red",lty=2);
out[i,1] <- volume[acts[i+1]-1];
j <- acts[i]+which.max(volume[acts[i]:(acts[i+1]-1)])-1;
points(j,volume[j],col="blue",pch = 16);
out[i,2] <- definite.integral(volume,acts[i],j);
out[i,3] <- acts[i+1] - acts[i] + 1;
out[i,4] <- (j - acts[i]+1)/(acts[i+1]-acts[i]+1);
}
lines(c(acts[n+1],acts[n+1]),c(min(volume),max(volume)),
col="red",lty=2);
return(data.frame(out));
}
The computePressureDescriptors Routine
Figure 4.5: The Pressure features detected by the library Analyzer.
In the routine computePressureDescriptors several features are de-
tected, as depicted in Figure 4.5. The function finds the expiration start
point and the duration of cycling-on, the maximum pressure, the linear slope
of last tenth of seconds of inspiration, the PEEPi, how many seconds have
spent since cycling-on was started, the normalized PEEPi area.
computePressureDescriptors <- function(pressure,acts,n,
threshold.derivative.pressure.beginning.espiration = -5000,
threshold.derivative.pressure.beginning.plateau.inspir=1500)
{
out <- matrix(0,n,5)
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colnames(out) <- c("duration.inspiration",
"pressure.beginning.espiration",
"slope.final.trait.of.inspiration",
"peep",
"normalized.peep.area");
acts[n+1] <- length(pressure);
win.graph(15,5);
plot(pressure,type="l")
for (i in 1:n) {
p1 <- differentiate(pressure[acts[i]:acts[i+1]])
beginning.espiration <- acts[i] - 1 +
which(p1<threshold.derivative.pressure.beginning.espir)[1];
out[i,1] <- beginning.espiration - acts[i] + 1;
out[i,2] <- pressure[beginning.espiration];
lines(c(acts[i],acts[i]),c(min(pressure),max(pressure)),
col="red",lty=2);
points(beginning.espiration,out[i,2],col="blue",pch=16);
insp <- which(p1[1:(out[i,1]-1)] >
threshold.derivative.pressure.beginning.plateau.inspiration)
beginning.plateau <- acts[i] - 1 + insp[length(insp)];
points(beginning.plateau,pressure[beginning.plateau],
col="green",pch=16);
length.plateau <- beginning.espiration-1-beginning.plateau;
index <- (1:length.plateau) - 1;
p <- pressure[beginning.plateau + index];
dm <- cbind(index,p);
coeff <- lm(p~index,data=data.frame(dm))$coefficients;
out[i,3] <- coeff[2];
x <- beginning.plateau + index;
y <- coeff[1] + coeff[2]*index;
lines(x,y,col="green",lwd=2)
pp1 <- which(p1[out[i,1]:length(p1)] >
threshold.derivative.pressure.beginning.plateau.inspiration)
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b <- out[i,1] + pp1[length(pp1)] - 1;
beginning.peep <- acts[i] + b - 1;
#pp2 <- which(p1[b:length(p1)] < -1000)
#end.peep <- beginning.peep - 1 + pp2[1];
points(c(beginning.peep),c(pressure[beginning.peep]),
col="purple",pch=16)
#points(c(end.peep),c(pressure[end.peep]),
col="yellow",pch=16)
out[i,4] <- mean(pressure[beginning.peep:acts[i+1]]);
ll <- acts[i+1] - beginning.peep + 1;
lines(beginning.peep:acts[i+1],rep(out[i,4],ll),lwd=2,
col="yellow")
out[i,5] <- definite.integral(abs(pressure- out[i,4]),
beginning.peep,acts[i+1]);
}
lines(c(acts[n+1],acts[n+1]),c(min(pressure),max(pressure)),
col="red",lty=2);
return(data.frame(out));
}
The computeFlowDescriptors Routine
Figure 4.6: The flow features detected by the library Analyzer.
Lastly, in Figure 4.6 the flow features detected by the internal routine
computeFlowDescriptors are highlighted. The routine search for the maxi-
mum value of the flow, the last positive value before cycling-off and the slope
of the flow plateau at the end of inspiration.
computeFlowDescriptors <- function(flow,acts,n,
threshold.derivative.ending.plateau = -30000)
{
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out <- matrix(0,n,1)
colnames(out) <- c("slope.flow.plateau.inspiration");
acts[n+1] <- length(flow);
win.graph(15,5);
plot(flow,type="l")
for (i in 1:n) {
f1 <- differentiate(flow[acts[i]:acts[i+1]])
beginning.plateau <- acts[i] +
which.max(flow[acts[i]:acts[i+1]]) - 1;
ff <- which(f1 < threshold.derivative.ending.plateau)[1];
ending.plateau <- acts[i] + ff - 1;
lines(c(acts[i],acts[i]),c(min(flow),max(flow)),
col="red",lty=2);
points(beginning.plateau,flow[beginning.plateau],
col="green",pch=16);
points(ending.plateau,flow[ending.plateau],
col="green",pch=16);
length.plateau <- ending.plateau-beginning.plateau+1;
index <- (1:length.plateau) - 1;
f <- flow[beginning.plateau + index];
dm <- cbind(index,f);
coeff <- lm(f~index,data=data.frame(dm))$coefficients;
out[i,1] <- coeff[2];
x <- beginning.plateau + index;
y <- coeff[1] + coeff[2]*index;
lines(x,y,col="red",lwd=2)
}
lines(c(acts[n+1],acts[n+1]),c(min(flow),max(flow)),
col="red",lty=2);
return(data.frame(out));
}
4.3 Towards ’Neuroscience-informed learning’ Me-
chanical Ventilators
A state-of-the-art research field is represented by the Neuroscience-informed
learning. For instance, at the University of California, Berkeley, a current
investigation leaded by prof. R. Bajcsy tries to reduce the gap between
human and machine perception of human movements through the interac-
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tion between computational and experimental analyses from neuroscience,
computer vision, machine learning, and dynamical systems. The project
seeks to develop computer vision algorithms for human motion analysis ex-
tending classification, clustering and system identification methods to time-
series data generated by collections of hybrid dynamical models. As another
example, prof. A. Ng of Stanford University apply neuroscience-informed
algorithms to robot vision (Klingbeil et al., 2010 [62]).
In all these researches it is crucial the role of the machine learning,
i.e. that branch of computer science which involves algorithms allowing
computers to ’modify their behaviour ’ when feedbacked by empirical data
collected by sensors or extracted by databases. A more precise definition
is the one provided by T. Mitchell (1997, [71]): a computer program is
said to learn from experience E with respect to some class of tasks T and
performance measure P , if its performance at tasks in τ ∈ T , as measured
by P (τ), improves with experience E.
In learning machine (cfr. as a reference MacKay, 2003; Hastie et al.,
2009 [67, 55]) two great algorithms classes are recognized (although different
and ’mixed’ solutions exist): the supervised learning and the unsupervised
learning. In supervised learning the paradigm is that data are provided
as a pair, of inputs and targets, and the targets (also named labels) are
specified by a teacher. More formally, we have one or more outputs of a
response variable Y = (Y1, Y2, .., Ym) for a given set of inputs or predictor
variables XT = (X1, X2, .., Xp), and given a number i ∈ 1..N of inputs
xi, x
T
i = (xi1, .., xip) and corrispondent response variable yi = (yi1, .., yim),
the training sample is represented by pairs (xi, yi), i ∈ 1..N . Therefore,
each time a new ’student’ presents an answer yˆi for each xi, the ’teacher’
offers the correct answers, estimating also the amount of the ’student’ error
by means of a loss (or cost) function L(y, yˆ) (and the typical and easiest
choice is L(y, yˆ) = (y − yˆ)2.
In unsupervised learning we deal with ’learning without a teacher’.
The typical framework here is a vector (x1, x2, .., xp) (usually, p is ’large’)
which is interpreted as a set of observation of a random variable X whose
density probability P (X) is unknown but have to be estimated without a
’teacher’ providing the right solution.
4.3.1 A Novel Algorithm to Detect Ineffective Expiratory
Effort
Up to now there is not a clear vision about which are the asynchrony fea-
tures hidden in the Edi signal that characterize a ’bad interaction’ between
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Figure 4.7: A ’good’ respiratory act.
the patient and the mechanical ventilator. It is reasonable to imagine that
in Figure 4.7 the respiratory act, as driven from the central nervous system
and described by Edi, is in ’harmony’ with the flow supplied by the me-
chanical ventilator: the Edi has a substantial concave profile (in the sense
of definite negative second derivative), it achieves a unique maximum point
and it decreases as soon as the exhalation valves open and the flow becomes
negative.
On the other side, in Figure 4.8 one of many possible examples of ’bad
respiratory act’ is depicted. The Edi possesses two (or more) maxima and
it reaches not so high values and, as a consequence, the definite integral is
’small’.
To be more precise, let [t1, t2] the interval time over which the respiratory
act is delimited by the findBreaths routine and let E(t) represent the Edi
signal. By means of the computeEdiDescriptors function we have the possi-
bility to find the time tmax,1 in which E(tmax,1) ≥ E(t), t ∈ [t1, t2] and tmax,2
in which E(tmax,2) ≥ E(t) being t ∈ (tmax,2 − δ, tmax,2 + δ) ⊂ (tmax,1, t2].
For simplicity, let us denote E1 and E2 the two maxima, E(tmax,1) and
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Figure 4.8: A ’bad’ respiratory act.
E(tmax,2). The ratio E2/E1 is the relative amplitude of the second largest
maximum with respect to the first one.
The area A1 =
∫ tmax,1
0 E(t)dt and the area A2 =
∫ T
tmax,1
E(t)dt can be
also calculated with computeEdiDescriptors.
We propose to define the perturbation Edi measure index pi ∈ R in
order to evaluate the irregularity of E(t) over [t1, t2] in such a way:
pi =
E2
E1
+
A2
A1 +A2
(4.3.1)
To assess the range of the possible values of the pi index we analized
512 respiratory acts belonging to 10 patients. Being the values replicated
measures over the same subject, we considered a linear mixed model:
mmpEm <- lmer(pEm ~ 1 + (1 | patient))
In Table 4.1 the summary of the mixed model is reported. In our training
sample the pi index has a mean value µ = 0.641 and a within-patient standard
deviation of σ1 = 0.192. The residual standard deviation is σ = 0.441.
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Table 4.1: summary of the REML linear mixed model of the perturbation Edi
measure
Linear mixed model fit by REML
Formula: pEm ∼ 1 + (1 | patient)
AIC BIC logLik deviance REMLdev
635.9 648.6 -314.9 627.1 629.9
Random effects:
Groups Name Variance Std.Dev.
patient (Intercept) 0.036915 0.19213
Residual 0.194879 0.44145
Number of obs: 512, groups: patient, 4
Fixed effects:
Estimate Std. Error t value
(Intercept) 0.64090 0.09879 6.487
We argue that the value µ+ σ1 + σ (in this case 1.274) can be a possible
choice as a cut-off to train a machine learning in order to discriminate low pi
(’good-interaction’) Edi signals from high pi (’bad-interaction’) Edi signals.
Of course different and simpler approaches can be adopted, but we note that
the idea to prefer the mixed modelling framework also in machine learning
training seems to be more suitable as the cut-off estimate can be moved and
improved step by step, and eventual presences of ’outliers’ behaviours are
milded by the well-known shrinkage effect (see e.g. Pinheiro and Bates, 2000
[82]).
Seemingly, we have come in a vitious circle, as the Edi signal is the
benchmark to detect and recognize dyssinchronies in ventilatory waveforms,
but we have not a clear definition of which are the features of the ’correct’
Edi wave and perturbed flow or pressure signals can suggest a bad neuro-
coupling. A solution of this point can be provided by the following novel
algorithm detecting ineffective expiratory effort.
We consider the pressure - flow (PF) plane and we plot the curve
obtained ’joining’ the two corresponding waveforms, regularized by means of
spline interpolation (e.g. cfr. Stoer and Bulirsch, 2002 [107]). As shown in
Figure 4.9, when the flow is ’regular’ and synchronous with the Edi (as in the
Act 3), the regularized PF spline curve appears to be globally decreasing.
On the contrary, when an ineffective expiratory effort occurs and flow and
pressure are perturbed, the PF curves exhibit a loop (also more than one, as
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Figure 4.9: Three examples of breathing acts with null, two or one ineffective
expiratory efforts.
in Act 4, in which two i.e.e. appears). Incidentally, computing in such these
examples the index pi, the values obtained are 0.833, 1.461, 1.279 suggesting a
’good’ and two ’bad’ Edi signals, as desired. As a limitation, we observe that
1.279 results quite closer to the 1.274 cut-off, suggesting that more work is
needed in order to refine the obtained estimate. Nevertheless, the decreasing
behaviour of the PF curve in effect is not due to chance, but a consequence
of the following Theorem, which we are able to prove.
Theorem 1. Suppose that during the expiratory phase (Texp, Tend) the
airway measured pressure variation can be modelled by a given function
P ∈ Ck((Texp, Tend);R), k ≥ 2. Let V˙ be the flow ddtV (t) solving the Rohrer
equation P (t) = V (t)C +
d
dt(RV (t)), with C,R > 0 not depending on time.
Suppose also that P (t) is perturbed by an ineffective expiratory effort, i.e.
over an interval (t1, t2) ⊂ (Texp, Tend) the function P (t) is concave, P¨ (t) < 0.
Then the pressure-flow curve Σ(t) ≡ (V˙ (t), P (t)) ⊂ R2 possesses at least
one loop, in the sense that there exist two different times t∗ < t∗∗ in which
Σ(t∗) ≡ Σ(t∗∗).
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Proof. During the expiratory phase in normal conditions the pressure
P (t) > 0 is a decreasing function and the flow V˙ (t) < 0 is an increasing one.
Therefore we can assume that, at least for an initial period (Texp, Texp+),  >
0, if t1 < t2 then P (t1) > P (t2) and V˙ (t1) < V˙ (t2). As a consequence,
P (t2) − P (t1) < 0, V˙ (t2) − V˙ (t1) > 0 and dividing the two quantities one
has:
P (t2)− P (t1)
V˙ (t2)− V˙ (t1)
< 0
This proves that, initially, the curve Σ(t) can be seen as a locally de-
creasing graph of P in function of V˙ .
In order to prove that a loop exists it is sufficient to show that, roughly
speaking, after a certain time the flow ’turns back’. More precisely, it is
sufficient to exhibit two times t1 6= t2 such that V˙ (t1) ≡ V˙ (t2). But if the
pressure P (t) is concave as precised in Appendix A, the flow V˙ (t) is also
concave; let V˙max the local maximum achieved by the perturbed concave
flow. This means that intersecting a straight line y = k, k < V˙max with V˙ (t)
one find two solutions: V˙ (t1) ≡ V˙ (t2), t1 < t2. 
Therefore, for each breath we compute the regularized spline.flow and
spline.pressure vectors:
flow <- dataset$data[dataset$act.boundaries[i]:
(dataset$act.boundaries[i+1]-1),"flow"]
pressure <- dataset$data[dataset$act.boundaries[i]:
(dataset$act.boundaries[i+1]-1),"pressure"]
m <- which.min(flow)
x <- m:length(flow);
spline.flow <- smooth.spline(x,flow[x],
all.knots = T,spar=1);
spline.pressure <- smooth.spline(x,pressure[x],
all.knots = T,spar=1);
In order to ’count’ the loops, several ways are viable but the most con-
venient is to determine the tangent vector of the PF curve and (the cosine
of) its angle with the abscissa axis and to summarize the latter. If no loops
are present, the cosine of the angle is bounded from below by zero, while if
a loop occurs the cosine reaches approximately -1.
searchalpha <- function(i) {
flow <- dataset$data[dataset$act.boundaries[i]:
(dataset$act.boundaries[i+1]-1),"flow"]
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pressure <- dataset$data[dataset$act.boundaries[i]:
(dataset$act.boundaries[i+1]-1),"pressure"]
m <- which.min(flow)
x <- m:length(flow);
spline.flow <- smooth.spline(x,flow[x],
all.knots = T,spar=1);
spline.pressure <- smooth.spline(x,pressure[x],
all.knots = T,spar=1);
lsf <- (length(spline.flow$y))
cosalpha <- numeric(lsf)
for (k in 1:(lsf - 1)) {
y2 <- spline.pressure$y[ k + 1 ]
y1 <- spline.pressure$y[ k ]
x2 <- spline.flow$y[ k + 1]
x1 <- spline.flow$y[ k ]
cosalpha[k] <- (x2 - x1) / (sqrt((x2-x1)^2 + (y2-y1)^2))
}
out <- min(cosalpha)
return(out)
}
Considering the three examples of Figure 4.9, while in Act 4 and Act 5
cosalpha reaches the −1 value, in Act 3 the minimum value is 0.
Evaluation of the Algorithm
We asked to a panel of two physicians experts in mechanical ventilation
to visually analyse the former recalled 512 respiratory acts belonging to 10
patients. Our algorithm searchalpha identified 96 ineffective expiratory
efforts and 416 acts were considered ’normal’. The expert panel claimed
95 ineffective expiratory efforts versus 417 ’normal’ acts (Sensitivity 100%,
Specificity 99.8%).
4.4 Conclusions and Further Researches
In a very recent editorial entitled Ineffective efforts during mechanical ven-
tilation: the brain wants, the machine declines, Dimitris Georgopoulos [52]
concludes recalling that:
The next step is further tuning the automated methods of IE
detection (preferably including all types of patient - ventilator
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asynchrony) in order to allow their use as a reliable tool to prop-
erly study the relationship between asynchrony and outcome, an
issue which is largely unexplored. Apart of asynchrony identifi-
cation, these methods may serve as feedback systems either to
guide the caregiver or be used in a closed system technology in
order to improve the patient - ventilator synchrony.
The main aim of our research project was to explore whether a general
statistical tool as the mixed-effect model could be decisive in assuring a better
patient - ventilator synchrony, overcoming the unsatisfactory results obtained
by classical spectral waveforms analysis, or by the not-optimal ’single feature’
approach - as currently evidenced in literature - in which a unique signal is
analysed. During our research period we verified that mixed-effect modelling
is a tool characterized by a valuable appeal in coping with questions linked
to the pseudoreplication issue; an issue which naturally arises when dealing
with the multilevel, or the longitudinal, or the repeated measure framework.
Therefore, we were able to successfully apply this technique in ’standard-
design’ Neuroscience experiments. But to suit the need to classify the events
having (or not) at disposal both mechanical and neural waveforms, i.e. hav-
ing to handle (’low’ or ’high’ frequency) time series, we were forced to enlarge
the statistical approach to a more computer science oriented one: the au-
tomatic classifiers characterizing the supervised (i.e. neuroscience-informed)
and the unsupervised learning machine.
Working on the latter issue, some months ago we have been able to dis-
cover a novel algorithm exceeding our previous algorithms implemented in
the Better Care R© system [12], apparently achieving an optimal sensitivity
and specificity in detecting ineffective expiratory efforts and identifying dou-
ble cycling dyssynchrony. These results might allow to reverse the question
in trying to find which are the essential features in the electrical activity
of the diaphragm (Edi) signal that characterizes a ’valid’ respiratory act,
casting also a promising light in the future goal announced by Georgopou-
los, i.e. a precise understanding of the relationship between asynchrony and
outcome. As an example, it could be of interest trying to relate the area
of the loop prescribed by our Theorem 1 to the features of the Edi signal.
Moreover, the ideas of Cuvelier, Fauroux et al. [37] in considering also a sort
of ’delay’ waveform information (i.e. to confront f(t) with f(t+ τ)) should
be generalized and exploited in a wider sense.
Of course, we are aware that many details of our work could be refined.
For instance, the µ+σ1 +σ choice as a possible cut-off in training a machine
learning is only an initial possibility that can be improved, when we are
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going to complete all details of the Analyzer package and to start the at-
bedside training phase of the learning machine over a ’sound’ number of ICU
recovered patients.
Moreover, recently we recognized that other statistical techniques appear
also to be well worth considering in managing time series and digital signals;
as an example, the hidden markov models originally introduced by Baum
and Petrie in 1966 [6] (see e.g. Zucchini and MacDonald 2009, [128]), allow
to interpret a digital signal as the observed result of a Markov chain (or
better a Markov process) with unknown (’hidden’) states.
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The Rohrer Equation
Starting from the Rohrer equation (A.0.1):
P (t) =
V (t)
C
+
d
dt
(RV (t)) (A.0.1)
we suppose for simplicity that the compliance C and the resistance R are con-
stant not depending on t. Rohrer first order non-homogeneous autonomous
differential equation links together three time functions: the (variation of)
pressure P (t), the gas volume V (t) and the gas flow V˙ (t) ≡ ddt(V (t)). As gas
volume and gas flow are respectively the primitive function and its deriva-
tive, it means that, roughly speaking, knowing one function it is possible to
’calculate’ the other two.
Precisely, starting from (A.0.1) we divide by R > 0:
V˙ (t) +
1
RC
V (t) =
1
R
P (t) (A.0.2)
We are interested on the left side of this equation, showing the possibility
to obtain some compatibility conditions which ’links’ V˙ (t) and V (t) to
P (t). We start defining an auxiliary function z(t) in such a way:
z(t;C,R)
def
= exp(
1
RC
t) · V (t)
and computing its derivative:
z˙(t) =
1
RC
exp(
1
RC
t) · V (t) + exp( 1
RC
t) · V˙ (t)
Diving the latter relation by the positive quantity exp( 1RC t), i.e. multi-
plying it for exp(− 1RC t) we have:
z˙(t) · exp(− 1
RC
t) =
1
RC
V (t) + V˙ (t) (A.0.3)
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Therefore, comparing (A.0.3) with (A.0.2) one has:
z˙(t) · exp(− 1
RC
t) =
1
R
P (t)
z˙(t) = exp(
1
RC
t)
1
R
P (t)
Integrating over [0, t] one has:
z(t) = z(0) +
1
R
∫ t
0
exp(
1
RC
s)P (s)ds
Now, observing the definition of z(t), it results:
exp(
1
RC
t)V (t) = V (0) +
1
R
∫ t
0
exp(
1
RC
s)P (s)ds
having recalled that if t = 0 then z(0) = exp( 1RC 0) · V (0) = V (0). As a
consequence we deduce:
V (t) = V (0) exp(− 1
RC
t) +
1
R
· exp(− 1
RC
t) ·
∫ t
0
exp(
1
RC
s)P (s)ds (A.0.4)
which can also be expressed in a convolutional form:
V (t) = V (0) exp(− 1
RC
t) +
1
R
·
∫ t
0
exp(
1
RC
(s− t))P (s)ds
The compatibility relation (A.0.4) states that, given a certain pressure
P (t), the volume V (t) can not be an arbitrary function but it is precisely
defined. As a consequence, differentiating (A.0.4), one obtains the compati-
bility relation for the flow:
V˙ (t) = −exp(−
1
RC t)
R2C
∫ t
0
exp(
1
RC
s)P (s)ds+
1
R
P (t)− V (0)
RC
exp(− 1
RC
t)
(A.0.5)
The relation (A.0.5) is the analogous of (A.0.4) referred to the flow. It is
important to observe that those relations are valid for any smooth function
P (t).
We can state now the following useful result of concavity.
Lemma. Suppose that P (t) > 0 is a real valued smooth function. Then it
is possible to choose a class of concave functions P (t) on an interval (t0 −
δ, t0 + δ), being t0 the local maximum for P (t), such that V˙ (t) is concave on
the same interval.
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Proof. To assure the concavity of V˙ (t) it is necessary and sufficient
that the third derivative d
3
dt3
(V (t)) be negative. Computing explicitely the
third derivative, one has:
d3
dt3
(V (t)) = − 1
R4C3
exp(− 1
RC
t) ·A(t)+
+
1
R3C2
P (t)− 1
R2C
P˙ (t) +
1
R
P¨ (t)+
− V (0)
R3C3
exp(− 1
RC
t)
i.e. d
3
dt3
(V (t)) ≡ I1 + I2 + I3 + I4 + I5, where A(t) =
∫ t
0 exp(
1
RC s)P (s)ds
It is easy to prove that I5 is negative, as exp(− 1RC t) is positive. Anal-
ogously, in I1 again it appears the same positive exponential, joined to an
integral term A(t). It turns out that also A(t) =
∫ t
0 exp(
1
RC s)P (s)ds is
positive being both integrands positive functions. Therefore also I1 < 0.
So d
3
dt3
(V (t)) is negative (i.e. V˙ (t) is concave) if and only if the following
condition (A.0.6) occurs:
1
R3C2
P (t)− 1
R2C
P˙ (t) +
1
R
P¨ (t) ≤ 0 (A.0.6)
It is easy to show that the condition (A.0.6) embraces a wide class of
functions. For example, P (t) = α cos(ω(t − t0)) satisfies the condition
provided that α = R
4C4
2+R2C2
√
2
and ω = RC
√
2
2α . As another example, if
P (t) = −α(t − t0)2 + β, it is sufficient to choose β < αR2C2 in order to
safely satisfy (A.0.6). 
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