Abstract. Environmental 
Introduction
Poultry is an important component of the state and regional economy, representing a $1.6 billion industry that employs approximately 14,000 employees across the Delmarva Peninsula (DPI, 2002) .
Poultry house ventilation controllers are becoming increasingly common on the Delmarva Peninsula, with several integrators requiring controllers for new houses or suggesting retrofit into existing houses. The controllers control the fans, air inlets and cooling pads for ventilation control and activate the lighting and feeding systems. Although the electronic controllers are more technologically advanced than the traditional thermostat systems used for poultry environmental control, the actual control strategies are computationally simple (e.g. binary, step, ramp).
Temperature goals, for example, are based on set points or simple temperature ramp formulas. The temperature goals are related strictly to the days since bird placement; no attempt is made to automatically match bird response to the conditions of the house. Flock supervisors or growers may adjust the temperature set points to improve performance or reflect bird response, but the system operates in an open-loop fashion with respect to bird response. Poultry exhibit known reactions to shifts in temperature. Huddling away from the feeders, for example, is normally a sign that the birds are cold. Movement and clustering at the outside walls of the building is often a sign that the house temperature is too warm for the birds.
From a research perspective, a reliable vision based processing system could be used to better analyze bird feeding behavior. Human presence is known to influence bird behavior. Bird weight at the completion of growout varies spatially along the house; an image based system could be used to begin to isolate the root causes of the variation.
Image based bird behavior has other research implications as well. Images can be can be used to develop time profiles of bird activity (movement, response to ventilation, huddling, etc.) as well as to compare activity levels in different portions of the house. Time profiles of bird activity can contribute to improved feeder and waterer design, and enhanced distribution of ventilation air to provide more uniform bird comfort.
Bird based poultry analysis faces a number of challenges. Researchers have investigated vision based tracking and similar concepts, however, the studies were traditionally performed on small pen studies. In small pen studies, the systems were used to study individual bird behavior. In the project described in this paper, the goal was to develop a system to study and analyze whole-flock behaviors or behaviors in portions of commercial houses.
The environment is dusty with low ambient light levels. The house design (long and wide with a relatively low ceiling) limits the ability of an overhead camera to simultaneously view large portions of the house. Poultry behavior is unpredictable and does not follow a set pattern (Sergeant, et al., 1998) . Commercial poultry feed, house litter, bird skin and bird feathers have similar reflectivity (Prescott and Wathes, 1999) . The bird size and color vary with both across and during maturity. Relatively few refereed articles have been published on the use of machine vision in poultry housing applications.
Justification
The development of a practical image-based behavior analysis has wide reaching implications for the industry. As was mentioned above, image based behavior analysis has the potential to reveal critical information about flock aggregate bird behavior. In the long term, image based analysis has the potential to revolutionize poultry management. The ability to accurately assess bird behavior and manage based on bird feedback will allow a fundamental change in the paradigm of poultry management.
Objectives
The goal of the project was to develop methodology to analyze bird behavior in a commercial or near commercial setting. The project concentrated on flock aggregate behaviors rather than the tracking or activity of individual birds. Specific objectives of the project were:
1)
Develop algorithm to determine bird thermal response 2) Develop algorithm to determine bird feeding and drinking activity This paper documents the current progress of the active and ongoing project.
Methods and Materials
An experimental image collection system was installed in a tunnel ventilated broiler research house at the University of Delaware's Research and Education Center near Georgetown, DE. The house is an older shed house that has been converted and updated. The configuration of the house consists of two 20 ft x 175 ft (6.1 m x 53.3 m) sections separated by a control room. Each section is further divided into two smaller pens, approximately 10 ft x 175 ft (3.0 m x 53.3 m). Each pen holds approximately 1,500 to 2,000 birds.
Images for algorithm development were collected during two flock growouts at the facility. As part of a cooperative industry study, a lighting study was ongoing in the house. The birds were grown under typical industrial conditions.
A fixed camera system was installed above one pen in the house. A single camera was located approximately 22 ft (6.7 m) from the fan end of the house on the centerline of the pen. Im ages were collected weekly for two flocks. The cameras were changed between flocks due to the poor performance of the original cameras. For the first flock (Oct. 1 to Nov. 29, 2002) , an "Ultra Pro Series" analog security camera 1 with a 4.0 mm f1.4 lens connected through a 2.4 GHz wireless video system was used. For the second flock (Jan. 30 to March 12, 2003) , a hard wired Sony SSDC-393 2 analog security camera with a 4.0 mm f1.2 auto-iris lens was used. In both cases, the analog output from the security camera was recorded through the analog input on a Sony DCR-TRV30 digital camcorder.
During image collection, moveable partitions were used to adjust the number of birds in the camera field of view. The number of birds within the partitions was adjusted to provide low, medium and high density as shown in Figure 1 . Approximately five minutes of video for each configuration was collected.
Low Density
Medium Density High Density Bird illumination level was controlled during image collection. During the second trial, there was an ongoing illumination trial. In addition to collecting images at different bird densities, the illumination was systematically varied from 0.1, 0.3, and 0.5 fc. Again, five minutes worth of video were collected for each combination of bird density and illumination.
Algorithm Description
The image based behavior analysis approach would use a camera to capture bird behavior at regular time intervals. Environmental control of the house should allow some time for the birds to respond to changes before subsequent control inputs are changed. The inclusion of a bird response time reduces the need for real time or relatively rapid image acquisition and allows for complex image processing.
The algorithm was written in two components. The data acquisition module was developed in National Instruments LabVIEW 6.1 and controlled the interface with the digital frame grabber.
The actual image processing was performed in Mathworks MATLAB Release 13. Direct Data Exchange (DDE) linking was used to invoke the MATLAB image processing from LabVIEW.
The real time data acquisition portion of the algorithm was written in National Instruments LabVIEW 6.1. LabVIEW was chosen because of the ease of programming and interfacing with the available hardware. LabVIEW also provides a simple environment for developing a workable user interface. The flow chart for data acquisition is shown in Figure 2 . The data acquisition program initialized the software and hardware, collected images and invoked MATLAB image processing in a continuous loop. The user could define the data collection interval from the user interface. To facilitate sequencing with other data collection instruments, the data collection program started data collection in fifteen-minute increments. Once image collection was started, the program grabbed an image from the National Instruments frame grabber and saved the image to a file. Repeatedly saving images to a file is not the fastest way to implement the system. The program requirements, however, did not require rapid (greater than 1 Hz) image collection and analysis. With the relatively slow update rate requirements, file swapping was acceptable.
Figure 2. Flow chart for the LabVIEW data acquisition module
After successfully saving the image to a file, the LabVIEW program called the MATLAB image processing module. The flow chart for the image processing module is shown in Figure 3 . The camera was stationary and located over the same region of the house for the project. The background included two known objects (feeder line, nipple drinker water line) and litter background.
Figure 3. MATLAB Image Processing Flow Chart
The algorithm began by reading the objective (current scene) and background image (processed aprori to contain only feed and water lines) (Figure 4 ). The images were resized and converted to monochrome images to facilitate processing. To reduce illumination effects, the images were intensity corrected to a set intensity level. An intensity histogram was used to develop the appropriate intensity map for the each image.
Objective Image Background Image Image subtraction was used to separate the features of interest in the intensity modified objective image from the background. The subtracted image was segmented using either a fixed segmentation level or a dynamic thresholding strategy presented by Roviara-Mas (2001) (Eq. 1).
( )
T is the threshold (segmentation) level, av G is the average gray level of the image, max G is the maximum gray level and ∆ is an experimentally determined offset parameter.
A median filter was applied to the segmented, subtracted image to reduce noise. Image morphology was used to provide information about features in the image. Feature information extracted included location, area, perimeter and orientation. The initial feature information was used to size filter the image, removing features too small to be a bird and to create an image mask.
The relationship between bird size in pixels and days since placement (Eqns. 2 to 5) were used to remove noise and distinguish between birds and obstacles in the image. Experimental data was used to develop the relationship and is described in the Results section. Features with an area smaller than the expected bird size for the given number of days since placement were removed from the image and ignored. Features larger than the expected size were treated as obstacles and ignored by the behavior analysis modules. are the minimum and maximum expected bird size (area) for a given day, and Eq R is the equivalent radius for the average expected area.
The initial segmented image was median filtered and size filtered to remove small particles, leaving only features that could be birds or objects (feed or water lines) in the image. The segmented image was used to create a mask of the features of interest ( Figure 5 ). The mask removed the background and fixed obstacles, but left an image with only birds. The mask was applied to the image enhanced objective image, leaving gray scale features of interest. Prewitt and Roberts edge enhancement filters were used to improve the separation of adjacent birds. When applied to the objective rather than masked objective image, edge enhancement tended to create a noisy, distorted image. By masking the image, only the features of interest were in the image. The edge image was subtracted from the masked image to enhance the separation of individual birds.
Image Mask
Edge Image Edge Enhanced Mask After creating the edge enhanced mask image, the gray scale mask image was segmented and filtered a second time. The critical information about the resulting image features were extracted. Features larger than the previously defined size limits were considered objects, while features within the size range described were considered birds.
The locations of the birds were used to classify the behavior of the birds. As the birds increase in size, the maximum distance from the feed and water that the birds can continue to eat or drink increases (Eqns. 7 and 8). The distance from the bird centroid to the feeder centroid was used to determine if the birds were feeding (Eqns. 9 and 11). The water line was treated as a linear feeder and a similar strategy was used to determine if the birds were drinking (Eqns. 10 and 12). The percentage of birds feeding and drinking was calculated from the number of birds performing each behavior divided by the total number of birds in the image. All birds located within the distance threshold were assumed to be performing the prescribed behavior. Bird location and presence of clusters of birds in the image were used to determine thermal response. A flow chart of the algorithm is shown in Figure 6 . The algorithm first loops through all the birds, calculating the x, y and Euclidian distance between each bird pair (Eqns. 13 to 15).
Where: The algorithm considers birds located within a certain distance from each other to be clustered. This distance is calculated using the equivalent radius of the bird times a multiplier defined by the user (Eq. 16). Thus, if the birds are within that distance, they would be considered as clustered. Birds tend towards the outside of the house when hot; the algorithm evaluates the position of the bird versus predefined zones (Eqns. 17 and 18, Figure 7 ). The two outer zones are considered 'hot' zones and birds within the zone are classified accordingly. The clustered birds that are not in zones 1 or 4 will be considered as "regular" birds. The other zones would be zones of "regular" activities where the birds would be clustered for drinking, eating and other activities. The next step is to calculate the percentage of the birds that are hot, relative to the total number of birds in the image (Eq. 19). is the total number of bird classified as hot.
The output images, image processing data and classified behavior are recorded at the end of each iteration.
Results
The object recognition portion of the algorithm currently has problems with contiguous clusters of birds. Contiguous clusters of birds appear as objects rather than birds (see Future Work). Because of this limitation, evaluations were conducted only with correctly classified birds.
A relationship between bird size and days since placement was needed to separate birds, obstacles and noise in the image. Several images were selected and processed for each data collection day. Bird sizes were measured in the processed image and a polynomial regression was performed (Figure 8 ).
Inconsistencies were noticed in the segmentation and classification portion of the algorithm. As the bird density increased, it became difficult to separate the individual birds, which lead to incorrect classification. Birds incorrectly classified were not available to the behavior analysis portion of the program. There was an observed relationship between separation, classification and maturity. In order to evaluate the algorithm, the effects of light level and bird age were tested. First, the program was tested in relation to the age. The idea of this experiment was to observe the difference in clustering classification as the birds grew older and larger. Different sets of images from four different dates were analyzed. Only the birds that were correctly identified were included in the analysis. If the program had problems identifying a bird, the bird was excluded from the analysis done with the images. The results are shown in Tables 1 and 2 . When analyzing these results in Table 1 and Table 2 , it was found that the age and size of the birds played an important role. As the birds get older, they grew larger and tended to cluster more often. Birds generate more heat as they grow larger; in the test house, the birds moved to the outside of the house to cool down. As more birds became hotter, there tended to be more birds clustered along the outside of the building. The body area of the birds increase as the birds aged; as the body area increased, the distance between birds decreased. The algorithm may consider the birds to be clustered even though the birds may have been involved in regular activities.
Small sample size effects the perception of the results. In testing, the algorithm was typically correct within one or two birds. With only a few birds in the image, the effect of a single error in classification increased. As the sample size increases, the overall effect would decrease. Overall, there was an 8.80 percent average difference between manual and algorithm classification of clustered birds. The next step in the testing of algorithm performance was to determine the effect of changes in light level. A similar procedure as before was used to determine the effect of light level. A different set of images was used to test the performance. The algorithm was used to process and classify the birds in the image. Only the birds that were correctly identified in the algorithm were included in the analysis. If the program had problems identifying a bird, the bird was excluded from the clustering analysis. The results of hand classification were compared to algorithm classification (Tables 3 and 4) .
When analyzing the influence of light level, it was found that the light level does play an important role in the performance of the program. Better results were found to be when the light level was at the highest illumination tested, 0.5 fc. It should be noted, however, that there were more samples images at the 0.5 fc illumination. At the early stages of the image collection, light level was not one of the main concerns and images were collected at 0.5 fc. In later stages of the process, the illumination due to the cooperator's ongoing illumination study was lower and produced visible performance degradation in the images. At the completion of growout, the influence of illumination was evaluated. At 0.5 fc, the classification error rate was 17.26%. When combining both the light level and the age analysis, it was found that both were directly related to the performance of the algorithm. The most desirable light level for the analysis would be at 0.5 fc. In addition, the algorithm performance was better results when the birds were between 21 and 27 days old.
The object recognition portion of the algorithm currently has problems with contiguous clusters of birds. Contiguous clusters of birds appear as objects rather than as birds. The algorithm currently evaluates the clustering of birds recognized as individual birds in the image. The distance between birds is compared to the effective radius of the bird.
Future Work:
The project described is an 'in progress' area of research and needs to be improved. Two specific areas that need to be addressed include:
1) Image subtraction: Image subtraction can be used in situations where the background illumination and background scene remains consistent. In a poultry house, the illumination level changes according to days since placement. In addition, plans are being developed to convert the stationary camera to a mobile camera. With a mobile camera, it will not be possible to store background images for all possible camera poses. As such, an alternative means of separating the birds from the background will be required.
2)
Separation of multiple birds. The current algorithm uses a sized based approach to identify birds and objects. The size approach works well to separate small artifacts, but does not work well when the birds clump together. Additional work is required to develop a means of identifying individual birds when clustered together.
The authors feel that once satisfactory progress can be made, image based behavior analysis can be applied to a variety of research and production problems. Future goals include the incorporation of image based behavior analysis in poultry house environmental control and feeding research studies.
Conclusion
Image based behavior analysis has the potential to revolutionize poultry production and research. Although environmental controllers are used in many production poultry houses, the controllers do not incorporate bird feedback into the response.
In this paper, early progress on an image based behavior analysis system are presented. The algorithm evaluated flock aggregate behavior rather than tracking specific birds. Image subtraction was used to separate the birds from the background. Image morphology was used to size filter the birds from the background. The bird activity (feeding, drinking and clustering) were classified using location information.
