Abstract. In this paper, we propose an adaptive finite element method for simulating the moving contact line problems in three dimensions. The model that we used is the coupled Cahn-Hilliard Navier-Stokes equations with the generalized Navier boundary condition(GNBC) proposed in [1] . In our algorithm, to improve the efficiency of the simulation, we use the residual type adaptive finite element algorithm. It is well known that the phase variable decays much faster away from the interface than the velocity variables. Therefore we use an adaptive strategy that will take into account of such difference. Numerical experiments show that our algorithm is both efficient and reliable.
1. Introduction. The moving contact line problem, where the interface of the two immiscible fluids intersects the solid wall, has become one of the most interesting research topics in recent years. It has been shown that classical hydrodynamic equations with no-slip boundary conditions can lead to nonphysical singularity in the vicinity of the contact line. Recently, the generalized Navier boundary condition(GNBC) is introduced to solve this problem [1] . A continuum phase field model which couples the Cahn-Hilliard and Navier-Stokes equations with GNBC is proposed. It is shown that the numerical results of the system agree quantitatively with the results from the molecular dynamics(MD) simulation. The model has been used successfully to study several problems involving the moving contact line [2, 8] .
Several numerical methods have been developed for the Cahn-Hilliard and NavierStokes system with the generalized Navied boundary condition [5, 6, 7] . In [7] , a gradient stable semi-implicit finite difference scheme is proposed. In [6] , a finite element method with a time discretization by operator-splitting combined with least-square/conjugate gradient method is developed, and in [5] , a multi-mesh adaptive finite element method is introduced to study the phenomena of precursor film.
However, most of the simulations based on GNBC are in two dimensions. To carry out full three dimensional simulations and to achieve high numerical accuracy and capture the physical resolution at an acceptable computational cost, an adaptive method seems necessary. This is particularly important for our phase field model because the interface must be thin enough to attain the sharp interface limit.
For our phase-field model, it is well known that the phase field variable φ decays exponentially within a thin layer away from the interface. However, the variation of the velocity variable u away from the interface is much moderate. To simulate this different behavior of the solutions efficiently, a multi-mesh adaptive finite element method was developed in [5] , which approximates different components of the solution (velocity, pressure and phase variable) on different h-adaptive meshes. To avoid the complexity of using multi-mesh technique, our adaptive strategy in this paper is simpler. We first refine or coarse the mesh using the phase field variable. We then only refine the mesh using the velocity variable until some tolerance has been achieved. For the mesh refinement or coarsening, we use the a posteriori error estimates. A natural choice of error indicator is the one based on the gradient jump of the finite element solutions on the interface of adjacent element. To test the efficiency and accuracy of our adaptive method, we then carried out several three dimensional simulations. The test examples include: coalescence of two droplets, droplet spreading on stationary surface, droplet motion on moving surface and droplet spreading on chemically patterned surface. These examples have demonstrated reduction in computational costs and saving in storage.
The paper is organized as follows: In section 2, we briefly introduce the phase field model with GNBC; In section 3, we describe the finite element discretization and our adaptive technique; In section 4, some numerical results are presented using the method given in section 3, and the paper is finally concluded in section 5.
2. The phase field model with GNBC. Following [1] , the moving contact line problem can be modeled by the Cahn-Hilliard Navier-Stokes system ∂φ ∂t
with the relaxational boundary condition for φ
and the GNBC for the tangential velocity u τ along the boundary
together with the non-penetration boundary conditions
In the above system, u is the velocity, p is the pressure, φ is the phase field, and µ is the chemical potential. n and τ denote the normal and tangential directions respectively. Here the parameter ε denotes the interface thickness, M is the phenomenological mobility coefficient, Re is the Reynolds number, λ is inversely proportional to the capillary number. Γ is a positive phenomenological parameter, θ s is the static contact angle and L s is the slip length. The above system is then completed by the initial conditions
3. The adaptive finite element method for the system. In this section, we first derive the finite element discretization for our Cahn-Hilliard Navier-Stokes system. Then we describe our adaptive technique for this system.
3.1.
The finite element discretization. For simplicity, we assume that Ω is a polyhedron domain. Let T h be a regular partition of Ω into tetrahedrons with h be the mesh size of an element T . For each element T ∈ T h , let
where k is a positive integer. We use P 2 − P 1 finite element spaces to discretize the Navier-Stokes equations and P 1 − P 1 element to discretize the Cahn-Hilliard equation. Define the finite element spaces U h and V h by
To guarantee the uniqueness of the numerical solution of pressure p, we define V 0,h by
For the temporal discretization, the Cahn-Hilliard and Navier-Stokes equations are decoupled to simplify the simulation. We employ a semi-implicit convex splitting scheme [7] for the Cahn-Hilliard equations and a linearized semi-implicit scheme for the Navier-Stokes equations to avoid nonlinear iterations.
The finite element discretization for the Cahn-Hilliard equations is formulated as follows:
Inverse Problems and Imaging , the Navier-Stokes equations is then solved by the following finite element discretization:
Here, ( , ) denotes the L 2 inner product in Ω, and , denotes the L 2 inner product on ∂Ω.
For the system (3.1)-(3.4), the Cahn-Hilliard and Navier-Stokes equations are solved in a decoupled way, which introduce only mild CFL time constraints. For numerical stability, we find that the largest size of time step can be the same order of the smallest mesh size in the numerical simulations.
Two linear systems are obtained for the Cahn-Hilliard and Navier-Stokes equations respectively which can be solved efficiently by the preconditioned generalized minimum residual method(GMRES).
Remark 1.
It is easy to see that the P 2 −P 1 pair of finite element space for NavierStokes equations and P 1 −P 1 pair of finite element space for Cahn-Hilliard equations satisfy the inf-sup stable condition(also known as the LBB condition) [13, 14] .
Remark 2. In [7] , it is proved that the convex splitting scheme is unconditionally stable when S ≥
where B = sup x∈Ω {|φ|} is about 1.0. In this paper, S = 2.5 is chosen for our simulations, which can satisfy the inequality condition above.
3.2.
The mesh adaptive strategy. Here, we use the a posteriori error estimates for our adaptive strategy. A reasonable error indicator is important for the mesh adaption. One natural choice is based on the gradient jump of the finite element solutions on the interface of adjacent element. In our computations, the jumps of finite element solutions on the interfaces are used for both φ h and u h . The a posteriori error indicators can be chosen as
where [·] denotes the jump on the element boundary, and h is the length of edge e. Another important aspect in the adaptive mesh algorithm is the strategy for mesh refinement and coarsening. By the fact that the change of velocity near the interface is more moderate than that of phase field variable and the domain needed to be refined should be wider for the velocity. We use the indicator η T (φ h ) to refine and coarse the mesh, and then use η T (u h ) to refine the mesh only to satisfy some given tolerances. This could avoid the complexity of using multi-mesh techniques, which is much more complicated for the 3D problems.
Given parameters 0 < θ 1 , θ 2 , θ 3 < 1, and prescribed tolerances tol 1 and tol 2 , our adaptive mesh refine and coarsen strategy include the following two steps.
Step 1. While max T ∈T h {η T (φ h )} > tol 1 , refine the mesh which satisfies (14) η
and coarsen the mesh which satisfies
Step 2. While max
only refine the mesh which satisfies
The parameters θ 1 and θ 3 denote the proportions to be refined by φ h and u h , and θ 2 denotes the proportion to be coarsened by φ h . The choice of tolerances tol 1 and tol 2 will affect the density of elements at the interface. Thus one can control the minimal element size near the interface by adjusting the tolerances to certain values. In our simulations, we choose θ 1 = 0.25, θ 2 = 0.05, θ 3 = 0.25, tol 1 = 0.004 and tol 2 = 0.001. The adaptive algorithm mentioned above is found to be effective by our numerical experiments, though there is no theoretical verification for the convergence of solutions.
Remark 3. We observe that the choice of parameters is not so sensitive to the convergence of the adaptive algorithm. The numerical tests show that the tolerance between 0.001 and 0.01 is reasonable for both variables φ h and u h . . In this example, the coalescence of two interacting bubbles due to the effect of surface tension is considered. Let the time step be dt = 0.0005. Figure 1 shows the shape evolution of the two bubbles at time t=0.0005, 0.025, 0.1 and 0.425. As time evolves, the two bubbles coalesce into one larger bubble due to surface tension. Figure 2 shows the mesh at t=0.025 and 0.1. It can be seen that most of the mesh nodes are clustered in the region of interface, which attain our objective of adaptive method. We compare the adaptive results with the results obtained by using 68,705 nodes of uniform grid. Figure 3 shows the comparison of iso-surfaces(φ = 0) obtained by using 68,705 uniform grids and adaptive grids in the slice x = 0.5 when t=0.025 and 0.1. The red line denotes the interface obtained using adaptive mesh and blue line denotes the interface obtained by uniform mesh. We can see that a good agreement between the two results is achieved. Furthermore, the computational time is also significantly reduced by using the adaptive method. If we solve the equation to time t = 1, the computational time of using adaptive mesh is about 1, 822 CPU minutes, while it needs 4, 813 minutes for using the uniform mesh. 
4.2.
Droplet spreading on stationary surface. In this section, the evolution of a droplet on a stationary flat surface is simulated. We set the static contact angle θ s to be 60 o and the time step dt = 0.001. As shown in figure 4 (a), a droplet of radius 0.22 is initially placed on the surface with contact angle of 90 o . The droplet will then spread and eventually reaches a steady state with static contact angle θ s = 60
o . Figure 4 shows the spreading of the droplet at time t = 0, 0.05, 0.2 and 0.6. When t = 0.6, it has reached the steady state. The velocity field with the iso-surfaces(φ = 0) in a slice x = 0.5 at t = 0.05 and 0.2 are shown in figure 5 . Note that contact line slip is clearly observed.
4.3.
Droplet motion on moving surface. In this example, we simulate the motion of droplet on a moving surface. The droplet size, initial condition, and static contact angle is the same as the above example. But we let the bottom wall move at a constant speed u w = 1 in y-direction. GNBC is used for the bottom and top boundaries, and we use the homogeneous Neumann boundary condition for the surrounding boundaries.
As shown in figure 6 , the downstream contact line moves faster than the upstream contact line. The velocity field with the iso-surfaces (φ = 0) in the slice x = 0.5 at t = 0.05 and 0.2 are shown in figure 7 . The grid distributions at t = 0.05 and 0.2 are shown in figure 8 . It is clear that grids are concentrated in the the interfacial region, and gradually coarsens away from the interface, which indicates that our adaptive method is effective. Again the comparison of interfaces in the slice x = 0.5 with results from uniform grids are shown in the figure 9 at time t = 0.05 and 0.2.
4.4.
Droplet spreading on chemically striped surface. For the last example, we employ the adaptive method to study the problem of droplet spreading on chemically patterned surfaces. As shown in figure 10 , the bottom surface is patterned by hydrophilic and hydrophobic stripes with contact angles 60 o and 120 o respectively. The width of the middle stripe is 0.24. Two situations are considered: the first is that the middle stripe is hydrophobic (Figure 10(a) ) and the other is that the middle stripe is hydrophilic (Figure 10(b) ). Initially, a droplet of radius 0.22 and contact angle of 90 o is placed in the middle of the bottom surface. In the first case, the droplet in the hydrophobic part retracts, and it spreads into the two hydrophilic parts, as shown in figure 11 . Viewed form top, the final shape of the droplet is a butterfly-like configuration, which is located over two hydrophilic and one hydrophobic stripes.
In the second case, where the middle stripe of the bottom surface is hydrophilic. Figure 12 shows that the parts of droplet in the hydrophobic stripe retract back to the middle hydrophilic stripe gradually. The droplet seems to try to avoid the hydrophobic surface, and covers solely on the hydrophilic region eventually. Our numerical results agree quite well with the results presented in [24, 25, 26, 27] using the lattice Boltzmann method.
5.
Conclusions. We have developed a three-dimensional adaptive finite element method for a phase field model for the moving contact line problem. Our method is based on a gradient stable semi-implicit scheme with mesh adaptation based on a posteriori error estimates. A two step adaptive strategy is employed in order to take into account of the behavior differences of phase field and velocity field near the interface. Our three dimensional numerical results have shown that the method is both efficient and reliable.
