Specifications tableSubjectChemical EngineeringSpecific subject areaEnergy, Separation technology, Process engineering, Modelling and simulationType of dataTableFigureCodeHow data were acquiredData were acquired from rigorously simulated models by Aspen Plus (V 7.3)-Matlab (R2018a) communication platform.Data formatRawAnalyzedFilteredParameters for data collectionRadFrac blocks at 80% flooding using Fair correlation with the Peng-Robinson method were simulated and verified with the literature results. The feed and operating conditions were the same as employed by Olujić [@bib0002]. Distributed computing with 50 clients that each has an Intel i5 CPU of 2.4 GHz was conducted by Matlab to generate a large dataset (5000 data) in a short time. Each converged sample takes about 1 minute.Description of data collectionFirstly, six input variables, *i.e.*, the integrated heat and stages of two external exchangers, were generated stochastically in Matlab and passed to Aspen Plus to run a simulation. Then, the calculated results were read by Matlab only when the simulation was converged. Finally, the collected data were cleaned to eliminate boundary results (confined by design-specifications) and the data that not make sense.Data source locationShanghai, PR ChinaData accessibilityWith the articleRelated research articlePeng Qiu, Bo Huang, Zhenghua Dai, Fuchen Wang, Data-driven analysis and optimization of externally heat-integrated distillation columns (EHIDiC), Energy, <https://doi.org/10.1016/j.energy.2019.116177> (In Press)

Value of the data {#sec0001a}
=================

•The present data is useful to analyze EHIDiC for splitting propylene/propane.•Researchers in the communities of EHIDiC, propylene/propane separation, and other highly coupled systems can benefit from these data.•These data can be used for further understanding of both the steady and dynamic performances of EHIDiC.•These data can be trained using machine learning to construct reliable reduced-order models.

1. Data description {#sec0001}
===================

The EHIDiC scheme to be optimized is illustrated in [Fig. 2](#fig0002){ref-type="fig"}. Heat exchanger HX0 is arranged between the top of the rectifier and the bottom of the stripper, whose heat load is Q0. E0 is used to reduce the vapor fraction of the stream that flows into the top of the stripper through the valve [@bib0003]. HX1 and HX2 are two external heat exchangers, which randomly connect paired stages along the column length of the rectifier (NR1 and NR2) and the stripper (NS1 and NS2), respectively. The amount of integrated heat via HX1 and HX2 are named as Q1 and Q2. The raw data provided in this article are in the Supplementary Material, which includes 900 samples that each with six input variables, 23 output variables (see in [Table 1](#tbl0001){ref-type="table"}), and the TACs, as well as their compositions (*i.e.*, the capital costs of the rectifier, stripper, compressor, E0, HX0, HX1, HX2, and the operation cost of the compressor, E0). In addition, the Matlab codes used in this work are provided in the Supplementary Material.Table 1The 23 output variables simulated from EHIDiC schemes.Table 1**Rectifier**Qc[\*](#tb1fn1){ref-type="table-fn"}x~D~RRT~1~T~B~V~1~L~1~V~B~L~B~**Stripper**Q~B~x~W~RRT~1~T~B~V~1~L~1~V~B~L~B~**CompressorE~0~ValveHX~0~**BPT~o~QE~0~T~o~T~o~Q~0~[^1]

To gain insights into TAC optimization and heat-integration mechanism, we divide the two heat-integrated pairs, NS1-Q1-NR1 and NS2-Q2-NR2, into four sets (*i.e.*, NS1-Q1, NR1-Q1, NS2-Q2, and NR2-Q2) (see in [Fig. 1](#fig0001){ref-type="fig"}). Although Q0 is calculated given a set of input variables and the design-specification of products, it is also considered here because Q0 is a part of heat-integration.Fig. 1Distribution of samples' parameters ordered in TAC descending. (The integrated heat (*i.e.*, Q1 and Q2) are sized in bubbles; the pairing stage numbers in the rectifier (*i.e.*, NR1 and NR2) and the stripper (*i.e.*, NS1 and NS2) are colored (*i.e.*, the stages from top to bottom corresponds to the color from green to red). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig 1

Color bubbles in the top-left quarter stand for the effects of NS1-Q1 on TAC (see in [Fig. 1](#fig0001){ref-type="fig"}a); its counterpart, effects of NR1-Q1 on TAC, are in the top-right quarter (see in [Fig. 1](#fig0001){ref-type="fig"}b). Similarly, the impacts of NS2-Q2 and NR2-Q2 on TAC are presented in the bottom left quarter (see in [Fig. 1](#fig0001){ref-type="fig"}c) and the bottom-right quarter (see in [Fig. 1](#fig0001){ref-type="fig"}d), respectively. In other words, the parameters of the first heat-integrated pair, NS1-Q1-NR1, can be found in [Fig. 1](#fig0001){ref-type="fig"}a and b; the parameters of the second heat-integrated pair, NS2-Q2-NR2, can be found in [Fig. 1](#fig0001){ref-type="fig"}c and d. By organizing input variables this way, it will be more convenient to target a specific sample. For example, given a sample in [Table 2](#tbl0002){ref-type="table"}, its variables of NS1-Q1, NR1-Q1, NS2-Q2, and NR2-Q2 can be found at p1 (see in [Fig. 1](#fig0001){ref-type="fig"}a), p2 (see in [Fig. 1](#fig0001){ref-type="fig"}b), p3 (see in [Fig. 1](#fig0001){ref-type="fig"}c), and p4 (see in [Fig. 1](#fig0001){ref-type="fig"}d), respectively. These four bubbles, which have the same TAC and Q0, and symmetrically locate on dashed circle r3, make up one sample. As a result, all samples can be projected into [Fig. 1](#fig0001){ref-type="fig"} by organizing the variables into four sets of parameters.Table 2The input variables and TAC of a given sample.Table 2VariablesNS1Q1 (Gcal h^−1^)NR1NS2Q2 (Gcal h^−1^)NR2TAC (× 10^−7^)Sample4722.672184431.64612371.26453

For simplicity, TAC is divided into three regions (*i.e.*, low TAC region in the middle shadow, high TAC region in the left and the right shadow, and middle TAC region for the other samples). In the low TAC region, only green bubbles (see in [Fig. 1](#fig0001){ref-type="fig"}b and d) can be discovered, suggesting that heat rejected from the top of the rectifier is essential for reducing TAC. Meanwhile, only red bubbles (see in [Fig. 1](#fig0001){ref-type="fig"}a and c) in the low TAC region are shown, indicating that heat must be injected into the bottom of the stripper for reducing TAC. Although little bubbles in other colors in the low TAC region can also be found, the integrated heat in these samples is too weak to affect TAC. However, these small bubbles have a common characteristic of high Q0, suggesting that HX0 has evolved to be the dominant source of heat-integration of EHIDiC. We thus conclude that decreasing TAC of EHIDiC prefers to integrate heat between the bottom of the stripper and the top of the rectifier, which is consistent with the work by Chen et al. [@bib0004] and Shahandeh et al. [@bib0005]. Besides, the diversity of color bubbles in the low TAC region suggests that there are different scenarios for an optimal configuration.

In the high TAC region in the right shadow (see in [Fig. 1](#fig0001){ref-type="fig"}b and d), only big red bubbles can be found, while multi-colored bubbles are shown in the left shadow (see in [Fig. 1](#fig0001){ref-type="fig"}a and c). It suggests that if the heat is rejected from the bottom of the rectifier, TAC will be brought to a high level, no matter which stage is integrated on the stripper side. In this situation, not enough vapor will be generated to satisfy the driving force. Thus, more heat must be added to the bottom of the rectifier by the vapor through the compressor. However, based on the operation conditions of propylene/propane splitter, the rectifier bears more separation duty than the stripper, which makes rectifier more sensitive to the patterns of heat-integration. As a result, heat rejection from the bottom of the rectifier must be avoided in the design process.

Heat-integration between the bottom of the stripper and the top of the rectifier is preferred to minimize TAC. This pattern gains the most significant driven force between the operation line and the equilibrium line, which require the least heat duty for separation. Besides, rejecting heat from the bottom of the rectifier may increase TAC dramatically. Moreover, the searching space is non-convex that more than one set of input variables can get the minimum TAC, which has been discussed in the research paper [@bib0001].

2. Experimental design, materials, and methods {#sec0002}
==============================================

The optimization of EHIDiC was a Non-convex Mixed Integer Non-Liner Programming problem with multiple variables in a huge searching space. Thus, the data-driven analysis framework was proposed to deal with a large amount of data. As shown in [Fig. 2](#fig0002){ref-type="fig"}, to collect data within a short time, distributed computing was used by Matlab. Given an amount of data, *i.e.*, 5000 in this experiment, the input variables were generated stochastically in the host machine and were assigned to 50 clients as jobs. Then, in each client machine, a set of 6 input variables was passed to Aspen Plus via COM to run a simulation. Only when the calculation was converged, the output variables can be returned to Matlab in a client which finally gathered by the host.Fig. 2The framework of data-driven analysis based on simulation for propylene/propane separation using EHIDiC with three external exchangers.Fig 2

The collected data must be pre-processed before further analysis. Firstly, the data were cleaned carefully to eliminate abnormal samples, e.g., duplicate data. Besides, during the simulation, the purities of the products were confined by specific-designs in Aspen Plus, which made some results reach their limits. Although all the simulations were converged, these boundary data were still abandoned to make data reliable and robust. Secondly, data distribution must be checked. The EHIDiC was a highly coupled system, which may appreciate specific input variables that made the simulations converged, no matter how uniformly the input variables were generated. Finally, the dimensionality reduction was conducted to make the following analysis more efficient. Six independent variables affect TAC. It will be easier for designing the HIDiC if we know the main factors. Therefore, we want to find out whether the dimension could be reduced by PCA. The covariance matrix is calculated by [Eq. (1)](#eqn0001){ref-type="disp-formula"}. Then, the eigenvalue decomposition is conducted by [Eq. (2)](#eqn0002){ref-type="disp-formula"}. After that, the percentage of variance is obtained by [Eq. (3)](#eqn0003){ref-type="disp-formula"}. According to [Table 3](#tbl0003){ref-type="table"}, although the dimension could not be reduced, we know that the NR1 takes nearly one-third of the variance of TAC, suggesting that TAC is more sensitive to the paired stages on the rectifier. Thus, heat-integrated stages on rectifier should be carefully chosen.$$C = \frac{X^{T}X}{N - 1}$$$$C = P_{i}\Lambda{P_{i}}^{T}$$$$V_{i} = \frac{P_{i}}{\sum P_{i}}$$Table 3Principal component analysis of the effects of input variables on TAC.Table 3VariablesEigenvaluePercentage of Variance (%)NR11.649627.49338NR21.1266118.77688NS11.0393917.32323NS20.9319615.53273Q10.9008115.01344Q20.351625.86034

The TAC is considered as the target for optimization, and is calculated according to [Table 4](#tbl0004){ref-type="table"}. Consequently, input variables were investigated according to their univariate and multivariate effects on TAC. Besides, a large amount of data can be used to construct a highly reliable data-driven model using machine learning. Moreover, the learned reduced-order models can be used for both steady state and dynamic simulation in high computational efficiency. In addition, the data-driven models can be used for global optimization due to their large searching space.Table 4Formulas and corresponding parameters of capital cost calculation (M&S=1463.2).Table 4Cost componentsFormulasParameter valuescolumn shell$CSC_{inst} = \left( \frac{M\& S}{280} \right)Cd_{col}^{1.066}h_{col}^{0.802} \times 1.5$rectifier: *C*= 4106.85stripper: *C*= 4059.96condenser\\reboiler\\heat exchanger$HEX_{inst} = \left( \frac{M\& S}{280} \right)CA^{0.65}$condenser: *C*= 1609.13, *U*= 800 W/m^2^ K$A = \frac{Q}{U\Delta T}$reboiler: *C*= 1775.26, *U*= 1000 W/m^2^ K*U*= 1000 W/m^2^ Kcompressor$CC_{inst} = \left( \frac{M\& S}{280} \right) \times 2047.24bp^{0.82}$
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[^1]: The condenser duty of the rectifier is equivalent with the rebolier duty of the stripper.
