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We consider a min–max version of the previously studied r-gathering problem with unit-
demands. The problem we consider is a metric facility-location problem, in which each
open facility must serve at least r customers, and the maximum of all the facility- and
connection-costs should be minimized (rather than their sum). This problem is motivated
by scenarios in which r customers are required for a facility to be worth opening, and the
costs represent the time until the facility/connectionwill be available (i.e., wewant to have
the complete solution ready as soon as possible).
We present a 3-approximation algorithm for this problem, and prove that it cannot be
approximated better (assuming P ≠ NP). Next we consider this problem with the addi-
tional natural requirement that each customer will be assigned to a nearest open facility,
and present a 9-approximation algorithm.We further consider previously introduced spe-
cial cases and variants, and obtain improved algorithmic and hardness results.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Facility-location has been studied in many forms over the past decades (see, e.g., [3,4,6,9,11–14,16,19,20]). In the classic
metric facility-location problem, we are given a set of customer locations S and a set of potential locations of facilities F (which
may intersect S). Each location fi ∈ F is associated with a cost p(fi) for opening a facility there. For every si ∈ S and fj ∈ F ,
there is a cost d(si, fj) for connecting a customer in si to a facility in fj. These costs are equivalent to distances, and thus satisfy
the symmetry and triangle-inequality requirements. The goal is to open facilities and assign each customer to a facility, such
that the total cost is minimized (i.e., the sum of the facility opening-costs and the connection-costs should be minimal).
The metric facility-location problem models many realistic scenarios, in which service-posts of a certain type should
be opened to serve a set of customers. Applications range from classic power-plants or warehouse location problems to
locating servers in computer-networks (see, e.g., [6,19] for surveys). The current best approximation algorithm for metric
facility-location achieves an approximation-ratio of 1.5 [4]. On the other hand, this problem cannot be approximated within
a factor of less than 1.463, assuming P ≠ NP [11].
One of the interesting recent variants of metric facility-location is the r-gathering problem, introduced in parallel
by Karger and Minkoff [13] and by Guha et al. [12] (who called it load-balanced facility-location). The basic additional
requirement in the r-gathering problem is that each facility will be assigned at least r customers (customers are not
necessarily assigned to the nearest open facility in this problem). This variant captures the idea that opening a facility is
economically justified onlywhen it serves at least a certain amount of demand (and this constraintmay even bemore natural
than facility-costs in some settings). Furthermore, in various settings there is an inherent lower-bound on the number of
customers in each facility. For example, in secret-sharing schemes (see [15]), at least r shares are needed to uncover a secret.
We may need to locate servers in the network, to which clients will connect in order to uncover the secret, and we may
want this process to be as fast or as cheap as possible.
✩ A preliminary version of this paper appeared in the proceedings of WAOA’07.
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Both papers [12,13] considered the generalization of r-gathering in which customers have different demands, the
connection-costs are the product of the demand and distance, and each facilitymust serve customers having a total of at least
r demand [12,13]. They both presented a ( 1+α1−αβ, α) bicriteria approximation, for any α < 1, where β is the approximation-
ratio of the metric facility-location problem (currently 1.5 for the classic problem [4] and 1.582 for the generalization in
which customers may have different demands [16]). Namely, their algorithm guarantees that each open facility in the
solution will serve at least αr demand, and the cost will be at most 1+α1−αβ times the optimal cost of the r-gathering problem.
Choosing α = r−1r + ϵ for the case of unit-demands provides a 1.5(2r − 1+ ϵ)-approximate feasible solution. Note that we
cannot hope for a significant improvement in the approximation-ratio due to improvement of β , since β is lower-bounded
by 1.463 [11]. Recently, Svitkina [17] obtained a constant-factor (single-criterion) approximation algorithm for this problem
with unit-demands, providing a 558-approximate solution.
Although the first papers consideredminimizing the sum of costs [12,13], a natural variant is tominimize themaximal cost
(in the spirit of the k-center problem [9]). This may model, for example, the time until all the facilities and connections will
be available (if each cost represents the time until the corresponding facility/connection will be ready). A special case of the
min–max version of this problemwith unit-demands, called ‘‘r-gather clustering’’, has been recently considered by Aggarwal
et al. [1]. In their special case, motivated by a clustering application, all the facility-costs are zero and all the locations
of customers are included in the set of optional facility locations (S ⊆ F ) [1]. Their paper presented a 2-approximation
algorithm for this case, and proved that it cannot be approximated better, for any r ≥ 7 (assuming P ≠ NP). They also
considered a generalization called (r, ϵ)-gather clustering, in which the solution can ignore ϵn of the customers (‘‘outlier
points’’), and stated that this problem can be approximated within a factor of 3 if facilities (cluster-centers) can only be
located at customer (input points) locations [1]. We note that unlike the algorithm of [12,13], the algorithm of [1] does not
guarantee that each customer will be assigned to a nearest open facility.
For the basic special case of r = 2, a recent paper of Anshelevich and Karagiozova [2] proves that both min-sum
2-gatheringwithout facility-costs andmin–max 2-gathering can be solved in polynomial time.
Demaine et al. [5] have recently introduced another problem related tomin–max 2-gathering, which they calledmin–max
minimum-movement facility-location. In our terminology, there are two types of customers in that problem: Customers from
type A (‘‘clients’’) must be assigned to a facility having at least one customer from type B (‘‘server’’) assigned to it, while
customers from type B do not have to be assigned. Also, S ⊆ F and there are no facility-costs. Demaine et al. [5] asked
whether this problem can be approximated within a factor of less than 2. We prove that the answer is negative, assuming
P ≠ NP .
In this paper we focus on min–max r-gathering in the basic case of unit-demands — our results refer to this problem
unless stated otherwise. In addition to the basic r-gathering problem, we consider the version in which there is an additional
proximity requirement: Each customer in the solutionmust be assigned to the nearest open facility. This is clearly a desirable
property of a solution inmany facility-location settings, and also in clustering scenarios (e.g., in geographic data-mining, see
[10]). We manage to obtain a constant-factor approximation for this problem as well.
1.1. Our results
We start by presenting a simple 3-approximation algorithm for min–max r-gathering. On the other hand, we prove that
this problem cannot be approximated within a factor of less than 3 (assuming P ≠ NP), for any r ≥ 3. By using a similar
reduction, we also show that r-gather clustering cannot be approximated within a factor of less than 2 for any r ≥ 3, thus
improving the hardness result of [1].
The same approximation algorithm extends to provide a 3-approximate solution for a generalization considered
by [12,13], in which each f ∈ F has a different lower-bound rf on the number of customers required. Furthermore, it
extends to provide the same approximation-ratio for the generalization in which there are several types of customers, and
each open facility f must have at least rfj customers of each customer type j (this may be useful for example for achieving
‘‘p-Sensitive k-Anonymity’’ [18] in publishing information from databases, similarly to the use of r-gather clustering for
achieving ‘‘k-Anonymity’’ [1]).
By using another extension of this algorithm,weprovide a 3-approximation for the generalization ofmin–max r-gathering
in which an ϵ-fraction of the customers can be ignored. We thus match the approximation-ratio stated in [1] for the special
case of (r, ϵ)-gather clustering.
Interestingly, practically the same algorithm also provides a 2r approximation for the min-sum version of the problem,
if there are no facility-costs. For this case, this improves upon the 1.5(2r − 1)+ ϵ approximation implied by the bicriteria
algorithm of [12,13]. For small values of r , it is also better than the recent 558-approximation of [17].
Next we consider the proximity requirement and present a 9-approximation algorithm for min–max r-gathering which
satisfies it (i.e., each customer is assigned to a nearest open facility). For the special case of r-gather clustering, our technique
provides a 6-approximation algorithm. In addition, we provide a 2-approximation algorithm for 2-gather clustering which
satisfies the proximity requirement. We show that this approximation factor cannot be improved: An algorithm for r-gather
clusteringwhich guarantees the proximity requirement cannot guarantee an approximation-ratio smaller than 2.
Finally, we show that althoughmin–max 2-gathering is polynomial [2], the relatedmin–max minimum-movement facility-
location [5] is NP-hard and cannot be approximated within a factor of less than 2 (assuming P ≠ NP). This resolves the open
question recently posed by Demaine et al. [5].
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Algorithm Best-or-Rest
1. For each customer, find hismin-cost, best facility and partners.
2. Sort the customers in non-decreasingmin-cost order.
3. For each customer i in this sorted order:
If customer i and all his partners have not been assigned yet, assign them to the best facility
of customer i (open this facility if it is not open yet). Otherwise, do nothing and continue to
the next customer.
4. Assign any unassigned customer to the nearest open facility. (In case of a tie, arbitrarily
choose the location with smallest index).
Fig. 1. A 3-approximation algorithm formin–max r-gathering.
All our algorithms are based on discrete combinatorial techniques. Our hardness results use reductions from Exact-k-
cover and SAT.
The rest of this paper is organized as follows. In Section 2 we present formal problem definitions and notations. Section 3
presents our simple approximation algorithm for min–max r-gathering, and analyzes its use for other versions. Section 4
considers the requirement of assigning each customer to a nearest open facility. The hardness results are provided in
Section 5. We end with some concluding remarks and open problems.
2. Problem definitions and notations
We now formally state the basic problems we consider and introduce some of the notations we use. (We use slightly
different notations from those of [12,13].)
The input for an r-gathering problem consists of a set of customer locations S = {s1, . . . , sn}, a set of potential facility
locations F = {f1, . . . , fm}with opening-costs p : F → R+ ∪ {0}, and distances (connection-costs) d : (S ∪ F)× (S ∪ F)→
R+ ∪ {0}. The input also includes a positive integer r > 1.
A solution is an assignment of the n customers to (not necessarily distinct) facilities, t1, . . . , tn, which are considered
open, such that customer i is assigned to facility ti ∈ F , and the number of customers assigned to each open facility is at
least r . In themin–max version of the problem, the goal is to minimize max1≤i≤n{max(d(si, ti), p(ti))} (we refer to this as the
cost of the solution). In themin-sum version, the goal is to minimize
∑n
i=1 d(si, ti)+
∑
fi∈{t1,...,tn} p(fi) (each cost of an open
facility is considered once in this sum).
A special case ofmin–max r-gathering is r-gather clustering [1], where S ⊆ F , and there are no facility-costs (p(fi) = 0, for
1 ≤ i ≤ m).
3. Approximating min–max r-gathering
Definition 3.1. The ‘‘min-cost’’ of customer i, denoted c(i), is the minimum cost of assigning r customers, including
customer i, to a single facility (considering both the facility-cost and the customers’ connection-costs). The location of
this min-cost assignment, gi ∈ F , is called ‘‘the best facility’’ of customer i. The ‘‘partners’’ of customer i are the r − 1
customers, other than customer i, who participate in this min-cost assignment. (If there are several options we arbitrarily
prefer locations and customers with smaller indices).
We provide a simple approximation algorithm for the problem, Best-or-Rest, presented in Fig. 1.
Lemma 3.2. The cost of the solution found by algorithm Best-or-Rest for min–max r-gathering is at most thrice the maximal
min-cost.
Proof. First, observe that the cost of a customers’ assignment at stage (3) is the min-cost of one of the customers assigned
at this stage (customer i), which is at most the maximal min-cost of any of the n customers.
Now consider a customer i assigned at stage (4). This customer was not assigned at stage (3), which means that when
customer i was considered at stage (3), at least one of his partners, say customer j, had already been assigned to another
facility, tj = gk (the best facility of some customer k ≠ i). Customer i can also be assigned to tj, with a cost of d(si, tj). Clearly,
d(si, tj) ≤ d(si, sj)+d(sj, tj). Observe that d(si, sj) ≤ 2c(i), since d(si, gi) ≤ c(i) and d(gi, sj) ≤ c(i) (as j is one of the partners
of customer i and gi is the best facility of customer i). Also, d(sj, tj) = d(sj, gk) ≤ c(k), since customer j is one of the partners
of customer k. Since we performed stage (3) in a non-decreasing order of min-cost, c(k) ≤ c(i). So taken together, for each
customer assigned at stage (4), d(si, ti) ≤ 3c(i) (the customer is assigned to a nearest open facility, and we saw that there
exists an open facility which satisfies this). This yields the required result. 
Theorem 3.3. Algorithm Best-or-Rest finds a 3-approximate solution for min–max r-gathering, and can be implemented to
run in O(n(m+ r + log n)) time.
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Proof. The cost of an optimal solution for the problem is clearly at least the maximal min-cost (since there is a customer
whose assignment requires at least that cost in any solution). Therefore, the previous lemma proves that the algorithm finds
a 3-approximate solution.
For implementing the first stage efficiently, we can first find for each f ∈ F the set of r customers closest to f . This
can easily be done in O(n) time for each facility (using selection). Let Df denote the distance from f to the r-th distant
customer. Thus, for each customer i, the minimal cost of assigning him along with r − 1 other customers to location f is
max(Df , d(si, f ), p(f )). So computing these costs for each customer and for each f ∈ F takes an overall time of O(mn). We
now find the best facility of each customer according to these costs (in an overall time of O(mn)). The partners of customer i
are clearly the r−1 customers (other than customer i) that are closest to his best facility. Given the sets of r closest customers
that we computed for each facility, noting the partners of each customer requires a total of O(rn) time (rn may be higher
thanmn). Thus, stage (1) can be implemented to run in O(n(m+ r)) time. Stage (2) clearly requires O(n log n) time. The next
stages are less time-consuming than the first one, and thus the total running time is as stated. 
Wenext show that the same algorithm,with smallmodifications, can also be used for extensions and variants ofmin–max
r-gathering, as mentioned in the Introduction.
Let min–max (r, ϵ)-gathering be the generalization of min–max r-gathering in which ϵn customers may be ignored (i.e.,
a solution may leave up to ⌊ϵn⌋ customers unassigned). As mentioned in the Introduction, this is a generalization of (r, ϵ)-
gather clustering [1]. Aggarwal et al. stated that there is a 3-approximation for that special case [1], and we provide a
3-approximation for the generalization.
Corollary 3.4. A 3-approximate solution formin–max (r, ϵ)-gathering can be found in O(n(m+ r + log n)) time.
Proof. Weuse a simple variant of algorithm Best-or-Rest. After performing stage (2) of the algorithm, we find the customer
at the (n−⌊ϵn⌋) place in the sorted list of customers, and denote its min-cost by C . Nowwe perform stages (3) and (4) only
for the customers whose min-cost is at most C (which we call ‘‘the remaining customers’’), and ignore the customers whose
min-cost is strictly higher than C (which we call ‘‘the ignored customers’’, at most ⌊ϵn⌋ customers).
Note that ignored customers could not be partners of any of the remaining customers, since their min-cost is strictly
higher (if customer j is one of the partners of customer i, then the definitions imply c(j) ≤ c(i)). Thus, ignoring those
customers does not affect the partners, min-cost or best facility of any of the remaining customers. Hence, the algorithm can
be continued for the remaining customers, and the solution found costs at most 3C , as proved in Lemma 3.2. It is a feasible
solution for themin–max (r, ϵ)-gathering problem, since at most ⌊ϵn⌋ customers were ignored.
On the other hand, in any solution for min–max (r, ϵ)-gathering, at least one customer whose min-cost ≥ C must be
assigned, since there are more than ⌊ϵn⌋ customers whose min-cost is at least C . Therefore, the cost of an optimal solution
for the problem is at least C , and the approximation-ratio follows. The worst-case running-time analysis remains the same
as in Theorem 3.3. 
It is also easy to see that algorithm Best-or-Rest can be used to achieve the same approximation-ratio even if there is a
different lower-bound rf on the number of customers for each facility f ∈ F (a generalization considered by [12,13] with
themin-sum objective). We refer to this variant asmin–max rf -gathering.
Corollary 3.5. A 3-approximate solution for min–max rf -gathering can be found in O(n(m + r + log n)) time, where r =
maxf∈F rf .
Proof. We use algorithm Best-or-Rest, but with modified definitions that correspond to this generalization. Let the ‘‘min-
cost’’ of customer ibe theminimumcost of assigning rf customers, including customer i, to a single facility f ∈ F (considering
both the facility-cost and the customers’ connection-costs). Let the location of thismin-cost assignment be ‘‘thebest facility’’
of customer i. The ‘‘partners’’ of customer i are the (rf−1) customers, other than customer i, who participate in thismin-cost
assignment.
Using these definitions, the proof of Lemma 3.2 holds unchanged formin–max rf -gathering. Also, the proof of Theorem 3.3
holds when we simply replace r with rf in the description of the algorithm’s implementation, and define r = maxf∈F rf for
the running-time analysis. Thus, the Corollary is proven. 
Similarly, algorithm Best-or-Rest can be used to achieve the same approximation-ratio for the generalization in which
there are several types of customers, and each open facility f must have at least rfj customers of each type j assigned to it
(again, this should simply be taken into account in Definition 3.1, changing the first stage of the algorithm accordingly).
3.1. An application for min-sum r-gathering
Wenext prove that algorithmBest-or-Rest can be used to provide a 2r-approximation formin-sum r-gatheringwith unit-
demands, in the basic case introduced by [13] where there are no facility-costs. We call this case basic min-sum r-gathering.
This improves upon the ratio of 1.5(2r − 1)+ ϵ implied by the algorithm of [12,13] for this case of the problem. For small
values of r , it is also better than the recent 558-approximation presented by [17].
For this min-sum problem we define the min-cost, best facility and partners in the corresponding way (the cost of an
assignment to a facility is the sum of the connection-costs of the customers rather than theirmaximum).
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Lemma 3.6. The cost of the solution found by algorithm Best-or-Rest for basic min-sum r-gathering is at most twice the sum
of themin-costs of all the customers.
Proof. The proof is very similar to the proof of Lemma 3.2. First, observe that assigning customers at a certain iteration of
stage (3) costs exactly the min-cost of one of the customers being assigned (customer i), which is clearly smaller than the
sum of the min-costs of all the customers assigned.
Now consider a customer i assigned at stage (4). This customer was not assigned at stage (3), which means that when
customer i was considered at stage (3), at least one of his partners, say customer j, had already been assigned to another
facility, tj = gk (the best facility of some customer k ≠ i). Customer i can also be assigned to tj, with a cost of d(si, tj). Clearly,
d(si, tj) ≤ d(si, sj) + d(sj, tj). Observe that d(si, sj) ≤ c(i), since d(si, gi) + d(gi, sj) ≤ c(i) (as j is one of the partners of
customer i). Also, d(sj, tj) = d(sj, gk) ≤ c(k), since customer j was one of the partners of customer k. Since we performed
stage (3) in a non-decreasing order of min-cost, c(k) ≤ c(i). So taken together, for each customer i assigned at stage (4),
d(si, ti) ≤ 2c(i) (since the customer is assigned to the nearest open facility, and we saw that there exists a facility which
satisfies this). This yields the required result. 
Lemma 3.7. The cost of an optimal solution for basicmin-sum r-gathering is at least a (1/r)-fraction of the sumof themin-costs
of all the customers.
Proof. Consider a facility t ∈ F opened by an optimal solution OPT . Let x = yr + z be the number of customers assigned
to t in this solution (where y, z are integers such that y ≥ 1, r > z ≥ 0). Now divide these customers into (y + 1) sets in
the following way. For each customer a assigned to t , calculate d(sa, t)/c(a). The first set, B0, will contain the z customers
for which the above calculated value was maximal. The other customers are arbitrarily divided into y sets of r customers,
B1, . . . , By.
Consider a set Bi, 1 ≤ i ≤ y. For each customer a ∈ Bi, c(a) ≤∑b∈Bi d(sb, t) (since this is the cost of assigning r customers,
including customer a, to facility t). Summing this over all the customers in Bi, we get
∑
a∈Bi c(a) ≤ r ·
∑
a∈Bi d(sa, t). This is
true for every 1 ≤ i ≤ y, which means that the cost of assigning the customers ofyi=1 Bi in OPT is at least a (1/r)-fraction
of the sum of their min-costs.
Now consider a customer a ∈ B0. If we replace one of the customers of B1 by customer a, then the previous argument
still holds for this modified set of r customers. So the total cost of assigning the customers in this modified set to t is at
least a (1/r)-fraction of the sum of their min-costs. From the way B0 has been selected, it follows that d(sa, t)/c(a) ≥ 1/r
(otherwise this ratio must have been smaller than 1/r for all the customers in this set, and thus also for the sums). Since
this is true for any customer in B0, it is true for the whole B0, i.e., the cost of assigning these customers to t is at least a
(1/r)-fraction of the sum of their min-costs.
All the above is true for any facility t opened by an optimal solution, which means that the cost of an optimal solution is
at least a (1/r)-fraction of the sum of min-costs, as required. 
Theorem 3.8. Algorithm Best-or-Rest finds a 2r-approximate solution for basicmin-sum r-gathering, and can be implemented
to run in O(n(m+ r + log n)) time for this problem.
Proof. The approximation-ratio follows from combining the last two lemmas. It is easy to see that the running time is the
same as in Theorem3.3, sincewe can similarly implement the first stage of the algorithm (summing the costs in themin-cost
computations instead of taking their maximum), and the next stages are the same. 
4. Assigning to a nearest open facility
In this section we consider the min–max r-gathering problem with the additional constraint that each customer should
be assigned to the nearest open facility (or to one of the nearest open facilities in case of a tie). We start by presenting a
9-approximation algorithm which satisfies this constraint.
In the following we say that a customer prefers a facility if there is no other open facility nearer to his input location.
We use the term unsatisfied for a customer who is not assigned to a nearest open facility. We use algorithmMove-to-Solid,
described in Fig. 2, for finding an approximate solution.
Theorem 4.1. Algorithm Move-to-Solid finds a 9-approximate solution formin–max r-gathering, in which each customer is
assigned to a nearest open facility. It requires O(n3/r +mn) time.
Proof. We first observe that the algorithm runs in the stated polynomial time. We call an execution of stages (2)–(5) an
iteration. Clearly, there are at most n/r open facilities after stage (1), so there can be at most n/r iterations in which facilities
become solid. Note that since there are at least r customers in each facility after stage (1), there must be at least one solid
facility. If at a certain iteration no facility becomes solid, it means that at least one customer assigned to a non-solid facility
preferred one of the solid facilities at that iteration, and was therefore reassigned to it (the customers in non-solid facilities
have not been reassigned yet, and if they all prefer non-solid facilities in (2) then at least one of these facilities must be
preferred by at least r such customers). Since customers reassigned to solid facilities are not reassigned again until stage (6),
there can be at most n such iterations. Thus the number of iterations is smaller than n+ n/r . Clearly, each iteration requires
O(n2/r) time (this is what stage (2) may require at the worst case). Stage (1) requires O(n(m + r + log n)) time according
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AlgorithmMove-to-Solid
1. Run algorithm Best-or-Rest. If there are no unsatisfied customers, we are done. Otherwise,
reassign customers according to the following stages (initially no customer is considered
reassigned).
2. For each customer who has not been reassigned yet, check which of the currently open
facilities he prefers (in case of a tie choose the facility with smallest index). If a facility is
preferred by at least r such customers, we say that it became solid.
3. Move to each solid facility all the customers who prefer it that have not been reassigned yet.
All the customers in solid facilities are nowconsidered reassigned (andwill not be considered
at the next executions of stage (2)).
4. If there are non-solid facilities which contain less than r customers now, reassign their
remaining customers to the facilities they most prefer out of the solid ones (and close these
empty facilities).
5. If there are any non-solid facilities left, return to (2).
6. If there are unsatisfied customers,move them to the facilities they prefer out of the remaining
(solid) facilities.
Fig. 2. A 9-approximation algorithm formin–max r-gathering, in which each customer is assigned to a nearest open facility.
to Theorem 3.3, and stage (6) can clearly be implemented in O(n2/r) time. Summing these bounds yields the time bound
stated in the theorem (as r ≤ n).
We next explain why the algorithm indeed finds a feasible solution for the problem. Since each solid facility has at least
r customers who preferred it over all the other remaining facilities, at least r customers are left at each of the open facilities
at the end (note that facilities are only closed and not opened, so a cheaper assignment option cannot appear later). Since
each customer is assigned at stage (6) to a facility that he most prefers out of the remaining open facilities, each is assigned
to a nearest open facility (by definition). We thus turn to considering the cost.
We proved that algorithm Best-or-Rest finds a 3-approximate solution for a relaxation of the problem (without the
proximity requirement). Thus the cost of this (possibly infeasible) solution is at most 3 times the cost of the optimal feasible
solution.We denote this cost by C . We now prove that the reassignments ofMove-to-Solid increase the cost of this solution
by a factor of at most 3. Note that the cost of open facilities does not increase (since we only close facilities), so we only need
to consider the increase in the customers’ connection-costs (distances).
Clearly, moving unsatisfied customers to a facility they prefer can only decrease their connection-cost. A customer’s
connection-cost can increase only when he is moved from a canceled facility (a facility found at stage (1) which was left
with less than r customers) to the solid facility that he most prefers (at stage (4)). Let u be such a canceled facility. If u was
canceled, then one of the customers assigned to it at stage (1) must have preferred one of the solid facilities at that iteration,
v, and was moved to it. Let customer i be the first such customer.
It is clear that d(u, v) ≤ 2C , since d(u, si) ≤ C , and d(si, v) ≤ d(si, u) (since customer i preferred v). Thus, moving any
customer assigned to u at stage (1) to the solid facility that he most prefers adds at most 2C to his connection-cost, which is
therefore atmost 3C . After reaching a solid facility, the cost of a customer does not increase again (he is reassigned again only
if he is unsatisfied at the end, which may only decrease his cost). Therefore, the maximum connection-cost of any customer
in this solution is≤ 3C , i.e., at most 9 times the optimum. 
We note that the procedure described in the last proof can be used to transform any solution into a solution in which
each customer is assigned to a nearest open facility, while increasing the total cost by a factor of at most 3. Thus, by applying
it to a 2-approximate solution found by the algorithm of [1] for r-gather clustering, we can obtain a 6-approximate solution
for r-gather clustering which satisfies the proximity requirement. In the context of [1], it is a clustering solution in which
each object is assigned to a nearest cluster center (which is clearly a desirable property of a clustering solution).
4.1. Improved results for r = 2
Recall that min–max r-gathering is polynomial for r = 2 [2]. However, the solution found by [2] does not necessarily
satisfy the proximity requirement.We start by showing that for any r ≥ 2, there are problem instances of r-gather clustering,
for which the minimal cost solution that satisfies the proximity requirement costs almost twice the optimum. We then
provide algorithmNearest-Neighbor, that indeed finds a 2-approximate solutionwhich satisfies the proximity requirement
for 2-gather clustering.
Claim 4.2. For every r ≥ 2 and ϵ > 0, there are instances of r-gather clustering such that the minimum cost of a solution that
satisfies the proximity requirement is at least (2− ϵ) times the cost of an optimal solution that does not satisfy the requirement.
Proof. Consider a graph which is a simple path of four vertices: v1, v2, v3, v4. Assume that v1 contains r customers, v2 and
v4 contain one customer each, and v3 contains r−2 customers. Let edge (v1, v2) costM , let the two other edges, (v2, v3) and
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Fig. 3. The instance constructed in the proof of Claim 4.2.
Algorithm Nearest-Neighbor
1. For each customer i, find the customer j closest to him (his nearest-neighbor), and let c(i) =
d(si, sj). (In case of a tie, pick the customer with smallest index).
2. Consider the customers’ c(i) values in non-increasing order, and do the following for each
such value x:
(a) Build a graph G = (V , E), where V contains a vertex for each customer i with c(i) = x
that was not assigned yet. For every u, v ∈ V , (u, v) ∈ E iff d(u, v) = x.
(b) Remove isolated vertices from G. Repeatedly remove edges whose both endpoints have
a degree > 1 as long as there are such edges, i.e., until the graph becomes a set of vertex-
disjoint stars.
(c) Open facilities in the star centers, and assign the customers in the remaining vertices of
G to their star’s center (in case of a single edge, arbitrarily pick one of its endpoints to be the
center)
(d) For each customer in V whichwas not assigned so far, open a facility at the input location
of his nearest-neighbor, and assign that customer and his nearest-neighbor to that facility.
Fig. 4. Finding a 2-approximate solution for 2-gather clustering, in which each customer is assigned to a nearest open facility.
(v3, v4), cost M + 1 each, and let the connection-costs be those implied by the distances in this graph (all the vertices are
potential facility locations). This example is illustrated in Fig. 3. The optimal solution costsM + 1: The single customers are
assigned to a facility in v3, along with the r − 2 customers in that vertex (and the customers in v1 are assigned to a facility
in v1). However, the cheapest solution which satisfies the proximity requirement is achieved when all the customers are
assigned to a facility in v3, with a cost of 2M + 1. The required ratio follows, sinceM can be arbitrarily large.
Note that it is also easy to have an example in which si ≠ sj if i ≠ j. We can easily adjust the above graph to comply with
this requirement. Vertices v1, v3 will be the centers of stars of r or r − 2 other vertices, respectively, and will not contain
a customer. Each of these new vertices will contain one customer, and the edges of the stars will have a very small weight,
1≫ δ > 0. It is easy to see again that the previous argument still holds for this modified graph, and the claim follows. 
For the approximation we use algorithm Nearest-Neighbor, described in Fig. 4.
Theorem 4.3. Algorithm Nearest-Neighbor finds a 2-approximate solution for 2-gather clustering, in which each customer is
assigned to a nearest open facility. It requires O(n2) time.
Proof. We start by showing that the algorithm finds a solution for the problem, which costs at most maxi c(i). The cost of
assigning a customer i at stage 2(c) is clearly at most c(i), since the assignment described uses at most one edge of E for each
customer. Each open facility is assigned at least two customers at this stage (those who are at the same star).
At stage 2(d), an unassigned customer i is assigned to the input location sj of his nearest-neighbor j. We observe that if
customer j is the nearest-neighbor of customer i then c(j) ≤ c(i) (since customer i is at a distance of c(i) from customer j).
If c(j) < c(i), then clearly customer jwas not assigned yet, and it is assigned to the same location sj by the algorithm (with
zero cost). So this is a valid assignment, and the cost of assigning customer i is exactly c(i). If c(j) = c(i), then customer
j must have been previously assigned to his own location sj, when another customer, k (satisfying c(k) > c(j)), has been
assigned to it (otherwise si would not have been isolated in G, and customer i would have already been assigned at stage
2(c)). So this is again a valid assignment, which costs c(i). Thus all the customers are assigned, and each facility contains at
least 2 customers.
All this is true for each of the c(i) values and for each of the customers. Therefore, the total cost of the assignment is at
most themaximumof the customers’ c(i) values. Clearly, the optimal solution costs at least half of this (the customersmight
be able to meet at the middle of a shortest path between them).
Finally, we explain why each customer is indeed assigned by the algorithm to a nearest open facility. Facilities are only
opened by the algorithm in locations of customers, and each customer is either assigned to his own location or to the location
of one of his nearest neighbors (in which case there is no facility at his own location). As the algorithm progresses, there
can only be less assignment options (since some of the customers are already assigned to locations of other customers).
Therefore, at the end there can be no nearer open facility for any of the customers. It is easy to see that each stage of the
algorithm requires a total of at most O(n2) time. 
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Fig. 5. An example illustrating the reduction in the proof of Theorem 5.2. The figure shows the subgraph constructed for a subset Si = {x1, x3, x4, x6}.
5. Hardness results
Wematch the approximation-ratio formin–max r-gatheringwith the following hardness result.
Theorem 5.1. For any r ≥ 3, it is NP-hard to approximatemin–max r-gathering within a factor of less than 3, even if there are
no facility-costs.
Proof. We prove the theorem by a reduction from the Exact-k-Cover problem (also called Exact-Cover by k-Sets), which is
known to be strongly NP-hard for any k ≥ 3 [7,8]. The input consists of a set of elements S = {x1, . . . , xkn}, and m subsets
of this set of elements, S1, . . . , Sm, where |Si| = k for every 1 ≤ i ≤ m. The question is whether there exists a collection of
n subsets Si1 , . . . , Sin , such that each element is included in exactly one of them. Our reduction first proves that min–max
r-gathering is NP-hard, and we later see that this implies that it is NP-hard to approximate within a factor of less than 3.
We construct the following input for min–max r-gathering. The set of customer locations is S = {x1, . . . , xkn}, i.e., there
is one customer for each element xi, 1 ≤ i ≤ kn. There is one potential facility-location fi ∈ F for each subset Si (1 ≤ i ≤ m),
with p(fi) = 0. For every xi ∈ Sj, d(xi, fj) = 1. The other distances are those implied by this definition (i.e., the distances in
the graph G = (S ∪ F , E), where (u, v) ∈ E iff d(u, v) = 1 and the weight of each edge is 1). We set r = k. We now prove
that the cost of an optimal solution for this problem is 1 iff the answer to the Exact-k-Cover problem is ‘‘yes’’.
Assume the answer to the Exact-k-cover problem is ‘‘yes’’. Opening facilities in the locations corresponding to the cover
subsets Si1 , . . . , Sin , and assigning each customer to the facility corresponding to the subset which covers his corresponding
element, provides a solution in which each facility is assigned r customers and the cost is 1 for each customer. Thus, the
optimal cost is indeed 1.
On the other hand, if the optimal cost is 1, we show that the answer to the Exact-k-Cover problem is ‘‘yes’’. A solutionwith
a cost of 1 can only exist if each customer is assigned to a facilitywhich corresponds to a subset containing his corresponding
element. Thus, there are exactly r such customers assigned to each open facility in that solution, since each facility has only
r customers at a distance of 1. Therefore there must be n such facilities, since all the customers are assigned. These facilities
correspond to n subsets, each of them containing r different elements. Thus these subsets form an Exact-k-Cover. So both
sides of the reduction are proven. Since Exact-k-Cover is NP-hard for any k ≥ 3, we get that our problem is NP-hard for any
r ≥ 3.
Clearly, the cost is at least 3 iff the answer is ‘‘no’’, since there is no potential facility-location at distance 2 froma customer.
Thus, the theorem is proven. 
The problem remains hard to approximate even for the following special case.
Theorem 5.2. For any r ≥ 3, the special case ofmin–max r-gathering in which S = F and there are no facility-costs, is NP-hard
to approximate within less than a factor of 2.
Proof. Proving NP-hardness for the special case where S=F requires a change in the reduction described in the previous
proof. Instead of having only one location fi corresponding to each subset Si, we now have r locations, fi1, . . . , fir ,
corresponding to each subset Si. For each xj ∈ Si we define d(xj, fi1) = 1. Also, for every 1 ≤ j < r , we define d(fij, fir) = 1. An
example can be seen in Fig. 5. Again, the other distances are those implied by those we defined. Each location both contains
a customer and is a potential location of a facility (S = F ). Again, r = k.
It is not difficult to see that a solution has cost 1 iff the customers corresponding to each subset Si are assigned to fir ,
and customers who correspond to elements are assigned to neighboring locations of type fi1 (as in the proof of the previous
theorem, despite the additional locations and customers). Otherwise the cost is at least 2. Therefore the reduction holds due
to the same arguments, and the problem cannot be approximated within a factor of less than 2, assuming P ≠ NP . 
Since r-gather clustering is a generalization of the problem mentioned in the last theorem, this hardness result also
holds for r-gather clustering, thus matching the approximation-ratio obtained by [1]. Previously this was known for r-gather
clustering only for r ≥ 7 [1].
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Fig. 6. An example illustrating the reduction in the proof of Theorem 5.4. The letter ‘‘c’’ represents a client and ‘‘s’’ represents a server.
Corollary 5.3. For any r ≥ 3, it is NP-hard to approximate the r-gather clustering problem within a factor of less than 2.
We next prove the hardness of a related problem described in the Introduction, min–max minimum-movement facility-
location, which was introduced by [5]. They observed that this problem is approximable within a factor of 2. We provide a
matching lower-bound on the approximability, thus resolving an open question that they presented [5].
Theorem 5.4. It is NP-hard to approximate themin–maxminimum-movement facility-location problemwithin a factor of less
than 2.
Proof. The reduction is from SAT. We build an unweighted graph with the following vertices: A ‘‘server’’ for each variable,
a ‘‘client’’ for each clause, and an empty vertex for each literal, connected to the clauses which contain it and to its variable
(see Fig. 6 for an example illustrating this construction). A facility may be located at any vertex. The connection-costs are
defined according to the distances in this graph. Thus, there is a satisfying assignment to the formula iff there is a solution of
cost 1 to the minimum-movement facility-location problem (facilities are located in vertices corresponding to true literals).
Otherwise, the cost is at least 2. Thus, the theorem follows. 
6. Concluding remarks and open problems
We considered the min–max version of the r-gathering problem, and provided constant-approximation algorithms and
hardness-of-approximation results for several variants, someofwhich are tight. Someof our results improve previous results
for special cases or related problems, including an improved approximation for min-sum r-gathering without facility-costs
and improved results for r-gather clustering andmin–max minimum-movement facility-location.
Obvious remaining open problems are providing improved approximation algorithms or hardness results for min–max
r-gatheringwith the proximity requirement and formin-sum r-gathering. Other problems which remain for future research
are the generalizations in which each customer may have a different demand and each facility must serve a total demand
of at least r , while the connection-costs are the product of distance and demand (previously considered by [12,13] for the
min-sum version).
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