An independent broadcast on a connected graph G is a function
Introduction
In his PhD thesis [6] Erwin introduced the notions of broadcast domination and broadcast independence in graphs, cf. also [5] . While broadcast domination was studied in detail [3, [7] [8] [9] [10] [11] , only little research exists on broadcast independence [1, 2] . In the present paper we relate broadcast independence to ordinary independence in graphs; one of the most fundamental and well studied notions in graph theory.
We consider finite, simple, and undirected graphs, and use standard terminology and notation.
Let N 0 be the set of nonnegative integers. For a connected graph G, a function f : V (G) → N 0 is an independent broadcast on G if (B1) f (x) ≤ ecc G (x) for every vertex x of G, where ecc G (x) is the eccentricity of x in G, and (B2) dist G (x, y) > max{f (x), f (y)} for every two distinct vertices x and y of G with f (x), f (y) > 0, where dist G (x, y) is the distance of x and y in G.
The weight of f is
f (x). The broadcast independence number α b (G) of G is the maximum weight of an independent broadcast on G, and an independent broadcast on G of weight α b (G) is optimal. 1 Let α(G) be the usual independence number of G, that is, α(G) is the maximum cardinality of an independent set in G, which is a set of pairwise nonadjacent vertices of G. Clearly, assigning the value 1 to every vertex in an independent set in some connected graph G, and 0 to all remaining vertices of G, yields an independent broadcast on G, which implies
A consequence of our main result is that
The fact that the broadcast independence number and the independence number are within a constant factor from each other immediately implies the computational hardness of the broadcast independence number, and also yields efficient constant factor approximation algorithms for the broadcast independence number on every class of graphs for which the independence number can efficiently be approximated within a constant factor.
In order to phrase our main result, we introduce some special graphs. For a positive integer k, a graph H is a k-strip with partition (B 0 , . . . , B k ) if V (H) can be partitioned into k nonempty cliques B 0 , . . . , B k such that
• all vertices in B i have distance i in H from x, and 1 Note that, for a disconnected graph G, (B1) and (B2) allow to assign an arbitrarily large value to one vertex in each component of G, which means that the weight of independent broadcasts on G would be unbounded. To avoid this issue, eccG(x) in (B1) could be replaced by the eccentricity of x in the connected component of G that contains x.
• Figure 1 . Finally, let
The following is our main result; proofs are given in the following section. Theorem 1.1. If G is a connected graph such that G has diameter at least 3 or α(G) ≥ 3, and f is an optimal broadcast on G, then
where f max = max{f (x) : x ∈ V (G)}. Equality holds in (1) if and only if G ∈ G 0 ∪ G 2 .
The assumption that G has diameter at least 3 or α(G) ≥ 3 excludes some trivial cases; suppose that a nonempty connected graph G has diameter at most 2 and α(G) ≤ 2. If α(G) = 1, then G is a clique, which implies α b (G) = α(G), and, if α(G) = 2, then (B1) and (B2) imply α b (G) = 2, that is, both parameters are equal in these cases.
Proofs
For the proof of Theorem 1.1, we need some properties of the graphs in G 0 ∪ G 2 .
Lemma 2.1. Let k and be positive integers with ≥ 2.
, and max{f (x) : x ∈ V (G)} = 4k + 2 for every optimal independent broadcast f on G.
, and max{f (x) : x ∈ V (G)} = 4k for every optimal independent broadcast f on G.
Proof. We only give details for the proof of (ii); the simpler proof of (i) can be obtained in a similar 
and, if p ≥ 2 and i 1 = 0, then
that is, the same bound holds in both cases.
First, we assume that f has a positive value on some vertex
f (x q ) ≤ 2k if p = 1 and i 1 = 0. Since j was chosen arbitrarily, we obtain α b (G) ≤ 2k + 2k + 1.
, then, by (B2), x p is the only vertex of G with a positive value of f , and, hence,
f (x q ) ≤ 4k if p = 1 and i 1 = 0. Since j was chosen arbitrarily, we obtain α b (G) ≤ 4k . Altogether, we obtain
Since the function f * that has value 4k on every vertex in i=1 B i 0 and value 0 everywhere else is an independent broadcast on G of weight 4k , we conclude
Since max{2k + 2k + 1, 4k + 1} < 4k , the above arguments actually imply that f * is the unique optimal broadcast on G, which completes the proof.
We are now in a position to prove our main result.
Proof of Theorem 1.1. Let X = {x ∈ V (G) : f (x) > 0}. For every vertex x in X and every nonnegative integer i, let
2 (x), and
If there are two distinct vertices x and x in X such that the sets B(x) and B(x ) intersect, then
which contradicts (B2). Hence, the sets B(x) for x in X are disjoint.
Note that no vertex y in B(x) \ ∂B(x) has a neighbor outside of B(x). For every x in X, let p(x) be an arbitrary vertex in ∂B(x), and let P (x) be a shortest path in G between x and p(x). Note that For i ∈ {0, 1, 2, 3}, let X i = {x ∈ X : f (x) mod 4 ≡ i}. For every x in X 0 ∪ X 1 , the path P (x) contains a unique independent set I(x) of order
that contains p(x), and for every x in X 2 ∪ X 3 , the path P (x) contains a unique independent set I(x) of order
that does not contain p(x). The next table summarizes the different cases.
(and I(x) contains p(x))
(and I(x) does not contain p(x))
(and I(x) does not contain p(x)) We consider three cases.
for a contradiction, that I is not independent. Since I(x) contains p(x)
only if x belongs to X 1 , it follows that there are two distinct vertices x and x in X 1 such that p(x) is adjacent to p(x ). Now,
which contradicts (B2). Hence, I is independent. Since X = X 1 ∪ X 2 using Table 1 we obtain
for every x in X. Since f max · |X| ≥ α b (G), we obtain
and, hence,
Case 2 X 0 = ∅ and X 3 = ∅.
Let x 3 be some vertex in X 3 . By (B1), we may assume that p(x 3 ) is chosen in such a way that it has a neighbor y 3 outside of B(x 3 ). Suppose, for a contradiction, that y 3 belongs to B(x) for some x in
which contradicts (B2), and, if f (x 3 ) < f (x), then X 0 = ∅ implies f (x 3 ) ≤ f (x) − 2, and, hence,
which contradicts (B2). Hence
Let I = {y 3 } ∪ x∈X I(x). Suppose, for a contradiction, that I is not independent. In view of the argument in Case 1, it follows that y 3 is adjacent to a vertex p(x) for some x in X. As p(x) has a neighbor outside of B(x), we have
which contradicts (B2), and, if f (
which contradicts (B2). Hence, I is independent. Since X 0 = ∅, by Table 1 we obtain
for every x in X. As before, f max · |X| ≥ α b (G), and, hence,
Case 3 X 0 = ∅.
Let x 0 be some vertex in X 0 , and let
Exactly as in Case 1, it follows that I \ {p(x 0 )} is independent. Suppose, for a contradiction, that I itself is not independent. This implies that the vertex p(x 0 ), which lies in I(x 0 ), is adjacent to a vertex p(x) for some x in X. As p(x) ∈ I and p(x) has a neighbor outside of B(x), we have x ∈ X 1 .
which contradicts (B2), and, if
which again contradicts (B2). Hence, I is independent. Since |I(x) \ {p(x)}| = f (x)
4 for x in X 0 , and
Note that the inequality (6) is always strictly weaker than the inequality (4), and hence, the three inequalities (3), (4), and (6) together imply (1).
We proceed to the characterization of the extremal graphs. Lemma 2.1 implies that all graphs in (1) with equality. Now, let G and f be such that (1) holds with equality. Since equality in (1) can not be achieved in Case 2, either Case 1 or Case 3 applies to G.
We consider two cases.
Case A Either 2α(G) > f max + 2, or 2α(G) ≤ f max + 2 and Case 3 applies to G.
Since 2α(G) > f max + 2 implies 4 1 − 2 fmax+2 α(G) < 4α(G) − 4, necessarily Case 3 applies to G, and we use the notation from that case. It follows that (6), and, hence, also (5) hold with equality.
We may assume that x 0 was chosen such that f (
and p(x 1 ) are adjacent. In this case
which contradicts (B2). Hence, I ∪{p(x 1 )} is independent, which implies the contradiction α(G) > |I|.
Hence,
Let the integer k be such that f max = 4k.
If there is some x in X such that ∂B(x) contains two nonadjacent vertices p and p , then (I \ {p(x 0 )}) ∪ {p, p } is independent, which implies the contradiction α(G) > |I|. Hence, ∂B(x) is a clique for every x in X. If there are two distinct vertices x and x in X for which p(x) and p(x ) are not adjacent, then (I \ {p(x 0 )}) ∪ {p(x), p(x )} is independent, which implies the contradiction α(G) > |I|.
Since p(x) was an arbitrary vertex in ∂B(x), it follows that x∈X ∂B(x) is a clique.
Since G has diameter at least 3 or α(G) ≥ 3, and f is an optimal broadcast on G, it follows that
If R is not a clique, then adding two nonadjacent vertices from R to I \ {p(x 0 )} yields an independent set, which implies the contradiction α(G) > |I|. Hence, R is a clique.
If some vertex p in x∈X ∂B(x) is not adjacent to some vertex y in R, then we may assume that x 0 and p(x 0 ) have been chosen such that p(x 0 ) = p, and I ∪ {y} is independent, which implies the contradiction α(G) > |I|. Hence, R is completely joined to x∈X ∂B(x).
Let x be an arbitrary vertex in X, and let
that B 0 (x) contains only x, and that there are no edges between B i (x) and B j (x) if |j − i| ≥ 2.
If α(H) > k, then we may assume that x 0 is distinct from x, and adding a maximum independent set in H to the set I \ (I(x) \ {p(x)}) yields an independent set in G, which implies the contradiction
is not a clique for some i in [2k − 1], then a set containing
• two nonadjacent vertices from B i (x), and
• one vertex from B j (x) for every j in [2k − 1] 0 such that j and i have the same parity modulo 2 is an independent set in H with more than k vertices, which is a contradiction. Hence,
If there is an even integer i in [2k − 1] such that some vertex x in B i (x) is not adjacent to some vertex
, then a set
• containing x and x ,
• one vertex from B j (x) for every even j in [2k − 1] 0 less than i, and
• one vertex from B j (x) for every odd j in [2k − 1] 0 larger than i + 1 is an independent set in H with more than k vertices, which is a contradiction. Hence,
Since x was an arbitrary vertex in X, at this point it follows that G contains a graph G 0 from G 0 (k, ) with = |X| as a spanning subgraph. Since adding any further edge e to G 0 such that
results in a graph that has less than vertices of eccentricity f max = 4k, we obtain G ∈ G 0 (k, ), which completes the proof in this case.
Case B 2α(G) ≤ f max + 2 and Case 1 applies to G.
We use the notation from Case 1. Since 4 1 − 2 fmax+2 α(G) ≥ 4α(G) − 4, it follows that (3), and, hence, also (2) hold with equality. This implies f max · |X| = α b (G), and, hence, f (x) = f max for every x in X. for x in X 1 , equality in (2) implies X = X 2 .
Let the integer k be such that f max = 4k + 2.
As in Case A, we have |X| ≥ 2. If |X| ≥ 3, then, by (2), α(G) ≥ 3( If R is not empty, then adding a vertex from R to I yields an independent set, which implies the contradiction α(G) > |I|. Hence, R is empty.
Let X = {x 1 , x 2 }, and let B Since G is connected, there are some edges between B 1 2k+1 and B 2 2k+1 .
Again, it follows that G contains a graph G 2 from G 2 (k) as a spanning subgraph. Since adding any further edge e to G 2 such that G 2 + e ∈ G 2 (k) results in a graph of diameter less than 4k + 3, we obtain G ∈ G 2 (k), which completes the proof.
