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1. INTRODUCTION 
In this paper we shall present an iterative procedure for a vector 
optimization problem in a differentiable context. In order to introduce the 
concepts we shall develop we make the following observations: in a scalar 
optimization problem the limit 2 of a sequence Ix,), generated by some 
procedure, is, in some sense, fixed a priori (for well-behaved problems) and 
does not depend on the choice both of the initial point x0 and of the 
procedure itself. Consequently, when dealing with scalar optima, one draws 
its attention on the generation of the sequence especially as far as 
convergence and speed of convergence are concerned. Once a particular 
procedure together with a set of initial values are specified, it is only a 
problem of computation. 
This picture changes when passing from scalar to vector optimization 
problems. In fact, whilst the (usually infinite) set of vector optima is a well- 
defined mathematical object, the eventual choice of one among these optima 
is an operation arbitrarily left to the decision maker. 
We might therefore think of developing an iterative procedure for a vector 
optimization problem by letting the limit 2 depend on the choice of x,,. 
Different vector optima could then be computed starting from different initial 
values. 
This approach, however, would not be satisfactory for the following 
reasons: 
(a) the way 2 depends on x,, is, in general, difficult to be ascertained; 
@I many computations may be necessary until a particular 2 is 
chosen by the decision maker as the desired optimum; 
(c) the information implicitely carried on by {xk} is not exploited. 
Instead it is more sensible to develop a procedure which enables the 
decision maker to take part in the computation process and to control the 
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evolution of the sequence toward a desired goal by properly setting some 
parameters at each step on the basis of the past iterations. 
These observations uggest hat whereas an iterative procedure for a scalar 
optimization problem is (in most cases) defined through a function f as 
X k+ i =f(x,), it is instead more appropriate for a vector optimization 
problem to define an iterative procedure through a point-to-set mapping CQ as 
xk+ i E (p(x&. Here xk M a)(x,J is given by the procedure and (o(x,J tt xki, 
depends on the choice of some parameters. This has been indeed our 
approach to the problem. 
The iterative procedure we present is of the above type and we are 
particularly interested in giving conditions assuring its convergence. Our 
analysis also takes into account the dual variables and convergence 
conditions given for them also. 
For the sake of clarity the main results are derived for an unconstrained 
problem and then they are extended to the case of equality and/or inequality 
constraints. 
2. STATEMENT OF THE PROBLEM 
We are given: 
(a) a continuously differentiable map F: R” -+ R”, 
(b) a polyhedra1 pointed closed convex cone A with nonempty interior 
4 
(c) a subset L! of R”, 
and the following definition of optimality: 
DEFINITION 2.1. A point x E R is /i-optimal (or briefly optimal) if there 
exists a neighbourhood N of x in R” such that F(x’) -F(x) 4 A\(O) for any 
x’EQnN. [ 
We denote by /i + the positive dual of A, i.e., A ’ = {A’ E R”‘: A’2 > 0, 
VA E /i } and by A ’ its interior. The symbols n and n ’ also denote, respec- 
tively, the matrix whose u columns generate n and the matrix whose u’ rows 
generate A + . Therefore, A E/i iff J, = As for some s > 0, and ,4 E R if 
L =/is for some s > 0; and similarly for (i ‘. The context will always make 
it clear whether these symbols represent cones or matrices. 
Following Definition 2.1, we consider sequences {x~} for which 
F(-G+,)-%)~-~ (1) 
holds. This amounts to improving the objective F at each iteration step. In 
order to guarantee convergence of such sequences toward A-optima, we have 
to add further conditions to (l), as the following theorem shows: 
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THEOREM 2.2. Let X be any subset of Q containing the set of A-optima. 
Suppose: 
(a) there exists a continuous E: R” -+ R such that E(X) > 0 for x 6Z X, 
(b) {xk} is contained in a compact subset of Q; 
(cl w, + 1) - F&J E A ; 
(4 IIFh+ J -WA > 4xd; 
then every convergent subsequence of {xk} converges to some point x E X. 
Proof: We appeal to a result by Zangwill (see [ 1, p. 1251). Let an 
algorithm A be defined as the following point-to-set mapping: 
A(x) = {y E a: F(y) - F(x) E ‘4 and IIF - F(x)Il > &(X)1. 
The function Z defined by Z(x) = -nF(x), with 71 E j + is clearly a 
continuous descent function for A. In order to show that the algorithm A is 
closed outside X let {xk}, ( yk} such that xk --) x, y, E ,4(x,), yk + y. Hence 
F( y,J - F(x,J E /i and ]]F( y,J - F(x,J]] > s(x,J. By taking the limit we get 
F(Y) -F(x) E A and IIF -Wll > ( 1 E x , i.e., y E A(x). Therefore all the 
hypotheses of the quoted result are met and the proof is complete. 1 
Note that only the continuity of F has been used. The crucial hypothesis 
of this theorem is the existence of the continuous function E(X). Roughly 
speaking its role amounts to avoiding the steplength to vanish out of the set 
X. 
3. GENERAL RESULTS 
In order to simplify the convergence analysis for the procedure, we shall 
assume throughout Sections 3 and 4 that R = R”. The constrained case will 
be dealt with in Section 5. 
Denote by DF(x) the derivative of F evaluated at x and define the 
following sets: 
O= {x~R”:3nEA~,]]z]]= 1 and xDF(x)=O} 
d= (xER”:+rEri+,]];rr]]= 1 and &lF(x)=O). 
It is a known fact that, if x is A-optimal, then x E 0 ([2,3], or [4,5] for the 
Pareto case, i.e., A is the closed positive orthant of Rm). We are now going 
to impose some constraints on the sequence (xk}. In view of the condition 
F(xP+ ,) - F(x,J E A we impose that 
WX&+ I- 4 E A. (1) 
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Let hk = P(xktI - x,J, /I > 0. We also require that 
h, = DF(Xky 7r: (2) 
which amounts to weighting the derivatives of each Fi through rrk. Motivated 
by the fact that nDF(x) = 0 at an optimal x, with 7c E /1’, we require that 
7TkEA+ (3) 
and regard rk as a dual variable. By collecting together (l)-(3) we are led to 
the problem of finding, for each xk, the dual variables rrk satisfying 
DF(x& DF(x,)rn; E R, n,EAf. (4) 
Thereafter, by putting xk+ , = xk + a,h, with h, given by (2), we have to find 
a steplength ak such that 
DF(x, + a hk) h, E A, Va E [0, ak]. (5) 
We may associate to the sequence {xk} the following trajectory: 
x(t> = xk + cxk+ 1 - Xk)(t - k, for k<t<k+ 1. 
Then condition (5) implies that 
%w) - fw,)) E A for t, > t,, 
and x(t) is an admissible trajectory according to 151. We must point out that, 
being the iterative procedure based on first-order derivatives, any 
convergence result will deal with points of 0 rather than /i-optima. As we 
shall see conditions (4) do not determine in general a unique rrk. Hence it is 
possible to use this fact in order to have as much freedom of choice as 
possible for xk+ i . 
We are now concerned with the problem of deriving some convergence 
results from conditions (4). Let us define the set 
S(x)= pER+: 117cll= 1,DF(x)DF(X)?rrER}. 
Note that the elements of S(x,) are feasible for (4). The following theorem 
relates 0 and S(x): 
THEOREM 3.1. The point x E 0 ~fl S(x) = 0. 
ProofI If x E 0 there exists some 5 # 0 in II + such that %DF(x) = 0, and 
by the definition of S(x) we have SF(x)DF(x)rr? > 0 for each 7c E S(x), 
whence S(x) = 0 by contradiction. Conversely, if S(x) = 0, the convex 
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cones li and DF(x) DF(x)~ R + are disjoint and therefore there exists some 5 
such that: 
(a) 7?A > 0 for A E R, 
(b) r7DF(x) DF(x)~~c’ < 0 for rr E /i ‘. 
From (a) we get il E /1’. Let {Q} c At with 7~~ + 77. From (b) we have 
EDF(x) DF(x)~x,T < 0 and by taking the limit we get 7sDF(x) DF(x)~~~~ < 0, 
whence iilll;(x) 4 0, i.e. x E 0. u 
An iterative procedure may be defined as follows: 
PROCEDURE 3.2. Fix an upper semicontinuous (USC) mapping 
0: x +-+ a(x) c S(x); fix a parameter PE (0, 11; given a point x @.G 0 iterate as 
follows: 
(a) choose any 7c E a(x); 
(b) put h = DF(x)‘r?; 
(c) compute a=min{r>O: DF(x+th)hE%t}; 
(d) choose any r E [& 11; 
(e) set x’ =x + rah as next point; 
(f) if x’ E 0, then stop; otherwise repeat from (a) with x replaced by 
x’. I 
(The concept of uppersemicontinuity is defined as in [6, p. 1091.) 
The USC mapping u plays the crucial role of restricting conditions (4) in 
order to assure convergence to 0 as the following results show. Let us first 
state two lemmas. 
LEMMA 3.3. Let C be any compact subset in the complement of 0. Then 
inf,,, inf,.,,,, a > 0. 
Proof: If the thesis is false there exists a sequence {x,,} --t 2, xk E C, 
R E C such that there exists a sequence {zk}, 7~~ E u(x,J and a corresponding 
sequence {cQ,) -+ 0. Since ]] x~]] = 1, there exists a subsequence (nk} (k E K), 
converging to some 75. The continuity of DF implies DF(x,) + DF(f). Hence 
h, = DF(x,JT$ --t DF(Z)TiST = i for k E K. Since u is USC we have if E u(X), 
whence DF(X) i E A. For each k E K we also have DF(x, + a,&) h, E &I. 
By taking the limit we have DF(2) Ti E 8.4 which contradicts the previous 
result. I 
LEMMA 3.4. Let ?,I: A + R, where A is an open subset of R”. Let 
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WA r](x) > 0 for any compact Cc A. Then there exists a continuous 
function F: A -+ R such that 
0 < c(x) < v(x), VxEA. 
Proof. Since A is open, there exists a sequence {Ai} of open bounded 
subsets such that Ai c Ai+ I c A and U,& = A (e.g., see [7, p. 87 I). By 
Urysohn’s lemma (see IS]) there exist continuous functions Izi such that 
A,(x) = 0 for x E aAi, &(x) = 1 for x E aAi+ 1 and 0 ,< A,(x) < 1 for x E A. 
Let pi = inf,+ q(x) > 0 
&(x)=Pz7 if x EA,, 
=Pi+ I + Ai(x)Oli+* -Pi+ Lh if x E A,,I\P,. 
Clearly, E(X) is continuous and E(X) > 0. Moreover, if x E m we have 
&(X)=fli+~ +~i(x>cUi+2 -Pi+11 <Pit* <infxdiitz V(X) G inf.++, V(X) G V(X). 
Hence E(X) < r](x) on A. I 
It is now possible to state the main result. 
THEOREM 3.5. Let the sequence {xk} generated by Procedure 3.2 be 
contained in a compact set. Then every convergent subsequence converges to 
0. 
Proof. We want to meet the hypotheses of Theorem 2.2, with X = 0. Let 
C be a compact subset in the complement of 0 and let x E C. Let 
.ra 
A, = j DF(x + zh) h dz, 
-0 
‘ra A, = 1 DF(x + sh) h dz, 
2 FG 
where E = infi,, infnEocfj a > 0 (by Lemma 3.3). It is easily seen that 
A, E Ai, A, E A. Since F(x’) - F(x) = A, + I,, hypothesis (c) of Theorem 2.2 
is met. Since A is pointed we have A, + A, f 0, Vx E C, VTT E a(x), and 
V r E [I; 1 ]. Denoting 
v(x) = ,tr;tf,, ry,l II W’) - F(x) II
we have inf,,, q(x) > 0. Since the complement of 0 is open, we apply 
Lemma 3.4, and hypotheses (a) and (d) of Theorem 2.2 are met. 1 
We see that Procedure 3.2 also generates the sequence {7tk}. The natural 
question now arises whether the ?rk’s approach the optimal dual rr as the xk’s 
approach the optimal x. The answer is affirmative as the following theorem 
shows: 
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THEOREM 3.6. If the Procedure 3.2 generates a sequence {xk} containing 
a subsequence {xk} (k E K) converging to some x E 0, then the 
corresponding subsequence (xk} (k E K) converges to some R such that 
RDF(X) = 0. 
Proof: Consider the set s(x) = { 71 E A ’ : II7111 = 1 and DF(x) 
DF(x)~~c~ E A ). Note that g(x) is never empty. In fact, if x & 0, g(x) 2 
S(x) # 0 holds, and if x E 0 there exists 71 such that DF(x)~ rtT = 0, i.e., 
DF(x) DE;(x)~ rrT = 0 E A. Define the point-to-set mapping $: x ++ g(x). In 
order to show that 9 is USC let xk + x and 7ck E SC,,), rck-+ 7~. Since 
DF(x,) DF&JTn,T E A, we have DF(x) DF(x)~z~ E A whence ~T_E g(x). 
Therefore, S(x) is a closed mapping. From /z1( = 1 we get USC of S(x) (see 
[6, P. 1121). 
Note that if x E 6, s(x) coincides with the set of optimal duals. In fact, if 
x E 0, there exists 7i E /i’ such that ?DF(x) = 0. Hence 0 = 7iDF(x) 
DF(x)‘zr for each x E f(x). Since 6 E A + and DF(x) DF(x)~~~ E A we get 
DF(x)DF(x)~R~ = 0, i.e., rrDF(x) = 0 for each II E g(x). The converse is 
trivial. This result and ‘the USC of 3 conclude the proof. 1 
Procedure 3.2 has been defined rather abstractly since no concrete way to 
fix the USC mapping c has been given. The’next section is concerned with this 
problem and it is shown that u can be assigned through linear programming. 
4. DESCRIPTION OF THE PROCEDURE 
Consider the following problem L: 
minimize II y -pII subject o 
A’ 
‘4 + IIF(x) iIF(x) T I 
YT>9, (1) 
where p E P and q E Q are parameters and P c Rm, Q c R”;‘)“ are fixed 
compact sets. Let T(x,p, q) denote the feasible set of L. Note that for any 
fixed p E P and q E Q, S(x) = { rr: 7~ =y/ll yll and y E T(x,p, q)}. Hence from 
Theorem 3.1 we get T(x,p, q) = 0 iff x E 0. If the norm /I 11, is considered, 
then L can be easily converted to a linear programming problem. Let 
V(x,p,q)={yET(x,p,q): Il~-~l~~lly’-pl~V~‘~~(x,p,q)}. We shall 
prove that r~ can be given by 
U(X) = {R: R = y/l1 yll, y E v(x,p, s) for SOme P E P, q E Ql- 
In order to get this result we need some preliminary lemmas. 
LEMMA 4.1. The point-to-set mapping T(x, p, q) is lower semicontinuous. 
102 PASCOLETTI AND SERAFINI 
Proof: Let y E r(x,p, q). Since q > 0, for any c > 0 one has 
(1 +E)yE%PYq) with strict inequality in (1). Hence (1) holds on a 
neighbourhood of (x, p, q, (1 t F) y). Since this is true for any E > 0 the 
thesis follows. I 
LEMMA 4.2. The point-to-set mapping v(x, p, q) is USC outside 0. 
ProoJ For each (x, p, q) (x @ 0) v(x,p, q) is clearly compact. We have 
to show that for any open set A 3 v(x,p, q) there exists a neighbourhood 
U(x, p, q) such that (x’, p’, q’) E U(x, p, q) implies v(x’, p’, q’) c A. The 
proof is by contradiction: suppose (x~,P~~~~)+(x,P,~) and 
yi E v(x,, pk, qk) such that yi & A for each k. Let y” E v(x, p, q). By Lemma 
4.1 there exists { ~7~} + y” such that Y;, E r(xk,pk, q,J. Since ( yk} a bounded 
sequence of feasible solutions and P compact, ( yi} is bounded too. Hence 
there exists a subsequence { yt}(k E K) converging to some jr& A. Since 
r(x,p, q) is a closed map, jE $x,p, q). Then we have 
II Y0 -PII G II FPII? (2) 
(3) 
(4) 
II .uPkll z IlY:-Pkll. 
By taking the limit in (3) for k E K we have 
II Y0 - Pll > Ill’-PII. 
From (2) and (4) we get $E v(x,p, q) c A. 1 
LEMMA 4.3. The point-to-set mapping l(x, p, q) 
y E v(x, p, q)} is USC outside 0. 
ProoJ Being y # 0, 5 can be viewed as the composition of two USC 
mappings and it is therefore USC. I 
We may now state the result which makes Procedure 3.2 effective. 
THEOREM 4.4. The point-to-set mapping a(x) = c(x, P, Q) is USC outside 
0. 
Proof: Since [ is USC and P, Q are compact, a(x) is compact. If A is an 
open set such that a(x) c A, then &x, p, q) c A for each p E P, q E Q. Since 
< is USC, for each (x, p, q) there exists neighbourhoods U,(x) and U,@, q) 
such that <(x’,p’, q’) CA with x’ E U,(x) and (p’, q’) E U,(p, q). The 
family of neighbourhoods U,(p, q) covers the compact set P X Q. Hence 
there exists a finite subcovering U:,..., U; of P x Q such that n;=, LJi is a 
neighbourhood of x such that c(x’,p, q) c A for each p E P, q E Q, i.e., 
u(x’)cA. m 
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We summarize this implementation of Procedure 3.2: preliminarily, fix P, 
Q, and fi given xk choose p E P, q E Q, and solve problem L. The choice of 
p and q reflects two conflicting requirements: roughly speaking, whilst p is 
chosen according to the desired direction for rr, the larger q is chosen with 
respect o p, the more DF(x)h is inside /i and rr inside /i ‘, The computation 
of a may be carried out by a simple unidimensional search. For the choice of 
the steplength ra note that values of r near 1 accelerate the convergence at a 
loss of the goals called for by the choices of p and q. At this point xk+ , is 
computed. As pointed out in the introduction, the knowledge of xk+ 1 and 
F(x,+ ,) may be used for the choice of p, q in the next iteration step. 
5. THE CONSTRAINED CASE 
We now treat the constrained case. We first consider the case 
n= {xER”:H(x)=O}, 
where H: R” + Rq (q < n) is a continuously differentiable map. In this case 
the constraint H(x& = 0 should be taken into account at each iteration step. 
As before we confine our attention to first-order effects only, i.e., we impose 
the constraint 
xktl -x,E T&2 
(where T,,.R denotes the set of vectors tangent to J2 at xk) and leave the 
verification of H(x,, 1) = 0 as a (nontrivial) implementation problem. 
We also assume that DH(x,) has full rank, whence R is a differentiable 
manifold near xk and T,.,.R = ker DH(x,). Let P denote the restriction of 
F to R. Then we have DFh = DFDFTnr = DF P DFT nT, where 
P = Z - DHT(DH DHT)-’ DH is the projection of R” onto ker DH, and let 
where it is easily seen that ,u=-nDFDHT(DHDHT)-‘.Therefore the results 
obtained in the unconstrained case still hold provided that DF DFT is 
replaced by DF P DFT everywhere it occurs. Note that in this case ,uk 
converges to the optimal dual ,u as well. 
We now consider the inequality constrained case 
R = {x E R”: G(x) > 0}, 
where G: R” + R’ is continuously differentiable. Reordering, if necessary, the 
constraints we put 
G(x) = 
G,(x) [ 1 G (x) 3 n 
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where G,(x) = 0, G,(x) > 0. For each subset .I of (1, 2,..., r) define the 
constraint G,(x) > 0 as G,(x) > 0 for each j E J, and the sets 
S&) = {(G VG,): II (T VGJ)I/ = 1,7c (5 J ’ 9 rGJ > 0, 
and 
[DF(x)~, DG,(#‘] 
for some Iz E R, rc, > 0). 
Moreover, let ocJ be USC mappings such that uJG,(x) c S,Jx) for all x such 
that SGJ(x) # 0. Define 
0, = {x E R: nDF(x) + v,DG,(x) = 0 for some rc E /i ‘, 7, > 0). 
A straightforward generalization of Theorem 3.1 shows that .‘c E 0, iff 
SGn(x) = 0. Then Procedure 3.2 becomes: 
PROCEDURE 5.1. Fix USC mappings (Jo,: x N ran, c SGJ(x); fix a 
parameter FE (0, 11; given a point x 6$ 0, iterate through the following 
steps: 
(a) choose any (71, qa) E a,,(x) and put v, = 0, 
(b) put h = DE’(x)%’ + DG,(x)?& 
(c) compute a = min{t > 0: either DF(x + zh) h E iM or 
G(x + th) d 0}, 
(d) choose any r E [r; 11, 
(e) set x’ = x + rah as the next point, and 
(f) if x’ E O,, then stop, otherwise repeat from (a) with x replaced by 
I X. 
For Procedure 5.1 it is possible to prove 
THEOREM 5.2. Let the sequence {xk} generated by Procedure 5.1 be 
contained in a compact subset of 0. Then every convergent subsequence 
converges to 0,. 
Proof. The proof parallels the one given in Theorem 3.5 with few minor 
modifications. Therefore we only sketch it. The continuity of DF and G 
implies a(~, qa) > 0. Let xk + x 6S 0,. In order to prove that E > 0 note that 
there exists a subsequence (xk} (k E K) of {xk} such that 
W,> = G,(x,) = 0, G,(x,) > 0, k E K 
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(G, may be empty). Since uG, USC, we have 6 > 0. The rest of the proof goes 
on as in Theorem 3.5. u 
Unfortunately, in presence of inequalities, it is not possible to give a 
general convergence result for the dual variables, as the following example 
shows: 
Example 5.3. LetF:R’+R?; G:R3+R2; A=R:; and 
F: xt--+ ; 1; f2]x;G:xr [T2 ; ;]x. 
Then Procedure 5.1 can generate, starting from x0 = (-1,2,0) the 
following iteration: 
such that at each step, one has: rrk = (f, f) and, for k even, G,(x,) = 0, 
G,(x,) > 0, vk = ($5 0)~ and, for k odd, G,(x,) > 0, G2(xk) = 0, vk = (0, 3). 
The iteration converges to some optimal x = (0, 0, a), whose 
corresponding optimal duals are 7r= c(8,2), q = c(5,5) with c normalization 
coefficient. I 
Convergence of the dual variables, however, can be ascertained under 
stronger conditions. We state the following theorem without proof: 
THEOREM 5.4. Let the sequence {xk} generated by Procedure 5.1 
converge to some x E 0, such that D-G,(x) has fill rank. Let (z, ra) denote 
the corresponding dual optima. Let G denote the active constraints at x. If 
there exists a subsequence {xk}(k E K) of {xk] for which G(x,) = O(k E K), 
then (n,, r],J converges to (n, q,) for k E K. fl 
Also for the inequality constrained case the USC mappings uG, can be 
assigned through linear programming. Indeed problem L becomes: 
minimize 11 y - p[I, subject to 
; ;&F ;;;(yj ,:;, >4(>0). 
In this case aGo = (y, z)/ll(y, z)II with (y, z) solution of L. 
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6. CONCLUSIONS 
The iterative procedure described in this paper can also be viewed as a 
nontrivial extension of the well-known gradient method to vector 
optimization. The remarkable fact of this extension is that a whole set of 
improving directions is available at each iteration step by preliminarily 
assigning three compact sets P, Q, If, 11. The control of the iterations is 
made possible by properly choosing three elements in the above sets and 
solving a linear programming problem followed by a unidimensional search. 
It is also possible to prove that the rate of convergence of Procedure 3.2. is 
linear. More precisely, if R = R” and x E 6 is /i-optimal and a fold point 
(see [9]), then the rate of convergence is linear with ratio (A -a)/@ + a), 
where A and a are, respectively, the largest and the smallest modules of 
the eigenvalues of the quadratic form nD*F(x) restricted to 
ker DF(x) x ker DF(x) with 7c the optimal dual at x. 
REFERENCES 
1. D. G. LUENBERGER, “Introduction to Linear and Nonlinear Programming,” 
Addison-Wesley, Reading, Mass., 1972. 
2. A. MARZOLLO, A. PASCOLETTI, AND P. SERAFINI, Genericity and singularities in vector 
optimization, in “Recent Developments in Variable Structure Systems, Economics and 
Biology” (R. R. Mohler and A. Ruberti, Eds.), Springer, Berlin, 1978. 
3. A. MARZOLLO, A. PASCOLETTI, AND P. SERAFINI, Differential techniques for cone 
optimality and stability, in “New Trends in Dynamic System Theory and Economics” (M. 
Aoki and A. Marzollo, Eds.), Academic Press, New York. 1979. 
4. Y. H. WAN, On local Pareto optima, J. Math. Econom., 2 (1975). 35-42. 
5. S. SHALE, Global analysis and economics I-Pareto optimum and a generalization of 
Morse theory, in “Dynamical Systems” (M. M. Peixoto, Ed.), Academic Press, New York, 
1973. 
6. C. BERGE, “Topological Spaces,” Oliver & Boyd. Edinburgh, 1963. 
7. F. TREVES, “Topological Vector Spaces, Distributions and Kernels,” Academic Press, New 
York, 1967. 
8. N. DUNFORD AND J. T. SCHWARTZ, “Linear Operators-Part 1,” Interscience. New York, 
1957. 
9. M. GOLUBITSKI AND V. GUILLEMIN, “Stable Mappings and their Singularities,” Springer, 
New York, 1973. 
