The margin maximization principle implemented by binary Support Vector Machines (SVMs) has been shown to be equivalent to find the hyperplane equidistant to the closest points belonging to the convex hulls that enclose each class of examples. In this paper, we propose an extension non-linearly separable case, can be also implemented by our algorithm to obtain additional flexibility. Experimental results in well known datasets are presented, comparing our method with two widely used multicategory SVMs extensions.
Introduction
Support Vector Machines (SVMs) constitute one of the standard tools for machine learning and data mining, successfully applied to a variety of real-world problems from different fields. SVMs were originally formulated for binary classification [20] . In many problems however, observations can belong to more than two classes, which makes the extension of SVMs to multicategory classification an issue of primary interest in practice.
As it can be seen in [8] , there are two types of formulations for multicategory SVMs. One corresponds to using several binary classifiers, separately trained and joined into a multicategory decision function. Two well known methods in this family are for example one-versus-the-rest (ova [20] ), where a different binary SVM is used to separate each class from the rest, and one-versus-one (ovo, [12] ) where one binary SVM is used to separate each possible pair of classes.
Other type of extension consists in reformulating the large margin problem to directly address the multicategory case in a single constrained optimization problem [21] [3] [4] [13] . In [8] , the study concluded that such single objective methods are less suitable for practical use due to the greater number of variables they have to consider simultaneously: each additional class increases the number of variables or constraints proportionally to the number of examples.
In this paper we propose a single objective method to extend binary SVMs to the multicategory case. The classifier is based on prototypes, each one associated with one of the available classes. The prototypes are used to build a discriminant system from a reference point in the feature space in order to distinguish new patterns. Extending the dual formulation of binary SVMs developed in [2] and previously used in [10] and [20] , the algorithm looks for minimizing the sum of all the pairwise distances among the set of prototypes which are explicitly constrained to the convex-hulls enclosing each class of examples. The main appeal of the resulting algorithm is that the optimization problem has a number of variables and constraints considerably lighter than other single objective implementations. If we denote by m the number of examples and K the number of classes, we solve a problem with m variables and 2m + K constraints.
That is, each new class introduces just one additional constraint. In contrast, other implementations have a number of variables or constraints (which become variables in dual optimization) proportional to K · m.
The idea of minimizing the sum of all pairwise distances between prototypes has been already exploited in [3] . In our approach however, instead of an explicit error minimization, we restrict the prototypes to the convex-hulls enclosing the class they represent and look for an appropriate reference point to define the discriminant system. The rest of this paper is organized as follows. In the next section, a brief overview of the dual perspective of SVMs [2] is presented. In section 3 we present and analyze our method to extend this formulation to the multicategory case. Non-linear kernels and reduced convex hulls are introduced to obtain additional flexibility. Finally we present a set of experiments in well-known UCI benchmarks [1] , comparing our technique with other state-of-the-art methods, discussing the conclusions of this work.
Binary Support Vector Machines
Suppose we are given a finite set of examples {x 1 , x 2 , . . . , x m } in a feature space X ⊂ R n , some of which belong to a class C 1 and the others to a class C 2 , and we are asked to learn a decision function f (x) : X → {1, 2} to distinguish patterns of class C 1 from patterns of the other class. A way to accomplish this task is by modeling the boundary between C 1 and C 2 using a separating hyperplane H = {x ∈ X : w T x − b = 0} with parameters w ∈ X ( = 0) and
When the problem is linearly separable [20] , an infinite number of such separating hyperplanes can be found. From the set of possible solutions, SVMs choose the one maximizing the so called margin, defined as the distance to the closest point from either class. If we label examples x i ∈ C 1 with y i = +1 and examples x i ∈ C 2 with −1, the hyperplane maximizing the margin ρ can be found by solving
where I = {1, 2, . . . , m}. After a convenient normalization the latter problem becomes
As shown in [2] , an equivalent geometric formulation of the maximum margin problem (1) can be obtained by defining the convex hulls H 1 , H 2 enclosing each class and looking for the points v 1 ∈ H 1 and v 2 ∈ H 2 minimizing
The maximum margin hyperplane is the one which orthogonally bisects the line Figure (1 
s.t.
where
Since class C 1 is identified with a label +1 and C 2 with a label −1, classification of new patterns x can be carried out using the decision function f (x) = sign w T x − b . Note that the latter criterion is equivalent to classify x as
and as C 2 otherwise, where c = (v 1 + v 2 )/2 is the center of the configuration defined by v 1 and v 2 .
The extension of SVMs to the case of non-linearly separable classes usually proceeds by introducing slack variables [17] on problem (1) . In terms of the dual formulation however, the problem with inseparable classes is that the convex hulls of both will intersect. A way to deal with this case consists in bounding the potential influence of each example in the convex combination, which has the effect of comprising or reducing the original convex hulls until we get a separable configuration. Using these reduced convex-hulls, the soft-margin version of (2) is hence obtained by replacing the constraint
where parameter η has a regularization effect [7] . The effect of convex hull reduction for the non-linearly separable case is depicted in Figure 2 .
Extension of the above formulation to non-linear decision functions proceeds by using non-linear kernels. Instead of solving the problem in the original space X we consider a mapping φ : X → Φ(X ) and then build the solution in the feature space Φ(X ). If the algorithm only depends on dot products x T i x j , an explicit mapping (which would be computationally infeasible) can be avoided by using a function k : X × X → R capable to implement the dot product in the feature space:
T φ(x j ) in the original space X . For details see for example [17] and [19] . Notice that the objective function of (2) can be written explicitly in terms of dot products between patterns
Analogously, the components w T x and b in the decision function can be rewritten using dot products between training examples
3 Minimizing the Distances Among Convex-Hull
Prototypes
Let X be a subset of R n and Y be a set of K possible labels representing 
where s : X × X → R measures the similarity between patterns in X . This is actually the form of the classifier developed in [3] where s(v i , x) is implemented using dot products v T i x. The existence of a set of prototypes capable to correctly classify the training data according to this criterion cannot in general be guaranteed. For example, if we have two collinear classes of points at the same side of the origin there does not exist a set of prototypes which can correctly distinguish the classes. A separability criterion needs hence to be introduced, which can then be relaxed incorporating slack variables and non-linear kernels.
In this paper we work with a slightly different decision function of the form
where c is a reference point in X from which we build the discriminant system 
In the binary case v 1 and v 2 were selected as the points minimizing the distance between H 1 and H 2 . This corresponds to solve This would require a set of K · (K − 1) prototypes and then the optimization problem would have at least m·(K −1) variables. In the proposed approach however, we use just one prototype for each class. This prototype is found in terms of all the other classes simultaneously. Formally, the optimization problem to solve is
Note that in order to correctly classify the training data, the set of prototypes 
≥ arg min
as desired. The latter separability condition seems difficult to achieve in the original feature space X . However, in the next section, we introduce non-linear kernels and consider reduced convex-hulls, instead of the raw convex-hulls, which can make the configurations associated with each class compact enough to be separable from the rest of the classes using our classifier. Note now that a key component of our decision function is the reference point c from which we define the discriminant system. This has not yet been defined. To exploit this additional degree of freedom, we look for a c such that the dot products between two different discriminant vectors (v i −c) and (v j −c) be as negative as possible, minimizing classification error. The point c is then obtained by minimizing
Taking first and second derivatives in c, the following is obtained
which shows that the minimum is achieved with c = k v k /K, that is, the geometric center of the configuration given by the prototype vectors. It is interesting to note however that the selection of the prototypes is independent of the center defined by them and other criteria could be considered. The classifier resulting from the optimization problem (10) and implementing decision function (7), with c defined as the center of the configuration, is named ad-svm (All-Distances SVM).
A theoretical motivation for objective function (10) can be obtained from Theorem 1 of [16] which bounds the generalization error of DDAG (Decision Directed Acyclic Graph) classifiers. The bound depends on the radius R of the smallest ball containing the training data. To use this result, notice that decision criterion (7) can be implemented using pairwise boolean classifiers f ij (x)(x) = In [3] , a multicategory classifier built from optimization function (10) is considered. In this case, however, the prototypes are not confined to the convex hull corresponding to the class they represent. On the other hand, the decision function is defined as in (7) without considering an adjustable reference point c, which we have defined as the center of the configuration formed by the prototypes. Another important difference is that, in contrast to our method, explicit constraints to deal with classification error are defined. Such constraints have the form
where ξ i are slack variables penalized in the objective function. These constraints mean that the projection of an example over the prototype associated to its corresponding class should be greater than the projection of the example over any of the prototypes which does not correspond to the class of the example. The implementation has hence m · K constraints which become variables in dual optimization and makes the problem harder to solve. In our algorithm
we replace this set of constraints by K constraints that force the selection of the prototypes to the convex hulls of each class.
The Algorithm and its Extensions
Since each prototype vector v k is a point in the convex hull H k , v k can be expanded in terms of the examples X k as v k = X T k u k , where the vector of parameters u k satisfies the convexity constraints. The optimization problem (10) hence becomes
Calculating on the objective function
is the gram matrix [17] of dot products among the examples of class i and class j. We have then that the objective function is
Now, we can write the products u 
The latter expression actually corresponds to the (pseudo-)norm of u induced by the positive (semi)-definite matrixK = (k ij ) wherek ij = α ij (x T i x j ). Our optimization problem takes finally the same form as the binary SVM, AD-SVM:
s.t. In order to build non-linear extensions of the classifier by using kernels, not only the optimization function, but also the decision function (7) should be written in terms of dot products among training patterns. Let us note that since the component c T (x − c) of this function is constant among the different classes, the decision criteria can be reduced tô
Now, we can write each prototype v i in terms of the examples of its class,
On the other hand, c = 1/K i v i and hence we have 
The final extension consists in building a non-linear classifier by using Mercer kernels. This is straightforward since both our objective and decision function depend explicitly on dot products which can be replaced by more general kernels k : X × X → R implicitly mapping X to a higher dimensional space Φ(X ) in which we build our linear classifier. Algorithm (1) summarizes the AD-SVM method for multicategory classification considering the two extensions of the basic linear classifier. Note that this algorithm preserves the form of the optimization problem and decision function implemented by a binary SVM.
Experimental Results and Discussion
In this section we report the results of experiments we conducted in five classification benchmarks from the UCI Machine Learning Repository [1] : Iris, Wine, Soybean, Waveform and Ecoli. Table ( 
where k is a Mercer kernel
where parameter η defines the degree of convex hull reduction.
5:
Build the decision function aŝ
Soybean dataset provided by the repository. On the other hand, the Waveform dataset was generated using the Waveform Database Generator of 40 attributes which allows to generate as many examples as desired (we generated 100 for each class).
The proposed technique (ad-svm) is contrasted with two widely used extensions of support vector machines for multicategory classification: the one-versus-therest (called ova) [20] and the one-versus-one (called ovo) [12] . For reasons we discuss later we use own implementations of ova and ovo. Both approaches have been already compared with other single objective extensions for example in [8] ,
where ovo tends to outperform other extensions in terms of training time with similar results in classification accuracy.
For each dataset, the classification accuracy of the algorithms was estimated using a test set built by randomly selecting the 20% of the available examples. Experiments with two kernels are provided: the RBF kernel,
and the polynomial kernel,
We also studied the effect of convex hull reduction, first forcing η = 1 and then allowing η ≤ 1. For both the RBF and the polynomial kernel, the value of σ was searched using a logarithmic grid between 10 −4 and 10 +4 keeping η = 1 and d = 1 for the polynomial kernel. For the polynomial kernel, the correct value of d was determined before determining σ and using a logarithmic grid between 0.1 and 10. Finally, the value of η ≤ 1 was determined keeping fixed the kernel parameters previously determined and using a logarithmic grid between 10 −3 and 10 0 .
Tables (2) and (4) show the results for the algorithms ad-svm, ova and ovo.
The first table corresponds to the RBF kernel and the second to the polynomial kernel. Column hard corresponds to the results obtained forcing η = 1 (without convex hull reduction), for both the ad-svm objective function and the binary classifiers (SVMs) implemented by the decomposition approaches. Column soft corresponds to the results obtained with convex hull reduction that is allowing η ≤ 1 in the objective function.
In general and in terms of classification accuracy we can see that the algorithms obtain comparable results. Using the RBF kernel we obtain a worst accuracy only with the Ecoli dataset. In this dataset however, the polynomial kernel allows the classifier to obtain accuracy achieved by the best of the other algorithms. The polynomial kernel highly reduces the accuracy of the ad-svm in the Iris problem but increase the accuracy of ovo and ova. The inverse situation can be observed for the Waveform dataset in which the polynomial kernel allows to obtain a better result with the ad-svm, but worst results with ovo and ova. In terms of classification accuracy, the choice of a good kernel is hence very problem dependent. Allowing η ≤ 1 we can observe, with only two exceptions, systematic improvements for all the algorithms with respect to constraining η = 1.
From tables (2) and (4) we can also see that the proposed algorithm is con- 
Conclusions and Future Work
We have proposed an extension of the convex hull formulation of SVMs [2] to deal with more than two classes. Extensions based on reduced convex hulls and non-linear kernels have been also provided. The resulting method models the problem in just one objective function, preserves the algorithmic form of the binary SVM and has a number of variables which suggests that it would be faster to train than other approaches.
Experiments show that the method is comparable in terms of classification accuracy with ova and ovo. However, our method uses the same set of prototypes (and therefore support vectors) to generate the boundaries between classes. In contrast, since decomposition approaches combine independently trained binary SVMs, they use potentially different prototypes to model boundaries between pairs of classes (and therefore potentially more support vectors).
In terms of training time, experiments show that our method is faster than ova and competitive with ovo, using a solver which has not been optimized to deal with the optimization problems underlying SVMs. The use of iterative optimization algorithms for training SVMs is common nowadays [9] [15] [14] [10] [11] ) [6] . The design of a fast iterative solver capable to handle hundreds or thousands of examples with our approach is a key research challenge which is already in progress. The discussion in the previous section shows that if the complexity of the solver depends mainly on the number of training of examples a sub-quadratic solver would allow to solve a multicategory problem faster than ovo.
Other point of actual research is the connection of the proposed model and ν-
, a class of support vector algorithms where the number of support vectors can be effectively controlled by a parameter ν. Since the primal of the binary convex hull formulation results a variant of the ν-SVM [2] , it is expected that our formulation could be formulated as a multicategory ν-SVM, which could allow to import several theoretical results to study the generalization ability of our classifier. 
