Given an input graph G and a node v ∈ G, homogeneous network embedding (HNE) aims to map the graph structure in the vicinity of v to a fixed-dimensional feature vector. Such feature vectors can then be fed to a machine learning pipeline as inputs, e.g., for link prediction, graph reconstruction and node classification. The vast majority of existing approaches to HNE are immensely expensive, and, thus, are limited to small graphs. The few that do scale to large graphs, on the other hand, are based on quick-and-rough heuristics that fail to fully capture the local graph structure, leading to limited effectiveness of the extracted feature vectors. Meanwhile, in recent years there have been rapid advancements in scalable algorithms for computing approximate personalized PageRank (PPR), which captures rich graph topological information. A natural idea is: can we construct an effective embedding of a node v based on its approximate PPR values? This turns out to be challenging, due to the fact that PPR was designed for a very different purpose, i.e., ranking nodes in the graph based on their relative importance from an individual node v's perspective. In contrast, in HNE the goal is to build unified node embeddings for all nodes from a global view. Consequently, using PPR values directly as node embeddings leads to sub-optimal result effectiveness.
I. INTRODUCTION
Given a graph G = (V, E) with n nodes, a network embedding maps each node v ∈ G to a compact feature vector in R k (k n), such that the embedding vector captures the local graph features surrounding v. These embedding vectors are then used as inputs in downstream machine learning operations [1] - [3] . This paper focuses on homogeneous network embeddings (HNEs), which reflect the topology of G rather than labels associated with nodes or edges. HNE methods have been commonly applied to a plethora of graph mining tasks, including node classification [4] , link prediction [5] , and graph reconstruction [6] .
HNEs can be either learned from data or constructed from graph features. Learning-based approaches tend to be costly and difficult to scale to larger graphs. For instance, a classic method [7] is to learn node embeddings from a large number of random walk simulations. The larger the number of random walks, the better the quality of the learned embeddings. However, performing numerous random walks for each node in a large graph can be prohibitively expensive. Similarly, HNEs can be learned directly from the local graph structure through a deep neural network [8] , which is costly to train and hard to scale to large graphs. In contrast, constructing HNEs from hand-crafted graph features (e.g., obtained by factorizing a proximity matrix [9] ) can be considerably faster. Unfortunately, as we review in Section II, existing work either uses expensive features that are unscalable, or fast-and-rough ones that capture limited topological information, leading to less effective embeddings.
Is it possible to construct node embeddings efficiently and scalably that capture similarly rich topological information as in learning-based methods? This paper explores a promising idea: constructing HNEs through approximate personalized PageRank (PPR) [10] . Specifically, given a pair of nodes u, v ∈ G, the PPR value π(u, v) of v with respect to u is the probability that a random walk from u terminates at v. Therefore, PPR values can be viewed as a concise summary of an infinite number of random walk simulations, which captures extensive topological information as in random-walkbased learning methods. In fact, PPR has been applied in graph neural networks to achieve superior results compared to traditional graph convolutional networks [11] . Computing PPR values used to be rather expensive. Fortunately, in recent years the database community have developed fast and scalable approximate PPR algorithms [12] - [14] . This combination of rich information and high scalability renders PPR a particularly appealing choice for HNE construction.
Building effective node embeddings from PPR values, however, turns out to be challenging. The root cause is that PPR was designed to serve a very different purpose, i.e., ranking nodes in G based on their relative importance from a source node's perspective. In essense, PPR is a local measure. On the other hand, the goal of HNE is to concisely summarize nodes from a global viewpoint. To illustrate this critical difference, consider the example in Fig. 1 , which contains 9 nodes v 1 -v 9 . Observe that between nodes v 2 and v 4 , there are three different paths connecting the two, through v 1 , v 3 and v 5 , respectively. In contrast, there is only one path connecting nodes v 9 and v 7 . Intuitively, if we were to predict a new edge in the graph, it is more likely to be (v 2 , v 4 ) than (v 9 , v 7 ). However, as shown in Table I , in terms of PPR values, we have π(v 2 , v 4 ) < π(v 9 , v 7 ), which contradicts with the above intuition. This shows that PPR by itself is not an ideal proximity measure, at least for the task of link prediction, and an effective HNE scheme must overcome this deficiency. Motivated by this, we propose a novel Node-Reweighted PageRank (NRP) approach to HNE computation. The main idea in NRP is to augment PPR values with additional node reweighting vectors that address the deficiency of PPR described above. These node reweighting vectors are learned from data, i.e., they are obtained by iteratively solving an optimization problem. As we show in the paper, this learning process is efficient and scalable, whose cost is small compared to PPR computations. Additionally, instead of using offthe-shelf PPR alogorithms which tend to be complex, NRP employs a simple, fast and easily parallelizable solution for approximate PPR computation that is specifically designed for the purpose of HNE. Overall, it takes O (k(m + kn) log n) time and O(m + nk) space to construct NRP embeddings, where n, m are the number of nodes and edges in the input graph G, and k is the target size of the each embedding vector.
To evaluate the performance of NRP, we have conducted extensive experiments on 6 popular real datasets, and compared the NRP against 16 previous HNE solutions. The results demonstrate that NRP is clearly one of the fastest algorithms on all datasets. In particular, for a social network with 1.2 billion edges, NRP computation finishes within 4 hours on a single core of a commodity machine. Moreover, on large graphs the result quality of NRP is clearly superior to all previous scalable HNE methods by a large margin. Perhaps a bit surprisingly, even on smaller graphs, NRP consistently outperforms all previous methods in terms of result quality.
In the following, Section II reviews existing HNE solutions. Section III describes a baseline approach to HNE using approximate PPR, and Section IV presents our main proposal NRP. Section V contains an extensive empirical study. Section VI concludes the paper with directions for future work.
II. RELATED WORK
Network embedding is a hot topic in graph mining, for which there exists a large body of literature as surveyed in [15] - [17] . In what follows, we review HNE methods that are most relevant to this work. Additionally, we overview approximate PPR computation algorithms towards the end of this section.
Learning HNEs from random walks. A classic methodology for HNE computation is to learn embeddings from random walk simulations, which is inspired by the success of Word2Vec embedding in natural language processing [18] . Earlier methods in this category include DeepWalk [7] , LINE [19] , node2vec [20] and Walklets [21] . The basic idea is to learn the embedding of a node v by iteratively "pulling" the embeddings of positive context nodes (i.e., those that are on the random walks originating from v) towards that of v, and "pushing" the embeddings of negative context nodes (i.e., the nodes that are not connected to v) away from v. Subsequent proposals [22] , [23] construct a multilayer graph over the original graph G, and then perform random walks on different layers to derive more effective embeddings. Recent techniques APP [24] and VERSE [25] improve the quality of their embeddings by refining the procedures for generating and learning from random walks samples. Instead of using a predefined sampling distribution, SeedNE [26] adaptively sample negative context nodes in terms of their informativeness.
The main problem of random-walk-based HNE learning in general is their immense computational costs (proportional to the number of random walks), which can be prohibitive for large graphs. The high running time could be reduced with massively-parallel hardware, e.g., in PBG [27] , and/or with GPU systems, e.g., in Graphy [28] . Nevertheless, they still incur a high financial cost for consuming large amounts of computational resources.
Learning HNEs without random walks. HNEs can also be learned directly from the graph structure using a deep neural network, without performing random walks. Training such a deep neural network, however, also incurs very high computational overhead, especially for large graphs [25] . Notably, SDNE [8] and DNGR [29] employ multi-layer auto-encoders with a target proximity matrix to learn embeddings. GAE [30] combines the graph convolutional network [31] and autoencoder models to learn embeddings. PRUNE [32] utilizes a Siamese neural network to preserve both pointwise mutual information and global PageRank of nodes. NetRA [33] and DRNE [34] learn embeddings by feeding node sequences to a long short-term memory (LSTM) model. DVNE [35] learns a Gaussian distribution in the Wasserstein space with the deep variational model as the latent representation of each node. GA [36] applies graph attention mechanism to a closedform expectation of the limited random-walk co-occurrence matrices [7] to learn the embeddings. GraphGAN [37] and ANE [38] adopt the popular generative adversarial networks (GAN) to accurately model the vertex connectivity probability. As demonstrated in our experiments, none of these methods scale to large graphs.
Constructing HNEs through matrix factorization. Another popular methodology for HNE computation is through factorizing a proximity matrix M ∈ R n×n , where n is the number nodes in the input graph G, and each entry M[i, j] signifies the proximity between a pair of nodes v i , v j ∈ G. The main research question here is how to choose an appropriate M that (i) captures the graph topology well and (ii) is efficient to compute and factorize on large graphs. Specifically, to satisfy (i), each entry M[i, j] ∈ M should accurately reflect the proximity between nodes v i , v j via indirect connections, which can be long and complex paths. Meanwhile, to satisfy (ii) above, the computation / factorization of M should be done in memory. This means that M should either be sparse, or can be efficiently factorized without materialization. In addition, note that for a directed graph G, the notion of proximity is also directed, meaning that it is possible that
Thus, methods that rely on the property that M is symmetric are limited to undirected graphs.
Earlier factorization-based work, including [39] - [42] , directly computes M before factorizing it to obtain node embeddings. For instance, spectral embedding [39] simply outputs the top k eigenvectors of the normalized Laplacian matrix of an undirected graph G as node embeddings. This method has limited effectiveness [7] , [20] , as the Laplacian matrix only captures one-hop connectivity information for each node. To remedy this problem, one idea is to construct a higher-order proximity matrix M to capture multi-hop connectivity for each node [41] - [43] . However, such a higher-order proximity matrix M is usually no longer sparse; consequently, materializing M becomes prohibitively expensive for large graphs due to the O(n 2 ) space complexity for n nodes.
Recent work [6] , [9] , [44] construct network embeddings without materializing M. Many of these methods, however, reply on the assumption that M is symmetric; consequently, they are limited to undirected graphs as discussed above. For instance, AROPE [9] first applies an eigen-decomposition on the adjacency matrix A of an undirected graph G, and then utilizes the decomposition results to derive each node's embedding to preserve proximity information, without explicitly constructing M. Similar approaches have been adopted in [6] , [44] . In particular, RandNE [44] uses a Gaussian random projection of M directly as node embeddings without factorization to achieve high efficiency, at the cost of lower result effectiveness.
The authors of [45] prove that random-walk-based methods such as as DeepWalk, LINE and node2vec essentially perform matrix factorizations. Thus, they propose NetMF, which factorize a proximity matrix M that approximates the closed form representation of DeepWalk's implicit proximity matrix. However, NetMF requires materializing a dense M, which is infeasible for large graphs. NetSMF [46] improves the efficiency of NetMF by sparsifying M using the theory of spectral sparsification. However, NetSMF is still rather costly as it requires simulating a large number of random walks to construct M. GRA [47] iteratively fine-tunes the proximity matrix to obtain enhanced result effectiveness, at the expense of high comptuational costs. Lastly, a concurrent work STRAP [48] explicitly constructs and factorizes a PPR-based proximity matrix, which we elaborate towards the end of this section.
Other HNE methods. There also exist several techniques that generate embeddings without random walks, neural networks or matrix factorization. In particular, NetHiex [49] applies expectation maximization to learn embeddings that capture the neighborhood structure of each node, as well as the latent hierarchical taxonomy in the graph. RaRE [50] considers both the proximity and popularity of nodes, and derive embeddings by maximizing a posteriori estimation using stochastic gradient descent. GraphWave [51] represents each node's network neighborhood via a low-dimensional embedding by leveraging heat wavelet diffusion patterns, so as to capture structural roles of nodes in networks. node2hash [52] transplants the feature hashing technique for word embeddings to embed nodes in networks. A common problem with the above methods is that they do not aim to preserve proximity information between nodes; consequently, they are generally less effective for tasks such as link prediction and graph reconstruction, as we demonstrate in our experiments in Section V.
HNE and approximate Personalized PageRank. As mentioned in Section I, personalized PageRank (PPR) concisely summarizes the final states of an infinite number of random walks, which makes it an attractive option as a proximity measure for HNE construction. In fact, recent random-walkbased methods [24] , [25] involve modules akin to PPR computation. One main challenge, however, is that PPR computation itself is immensely expensive for large graphs. Fortunately, in recent years there have been much advancement in scalable algorithms for approximate PPR computation. Notably, BiPPR [53] approximates pairwise PPR by performing random walks from the source node and deterministic graph traversal backwards from the target node. HubPPR [12] further improves BiPPR on efficiency without sacrificing accuracy guarantees by constructing indexes for nodes with significant PPRs. To answer whole-graph single-source PPR queries and topk PPR queries, FORA [13] combines deterministic forward graph traversal with random walk indexes, and TopPPR [14] achieves higher efficiency than FORA for top-k PPR queries by carefully integrating random walks, deterministic forward and backward graph traversals.
A concurrent work STRAP [48] builds node embeddings by factorizing the transpose proximity matrix, defined as M = Π + Π , where Π represents the approximate PPR matrix. M is constructed by performing Backward-Push [54] from each node in the original graph and the transpose graph. One problem with STRAP is that its computational cost is inversely proportional to its error guarantee parameter δ, and setting δ to a small value (typically 1 n [13]) incurs prohibitively high costs for large graphs. Further, PPR by itself is not a suitable proximity measure for HNE, as explained in Section I. We experimentally compare with STRAP in Section V. 
Notation
Description G=(V, E) A graph G with node set V and edge set E n, m
The numbers of nodes and edges in G, respectively din(vi)
The in-degree of node vi dout(vi)
The out-degree of node vi A, D, P
The adjacency, out-degree and transition matrices of G α
The random walk decay factor k
The dimensionality of the embedding vectors X, Y
The forward and backward embeddings, respec-
The forward and backward weights for v's forward and backward embeddings, respectively
III. A BASELINE HNE SOLUTION VIA PERSONALIZED PAGERANK
This section presents Baseline, an efficient and scalable approach to HNE, which constructs node embeddings using approximate PPR as the proximity measure. Baseline is the foundation of our main proposal NRP, presented in Section IV. In what follows, Section III-A overviews Baseline and formally defines the main concepts. Section III-B presents the main contribution in Baseline: a scalable approximate PPR factorization algorithm. Table II summarizes frequent notations used throughout the paper.
A. Overview
As mentioned in Section I, given an input graph G = (V, E), the goal of HNE is to construct a size-k embedding for each node v ∈ G, where k is a user-specified per-node space budget. The input graph G can be either directed or undirected. For simplicity, in the following we assume that G is directed; for an undirected graph, we simply replace each undirected edge (u, v) with two directed ones with opposing direction, i.e., (u, v) and (v, u). Note that the capability to handle directed graphs is an advantage of our methods, compared to existing solutions that are limited to undirected graphs, e.g., [9] , [44] , [46] , [49] .
In a directed graph, each node plays two roles: as the incoming end and outgoing end of edges, respectively. These two roles can have very different semantics. For instance, in a social graph, a computer scientist might be highly interested in coffee, and, thus, follows many coffee-related nodes. On the other hand, the same person is probably better known for her work in computer science rather than her interest in coffee. This motivates building two separate embedding vectors X v and Y v for each node v, referred to as the forward and backward embeddings of v, respectively. In our solutions, we assign equal space budget (i.e., k 2 ) to X v and Y v . Baseline follows the methodology of constructing embeddings through factorizing a proximity matrix M (described in Section II), and uses PPR as the proximity measure. Specifically, the definition of PPR is based on random walks, as follows. Suppose that we start a random walk from a source node u. At each step, we terminate the walk with probability α, and continues the walk (i.e., moving on to a random outneighbor of u) with probability 1 − α. Then, for each node v ∈ G, we define its PPR value π(u, v) with respect to the source node u as the probability that the walk originating from u terminates at v.
Formally, let Π be an n×n matrix where Π[i, j] = π(v i , v j ) for the i-th node v i and j-th node v j in G, and P be the probability transition matrix of G, i.e.,
Baseline directly uses Π as the proximity matrix, i.e., M = Π. The goal is then to factorize Π into the forward and backward embeddings of nodes of the input graph G, such that for each pair of nodes u and v, we have:
Remark. Note that directly computing Π (and subsequently factorizing it into the node embeddings X and Y) is infeasible for a large graph. In particular, Π is a dense matrix that requires O(n 2 ) space for n nodes, and Eq. (1) [14] . To approximate the entire Π, we would need to invoke TopPPR for every node, which incurs time super-quadratic to n. Empirically, Ref. [14] reports that running TopPPR on a billion-edge Twitter graph (used in our experiments as well) takes about 15 seconds CPU time, for L = 500. The same graph contains over 41 million nodes, meaning that running TopPPR on each of them would cost over 19 years of CPU time, which is infeasible even for a powerful computing cluster. We address this challenge in the next subsection with a simple and effective solution.
B. Scalable Computation of Node Embeddings
Observe that our goal is to obtain the node embeddings X and Y, rather than the PPR matrix Π itself. Thus, the main idea of Baseline is to integrate the computation and factorization of Π in the same iterative algorithm. Specifically, according to Eq. (1), Π can be viewed as the weighted sum of proximity values of different orders, i.e., one-hop proxmity, two-hop proximity, etc. Therefore, instead of first computing Π and then factorizing it into node embeddings, we can instead start by factorizing the first-order proximity matrix (i.e., P) into the initial embeddings X and Y, and then iteratively refine X and Y, thereby incorporating higher-order information into them.
First, we consider a truncated version of Π as follows:
where 1 is a relative large constant (e.g., 1 = 20) . In other words, we set
In addition, αI only affects the PPR π(u, u) from each node u to itself, which has no impact on our objective in Eq. (2) since we only concern the PPR values between different nodes.
To decompose Π , observe that
where A is the adjacency matrix of G, and D is an n×n diagonal matrix where the i-th diagonal element is d out (v i ). Instead of applying exact singular value decomposition (SVD) that is very time consuming, we factorize A using the RandSVD algorithm in [55] for randomized SVD, obtaining two n × k matrices U, V and a k ×k diagonal matrix Σ given inputs A and k , such that UΣV ≈ A. In short, RandSVD reduces A to a low-dimensional space by the Gaussian random projection and then performs SVD on the low-dimensional matrix. Given a relative error threshold , RandSVD guarantees a (1+ ) error bound for spectral norm low-rank approximation. Given the output U, Σ, V from RandSVD, we set
Particularly, the following theorem establishes the accuracy guarantees of Baseline. Theorem 1. Given A, D −1 , P, k , α, 1 and relative error threshold as inputs to Algorithm 1, it returns X and Y that satisfy, for every pair of nodes
where σ k +1 is the (k + 1)-th largest singular value of A.
Proof. See our technical report [56] for the proof.
Algorithm 1: Baseline
We then use X v and Y v as the initial forward and backward embeddings, respectively, for each node v. Algorithm 1 summarizes the pseudo-code for this construction of X and Y. Next we present a concrete example. Example 1. Given input graph G in Fig. 1 and input parameters k = 2, α = 0.15, 1 = 20, we run Algorithm 1 on G. It first applies RandSVD on the adjacency matrix A ∈ R 9×9 , which produces X 1 ∈ R 9×2 and Y ∈ R 9×2 as shown in Fig. 2 .
Baseline first sets X = X 1 . Then, in each of the following iterations, the algorithm updates X to 0.85 · PX + X 1 . After repeating this process for 1 − 1 = 19 iterations, Baseline scales X by the weight α(1 − α) = 0.1275 and returns us X and Y as in Fig. 2 :
The inner product between X u and Y v approximates π(u, v). which are close to π(v 2 , v 4 ) and π(v 9 , v 7 ) in Table I respectively.
Time Complexity. By the analysis in [55] , applying RandSVD on A requires O (mk + nk 2 ) log n time, where is a constant that controls the tradeoff between the efficiency and accuracy of SVD. In addition, Lines 2, 4, and 5 in Algorithm 1 respectively run in O(mk ) time. Therefore, the overall time complexity of Algorithm 1 is O log n + 1 mk + log n nk 2 , which equals O (k(m + kn) log n) when and 1 are constants.
IV. PROPOSED NRP ALGORITHM
The Baseline algorithm presented in the previous section directly uses PPR as the proximity measure. However, as explained in Section I, PPR by itself is not suitable for our purpose since it is a local measure, in the sense that PPR values are relative with respect to the source node. Consequently, PPR values for different source nodes are essentially incomparable, which is the root cause of the counter-intuitive observation in the example of Fig. 1 and Table I. In the proposed algorithm NRP, we address the deficiency of PPR through a technique that we call node re-weighting. Specifically, for any two nodes u and v, we aim to find forward and backward embeddings such that:
where π(u, v) is the PPR value of v with respect to node u as source, − → w u and ← − w v are weights assigned to u and v, respectively. In other words, we let X u Y v preserve a scaled version of π(u, v). The goal of NRP is then to find approximate node weights so that Eq. (4) properly expresses the proximity between nodes u and v. In NRP, the node weights are learned from data through an efficient optimization algorithm, described later in this section.
In the following, Section IV-A explains the choice of node weights in NRP. Sections IV-B and IV-C elaborate on the computation of node weights. Section IV-D summarizes the complete NRP algorithm.
A. Choice of Node Weights
As discussed before, the problem of PPR as a proximity measure is that it is a relative measure with respect to the source node. In particular, the PPR value does not take into account the number of out-going and in-coming edges that each node has. To address this issue, NRP assigns to each node u a forward weight − → w u and a backward weight ← − w u , and uses − → w u · π(u, v) · ← − w v instead of π(u, v) to gauge the strength of connection from u to v, as in Eq. (4). To compensate for the lack of node degree information in PPR values, we choose the forward and backward weights such that
In other words, for any nodes u, v ∈ G, we aim to ensure that (i) the "total strength" of connections from u to other nodes is roughly equal to the out-degree d out (u) of u, and (ii) the total strength of connection from other nodes to v is roughly to equal the in-degree d in (v) of v. The rationale is that if u has a large out-degree, then it is more likely to be connected to other nodes, and hence, the proximity from u to other nodes should be scaled up accordingly. The case for a node v with a large in-degree is similar. In Section V, we empirically show that this scaling approach significantly improves the effectiveness of our embeddings for not just link prediction but also other important graph analysis task such as graph reconstruction.
B. Learning Node Weights
Given the output X and Y of Baseline (Algorithm 1), we use X v Y v as an approximation of π(u, v) for any two different nodes u and v. Based on this, we formulate an objective function O for tuning node weights according to Eq. (5):
To explain, recall that we use − → w u X u Y v ← − w v to quantify the strength of connection from u to v, and hence, for any fixed u
w v measures the total strength of connections from u to other nodes (resp. from other nodes to v). Therefore, by minimizing O, we aim to ensure that the total strength of connections starting from (resp. ending at) each node u is close to u's out-degree (resp. in-degree), subject to a regularization term λ u ( − → w u 2 + ← − w u 2 ). In addition, we require that − → w u , ← − w u ≥ 1 n for all nodes u to avoid negative node weights.
We derive an approximate solution for Eq. (6) using coordinate descent [57] : We start with an initial solution − → w v = d out (v) and ← − w v = 1 for each node v, and then iteratively update each weight based on the other 2n − 1 weights. In particular, for any node v * , the formula for updating ← − w v * is derived by taking the partial derivative of the objective function in Eq. (6) with respect to ← − w v * :
We identify the value of ← − w v * that renders the above partial derivative zero, i.e., ∂O
w v * is smaller than 1 n , then we set it to 1 n instead to avoid negativity. This leads to the following formula for updating backward weight
The formula for updating − → w u * is similar and included in our technical report [56] for brevity. By Eq. (8), each update of ← − w v * requires computing a 1 , a 2 , a 3 , b 1 and b 2 . Towards this end, a straightforward approach is to compute these variables directly based on their definitions in Eq. (7) . This, however, leads to tremendous overheads. In particular, computing a 1 , a 2 , and b 2 requires a linear scan of X u for each node u, which requires O(nk ) time.
, which leads to a total overhead of O(n 3 k 2 ) for updating all ← − w v * once. Apparently, this overhead is prohibitive for large graphs. To address this deficiency, in Section IV-C, we present a solution that reduces the overhead to O(nk 2 )
instead of O(n 3 k 2 ).
C. Accelerating Weight Updates
We observe that the updates of different node weights share a large amount of common computation. For example, for any node v * , deriving a 1 always requires computing u d out (u) − → w u X u . Intuitively, if we are able to reuse the result of such common computation for different nodes, then the overheads of our coordinate descent algorithm could be significantly reduced. In what follows, we elaborate how we exploit this idea to accelerate the derivation of a 1 , a 2 , a 3 , b 1 , and b 2 .
Computation of a 1 , a 2 , b 2 . By the definitions of a 1 , a 2 , b 2 in Eq. (7),
Eq. (9) indicates that the a 1 values of all nodes v * ∈ V share a common ξ, while a 2 and b 2 of each node v * have χ in common. Observe that both ξ and χ are independent of any backward weight. Motivated by this, we propose to first compute ξ ∈ R 1×k and χ ∈ R 1×k , which takes O(nk ) time.
After that, we can easily derive a 1 , a 2 , and b 2 for any node with precomputed ξ and χ. In that case, each update of a 1 , a 2 , and b 2 takes only O(k ) time, due to Eq. (9) . This leads to O(nk ) (instead of O(n 2 k )) total computation time of a 1 , a 2 , and b 2 for all nodes. Computation of a 3 . Note that
which can be rewritten as:
and
Observe that Λ is independent of any backward weight. Thus, it can be computed once and reused in the computation of a 3 for all nodes. Meanwhile, both ρ 1 and ρ 2 are dependent on all of the backward weights, and hence, cannot be directly reused if we are to update each backward weight in turn. However, we note that ρ 1 and ρ 2 can be incrementally updated after the change of any single backward weight. Specifically, suppose that we have computed ρ 1 and ρ 2 based on Eq. (10), and then we change the backward weight of v * from ← − w v * as ← − w v * . In that case, we can update ρ 1 and ρ 2 as:
Each of such updates takes only O(k ) time, since
The initial values of ρ 1 and ρ 2 can be computed in O(nk ) time based on Eq. (10), while Λ can be calculated in O(nk 2 ) time. Given Λ, ρ 1 , and ρ 2 , we can compute a 3 for any node v * in O(k 2 ) time based on Eq. (10). Therefore, the total time required for computing a 3 for all nodes is O(nk 2 ), which is an significant reduction from the O(n 3 k 2 ) time required by the naive solution described in Section IV-B. Approximation of b 1 . We observe that the value of b 1 is insignificant compared to b 2 . Thus, we propose to approximate its value instead of deriving it exactly, so as to reduce computation cost. By the inequality of arithmetic and geometric means, we have:
Let φ be a length-k vector where the r-th
We compute φ in O(nk ) time, and then, based on Eq. (12), we approximate b 1 for each node in O(k ) time with Compute a1, a2, a3, b1, b2 by Eq. (9), (10) , and (14); Therefore, the total cost for approximating b 1 for all nodes is O(nk ).
Summary. As a summary, Algorithm 2 presents the pseudocode of our method for updating the backward weight of each node. The algorithm first computes ξ, χ, ρ 1 , ρ 2 , Λ, φ in O(nk 2 ) time (Lines 1-3). After that, it examines each node's backward weight in random order, and computes a 1 , a 2 , a 3 , b 1 , b 2 by Eq. (9), (10), and (14) , which takes O k 2 time per node (Line 5). Given a 1 , a 2 , a 3 , b 1 , b 2 , the algorithm updates the backward weight examined, and then updates ρ 1 and ρ 2 in O(k ) time (Lines 7-9). The total time complexity of Algorithm 2 is O(nk 2 ), which is significantly better than the O(n 3 k 2 )-time method in Section IV-B. We illustrate Algorithm 2 with an example.
Example 2. Suppose that we invoke Algorithm 2 given graph G in Fig. 1 , k = 2, X and Y from Example 1, and the following ← − w and − → w : 1, 1, 1, 1, 1, 1, 1, 1] , − → w = [2, 3, 2, 3, 3, 2, 2, 2, 1] .
The algorithm first computes ξ, χ, ρ 1 , ρ 2 , Λ and φ according to Eq. (9), (10), and (13). Fig. 3 shows the results.
Then, we update each backward weight in a random order with the above precomputed values. Let's pick ← − w v1 for the first update. According to Eq. (9), (10) and (14), we do not need to perform summations over all 9 nodes as in Eq. (7) but some multiplications between a 2 × 2 matrix and a length-2 vector, as well as inner products between length-2 vectors, Algorithm 3: NRP Input: Graph G, embedding dimensionality k, thresholds 1, 2, random walk decay factor α and error threshold Output: Embedding matrices X and Y.
10 return X, Y;
yielding the following results fast:
Let λ = 0. The backward weight for v 1 is updated as ← − w v1 = max 1 9 , a1+a2−a3 b1+b2 = 0.5752, and then ρ 1 and ρ 2 are updated accordingly with the updated ← − w v1 based on Eq. (11) before proceeding to the next backward weight.
Remark. The forward weights − → w v * can be learned using an algorithm very similar to Algorithm 2, with the same space and time complexities. For brevity, we include the details in our technical report [56] .
D. Complete NRP Algorithm and Analysis
Algorithm 3 presents the pseudo-code for constructing embeddings with NRP. Given a graph G, embedding dimensionality k, random walk decay factor α, thresholds 1 , 2 and relative error threshold , it first generates the initial embedding matrices X and Y using Algorithm 1 (Lines 1-2, see Section III-B for details). After that, it initializes the forward and backward weights for each node (Lines 3-4) and then applies coordinate descent to refine the weights (Lines 5-7). In particular, in each epoch of the coordinate descent, it first invokes Algorithm 2 to update each backward weight once (Line 6), and then applies a similar algorithm to update each forward weight once (Line 7, see Algorithm updateFwdWeights in our technical report [56] ). The total number of epochs is controlled by 2 , which we set to O(log n) for efficiency. After the coordinate descent terminates, NRP multiplies the forward (resp. backward) embedding of each node by its forward (resp. backward) weight to obtain the final embeddings (Lines 8-9). Comparison with concurrent work [48] . STRAP, which is concurrent to this work, uses a different algorithm for approximate PPR computation and (subsequently) factorization, and it does not apply re-weighting to adjust the embedding of each node. The space and time complexities of STRAP are O( n δ ) and O( m δ + nk 2 ), respectively, where δ is the error threshold for PPR values. In the literature of approximate PPR processing (e.g., in [13] , [14] ), δ is commonly set to 1 n , which would lead to prohibitively high space (i.e., O(n 2 )) and time (O(mn + nk 2 )) complexities, respectively. Instead, in [48] , STRAP fixes δ to a constant 10 −5 , in order to handle large graphs. Even so, STRAP is still far more expensive than the proposed solution NRP, as we demonstrate in the experiments in the next section.
V. EXPERIMENTS

A. Experimental Settings
Datasets. We experiment with five real networks used in previous work [6] , [20] , [25] and a billion-scale network Twitter [58] , whose statistics are listed in Table III . For datasets Wiki, BlogCatalog, Youtube, and Orkut, we use the node labels suggested in previous work [7] , [20] , [25] . For TWeibo, we collect its node tags from [59] and only keep the top 100 tags in the network, following the practice in [25] . Competitors. We evaluate NRP against sixteen existing methods, including three classic methods (i.e., DeepWalk, node2vec, and LINE) and thirteen recent methods, many of which have not been compared against each other in previous work. To our knowledge, we are the first to systematically evaluate such a large number of existing network embedding GraphWave [51] .
Note that AROPE, RandNE, NetHiex, GraphWave and NetSMF require the input graph to be undirected. In addition, we also include two extra baselines: Baseline (i.e., Algorithm 1) and TopPPR-R, which is a modified version of NRP that uses TopPPR [14] instead of Baseline for PPR computation.
Parameter Settings. We obtain the source code of all competing methods from their authors, except that STRAP is implemented by ourselves. We run all competing methods with the default parameter settings suggested by their respective authors. For NRP, we set 1 = 20, 2 = 10, α = 0.15, = 0.2, and λ = 10. We use the same values for 1 , α and in Baseline, and we run TopPPR-R with parameters ρ = 0.9, α = 0.15, L = 1000 and the same 2 and λ. Unless otherwise specified, we set the embedding dimensionality k of each method to 128. All experiments are conducted using a single thread on a Linux machine powered by an Intel Xeon(R) E5-2650 v2@2.60GHz CPU and 64GB RAM. Note that we exclude a method if it cannot report results within 7 days. In addition, AROPE, RandNE, NetHiex, GraphWave and NetSMF are not shown in the results on Wiki, TWeibo, and Twitter, since they cannot handle directed graphs.
B. Experimental Results
In this section, we evaluate each method on three graph analysis tasks: link prediction, graph reconstruction, and node classification. We also study the efficiency of all methods.
Link Prediction. Link prediction aims to predict which node pairs are likely to form edges. Following previous work [9] , we first remove 30% randomly selected edges from the input graph G, and then construct embeddings on the modified graph G . After that, we form a testing set E test consisting of (i) the node pairs corresponding to the 30% removed edges, and (ii) an equal number of node pairs that are not connected by any edge in G. Note that on directed graphs, each node pair (u, v) is ordered, i.e., we aim to predict whether there is a directed edge from u to v.
Given a method's embeddings, we compute a score for each node pair (u, v) in the testing set based on embedding vectors of u and v, and then evaluate the method's performance by the Area Under Curve (AUC) of the computed scores. Following previous work, for AROPE, RandNE, NetHiex, and NetSMF, the score for (u, v) is computed as the inner product u and v's embedding vectors; for NRP, Baseline, TopPPR-R, APP, GA, and STRAP, the score equals the inner product of u's forward vector and v's backward vector. For RaRE, we apply the probability function described in [50] for computing the score for (u, v). For DeepWalk, LINE, node2vec, DRNE, GraphGAN, and GraphWave, we use the edge features approach [49]: (i) for each node pair (u, v) in G, concatenate u's and v's embeddings into a length-2k vector; (ii) sample a training set of node pairs E train (with same size as E test ), such that half of the node pairs are from G and the other half are node pairs not connected in G; (iii) feed the length-2k vectors of node pairs in E train into a logistic regression classifier; (iv) then use the classifier to obtain the scores of node pairs in E test for link prediction. For VERSE and PBG, the inner product approach only works for undirected graphs, since VERSE and PBG generate only one embedding vector per node, due to which the inner product approach cannot differentiate (u, v) from (v, u). Therefore, on directed graphs, we also employ the edge features approach for VERSE and PBG. Fig. 4 shows AUC of each method when k varies from 16 to 256. NRP considerably outperforms all competitors in all cases. We also observe that NRP consistently outperforms Baseline on all datasets, which confirms our analysis of the PPR deficiency for link prediction in Section I. TopPPR-R is inferior to NRP, as it only retains the top-1000 PPR values for each node, which is insufficient to preserve the proximity information in the input graph. Neither STRAP nor TopPPR-R is able to handle the large graphs (i.e., Youtube, TWeibo, Orkut and Twitter), since both of them require explicitly constructing a large PPR matrix, which incurs significant costs in terms of space and time. Graph Reconstruction. Following previous work, for this task, we (i) take a set S of node pairs from the input graph G, (ii) compute the score of each pair using the same approach as in link prediction, and then (iii) examine the top-K node pairs to identify the fraction of them that correspond to the edges in G. This fraction is referred to as the precision@K of the method considered. On Wiki and BlogCatalog, we let S be the set of all possible node pairs; Meanwhile, on Youtube and TWeibo, following previous work [9] , [44] , we construct S by taking a 1% sample of the n 2 possible pairs of nodes.
We exclude the results on Orkut and Twitter since 1% of all the possible node pairs from these two graphs are excessively large. Fig. 5 shows the results of all methods, varying K from 10 to 10 6 . For readability, we plot the results on each dataset in two sub-figures vertically, each of which compares NRP against a subset of the other methods. Again, observe that NRP dominates all other methods in all cases, which demonstrates that it accurately captures the structural information of input graph.
Node Classification. Node classification aims to predict each node's label(s) based on its embeddings. Following previous work [25] , we first construct network embeddings from the input graph G, and use the embeddings and labels of a random subset of the nodes to train a one-vs-all logistic regression classifier, after which we test the classifier with the embeddings and labels of the remaining nodes. In particular, for NRP, Baseline, TopPPR-R, APP, GA, and STRAP, we first normalize the forward and backward vectors, respectively, of each node v, and then concatenate them as the feature representation of v before feeding it to the classifier. Note that the embeddings produced by NRP are weighted versions of that produced by Baseline, and hence, they would have the same feature representation for each node v after the normalization. Fig. 6 shows the Micro-F1 score achieved by each method when the percentage of nodes used for training varies from 0.1 to 0.9. (The results for Macro-F1 are qualitatively similar and thus omitted.) Observe that NRP and Baseline have the same Micro-F1 score, and both of them consistently outperform all competing methods on all datasets, specifically by a large margin of at least 3% on both Wiki and Youtube, and by a margin of 1% on TWeibo. On BlogCatalog, NRP, Baseline, NetHiex, and VERSE all achieve similar performance, which are far better than the remaining methods.
Efficiency. Fig. 7 plots the time required by each method to construct embeddings, when k is varied from 16 to 256. Note that the Y-axis is in log-scale, and that the reported time excludes the overheads for loading datasets and outputting embeddings. We also omit any method with processing time exceeding 7 days. For a fair comparison, all methods are ran with a single thread. Observe that on undirected graphs (i.e., BlogCatalog, Youtube and Orkut), NRP is slightly slower than RandNE, AROPE, and Baseline, but is more than 2 orders of magnitude faster than all other methods. We note that RandNE and AROPE are both significantly outperformed by NRP in terms of the accuracy of graph analysis, as reported in Fig. 4, 5 , and 6. This demonstrates that NRP achieves a significantly better trade-off between efficiency and effectiveness than RandNE and AROPE do. Furthermore, neither RandNE nor AROPE is able to handle directed graphs, due to which they are omitted in Fig. 7 (a), 7(d) and 7(f). Meanwhile, our methods, NRP and Baseline, are the only techniques that are capable of efficiently handling Twitter, which is a massive directed graph with 41.6 million nodes and 1.2 billion edges.
VI. CONCLUSION
This paper presents NRP, a novel and efficient approach for homogeneous network embedding. NRP constructs embedding vectors based on personalized PageRank and reweights each node's embedding vectors based on an objective function concerning the degree of each node. We show that NRP runs in time almost linear to the size of the input graph, and that it requires less than four hours to process a graph with 1.2 billion edges. Extensive experiments on real data also demonstrate that NRP considerably outperforms the state of the arts in terms of the accuracy on node classification, link prediction, and graph reconstruction tasks. As for future work, we plan to study how to extend NRP to handle attributed graphs.
