ABSTRACT
INTRODUCTION
Virtual screening (VS) is usually described as a cascade of filter approaches to narrow down a set of compounds to be tested for biological activity against the intended drug target. Starting * to whom correspondence should be addressed with a fast evaluation of the drug-likeness of compounds, VS is often followed by ligand-based approaches and/or structure-based approaches if the target structure is available [Muegge, 2008] . In structure-based approaches, dockings of molecules onto threedimensional structure of receptor are made. The improvement of docking algorithms allows to generate ligand conformations similar to crystallographically determined protein/ligand complex structures in most cases. However, scoring functions were less successful at distinguishing the crystallographic conformation from the set of docked poses [Warren et al., 2006] . Improvement of scoring functions remains significant challenge in the application of structure-based VS. However, de-selection of inappropriate compounds is more easily achieved than selection by current scoring schemes. This negative selection is sufficient to reduce the initial large compound database to a shortlist of preferred candidates, but the relative ranking of elements belonging to these shortlist cannot be done using previous criteria. It is a rather common practise to subject a "reasonably" small number of pre-selected candidates to visual inspection [Kitchen et al., 2004] . This last step is very tedious when the filters used are not restrictive enough. It is dependent on a human interpretation, and user's experience in the field. Such a visual inspection can only be applied to a data sample of perhaps 300 to 500 compounds [Alvarez and Shoichet, 2005] , but it remains very subjective and time consuming. When the number of molecules is very important (more than 500 compounds, where the filters used are not restrictive enough) visual inspection of the complexes is out of question. Accordingly, a reliable filtering has to be performed at the previous steps. This paper demonstrates that it is possible to cluster potentially active molecules using mathematical vectors describing interactions between compounds and target. Data are clustered using Kohonen Self-Organising Map (SOM) [Kohonen, 2001] . This artificial neural network can map high-dimensional data onto a low-dimensional grid such that similar data elements are placed close together. Of particular interest is the method developed by Renner et al. [Renner et al., 2008] . This method is based on a consensus docking scoring using interaction fingerprints comparison and triplet ranking. A SOM analysis of the distribution of docking poses is proposed but not goes any further towards an unsupervised SOM cluster analysis. The hierarchical clustering of the SOM proposed here bypasses the problem of alternate binding mode identification.
Furthermore, the current article describes the possibility to overcome the problem of scoring function using a statistical analysis of different poses of docking of a same compound onto the target. Iterative learning of the data may neutralise the statistical noise produced by this analysis. We implement this method in a software called AuPosSOM (Automatic analysis of Poses using SOM). We use for this new software a recent method to perform unsupervised SOM cluster analysis, determine cluster confidence and process result visualisation as a tree [Samsonova et al., 2006] . Thus, molecules are clustered according to their binding mode to the macromolecular target. Active compounds and potentially active compounds are then clustered in the same group as their way to explore the macromolecular surface is homologous. AuPosSOM is a flexible tool that can be integrated into strategies for virtual screening currently employed.
APPROACH
The goal of VS is to select a small number of potential binders to the receptor of interest from a large source library. Database docking is an approach to solve the problem of identifying compounds in a database of small organic compounds that display favourable interactions (hydrogen-bonds, hydrophobic contacts, electrostatic interactions) to the target binding site. A docking program is composed of two elements : an algorithm that explore the conformational space of the small molecule within the binding site and a scoring function that estimate the relative binding energy. This function calculates a crude measure of binding-affinity. An ideal scoring function must be able to find out the most favourable docking solutions (called poses) for active molecules in accordance with experimental results (e.g. X-ray structures) and should be able to separate active compounds from inactive ones. Classical approaches use scoring function in order to discriminate between active compounds and inactive ones. It has been demonstrated that combining multiple scoring functions (consensus scoring) improves the enrichment of true positives [Yang et al., 2005] . However, recent validation studies have highlighted the poor performance of currently used scoring functions in estimating binding affinity and hence in ranking large datasets of docked ligands [Waszkowycz, 2008] . Energy functions need to be fairly 'soft' so that ligands are not heavily penalised for small errors in the binding geometry. Thus, non-active compounds can obtain a good rank with scoring function but can be excluded using position descriptors. Another way to classify active molecules and inactive ones is to compare poses between all molecules of the screened database. The process we have developed is shown in figure 1 . The ensemble of active compounds -K compounds (Known) -is defined as K. The ensemble of database compounds with unknown activity -U compounds -is defined as U. For each molecule, an interleaved mean vector is calculated. This vector results from two mean vectors describing hydrogen-bonds and hydrophobic contacts involved in protein-molecule interactions. If n docking poses were calculated for each molecule, these vectors describe mean interactions for these n poses. Cardinality of each vector is equal to the number of aminoacids in the protein. A subensemble of vectors, composed of all vectors describing known ligands and a random set of i (i ∈ [0, a] , where a = card(U)) vectors from the database, is used for training the SOM. SOM for the Kohonen neural network and TreeSOM Mapping of data on a trained SOM is called calibration. Each vector is assigned to the SOM's node that is most similar to it, so that some nodes may get many data elements, and others none at all. Cluster-discovery procedure define clusters as groups of nodes with short distances between them and long distances to the other nodes for a given distance threshold. Python TreeSOM implementation automatically find the best threshold corresponding to the best clustering. For the best clustering, distances between vectors in the same group are minimised and distances to the data in other groups are maximised. AuPosSOM program is able to represent SOM as a tree in Newick file format. At each threshold in the clustering series one or more clusters are split into several subclusters that are represented as a node in the tree. The resultant tree allows a classification of the molecules docked according to their similarity of contacts. Molecules which are clustered with active ones (K molecules) should be probably active too. The best group containing the maximum number of known ligands (K) and minimum number of molecule with unknown activities (U) is found by scanning all the tree, from leaves to root, to calculate for each group sensitivity and specificity. For a given ensemble E, sensitivity (Se) is defined as the number of K compounds which belong to E divided by the total number of truly active compounds (number of true positive and false negative). If K is the ensemble of truly active compounds:
Specificity (Sp) is the number of truly inactive compounds which not belong to the ensemble E divided by the total number of molecules with unknown activities. If U is the ensemble of molecules with unknown activities:
If Se is plotted against 1 − Sp a plot that curves above the diagonal rising from the origin to the upper right corner is obtained. This plot is known as a "Receiver Operating Characteristic" curve, or ROC curve [Triballeau et al., 2005] . On such a graph, a random classification of the compounds would be represented by a diagonal rising from the origin to the upper right corner, whereas a test capable of detecting the correct signal would have a ROC plot that curves above that diagonal. This curve can be used for finding a consensus group with maximum sensitivity and specificity. The best group is the one with the smallest γ, where γ is the norm of the vector between (0, 1) point and a ROC curve point :
γ is equal to the euclidean distance between the characteristics of an ideal test with sensibility and specificity equal to 1 and the given test studied. While i value is less than card(U), i value is incremented by step (see figure 1 ). The subensemble of vectors obtained is used for training a new random SOM. The resulting SOM is then used for clustering all vectors and the group with minimal γ value is found. The Se and Sp values calculated for the best group for each iteration are then plotted in a new ROC curve (ROC plot in figure 1). A γ coefficient can be calculated for each point of the ROC diagram obtained. The best subensemble of vectors used for training the SOM is defined as the subensemble corresponding to the ROC point with minimal γ value.
METHODS

Dataset
AuPosSOM program was tested with three different models: (1) HIV-1 protease, (2) HIV-1 reverse transcriptase and (3) human thrombin. For each model, known ligands were used in order to test the ability of AuPosSOM program to discriminate known inhibitors of an enzyme from randomly chosen molecules (decoys). Decoys came from a subdatabase of 1108 molecules built from the French National Chemical Library (http://chimiotheque-nationale.enscm.fr). Known ligands with lowest possible pairwise ligand similarity (as measured by pairwise Tanimoto index values) were extracted from the binding database [Liu et al., 2007] . 22, 14 and 20 known ligands were used for HIV-1 protease, HIV-1 reverse transcriptase and human thrombin, respectively. For HIV-1 reverse transcriptase model, Non-Nucleoside Reverse Transcriptase Inhibitors (NNRTI) were used. For each model ligands lists were built with the respective known ligands and the 1108 decoys.
Docking procedure
The AutoDock 4.0 package was used for docking simulation [Morris et al., 1998 , Huey et al., 2007 [Chang et al., 2007] , 1uwb [Wang et al., 2005] and 1afe [Schafferhans and Klebe, 2001] for HIV-1 protease, HIV-1 reverse transcriptase and thrombin respectively. The ligand and crystallographic waters were removed. Polar hydrogens were added. Receptors were prepared with python AutoDockTools scripts. Polar hydrogens were added to small molecules and energy minimisation was computed using PRODRG [Schüttelkopf and van Aalten, 2004] . 
Contacts analysis
Neural network analysis With vectors described in contacts
analysis section, we used a Euclidean SOM, trained in two phases with the following parameters: map size 5 × 4, exponential decrease of learning rate and radius; phase 1: starting learning rate 0.2, starting radius 6, 1000 iterations; phase 2: starting learning rate 0.02, starting radius 3, 10,000 iterations. Such training length ensured that cluster tree topology remained unchanged with any additional training. Consensus trees were made with different map sizes in order to test cluster confidence. A map size of 20 neurons gives confident clusters. As shown by Samsonova et al., smaller SOMs tend to yield more confident clusters. We further test that the tree resulting from a randomly initialised map is not dependent on the order of the data elements. Furthermore, the fact to tag molecules as known or not does not influence in anyway SOM analysis, but these data are just used for plotting ROC curves. AuPosSOM distribution includes new python implementations of Kohonen SOM and unsupervised clustering.
k-means clustering
In order to compare SOM algorithm with another clustering method, a python implementation of k-means calculation has been made and included in the AuPosSOM software. The algorithm proceeds by alternating between two steps: (1) assignment step: assign each vector to the cluster with the closest mean (centroid), (2) update step: calculate the new means (centroids) of the vectors in the cluster. To initialise the process, k initial centroids are randomly chosen from the dataset. In addition, the UPGMA (Unweighted Pair Group Method with Arithmetic mean) algorithm has been written to transform the pairwise distance matrix between clusters into a rooted tree for the results visualisation.
RESULTS
The ROC plot provides not only a way to fine-tune the parameters of virtual screening processes but also allows a direct comparison of different virtual screening workflows [Triballeau et al., 2005] : the closer a curve comes to the upper-left corner of the graph, the better the screening process is. Find out minimal γ factor described in equation 3 is a way to find out the closest point to the upper-left corner of the graph. Consequently, this minimal γ is a quantification of the performance of the test. The smaller γ factor is, the better the test is at isolating signal from background noise. Another way to measure the overall performance of the computer test is to calculate the area under the curve (AUC). This calculation is possible for simple tests (e.g. using score-filter) but is much more difficult for ROC plot resulting from neural network analysis. ROC plot obtained from neural network analysis of poses and from different scoring threshold are given in figure 2 and 3 respectively. The first observation to be made from these two figures is that the ROC curves remain above the diagonal representing a random distribution. The ROC curve derived from neural network analysis is plotted according to the workflow described in approach and method sections. Points of the curve result from different training sets used for training the map. Training sets are subensemble of vectors defined as L containing all vectors of the ensemble K and a random set of vectors of the ensemble U (each element of the different ensembles is a vector describing corresponding compound). Effect of enrichment of the training set L is shown in figures 2A and B. Figure 2A reports the overall result of the screening process with different sets of training vectors; for each set the number of vectors is less than 25% of the total ensemble of vectors. Effect of enrichment of the number of training vectors is shown in figure 2B . The increase of the number of vectors in the training set yields less dispersion in the ROC plot. When the number of training vectors is too small the effect due to the addition of new randomly chosen vectors is important leading to outliers in figure 2A . All true positive compounds are detected (Se = 1) with a small proportion of false positives (1 − Sp = 0.10). The point with the smallest γ value is not this most sensible point but a point with a sensibility of 0.95 and a background noise (1 − Sp value) of 0.09 (see table 1 ). Score analysis of the docking is not able to find out all active compounds. This is due to a bad estimation of the ligand binding energies for two ligands. This problem is overcome by the contact analysis approach developed. However, the point with the smallest γ value shows a sensibility of 0.91 and a background noise of 0.18 (table 1). The ROC plot obtained with AutoDock 4.0 scoring function with 22 known ligands is in accordance with the result obtained by Chang et al. [Chang et al., 2007] with 11 known ligands. ROC analysis for two other models (figure 4) -HIV-1 reverse transcriptase and human thrombin -shows that contact clustering gives more sensible and more specific results than score analysis provided by AutoDock 4.0 software. However, results obtained with human thrombin show no significant amelioration. For reverse transcriptase, score analysis is not able to discriminate active compounds. This is either due to a bad estimation of protein ligand binding energy or incorrect poses conformation. Surprisingly, contact clustering analysis is able to find out 10 active compounds among 14 (71%). Therefore, AutoDock 4.0 is able to generate good conformations for HIV-1 reverse transcriptase inhibitors. For all models tested so far, AuPosSOM analysis yields more sensible table 1 ) for contact analysis processes. Unrooted tree representation of contact footprints clustering for protease screening experiment with the biggest sensibility (Se = 1) and the smallest background noise (1−Sp = 0.1) is given in figure 5 . E is the ensemble with the smallest γ value (see equation 3). A leave is defined as a subensemble of elements (compounds of the database screened) belonging to K or U. A tree is composed of three different leaves: (1) leaves composed of U elements exclusively, notated as {U } U ∈U , (2) leaves composed of K elements exclusively, notated as {K} K∈K and, (3) leaves composed of K elements and U elements, notated as {K} K∈K ∪ {U } U ∈U . Branch length is proportional to divergence of contacts made by molecules belonging to the different leaves. The first observation to be made from this tree is that the ensemble E is isolated from the rest of the tree (U \ E ensemble). This means that the Kohonen neural network found that compounds which belong to E interact with their target with distinct contact patterns. Thus, active compounds can be isolated from inactive ones using only mean protein contact footprints. This result demonstrates the existence of a contact-activity relationship (CAR). Furthermore, this CAR can be employed as a new virtual screening process. A comparison between the SOM clustering and a baseline clustering method such as k-means has been done for the three models. Due to a random initialisation for both SOM and k-means clusterings, different results can be obtained with the same set of parameters. Furthermore, the k value or the map size influences the results. ROC calculations were performed ten times, with k variations (k = {2, ..., 30}) for k-means method or map size variations
The performance of the SOM network is higher for the HIV-1 protease model (figure 6): SOM clustering method yields more sensible results (Se = 1.00) than a simpler method such as k-means (Se = 0.82). SOM clustering method leads to less dispersion for sensibility and specificity than k-means algorithm. According to γ values (see table 1), no significant amelioration is brought by the SOM clustering for HIV-1 reverse transcriptase and human thrombin in comparison with the k-means method. However, the ROC plots obtained for HIV-1 reverse transcriptase and human thrombin (see figure S1 and S2 in Supplementary Material) show less dispersion for SOM clustering. To understand these results, dispersion of the input data has been studied. Shannon's entropy has been calculated (see Supplementary Material) for all the vectors for the three models and results reported in a histogram (see figure S3 in Supplementary Material). The dispersion calculated for protease data (ρ = 0.84; σ = 0.04, defined in Supplementary Material) is more important than the dispersion of the data for reverse transcriptase (ρ = 0.93; σ = 0.02) and thrombin (ρ = 0.93; σ = 0.01).ρ value gives the mean dispersion within the vectors. σ value gives the mean dispersion between vectors. As the level of dispersion in the data increases, the performance advantage of the SOM network relative to the k-means clustering method increases to a dominant level.
In addition, important structural informations are found in this analysis of atomic interactions. Contact clustering allows identification of key residues implicated in ligand binding. These residues can be mapped onto the target structure. For example, with the HIV-1 protease (figure 7), a clear relationship is found between footprints of the ensemble E and amino acids thought to be essential to the interaction of antiproteases. Major point mutations associated with resistance to protease inhibitors [Johnson et al., 2005] and located in the binding site correlates with the contact pattern characteristic of compounds found to be active by the automatic contact analysis. Only one amino acid, namely Ala-28, is found to make essential interaction without point mutation at this position. Interestingly, Ala-28 is highly conserved and important for the structuration of HIV-1 protease. This amino acid can be exploited to design resistance-evading drugs [Wang and Kollman, 2001] . AuPosSOM analysis can be performed with docking results given by other docking programs. This strategy has been employed for a virtual screening process to search new β-TrCP inhibitors with a docking protocol described by Evrard-Todeschi et al. [EvrardTodeschi et al., 2008] using the Surflex-Dock 2.0 program [Jain, 2003] Surflex-Dock yields more specific results than Surflex-Dock scoring (see docking procedure and figure S4 in Supplementary Material).
DISCUSSION
Incorrect estimation of ligand-protein free energy of binding leads to the apparition of false negative and even false positive compounds in score based virtual screening process. Chang et al. [Chang et al., 2008] observed that incorrect lowest energy conformations will be found in ∼ 1% of docking experiments and the correct conformation will be found in 25-100% of the experiments. Thus, a simple procedure that chooses the conformation of best energy from a set of multiple docking experiments will yield an incorrect conformation. are represented in the resulting vector by a higher figure than the other ones. As the frequency of finding a given conformation is providing information on the energy landscape of binding, and that a high frequency is a measure of favourable entropy in the binding process [Chang et al., 2008] , our statistical analysis of poses takes into account the vibrational entropy factor. Fig. 7 . HIV-1 protease structure. Left monomer shows contact footprints characteristic of the ensemble E. Grayscale gradient indicates contact frequency. Right monomer highlights point mutations associated with HIV-1 protease resistance to inhibitor [Johnson et al., 2005] .
TreeSOM algorithm developed by Samsonova et al. [Samsonova et al., 2006] is an unsupervised method for cluster analysis and confidence testing for SOMs. This process allows to find reliable clusters. Interestingly, learning samples influence final clustering. Iteration over learning samples coupled with ROC plot, allows to find out the most appropriate dataset to solve classification problem between active compounds and inactive ones. However, default learning with all vectors gives good results for the three models tested. Furthermore, active compounds are isolated from the other leaves of the tree without taking into account experimental data such as key residues or activities. Thus, good classification can be obtained from default run without plotting ROC curves. k-means clustering (implemented in AuPosSOM) could give interesting results when input data are less dispersed. Compared with k-means clustering, SOM clustering is more efficient when input data are dispersed (e.g. for the protease dataset) [Mangiameli et al., 1996] . Furthermore, the performance of the SOM network is shown to be robust across a wide range of data imperfection inherent to outlier poses proposed by the docking software. This advantage is explained by the iterative learning of the Kohonen map which may neutralise the noise produced by incorrect poses of docking. Moreover, SOM network is less sensitive to its set of parameters, and cluster results are therefore more repeatable. Another approach based on structural interaction fingerprints (SIFt) has been described to analyse and organise protein-small molecule complexes [Deng et al., 2004] . In this method, similarity measurement between vectors is based on the Tanimoto coefficient and a hierarchical clustering is done using an agglomerative hierarchical clustering. Compared with the method proposed in this paper, this process has the same advantages: it allows an unbiased docking protocol and a bypass to scoring functions. Furthermore, interaction descriptors based methods enable scaffoldhopping. However, the use of the Tanimoto coefficient as a similarity measurement leads to two major drawbacks: (1) due to slight errors in the binding geometry, missing components in interaction vectors may lead to incorrect clustering; (2) comparison of macro-ligands (e.g. peptide) and small organic compounds could yield locally similar patterns but globally different vectors, which results in high Tanimoto coefficient whereas local binding mode may be the same. Furthermore SIFt method needs known complex structures as referenced fingerprints, thus only expected binding modes are selected. Finally, one correct pose must be selected, according to the reference, which sets aside the statistical entropic analysis. In order to check the influence of the number of known active compounds included in the database for the benchmarks presented here, the probability of clustering at least all active compounds (true positives) with an undefined number of false positive was calculated. This probability P is given by :
where p is the number of true positive and n the total number of compounds. For the HIV-1 protease screening, p = 22 and n = 1130. Thus, the probability P of clustering at least all active compounds is 2.38 · 10 −7 . For a database composed of 1130 molecules, the probability P is less than 1% when the number of true positive is more than 6. This probability becomes very small (P < 10 −3 ) when the number of true positive is more than 10 (see figure 8) . Therefore, the number of active compounds put into the total number of compounds of the database is a good benchmark to check the reliability of the contact clustering process presented in this paper. From a dataset of compounds, contact clustering is able to discriminate active compounds based only on contact activity relationship (CAR). We observed that using first this analysis of the position of the docked molecules is more successful to find out active compounds than a classical energy analysis. This new method can be integrated into virtual screening process currently available to rapidly visualise results. Furthermore, contact clustering process allows identification of key residues implicated in ligand binding. Hierarchical classification of compounds according to their contacts can be employed as a starting point to achieve in-silico drug-design process.
