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Biomedical databases curate biological and medical information from the literature indexed 
by rvIedline, the world's largest bibliographic database of biomedical literature. Search 
interfaces such as PubMed generally suffice to retrieve biomedical journal articles, but not 
for curation problems, where high recall of a large body of relevant documents is required, 
and many different terms may indicate that a document is relevant. Knowledge engineering 
approaches where experts specify large sets of logical rules to detect relevant documents, 
are giving way to supervised learning algorithms that train a classifier of documents from a 
set of labelled examples. However, supervised learning also requires a great deal of effort on 
the part of database curators who have to develop and tune a classifier for their particular 
topic, construct a subset of Medline for the classifier, and label a sufficiently large training 
sample. 
The objective of this research is to remove the aforementioned barriers to using supervised 
learning on ~ledline. The foundation is a naIve Bayes classifier using features from the title, 
abstract, ~Iedical Subject Headings, journal and authors of Medline records. To remove 
the requirement for specifying a subset of Medline and a manually-labelled training sample, 
the classifier uses unlabelled documents in Medline to approximate irrelevant training data. 
This prepares the classifier to rank all of the nearly 17 million documents in Medline, and 
requires only readily-available relevant training examples as input. However, the usual 
method of estimating na·ive Bayes parameters biases them towards the least prevalent class, 
and we introduce a novel bias correction that greatly improves performance when relevant 
documents are rare. To mitigate the need for developing and tuning a new classifier for each 
problem, \ve optimise the formulation not for a particular topic but for Medline records in 
general by tuning the formulation on four test corpora of widely varying characteristics, 
and make the classifier re-usable by providing an on-line service. To achieve the latter we 
developed pre-processing steps that reduce the classification phase to 168 seconds, whereas 
implementations without this pre-processing would take several days. 
In testing under cross-validation, the classifier matches the performance of an existing 
specialised database curation classifier on its own data. On large samples of Medline, it 
detects about two thirds of a set of relevant records detected by a knowledge-engineering 
query for the same number of results, when trained with older knowledge-engineering 
results, and has high precision in the upper ranks. The classifier is intended for databases 
lacking a supervised-learning curation filter, but can augment existing filters, and the 
simplicity of the service makes it useful for extending any topical collection of Medline 
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l'vledline, maintained by the U.S. National Library of l'vIedicine (NLM), is the world's largest 
bibliographic database of biological and medical literature (NUvl 2007d). PubMed (NLM 
2006a) is the NLl\I's official search interface to Medline. It uses pure boolean queries, 
returning all records that satisfy the conditions expressed by the query. Although boolean 
queries are powerful, a substantial amount of research has gone into developing strategies 
for retrieving biomedical literature that are more effective in certain scenarios. For example, 
Relemed (Siadaty et al. 2007) provides a form of relevance ranking, EBIMed (Rebholz-
Schuhmann et al. 2007) clusters results according to biological named entities extracted 
from the text, and the PubMed related articles service (Lin and Wilbur 2007) makes it 
easier to explore topic space by retrieving articles similar to a given article of interest. There 
are, however, scenarios where ad hoc information retrieval on l'vIedline has generally proven 
unsuitable, in particular for the task of identifying Medline records relevant to databases 
that are curated with the aid of information extracted from biomedical literature. This 
task requires high recall since curators want to review all relevant documents, but retrieval 
is hindered by the large number of terms which could indicate that an article is relevant 
to the database. 
To retrieve l'vledline records representing articles of relevance to them, a growing number 
of biomedical databases have implemented strategies based on text classification using 
supervised learning. Classification consists of placing objects into categories, and the task 











CHAPTER 1. INTRODUCTION 2 
into exactly one of the two classes: relevant and irrelevant. A classifier of 1\1edline records 
can be constructed manually by specifying a boolean query for each category of interest, 
also known as knowledge engineering (Sebastiani 2002). This requires a great deal of work 
on the part of domain experts, yet has low precision in the database curation scenario 
("Wang et al. 2007). Supervised learning for classification instead uses a machine learning 
algorithm that inductively constructs a classifier from a set of manually classified examples. 
Supervised learning effectively handles the case of many relevant features (Sebastiani 2002, 
Joachims 1998), and can achieve higher recall and precision more easily than manually 
specifying combinations of features that indicate a relevant article. Supervised learning 
has been used by the Pharmacogenetics Knowledgebase (PharmGKB) (Hewett et al. 2002), 
Textpresso Uvluller et al. 2004), the Immune Epitope Database (IEDB) (Wang et al. 2007), 
the Biomolecular Interaction Network Database (Donaldson et al. 2003) and several others 
discussed in Section 2.5. Instead of Medline records, the 2005 TREe Genomics Track 
(Hersh et al. 2005) set the problem of classifying full-text articles using supervised learning, 
to identify articles for l'vlouse Genome Database curation (Eppig et al. 2005). The use of 
Pub;\/Ied related articles has also been suggested for updating a bibliography (Liu and 
Altman 1998) or a database (Perez-Iratxeta et al. 2003). 
If using supervised learning to locate relevant Medline records were easy, it would be use-
ful not only in database curation, but in other scenarios where relevant training examples 
are available - such as maintenance of a comprehensive bibliography on some topic, or 
the construction of a corpus for text mining. The first barrier to supervised classifica-
tion of r.Iedline is the implementation of a classifier. It is is still a lot of work adapt a 
machine learning algorithm to work with a new data type, although in simple cases it is 
less work than constructing a complex classification rule for a given topic using knowl-
edge engineering. There exist general-purpose machine learning programs such as WEKA 
(Frank et al. 2004), but these still require background in text classification to create an 
effective classifier, and a custom preprocessing step to extract features from text. WEKA 
also becomes slow on large data sets, as the IEDB researchers found ("Vang et al. 2007). 
A second barrier to supervised Medline classification is the construction of training data, 
which typically requires defining a subset of Medline, manually classifying all or part of 
it, and applying the trained classifier to future members of the subset. The IEDB already 
has a manually classified subset from their earlier curation filter based on boolean queries, 
but often only relevant examples are initially available, as is the case for the PharmGKB 










CHAPTER 1. INTRODUCTION 3 
1.1 Objectives of the research 
This research aims to lower barriers to identifying relevant Medline records using supervised 
learning, while retaining acceptable classification performance. In the biomedical database 
scenario, classifiers have historically been specialised for a particular database. To overcome 
that limitation, our first goal is to make a classifier that is effective over a range of topics 
and input sizes yet specialised and optimised for Medline records in general. If supervised 
classification of t-.ledline is to be applied in scenarios other than identifying literature for 
biomedical databases, it should not require a local Medline repository, or a great deal 
of effort to prepare the classifier for use. Our second objective is therefore to make the 
classifier available in the familiar form of a Medline retrieval service - even though the 
input ,vill be training examples instead of the queries used by ad hoc information retrieval. 
The third objective is to perform the classification on all of Medline instead of a subset 
of t-.ledline. Medline subsets typically contain thousands of articles, and are constructed 
Hsing a pre-filter of boolean conditions to capture most relevant articles, thus reducing 
the number of documents the classifier has to work with. However, the retrieval problems 
which benefit most from supervised learning are those which make it most difficult to cap-
ture most relevant articles with a simple filter. The IEDB classifier (Wang et al. 2007) 
operated on a Medline subset, and the filter query was not trivial. Requiring knowledge 
engineering to make a subset for supervised learning negates the main advantage of super-
vised learning: that it much easier to apply to a new problem than knowledge engineering. 
Operating on all of Medline, and providing an on-line retrieval service in turn require a 
fourth objective: making the classifier exceptionally fast. Maximum efficiency requires a 
simple Bayesian classifier (McCallum and Nigam 1998), specialised for Medline records, 
and highly optimised data structures. Using all of Medline for supervised learning instead 
of a subset has also been considered before: it was used for by the PharmGKB (Rubin 
et al. 2005), suggested but not implemented by Suomela and Andrade (2005), and partially 
implemented in the defunct PubFinder service (Goetz and von der Lieth 2005) - discussed 
further in Section 2.5. 
Classifiers ideally use "gold standard" training sets, where a random sample is drawn 
from the domain of operation (such as a subset of Medline), and manually classified to 
produce an initial corpus for training and testing. In addition to constructing the subset, 










CHAPTER 1. INTRODUCTION 4 
Finally, with the whole of Medline as a domain, the prevalence of documents relevant 
to a given topic is so low that only a handful will appear in a sample of thousands. 
Fortunately, biomedical databases and other sources often provide a ready-made set of 
relevant documents. Our objective of making the classifier easy to apply means developing 
a method that only requires the relevant examples for input, and completes training by 
using unlabelled documents from the rest of Medline. We do this by treating rest-of-
~Iedline as approximately irrelevant, because probabilistic methods are robust to pollution 
of the irrelevant training data by a low prevalence of relevant documents. 
In summary, the objective of the research is a supervised learning classifier that is optimised 
for peculiarities of tvIedline records but not for a particular subject domain, presents as an 
on-line retrieval service, classifies the whole of Medline (no need to construct a subset), 
does so quickly enough for on-line use, only needs relevant examples from users, and all 
the while maintains comparable performance to existing special-purpose classifiers on their 
own data. Satisfying the objective contributes toward the goal of lowering the barrier 
for databases to begin using supervised learning, and makes it feasible to apply supervised 
Medline classification in other scenarios. The methodology is to iteratively test the method 
against the stated objectives and devise improvements where necessary. The tests of the 
performance and efficiency objectives are are described in Section 3.4, and the revisions of 
the method discussed in Section 5.2. The activities involved in developing the method can 
be broken down as follows: 
1. Gather information about the problem then design and implement a method of using 
supervised learning to classify all of Medline, featuring a Web front-end that requires 
only relevant examples to be specified. 
2. Iteratively improve the performance of the method by testing it under cross valida-
tion on a wide range of topics and input sizes and revising the method for better 
performance across the full range of cases. Then test the performance objective by 
comparing the resulting method to an existing classifier on its own specialist topic. 
3. Iteratively improve the efficiency of the method by identifying steps that dominate 
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1.2 Road map 
Chapter 2 covers the different information retrieval strategies currently used with Medline. 
It provides background on supervised learning in text classification, to locate the problem 
of classifying IVledline for relevant documents in the broader context of text classification 
problems, algorithms for constructing classifiers, and evaluation of classifier effectiveness. 
It then examines the information available in Medline records and biomedical text and 
methods of representing it for learning algorithms. Lastly, it examines related research on 
l\Iedline classification, focusing on supervised learning approaches and the task of database 
curation. 
Chapter 3 first derives a na·ive Bayes classifier for binary classification of Medline records. 
It presents different methods for smoothing the estimates of classifier parameters, includ-
ing a new variation on Laplace smoothing for extremely-skewed training data that was 
introduced in response to poor performance of the method under high class skew. It then 
presents methods for extracting features from Medline records, reducing the dimensional-
ity of the feature space (also introducing an improvement for skewed training data), and 
how we optimised classifier speed with special data structures. It then explains how the 
component methods work together to filter Medline, and the design of the web application. 
Lastly, it describes the initial corpora for cross-validation, and the design of cross-validation 
experiments for optimising the classifier formulation and evaluating its effectiveness. 
Chapter 4 presents results of cross-validation experiments to determine the best meth-
ods for smoothing parameter estimates, selecting features, and indexing Medline records, 
avoiding overfitting to one subject by using several data sets with radically different prop-
erties. It then looks more deeply at the final classifier, with experiments to elucidate why 
it performs as it does on the different corpora. It then compares the final classifier to the 
earlier version presented in Poulter et al. (2008), compares it to an independent classifier by 
Wang et al. (2007), and evaluates classifier performance on a test that mimics conditions 
in operation. Lastly, it examines the web interface through an example application of the 
classifier and measures the speed of classification. 
Chapter 5 first critically evaluates the effectiveness of the classifier, then weighs up the 
design of the classifier and evaluation experiments against alternatives. It then discusses 
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which the classifier might be improved or extended. 













This chapter examines related work and background in the problem of filtering Medline 
records. \Ve discuss services for information retrieval on ~Jedline, then distinguish knowl-
edge engineering (expert PubMed queries) and supervised learning. 'We discuss the under-
lying techniques needed to perform supervised learning on Medline: the families of classifier 
algorithms (focusing on na'ive Bayes classifiers), influences on classifier performance, and 
the caveats of evaluating classifiers in Medline filtering scenarios. There are also unique 
opportunities and caveats in extracting and selecting features for classification from the 
structured information found in Medline records. Within the context of Medline filtering, 
we look at particular Medline filters, mainly for database curation, and finish with the 
problem of filtering all of Medline instead of a subset. 
2.1 Retrieval of biomedical literature 
~Iedline (NLl'vI 2007d) is the worlds largest bibliographic database of biomedical literature, 
containing abstracts and citation information on 16,880,015 articles in biology and medicine 
at the beginning of 2008 as reflected in the Baseline distribution of Medline (NLM 2007b). 
l\Iedline indexes about 5,000 journals, with coverage beginning primarily from 1950. Its 
scope is biomedicine and health, broadly interpreted to include most life sciences research 
and relevant sub-fields of engineering and chemistry. Medline is also growing rapidly: at 
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increase over the 700,994 records entered in 2006, and equating to 2,029 publications for 
each day in the year. 
Below we describe services for retrieving literature from Medline that work from a query 
expressing a topic or information need. These are in contrast to the supervised text clas-
sifiers of Section 2.5 that infer a classifier of documents from labelled examples then filter 
.\Iedline for relevant literature. The two approaches do, however, share underlying methods 
for representing text (Section 2.4) and evaluating performance (Section 2.3). It is also pos-
sible to incorporate supervised learning into information retrieval, using machine learning 
to refine the result set based on user feedback about which results were relevant. On the 
other hand, Chapter 3 uses pure supervised learning, but imitates information retrieval by 
using ranked classifier outputs and hosting the classifier behind a \Neb interface. 
2.1.1 Boolean queries 
Publ\Ied (NLl\I 2006a) searches Medline (and some additional records), and uses structured 
boolean queries that specify the conditions that a record must satisfy to be included in 
the results. The results are reverse-ordered by date of publication. A boolean query is 
constructed using AND, OR and NOT operators to combine limits on the values that may 
be taken on by record fields such title, abstract, author, journal, publication date and 
.\Iedical Subject Headings (NLM 2007e). MeSH is a controlled vocabulary of terms used 
to indicate major topics and other subject-defining attributes of a Medline record. The 
boolean formalism is powerful - capable of retrieving any subset of the database, and 
forms the basis of the knowledge engineering approach to building a classifier as discussed 
in Section 2.2.1. However, boolean queries are not always the best tool for a particular 
retrieval job. Hersh and Hickam (1998), for example, found that physicians who were also 
novice Medline searchers were no more successful using the advance the features of boolean 
queries than when simply entering text words, and that in either case only a fraction of the 
literature relevant to their needs is actually retrieved. In recent years, a research theme has 
developed around strategies for retrieving biological and medical literature more effectively 
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2.1.2 Relevance ranking 
A major problem when searching with boolean queries is that, except for the most specific 
of queries, the result set is large and contains a low proportion of relevant results. One 
way to mitigate the problem is to rank results by their relevance to the query, so that the 
most relevant articles are concentrated at the top. Casual searchers typically need just a 
few documents, and ranking by relevance greatly eases the task. HubNled (Eaton 2006), 
for example, can re-order PubMed results according to the frequency of query terms in 
the records, and has other enhancements such as clustering results, recommending related 
query terms, and providing links to definitions of terms, abbreviations and gene names. The 
Relemed (Siadaty et al. 2007) search engine evaluates a boolean expression on individual 
sentences from the title and abstract of each record, and MeSH terms too. The highest 
ranked results have a match in all three fields, and in the lowest-ranked results no individual 
sentences match the query text but the full text of the record does. Another retrieval 
service, botXminer (Mudunuri et al. 2006), uses the search capabilities of Oracle XML 
databases to search the XML distribution of Medline. These services can greatly speed up 
the process of finding relevant literature for individual researchers. 
A number of services are based on the cosine similarity vector space model (Salton 1989), 
which ranks documents by their similarity to the query as indicated by the angle between 
each document vector and the query vector. Google Scholar (Google 2008), Healthline 
(Healthline 2008) and Mcdscape (Medscape 2008) are retrieval services that base their 
ranking at least partly on vector space retrieval in addition to boolean criteria. These 
services do not index Medline exclusively; Healthline and ~ledscape search health literature 
from several resources, and Google Scholar indexes scientific literature in general, including 
much of the biomedical literature included in Medline. More recently Mao and Chu (2007) 
have developed a phrase-based vector space model for Medline retrieval. Keyword results 
can also be ranked using probabilistic retrieval, which is related to Bayes classification and 
covered in Section 2.2.3. 
2.1.3 Related article search 
Related article search, exemplified by the PubMed related articles feature (Lin and Wilbur 
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helps when exploring the literature, as a more effective alternative to searching for keywords 
found in interesting results. The method used by PubMed (Lin and Wilbur 2007) calculates 
the similarity between a pair of documents using a probabilistic model over all topics 
(approximated by vocabulary terms) to evaluate the probability that a reader would be 
interested in one article given interest in the other. As this is a computationally expensive 
process, PubMed pre-computes the closest neighbours of each Medline record so they can 
be looked up instantly. As we see in Section 2.5.4, related articles can also be used in 
database curation. 
A simple way to search for related articles is to use the text of the interesting abstract as a 
query with an existing information retrieval method. Lin and Wilbur (2007) in fact evaluate 
PubMed Related Articles by re-ranking the results of using the abstract as a query under 
the Okapi Bl\125 probabilistic retrieval model (Robertson et al. 1992). Tbahriti et al. (2005) 
likewise use the text of the abstract as a query in ordinary vector space retrieval (Salton 
1989), and propose an independent measure of relatedness using the overlap between the 
citation lists of a pair of documents. Related article search is not possible in ordinary 
search engines, as they are designed to accept a few key words as input. A text similarity 
search like eTBlast (Lewis et al. 2006) however uses an arbitrary passage of text for input, 
and takes a few minutes to rank Medline abstracts by their similarity to the input. The 
more recent JANE tool (Schuemie and Kors 2008) also takes abstracts as input, but is 
much faster because it uses a standard vector-space model from the efficient Lucene search 
library (Gospodnetic and Hatcher 2005). Results are grouped by author and journal, as 
it is designed to assist with finding appropriate journals and potential reviewers for a 
manuscript. On an abstract from a published Medline record, JANE results are similar to 
the Publ\led related articles for that record. 
2.1.4 Extraction of biological and medical named entities 
Biomedical literature retrieval can be enhanced by deliberately making use of biological 
and medical named entities - such as genes/proteins, drugs, species, diseases - and the 
controlled vocabularies, such as Gene Ontology (Consortium 2008), that organise those 
entities. This takes biomedical information retrieval into the domain of text mining, in 
particular information extraction and relationship detection for biomedical named entities. 
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of entities in the same sentence is a simple way to infer relationships between entities. 
The EBH ... led search engine (Rebholz-Schuhmann et al. 2007), for example, extracts such 
named entities, maps them onto Gene Ontology terms, and groups results accordingly. 
GoPubl'vled (Doms and Schroeder 2005) also clusters results according to inferred Gene 
Ontology terms. More advanced methods for relationship extraction use Natural Language 
Processing (NLP) to interpret text. Chilibot (Chen and Sharp 2004), for example, uses 
NLP to construct relationship networks amongst named entities found in results. Another 
resource specific to scientific literature is figures and captions. The BioText (Hearst et al. 
2007) search engine uses these, searching within captions to display relevant figures when 
searching Open Access papers from the NLM's PubMed Central repository (PMC 2008). 
2.2 Background on text classification 
Text classification is the process of placing documents into categories. It has historically 
been performed using knowledge engineering to manually construct classification rules, 
but is being superseded by supervised learning to automatically construct a classifier by 
learning from labelled examples. To provide context for the Medline filtering methods in 
Section 2.5, \VC also discuss the families of supervised learning algorithms that are used in 
text classification. 
2.2.1 The knowledge engineering approach 
Knowledge engineering was the original approach to text classification, in which experts 
construct logical rules for each category of interest. Such a classifier is also known as 
an "expert system". A document is classified under a given category if it matches the 
characteristics specified in the classification rule. Knowledge engineering has also been 
extensively applied to Medline records, where the logical conditions are expressed in the 
form of a boolean PubMed query. The Immune Epitope Database (Peters et al. 2005a, 
'Nang et al. 2007) originally used knowledge engineering to filter Medline using a large 
Publ\Ied query composed of many smaller queries, one of which is shown in Figure 2.1. 
The results were manually examined and relevant articles forwarded to the database cura-
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(epitope[TW] OR epitopes[TW] OR mimotope[TW] OR ((MHC[tw] OR "major 
histocompatibility complex"[tw] OR HLA[tw]) AND (peptide[tw] OR 
peptides[tw])) OR "TCR recognition"[tw] OR ("Class"[tw] AND "I motif" [tw]) 
OR supermotif[tw] OR immunogenic linear OR ("peptide-based"[tw] AND 
CTL[tw]) OR phage displa*[tw] OR "antibody binding"[tw] OR "protective 
immune response"[tw] OR antibody recog*[tw] OR "cytotoxicity assay" [tw] 
OR "new monoclonal" [tw] OR "novel antibody" [tw] OR ( (monoclonal 
antibod*[tw]) AND "binding site"[tw]) OR ( (KA[tw] OR KD[tw]) AND 
(monoclonal[tw] OR mAb[tw])) OR "neutralizing antibody"[tw] OR "peptide 
vaccine"[tw] OR (peptide conjugate vaccine*[tw]) OR ((CD8[tw] OR CD4[tw]) 
AND "T cells"[tw] AND (peptide[tw] OR peptides[tw])) OR ("antigenic 
repertoire"[tw]) OR ((peptide[tw] OR peptides[tw]) AND "antibody 
reactivity" [tw]) OR ("Class II" [tw] AND (binding [tw] OR bound[tw] 
OR peptide [tw] OR peptides[tw])) OR "immunogenic peptide"[tw]) AND 
("HIV" [Text Word] OR ("AIDS" [Text Word] AND "virus" [Text Word]) OR 
"Human immunodeficiency virus"[Text Word]) AND (hasabstract[text] AND 
English [Lang] AND ("1900" [PDAT] : "2005/12/31" [PDAT])) NOT (Review [PT] OR 
Editorial[PT] OR meta-Analysis [PT] OR Comment[PT]) 
Figure 2.1: A query fragment used by the Immune Epitope Database (IEDB) (Wang et al. 
2007) in the knowledge engineering phase of its curation filter. The IEDB filter rule is divided 
into many PubMed queries and this is one of smaller query fragments, which detects IEDB-
relevant publications relating to HIV / AIDS. Each query returns a constant set of results because 
of [PDAT] limits on publication date. 
which the components are joined using the "OR" operator. Knowledge engineering is also 
used by the NLl\I for the PubMed subset strategies (NLM 2006b). A PubMed subset may 
contain millions of records and the strategy for constructing it is a PubMed query contain-
ing hundreds or thousands of conditions. A PubMed searcher may target their search to a 
subset such as "AIDS" (NLM 2007a) or "bioethics" (NLM 2007c). Knowledge engineering 
also has a long history in identifying clinical evidence articles. Wilczynski et a1. (2005) de-
scribe the design and construction of a Medline search strategy for clinical studies of health 
disorders, important for evidence-based medicine and systematic reviews. The main draw-
back of knowledge engineering or expert systems is the knowledge acquisition bottleneck 
(Sebastiani 2002). Updating a classification rule requires intervention from experts in the 
subject domain and experts in knowledge engineering, whenever the requirements of the 
filter or the characteristics of relevant documents change. Also, the exercise is repeated 
for each new classifier: effort put into creating a good classifier for one problem does not 
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2.2.2 The supervised learning approach 
In supervised learning, an algorithm inductively constructs a classifier from manually la-
belled examples, and the classifier in turn assigns categories to unseen instances. Super-
vised learning eases the knowledge acquisition problem: even if training examples are not 
already available it is easier for experts to manually classify examples than to express as 
a logical formula all the criteria being used to make those judgements. The learning algo-
rithms can also be adapted to new domains, even as they equal or exceed the performance 
of the best expert systems (Sebastiani 2002). 
Supervised classification is formally a problem of function approximation. One can imagine 
a target function <I> : D x C -t {T, F} that perfectly assigns a true or false value to 
each point in the space of documents D = {d1 , ... , dN } and categories C = {Cl,"" cd 
(Sebastiani 2002). The true/false output indicates whether each document is or is not a 
member of a given category. The learning algorithm is given training documents that have 
been manually classified (to approximate the operation of <I», and inductively constructs 
a classification rule 1> : D x C -t {T, F} that predicts the class membership of any given 
document. The effectiveness of the classifier 1> at approximating <I> is measured on a set of 
test documents by comparing its predicted classes to manually assigned classes - where no 
knowledge about the test documents was available to the learning algorithm (see Section 
2.3). 
There are distinct sub-problems within document classification. In multi-label classification 
or overlapping categories, each document is to be placed into zero or more categories. The 
l\Iedical Text Indexer (Aronson et al. 2004, Gay et al. 2005), for example, performs multi-
label classification by suggesting Medical Subject Headings for Medline curators to assign to 
incoming l\iledline records as part of the Medline Indexing Ini tiati ve (Aronson et al. 2000). 
In single-label classification or non-overlapping categories, each document must be placed 
in precisely one category. A special case of single-label classification is binary classification, 
in \vhich there are two complementary categories: "relevant" and "irrelevant" to a given 
topic. The relevant/irrelevant distinction is artificial, but classifiers can rank documents 
to implicitly account for degrees of relevance. Filtering Medline for relevant documents 
can therefore be framed as a binary classification problem. Binary classifiers can in turn 
be used to perform multi-label classification by transforming the multi-label problem into 
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An additional distinction can be made between document- and category-pivoted classifiers. 
A document-pivoted classifier examines each document in turn and chooses categories, as 
occurs when indexing new Medline records with MeSH terms. A category-pivoted classifier 
examines each category in turn and chooses documents. l\Iedline filtering is then the 
category-pivoted evaluation of documents for membership in the relevant class. 
)'Iany classifiers rank their results instead of making "hard" classification judgements like 
a boolean query. The category-ranking (document-pivoted) classifiers list categories in 
decreasing order of preference while document-ranking (category-pivoted) classifiers rank 
documents by order of preference for a given category. vVhereas hard classifiers directly 
approximate <I> , ranking classifiers assign a score for each document-category pair: 5 : 
D x C ----> R Selection of a decision threshold T produces hard judgements with the rule 
<I>(d, c) = T <¢=? S(d, c) > T. The threshold is a model parameter which may be chosen on 
a theoretical basis, optimised, or chosen implicitly by selecting some number or proportion 
of the top ranking categories or documents. Classifiers for identifying l\/Iedline records 
relevant to a particular topic use document ranking for the category "relevant", setting a 
cut-off score T or a maximum number of documents to return. 
For completeness we mention unsupervised learning, or clustering, which is used for clas-
sification when the specific categories are not defined in advance. Clustering algorithms 
group documents together based on their characteristics, and may also suggest a class label 
for each of the groups. Clustering has been used to group results in some of the retrieval 
systems in Section 2.1, and clusters of terms have been used for dimensionality reduction 
as discussed in Section 2.4.3. Clustering has also been used to organise literature in the 
Textpresso resource (Chen et a1. 2006). 
2.2.3 Learning algorithms used in text classification 
Learning algorithms and classification rules may themselves be categorised. 'Nhat follows 
is a conceptual overview of the major families of supervised learning algorithms in text 
classification, all of which have been used in the Medline filtering methods described Section 
2.5. We examine the na"ive Bayes family of classifiers and their statistical foundation in 
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Linear classifiers 
1-.Iany supervised learning algorithms represent each document in a collection as a feature 
vector f = (h, ... , Ilvl). IVI is then the number of terms in the vocabulary or, more 
generally, the number of features in the feature space, and Ii indicates the importance of 
the ith vocabulary term to the document. For linear classifiers, the score of a document 
for a particular category reduces to the dot-product of a weight vector w of term weights 
(for that category) and the feature vector f, plus a constant b (Lewis et a1. 1996): 
IVI 
S(f, w) = w . f + b = L Wdi + b (2.1) 
i=l 
Learning algorithms that produce linear classifiers are distinguished by the way they cal-
culate the weight vector w. The Rocchio classifier, for example, is a linear binary classifier 
derived from the Rocchio method of information retrieval with relevance feedback (Rocchio 
1971). Feature vector elements are set to term frequency times inverse document frequency 
(TF.IDF) (Salton 1989), meaning that the importance of a term to a document is propor-
tional to the number of times it occurs in the document, and inversely proportional to the 
total number of documents in which the term appears. The Rocchio weight vector scores 
each document by its distance from the centroids of the relevant versus irrelevant training 
vectors. It differs from the standard vector space model of information retrieval, in which 
the retrieval score is the dot product of normalised TF.IDF vectors representing the query 
string and the document (Lewis et a1. 1996). 
The perceptron learning algorithm also produces a linear classifier, but is modelled on 
an artificial neural network (ANN) that iteratively updates the weight vector in response 
to incorrect classifications (Dagan et a1. 1997). Also, support vector machines (SVMs) 
have recently been adapted to text categorisation (J oachims 1998). SVl\ls represent each 
training document as a point (f, y) in a IVI + I-dimensional space, where y E {+ 1, -I} 
means the document is or is not a member of the category. The weight vector w is chosen 
using the principle of structural risk minimisation, which involves solving the optimisation 
problem of finding the hyperplane w . f - b = 0 having the maximum Euclidian distance 
to the closest training examples (Joachims 2001; page 1). ANNs and SVMs can be made 
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function, and the latter by using a more general kernel function in place of a dot product 
to transform the feature space. 
Probabilistic classifiers 
Probabilistic classifiers predict the most probable class of a document, under certain as-
sumptions about the distributions that generate the documents and the estimated parame-
ters of those distributions. The guiding principle is to choose the most probable class given 
the data - the maximum a posteriori (MAP) hypothesis - using Bayes' rule to evaluate 
the posterior probabilities of each class (given the document) in terms of probability of the 
document under each class, and the prior probabilities of the class and document: 
P(c)P(dlc) 
CMAP = argmax P( cl d) = argmax ( ) 
cEC cEC P d 
(2.2) 
Where C is the set of categories and P( dl c) is short for P( D = dl C = c), \vhere the lower-
case letters d and c are the particular document and category taken on by the random 
variables D and C. The frequency of class c in the training data estimates the class' 
prior probability P( c), and P( d) (prior probability of the document) is often discarded 
because it does not affect CMAP. In order to calculate P(dlc), the methods assume that 
documents are generated by a mixture with one component distribution for each class. To 
generate a document, one would first select a class c with prior probability P(c), and then 
generate a document using the corresponding mixture component (McCallum and Nigam 
1998). The learning algorithm trains the classifier by estimating parameters ec for each 
mixture component, so that the classifier can calculate P(dlc; ec ). The r-.IAP classifiers we 
discuss produce just one estimate of e, which contains all the parameters of the model, 
and is known as the hypothesis. In contrast to a MAP classifier, a "Bayes optimal" or 
"Bayesian" classifier would average its prediction over all possible hypotheses, with each 
hypothesis weighted by its posterior probability given the training data (Mitchell 1997; 
section 6.7). 
Representing the document d with a feature vector f, the na'ive or simple Bayes family of 
MAP classifiers use "na'ive" distributions that assume conditional independence amongst 
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probability of the document features can be written as a product over individual feature 
probabilities: 
IVI 
P(dlc) = P(flc) = P(h, 12,··· ,Ilvilc) = II PUil c) (2.3) 
i=O 
The resulting classifier is log-linear because the logarithm of P(cld) then reduces to a sum 
over the elements of the document vector. This structure is shared by all N a"ive Bayes clas-
sifiers, which then differ in the statistical model used to obtain PUiic). The multivariate 
Bernoulli model assumes that documents are generated by a series of IVI coin-flip Bernoulli 
trials. Each Ii in the feature vector f is then a 0/1 binary value for the absence/presence 
of term i in the document. In Equation 2.3, the probability P(Fi = lie = c) is the 
Bernoulli parameter eci , and the probability of non-occurrence P(Fi = ole = c) is 1 - eci ' 
The learning algorithm estimates each parameter eci from the fraction of class c training 
documents that have term i. In Section 3.1.1 of the methods we formulate multivariate 
na'ive Bayes for two classes (relevant/irrelevant) so that it ranks documents by their odds 
of relevance. This is known as the binary independence model (BEvl) (Lewis 1998), and is 
related to the binary independent retrieval method of probabilistic information retrieval, 
which ranks documents by odds of relevance to terms in a query string and updates the 
Bernoulli parameters from relevance feedback (Fuhr 1992). 
To take into account that words occurring more times in a document are more important 
to the document, we can instead define Ii to be the term frequency, which is the number 
of times term i occurs in the document. This leads to multinomial na"ive Bayes, which 
models documents on a multinomial distribution with IVI parameters. Ii is then number 
of successes for observing word i in a number of independent trials equal to the length of the 
document (~lcCallum and Nigam 1998, Nigam 2001). The learning algorithm estimates the 
ith parameter of the multinomial distribution for class c from the fraction of the total term 
occurrences in class c documents constituted by term i. The multinomial classifier is also 
related to the logistic regression (LR) / maximum entropy method (ME~I/l) classifier, which 
predicts probabilities without assuming a particular distribution. Juan et al. (2007) show 
that the LR/~i1E~l classifier is equivalent to multinomial na"ive Bayes using parameters 
that have maximum likelihood under the conditional distribution of class given document 
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the joint distribution of document and class. Other models of word occurrences include 
Poisson distributions (Lewis 1998), which assume that different words are independent but 
that occurrences of the same word are spread evenly across the text. One approach using 
multivariate Poisson reduces to the same log odds of class membership as multinomial in 
a special case (Kim et al. 2006). 
Decision tree and example-based classifiers 
Linear and log-linear classification rules divide up the lVI-dimensional space of possible 
documents in a simple manner that leaves a range of decision rules unrepresentable -
for example, the rarely encountered "exclusive or" rule that judges a document relevant 
if either of two features are present but not if both are present. Other classifiers, such 
as decision trees (Mitchell 1997; Chapter 3), can express the entire space of classification 
rules. \Vith a trained decision tree, the classifier evaluates conditions on document features, 
starting from the root of the tree and recursively taking the appropriate branch until 
reaching a leaf node that predicts the class of the document. Another method, which can 
model disjoint regions of class membership, is the k-Nearest Neighbours (kNN) classifier 
(Sebastiani 2002, Yang and Liu 1999). Unlike the methods discussed so far, example-based 
methods like kNN do not use a learning algorithm to construct a classification rule but 
classify unseen documents by comparing them to the training examples. The kNN method 
evaluates the distance between the test document and all training documents, and chooses 
the most popular class amongst the closest k training documents, weighting the "vote" of 
each training document by its distance. Methods have been developed to combine kNN 
with na·ive Bayes to improve the latter's ranking of test documents (Jiang and Zhang 2005). 
2.2.4 Factors influencing naIve Bayes performance 
Empirical performance of naive Bayes classifiers in the literature is mixed. Yang and Liu 
(1999) found that in a category-ranking multi-class problem on news articles, multinomial 
na·ive Bayes underperformed against several other classifiers when the number of training 
examples was low, but all methods performed similarly when many training examples were 
available for a class. In classification on biomedical abstracts, Donaldson et al. (2003) and 
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Wang et al. (2007) found a naive Bayes classifier outperforming an SVM, a neural network 
and a decision tree, and Rubin et al. (2005) found that logistic regression outperformed a 
naIve Bayes classifier when the feature space was limited. Across different studies, perfor-
mance is influenced by the classifier family, the particular member of the classifier family, 
the method of parameter estimation, the characteristics of the training documents, the 
experimental design and choice of performance statistic (Section 2.3), and the document 
representation: especially the way in which features are extracted from text (Section 2.4.1) 
and the features that are selected (Section 2.4.3). Any empirical comparison between clas-
sifier families is likely to make choices in the other influences that mayor may not be 
optimal for a given classifier. 
On a theoretical footing, naive Bayes classifiers are optimal for a given document represen-
tation when the document feature vectors follow the assumptions of the statistical model. 
All naive Bayes classifiers make independence assumptions as in Equation 2.3 that are 
violated in real-world data (Lewis 1998). For example, observing "mouse" in an abstract 
raises the probability that the abstract also contains the word "liver", which it would not 
if the occurrences were independent. In binary classification naive Bayes may really be 
making use of a weaker "linked dependence" assumption specific to each document, which 
states that the departure from independence in the document is by a constant factor that 
is the same in relevant and irrelevant documents (Cooper 1995). Unaccounted-for depen-
dencies make the estimated probabilities more extreme, and so also affects ranking. That 
is, if relevant documents were manually assigned degrees of relevance, naIve Bayes would 
disorder the optimal ranking to some extent. However, classification only depends on cor-
rectly identifying the class of greatest probability, which makes naIve Bayes judgements 
optimal under a wider range of conditions (Domingos and Pazzani 1997). Methods of 
incorporating term dependencies include learning a Bayes net classifier (Friedman et al. 
1997) (naIve Bayes being a special case of a network with no dependencies), and the use 
of ~Iarkov random fields to represent dependencies (Metzler and Croft 2005). 
The different document models also influence naIve Bayes performance. Multivariate 
Bernoulli only models term absence/presence and not the number of times a term occurs, 
which becomes increasingly important in longer texts. Multinomial outperforms multi-
variate Bernoulli on plain text (McCallum and Nigam 1998), and in turn was recently 
outperformed by a multivariate Poisson model with document length normalisation (Kim 
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mation in multinomial is unduly influenced by long documents, which contribute most to 
the word frequencies (Lewis 1998), leading length normalisations to be proposed (Rennie 
et al. 2003). The multinomial model additionally assumes that occurrences of the same 
word in a document are independent (not only different words), aggravating the problem 
of exaggerated probabilities and systematically underestimating the distribution of term 
frequencies (number of occurrences of a term in a document) in real text - part of the 
motivation for the Poisson models and corrections to term frequency (Rennie et al. 2003). 
All document models inflate the probability of long documents if they are used with feature 
selection metrics that mainly select features predicting relevance, because long documents 
possess more features (Lewis 1998). 
Lastly, biases in estimating the naIve Bayes parameters can affect performance. In the 
multivariate Bernoulli model of Section 2.2.3, the parameters Bei are the probability of 
feature i occurring in a document of class c. Using maximum likelihood to estimate Bei 
gives an estimate of Ned Ne: the number of documents in class c having feature i, divided 
by the number of documents in class c. However, the maximum likelihood estimate of Bei 
is biased and disrupts classification decisions. If by chance no training documents of class 
c have feature i, the maximum likelihood estimate gives test documents zero probability 
of being of class c when they possess feature i. Such features should count against the 
test document being of class c, but not rule out class c completely. Rennie et al. (2003) 
also observe a bias when the training data is skewed: a class having relatively few training 
examples (low prevalence) experiences greater under-estimation of its parameters than 
classes \vith relatively many training examples. 
Smoothing methods make less biased parameter estimates, or at least avoid giving extreme 
0/1 probabilities to test documents. vVith multivariate Bernoulli models, the generic ap-
proach to smoothing is to introduce a beta distribution prior on the Bei parameter. To 
the prior distribution, evidence from the training documents is added to yield a posterior 
distribution (also beta) for Bei. From the posterior distribution the most probable value of 
Bei , or maximum a posteriori (MAP) estimate, is obtained as (Fuhr 1992): 
e . = Nei + a 
e~ Ne + a + b (2.4) 
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Laplace's rule of succession (McCallum and Nigam 1998, Lewis 1998) uses a fiat pnor 
distribution, obtained by setting a = b = 1, and results in a prior estimate for 8ci of 0.5. 
As it turns, out a and b have a frequentist interpretation, because Equation 2.4 looks like a 
maximum likelihood estimate that includes a fictitious documents of class c in which term 
i OCCUlTed and b fictitious documents in which term i did not occur. For this reason a and 
b are also termed pseudocounts, and constitute "prior knowledge" (other than the training 
evidence from Nci and Nc) about the Bernoulli distribution with parameter 8ci . In Section 
3.l.2 we show that when the training data is skewed (one class much more prevalent than 
the other), Laplace smoothing relatively over-estimates 8ci for the low-prevalence class, 
radically biasing the binary classification feature weights in its favour. We then propose a 
correction for the aforementioned bias, designed for the multivariate Bernoulli model. For 
models like multinomial Bayes that use term frequency, the corresponding form of Laplace 
smoothing (Nigam et al. 2000) is often replaced with statistical language modelling methods 
such as absolute discounting, which redistribute probability from high frequency terms to 
lower-frequency ones (He and Ding 2007, Vilar et al. 2004). 
2.3 Evaluation of classifier effectiveness 
Given an initial corpus of documents whose class labels are already known, cross validation 
is commonly used to evaluate a classifier, training it and testing its predictions in a way 
which prevents overfitting phenomena from biasing the results. The result of cross valida-
tion is a list of either predictions or scores for each document in the initial corpus (divided 
up into test folds), from which many performance statistics can be derived. This section 
explains cross validation and overfitting, and evaluates different performance statistics, to 
identify caveats and the most useful metrics for evaluating binary classifiers that perform 
document-ranking on highly skewed data. 
2.3.1 Cross validation 
Cross validation is an extension of the train-and-test method of evaluating a classifier. 
Train-and-test shuffles the initial corpus, and then splits it into two parts, a large training 
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documents of the training corpus to the learning algorithm, which infers a classification 
rule ¢ : D x C --+ {T, F} to decide whether the document is or is not a member of a 
given category. Testing the classifier consists of using ¢ to make label predictions for 
the documents of the test corpus. Classifier predictions are evaluated by comparing them 
to those of the target function <I> (Sebastiani 2002), which in practice is the human(s) 
who labelled the documents in the initial corpus. Because the judgements are subjective 
and not ahvays consistent, the best a classifier can practically achieve is an error rate on 
the level of the disagreement between humans. Train-and-test however under-estimates 
performance if the training set is small and produces highly variable performance if the 
test set is small, although bootstrapping can be used to reduce the variability of small test 
sets, as in 'Wilbur (2000). 
For corpora with hundreds (or more) documents, k-fold cross validation is the most common 
method of testing classifier predictions. First, the initial corpus is shuffled and divided into 
k segments ~ typically 5 or 10. For a binary classifier, the "relevant" and "irrelevant" parts 
of the initial corpus may be shuffled and divided separately to keep the same class ratio 
in each fold. Training is then performed using k - 1 segments, and testing is performed 
on the remaining segment or fold. The process is repeated k times to yields classifier 
predictions (or scores) on every document in the initial corpus. The test folds may first be 
aggregated and a single performance statistic calculated (micro-averaging), or performance 
calculated inside each test fold and averaged later (macro-averaging). The advantage of 
cross validation over train-and-test is that it can use most (90%) of the initial corpus for 
training, and in the end provides test predictions on all documents in the initial corpus. 
Using 90% of the initial corpus in validation is slightly pessimistic compared to using the 
whole initial corpus when training for operation. The logical extreme of k-fold validation 
is then leave-one-out, which learns a classifier from every document except the one whose 
class or score is being predicted. Leave-one-out uses the maximum amount of training data 
but is only suited to small corpora because it is much slower than cross-validation ~ even 
though some classifiers like nai've Bayes can be modified to "subtract" each test document 
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2.3.2 Overfitting 
Elaborate designs like train-and-test, cross validation and leave-one-out are needed because 
classifiers overfit to their training data. Overfitting is when learning algorithms associate 
class labels with contingent (chance) characteristics of the training instances, not only the 
constitutive characteristics of the class itself (Sebastiani 2002). These chance associations 
lead a classifier to make better predictions on instances whose labels it saw during training 
than for unseen instances. All classifiers overfit, but the k Nearest Neighbours classifier 
with k = 1 provides an extreme case: it memorises the training instance locations and 
uses only the closest instance to make its decision, thus re-classifying training instances 
perfectly. In some classifiers, such as decision trees, overfitting can seriously degrade test 
performance and the trees must be "pruned" to reduce it. An unrelated phenomenon is 
over-training, which is when enough training data is available that adding more fails to 
improve performance. Overfitting is due to the "curse of dimensionality". When a vocab-
ulary has many terms (feature vector f has many dimensions), training data only sparsely 
populates the space of possible instances, making some features appear predictive purely 
by chance. vVhen features are many and examples are few, a classifier may end up consid-
ering "yellowness" to be predictive of something being a car. Validation designs prevent 
the classifier from overfitting to test documents, which would then inflate performance, 
by hiding the association between test document and their labels from the training step, 
which usually means hiding the test documents themselves. 
Statistical feature selection (Section 2.4.3) tells the classifier which features to use, and 
so must also use only the training data available in each cross validation fold. Selecting 
features on data that includes labelled test documents is simply a different means of learning 
from the test data and should therefore be avoided. The specific form of overfitting in this 
case would be keeping particular features that are associated-by-chance to the labels of the 
test documents and would have been discarded had only the training data been used. 
A subtle form of overfitting occurs with learning algorithms that perform tuning. Tuning 
is when the classifier modifies its internal parameters (such as misclassification costs, fea-
ture weights or decision thresholds) in response to performance. Contingent feature-class 
associations from tuning documents influence the classifier indirectly via the performance 
feedback, while associations in training documents influence the classifier directly. Test 














Positive T P F P 
Negative FN TN 
Table 2.1: Confusion matrix tabulating the matches and mismatches between classifier judge-
ments and manual judgements on the test data. The classifier judges each test item to be 
"positive" (member) or "negative" (non-member) of the class, and the classifier's prediction 
is "true" if it is the same as the manual judgement, and "false" otherwise. Test documents 
are thus divided into true positives (T P) and false negatives (F N) for members of the class, 
and true negatives (TN) and false positives (F P) for non-members of the class. The total 
T P + F N + TN + F P sums to the number of test documents, of which T P + F N had been 
manually judged to be members, and TN + F P had been manually judged to be non-members. 
further sub-divided to construct a "hold-out" set of tuning documents (Sebastiani 2002). 
The learning algorithm then trains on (and overfits to) the reduced training set, the tun-
ing algorithm tunes on (and overfits to) the hold-out set, and the tuned classifier finally 
makes test predictions on the test set. Hold-out has been used to tune SVMs for detect-
ing abstracts on drug-drug interactions (Duda et al. 2005) and evidence-based medicine 
(Aphinyanaphongs et al. 2005). 
2.3.3 Precision and recall statistics 
For a given class, performance statistics of a hard classifier are derived from the confusion 
matrix of Table 2.1, which is a contingency table of classifier predictions against man-
ual judgements. "Positive" and "negative" refer to membership and non-membership of 
the class, and because binary classification focuses primarily on the "relevant" class, with 
the irrelevant class being complementary, "positive" and "negative" are often used inter-
changeably with "relevant" and "irrelevant" respectively. \Vith more than two classes, the 
performance over all classes may be micro-averaged by summing the confusion matrices of 
the different categories and calculating a single metric; or the performance may be macro-
averaged by calculating the metric for each category's confusion matrix and then taking 
the mean. \Vith micro-averaging, rare categories contribute less than common ones, while 
with macro-averaging rare and common categories contribute equally to the final statistic. 
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that were correct: (T P + T N)/(T P + F P + TN + F N). However, a trivial rejector that 
predicts "everything is irrelevant" has high accuracy if documents irrelevant to the topic 
in fact make up the vast majority of the corpus. tvIetrics from information retrieval are 
more informative with skewed test data. For instance, precision or positive predictive value 
is the fraction of predicted relevant documents that were in fact relevant: rr = P PV = 
T P / (T P + F P). Recall or true positive rate is the fraction of all relevant documents 
retrieved, p = T P R = T P / (T P + F N). Precision rr and recall p may be combined by 
taking the harmonic mean, called the F1 measure, F1 = (0.5rr-1 +0.5p-1 )-1 = 2rrp/(rr + p). 
The confusion matrix is designed for classifiers that make hard classification decisions. For a 
classifier that predicts documents scores and rank them by decreasing score, the confusion 
matrix becomes a function of the chosen score threshold for classifying a document as 
relevant. The relationship is illustrated in Figure 2.2: lowering the threshold retrieves 
more documents, raising both T P Rand F P R. Using precision and recall statistics again, 
one can plot the relationship of precision to recall in a precision-recall curve like that of 
Figure 4.5, where lower decision thresholds correspond to lower precision and higher recall. 
The inherent trade-off means that biomedical database curation, which calls for high recall, 
must necessarily accept somewhat lower precision. Summarising the precision-recall curve 
is achieved using averaged precision. If the initial corpus is ranked by decreasing document 
score, averaged precision is calculated by averaging the precision values over each rank 
where a relevant document occurs (sum of precisions divided by the number of relevant 
documents). Another way to summarise the curve while retaining more information about 
its structure is to use the ll-point interpolated precision, which consists of the interpolated 
precision at recall equal to 0,0.1,0.2, ... ,1. Interpolated precision is defined to be the 
largest value of precision at that recall or any higher recall (t-.Ianning et al. 2008; Chapter 
8). This is because precision generally decreases with greater recall, but jumps when 
relevant documents are encountered, making the curve somewhat jagged and meaning 
higher precision can sometimes be achieved by taking a few more results. 
2.3.4 The Receiver Operating Characteristic 
The Receiver Operating Characteristic (ROC) (Fawcett 2006) compares the two "op-
erating characteristics" of sensitivity T P R = T P / (T P + F N) and false positive rate 
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threshold 
S(d) 
Figure 2.2: Distributions of classifier scores for relevant and irrelevant articles, illustrating 
how setting a score threshold on a document-ranking classifier is used to obtain the confusion 
matrix of hard classification. Each curve represents a probability distributions (probability 
density function), the left curve being negative documents ( non-members) and the right curve 
being positive documents (members of the class). The classifier predicts documents below the 
threshold line to be negative, which therefore constitute the true and false negatives. Documents 
at or above the threshold constitute the true and false positives. The areas under curve to the 
left and right of the threshold represent the rates of true and false negatives and positives. 
Figure 2.2. The value of ROC in diagnostic testing is that it evaluates the trade-off between 
sensitivity and specificity, where sensitivity is equivalent to recall, and specificity is the true 
negative rate (where FPR = 1 - TNR). The area under curve (AUe) of the ROC is a 
useful summary statistic. Hanley and McNeil (1982) showed that the AUe as calculated 
by trapezoidal rule (a slight under-estimate) is also the probability of correctly ranking 
a randomly chosen relevant document above a randomly chosen irrelevant document ~ 
in turn equalling the Mann-Whitney sum-of-ranks statistic U ~ and provided a tabular 
method for calculating its standard error (Hanley and McNeil 1982; Table 2). Several stud-
ies have used the ROC AUe to compare classifiers of biomedical text (Aphinyanaphongs 
et al. 2005, \N ang et al. 2007, Duda et al. 2005). 
The ROC has been recommended over accuracy in machine learning for its statistical 
properties (Bradley 1997) and because, all else being equal, it is independent of class 
skew (Fawcett 2006). Unlike the accuracy statistic, trivial classifiers that reject/accept 
everything or rank documents randomly have poor ROC curves no matter how skewed 
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relevant documents for a given topic. ROC area is therefore robust for ranking different 
classifiers on the same data, or for ranking the difficulty of different data sets under the 
same classifier. ROC has nonetheless been criticised for being "overly optimistic" when 
evaluating a classifier on highly skewed data (Davis and Goadrich 2006). To illustrate, 
compare Medline to more balanced data sets like those of Aphinyanaphongs et al. (2005) 
or \\Tang et al. (2007), where Medline has been pre-filtered to create a small collection whose 
members were manually labelled to create the initial corpus. Pre-filtering has two effects: 
less class skew (due to higher prevalence of relevant documents); and greater similarity 
between irrelevant and relevant documents than in Medline at large (due to sharing of 
key\vords). The second effect makes it much easier to rank a random relevant/irrelevant 
pair drawn from I\Iedline (which is highly skewed) than a pair drawn from a pre-filtered 
su bset (which is balanced). ROC area thus measures first the inherent difficulty of ranking 
the pair, and secondly the effectiveness of the classifier, with high-skew data presenting 
the easier ranking problem. Another problem with ROC is that in a large data set like 
.\Iedline there are so many documents that only the lowest values of the F P R are relevant 
to the results. Even 0.1% false positives means 16,000 irrelevant results, yet the ROC 
area summarises the curve all the way up to 100% false positives. Lastly, ROC obscures 
the degree to which one classifier is better than another, and over what ranges of decision 
threshold ~ for which purpose Drummond and Holte (2006) introduces "cost curves", a 
more complex performance analysis, that in the simplest case where a false positive costs 
the same as a false negative, transforms ROC into a plot of best possible error rate against 
the prior probability of relevance. Overall, ROC area is a good comparative metric, but a 
poor indicator of absolute performance under high class skew. 
Precision-recall curves have been recommended over ROC for judging absolute performance 
under high class skew and for comparing different classifiers on the same data set (Davis 
and Goadrich 2006). Precision (along with recall) directly indicates retrieval performance, 
and tuning the classifier to optimise ROC area does not necessarily optimise the averaged 
precision in the precision-recall curve (Davis and Goadrich 2006). However, unlike ROC, 
precision is a direct function of the class skew, making it less suited to comparing the 
difficulty of differently-skewed corpora for the same classifier, including extrapolating from 
performance on a test set to real-world data that has a different frequency of relevant 
documents. Attempting to extrapolate precision from test performance to differently-
skewed operational data is a common mistake in classifier evaluation (Jensen et al. 2006), 
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anses from precision being a posterior probability of relevance (given that the classifier 
predicted the document relevant), which therefore depends on the prior probability of 
relevance. This prior probability is the frequency or prevalence of relevant documents in 
data, which is also the precision of the trivial acceptor (which predicts every document 
to be relevant). Historically, biomedical text classification has been evaluated on corpora 
with a high proportion of relevant documents, in contrast to Medline at large which has 
0.1 % or lower prevalence of relevant documents depending on the breadth of the subject 
domain. The relationship of precision to prevalence for a given value of T P Rand F P R is 
as follows, where r is the prevalence in a corpus of size N: 
TP 
Precision = T P + F P 
TPR·r·N 
TPR· r· N + FPR· (1- r)· N 
2.3.5 Stochastic variation In performance 
TPR 
(2.5) 
TPR + l-r FPR 
r 
Focusing on document-ranking binary classifiers, several groups of factors interact in gen-
erating the value of a performance statistic, including: the constitutive characteristics of 
the relevant and irrelevant class, the chance characteristics from sampling the train and 
test sets, and the constitutive characteristics of the classifier. Stochastic variation or uncer-
tainty in performance arises from sampling. Take, for example, an ROC curve derived from 
document scores in some initial corpus, which in turn were obtained by aggregating the 
document scores from the test folds of a cross validation experiment (micro-averaging the 
folds). Because the area under the ROC curve is a Mann-vVhitney U statistic, the standard 
error of its sampling distribution can be calculated from the data, which allows the use of 
the Z-test to detect whether two initial corpora are significantly different, under the null 
hypothesis of both initial corpora being independently sampled from the same distribution 
or universe of documents (Medline or a Medline subset in this case). The Z-test however 
has low power to detect whether two classifiers have significantly different performance on 
the same sample, because it assumes sample variation where there is none. For greater 
power to detect differences between classifiers, one would use some form of paired permu-
tation test for the null hypothesis of equal area under curve (or of identical curves), which 
permutes the relevant/irrelevant labels of the initial corpus by shuffling (Braun and Alonzo 
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cacho Significance tests for ROC difference are used in Aphinyanaphongs et al. (2005) and 
\Vang et al. (2007). 
Other statistics, like the averaged precision of a ranking classifier or accuracy of a hard 
classifier, do not correspond to a statistic with known sampling distribution, so micro-
averaging across validation folds (or using leave-one-out validation) gives only a point 
estimate. However, using macro-averaging to calculate the statistic within each test fold, 
produces 10 point estimates from independent test samples (the test folds), from which one 
can report the mean and range across the validation folds, as in Aphinyanaphongs et al. 
(2005) for ROC area calculated within the test folds of 5-fold validation. Because by central 
limit theorem the sampling distribution of the (macro-averaged) mean is approximately 
normal with enough samples, one can also estimate the standard error of the estimate. 
However, it would have low power to detect differences between classifiers on the same 
sample, which is perhaps why significance testing is unusual in information retrieval. The 
TREC competition (Hersh et al. 2005) for instance uses a train-test design, and simply 
ranks retrieval-classifiers by averaged precision, where one can see whether a difference is 
substantial (as opposed to significant). In large multi-label problems where one classifier 
may outperform the other at predicting some of the classes but not others - differences 
which would be obscured by micro- or macro-averaging the results - there are however 
tests for \vhether one classifier is better overall (Yang and Liu 1999). 
'When comparing different classifiers using cross validation on the same initial corpus, 
ensuring that the train/test splits are the same in each cross validation fold requires setting 
the random number generator seed before shuffling the initial corpus. The same seed 
produces the same shuffle each time, so cross validating the same classifier twice will 
produce exactly the same result. If different shuffles were used, performance would vary 
because the train/test splits were different, but it would not be independent sampling, 
because the test samples would be drawn from the initial corpus instead of from the domain 
from which the initial corpus was sampled. The resulting shuffle variance in performance 
\vOlIld therefore be smaller than that of independent samples. Keeping cross validation test 
splits identical between runs (no shuffle variance) also avoids the chance of one classifier 
getting an unusually "easy" shuffle with above-mean performance while the other gets a 
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2.4 Representation of Medline records 
J\Iany classifiers operate on vector representations of documents where each element indi-
cates the importance of a vocabulary term to the document. The conversion of documents 
into vector representation is text indexing, a sub-problem shared by supervised learning 
and information retrieval that uses methods from natural language processing. Text in-
dexers split text into tokens (usually words), and the "bag of words" for each document 
is then easily converted into a feature vector. Indexing methods often pre-process text to 
remove uninformative terms and cluster synonyms. After indexing, other algorithms select 
and cluster features based on the feature vectors of the training data. 'vVe focus on the 
caveats raised in Medline records, considering the characteristics of biomedical text, ways 
of indexing the structured information in Medline records, and the use of Medical Subject 
Headings - a resource unique to Medline that condenses the major topics of the full-text 
article. 
2.4.1 Text indexing for biomedical abstracts 
Tokenisation breaks text into lexical units (tokens or terms), and words are the usual 
lexical unit for text classifiers. Some applications may also generate tokens for punctuation 
(Gospodnetic and Hatcher 2005), and label words with parts of speech, named entities, 
or syntactic phrases using NLP libraries such as LingPipe (LingPipe 2008). Regarding 
phrases, they may be identified either using syntactic rules, or statistically from frequently 
occurring pairs or sequences of words. Phrases carry more meaning than isolated words 
(compare "calcium" and "calcium channel blocker"), but Lewis (1992) found them less 
suitable for classification, requiring more terms for a given level of effectiveness and having 
a lmver maximum effectiveness. The statistical problem with phrases is partly due to 
noise from having lower frequencies in text, and partly due to ambiguity. Synonyms have 
nearly the same meaning, while homonyms are spelled the same but express different 
meanings depending on the context. Synonymy and homonymy reduce the information 
that each term is able to provide about the class variable, and are far more prevalent 
amongst phrases than individual words. Interestingly, one use for classification is word 
sense disambiguation, which uses the text surrounding a word to distinguish, for example, 
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indicates that dependency information and phrases are more useful on larger training sets 
and longer documents. Yetisgen-Yildiz and Pratt (2005) however found that prediction of 
l\leSH terms from short article titles in the OHSUMED l\/ledline corpus (Hersh et a!. 1994) 
improved with a hybrid phrase/word approach, and Wilbur (2000) found that including 
pairs of consecutive words improved effectiveness at filtering biomedical texts so long as 
feature selection was used to retain only informative terms. 
vVhen tokenising for word features, text indexers often transform the text to prune uninfor-
mative words and cluster synonymous words. Stopword removal eliminates common words 
such as "the" and "very" that in isolation contain little information about the class of the 
article. Stopword removal originated in information retrieval, but is no longer widespread 
there because users regularly search for phrases that include stopwords. Other transfor-
mations include case-folding, which converts the text to lower case so that differences in 
case are ignored, and stemming, which strips word endings to convert inflections of a word 
(expressing pI urali ty or tense) to a common morphological root. These methods select and 
cluster features directly from the text, differing from the statistical approaches in Section 
2.4.3 that use the feature vectors. The usual stemming algorithm is that of Porter (1980), 
or some variant (Porter 2001). Stemming is essential in information retrieval because users 
enter one form of a word in a query but intend all forms to be detected, but its use is con-
troversial in text classification (Sebastiani 2002). In at least one case stemming reduced 
effectiveness in classifying Medline records (Wang et a!. 2007), possibly because the rules 
for plain English inappropriately transform biomedical terminology. Also, Riloff (1995) 
finds that stopword removal and stemming are counter-productive when basing classifica-
tion on phrase-like "relevancy signatures", because auxiliary words and the form of a word 
may then carry information about the class variable. The popularity of stemming has 
however led to it being used without appraisal in some biomedical text classifiers, such as 
one for the filtering task in the TREC Genomics Track (Cohen 2006) and one for detecting 
clinical practice articles (Aphinyanaphongs et a!. 2005). Another clustering transforma-
tion considers all occurrences of numbers to be occurrences of an artificial "number" token, 
v.:hich can be valuable if numbers are more prevalent in documents from some categories 
than others. Although biomedical texts may not benefit from number clustering, the prin-
ciple has been applied to clustering of named entities in particular domains. Wang et a!. 
(2007), for example, improved the detection of articles about immune epitopes by using 
regular expressions to detect occurrences of peptide sequences such as "SHNFENKL" or 
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tokens "rvpeptiderv" and "rvmhcallelerv" respectively. 
Having extracted the features of documents, the documents are usually represented as 
feature vectors as in Section 2.2.3, although in text classification it is usual to list only 
the non-zero members of the feature vector as most features (vocabulary terms) do not 
occur in a given document. The vector representation is also known as "bag of words" 
because it ignores the order in which terms occur in the document, representing only the 
lexical semantics and not the compositional semantics of the text (Sebastiani 2002). The 
problem of capturing compositional semantics is related to the problem of term dependency, 
where the occurrence of one term in a text (such as "mouse") makes certain other terms 
(such as "liver") more likely to occur, either in the sentence or the complete document. 
Friedman et al. (1997), for example, models co-occurrence dependency between pairs of 
terms, and Peng and Schuurmans (2003) and Metzler and Croft (2005) model the sequential 
dependence of terms using Markov models in which the probability of occurrence of a term 
depends on the neighbouring terms. 
2.4.2 Structured information as a source of features 
Structured documents and Medline records 
Historically, text classification has been performed on unstructured documents such as 
news articles or Internet discussion group postings. Increasingly, structured documents are 
becoming available, such as the XML-formatted papers available from the BioMed Central 
open-access publishing house (BMC 2008) and the NUvI's Pubt-.Ied Central repository 
(P:\IC 2008). Structured texts explicitly represent sections and titles, and may also identify 
named entities such as genes and proteins. Medline records, such as the example in Figure 
2.3, consist of an abstract and bibliographic metadata rather than full text, but provide 
structured information in the form of record fields, such as title, abstract, journal, authors, 
publication date, and MeSH terms (NLM 2007e). Text indexers for classification often 
ignore structure, reducing structured documents to raw text before indexing. This is 
the case in vVang et al. (2007), while Aphinyanaphongs et al. (2005) incorporates some 
structure by prepending with "mh_" to complete MeSH phrases, and prepending "title_" 
to words from the title. In Section 3.2 we describe the use of separate feature spaces and 
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PMID - 8372948 
OWN - NLM 
STAT - MEDLINE 
DA - 19931012 
De OM - 19931012 
LR - 20041117 
PUBM - Print 
IS - 0147-5185 (Print) 
VI - 17 
IP - 10 
DP - 1993 Oct 
TI - Primary angiosarcoma of the spleen. A clinicopathologic study of 40 cases. 
PG - 959-70 
AB - Forty primary splenic angiosarcomas occurring in 21 men and 19 women ... 
AD - Department of Hematologic and Lymphatic Pathology ... 
FAU - Falk, S 
AU - Falk S 
FAU - Krishnan, J 
AU - Krishnan J 
FAU - Meis, J M 
AU - Meis JM 
LA - eng 
PT - Journal Article 
PL - UNITED STATES 
TA - Am J Surg Pathol 
JT - The American journal of surgical pathology 
JID - 7707904 
RN - 0 (Biological Markers) 
SB - 1M 
eIN - Am J Surg Pathol. 1995 Jan;19(1):119-20. PMID: 7802132 
MH - Adult 
MH - Aged 
MH - Aged, 80 and over 
MH - Biological Markers/analysis 
MH - Female 
MH - Hemangiosarcoma/chemistry/*pathology/physiopathology 
MH - Humans 
MH - Immunohistochemistry 
MH - Male 
MH - Middle Aged 
MH - Splenic Neoplasms/chemistry/*pathology/physiopathology 
ED AT - 1993/10/01 
MHDA - 1993/10/01 00:01 
PST - ppublish 
SO - Am J Surg Pathol. 19930ct;17(10):959-70. 
33 
Figure 2.3: Medline record for PubMed ID 8372948 in the older MEDLINE format (NLM 
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word-based text indexing for the title and abstract. 
l\Iedical Subject Headings in particular provide a unique source of information about the 
topics of an article. Medline records possess an average of around 10 terms, each provided 
as a .\leSH descriptor in association with zero or more qualifier subheadings. Subheadings 
marked with a "*,, signal major topics of the article. For example, examining the "MH" 
fields of Figure 2.3 indicates that pathology of splenic neoplasms and hemangiosarcoma are 
major topics of the article. The descriptors are drawn from the MeSH controlled vocabulary 
(i\LM 2007e), which is arranged in a tree-like structure of concepts, with specific descriptor 
terms at the bottom ~ although each concept or term may appear in more than one branch 
of the tree. There are 24,767 descriptors and 83 qualifiers in the 2008 MeSH. MeSH terms 
are assigned manually by NLM curators based on the full text of the article. The Medline 
Indexing Initiative (Aronson et a1. 2000) has however recently developed the Medical Text 
Indexer (Aronson et a1. 2004, Gay et a1. 2005), which uses machine learning on titles and 
abstracts to assist human indexers in semi-automatic indexing, speeding up the process and 
improving recall of terms, since it is difficult for human indexers to identify all relevant 
terms, even with the aid of the MeSH thesauri of 172,000 supplementary concept records 
and 97,000 term synonyms. 
The value of MeSH in classification 
Kostoff et a1. (2004) evaluated the information content of title and MeSH terms compared 
to abstract in the context of a particular medical condition (Raynaud's phenomenon). 
The title (without the abstract) was found to produce a sparsely populated feature space, 
having a large vocabulary relative to the number of occurrences of terms, which is the 
same statistical problem experienced with phrases. This fact supports the concatenation 
of title and abstract, which is common in classification studies (Wang et a1. 2007, Lee et a1. 
2006, Aphinyanaphongs et a1. 2005, Bartling et a1. 2003). Wang et a1. (2007) also found 
that appending author and journal names to the text of the abstract improved classifier 
effectiveness. In Section 4.1.3, we directly evaluate the value of the title+abstract, MeSH, 
journal or author list feature spaces on different topics. 
As a controlled vocabulary with a preferred term for each concept, MeSH terms specify 
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synonymy and homonymy partially confounds the mapping between terms and concepts. 
The l\leSH vocabulary is also much smaller than that of text words, so the space of possible 
documents is more densely populated, which makes learning a classification rule easier and 
reduces the need for feature selection. The literature is however mixed regarding the value 
of rvleSH terms in classification. Kostoff et al. (2004) observes that, being controlled, 
:-'leSH lags current terminology, Medline records take 1-3 months for terms to be assigned, 
and l\leSH terms tend to be less specific about the topic of the article than phrases in 
the abstract. In coverage of topics, the less "biomedical" a concept is, the less finely it 
is resolved in the MeSH vocabulary (NLM 2008c). In an extreme case, MeSH has only 
one term "automobiles" for all wheeled forms of transportation, but has distinct terms for 
different preparations of aspirin. The value of MeSH in classification is therefore strongly 
dependent on the subject domain. Finally, Bartling et al. (2003) noted that the term 
"dental research" tended to be applied to articles discussing the topic of dental research, 
rather than dental research articles themselves. The J'vIeSH vocabulary sometimes makes 
this distinction explicit, for example in the terms "Clinical Trials, Phase II" (actual clinical 
trials) and "Clinical Trials, Phase II as Topic" (papers which just discuss clinical trials). 
Regarding the effectiveness of MeSH in a classifier of Medline records, Wang et al. (2007) 
found that appending MeSH terms to the abstract text improved effectiveness on their data 
set. Doing so however uses only individual words, which may only partially capture the 
concepts of multi-word MeSH terms. Rubin et al. (2005) found that MeSH outperformed 
title/ abstract as a source of features for their data set when only the top 150 features were 
selected. Aphinyanaphongs et al. (2005) however found that including .t'vIeSH made no 
difference over title/abstract on their data, and Bartling et al. (2003) found that adding 
MeSH terms reduced performance with their method and data. The precise method of using 
l\IeSH features may be important: Wang et al. (2007) and Rubin et al. (2005) split up MeSH 
descriptors from their qualifiers to reduce the feature space, while Aphinyanaphongs et al. 
(2005) kept them together and recognised that doing so may have been why using MeSH 
did not improve performance. Fewer documents would have the compound feature "Splenic 
Neoplasms/chemistry/pathology/physiopathology" than would have each term separately, 
reducing the number of articles that the feature can help classify. Bartling et al. (2003) 
does not specify how MeSH features were used with the Identify Patient Sets (IPS) (Aronis 
et al. 1999) classifier, and possible influences include IPS mapping its texts onto Unified 
Yledical Language System (UMLS) terms (NLM 2006c), and being designed for retrieving 
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2.4.3 Dimensionality reduction and feature selection 
\Vhen documents are represented as feature vectors f = (h, ... , !IVI) , the value !V! is 
dimensionality of the vector space in which the documents occur, which is the size of the 
vocabulary of terms found in the documents. The MeSH feature space, for example, would 
have just under 25,000 terms, while the space of title/abstract words could have many mil-
lions of terms. Particularly in biomedical text, many of these terms may be non-dictionary 
sequences of letters and numbers such as genes and chemicals. The speed and effectiveness 
of the naIve Bayes classifier discussed in Section 2.2.3, is relatively independent of feature 
space size, but neural networks and other classifiers in Section 2.2.3 are intractable, slow 
or perform poorly with large feature spaces. A smaller vocabulary of features with more 
predictive power may reduce overfitting (Section 2.3.2), where a classifier "is tuned to the 
contingent characteristics of the training data rather than just the constitutive character-
istics of the categories" (Sebastiani 2002). Dimensionality reduction algorithms transform 
V into another feature space V', where the dimensionality !V'! is much smaller than !V!. 
The aggressiveness of the reduction is !V!/!V'! (Sebastiani 2002). 
Dimensionality reduction may be achieved either through term extraction, or feature selec-
tion. Feature selection chooses a subset of the original features to weed out uninformative 
features, while term extraction maps the original features onto a new feature space such 
that near-synonymous features are combined. Homonyms are generally not disambiguated. 
Unsupervised learning can be used to perform term extraction by grouping terms into clus-
ters to form the reduced feature space. Stemming during tokenisation effectively clusters 
or groups features using linguistic rules, but "term clustering" usually refers to methods of 
grouping features based on their meta-features, such as the documents in which each term 
appears (Lewis 1992). A non-clustering term extraction method is Latent Semantic Index-
ing (Deerwester et al. 1990) which uses matrix algebra to create a new feature space from 
weighted combinations of the original features. Term extraction can increase frequency of 
the new features, reducing problems with data sparseness (too few training examples). 
Feature selection involves assigning some score to each term, and choosing either a fixed 
number of features from the top-ranked terms or a score threshold. Up to a 100-fold re-
duction in feature space may be possible with little loss in performance, and less aggressive 
reductions may even improve performance in certain cases (Yang and Pedersen 1997). A 
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and Forman (2003). The simplest and most widely used is document frequency, the num-
ber of documents in which a term appears. Wang et al. (2007) for example selects only 
features that occur in at least 4 documents. Zipf's law observes that the probability of a 
term having a particular document frequency drops exponentially as document frequency 
rises, with the vast majority of terms occurring in only one or a few documents in the 
collection. The lack of training instances for those lowest-frequency terms generally makes 
them poor class predictors, and each such excluded term affects a few documents at most. 
On the other hand, low-to-medium frequency terms are some of the most informative (Se-
bastiani 2002) - a corollary of the fact that a term occurring in most documents is usually 
a poor predictor of class (unless as part of a phrase as in Riloff (1995)). Despite its sim-
plicity, Yang and Pedersen (1997) found that document frequency holds up well to more 
computationally expensive metrics such as information gain. 
Information gain or average mutual information is a widely used feature selection metric, 
which we also make use of in Section 3.2.3. In machine learning information gain was first 
used with decision tree classifiers, and in that context is defined as the "expected reduction 
in entropy caused by partitioning the examples according to the attribute" (Mitchell 1997; 
page 58). Suppose there are ICI classes, and C is the random variable over c E C. Following 
the notation of Equation 2.3, let Fi be a random variable for absence or presence of the 
ith vocabulary term in a document, taking on values Ii E {O, I}. The Shannon entropy of 
a discrete random variable C is H(C) = - LCEC P(c) log2 P(c). The difference in entropy 
between C and C conditioned on Fi then becomes (McCallum and Nigam 1998): 
IG(C,FJ H(C) - H(C!Fi) 
- 2...: P(c) log2 P(c) 
cEC 
(2.6) 
Issues in feature selection include the choice of metric and how to choose features using a 
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one feature space for all categories, or local with a different feature space for each category 
(Sebastiani 2002). Using information gain (or other metrics) for global feature selection, 
Forman (2004) observed that the existence of "easy" classes having an abundance of pre-
dictive features can reduce performance on "difficult" classes whose predictive features are 
weaker and remain unselected. The solution in Forman (2004) is to set up m "one against 
all" binary classification problems and construct a global feature space by selecting the 
features with the greatest information gain in each binary problem in a round robin or 
randomised fashion - so that the classes are equally represented. 
Binary classification of Medline records exhibits high class skew, with a very low pro-
portion of records being relevant for a particular topic. Mladenic and Grobelnik (1999) 
compared feature selection metrics using a naive Bayes classifier under high class skew 
and found that an odds-ratio metric (as in Section 3.1.1) performed best on a Web-page 
corpus. Information gain is a one-sided metric, always being of positive sign, while log 
odds ratio is two-sided, with positive-scoring features indicating relevance and negative-
scoring features indicating irrelevance. Because log-odds is two-sided and performed well, 
l\Iladenic and Grobelnik (1999) recommended simply selecting features that are found in 
relevant documents. However, two-sided metrics and ignoring "negative" features favours 
long documents because they have more features and thus appear more relevant just for 
being long, and also makes it more difficult to eliminate false positives by rejecting irrele-
vant documents with confidence, reducing performance (Zheng et al. 2004). Zheng et al. 
(2004) advocates choosing the number of features that indicate relevance and the number 
that indicate irrelevance for optimal performance, a form of tuning (Section 2.3.2). Most 
studies such as Yang and Pedersen (1997), Forman (2003; 2004) consider one-sided metrics 
with appropriate threshold adequate for binary problems whether balanced or imbalanced. 
2.5 Related work on Medline filtering 
'Within the general problem of identifying Medline records relevant to some topic, differ-
ent topics and retrieval needs motivate different solutions to the problem. For examples, 
individual researchers can enter query strings into relevance-ranking or boolean retrieval 
methods from Section 2.1 to locate specific documents, and related articles help when ex-
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literature have a different problem: that there is not one narrow topic to search for, but a 
family of topics with potentially thousands of keywords that might indicate that a Medline 
record is relevant. Historically, knowledge engineering in the form of large boolean queries 
has been used to filter literature, but methods based on supervised learning and text min-
ing have been becoming more prevalent. Cohen and Hersh (2005) also identify a strong 
need for useful ways of applying text classification to biomedical literature. 
\Ve have developed a supervised learning solution to meet the objectives set out in Section 
1.1: being effective across a wide range of topics, available as a retrieval service, filtering 
all of ~ledline, and being exceptionally fast. Below, we examine related research that also 
use supervised learning to identify Medline records in circumstances where many features 
potentially indicate relevance. The methods tend to have somewhat different objectives, 
being designed for the topic of a particular database. They are therefore not packaged 
as a service, may operate on a small pre-filtered subset of Medline or perform once-off 
classification of a larger subset, and so also have less need for computational efficiency. 
2.5.1 Classifiers for biomedical databases 
The Immune Epitope Database 
The Immune Epitope Database (IEDB) records the structures of molecules that bind to 
major histocompatibility complex molecules or are recognised by the T and B cells of the 
human immune system (Peters et a1. 2005a; b), and a range of intrinsic and extrinsic features 
of the epitope and its host environment. Most of this information is manually curated 
from scientific papers. Curators would manually review the results of many sensitive 
Pub~Ied queries on sub-topics relevant to the IEDB, such as the one in Figure 2.1. Wang 
et a1. (2007) set out to improve the precision of the knowledge-engineering results using 
supervised learning. First, the combined result sets of the sensitive queries (with date 
ranges to freeze the results) yielded a Medline subset of 20,910 records that had already 
been manually reviewed, forming a "gold standard" training corpus of 5,712 relevant and 
15,198 irrelevant documents. The text indexer at first extracted only word features from 
title and abstract of the Medline records, with no feature selection or other pre-processing. 
Using \Veka (Frank et a1. 2004), a naIve Bayes classifier outperformed an SV~'I, a decision 
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averaging over folds. Feature extraction, lack of feature selection, and lack of parameter 
tuning may, however, have handicapped some of the classifiers more than others. With 
the naIve Bayes classifier, performance improved when l\IeSH terms, journal name and 
author list were concatenated onto the title/abstract text. Performance further improved 
by selecting only features occurring in at least 4 documents and having an information gain 
of at least 2 x 10-5 bits. The indexer removed stopwords, but there was no case folding, and 
Porter stemming was found to degrade performance. A domain-specific feature clustering 
step detected peptide sequence and MHC alleles and other features in the text, and created 
artificial clustered features such as "mhcallele". The final classifier is expected to increase 
the concentration of relevant articles in the records examined by manual reviewers, that are 
then passed on to the curators. Notably, the evaluation corpora for the IEDB classifier were 
published as supplementary data to encourage their use in benchmarking. vVe therefore 
use the IEDB corpus in addition to our own in Chapter 4, and make a direct performance 
comparison in Section 4.3. 
The Pharmacogenetics Knowledgebase 
Another database, the Pharmacogenetics Knowledgebase (PharmGKB), collects informa-
tion about interactions between pharmaceutical drugs and variations in human genes that 
influence adverse effects, rate of clearance, toxicity levels, and other clinically relevant 
properties (Hewett et al. 2002). Relevant documents describe "gene-drug interactions", 
and PharmGKB keeps track of what gene-drug interactions each article provides evidence 
for, providing a ready source of PubMed IDs since the vast majority of evidence articles are 
found in ~Iedline. Few evidence articles are however indexed with the l\IeSH term "phar-
macogenetics", which seems to be applied mainly to articles that discuss pharmacogenetics 
explicitly. There is also a method for detecting co-occurrences of gene and drug names in 
sentences (Chang and Altman 2004, Chang et al. 2004). Curation of the database has 
been oriented around community submissions (Rubin et al. 2004), so all that is available 
are relevant examples. There is no PubMed query like that of the IEDB to provide a 
pre-filtered subset of Medline on which the classifier may operate, making classifying all of 
:-Iedline necessary. 
A PharmGKB study evaluated several classifiers for the task of detecting gene-drug in-
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r-.IeSH terms, or both, and selection was according to the chi-square statistic on the con-
tingency table of documents being relevant or irrelevant document versus features being 
absent or present. With 150 or 350 features (abstract words, MeSH terms, or both), 
logistic regression had substantially higher F-measure than na'ive Bayes in Weka for nat-
ural decision thresholds. Using all features was not feasible in \Veka, but a custom-built 
"log-likelihood" classifier that used all features slightly outperformed a logistic regression 
classifier that used the 350 best word/MeSH features. The classifier is like a na'ive Bayes 
binary classifier in log-odds form, but discards feature absence (Equation 2.3 would only 
evaluating terms where Fi = 1), and instead of a prior score uses a manually chosen log 
odds threshold of 10, and uses maximum likelihood parameters with zero probabilities re-
placed by 10~8 for smoothing. Applying the classifier to l\Iedline (possibly trained on 426 
relevant and 9,722 irrelevant documents) yielded 11,922 results above the threshold. These 
\vere filtered for sentence co-occurrence of genes and drugs to yield 4,892 documents, of 
which a pharmacologist judged that 92% of the top 1,649 documents were relevant. 
The TREe Genomics filtering task 
The 2004 and 2005 Text Retrieval and Evaluation Conference (TREC) Genomics Track 
(Hersh et a1. 2005) featured a "document triage" task using supervised learning to identify 
documents relevant to the Mouse Genome Database (Eppig et a1. 2005). There were 
four sub-topics: tumour biology, embryologic gene expression, Gene Ontology annotation 
(Consortium 2008) and alleles of mutant phenotypes. Classifiers were trained on full-text 
articles from three journals from 2002 and tested on 2003 articles from the same journals, 
with the training and test data pre-filtered to hold only articles mentioning some form of 
the \vord "mouse". This task ranked classifiers on an overall "utility" score, which gives a 
classifier Ur points for each true positive, and subtracts one point for each false positive. 
Cohen (2006) provides a method of optimising a support vector machine for the TREC 
Genomics task. The TREC task differs from the problem approached here by dealing with 
full-texts instead of abstracts and by operating on a concentrated test corpus containing 
a large proportion of relevant documents instead of a broad test corpus in which relevant 
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2.5.2 Classifiers for protein interaction abstracts 
The Biomolecular Interaction Network Database (BIND) (Alfarano et al. 2005) collates in-
formation about molecular interactions, originally protein-protein interactions. PreBIND 
(Donaldson et al. 2003) provides a resource to BIND curators, and uses supervised learn-
ing to detect articles, followed by information extraction using a dictionary of genes and 
proteins to detect co-occurrences of the same within particular sentences. PreBIND uses 
a non-linear SV~1 (radial basis function kernel) trained on a small manually constructed 
collection of 693 relevant documents (describing a biomolecular interaction) and 401 irrel-
evant documents with similar word uses. Pre-processing removed stopwords, folded case, 
removed all non-alphabetic characters, and truncated strings to 10 characters. The indexer 
considered single and two-word phrases. The SVM achieved a precision-recall break-even 
of 92%, outperforming a multinomial Bayes classifier which obtained 87%. However, the 
Bayes classifier only used the 100 features with highest information gain following the 
choice in :Marcotte et al. (2001) - but other researchers showed that using so few features 
substantially reduces performance (Rubin et al. 2005). After evaluation, the same trained 
SV~I \vas applied to a larger subset of Medline (l.88 million records) and predicted 269,000 
relevant documents. It was expected to take 3 days if applied to all of Medline. Donaldson 
et al. (2003) however indicated that the 92% precision on the test data (in which relevant 
documents outnumber irrelevant ones) would also be observed when classifying Medline, 
which is incorrect: the drastically lower prevalence of relevant records in Medline will 
reduce precision, as discussed in Section 2.3.4. 
Curators for the Database of Interacting Proteins (DIP) (Xenarios et al. 2002), which 
curates information related to protein-protein interactions (PPI) in yeast, also developed a 
classifier(r-darcotte et al. 2001). The classifier was naIve Bayes with a Poisson distribution 
modelling the occurrences of each word in the relevant versus irrelevant class, similar to 
the method of Kim et al. (2006). Feature selection involved manual intervention: 83 
'·discriminating words" were selected that were present in 260 relevant documents from 
the DIP. These words explicitly excluded gene or protein names, but had a frequency 
in relevant abstracts that was highly improbable under the Poisson distribution for the 
word derived from 65,807 Medline abstracts mentioning Saccharomyces cerevisiae. Poisson 
parameters for each term in relevant/irrelevant documents were estimated from the 260 
yeast PPI examples and the 65,807 background abstracts respectively, and the trained 
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The evaluation did not quote standard performance metrics, but it can be inferred from 
one of the figures that the precision in the test was 77% at 55% recall. The DIP classifier 
(.\Iarcotte et al. 2001) was later implemented as a retrieval service (Goetz and von del' 
Lieth 2005). 
2.5.3 Extension of literature collections 
Besides finding relevant articles for database curators, filtering tvIedline using supervised 
learning has been applied to other resources that collect articles on a family of topics. 
The ACP Journal Club re-publishes literature for use in evidence-based medicine, with 
four sub-tasks of identifying articles relevant to therapy, diagnosis, etiology and prognosis. 
One study compared classifiers at detecting articles on each topic (Aphinyanaphongs et al. 
2005). Articles featured in the ACP over a period of two years formed the relevant training 
corpus, \vith irrelevant examples being the remaining articles in journals that the ACP 
reviews. The performance comparison was based on ROC area macro-averaged under 5-
fold cross validation, and tuning SVM parameters was done by the hold-out method (a 
70/30 train and hold-out split inside the training data). Text pre-processing included 
stopword removal, case-folding and Porter stemming, and use of "whole" .MeSH terms 
(descriptor plus qualifiers) as discussed in Section 2.4.2. In the comparison, the tuned 
SVl\Is outperformed a naIve Bayes method (precise form of the latter was not specified), as 
well as Publ\Ied queries developed for each of the four categories. Another study (Bartling 
et al. 2003) filtered Medline records for those about dental research using Identify Patient 
Sets (Aronis et al. 1999). 
2.5.4 Related articles for Medline filtering 
Wilbur (2000) investigated the use of adaptive boosting (AdaBoost) and staging to classify 
documents for REBASE, a database of restriction enzymes. REBASE provided 3,121 
relevant articles for the initial corpus, and vector cosine retrieval on the text of each 
abstract retrieved 200 "nearest neighbour" related abstracts to provide irrelevant Medline 
records (in the sense of "not found in REBASE"). The validation method was to average 
performance over 100 repeats of train-and-test. Boosting uses a compound classifier, which 
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are given different error costs so as to choose a classifier that focuses on correctly classifying 
examples that were mis-classified by the previous one. They found that the precision 
averaged over the top 100 test documents increased significantly but not substantially 
with AdaBoost. The staging method trains one classifier (na'ive Bayes), and uses it to 
score the "irrelevant but related" training documents. It then trains a second classifier 
(linear SV;\I) on the same relevant training documents and high-scoring irrelevant training 
documents. In the test phase, test documents that have high scores under the first classifier 
receive new scores that combine the score of the first and second classifier ~ which did 
substantially improve precision in the top 100 results. 
PubI\Ied related articles (Lin and Wilbur 2007) has also been used in l\ledline filtering. In 
what might be described as an inversion of k-Nearest Neighbours, the method of Liu and 
Altman (1998) took a bibliography of 87 articles on a highly specific topic, retrieved the top 
40 related articles for each. It scored each distinct article by the number of related article 
lists in which it appeared, weighting each appearance by its rank out of 40. A "similar 
method" ranks the relatives of a set of abstracts in HubMed (Eaton 2006). Perez-Iratxeta 
et al. (2003) present an ad hoc method to rank the aggregated relatives of articles in a 
collection based on their word content. The above methods use related articles to get a set 
of close relatives for each document in the input set, and re-rank the relatives to produce 
a result set. 
2.6 Classifying all of Medline 
This section examines studies that classified or considered classifying l'vledline or a large 
representative subset of Medline (such as contiguous years). In relation to those studies 
it then discusses the issue of evaluating a classifier on a large subset of I\Iedline, and the 
efficiency of I\Iedline classifiers. 
2.6.1 Related work on classifying all of Medline 
The database curation filters for PreBIND (Donaldson et al. 2003) and PharmGKB (Rubin 
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Unlike the IEDB ("Wang et al. 2007), they did not already have a subset of l'vIedline con-
taining most relevant documents to use as the classification domain, and so turned to 
classifying larger subsets of Medline: a subset of 1.88 million records in Donaldson et al. 
(2003), and all of r-dedline in Rubin et al. (2005). 
Suomela and Andrade (2005) presents an ad hoc linear classifier, with the score of a feature 
being the ratio of its frequencies in relevant and irrelevant documents, and the score of 
a document being its average feature score. The classifier was trained on 81,416 relevant 
documents having l\'IeSH terms relating to stem cells and an equal number of random 
:\Iedline records for irrelevant documents. The trained classifier obtained a precision-recall 
break-even of 0.65 on a test corpus of 6,923 random documents of which 204 had been 
manually judged relevant (2.9% prevalence). It was intended for the classifier to eventually 
be applied to all of l\Iedline. 
PubFinder (Goetz and von der Lieth 2005), was intended to classify large parts of Medline, 
consisting of one or more consecutive years. It re-implemented the method of Marcotte 
et al. (2001) behind a \Veb-service, but made no evaluation of effectiveness, and the eval-
uation in r-.Iarcotte et al. (2001) on yeast abstracts was itself unconventional. PubFinder 
used 100 title/abstract words having improbable frequencies in the examples under each 
\vord's Poisson distribution derived from Medline since 1990. It was reported to classify 
recent years of l\Iedline at a rate of 500,000 abstracts per 1-3 minutes, but appears un-
maintained, with queries submitted in mid-2006 still processing, and the counter of jobs 
completed from the queue incrementing every 2-3 days. 
2.6.2 Evaluation of classifiers on all of Medline 
When evaluating a classifier for the purpose of predicting its performance in operation, 
the documents on which the classifier is tested should be a representative sample of the 
documents which the classifier is expected to encounter in operation. In the case of the 
IEDB classifier (\Vang et al. 2007), for example, cross validation is performed on an initial 
corpus which is a subset of Medline produced by a pre-filter query. The classifier will then 
perform similarly on future results of the pre-filter query. However, the study indicates 
that the classifier would also be used to find documents on sub-topics which were not 
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and-test scenarios where test documents were from a sub-topic not included in the training 
set, because the classifier only learned a portion of the discriminating terms from the 
training data. 
Classifiers also have reduced performance when the prevalence of relevant documents is 
10\ver, in particular causing lower precision for a given false positive rate. Donaldson et al. 
(2003), for example, obtained cross validation precision values on an enriched initial corpus, 
and intended to then apply the trained classifier to an operational data set of 1.88 million 
1\Iedline records expecting 92% precision as in testing. However, lower prevalence in the 
large 1\Iedline sample means less precision should be expected. One might consider taking 
a random sample of Medline and manually classifying it to create cross-validation corpus. 
However, the prevalence of a particular topic in Medline is so low (typically 0.1% or less), 
that only a handful of relevant documents would occur out of tens of thousands. Therefore, 
enriched corpora are necessary for cross-validation experiments, which can then be used 
for comparing classifiers, but should not be taken to predict performance on Medline as a 
\vhole, where relevant documents are much rarer. 
To test on a representative subset of Medline, one option is to manually evaluate the 
results of filtering. This was done for the PharmGKB classifier in Rubin et al. (2005), 
where a pharmacologist judged precision to be high in the top 1,649 results of the classifier 
having gene-drug co-occurrences. The test, however, requires an expert in the subject 
domain to judge relevance, does not measure recall, and has a subjective element. As an 
alternative, Chapter 3 will present a relative retrieval test which can evaluate performance 
at retrieval of a set of known relevant documents from a large ·~vledline sample, although 
this is necessarily an under-estimate since some unknown relevant documents will also be 
retrieved and counted as irrelevant. 
Besides the issue of test documents not being representative of Medline, most classifiers in 
the previous section were also trained on enriched initial corpora, where relevant documents 
are not only more prevalent but have a greater degree of similarity to irrelevant documents. 
This may not optimally train the classifier for distinguishing relevant documents from 
:\Iedline background. In Chapter 3 we use all of Medline as unlabelled (but approximately 
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2.6.3 Classifier efficiency 
The efficiency of a classifier is the speed at which it operates, in terms of documents clas-
sified per second. Comparing the efficiency of classifiers on a given task is not as objective 
as comparing effectiveness, because efficiency is partly due to factors other than the choice 
of classifier, including the hardware and the method of implementation. vVith choice of 
classifier, some classifier algorithms are inherently more efficient than others. For example, 
all linear or log-linear classifiers (naIve Bayes, perceptron, SVl\l) have the same algorith-
mic complexity when classifying, so differences in speed depend only on hardware and 
implementation factors. Training steps of these classifiers, although not strictly "speed 
of classification" also contribute to the total time to complete a classification task. For 
example, Nearest Neighbours needs no training at all, while NaIve Bayes requires time pro-
portional to the number of training documents, and SVMs, neural networks and boosting 
algorithms that require iteration or optimisation can take much longer for large training 
sets. The effect of hardware is simply that faster computers take less time to perform a 
given classification task, and some algorithms are also faster with additional memory. With 
the implementation itself, there are many ways of making a classifier faster by using special 
data structures or using a different programming language for the most computationally 
intensive steps. 
Efficiency is mentioned briefly, if at all, in Medline classification studies because it is often 
not important for the application. For example, a small domain of operation requires less 
efficiency than classifying all of Medline. In vVang et al. (2007), the rate of 1,000 Medline 
records per 30 seconds was acceptable, because the domain constructed by the IEDB's 
pre-filter query only contained around 20,000 documents. Also, if a classification task only 
needs to be performed once, it is not worth the effort of making a fast implementation, 
which is why the predicted 3 days to calculate scores for all of Medline was acceptable in 
Donaldson et al. (2003). Efficiency, however, becomes important when the domain is large 
(such as classifying all of Medline) and the task has to be performed repeatedly, especially 
over a \Veb interface. Speed of training also becomes important when more than a few 
thousand training documents are involved. Chapter 3 will present several methods for 
vastly speeding up the training and execution of a simple Bayes classifier in order to make 












This chapter formulates a binary naive Bayes classifier using the multivariate Bernoulli 
document model, and presents options for estimating its parameters under conditions of 
extreme class skew. These are followed with the methods for indexing Medline record fields, 
criteria for feature selection, and how the XML distribution of Medline is pre-processed to 
allow classification of all of Medline in a short period of time. Other processes described 
here include the operation of filtering all of Medline, the structure and functions of the 
Web front-end, and the cross validation process for evaluating the classifier - which is 
also available over the \,yeb front-end. With the description of the underlying methods 
complete, \ve present the data sets and experiments for Chapter 4. These experiments are 
designed to identify the overall best variant of the classifier across a range of tasks, analyse 
the final classifier's performance characteristics, and compare it to a related classifier-filter 
of ?-'ledline records. 
3.1 Classifier formulation 
To filter l\Iedline for relevant records, we develop the binary classification version of naive 
Bayes with multivariate Bernoulli document model (Section 2.2.3), which is also known as 
the Binary Independence Model (Lewis 1998). We introduce modifications to the Laplace 












CHAPTER 3. METHODS 49 
301.1 Naoive Bayes formulation 
The naIve Bayes classifier predicts the maximum a posteriori (l'vlAP) hypothesis, which 
is the most probable class for the document under the model parameters. For a binary 
classifier, rand f represent the complementary classes of "relevant" and "irrelevant", and 
the set of classes is C = {r, f}. Inside a probability function, rand f represent the 
events C = rand C = f where the Bernoulli random variable C for the class generates a 
relevant or irrelevant document label. The MAP hypothesis in Equation 2.2 then reduces 
to C;\IAP = r ¢::=? P(rld) > P(fld) for some document d. This condition, which predicts 
relevance when it is more probable than irrelevance, is equivalent to the condition S( d) > 0, 
where the classifier score S( d) is the posterior log odds of relevance. Below we use Bayes 
rule to express S( d) in terms of the likelihood ratio and prior odds of relevance: 
( ) 
1 P(rld) 






log P(dlf) + log P(f) (3.1) 
The indexing process further represents the document d by a feature vector f = 
(h, h,···, Ilvl), with each Ii E {O, I}, representing presence (1) or absence (0) of vo-
cabulary term i. Inside a probability expression, Ii represents the event Fi = Ii where the 
random variable Fi generates an occurrence or non-occurrence. Assuming independence 
amongst the features conditional on the class (Equation 2.3) yields a classifier score of 
S(f) 
IVI P(Jil r ) P(r) 
log g P(Jil f ) + log P(f) 
IVI P(Jil r ) P(r) 
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vVe now want to express the classifier score S(f) in terms of model parameters, which can 
be estimated. vVhen the statistical model generates a document, the Bernoulli variable C 
first generates the class label c (either r or f). c in turn specifies the mixture component 
F!C = c, which is a multivariate Bernoulli distribution to generate a feature vector f of 
the specified class. The multivariate Bernoulli distribution consists of !V! independent 
Bernoulli random variables, Fi!C = c, each of which has parameter eei, which is the 
probability of feature i occurring in a document of class c. Using the fact that Ii E {O, I}, 
\ve \vrite each feature probability in Equation 3.2 in the form 
if Ii = 1 
if Ii = 0 
(3.3) 
Because only a tiny fraction of the vocabulary terms will be present in any particular doc-
ument, S(d) can be calculated much faster by expressing it as a base score for a document 
where all Ii = 0, and a sum over each feature that occurs. Substituting Equation 3.3 into 
Equation 3.2 we obtain (Lewis 1998): 
IVI IVI 
~ ( erd(l - eri )) ~ 1 - eri er 
S(f) = ~ Ii log e-j(l _ e-.) + ~ log 1 _ e- + log l=-e 
i=1 n n i=1 n r 
(3.4) 
Where er is the Bernoulli parameter for the class variable C, and is equal to the prior 
probability P(r) of the document class being relevant. vVe define the feature weights Wi 
in Equation 2.1 to be the log odds ratio for the feature occurring in relevant vs irrelevant 
documents: 
(3.5) 
Using b for the constant terms in Equation 3.4 yields the form of a linear classifier: 
IVI 
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3.1.2 Parameter estimation 
Training the classifier consists of estimating its Bernoulli parameters: er for the class 
random variable e, and eei for the random variable File = c which models the occurrence 
or non-occurrence of each feature in a given class. \Ve estimate er using Laplace smoothing 
on the number of relevant (Nr ) and irrelevant (Nr) documents in the training corpus. The 
total number of training documents is N = Nr + Nr: 
iJ = P(r) = N r + 1 
r N + 2 (3.7) 
To estimate eei we start with the MAP estimate of Equation 2.4 using a beta distribution 
prior for Bayesian smoothing. Nei is the number of occurrences of term i in documents 
of class c and Ne is the number of documents in class c. We assume binary features, 
where each term occurs exactly 0 or 1 times in a given document. The beta distribution 
parameters aei and bei have subscripts to indicate there may be a different prior on each 
(lei: 
(3.8) 
The maximum likelihood estimate (no smoothing), would set aei = bei = o. As discussed 
in Section 2.2.4, the estimate is biased, and can produce infinite feature weights Wi when 
"Vci is zero - that is, for features that fail to occur in the training documents of one class. 
To avoid this, Laplace smoothing is commonly used in cross validation on balanced initial 
corpora. Laplace smoothing sets the beta distribution parameters to aei = bei = 1, resulting 
in a flat prior distribution on eei, which in the absence of evidence (Nei = Ne = 0) produces 
a prior estimate of eei = 0.5. However, with a skewed class distribution (Nr « Nr), these 
counts affect the estimate of eri much more than the estimate of ePi, biasing the value of 
Wi up\vards. The smoothing most strongly affects rare features, producing large positive 
values of Wi even for features that are more frequent in irrelevant documents, biasing the 
classifier in favour of the relevant class and reducing classifier performance. \Ve consider 
t\vo smoothing methods based on pseudocounts to correct the bias of Laplace smoothing 
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The previous version of the classifier in Poulter et a1. (2008) used an approach called Back-
ground smoothing, which sets aei = Nd N, being the background frequency of term i across 
both classes in the training data, and aei + bei = 1 in the denominator, to contributes a 
total of one article worth of evidence. The small hyperparameters provide weak smooth-
ing to prevent rare features from obtaining positive weights when they fail to occur in any 
relevant articles, thus reducing the bias toward relevant articles under a skewed class distri-
bution. The prior prior distribution on Bei is skewed to-wards zero, making prior estimate 
of Be; equal to a; (the global frequency of feature i) instead of 0.5. Hmvever, we later found 
that the \veak smoothing permits more extreme feature weights in both directions when 
~Vc; = 0, harming performance in some cases. 
In this version of the classifier we propose an original modification to Laplace smoothing of 
a beta distribution prior, which we call split-Laplace smoothing, and uses the pseudocount 
interpretation of a; and b;. It divides the Laplace pseudo counts between the two classes 
according to the prior probability of each class to counteract class skew. For each term 
i, ordinary Laplace smoothing introduces 2 fictitious documents in each class: one with 
term i and one without. Split-Laplace smoothing introduces 4 fictitious documents of 
unknown class: 2 with term i and 2 without. The values aei and bei are then the expected 
number of (non- )occurrences in class c according to the prior probability P(c), yielding 
ari = br; = 2Br and aj'i = bfi = 2(1- BT). Split-Laplace reduces to Laplace smoothing when 
Br = 0.5 (that is, perfectly balanced data), and like Laplace smoothing estimates Bei = 0.5 
in the absence of any evidence. As the training data becomes more skewed/unbalanced 
(P(r) « P(f)), split-Laplace smoothing starts to skew the prior distribution on B,; toward 
0/1 and the prior on Bfi toward 0.5, with weaker smoothing on B,; than on Bfi . The adapted 
pseudocounts almost entirely counteract class skew, so that NTi = Nfi = 0 produces only 
a small positive weight feature weight instead of the large log ~~1~ weight that Laplace 
smoothing would have produced. 
3.2 Medline record indexing 
This section describes the features that the indexing step extracts from Medline records, 
and how ~Iedline is pre-processed so that all 16 million records can be classified in a short 
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3.2.1 Medline record fields 
In the Baseline (NUI,I 2007b) distribution of Medline, the records are provided in an XML 
format, an example of which is shown in Figure 3.1, from which features can be extracted. 
\'le consider the following sources of features in Medline records: 
• \'lord: Each feature is a token from the <ArticleTi tle> or <AbstractText> field, 
extracted using the text indexing algorithm below. 
• l\leSH: The l\Iedical Subject Heading descriptor phrases from the <DescriptorNarne> 
fields of the XML. 
• Qual: The l\leSH qualifier phrases from the <QualifierNarne> fields of the XML 
(there are only about 90 qualifiers in use). 
• ISSl\': The ISSN of the journal, such as "0147-5185", from the <ISSN> field of the 
Xl\lL. 
• Author: The initials and last name of authors, for example "JH Bloggs", from the 
<Ini tials> and <LastNarne> field of each <Author> field. 
Each feature is a string (a sequence of characters), which is associated with a feature type 
(\Vord, l\leSH, Qual, ISSN or Author). We keep the feature types separate: "mouse" as 
a l\IeSH term has a different feature ID from "mouse" as a title/abstract \Vord. All of 
the feature spaces together produce the complete WMQIA feature space. In Poulter et al. 
(2008), the classifier used a much smaller "MQI" feature space composed of only MeSH, 
Qual and ISSN features. 
Text indexing (Section 2.4.1) is used to extract features from the title/abstract to produce 
the \'lord feature space. The indexing algorithm below does not use Porter stemming, 
attempts to maintain hyphenated terms such as "A *0201-restricted", uses partial case-
folding, and discards numbers and punctuation outside of words: 
• Concatenate title and abstract, adding a padding space to separate them. 
• Split the text on spaces and certain non-word characters, by finding matches to the 
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<Pl..:br.ledA.:: t lC Ie> 
<NedllneCl ta tl on Owner="NLM" Sta tus="MEDLlNE" > 
<PNI 0>8372948 < / PNID> 
<fa teCrea ced><Year >1993</Year><Mon th>10 < IMonth><Day>12</Day><IOa teCrea ted> 
< Da teCo;rJple ted><Year >1993 </Year ><Mon th>10</Mon th><Day>12 </Day>< IDa ceCompl e ted> 
<Ja teRev.l sed><Year>20Q4</Year><Mon th>11< IMonth><Day>l 7</Day></Da teRevi sed> 
<Artlcle PUDYlodel="Print" > 
<Journa 1 > 
< I SSN Is snType=" Print" >0147-5185</ ISSN> 
<Journa 1 Issue Ci tedYledi um=" Print" > 
<Vol ume>17 <IVol ume>< I ssue>10</ Issue> 
<P!..ibDa te><Year >1993 </Year><Mon th>Oct</Mon th></PubDa te> 
</ Journa 1 Issue> 
<T1 tle>The American journal of surgical patholoqy<ITitle> 
<ISOAbbrevia tlon>Am. J. Surq. Pathol. </ISOAbbreviation> 
</Journal> 
<ArclcleTltle>Primary angiosarcoma of the spleen. A clinicopathologic study of 40 cases.<IArticleTitle> 
<Abs t ra ct ><Abs tract Text >Forty primary splenic [ ... ] </ Abstract Text><1 Abs tract> 
<Aff .ill a tlon>Deparbnent of Hematologic and Lymphatic Pathology ( ... ] </ Aff llla tl on> 
<AuthorLlst CompleteYN="Y" > 
<Au thor Val ~dYN="Y" ><Las tName>Falk<ILas tName>< ForeName>S < IForeName>< In1 t 1a 15 >S< / Inl t lals >< 1 Au thor> 
<Au thor ValldYN="Y" ><Las tName>Krishnan</LastName><ForeName>J<1 ForeName><Inl tlal s>J<1 Ini t1als>< 1 Au thor> 
<Au thor ValidYN="Y" ><Las tName>Meis <ILas tName>< ForeName>J M<IForeName>< Ini t i a ls>JM< 1 In1 t 1a 1s><1 Au thor> 
</.ll.uthorLlst> 
< Langua ge>eng< / La nguage> 
< Publl ca ClonTypeL1s t><Publ i ca t i on Type>Journal Article<1 Publl ca ClonType></ Publ1 ca t1 onTypeLl st> 
</Art1cle> 
<.'·-1ed1lneJournallnfo> 




<.R.eg 1 s t ry!llumber >0 < IReg 1 5 t ryNumber ><NameO fSubs tan ce>Biological Markers < 1 NameOf Subs t an ce > 
<IChem1ca1> 
< /Cheml ea ll1 s t > 
<::1 ta t 1 onSubset >IM</ Ci ta t 1 onSubset> 
<:Jescr lptorName :1aj orToplcYN="N" >Adul t< IDeser 1ptorName> 
< /.":eshHeadlng> 
<NeshHeadlng> 
<Dese r lptcrName :-1a] orTopl cYN="N" >Aged<IDeser iptorName> 
</ .'1eshHead1 ng> 
<,1I.!esr:Hea.j1ng> 
<:Jeser lptorNa:ne :-1aj orTopicYN="N" >Aged, 80 and over<IDescr lp torName> 
<INeshHeadlng> 
<.'1eshHeadlng> 
<Deser 1ptorName )1a j orTopicYN="N" >Biological Markers </Deser iptorName> 
<Qua 1 i f 1 erName :-1a] orTopicYN="N" >analysis< IQuali f1 erName> 
< IMeshHead1 ng> 
<.'1eshHeadlng> 
:-1a] orTopicYN="N" >Female<IDescriptorName> 
<t'~eshHeading> 
<Deser lptorName :-1a] orTopicYN="N" >Hemangiosarcoma<IDeser iptorName> 
<Qual i f l er Name :-1aj orTopicYN="N" >chemistry<IQua li f lerName> 
<Quall f 1 erName :-1a] orTopl cYN="Y" >pathology<IQualif lerName> 
<Quali f 1 erName :-1a] orTopi cYN="N" >physiopathology<IQuall fierName> 
<IMeshHeadlng> 
<MeshHeaciing> 
<Deser lptorName :-1aj orTopicYN="N" >Humans</Descr iptorName> 
<IMeshHead1ng> 
<MeshHeaciing> 
:-1a] 0 rTopi cYN= "N" >Immunohistochemistry < IDes c rip t 0 rName > 
<MeshHead1ng> 
:-1a]orTopicYN="N" >Male <I Deser iptorName> 
<.'1eshHeading> 
~aJ orToplcYN="N" >Middle Aged< IDeser iptorName> 
<MeshHeading> 
<Descr iptorName :-1a] orToplcYN="N" >Splenic Neoplasms</Descr iptorName> 
<Qual i f i erName :-1a] orTopl cYN="N" >chemistry<IQual i f lerName> 
<Quall f l erName :-1a] orToplcYN="Y" >pathology<IQua 1 i f ierName> 
<Qual~ f i erName :-1a] orTopi cYN="N" >physiopathology<IQua 1 i f i erName> 
<IMeshHeadlng> 
< / ."1esnHeacilngL1 s t > 
</ Hea1l [leel ta C 1 on> 
<PubmedDa ta> 
<History> 
<PubMedPubDa te PubSta tus="pubmed" ><Year>1993</Year><Mon th>10</Non th><Day>l </ Day>< IPubMedPubDa te> 
< PubMedPubDa te PubSta tus="medline" > 
< Yea r >19 93 < / Yea r ><Mon th>1 0< IMon t h><Day >1 < 1 Day><Hour>O < IHou r ><Ni nut e>1 < /Mi nut e > 
<;' PubMeciPubOa te> 
</Hlstory> 
< Publl (:a t..:. cr;Sta t us>ppublish<1 Publ1 ca t i onSta t us> 
<.:"Y t..:. cl to' I d!....:. s t ><Art 1 e leld IdType="pubmed" >8372948 < 1 Art i cleld><1 AI t i cleIdLl 5 t ,'> 
< 'P _,bmeci:Ja ta > 
< P'-.:bmedArtlcle> 
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Figure 3.1: Medline XML for PubMed ID 8372948, edited for space. See Figure 2.3 for the 
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• Strip any non-alphanumeric characters (neither letters nor numbers) from the begin-
ning and end of each term. This discards parentheses on the edge of expressions but 
avoids splitting up expressions such as "I-A(b )-restricted" . 
• Discard the term if it looks like a number or otherwise contains no alphabetic char-
acters by finding matches to the regular expression - [O-geE\WJ +$. 
• Discard the term if its lower case version is found in the stopword list on http://www . 
lextek. com/manuals/ onix/ stopwords2. html (this includes single-letter terms). 
• If the first character of the term is a letter, make that letter upper-case. All words are 
therefore spelled as if they had occurred the beginning of a sentence. This obtains the 
main benefit of case-folding, but avoids, for example, conflating human and mouse 
gene names (PON3 and Pon3), which often differ only in case. 
3.2.2 Pre-processing steps and data structures 
vVe first describe a simple, but inefficient, implementation of a nalve Bayes text classifier 
that does not use the pre-processing steps or data structures mentioned later. The simple 
classifier \vOllld represent documents as a list of feature strings, since the feature vector f 
is sparse, consisting mostly of zeros. For training, it would read the training corpus from 
disk, extract string features from each document as necessary, count the occurrences of 
features in relevant and irrelevant documents, and calculate the weights Wi for each feature 
string. For testing or operation, it would read in the full text (or XML) of each test 
document in turn, extract feature strings, use Equation 3.6 to calculate the score of each 
test document by summing the associated feature weights, and print the IDs of documents 
having positive scores. Because this simple classifier operates directly on the text and 
feature strings of documents, it would take up to a week to process l\ledline consisting of 
80G B of XML (uncom pressed), use over a gigabyte of memory to keep a lookup table for 
12 million features weights, and take an additional week of parsing if the "rest of Medline" 
were used in training for the irrelevant documents. 
Fast l\Iedline classification comes at the cost of the complexity of maintaining the following 
data structures. First, the program maintains a database for looking up documents by 
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text. Next, because feature extraction is expensive, it is only performed once for each 
record, with the resulting feature vectors stored in a database. Because feature strings 
take up a lot of space, the feature vectors are also compacted by mapping the feature 
strings onto numerical feature IDs, which in turn requires maintaining another database 
to translate between feature strings and their IDs. However, even looking up compact 
feature vectors from a database is a slow operation, so the vectors are added in parallel to 
a fiat file v;hich can be processed quickly when the classifier is calculating scores for every 
record in ~Iedline. Lastly, to be able to quickly use the "rest of ~Iedline" as training data, 
the occurrence count in IVIedline of every feature is tracked during the feature extraction 
step. These data structures also need to be updated in parallel as new records are added 
to :"Iedline each day. 
The process of updating these data structures, whether from daily Medline updates or 
when parsing the Baseline XML (NLM 2007b) distribution of Medline at the beginning of 





D4. Feature stream 
Article objects 
(by PubMed ID) 
Article 
objects 
D 1. Article database 
"~I': (PUb~ (string, type) for document feat es vector) for 
documents 
D3. Feature vector DB eature IDs 
(string, type) for 
document fea res 
D2. Feature table 
Figure 3.2: Data flow diagram for pre-processing each XML file in the Medline Baseline dis-
tribution (NLM 2007b). The process steps are P1-P3, data stores are 01-04, and directional 










CHAPTER 3. METHODS 57 
• PI: The parsing step processes XML files using cElementTree (ElementTree 2008) 
and maintains a list of already-processed files. Each file such as medline08n0479 . xml . gz 
contains around 30,000 Medline records like the one in Figure 3.1. Parsing produces 
Article objects, having fields for publication date, title, MeSH terms and so forth. 
• P2: The feature extraction step converts Articles into a list of feature strings. For 
each Article object, call the appropriate method to convert the record fields into a 
data structure that for each feature type (MeSH, Word, etc.) lists the feature strings 
of that type that occurred in the article. 
• P3: The feature mapping step converts the list of feature strings into a list of feature 
IDs. This requires mapping each unique pair of feature string and feature type to a 
feature ID. Each feature ID is also an index i in the mathematical form of the feature 
vector. This step also tracks the number of occurrences of each feature ID in Medline 
for using the "rest of Medline" in training. 
The on-disk data structures are as follows: 
• DI: The Article database is a Berkeley DB (Oracle 2008) which provides lookup of 
Article objects by PubMed ID. These objects are used to format the result pages, 
and to regenerate the other databases without re-parsing t-.Iedline. Berkeley DB was 
chosen over the SQLite relational database because for simple object insertion and 
retrieval it is more efficient than an indexed SQLite table. 
• D2: The feature table is an SQLite (SQLite 2008) database table having fields for 
feature ID, feature string, feature type, and occurrence count. The feature ID is 
also the row number, which increments when new features are added. The feature 
string is the raw feature as encountered in the text (such as "Pharmacology") and 
the feature type distinguishes the source of the feature (say, "\,yord" or "Qual"). The 
occurrence count is the number of times the feature was encountered during parsing 
of t-.Iedline. \Ve maintain two interfaces to the table: a fast one that works with 
in-memory data structures and writes to disk in one pass when the program ends, 
and a slow one that makes database calls for every operation (see Section 5.3). 
• D3: The database of feature vectors is an SQLite table with fields for PubMed ID, 
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up the feature vectors for user-submitted Publ\'Ied IDs, and additionally in cross 
validation to retrieve feature vectors for a random sample of PubIvIed IDs . 
• D4: The stream of feature vectors is a compact binary file listing PubMed ID, date 
and feature vector for each Medline record. It is redundant to the database, but is 
several times faster to iterate over when filtering Medline. 
Before being stored in the database or stream of feature vectors, the lists of feature IDs 
are further compressed using variable byte encoding (l'vIanning et al. 2008; Chapter 5). 
This produces space savings for the feature stream presented in Section 4.5. Variable 
byte encoding sorts the list by increasing feature ID and calculates the difference or gaps 
bet\veen successive 32-bit IDs. These gaps are much smaller than the IDs themselves so 
most of the 32 bits go unused, a property that the encoding uses to write each gap with a 
variable number of bytes. Each byte stores 7 bits of the gap with the 8th bit set to 0, except 
in the last byte where the 8th bit is set to 1 to signal the end of the number. Small gaps 
require one or two bytes instead of four, and the feature vector is written as a sequence of 
gaps between successive feature IDs. When the feature stream is highly compressible and 
reading it from disk dominates the running time, variable byte encoding greatly speeds up 
classification. 
3.2.3 Feature selection 
\Ye use feature selection, discussed in Section 2.4.3, to remove features that contain little 
information about the class variable, and are thus candidates for overfitting or introducing 
noise into the document scores. Features are selected based on their occurrence counts 
in training data, the same counts that are used to estimate the parameters in Equation 
3.8. In cross validation, this means that slightly different features are selected in each fold, 
because only 90% of the initial corpus is provided as training data. If the whole initial 
corpus were used to select a single set of features for all validation folds, it would risk some 
overfitting to test data (Section 2.3.2). 
For the document frequency method of selecting features, where Ni = Nri + N ri , we 
evaluate thresholds on Ni of 0, 1, 2, 3, 4 and 8. Ni 2: 0 selects all features, because out-of-
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and so contribute to classification. Out-of-vocabulary features are excluded by requiring 
Ni ~ 1. Ni ~ 2 or Ni ~ 3 may additionally remove spelling errors and nonsense strings, 
although informative words may also occur once or twice if there is a lack of training data. 
The criteria of Ni ~ 4 and Ni ~ 8 further eliminate words where there is little information 
available to estimate its Bernoulli parameters in relevant/irrelevant articles. Again, this 
criterion may exclude informative features if there are too few training examples. 
~Wang et al. (2007) used the information gain criterion from Equation 2.6 to select features, 
selecting feature i only if it meets the criterion JG( C, Fi ) > 2 x 10-5 . The IEDB initial 
corpus was balanced, but if the initial corpus is highly skewed the random variable C 
already will have very low entropy, so fewer bits can be gleaned from partitioning on each 
feature. Extreme class skew is a fact of Medline, but is not reflected in existing Medline 
corpora for supervised text classification. The general approach of selecting a number of 
features as in Zheng et al. (2004) is not suitable here, because of the requirement for a 
tuning step to determine the optimal number of features. Instead we opt to account for 
class skew in the feature selection criterion itself, by dividing information gain (reduction 
in entropy of the class variable) by the original entropy of the class variable. This was 
introduced as gain ratio in the context of decision tree classifiers by Quinlan (1986): 
GR(C F) = JG(C, Fi ) 
" H(C) 
H(C) - H(CIFi ) 
H(C) 
(3.9) 
In the case of perfectly balanced training data (P(r) = P(f) = 0.5), the entropy of the 
class variable H(C) is 1, so the gain ratio reduces to ordinary information gain. In Section 
3.4.3 we describe experiments to determine a single threshold on gain ratio that works well 
under a wide range of input conditions. 
To calculate gain ratio, we use estimates of P(c,j;), P(c) and P(ji) for Equation 2.6. We 
do not used smoothed estimates, because the calculation does not suffer from infinities as 
in the calculation of Wi. P(c, ji) = 0 only makes one component of the expression zero, and 
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P(C = c) 
Nc 
N 
P( C = C, Fi = 1) 
Nci 
N 
P(C = c,Fi = 0) 
Nc - Nci 
N 
P(Fi = 1) 
N , 
N 
P(Fi = 0) 
N-Ni (3.10) 
N 
As stated previously, feature selection is performed as part of the classifier training step. 
\Ve also use another process, called "vacuuming", not as part of training but as a speed-
increasing transformation of the Medline data structures created by the pre-processing 
steps of Section 3.2.2. Vacuuming deletes entries in the feature table that occur only once 
or twice in all 16 million articles in Medline, then edits the feature vectors to make it as if 
those features never existed, and also freezes the vocabulary of I\Iedline until the following 
year's release of a new Baseline distribution. Vacuuming reduces the size of the WMQIA 
vocabulary in ~\'ledline from around 12 million features to just under 3 million and speeds 
up the training step, which involves creating and manipulating dozens of lVI-dimensional 
vectors. Vacuuming has negligible effect on performance in cross validation, because the 
vacuumed features are rare enough that the vast majority would be excluded even by an 
Ni ~ 1 criterion in each validation fold, as well as failing to occur in any of the test 
documents. 
3.3 The classifier in operation 
The implementation of the classifier, named MScanner, is written in the Python program-
ming language (van Rossum and Drake 2001). We divided the program into two parts: a 
back-end library that performs Medline filtering, cross validation and performance evalua-
tion, and updating of the database (Section 3.2.2) ~ and a front-end \Veb application and 
queue process that respectively interact with the user and control the execution of tasks 
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Figure 3.3: Data flow diagram for the process of filtering Medline. The input is a list of 
PubMed IDs representing relevant training examples, and the output consists of HTML files 
with formatted results. 
The back-end of the classifier is a Python library for performing l'vledline filtering, and cross 
validation tests. Figure 3.3 depicts, at a high level, the data flow from the perspective of 
the back-end code. The following steps are performed in the process of filtering Medline: 
• Ql: Count feature occurrences. Receive the list of N r relevant PubMed IDs, and 
retrieve the corresponding feature vectors from the database. Sum the feature vectors 
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the number of occurrences Ni of each feature in t-.ledline (performed once at start-
up). Then calculate term frequencies in irrelevant documents as Ni'i = Ni - Nri . This 
is the rest-of-Medline approximation mentioned elsewhere, which uses the unlabelled 
records of Medline instead of user-specified irrelevant training examples. 
• Q2: Calculate feature weights. Receive Nei and Ne for relevant and irrelevant ar-
ticles. Select features using the document frequency and gain ratio (Equation 3.9) 
criteria. For selected features, estimate the Bernoulli parameters using Equation 3.7 
and Equation 3.8, and calculate feature weights Wi using Equation 3.5. Non-selected 
features have Wi set to zero. 
• Q3: Filter t-.Iedline. Receive the feature weights Wi and constant term b, and cal-
culate the classifier score S(f) for all non-input Medline records using Equation 3.6. 
Apply limits on the minimum classifier score, sort the remaining PubMed IDs by 
decreasing score, apply the limit on the maximum number of results, and return the 
remaining PubMed IDs and associated scores. For maximum speed, Medline filtering 
is performed by a C program filtering the stream of feature vectors (feature stream 
is D4 in Figure 3.2). 
• Q4: Format results. Retrieve Article objects for the result Pub:rvled IDs, and format 
an HTML file with a table of result records, plus some additional files. 
3.3.2 The Web front-end 
The back-end is a library of code for performing Medline filtering and cross validation, 
and is used to carry out the experiments in Chapter 4. The front-end consists of a Web 
application written using the Web.Py (WebPy 2008) framework, and a long-running queue 
process that interacts with the back-end library. 'While this section describes the archi-
tecture of the front-end application, the results of Section 4.4 will look at it from a user 
perspective with an example of using the classifier to perform Medline filtering. 
The \veb.py controller handles requests for five dynamic pages, each of which is generated 
using the Cheetah templating language (Cheetah 2008): 
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• Query: Form for submitting a task to the classifier. 
• Status: Progress reports on the currently-running task and lists the queue of not-
yet-started tasks. 
• Output: List of non-hidden result sets, with a facility to delete old result sets. 
• Contact: YVeb contact form to report problems. 
YYhen the user submits a task on the query page, the controller validates the form. If there 
are invalid parameters, the controller re-displays the query page with those fields marked. 
If all parameters are valid, the controller writes a task descriptor file in the queue directory, 
and redirects the user to the status page to monitor the progress of the query, which may 
be waiting, running, or complete. The status page also provides a link to the directory in 
which the result pages will be placed. The output page provides links to each set of results, 
in case the user went away without bookmarking the location of the result directory. It 
does not hmvever list results for tasks where the "hide output" check box was ticked on 
the query form. The following parameters can be configured on the task submission page: 
• The list of PubMed IDs (training examples of the class "relevant"). 
• YVhether to filter tvledline or perform cross validation. 
• Whether to use "all features" (WMQIA) or just ~IIQI features. There are fewer MQI 
features per document, allowing faster training and filtering. 
• The name of the task, so that it can be identified later. 
• A code that will be required in order to delete the output directory for the task 
( optional). 
• The maximum number of records to return in l'vledline filtering. 
• A minimum date. If provided, constrain Medline to contain only articles added since 
that date. This slows down training and filtering because whereas full-Medline counts 
are pre-calculated, the features in the date-constrained Medline have to be counted 
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• The minimum score of a Medline record to return, changing the decision threshold 
from the na'ive Bayes default of zero. 
Because the controller has to respond immediately following submission of a query, it 
hands off the query to a queue process. The queue process is started separately, and runs 
indefinitely. On start-up it loads a list of all Publ\Ied IDs in Medline and the vector Ni 
- :"Iedline occurrence counts used for rest-of-Medline training. It then checks the queue 
directory once every second, reading the oldest task descriptor file present. The descriptor 
file contains a sanitised version of the input submitted to the query form. Having read a 
task descriptor, the queue process uses the back-end library to carry out the task. The 
library writes the output to a directory named after the task. Once a day, the queue 
process uses the back-end to process any new Medline update files (Figure 3.2), and delete 
the oldest outputs. Using a queue process also ensures that only one filtering task runs at 
a time, and that filtering does not take place during database updates. 
3.4 Classifier evaluation 
This section describes the methods for evaluating the classifier, beginning with the frame-
work for cross validation experiments, and the initial corpora to be used in cross validation. 
It then presents two sets of experiments. The first set of experiments tests the performance 
of different methods considered in designing classifier, so that we can pick the best combi-
nation of methods. The second set of experiments analyses the performance characteristics 
of the resulting method, to understand why it performs as it does on different corpora. It 
represents the final iteration of the series of performance analysis experiments which guided 
the revision of the classifier into its present form. The remaining experiments compare the 
method to another classifier, and examines its efficiency. \Ne also devise a "relative re-
trieval test" to test the classifier on a representative sample of l\Iedline, because the cross 
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Figure 3.4: Data flow diagram for the process of cross validation described in Section 3.4.1. 
The input is a list of relevant PubMed IDs and the size of the Medline sample to use for irrelevant 
PubMed IDs. The output is and HTML file and images for the performance statistics. 
3.4.1 Evaluation framework and performance statistics 
The evaluation framework is la-fold cross validation (Section 2.3.1), and the evaluation 
described below is provided as a function on the vVeb front-end as well as being used to 
obtain the results of Chapter 4. Each fold of cross validation presents different training 
data, so the entire training process of feature selection and parameter estimation is repeated 
in each of the 10 folds. The vVeb front-end also provides a facility for performing cross 
validation on new data sets, to evaluate the classifier in new conditions. Figure 3.4 depicts 
the main steps in validation . 
• VI: Retrieve feature vectors. Receive a list of relevant training examples as Publ'vIed 
IDs from the user, and either a list of specified irrelevant training examples or the 
number of PubMed IDs to randomly sample from tvIedline instead. In the latter case, 
the sample is taken from a pre-loaded vector of all Publ\Ied IDs in Medline. Retrieve 
feature vectors for the PubMed IDs, forming the initial corpus of N r relevant and Ni' 
irrelevant documents . 
• V2: la-fold cross validation (as in Section 2.3.1). Shuffle the relevant and irrelevant 
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cross validation, 9 segments from each are used for training (feature selection and 
parameter estimation), and the trained classifier calculates scores for test documents 
in the remaining pair of segments. Repeating 10 times, with each pair of segments 
in turn forming the test corpus, yields classifier scores for all documents . 
• V3: Calculate performance statistics. First micro-average the 10 test folds by aggre-
gating them to reconstruct the initial corpus, with documents ordered by decreasing 
score. For each distinct threshold T, calculate the (micro-averaged) confusion ma-
trix at that threshold, consisting of TP, TN, FP and FN. This equals the sum 
of the confusion matrices that would be obtained within each validation fold. The 
result is a "vector of confusion matrices" , equal to the number of distinct thresholds 
T in the results. Use the information to construct T P Rand F P R vectors for the 
ROC curve, and the T P Rand P PV (positive predictive value, or precision) vectors 
for the precision-recall curve. Also evaluate the ll-point interpolated precision, the 
break-even point, averaged precision, area under the ROC curve, and its standard 
error (see Section 2.3) . 
• V 4: Format the results usmg Cheetah templating (Cheetah 2008) to produce the 
HT.l'.IL of the output file. Graph the ROC curve and precision-recall curve, and the 
performance statistics. Also draw the distribution of document scores for relevant 
and irrelevant documents. To analyse the feature space, apply the feature selection 
criterion to the whole initial corpus, and report a table of feature weights, the ag-
gressiveness of selection (ratio of features that would be selected to features that 
occur at least once in the initial corpus), and the histogram of the weights of the 
would-be-selected features. The reported feature statistics differ slightly from those 
within each cross-validation fold, where only 90% of the initial corpus is being used. 
To calculate averaged precision, the program loops through the members of the initial 
corpus by decreasing classifier score, and adds the precision at each point where a relevant 
Publ\Ied ID is encountered, finally dividing by the number of relevant documents (Manning 
et a1. 2008; Chapter 8). 
To calculate the distributions of document scores in the relevant and irrelevant compo-
nents of the initial corpus, the program uses Gaussian Kernel Density Estimation over 512 
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To calculate the histogram of feature weights, the program uses between 10 and 150 bins, 
with the number of bins within that range being a function of the range of feature weights 
R, number of features being binned IV'I (reduced feature space) and the inter-quartile 
range of the feature weights lQR: 
. l R j bms= 
2· lQR· IV'I-~ 
(3.11) 
3.4.2 Initial corpora for evaluation 
\Ve make use of five different initial corpora, which vary widely in the number of relevant 
training examples, the diversity of topics among the relevant documents, the prevalence 
of relevant documents in the data (class skew), and the completeness of the training data. 
This prevents overfitting to a particular topic when selecting the best variant (Section 
5.2.4). The initial corpora have been filtered to retain only valid Publ\Ied IDs, and also only 
Publ'-led IDs which have "MEDLINE" status in the <status> element of the l\Iedline record 
X,\IL. This excludes, for example, "in-progress" records which do not yet have l\leSH terms 
assigned, and "Pub~led-not-Medline" records which fall outside of the Medline subject 
scope. Records with l\1EDLINE status have MeSH terms assigned, and their contents have 
been checked by the NLM. 
The first four initial corpora are composites of a set of known relevant documents and 
a collection of random "tvIedline records for irrelevant documents. Only the IEDB corpus 
(\Yang et al. 2007) is a "gold standard" initial corpus, which was created by manually 
classifying a subset of Medline. For Radiology, AIDSBio, PG07 and Control, the relevant 
documents are combined with the Medline100K corpus, which consists of 100,000 random 
'\ledline records having completion dates up to 21 January 2007. \Ve remove from Med-
line100K any overlap with the relevant corpus when making the initial corpus. We re-use 
:\ledline100K instead of taking independent samples, to avoid introducing more random 
variation into the comparison of the difficulty of the relevant corpora in Section 4.2.1. 
Performing cross-validation from the Web front-end does, however, take an independent 
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The random seed for shuffling the initial corpus before splitting is also fixed across all 
experiments to ensure that the same train/test splits are being used each time to compare 
different classifiers on the same initial corpus, in accordance with Section 2.3.5. However, 
performing cross-validation over the Web front-end will use a different random seed each 
time. 
The initial corpora for cross-validation are as follows: 
• PC07: Relevant documents consist of 1,652 pharmacogenetics evidence articles down-
loaded from PharmCKB (Hewett et al. 2002) on 5 February 2007. The articles are 
diverse (the only commonality is providing evidence for a drug and gene interacting), 
and the constructed initial corpus has low prevalence (1.6%). The scenario is that of 
database curation, where curators would review the results of filtering Medline. 
• Radiology: Relevant documents consist of 67 PubMed IDs from a collaborator's 
bibliography, being radiology articles focusing on imaging of the spleen. It is the 
narrmvest topic, and has very few relevant examples. Users may submit even fewer 
relevant articles to a filtering task. The scenario is that of an individual researcher 
seeking to extend a personal bibliography. 
• AIDSBio: Relevant documents consist of 10,727 PubMed IDs from the intersection of 
the Pubj\Ied AIDS (NUvI 2007a) and Bioethics (NLl\I 2007c) subsets on 19 October 
2006. It has a large number of training examples and relatively higher prevalence. 
Each subset is defined by a complex PubMed query with a large number of results, 
so \ve expect AIDSBio to be relatively complete, leaving few documents in Medline 
discussing both AIDS and bioethics to be included by chance in the irrelevant corpus. 
• Control: "Relevant" documents consist of a random sample of 10,000 PubMed IDs 
with completion dates up to 21 January 2007. These should be indistinguishable 
from the Medline100K documents, providing baseline performance when testing the 
finished classifier. 
• IEDB: A gold standard initial corpus of 5,680 relevant and 15,132 irrelevant PubMed 
IDs (20,812 in total), being the manually classified results of a complex PubMed 
query for Immune Epitope Database evidence articles ("Wang et al. 2007). Because 
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to the relevant documents than a random sample of Medline, raising the difficulty 
of the classification problem. The IEDB corpus is a filtered version of the original 
corpus in \Nang et a1. (2007), which contained 5,712 relevant and 15,198 irrelevant 
articles (20,910 in total). Our IEDB corpus excludes 98 records which did not have 
lvIeSH terms assigned. 
3.4.3 Evaluation of variants of the classifier 
The classifier formulation may be varied in three characteristics: smoothing method, fea-
ture selection method, and feature space. \Ve aim to select a variant that performs well on 
average over the corpora of the previous section, without substantially under-performing 
against other variants on any particular case. To rank variants overall we use the mean av-
eraged precision UvIAP), where cross-validation yields Averaged Precision on the AIDSBio, 
IEDB, PG07 and Radiology initial corpora, and the mean is taken across the four tasks. 
Assuming that the best-performing choice for each characteristic is independent of choices 
made for other characteristics, the best overall variant can be obtained simply by varying 
each characteristic in turn from some baseline classifier. \Vhere we suspect dependence 
between two characteristics we vary both, for example by comparing smoothing methods 
with and without feature selection. 
Feature spaces and feature selection affect what document features are used and smoothing 
affects how the feature weights are calculated. We therefore not only compare performance, 
but examine differences on the feature level using the histogram of feature weights and 
aggressiveness of selection, calculated as described in Section 3.4.1. The reported feature-
level statistics are from the whole initial corpus, not one of the cross-validation folds. 
Smoothing method variants 
The three smoothing methods for estimating the model parameters used to calculate feature 
weights are Laplace, Background and split-Laplace (Section 3.1.2). This experiment, car-
ried out in Section 4.1.1, compares them using averaged precision, but also includes ROC 
area statistics. Evaluation uses the WMQIA feature space (consisting of title/abstract 
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tions: no feature selection - which may be expressed as the document frequency condition 
Ni :::: 0 - and gain ratio selection using GR(C, Fi) :::: 2 x 10-5 . Smoothing methods may 
perform better with or without feature selection, because they differ most for features with 
very low frequency in relevant or irrelevant articles, also the features most likely to be 
excluded by feature selection. 
Feature selection variants 
This experiment, carried out in Section 4.1.2 compares feature selection thresholds on 
averaged precision and aggressiveness. The classifier uses the W}'lQIA feature space and 
the chosen smoothing method from the previous section (split-Laplace). For document 
frequency, we test Ni :::: x for x equal to 0, 1, 2, 3, 4 and 8. For gain ratio, we test 
G R( C, Fi ) :::: y for threshold y equal to 10-6 , 10-5 , 2 X 10-5 , 10-4 and 10-3 . The IEDB 
classifier used a criterion of IG(C, Fi ) :::: 2 x 10-5 , equivalent to GR(C, Fi ) :::: 2.36 x 10-5 
because the initial corpus was nearly balanced. We also evaluate the combination of DF :::: 
2 and G R( C, F;) :::: 2 x 10-5 , and the recommendation in Mladenic and Grobelnik (1999) 
of only selecting features that occur in relevant documents using the criterion NTi :::: 1. 
Feature space variants 
The W?\IQIA feature space was used to compare smoothing methods and feature selection 
methods because it contains the most information. This experiment, carried out in Section 
4.1.3, compares the predictive value of the components making up the vVMQIA feature 
space: the \Vord, MeSH, Qual, ISSN and Author feature spaces. vVe also include the 
l\IQI (lvleSH, Qual, ISSN) feature space used in an older version of the classifier (Poulter 
ct a1. 2008) to quantify the performance effect of the new features. vVe evaluate averaged 
precision under cross-validation on each of the four initial corpora, both without performing 
feature selection and with G R( C, Fi ) :::: 2 x 10-5 feature selection, to determine whether 
selection is undermining the predictive value of certain feature spaces. \Ve also list the 
aggressiveness of the feature selection. In addition, we consider two variations on the 
\Vl\IQIA feature space: 
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features are discarded if they also occur within one of the MeSH terms of that record, 
reducing redundancy between the MeSH and Word feature spaces. 
• 'VVl\IQIA-simple - Instead of constructing and composing individual feature spaces, 
WMQIA-simple is obtained by concatenating record fields for title, journal, abstract, 
author and l\IeSH terms into a single string and splitting on spaces. No other pro-
cessing is done. 
Finally, we compare variations on the word-splitting algorithm described in Section 3.2.1, 
which indexes the title and abstract fields in order to construct the 'VVord feature space. 
For this experiment, the classifier uses the Word feature space, split-Laplace smoothing of 
Bernoulli parameters, and no feature selection. 'VVe consider the following variations: 
• Case-folding: Convert all word features to lower case. The usual tokeniser capitalises 
the first letter, but otherwise leaves case unchanged. 
• .\;umbers: Include features that look like numbers. The usual tokeniser discards 
number-like features. 
• Strip punctuation: After splitting, remove all non-alphanumeric characters. The 
usual tokeniser retains most punctuation, except at the beginning and end of words. 
• Simple tokenisation: Take the title/abstract text, and split on spaces with no other 
processing. 
3.4.4 Evaluation of the final classifier 
Having selected the final classifier variant, we seek in Section 4.2.1 to identify the reasons 
for differences in performance between corpora. 'VVe perform cross-validation on the Radi-
ology, AIDSBio, PG07, Control and IEDB corpora, and analyse differences with the aid of 
distributions of document scores and feature weights, the receiver operating characteristic, 
and the precision-recall curve. 
To place the classifier in context, we also compare its performance to two other classifiers 
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version of the classifier presented in Poulter et al. (2008), which may be characterised as 
a variant using an lVIQI feature space, Background smoothing, and no feature selection. 
This serves to quantify performance improvements in the new classifier. Secondly, on the 
IEDB initial corpus, we compare the final classifier to the performance statistic reported 
on the IED B corpus in \N ang et al. (2007), in order to com pare the final classifier to an 
independent classifier on its own data. 
The last of the performance tests, in Section 4.3, is a relative retrieval test, designed to 
evaluate the classifier on data which constitutes a representative sample of Medline. The 
test performance measures how well the classifier retrieves the relevant documents of the 
IEDB corpus, relative to the PubMed query that produced the IEDB corpus. The test 
corpus consists of l\Iedline restricted to records with completion dates in 2004, which is the 
only year that falls within the date limits of all components of the IEDB's PubMed query. 
Training data for the classifier consists of pre-2004 relevant documents of the IEDB corpus, 
with irrelevant documents consisting of all 2004 l\Iedline records. "All of 2004 Medline" 
as an unlabelled background in training corresponds to the rest-of-Medline approximation 
used in operation (Section 3.3.1). The trained classifier ranks all 2004 Medline records, and 
precision and recall are calculated as a function of rank, where the 2004 relevant component 
of the IEDB corpus are relevant test documents. To compare to a PubMed query that 
retrieved those relevant documents, we give it constant precision equal to prevalence of 
relevant documents in the 2004 section in the IEDB corpus, with recall following a straight 
line from 0% at the beginning, to 100% at the rank equal to the size of the 2004 section of 
the IEDB corpus. 
In the test above, relevant test documents are present in the "all of 2004 l\iledline" provided 
as irrelevant training, but their true labels are concealed from the training step, preventing 
the classifier from overfitting to relevant test documents. In fact, using all-of-Medline 
under-fits to the data, because the presence of relevant documents in irrelevant training 
data can \veaken constitutive feature-class associations, in proportion to their prevalence. 
3.4.5 Evaluation of classifier efficiency 
The final experiment found in Section 4.5 examines the efficiency of the classifier and 
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submitting a filtering task on the Web front-end to returning results. The time spent 
actually classifying l\Iedline (as opposed to training the classifier or formatting results) is 
then calculated from the log timestamps, and used to work out the speed of the classifier 
in documents per second. We also look at the compression resulting from the variable byte 












4.1 Evaluation of classifier variants 
This section presents the results of the experiments described in Section 3.4.3. The experi-
ments use cross validation (Section 3.4.1) on the initial corpora of Section 3.4.2 to compare 
options for the parameter smoothing method, feature selection method and threshold, and 
feature space used to index Medline records. The purpose of the experiments is to identify 
the best overall variant to use as the final classifier, and to understand what causes the 
differences in performance between the options. 
4.1.1 Smoothing methods 
First, we choose between the Laplace, Background and split-Laplace methods described 
in Section 3.1.2, which smooth the estimates of the na'ive Bayes Bernoulli parameters, 
influencing the weight 'Wi assigned to each feature in training. For each feature, Laplace 
smoothing adds for each class one fictitious document or pseudocount with and without 
the feature, while Background smoothing adds for each class a small pseudocount equal to 
fraction of all documents in which the term is present, and split-Laplace smoothing adds 
in total two documents with the feature and two without, dividing them between the two 
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AIDSBio IEDB PC07 Radiology 
Prevalence 0.097 0.273 0.016 0.001 
AP ROC AP ROC AP ROC AP ROC MAP 
Background .911 .988 .645 .814 .740 .980 .620 .990 .729 
Laplace .881 .988 .694 .855 .578 .970 .002 .721 .539 
split-Laplace .914 .989 .708 .856 .752 .988 .684 .984 .765 
;"laximum .914 .989 .708 .856 .752 .988 .684 .990 .765 
(a) Without feature selection 
AIDSBio IEDB PC07 Radiology 
Aggressiveness 8.1 1.1 9.5 16.3 
AP ROC AP ROC AP ROC AP ROC NIAP 
Background .912 .989 .644 .812 .759 .984 .725 .992 .760 
Laplace .907 .989 .707 .858 .719 .981 .031 .862 .591 
spli t-Laplace .913 .989 .708 .856 .748 .987 .682 .985 .763 
l\laximum .913 .989 .708 .858 .759 .987 .725 .992 .763 
(b) With feature selection GR(C, Fd 2: 2 x 10-5 
Table 4.1: Performance of the Background, Laplace and split-Laplace methods of parameter 
smoothing. Averaged precision (AP) and the area under ROC curve use document scores col-
lected from the 10 cross validation test folds. Mean of averaged precision (MAP) is taken 
over AIDSBio, IEDB, PG07 and Radiology. 4.1a uses no feature selection, while 4.1b uses the 
G R( C, FJ ::::: 2 x 10-5 criterion to select features in each validation fold. Reported aggres-
siveness is the ratio of features occurring at least once in the initial corpus to what would be 
selected by the criterion. The maximum of each column is listed in the bottom row, and bold 
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under cross validation. The averaged preCISIOn may be interpreted as the expectation 
of precision at the rank of a randomly selected relevant document. ROC area may be 
interpreted as the average recall (true positive rate) over all values of false positive rate, 
or as the probability of ranking a random pair of documents (one relevant, one irrelevant) 
correctly. Using the mean averaged precision in Table 4.1 Laplace smoothing performed the 
\vorst on average (because of the class skew in most corpora), then Background smoothing, 
and split-Laplace smoothing performed the best ~ both with and without feature selection. 
Split-Laplace smoothing will be used in the comparisons of feature selection methods and 
feature spaces. 
To understand why the performance of the smoothing methods differ, we identify the cases 
where a particular method under-performs relative to the others. To this end, Table 4.1 
marks in bold instances where the averaged precision or ROC area statistics are 0.02 or 
more below the maximum for the column. Examining Background smoothing first, on 
the IEDB corpus it results in averaged precision 0.05 to 0.07 lower than that for Laplace 
smoothing, and poor performance on the IEDB corpus using Background smoothing was 
also noted in Poulter et al. (2008). The main difference between Background smoothing 
and Laplace or split-Laplace is that its pseudocounts ai are much smaller ~ around 10-5 
compared to 1 for Laplace smoothing. The smaller pseudo count means weaker smooth-
ing, producing more extreme weights for features found only in one class during training, 
which for the IEDB corpus occur around ±10 in the histogram of feature weights in Figure 
4.1 b. The extreme scores are in contrast to the stronger smoothing of Laplace and split-
Laplace in Figure 4.1d and Figure 4.1£, where the most extreme weights are around ±3. 
On the Radiology corpus, Background smoothing had averaged precision 0.064 below split-
Laplace smoothing without feature selection, but with feature selection it outperformed 
split-Laplace smoothing by 0.043. The reason for this is that feature selection eliminated 
most of the over 450,000 of the extreme negative-scoring features visible on the left side 
of the feature histogram for Radiology in Figure 4.1a, while leaving the positive-scoring 
features untouched. Eliminated features all had 0 occurrences in relevant articles and a 
few occurrences in irrelevant articles, making them uninformative for classification, but 
the small pseudocount in background smoothing had nonetheless given them extreme neg-
ative scores. vVe conclude that exaggeration of negative feature weights can cause poor 
performance with background smoothing in the absence of feature selection. 
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However, classifiers are traditionally trained with balanced initial corpora like the IEDB 
whose prevalence of relevant documents is 0.27 (close to 0.5), rather than emulating the 
skew of using all of l\1edline for irrelevant training data, which we have done to different 
extents for AIDSBio, PC07 and Radiology. In Table 4.1 Laplace smoothing degrades 
relative to split-Laplace smoothing as class skew increases, starting out similar on the 
relatively balanced initial corpora of IEDB and AIDSBio, but performing substantially 
'worse on PC07, and completely disrupting classification on Radiology. On Radiology, 
averaged precision is only 0.002, which is twice the 0.001 prevalence of relevant articles, 
making it about twice as precise as ranking the documents randomly. \Vhat happens is 
that, as explained in Section 3.1.2, Laplace smoothing substantially biases feature weights 
in favour of the low prevalence class, with the effect increasing the more skewed the classes. 
For Radiology this results in virtually all of the features being positive-weighted in the 
histogram of Figure 4.1c despite most of them not occurring in any relevant documents. 
\Vith split-Laplace smoothing, the pseudo counts are adjusted for class skew to correctly 
give those features the negative weights visible in the histogram of Figure 4.1e. Introducing 
feature selection improves substantially the performance of Laplace smoothing in Table 
4.1b, but even so it only reaches an averaged precision of 0.03 on Radiology. The feature 
selection eliminates mostly rare features occurring only in irrelevant examples, which are 
the features most affected by Laplace smoothing bias under high class skew. Medline often 
has even lower prevalence of relevant documents than the 0.001 for Radiology, rendering 
Laplace smoothing unsuitable. 
Finally \ve examine split-Laplace smoothing, which has the highest mean averaged preci-
sion in Table 4.1. It reduces to Laplace smoothing on balanced corpora like IEDB, where 
the weight histograms for the two methods in Figure 4.1d and 4.1£ are nearly identical. 
Split-Laplace smoothing however outperforms Laplace for skewed classes, because splitting 
pseudocounts according to class ratio prevents features found only in irrelevant documents 
from obtaining large positive weights. Split-Laplace smoothing has higher averaged preci-
sion than Background smoothing except for the cases of PC07 and Radiology with feature 
selection, where it is lower by 0.011 and 0.043 respectively. There, the most of the exagger-
ated negative weights due to Background smoothing were eliminated by feature selection, 
and exaggerated positive weights may have pushed relevant articles further up the ranks 
to raise precision. However, exaggerating positive weights during filtering would raise the 
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AIDSBio IEDB PG07 Radiology 
All features 497097 176882 494949 483999 
Features in relevant 36743 68735 33194 2057 
AP Agr AP Agr AP Agr AP Agr MAP 
N; ~ 0 .914 .708 .752 .684 .765 
Ni ~ 1 .914 1.0 .708 1.0 .752 1.0 .684 1.0 .765 
N >2 7 _ .914 3.3 .706 2.8 .748 3.3 .679 3.3 .762 
Ni ~ 3 .914 5.3 .705 4.2 .745 5.3 .677 5.4 .760 
Ni ~ 4 .914 6.9 .704 5.6 .739 6.9 .672 6.9 .757 
N; ~ 8 .914 11.1 .700 9.7 .729 11.3 .667 11.2 .753 
GR ~ 1 x 10-6 .914 1.0 .708 1.0 .752 1.0 .682 1.0 .764 
GR ~ 1 x 10-5 .914 5.9 .708 1.1 .750 7.3 .684 11.2 .764 
GR ~ 2 x 10-5 .913 8.1 .708 1.1 .748 9.5 .682 16.3 .763 
GR ~ 1 x 10-4 .914 27.6 .708 3.9 .742 16.3 .671 51.9 .759 
GR ~ 1 x 10-3 .928 218.3 .692 257.8 .731 156.5 .576 231.4 .732 
~ 2, ~ 2 X 10-5 .913 9.9 .706 4.0 .744 11.8 .679 16.4 .761 
Nri ~ 1 .908 13.5 .706 2.6 .729 14.9 .491 235.3 .709 
:"Iaximum .928 .708 .752 .684 .765 
Table 4.2: Performance of feature selection criteria by Averaged Precision (AP), using the 
WMQIA feature space and the split-Laplace smoothing method. Document frequency offeature 
i is N; and gain ratio is GR(C, Fi ), while NTi ~ 1 selects all features that occur in at least 
one relevant article. Mean averaged precision (MAP) is taken over AIDSBio, IEDB, PG07 and 
Radiology. Reported aggressiveness ("Agr") is the ratio of features occurring at least once in 
the initial corpus to the number that would pass the selection criterion. The first row is the 
number of features with Ni ~ 1, and the second is the number occurring in at least one in 
relevant article (NTi ~ 1). Prevalence is the fraction of relevant documents in the initial corpus, 
which would be the averaged precision obtained by ranking the documents randomly. 
4.1.2 Feature selection 
This section chooses a method and threshold for feature selection using the experiments 
from Section 3.4.3 to compare feature selection thresholds on averaged precision in Table 
4.2. For all initial corpora except AIDSBio, the introduction of any feature selection 
degrades averaged precision over not performing selection (criterion Ni ~ 0). This result, 
for a naive Bayes classifier with split-Laplace smoothing, stands in contrast to decision-tree 
classifiers where pruning of the feature space is necessary to avoiding the overfitting that 
leads to misclassifying test instances. Feature selection did, however, improve performance 
with the Background and Laplace smoothing methods in Table 4.1 by removing the features 












1 i • • 
, , 
• 
Fignre ,12: Hi,tograms of fe;ltll re weig hts {u' ,} "s in g different fc~turc ",,1ection t hresho ld s 
Thc"" orc features fOllnd in the f'G07 initi;ll corp"s, ,,,,der thc WMQ IA feature ,pace and 
,pr,t-Laplacc 5moothing of parometers SlIb-plots show which fe.tLHes ~re ret~incd by different 










CHAPTER 4. RESULTS 81 
roughly the same for all feature selection criteria, except for the stringent G R( C, Fi) 2: 
1 X 10-3 criterion which increased averaged precision by 0.014 but substantially degraded 
it on the other corpora. Small feature spaces are desirable to reduce spurious feature-class 
associations (overfitting), but the split-Laplace smoothing seems to have produced good 
feature weight estimates in any case. To avoid loss of test performance, we choose a feature 
selection criterion that reduces the feature space as much as possible with minimal cost to 
performance. 
\Ve first choose between document frequency and gain ratio feature selection using Table 
4.2. Document frequency generally degrades averaged precision to a greater degree than 
gain ratio for a given reduction in feature space, and conversely achieves less reduction 
in feature space for a given level of performance loss. For example, on the PG07 corpus 
the G R( C, Fi ) 2: 2 x 10-5 criterion achieves a 9.5-fold reduction in feature space for 0.007 
loss in precision, while Ni 2: 3 reaches that same loss with a 6.9-fold reduction. Usually, 
comparisons of feature selection methods would set exactly the same number of features, 
for example by using Ni 2: 3 and tuning the G R threshold to select the same number, 
before comparing performance. Earlier studies (Yang and Pedersen 1997) however back 
up the observation above that document frequency selection tends to be less effective in 
conserving performance, and so we will use just gain ratio selection in the final classifier. 
To probe the differences between the feature selection criteria, we examine the histograms 
of feature weights for some of the criteria on the PG07 corpus in Figure 4.2. For document 
frequency selection, the histograms show that the Ni 2: 8 criterion in Figure 4.2b removes 
spikes visible in Figure 4.2a for Ni 2: 1. The spikes therefore correspond to clusters 
of low-frequency features with identical positive and negative occurrence counts. The 
G R( C, F;) 2: 2 X 10-5 criterion in Figure 4.2c removes many of the same spikes, and 
G R( C, Fi ) 2: 1 X 10-4 in Figure 4.2d additionally shows many features being removed 
with weights around -3. The lists of selected features showed that for G R( C, Fi ) 2: 2 x 
10-5 all features occurring only in relevant documents were selected, and that features 
occurring only in irrelevant documents needed at least 11 occurrences to be selected. \Vith 
G R( C. FJ 2: 1 x 10-4 irrelevant-only features needed at least 52 occurrences to be selected. 
The NTi 2: 1 criterion in Table 4.2 selects only features found in relevant documents, and is 
based on the recommendation of Mladenic and Grobelnik (1999). The histogram of selected 
features for that criterion in Figure 4.2e shows that the criterion almost exclusively selects 
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so, the Nri 2:: 1 criterion only substantially reduced averaged precision in Table 4.2 for the 
PC07 and Radiology corpora. 
The IEDB classifier (Wang et al. 2007) also used feature selection, with a combination 
of N; 2:: 4 and IG(C, Fi ) 2:: 2 x 10-5 , which is equivalent to GR(C, Fi ) 2:: 2.36 x 10-5 , 
together with Laplace smoothing. The criterion was reported to reduce the feature space 
from 181,299 features to 20,509 (aggressiveness 8.8), while raising ROC AUC for cross 
validation on the IEDB corpus from 0.846 to 0.848. Averaged precision was not given. In 
relation to our results, the column for the IEDB corpus in Table 4.2 shows that the nearest 
criterion of GR(C, Fi ) 2:: 2 x 10-5 yielded only a 1. I-fold reduction in feature space. Most 
of the reported reduction would therefore have been due to document frequency selection. 
Table 4.2 uses split-Laplace smoothing, and gain ratio selection did not affect performance 
on IEDB. Hmvever, for Laplace smoothing on the IEDB corpus in Table 4.1, we did observe 
an increase in ROC area from 0.855 to 0.858 when introducing G R( C, Fi ) 2:: 2 x 10-5 feature 
selection. 
Taking this all into account, we select for the final classifier the gain ratio criterion 
GR(C, Fi ) 2:: 2 x 10-5 , which yields a substantial reduction in feature space without sub-
stantially degrading averaged precision. The greatest decrease in precision was 0.004 on 
the PC07 corpus, for a 9.5-fold reduction in feature space. When performing Medline 
filtering, the criterion will produce up to 83-fold reductions in feature space (Figure 4.8) 
by removing a large number of low-frequency features occurring in l'.'Iedline but not in any 
relevant examples. 
4.1.3 Feature spaces 
Having settled on methods of smoothing and feature selection, we use the experiments from 
Section 3.4.3 to compare the performance of the component feature spaces of WMQIA 
(the combined feature space with Word, MeSH, Qualifier, ISSN and Author features), 
some variants on \V~vIQIA, and variations on the word splitting algorithm described in 
Section 3.2.1. In terms of performance, the final WMQIA feature space attains the greatest 
mean averaged precision (0.765) in Table 4.3. Comparing the AP-O (averaged precision 
without selection) and AP-2 (G R 2:: 2 X 10-5 selection) columns shows that feature selection 
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AIDSBio IEDB PC07 Radiology l\IAP 
Prevalence 0.097 0.273 0.016 0.001 
AP-O AP-2 Agr AP-O AP-2 Agr AP-O AP-2 Agr AP-O AP-2 Agr 
Word .802 .798 6.6 .690 .690 1.1 .690 .682 7.5 .543 .531 11.5 .681 
l\IeSH .913 .913 1.7 .629 .628 1.2 .629 .625 2.0 .628 .632 2.4 .700 
Qual .609 .610 1.0 .459 .460 1.2 .221 .221 1.0 .032 .032 1.0 .330 
ISS:\T .705 .696 2.4 .365 .366 1.2 .448 .447 3.7 .091 .090 5.0 .402 
Author .485 .456 19.8 .535 .535 1.1 .481 .499 24.6 .040 .038 378.7 .385 
l\IQI .922 .921 1.9 .641 .641 1.2 .687 .682 2.3 .671 .673 2.8 .730 
Wl\lQIA .914 .913 8.1 .708 .708 1.1 .752 .748 9.5 .684 .682 16.3 .765 
Wl\lQIA-filt .915 .914 8.3 .704 .704 1.1 .749 .744 9.7 .631 .633 17.0 .750 
Wl\lQIA-simple .915 .914 7.5 .708 .708 1.1 .736 .731 8.5 .565 .577 15.2 .731 
Maximum .922 .921 .708 .708 .752 .748 .684 .682 .765 
Table 4.3: Performance of different feature spaces by averaged precision in cross validation. 
The Word, Mesh, Qual, ISSN, Author, MQI and WMQIA feature spaces are described in 
Section 3.2.1, and the experimental WMQIA-filt and WMQIA-simple feature spaces in Section 
3.4.3. "AP-O" refers to averaged precision without feature selection, and "AP-2" refers to the 
averaged precision with G R( C, Fi ) 2:: 2 X 10-5 featu re selection. "Agr" is the aggressiveness 
of the feature selection. Split-Laplace smoothing is used in all cases. Mean averaged precision 
(MAP) is calculated from the "AP-O" values. The maximum in each column is provided in the 
bottom row, and the entry achieving that maximum is in italics. 
Author feature space on PG07, where the averaged precision improved from 0.481 to 0.499 
with highly-aggressive (24.8) feature selection. 
Comparing the value of the Word, MeSH, Qual, ISSN and Author components of WMQIA, 
Table 4.3 shmvs that the MeSH feature space had higher averaged precision than the Word 
feature space on AIDSBio and Radiology, but lower on IEDB and PG07. Using mean 
averaged precision, the next most valuable components were ISSN, Author and Qual. The 
relative value of the ISSN and Author spaces depend on the corpus: ISSN is more valu-
able in AIDSBio and PG07, while Author is more valuable in the IEDB corpus. MeSH 
Qualifiers have the least classification value, probably because IVledline only uses a hundred 
or so different qualifiers. Author features also performed poorly, probably due to rarity 
of occurrence of all but the most prolific authors. Author features also have a degree of 
homonymy: the same initials and last name may refer to two different people, making 
the feature less informative about the class. The journal ISSNs are unambiguous, but 
contribute little to classification because there is only one feature per article, which in 
turn means that relatively few journal ISSNs (compared to words) occur often enough to 
contribute to classification. None of ISSN, Author and Qual performed well on Radiology, 
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AIDSBio IEDB PC07 Radiology MAP 
Word .802 .690 .690 .543 .681 
\Vith numbers .802 .691 .679 .519 .673 
\Vi th case-folding .802 .689 .689 .535 .679 
Stripping punctuation .802 .684 .665 .525 .669 
Simple tokeniser .798 .695 .693 .439 .656 
r--laximum .802 .695 .693 .543 .681 
Table 4.4: Performance of variations on the word-splitting algorithm described in Section 3.4.3, 
using Averaged Precision from cross validation. The classifier uses split-Laplace smoothing, no 
feature selection and the Word feature space. Mean of averaged precision (MAP)is taken across 
the four cases. The bottom row lists the maximum for each column, and cases where AP is at 
least 0.01 below the maximum are marked in bold font. 
ingly, the r--IQI (which includes features from MeSH, Qual and ISSN) feature space used 
in Poulter et al. (2008) outperformed the larger WMQIA set of features on the AIDSBio 
corpus, despite being a subset of WMQIA. The good performance of MQI on AIDSBio is 
likely due to AIDSBio being defined by a large PubMed query (NLM 2007a, NLM 2007c) 
which placed many conditions on permissible MeSH terms, while the other corpora were 
cleveloped without reference to MeSH terms. 
In developing the \VMQIA feature space, we experimented with variants in feature ex-
traction before settling on the final WMQIA space. The vVMQIA-filt variant reduces 
redundancy by ignoring text words already represented in the article's MeSH terms - but 
it in fact degrades precision in Table 4.3, because the redundant terms account to some 
extent for multiple occurrences of a concept, much like multinomial Bayes accounts for 
multiple occurrences of a term. The WMQIA-simple variant concatenates all the Medline 
record fields and splits on spaces with no further processing. It matches the precision of 
WMQIA on the AIDSBio and IEDB corpora, has 0.013 lower averaged precision on PC07, 
and only substantially under-performs on Radiology (0.565 versus 0.684). The result shows 
that for English, simple word-splitting performs almost as well as more careful methods 
in some cases. The simple indexing approach also loses the ready-made phrase structure 
of the Author and MeSH record fields, but may be compensating with better estimates of 
feature frequencies resulting from the record fields being combined at a word level. 
Finally, we experimented with variants of the tokenising algorithm used to construct the 
\Vord feature space. In Table 4.4, the final Word space has the greatest mean averaged 
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in fact has slightly greater averaged precision on IEDB and PG07, but degrades averaged 
precision on Radiology - reflecting the results of WMQIA versus WlVIQIA-simple. In-
troducing full case-folding has little influence on performance except a slight reduction in 
averaged precision on Radiology, and including numerical tokens reduces averaged precision 
by 0.011 and 0.024 on PG07 and Radiology respectively. Stripping punctuation characters 
by treating them like spaces also reduced averaged precision on all but the AIDSBio corpus. 
4.2 Evaluation of the final classifier 
The investigations of the previous section provided optimised choices for variable char-
Rcteristics of the classifier. The final classifier variant uses split-Laplace smoothing, 
G R( C, Fi ) ~ 2 x 10-5 for feature selection, and the WMQIA feature space. In this section, 
we evaluate its performance under cross validation on the five initial corpora to understand 
\vhy it performs as it does on each corpus, using the experiments described in Section 3.4.4. 
We also compare its performance to the old classifier variant used in Poulter et al. (2008) 
and the IEDB classifier described in Wang et al. (2007), to identify the causes of perfor-
mance differences between the classifiers. 
4.2.1 Comparison of different initial corpora 
To analyse differences in performance between corpora, we first look briefly at the dis-
tributions of document scores in Figure 4.3, which are of the same form as Figure 2.2. 
By aggregating the scores from the 10 test folds of cross validation, we obtain a score 
for every document in the initial corpus. Plotting the score distributions of relevant and 
irrelevant documents separately provides a visual indicator of the ability of the classifier 
to distinguish them. The distributions of relevant and irrelevant articles overlap more for 
the IEDB corpus than for AIDSBio, PG07 or Radiology. In this case it is due to the 
irrelevant articles in the IEDB corpus having a higher degree of similarity to the relevant 
articles, because they are both results of the same PubMed query - in contrast to the 
other data sets where the irrelevant articles were a random sample from Medline. For 
the Control corpus, the curves overlap completely, indicating no ability to distinguish the 
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AIDSBio IEDB pe07 Radiology Control 
Number relevant 10726 5680 1656 67 10000 
N umber irrelevant 99998 15131 99998 99998 99998 
Prevalence .097 .273 .016 .001 .091 
(a) Characteristics of initial corpora 
AIDSBio IEDB pe07 Radiology Control 
Aggressiveness of selection 7.5 1.2 8.8 14.2 7.5 
A veraged Precision .914 .708 .748 .681 .092 
Area under ROC curve .9892 .8556 .9874 .9842 .5020 
Standard Error of AUC .0005 .0029 .0009 .0081 .0030 
Break-Even Point .875 .657 .697 .672 .093 
(b) Performa nce of fi nal classifier 
AIDSBio IEDB pe07 Radiology Control 
A veraged Precision .924 .578 .693 .711 .090 
Area under ROC curve .9913 .7848 .9754 .9923 .4975 
Standard Error of AUC .0004 .0036 .0020 .0047 .0030 
Break-Even Point .884 .591 .652 .642 .089 
(c) Performance of old classifier (Poulter et al. 2008) 
Table 4.5: Cross validation performance of the final classifier and the old classifier for five 
different initial corpora. Table 4.5a lists properties of the Section 3.4.2 initial corpora, including 
the number of relevant and irrelevant articles, and the prevalence of relevant articles in the 
initial corpus. Performance statistics include averaged precision, the area under ROC and its 
standard error for independent samples, and the break-even point. The final classifier uses 
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Figure 4.3: Distributions of relevant and irrelevant document scores, aggregated over the 10 
test folds of cross validation, performed with the initial corpora AIDSBio, Radiology, PG07, 
IEDB and Control. Document score is on the horizontal axes and probability density on the 
vertical. The vertical bar marks the break-even point for the threshold where precision equals 
recall. The areas under curve to the left and right of break-even represent the true and false 
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the random records of MedlinelOOK. In Poulter et al. (2008) the distribution curves for the 
Control corpus had multiple peaks, which corresponded to integer multiples of the weight 
of features which during training had occurred once by chance in the much-larger irrelevant 
part of the training data but not in the "relevant" part, and whose negative weights had 
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Figure 4.4: Receiver Operating Characteristic (ROC) curves from document scores in the five 
initial corpora, obtained using cross validation. The ROC graphs true positive rate (recall) 
against false positive rate (I-specificity), reflecting the trade-off between recall and specificity. 
Low false positive rates are of interest when filtering a large corpus like Medline, so we magnify 
the region below 1% false positives in the right-hand graph. 
We now look at the Receiver Operating Characteristic (ROC) curves for each initial corpus 
in Figure 4.4, to identify which corpora are the most difficult and why. ROC curves, 
described in Section 2.3.4 are independent of class skew, so if two corpora have exactly 
overlapping ROC curves then they have equal difficulty, no matter that precision statistics 
may differ on account of class skew. As expected, the Control corpus attained worst-case 
performance, for which the true positive rate equals false positive rate at all thresholds, 
resulting in a straight-line ROC curve with 0.5 falling within the standard error of the area 
under curve (AUC) in Table 4.5b. This indicates no ability to distinguish between the 
"relevant" and "irrelevant" components of Control. In Table 4.5b, the AUC for PG07 of 
0.9874 ± 0.0009 is significantly below those of Radiology (0.9842 ± 0.0081) and AIDSBio 
(0.9892 ± 0.0005), which do not differ significantly, indicating that PG07 relevant articles 
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of recall than PG07 and AIDSBio in the region of low false positives rate on the right of 
Figure 4.4, which is the region of the ROC curve most important for filtering Medline, 
indicating that Radiology is in fact the easiest classification problem. On the IEDB initial 
corpus, the AUC of the final classifier in Table 4.5b is 0.8556 ± 0.0029 - well below the 
AUC values for AIDSBio, PG07 and Radiology. Along with the article score distributions 
of Figure 4.3, this indicates that in the IEDB initial corpus the relevant articles are more 
difficult to distinguish from the irrelevant ones (independent of class skew), because both 
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Figure 4.5: Precision-recall curves for five initial corpora, obtained by aggregating test docu-
ment scores from the cross validation folds. Lower decision thresholds produce higher in higher 
recall and lower precision. The break-even points marked in Figure 4.3 correspond to where the 
precision-recall curve intersects the diagonal line. 
Lastly, we analyse the difficulty of the initial corpora from the perspective of precision and 
recall. The curves of precision at different levels of recall are plotted in Figure 4.5, and are 
summarised by the averaged precision statistic from Table 4.5. As expected for the Control 
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articles (Table 4.5a), meaning that top-ranked articles have roughly the same proportion 
of "relevant" documents as would a random sample from the corpus. Ranking the other 
corpora from easiest to hardest by averaged precision yields: AIDSBio (0.914), PG07 
(0.748), IEDB (0.708) and Radiology (0.681). The ranking differs from what we observed 
in the ROC curves, where Radiology was determined to present the easiest classification 
problem and IEDB the hardest. The difference can be attributed to the influence of class 
skew (prevalence of relevant articles), on which precision has a direct dependence. The low 
prevalence of 0.001 in Radiology results in lower precision for a given false positive rate 
than the prevalence of 0.273 in IEDB. 
4.2.2 Comparison to previous results 
Using Table 4.5 we now compare the old classifier from Poulter et a1. (2008) to the final clas-
sifier to understand where and why performance differs. The old classifier used Background 
smoothing, no feature selection, and the MQI feature space. In terms of both averaged 
precision and ROC area, the final classifier improves cross validation performance on IEDB 
and PG07, but degrades performance on AIDSBio and Radiology. In particular, the new 
classifier improves performance on the IEDB corpus over the old classifier, with averaged 
precision rising from 0.578 to 0.708, and ROC rising from 0.7848±0.0036 to 0.8556±0.0029. 
In the case of AIDSBio, the old classifier uses the MQI feature space, which outperforms 
W?\IQIA on AIDSBio in Table 4.3 because MeSH terms played an important role in the 
Publ\Ied query defining the relevant AIDSBio documents. In the case of Radiology, the old 
classifier used Background smoothing, which outperforms split-Laplace smoothing on Ra-
diology in Table 4.1 because the exaggeration of positive feature weights helped recall but 
did so without raising false positives during cross validation. These were exceptional con-
ditions, and we expect the vVMQIA feature space and split-Laplace smoothing in general 
to perform better than the tvIQI feature space or Background smoothing. 
Lastly, v;e compare the final classifier on the IEDB corpus to the results reported for the 
IEDB classifier in \Vang et a1. (2007), where the evaluation was based on ROC curves. Our 
IEDB corpus excludes 98 documents in the original that had no tvIeSH terms. The IEDB 
classifier in Wang et a1. (2007) used naIve Bayes (paper was ambiguous on whether the 
model was multivariate Bernoulli or multinomial), Laplace smoothing, and a combination 
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\Vas similar to the \VMQIA-simple variant, with little processing other than splitting on 
words (Wang 2007, personal communication). The final classifier in this work achieved an 
ROC AUC of 0.8556 ± 0.0029 on the IEDB corpus, greater than the ROC AUC of 0.848 
reported in Wang et aI. (2007). The results of Section 4.1 suggest that feature selection 
accounts for part of the difference, because we did not use Ni 2:: 4 selection. Split-Laplace 
smoothing has little effect on the nearly-balanced IEDB corpus, and the WlVIQIA feature 
space performs just as well as WMQIA-simple on the IEDB data. The AUC of the IEDB 
classifier in Wang et al. (2007) did improve to 0.855, equalling the AUC of the final classifier 
reported here, \Vhen clusters of domain-specific features such as peptides, MHC alleles and 
position ranges were included in the feature space. 
4.3 Performance in filtering Medline 
This section tests the classifier under conditions similar to operation, to estimate its perfor-
mance in ~ledline filtering. Comparing to the IEDB classifier showed that the classifier per-
forms well in an ordinary database curation task on a Medline subset, but does not indicate 
how the classifier will perform when scaling up to classifying all of Medline. The AIDSBio, 
PC07 and Radiology initial corpora also are not representative samples of Medline, so the 
performance in cross validation does not predict performance on tv'1edline at large. To test 
the classifier on a representative sample of Medline we use the relative retrieval test from 
Section 3.4.4. The test measures how well the classifier retrieves a known set of relevant 
documents from a one-year slice of Medline, relative to the knowledge-engineered PubMed 
query from whose results the known relevant documents were identified. Precision and re-
call for retrieving the known relevant documents under-estimate performance for retrieving 
all relevant documents, because the PubMed query has imperfect recall, leaving relevant 
documents \Vhich would be counted as irrelevant when retrieved by the classifier. 
To perform the test, we prepared the following sets of Medline records. The test corpus is 
.'IIedline restricted to the 783,028 records completed in 2004, chosen because it was within 
the date limits of all components of the PubMed query producing the IEDB corpus. For 
relevant documents, we start with IEDB corpus described in Section 3.4.2, which consists of 
20,812 Medline records of which 5,680 were manually judged relevant and 15,131 irrelevant. 
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Figure 4.6: Relative precision and recall as a function of rank, on the task of retrieving the 
2004 relevant documents of the IEDB initial corpus from 2004 Medline. This compares the 
final classifier to the PubMed query which generated the IEDB initial corpus. Constant pre-
cision is assumed for PubMed, because it does not relevance-rank results. The classifier is 
trained with pre-2004 relevant IEDB documents as relevant examples, and 2004 Medline as the 
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irrelevant, for prevalence of 1,089/3,544 = 0.307. The 1,089 relevant IEDB documents are 
the known relevant test documents in 2004 Medline. To train the classifier, we use the 3,488 
relevant IEDB record completed before 2004 for relevant training data, and "all of 2004 
Medline" for irrelevant training data (equivalent to the rest-of-Medline approximation to 
irrelevant data used in whole-Medline filtering). The training step receives no information 
about which documents in 2004 Medline are relevant. 
The trained classifier ranks 2004 Medline, and the ranks of the 1,089 known relevant 
documents produce the curves of precision and recall as a function of rank in Figure 4.6. 
The IEDB Pub~Ied query which generated the IEDB corpus is assumed to have a constant 
precision of 0.307 at all ranks, and its recall follows a straight line from 0.0 to 1.0 at the 
point of 3,544 results (size of the PubMed result set). The classifier has greater precision 
and recall than the PubMed query up until about 1,700 results. vVhen the classifier reaches 
3,544 results, its recall and precision are 0.669 and 0.205. This means that the classifier, 
trained with about 61% of the relevant IEDB documents (3,488 out of the 5,680 relevant 
documents), retrieves about two-thirds of the relevant results that the IEDB query retrieved 
in 2004 for the same number of total results. The statistics of precision after returning 
N results are as follows: P10=0.818, P20=0.857, P50=0.745, P100=0.673, P200=0.602, 
P500=0.493. This means that amongst the top 500 ranked classifier results from 2004 
.\Iedline, 246 were members of the 1,089 known relevant documents in i\Iedline. Of the 
other 254 documents, some would be unknown relevant documents, with the remainder 
being irrelevant documents. 
4.4 Web front-end and retrieval service 
Where Section 3.3.1 and Section 3.3.2 described the process of filtering l\ledline and the 
\Veb application architecture, this section examines the classifier from the user's perspec-
tive. \Ve describe the user interaction with the Web front-end, and present results of 
filtering l\Iedline via the Web front-end, using the relevant PG07 documents as input. 
Classification tasks are submitted via the page shown in Figure 4.7. At a minimum, the user 
pastes a list of PubMed IDs into the box, enters a task name, and clicks "Submit Query" . 
On the submission form, "Use all features" switches between the MQI and WMQIA feature 










CHAPTER 4. RESULTS 
Subnlit a Task 
Filter ~'1ed1ine, or evaluate classifier perfomlll!lCe. 
,. ... It •• It .......................................................................................................................... .. 
I 1. hltroduction II .2. Submit a Task II 3. ~1onjtor Status II .f. "jew Outputs II 5. Contact L's I 
, ................................................................................................................... . 
:-Standard 
Input Citations 
(' se aU features o 
Task~ame 
Deletion Code '10 j Hide output 
~) ~Iedline retrienl operation'" 
Result limit 1000 
~Iinimum date , GooO/GO/GG 
~Iinimum score 
o Cross nlidation operation .. ------. 
~umber of~egath,es iSGOGO 
'j 
1 
[ Submit Query I [ Example 1 





Figure 4.7: Form for submitting filtering/retrieval and cross validation tasks to the classifier. 
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Query Results 
Number ofresults 1000 
Lowest scoring result 151.74648 
Abstracts of results Lesult~,hJml ? 
Abstracts of all results ZIP file or all results.html ? 
..... = 
Abstracts of input examples in[luts.html ? 
PubMed IDs of results results. txt ? 
.......... 
PubMed IDs of inputs i!1mlJ~. txt ? 
Started at 2008/06103 16:36:59 GMT ? 
Finished at 2008/06103 16:40:04 GMT ? 
Feature score method scores_laplace_split ? 
Min Information Gain 2e-05 ? 
Base score -69.3468709309 ? 
~ 
Prior score -9.21215303107 ? 
Limit 1000 ? 
.. =cc 
Threshold 0.0 ? 
Feature Statistics 
Quantity Relevant Docs Irrelevant Docs 
l\'umber of documents 1656 16600062 
l\'umber of selected, occurring features 27717 44727 
Total occurrences of selected features 179170 746258718 
Selected features per Medline record 108.194 44.955 
Of the considered feature types, 44728 features are selected out of3703762 occurring at least once in training 
data. The aggressivity of selection is 82.806. The complete database lists 3703762 potential features. 
Figure 4.8: Cover page for the output of a Medline filtering operation for pharmacogenetics 
(black-and-white print version). Relevant documents from PG07 were provided as input. The 
page lists parameters of the classifier, statistics on the results, and the lower table provides 
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Features with high TF.IDF 
Features with TF.IDF above 0.2 or 0.3 could make good keywords. TF.IDF is term frequency times inverse 
document frequency, where we treat the set of input citations as a single document 
TF-IDF Type Term Term ID Score Pos Neg 
0.02 qual genetics 799 3.66 1345 1656880 
0.02 w Polymorphism 11261 4.73 548 72062 
0.02 mesh Polymorphism, Genetic 11270 4.66 500 67796 
0.01 w Polymorphisms 5393 4.90 435 43909 
om mesh Genotype 7862 4.41 488 84185 
0.01 w Gene 1420 3.04 803 713756 
0.01 w Genotype 5575 4.71 417 49910 
0.01 w Allele 6866 4.51 418 61351 
0.01 w Genetic 5269 3.10 493 312145 
0.01 w Associated 1562 2.04 621 1199820 
om w Genotypes 20315 4.40 248 35815 
0.01 mesh Alleles 6887 3.95 263 60275 
0.01 w Variant 2683 3.80 271 72674 
0.01 qual metabolism 199 1.54 856 3087232 
0.01 mesh Polymorphism, Single Nucleotide 16633 4.92 205 17018 
0.01 w Human 442 1.76 524 1224339 
0.01 issn 0960-314X 298455 7.47 138 854 
0.01 w Association 6427 2.44 351 379863 
0.01 w Variants 20226 3.71 238 67906 
0.01 mesh Gene Frequency 16630 4.16 203 36025 
96 
Figure 4.9: List of top features ranked by TF-IDF, found on the cover page. The high TF-IDF 











CHAPTER 4. RESULTS 97 
Output Citations for pg07 
Navigation:! ~ 1 :1 Next 




Title/abstract does not contain 
:\ledline record date between 1900.01.01 and 2020.01.01 
Abbre\iated journal contains 
Author list contains 
Score is at least -100 
Order by Score (decreasing) 
Filter visible S how a II cita tions Invert selection Help 
Open visible In PubMad Opan ralavant In Pubmed Help 
Table of citations (250 visible) 
C R Score P;\lID Date Au Ab Title Journal 
1 402.12 1~406645 2003.05.15 + + Genetic contribution to variable hwnan CYP3A-rrcdiatcd Ittlabolism Ad\" Dryg Deli\' Re'v 
2 300.29 16198658 2005.11.02 + + Cyclosporinc markedly raises the plasma concentrations ofrcpaglinidc. Clin Pham13~\)l Th~r 
3 290.33 15536457 2004.12.02 + + A variant 2677A allele ofthc MDRI gene afTccls fcxofcnadinc Clin Phalll\:lcoi Ther disposition. 
4 289.37 15116053 2004.05.27 + + Pharmacogenetics ofaccnocownarol pharmacodynamics. elm PhJ.rmacol fher 
5 284.40 16509759 2006.04.26 + + Genetic po\ymorphisms of drug-Olctabolising cl1L)'ll'Cs and drug Chn Pharmacokmcl transporters in the chcm:>thcrapcutic trcatrocnt of cancer. 
Figure 4.10: Topmost part of the first results page from filtering Medline for pharmacogenetics 
documents, using the PG07 relevant documents for input. There are 250 results per page. 
Clicking on the plus signs in the "Au" and "Ab" columns reveals the author list and abstract. 
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C R Score Pi\11D Date Au Ab Title 
402.12 12406645 2003.05.15 + + Genetic contribution to variable human CYP3A-mediated metabolism. 
300.29 16198658 2005.11.02 + + Cyclosporine markedly raises the plasma concentrations ofrepaglinide. 
290.33 15536457 2004.12.02 + + A variant 2677A allele of the MDRI gene affects fexofenadine disposition. 
4 289.37 15116053 2004.05.27 + + Pharmacogenetics ofacenocoumarol pharmacodynamics. 
Journal 








284.40 16509759 2006.04.26 + + Genetic polyrnorphisms ofdrug-rn:tabolising enzymes and drug transporters In the Clill 
6 279.89 12879168 2004.01.23 + 
7 275.24 17496163 2007.09.20 + 
274.51 11503014 2001.09.20 + 
9 273.86 17047488 2007.02.06 + 
10 272.80 9797790 1998.11.10 + 
11 267.39 15557128 2005.05.12 + 
12 265.66 7935325 1994.11.10 + 
13 264.13 12419832 2002.12.20 + 
14 262.63 12944498 2003.10.23 + 
15 262.20 16243813 2006.02.13 + 
16 258.46 18056202 2008.05.07 + 
17 253.54 15572581 2005.08.25 + 
18 247.82 16299241 2006.02.13 + 
19 246.61 171n267 2007.01.18 + 
20 244.84 17622941 2007.09.19 + 
21 244.48 15879416 2005.09.07 + 
22 241.77 17042920 2007.02.01 + 
23 241.35 16890580 2006.09.08 + 
24 240.29 11907488 2002.04.23 + 









chem:Jtherapeutic treatrn:nt of cancer. I)hannacoklnet 
Polymorphism; of drug-metabolizing enzymes CYP2C9, CYP2CI9, CYP2D6. 
CYPIAl, NAT2 and ofP-glycoprotein in a Russian population. 
Hwnan hydroxysteroid sulfotransferase SULTIBI pharmacogenomics; gene 
sequence variation and fimctional genomics. 
Identification offlDlctionally variant MDRI alleles arr.::mg Etrropean Americans 
and African Americans. 
Association of genetic polymorphism in ABCC2 with hepatic I11.lltidrug 
resistance-associated protein 2 expression and pravastatin phartnlcokinetics. 
Bantu Tanzanians have a decreased capacity to rn:tabolize omeprazole and 
mephenytoin in relation to their CYP2CI9 genotype. 
Phartnlcogerx!tic differences in response to albuterol bern'een Puerto Ricans and 
Mexicans wi th asthma. 
Geoctic analysis of the Chinese cytochrorre P4502D locus: characterization of 
variant CYP2D6 genes present in subjects with dirrurushed capacity for 
debrisoquine hydroxylation, 
A pharmacogenetic study to investigate the role of dietary carcinogens in tl1e 
etiolob'Y of colorectal cancer. 
Eur J ClIn 
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Novel functional polymorphism; in the UGTIA7 and UGTIA9 glucuronidating J Pharmacol E,p 
+ enzymes in Caucasian and African-Arn:rican subjects and their impact on the TIler 












Effect of common CYP3A4 and CYP3A5 variants on the pharmacokinetics of the 
cytochrome P450 3A phenotyping probe midazolam in caocer patients. 
Glutathione S-transferase TI and MI: gene sequence variation and fimctional 
genomics. 
Racial variability in haplotype frequencies ofUGTlAI and gluctrrOIudation 
activity ofa novel single nucleotide polyrnorphism 686C> T (P229L) found in an 
African-American. 
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Figure 4.11: Top 25 results from filtering Medline for pharmacogenetics, with the relevant 









CHAPTER 4. RESULTS 99 
string that would have to be entered to remove the results from the outputs page; and "Hide 
output" will prevent the results from being listed on the outputs page. Configuration of the 
retrieval/filtering operation includes setting a limit on the number of results (defaulting 
to 1,000), constraining l\'Iedline to records completed after a certain date, and altering the 
score threshold from the default of zero. In certain circumstances only a few articles attain 
above-zero scores, so lowering the score threshold may be necessary. In the cross validation 
operation, a random sample of records is taken from ~vIedline to serve as the irrelevant 
corpus, and "Number of negatives" modifies the size of the sample. The "Example" button 
fills in some Radiology PubMed IDs as an example use of the classifier. After submitting the 
task, a status page loads, which lists the tasks in the queue, how much time has elapsed 
since the task was started and a link to the future location of the results. It refreshes 
periodically, and displays a message when the results are ready. 
Some of the fields in the submission page are there because the service does not require a 
login. If a login were used, the Web front-end would associate the query with the logged-in 
user, and only list results pages for queries performed by the logged-in user. The task 
name would not be strictly necessary, and neither would the deletion code and the "hide 
output" check-box. However, a login would require the user to invest time in creating an 
identity and saving a password before using the service, substantially raising the barrier 
to using the service. Having decided against requiring a login, the "task name", "deletion 
code" and "hide output" boxes made the interface more complex, but allow anonymous 
users to identify their tasks later and protect outputs against casual deletion or viewing 
by other users of the service if they so desire. Simply requiring a login would not result in 
greater privacy of results over the "hide output" feature, because the output files are static 
HTl'vIL and thus accessible by the correct URL. Protecting access to the results could be 
done by generating results pages dynamically, at the cost of a database, code complexity 
and longer response times. One might also have the static files stored elsewhere, with 
requests mediated by the Web front-end which would only read in allowed files, and pass 
the contents over to the \;Veb browser. 
We now examine the results of pasting the 1,656 relevant PubMed IDs from PG07 into 
the input box, selecting "use all features" and submitting the filtering task. The cover 
page in Figure 4.8 tabulates parameters and statistics on the filtering tasks, with "?" 
symbols that explain the corresponding entry when clicked. The cover page indicates 
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lowest score was 151.95, so it is clear that there are results scoring above the 0.0 threshold 
that \vere excluded by the limit of 1000 results. In terms of parameters, it indicates 
that the classifier used split-Laplace smoothing, and G R( C, Fi ) 2: 2 x 10-5 for feature 
selection. The base score of -69 is the score of an article with no features (all features 
failed to occur), and the prior score of -9.2 is the prior log odds ratio of encountering 
a relevant article. At the bottom of Figure 4.8, there are statistics about the documents 
and their features. The 1,660,002 "Irrelevant Docs" for training consist of all of Medline 
except for the 1,656 relevant examples. The cover page also has a feature statistics table, 
listing the number of distinct selected features in each class, the total number of features 
encountered and the per-document average. The aggressiveness of feature selection of 82.8 
is also far greater than the 8.8 figure for PG07 in cross validation, due to the higher class 
skew requiring negative-weighted features to attain greater occurrence counts before being 
accepted based on gain ratio. For cross validation results, there is no cover page: just a 
single page listing comprehensive performance statistics, figures for ROC curve, precision-
recall curve, document score distributions, and feature weight histograms as in Section 
4.2.1. 
Figure 4.9 is displayed at the bottom of the cover page for the results and shows features 
which are most suitable for keyword searching for the topic. The features are ranked by 
term frequency times inverse document frequency or TF.IDF (Joachims 1997). TF.IDF 
is designed to measure the importance of a term to a document, and is proportional to 
the number of times the term occurs in the document (term frequency) and inversely 
proportional to the number of documents in which the term occurs (document frequency). 
For our purpose, we use the number of occurrences of the feature in relevant documents 
as the term frequency - treating the relevant corpus as one big document - and use the 
number of occurrences in all documents as document frequency. High-TF .IDF terms have 
positive weights (Wi), but often the highest-weighted terms are quite rare amongst relevant 
documents, and thus have low TF.IDF. In the case of PG07, we observe that terms related 
to genetic polymorphisms have the highest TF.IDF. 
~Iany of the high-TF.IDF terms in Figure 4.9 express similar concepts. If such synony-
mous terms were combined, for instance using stemming or combining identical MeSH and 
word features, it could make the parameter estimation more accurate for rare terms by 
increasing the occurrence counts. Retaining synonymous terms also exaggerates the prob-
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the correlation between the terms is not accounted for. The exaggeration of probabilities is 
hmvever a general issue with simple Bayes classifiers, as discussed in Section 2.2.4. On the 
other hand, an article using both terms is indeed more likely to be relevant than an article 
which only uses one, so keeping synonymous terms in a multivariate Bernoulli classifier 
can improve performance over combining them, because the combined term would only be 
counted once. This may not be the case in a multinomial document model, where multiple 
occurrences of a given term within a single document are accounted for. 
Visiting the "results.html" file on the cover page leads to the results page, the top part of 
which is shown in Figure 4.10. Each page lists 250 results, although a zip file of a large 
HT?\IL page with all 1,000 results may be downloaded instead. Each row of the results 
table shows the document score, a link to the Publ\Ied record, the title of the article and 
the journal name. Clicking on the "+" symbol in the "Ab" or "Au" columns reveals the 
abstract or the author list under the row. The form at the top uses JavaScript to instantly 
filter and sort within the results table. Results may be ordered by score, title, journal or 
author, and the rows of the table filtered to show only entries containing specified text. 
The left-most "C" column is used for manual judging of the results. Clicking in each square 
marks the result as relevant or irrelevant, and the relevant ones can be viewed as a single 
result set in Publ\Ied using the "Open Relevant in PubMed" button. If the results page 
is saved to disk and viewed locally, instead of being viewed on the remote server, there is 
also a function to save the manual classifications to a text file on disk. The "Help" buttons 
display explanations of the different functions. 
Lastly, most of the highest ranking results are relevant. The top 25 results from the PG07 
filtering task for pharmacogenetics evidence articles are shown in Figure 4.11. Of these, all 
but results 10, 16, and 25 have titles which indicate that the article presents evidence for 
a pharmacogenetic relationship, for an estimated P25 (precision at 25 results) of at least 
0.88. 
4.5 Efficiency of the classifier 
This section examines the efficiency of the classifier, measuring its speed of Medline filtering 
using the measurements from Section 3.4.5. Medline consisted of 16,601,718 documents 
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Features Radiology PG07 
WMQIA 186 185-204 
Start-to-finish 
MQI 69 75 
WMQIA 168 163 
Classifying 
l'vIQI 54 55 
WMQIA 98819 101851 
Articles-per-second 
MQI 307439 301849 
Table 4.6: The start-to-finish time for filtering Medline, from submitting a task to returning 
results, and the time spent classifying the records, measured in seconds. This table compares 
the timing for Radiology and PG07. The articles-per-second statistic is calculated on time spent 
classifying, assuming 16,601,718 documents classified. 
and PG07 which has 1,656. The classifier runs as a single-threaded process on a Sun Fire 
280R server running Solaris 9 and having two 120mdHz 64-bit UltraSPARC-III processors 
with 8l'vIB E-cache and 8192MB of RAM in 8 x 1024MB DIMMs. In Table 4.6, the Web 
front-end waits up to 204 seconds (3:24) to receive results when using the vVMQIA feature 
space, and up to 75 seconds (1: 15) with the MQI feature space. The lower figure around 
185 seconds (3:05) for the response with PG07 occurs when certain files are cached by the 
operating system. 
Part of the time from input to response is taken up with training the classifier and for-
matting of the results. In the Web front-end, the function to print a list of scores and 
statistics for selected features is disabled because it substantially increases the response 
time. The middle row of Table 4.6 lists times just for the core operation of evaluating 
scores for all l'vIedline records and outputting a list of the highest scores. This requires 
takes roughly 168 seconds (2:48) to filter the 16,600,082 documents in the database using 
the Wl'vIQIA space, and 55 seconds using the MQI space. The corresponding speeds in 
the bottom row are roughly 100,000 and 300,000 documents per second respectively. As 
expected, the speed of classification is proportional to the number of features per record: 
.\Iedline has an average of 43.8 WMQIA features per record, and 13.6 MQI features. It 
should be possible to increase the speed of the core operation by evaluating the scores in 
parallel on multiple nodes. 
In the old version of the classifier presented in Poulter et a1. (2008) it was reported that 
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the r-.IQI feature space. When the new classifier uses the MQI feature space it takes 69-
75 seconds overall, with 55 seconds spent classifying, making the core operation nearly 
twice as slow in the old classifier. This is due to variable byte encoding (Section 3.2.2) 
\vhich compresses feature vectors. The new classifier uses 32-bit feature IDs to represent 
the WMQIA space, and compression shrinks the WMQIA feature stream from 3.67GB 
to 1.49GB, which halves the classification time when using the vV;"'lQIA feature space. 
If the new classifier is then set to use the MQI feature space from the old classifier, a 
1.2GB stream of 32-bit MQI features is compressed down to 559MB, which is just slightly 
smaller than the uncompressed 600MB stream of 16-bit IDs in the old version. So with 
MQI features the new classifier using 32-bit feature IDs is faster than it would be without 
compression, but slower by 25 seconds than the old classifier using uncompressed 16-bit 
features. 
The classifier described in Wang et al. (2007) classified "1,000 abstracts in less than 30 
seconds", or 33.3 documents per second, making it roughly 3000 times slower than the 
final classifier described here. In Goetz and von der Lieth (2005), the Pub Finder classifier 
was described as scanning "roughly half a million abstracts '" in 1-3 minutes" on a 22-
node cluster, which is 2777-8333 documents per second or 126-379 documents per second 
per CPU, which is 264-794 times lower than the 100,000 documents per second of the 
classifier presented here. The speed difference is due partly to hardware differences and 
the diminishing returns of parallelisation, and partly to the speed-improving techniques 
discussed in Section 5.3. However, PubFinder service also appears unmaintained, as no 
results are being returned. In all, the final classifier here has cross-validation performance 
as good or better than the classifier developed especially for the IEDB, while being highly 











This chapter discusses the significance of the results, and the complete work in relation 
to the goals set out in Chapter 1: to make a classifier for filtering all of Medline which is 
effective on a wide range of topics, available as a retrieval service, and highly efficient, while 
needing only relevant examples for input. We first discuss the overall effectiveness of the 
classifier and the resulting on-line service, and then explore the methodology behind the 
development of the classifier, and the reasons for particular design choices made regarding 
the classifier and experiments. Lastly, we look at the methods used to improve efficiency 
of the classifier, ways in which the classifier can be applied in operation, and possibilities 
for improving it. 
5.1 Effectiveness of the classifier 
In terms of performance, the effectiveness of the classifier is the precision and recall as a 
function of rank in the results of filtering for some topic. Measuring this requires either 
direct evaluation of the filtering results as in Rubin et al. (2005), or using test documents 
that are a representative sample of Medline. For subsets of Medline like the IEDB problem 
domain (\Vang et al. 2007), cross validation can be done predictively, but prevalence is too 
low in r-.Iedline at large to construct an initial corpus. vVe used cross validation on initial 
corpora enriched for relevant documents to identify the best overall choices in parameter 
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ferent topics. The Web front-end to cross validation also allows the difficulty of new topics 
presented to the classifier to be measured. Comparing to the earlier version of the classi-
fier in Section 4.2 we found that the new one improved performance overall, although the 
old methods worked better in particular circumstances (the MQI feature space on AIDS-
Bio, and Background smoothing on Radiology). Comparing to the IEDB classifier on its 
subject domain, we found that the final classifier performs at least as well as the IEDB 
classifier on its own database curation task. The relative retrieval test in Section 4.3 then 
measured precision and recall for the IEDB topic using test data that were representative 
of i\Iedline, and found that the classifier trained with a portion of the data retrieved about 
two thirds of the relevant documents identified by the knowledge-engineering query, for the 
same number of results. We also noted that precision was high, in at least the upper ranks 
when filtering }.Iedline using PG07 relevant data in Section 4.4. 
Performance of the final classifier, in terms of precision and recall, depends not only on the 
characteristics of the classifier, but on the coherence of the corpus of relevant documents 
used for training. If a single narrow topic is represented in the input, as is the case with 
Radiology where the topic is simply radiographic imaging of the spleen, the classifier easily 
identifies terms \vhich distinguish it. The IEDB corpus however contains sub-topics, such 
as immune epitopes for emerging pathogens, category A-C pathogens, and allergens. The 
training step will then identify some terms as strongly predictive for all subtopics, but 
terms specific to one of the sub-topics will be less predictive because they do not occur in 
the others. As a result, relevant documents in each sub-topic would score lower than if the 
classifier had only trained for that sub-topic. In the limit of mixing a large number of sub-
topics, the training data becomes indistinguishable from a random sample of Medline. As 
observed in cross validation with the Control corpus in Section 4.2.1, training with random 
documents retrieves more random documents. Regarding the relative retrieval test with 
IEDB documents in Section 4.3, more relevant documents might be retrieved by training 
and applying the classifier separately on each sub-topic. 
Besides coherence of the topic, effectiveness also depends on the amount of training data 
provided, and the number of relevant documents left in Medline. In particular, narrow 
topics, for which few terms could indicate relevance (or topics with few sub-topics), need 
less training data is to obtain good performance. For example, the Radiology corpus about 
radiographic imaging of the spleen in cross validation has only 68 relevant documents for a 
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PC07 corpus \vith 1,656 examples and prevalence 0.016, where relevant documents provide 
evidence for pharmacogenetic relationships. Lastly, precision always drops when most 
relevant documents have been retrieved. Thus, if the training data already contains most 
relevant documents as may be the case with a particularly narrow topic, the precision 
will drop much more steeply than if many relevant documents remained in Medline to be 
retrieved. 
A broader interpretation of the effectiveness of the classifier, subsuming performance statis-
tics, is the total effort required to obtain a certain number of relevant results, which includes 
the effort of setting up the classifier and training data. For problems of identifying docu-
ments relevant to BIND, PharmCKB or the IEDB, the classifier here meets the objective 
presented in Chapter 1 of making supervised learning much easier to apply. The on-line ser-
vice saves users the effort of constructing a custom classifier, filters all of l'vledline quickly so 
that it is not necessary to construct a Medline subset, and only requires relevant examples 
for input, which are more readily available than a manually classified corpus sampled from 
the domain of operation. The IEDB database did however get a Medline subset and train-
ing corpus "for free" from the pre-existing knowledge engineering filter for the database, 
which would not be available to databases that currently rely on user submissions or ad 
hoc search to identify relevant documents. Constructing a subset first and classifying it 
second does however have some advantages. Firstly, being smaller than all of Medline, it 
can be classified with slower non-linear classifiers. Secondly, a subset of t-.Jedline like the 
IEDB corpus is enriched for relevant documents, so the classifier's job is just to increase 
precision further, meaning that the IEDB classifier will obtain greater precision in the end 
than this classifier, simply because Medline at large has much lower prevalence of relevant 
documents. However, reviewing lower-precision results from classifying all of Medline with 
this service would require less effort than was involved in constructing a pre-filter query 
for a r.ledline subset, and manually labelling training data from the Medline subset. 
Outside of database curation tasks, where supervised learning is the favoured solution, the 
effectiveness of the classifier at finding relevant documents can be compared to non-classifier 
alternatives. For example, individual researchers could upload relevant documents on some 
topic, using the classifier service to find more documents. This may be more or less effective 
than using retrieval services from Section 2.1, depending on circumstances. Collecting 
relevant PubMed IDs is more work than entering a search string, and the classifier takes 3 
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topic is broad enough not to be captured by a few search terms, collecting examples and 
letting the classifier decide what terms are important could be easier than using a large 
number of narrower queries, and could find articles that would otherwise be missed. An 
individual may however have only a few examples on the topic, which may not be enough 
to train an effective classifier. The classifier may even return zero results, when no Medline 
records have positive scores due to few predictive features. In such cases a similarity search 
like Pub~Ied related articles (Lin and Wilbur 2007) may be more appropriate, finding for 
each relevant document the most similar other documents in Medline. 
5.2 Experimental design 
This section discusses and evaluate choices made in designing the classifier and experiments. 
Given the objectives in Chapter 1, and the classifier's performance in Chapter 4, we discuss 
the particular choice of classifier, and additional choices made in its design, such as the 
feature selection and extraction methods, and weigh up alternatives. We then examine the 
evaluation of the classifier. 
5.2.1 Choice of basic classifier 
Classifying all of Medline at high speed requires the classifier to be fast to apply, and fast 
to train. Linear classifiers such as SVMs, naIve Bayes and perceptrons can be made fast 
in application, as may decision trees. However, many classifiers from Section 2.2.3 have 
training steps involving iteration or optimisation, which would become markedly slower 
with more training examples, and so would not handle incorporating millions of rest-of-
~ledline documents as irrelevant training examples. We chose NaIve Bayes because it is 
fast to train, requiring time linear in the number of training examples, and makes it fast to 
use "rest of 11edline" by pre-counting term frequencies in Medline. However, it is not ideal 
because not accounting for dependence between features leads to exaggerated document 
probabilities, which affects ranking. However, the requirement for a linear classifier that 
can accommodate millions of documents for training leaves naIve Bayes as the best choice. 
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accounts for presence or absence of each term. The alternatives would be a multinomial or 
multivariate Poisson model, which incorporate term frequencies (Section 2.2.3) and would 
be somewhat slower for having to keep track of them. However, most of the Medline record 
fields other than the abstract are suited to binary features: each MeSH term, journal ISSN, 
and author name is guaranteed to occur at most once in the record. Titles also tend to 
use each word once, and MeSH qualifiers may occur multiple times but contribute little to 
classification (Section 4.1.3). Only the abstract, although important, really has multiple 
occurrences of terms to account for. The multivariate Bernoulli model can to some extent 
account for multiple occurrences of a concept by retaining several synonymous terms, 
visible in the high-TF.IDF terms of Figure 4.9, for example "genetic polymorphisms" in 
l\leSH, and singular and plural forms of "polymorphism" in the abstract. These occurrences 
\vould however be strongly correlated, increasing the exaggeration of probabilities referred 
to earlier. 
5.2.2 Design choices around the classifier 
On top of the basic classifier model, we made choices regarding parameter estimation, fea-
ture selection, and the indexing of Medline records. For parameter estimation, we proposed 
a novel modification to Laplace smoothing, which we called split-Laplace smoothing. This 
distributes the Laplace pseudocounts between the classes in proportion to prevalence, thus 
avoiding biasing feature weights toward the lower-prevalence class. Split-Laplace smooth-
ing consistently outperformed Laplace smoothing in Section 4.1.1, as well as outperforming 
the earlier Background smoothing method we had presented in Poulter et al. (2008) which 
had used weaker smoothing to reduce bias at the cost of producing more extreme fea-
ture scores. vVhile the classifier with Laplace smoothing, and most classifiers in general, 
improve with moderate feature selection, we found that the classifier with split-Laplace 
smoothing does not. Because split-Laplace smoothing is already the best performer, its 
bias correction is therefore effective enough that feature selection is no longer required for 
removing noisy features (such as the extreme weights resulting from Background smooth-
ing) or biased features (resulting from Laplace smoothing), although it may still aid in 
reducing overfitting. 
With feature selection, we used the gain ratio (Quinlan 1986) modification to the informa-
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skew and thus make it easier to choose a cut-off usable across a range of conditions. We also 
found that selection to eliminate low document frequency terms reduces performance more 
than gain ratio selection for a given level of aggressiveness. We chose a gain ratio cut-off 
of 2 x 10-5 , which reduces the feature space without the substantial loss in performance 
observed using document frequency cut-off. It mostly excludes rare features found only 
in irrelevant training examples. We did not evaluate additional feature selection metrics 
found in Yang and Pedersen (1997) and Forman (2003), because their results showed that 
among the well-established feature selection metrics information gain (and therefore gain 
ratio) provided the best performance. 
With the indexing of Medline records, we extracted features from abstract/title words, 
fvIeSH descriptors and MeSH Qualifiers to produce the WMQIA feature space. We found 
that using all of the component feature spaces resulted in the best overall performance. 
Individually, we found that MeSH descriptors and title/ abstract words were the only fields 
to perform well on their own. Nonetheless, classifiers based on journal ISSNs, authors 
and l\leSH qualifiers individually performed better than random ranking of documents, 
meaning that including them in the WMQIA space should aid ranking slightly over just 
using title/ abstract and MeSH descriptors. 
We did not use any methods to reduce the presence of synonymous features in the WMQIA 
feature space. The presence of two synonymous features predicting relevance in an article 
causes it to score more highly than if only one had occurred. Because the multivariate 
Bernoulli model only tracks presence/absence of features, it loses this multiple-occurrence 
information when features are combined. On the other hand, combining synonymous fea-
tures can yield a more accurate estimate for the weight of the combined feature. The 
Wl\lQIA-filt feature space modified WMQIA by, for each article, simply removing Word 
feature occurrences that were found within a MeSH for the article, thus removing mul-
tiple occurrences without improving frequency estimates, resulting in slightly worse per-
formance. The VlMQIA-simple feature space combined the Medline records fields for 
title/abstract, MeSH, author and journal name at the word level by concatenating them. 
~lerging feature spaces at the word level reduced synonymy, but also improved frequency 
estimates for resulting word features. The result equalled the performance of WMQIA 
(with its synonymous features) on the IEDB initial corpus, but not on PG07 or Radiology. 
It may be that precision of MeSH phrase concepts (lost when split into words), and mul-
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on narrower topics. Word features can be further clustered by stemming them during in-
dexing (Section 2.4.1), potentially improving estimates further by clustering similar words. 
However, stemming reduced performance in Wang et al. (2007). 
5.2.3 Evaluation of the classifier 
Using rvledline or a random sample from Medline such as rvledline100K for irrelevant doc-
uments in training produces lower performance compared to using a training set that is 
purely irrelevant. Incorrectly labelled training instances result in the classifier under-fitting, 
with some feature-class associations being weakened proportional to the prevalence of the 
unknown relevant documents. This under-fitting occurs when training using the rest-of-
Medline approximation in operation, and in the relative retrieval test of Section 4.3 where 
all of 2004 Medline is used for irrelevant training data, including 1,089 relevant IEDB doc-
uments whose labels are unknown to the training step. The decision to use rest-of-Medline 
in training thus under-fits somewhat, but the benefit is classifying all of Medline while 
providing relevant examples, instead of classifying on a subset of ~ledline and having to 
manually label a training sample from that subset. 
Using random documents for irrelevant data also influences test performance directly. In 
the test data, unknown relevant documents will rank higher than irrelevant documents but 
be labelled as false positives, reducing ROC area and averaged precision. Only 100,000 
documents were sampled for Medline100K to limit their influence, while maintaining high-
skew conditions for the purpose of designing the classifier. For example, if the prevalence 
of pharmacogenetics evidence articles was 0.0005 in MedlinelOOK, this would produce 50 
unknown relevant documents in addition to the known 1,656 known relevant documents in 
the PG07 corpus. However, in the relative retrieval test of Section 4.3, all of 2004 Medline 
(numbering 783,028 records) may have hundreds of relevant documents beyond the 1,089 
relevant documents detected by the IEDB query, depending on the query's recall. Counting 
them as false positives in the ranking means the retrieval test over-estimates false positive 
rate and under-estimates precision. 
The cross validation experiments produced point estimates of performance by micro-
averaging across folds, without estimates of sample variation, and without significance 
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looking for substantial differences in performance between them on the same data, with 
sources of variation controlled by using the same train/test splits each time in validation. 
Paired permutation tests have been developed for comparing ROC area (Braun and Alonzo 
2008) for two methods on the same sample, but not for the averaged precision we used 
for comparison. In information retrieval a pair of retrieval methods may be evaluated on 
hundreds of queries, and it is common to test for significant differences in mean averaged 
precision using a Wilcoxon signed-rank test that counts the number of times each method 
out-performs the other. However, the approach is not useful when there are just four bi-
nary classification problems (AIDSBio, IEDB, PG07 and Radiology). When comparing 
the difficulty of corpora for the final classifier in Section 4.2.1, we focused on comparing 
the relevant documents in Radiology, AIDSBio and PG07 by re-using the irrelevant back-
ground (f.-Iedlinel00K). In that case, the standard error reported for ROC area in Table 4.5 
would be useful for detecting significant differences, as would the sample variation (Section 
2.3.5) obtained by macro-averaging cross validation folds. 
The results include one comparison of cross validation performance to an independent 
classifier, that of the IEDB (Wang et al. 2007), which used ROC area as the performance 
statistic. The IEDB classifier met the criteria of using Medline records, using a cross valida-
tion or train-and-test design, and making the test data available (either supplementary or 
on request). Ideally the test data would also be a representative sample from Medline, but 
all classifier evaluations on labelled test data have used a pre-filtered subset of Medline as 
their test domain. Aphinyanaphongs et al. (2005) and Rubin et al. (2005) performed cross 
validation on 1/1edline records, but the original corpora were not available. OHSUMED 
(Hersh et al. 1994) is a standard Medline corpus. However, OHSUMED is designed for ad 
hoc information retrieval and marks a few relevant results for each of hundreds of terse 
queries, and so is unsuited to training and testing with many relevant documents as en-
countered in database curation. Of train-and-test evaluations of classifiers in the literature, 
test corpora were unavailable for Marcotte et al. (2001) and Donaldson et al. (2003), no 
evaluation was performed in Goetz and von del' Lieth (2005), and the test corpus did not 
match the description in Suomela and Andrade (2005). The TREe Genomics (Hersh et al. 
2005) categorisation task used train-and-test in a curation scenario for the Mouse Genome 
Informatics database. It used full-texts (as opposed to Medline records) and the corpus was 
enriched for relevant document (like that of the IEDB) with four distinct relevant topics 
inside, and so would not have been useful for predicting Medline filtering performance for 
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ment as a separate experiment, just using Medline record fields (not allowed in the TREC 
Genomics 2005 rules) instead of the full-text. 
5.2.4 Overfitting 
In Section 4.1 we make fixed, global choices about the classifier algorithm by comparing 
the performance of different variants. This is not the dynamic tuning discussed in Section 
2.3.2 that requires a tuning hold-out set in each training fold of cross-validation. However, 
choosing the variant based on a single data set would pose a risk of constructing a classifier 
that performs poorly on new topics, effectively overfitting to the topic. For example, if we 
had used only the IEDB data set in Section 4.1.1, we would have chosen Laplace smoothing, 
even though it would perform poorly when given skewed training data in operation. The 
IEDB classifier ("Wang et al. 2007) in Section 2.5 was optimised using just the IEDB data 
set, but the resulting classifier was only intended to be used on the IEDB topic and under 
balanced conditions, so overfitting was not a consideration. 
In this work, we avoid overfitting to one data set by using four data sets of different topics 
for choosing the classifier (Section 3.4.2), because the classifier is intended to be used on 
any topic unlike the classifiers for particular databases. Choices that perform well on data 
sets with a wide range of characteristics will probably perform well in general. vVith enough 
corpora, it would even be possible to split the topics into "training topics" used to make the 
choices, and then demonstrate that the final classifier is still the best on "test topics" which 
were not used in the decision. This is to some extent the procedure followed after Poulter 
et al. (2008): we had chosen the old classifier using the AIDSBio, Radiology and PG07 
corpora. However, after finding the IEDB data set, we discovered that MeSH features and 
background smoothing were not universally optimal. MeSH happens to outperform Word 
features for AIDSBio, and background smoothing works under class skew but falls down 
when the training data is balanced - insights which led to the final classifier. However, 
there may be corpora dissimilar to AIDSBio, IEDB, PG07 and Radiology, on which the 
final classifier will perform relatively badly, but could be improved with a modification to 
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5.3 Efficiency of the implementation 
Efficiency is vital when providing a service that classifies all of Medline, and was one of 
the main goals set out in Chapter 1. The timing results of Section 4.5 showed that the 
classifier takes about 3 minutes to return results using the vVtvIQIA feature space and 
just over 1 minute with MQI features, making it the fastest implementation of a naIve 
Bayes classifier for Medline records in the literature, and comparable to Web services like 
:NCBI BLAST. The final version of the classifier therefore meets the objective of being fast 
enough to use from a Web interface. To achieve efficiency we began with a simple Bayes 
classifier as discussed in Section 5.2.1, and proceeded to trade simplicity for greater speed. 
The resulting classifier has a simple conceptual underpinning, but performs complex pre-
processing during Medline parsing to construct and maintain specialised data structures, 
to optimise execution time. 
Techniques such as maintaining multiple representations of the data and compression of 
feature vectors in in Section 3.2.2 are well-known in the field of information retrieval. It 
was possible to adapt these techniques to a supervised learning context, thus speeding up 
the classifier. The methodology for choosing efficiency-improving techniques was to profile 
the classifier and identify the the step which was taking up most of the classification time. 
We would then identify a technique to make that step faster. The running time of the final 
classifier is dominated by a simple C program which reads feature vectors from the disk 
and sums them to produce document scores. The following techniques removed several 
bottlenecks present in earlier versions of the classifier: 
• Using an article database means Medline records can be looked up to print the results, 
so the classifier is free to work with just Pubtded IDs and feature vectors before that 
point. 
• Using numerical feature IDs instead of the original character strings both makes 
feature vectors much smaller, and allows the training step to use fast vector operations 
for calculating the weight vector wand performing feature selection. 
• Using a feature vector database means feature vectors are generated once during 
parsing and looked up as needed. The alternative of indexing text during classification 
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• Using a feature stream to list PubMed IDs and feature vectors is redundant to the 
database. However, it allows a small program in the C programming language to take 
only 55 seconds (MQI features) or 168 seconds (WMQIA features) to perform the 
crucial step of summing W; feature weights for each of 16 million documents in Medline 
to produce document scores, and returning the top-ranking Publ'vled IDs. Using 
Python instead of C, this step took about 25 minutes for MQI features (predicting 
75 minutes for WMQIA features). 
• Tracking the number of occurrences of each feature in Medline during parsing im-
mediately provides an N; value for its term frequency in Medline. \Vhen using the 
rest-of-l'vledline for training, a simple vector subtraction gives the Nr; = Ni - NT; 
counts for training. The alternative would be to count the features after the input 
was provided, which means processing Medline twice: first to count NT;, and second 
to classify the records. 
• Vacuuming the feature table (Section 3.2.3) reduces the WMQIA space from 12 
million features to 3 million by removing features that occur just once or twice in all 
of l'v'1edline. These features don't affect performance, and the smaller table of features 
makes it four times faster to perform feature selection and feature weight calculation 
(taking about 5 seconds instead of 20). 
The feature table provides two-way lookup between feature IDs and feature strings, and 
efficiency problems. Every feature encountered when parsing l'vledline is checked against 
the feature table: if present its count is incremented and if not a new feature ID is created 
with a count of 1. In earlier versions of the classifier (Poulter et a1. 2008), there were 
only 25,000 l\IeSH terms and 17,000 ISSNs, which were maintained in an in-memory data 
structure that was saved to disk later. However, introducing Word and Author features 
caused the feature table to grow to over 12 million entries, taking up several gigabytes of 
memory. At that point, it made sense to store the feature table on-disk in a database. The 
database solved the memory problem, but introduced an efficiency problem. There was 
no issue in day-to-day operation because the classifier would only looks up the names of 
a few features that appear in the output, but when parsing Medline initially the on-disk 
database would take a predicted 19 days to perform the billions of insertions and increments 
of feature counts required, while the in-memory data structure needs only 2 days. In the 
final version, we have kept both the in-memory and on-disk data structures. The in-










CHAPTER 5. DISCUSSION 115 
(NL~I 2007b), and is then saved to a database on disk. This database is then used for 
day-to-day classification of Medline and addition of Medline updates. Redundant data 
structures are common in search engine technology: here we have adapted the technique 
for a large-scale supervised learning problem. 
5.4 Applications of Medline filtering 
Identifying relevant articles for the curators of biomedical databases is intended to be one 
of the primary applications of the classifier. Curators would extract relevant articles from 
their database, submit them to the on-line service, and review the results for more doc-
uments to add to the database. Ordinarily, a database would follow a procedure similar 
to that used by the IEDB (Wang et al. 2007) or ACP Journal Club (Aphinyanaphongs 
et al. 2005) where they would construct a filter to limit l'vledline to a subset, develop a 
gold standard training set, and develop a custom-built classifier on the Medline subset. 
Databases that already use supervised learning could also use the service to look for docu-
ments that were inadvertently excluded by the pre-filter that provides documents to their 
existing classifier. A classifier service which needs just relevant examples meets the goals 
of Chapter 1 for lowering the barrier to filtering Medline records using supervised learning. 
Instead of constructing a PubMed query or other filter, the classifier service could also 
form a pre-filter on Medline, providing thousands of results to a stronger but more com-
putationally expensive classifier or filter. For example, in Rubin et al. (2005) the results 
of filtering Medline were sent to a relationship-extraction method to filter for documents 
containing co-occurrences of drug names and gene names. In this case, the stronger filter 
is too slow to apply to all of Medline, and so requires a high-recall subset of Medline. 
Knowledge engineering could be performed to construct a high-recall filter, but training 
the classifier service from existing relevant examples would be easier in a database cura-
tion scenario. The results of Section 4.3 with the relative retrieval test suggest, however, 
that the filter queries can retrieve some relevant documents that would otherwise have low 
classifier scores. 
The classifier service has potential for broader application beyond database curation. In 
general, anyone with documents on a particular topic can submit them to the classification 
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maintaining a comprehensive bibliography on some topic could submit the PubMed IDs 
from the bibliography to the classifier, and so easily obtain articles that the classifier judges 
to be relevant. As mentioned previously, with only a few relevant documents a PubMed 
related article search with each of the documents is probably more effective than attempting 
to train a classifier. 
The classification service can also be used iteratively, unlike Donaldson et al. (2003) or 
Rubin et al. (2005) where the plan was to filter Medline once. New records can be retrieved 
using the date limit function on the Web form, to perform classification only on records 
added since the date of the last classification run. The training set could also be expanded 
with relevant results, and the expanded training data used to retrieve further relevant 
documents. 
5.5 Future directions 
Here we look at ways to improve the classifier and the service, either for particular circum-
stances such as updating results, or to improve effectiveness or speed. 
Certain features would make the classifier more useful when updating results. New records 
are added to f..!Iedline every day, and currently one would have to periodically classify 
Medline while setting a date limit. It would therefore be useful to have the on-line service 
save the relevant training examples, and once a week re-train the classifier and run it just 
on the records that were added to Medline that week, then send the top-ranking results to 
the database curator or individual researcher. In addition, one might want to update the 
training examples with relevant results, and classify all of Medline again. However, the new 
results \vill have a lot of overlap with the old ones, including all the irrelevant documents 
that the curator viewed in the earlier results when looking for relevant documents. It would 
therefore be useful for the function to return only records that were not returned by the 
earlier classification run. 
The present implementation is also rmssmg some records: it only includes final Med-
line records with assigned MeSH terms, whose status is "1'vIEDLINE". However, weeks or 
months may pass before a record which first appears in the daily .lvIedline updates with 
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service is always about a month behind in journal issues. In-progress records were not in-
cluded initially because of the lack of MeSH terms which were needed for the MQI feature 
space. Additionally, while the feature vector database can be updated with the feature 
vector of the finished record, the feature stream cannot. One solution would be to use 
the in-progress records for the weekly updates function mentioned above. This way, the 
main classifier results can be supplemented with a separate set of results obtained from 
only the in-progress records. Each week, the user would then be sent classifier results from 
in-progress records that appeared during the week. 
The classifier algorithm itself could be made more effective, at the cost of some speed. In 
the training step, the rest-of-Medline is presented as irrelevant documents for training, but 
really constitutes unlabelled data containing some relevant documents, causing the classi-
fier to under-fit slightly. The method of Nigam et al. (2000), Nigam (2001) incorporates 
unlabelled data into Bayes classifiers using expectation-maximisation (El\1) to find locally 
maximal a posteriori models from all available data, labelled and unlabelled. Although 
El\I requires iteration to convergence and is thus is too slow for our purposes, such a 
method could improve performance when relevant articles are sufficiently prevalent in the 
rest of l\Iedline to adversely affect training. The present classifier also uses a multivariate 
Bernoulli document model for all feature spaces, including the abstract text where terms 
might occur more than once. At the cost of storing the number of occurrences of each term 
in a record, the classifier could implement a multinomial or multivariate Poisson model for 
abstract features only, allowing multiple occurrences of the same term to count toward clas-
sifications. Once the model accounts for term frequency, combining synonymous features 
could help to improve performance by better estimating their frequency. 
Also, naIve Bayes classifiers, as mentioned in Section 2.2.4, are not necessarily good at 
ranking, because they tend to exaggerate document scores. Staging, similar to that used 
in Wilbur (2000), could help to improve the ranking of results. The classifier here would 
be the first stage, returning positive-scoring documents. A second-stage classifier would 
then be trained, using the same relevant training examples as the first stage, but with the 
positive-scoring documents returned by the first classifier used as irrelevant training data. 
Once trained, the job of the second-stage classifier is to re-rank the results of the first stage. 
Because the second-stage classifier only has to deal with a few thousand documents for 
training and ranking, a classifier with a slower training step like SVM or slower classification 
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than naIve Bayes, placing the most valuable of the relevant documents higher in the ranks. 
Lastly, the efficiency of the classifier can be improved by running it in parallel. Presently, 
its speed is limited by the time the C program takes to read the 1.49GB feature stream 
from disk - although this too could be sped up by forcing a dedicated server to keep the 
file cached in memory. Processing the feature stream in parallel would involve splitting 
the file across a number of compute nodes. Each node would calculate document scores on 
its segment of the feature stream, and return positive-scoring PubtvIed IDs to the master 
process, which would collate them into a single ranked list and print the results. With 10 
nodes, it could reduce the classification step from 168 seconds in Table 4.6 to perhaps 20 
seconds. The total time to return results would be under a minute, with the sequential steps 
of training the classifier and formatting output dominating the running time (18-40 seconds 
depending on the task). Classifiers have to examine every document in the database, so on 
large data sets they can never be quite as fast as query-based information retrieval, where 












We have created a classifier of Medline records, designed to identify relevant documents in 
l\ledline for the curators of biomedical databases. The classifier uses the well-established 
na'ive Bayes approach with a multivariate Bernoulli document model, indexes the ti-
tle/abstract, MeSH descriptors and qualifiers, author list and journal ISSN from Med-
line records, and uses an information gain criterion to select predictive features. Several 
characteristics distinguish the classifier from previous uses of supervised learning to filter 
:'Iedline. First, the formulation of the classifier has been optimised under cross-validation 
on four different topics with widely varying characteristics, making it more optimised for 
l\Iedline records in general, instead of being specialised to a particular subject domain. 
Second, the classifier judges the relevance of each of the nearly 17 million records in Med-
line, instead of requiring a small subset of Medline to be specified for operation. Third, 
only relevant training documents are specified in the input, instead of requiring a gold stan-
dard training corpus of both relevant and irrelevant documents, which may not be readily 
available. Fourth, we created an on-line service for the classifier that makes it simple to 
re-use for different classification tasks, as opposed to developing a Medline classifier solely 
for a particular database. 
The problem of classifying all of Medline led to several innovations in formulating a classifier 
for large, highly skewed data sets. In operation, the classifier uses all of Medline (less 
submitted relevant examples) to approximate the irrelevant training data, which is made 
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records provides a large amount of information about the term distribution and frees the 
classifier from requiring manually-labelled irrelevant examples in its input. Also, the naIve 
Bayes parameters are smoothed using a novel modification of Laplace smoothing that we 
call split-Laplace smoothing, which distributes the smoothing counts between the classes 
in proportion to their prevalence, to correct the bias of Laplace-smoothed feature weights 
toward the less prevalent class. Split-Laplace smoothing greatly improves cross-validation 
performance when the training data is highly skewed, and has the surprising property that 
performance does not further improve when feature selection is introduced. The gain ratio 
modification to information gain for feature selection was also used to compensated for 
class skew, enabling the same threshold to be used on differently-skewed data sets. Lastly, 
\ve used several techniques that vastly increase the efficiency of the naIve Bayes classifier 
~ at the cost of a more complex implementation ~ by incorporating pre-processing steps 
and data structures inspired by information retrieval into a supervised learning framework. 
vVe selected the classifier variant having the best overall cross-validation performance on 
four different initial corpora, and explored reasons for the performance differences between 
different classifier variants and between different initial corpora. Under cross-validation, the 
performance of the final classifier improved overall on our earlier published work. The final 
classifier also matches the effectiveness of an existing special-purpose database curation 
classifier, whose formulation had been optimised for its particular subject domain. When 
evaluated on test data having the same composition as Medline, the classifier retrieved two-
thirds of the relevant documents found by a knowledge-engineering filter, for the same result 
limit, when the classifier was trained with older (non-test) relevant documents found by 
the knowledge-engineering filter. Ranking of Medline by classifier score also results in high 
precision in the upper ranks, gradually decreasing over thousands of results. The classifier 
is also highly efficient, taking just 168 seconds to classify all 16.6 million Medline records. 
The on-line service takes a little over 3 minutes from submission of the classification task 
to returning the result pages, which can be reduced to 69 seconds by using mainly MeSH 
terms for classification (discarding the title/abstract and author information). 
This work removes barriers to using supervised learning on Medline. In the past, cura-
tors have had no choice but to restrict Medline to a subset, manually label training data, 
develop and tune a custom-built classification pipeline, and finally apply the classifier to 
:vledline records and review the results. With this classifier, supervised learning becomes as 
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reviewing the results. The simplicity of the service makes new applications of supervised 
learning possible, such as an individual researcher using it to maintain a comprehensive 
bibliography on some topic. The classifier is open-source, and has room for improvement, 
for example by providing weekly updates from recently-added Medline records, incorpo-
rating term frequency information and clustering of features, improving the training on 
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