We consider a (1 + N )-body problem in which one particle has mass m0 ≫ 1 and the remaining N have unitary mass. We can assume that the body with larger mass (central body) is at rest at the origin, coinciding with the center of mass of the N bodies with smaller masses (satellites). The interaction force between two particles is defined through a potential of the form
Introduction
In the last two decades several new periodic solutions of the Newtonian N -body problem have been found by the direct methods of Calculus of Variations, see for instance [1, 6, 8, 10, 19, 22, [33] [34] [35] . In fact an intensive search of such solutions followed [9] , where the authors proved the existence of a new periodic solution of the 3-body problem, with three equal masses following the same eight-shaped path by minimizing the Lagrangian action over a fundamental domain of a set of symmetric loops. Indeed the use of variational methods to search for periodic solutions of the 3-body problem was already proposed by Poincaré [29, 30] , where he noticed that collision solutions have a finite value of the action, see also [32, 36] .
The obstructions to the variational approach are essentially two. The first is that the Lagrangian action functional A is not coercive on the whole Sobolev space of T -periodic loops H 1 T (R, R 3N ), which is the natural domain for A. We can deal with the lack of coercivity by restricting the domain of the action, imposing symmetry or/and topological constraints on the admissible loops, see for instance [4, 16, 23] . The second problem is the possible presence of collisions in the minimizers. Since we are interested in classical periodic solutions, we have to exclude them. This can be done by level estimates and local perturbations [6, 7, 25] .
In this paper we consider a (1 + N )-body problem, composed by a particle of mass m 0 ≫ 1 (central body) and N particles of equal mass m = 1 (satellites). The central body is at rest at the center of mass of the whole system. The (1 + N )-body problem was first considered by Maxwell [26] to study the dynamical structure of Saturn's rings. Here we assume that the interaction force between two particles is defined by a potential of the form where α ∈ [1, 2) and r is the distance between the particles. Imposing symmetry and topological constraints on the possible configurations of the satellites we find periodic orbits as minimizers of the Lagrangian action functional for each value of m 0 in a diverging sequence. Moreover, by Γ-convergence theory [5, 12] , we study the asymptotic behavior of the related sequence of minimizers. After a suitable rescaling, it turns out that the Γ-limit functional is the functional of a Kepler problem, defined on a set which may not contain planar loops, depending on the symmetry and topological constraints that we impose. We shall show some examples, with different symmetry constraints. In particular, we shall consider symmetries defined by the group Z 4 (leading to the Hip-Hop solution [10] ), by Z 2 × Z 2 , and by the rotation groups of Platonic polyhedra (used for instance in [18, [20] [21] [22] 24] ). Γ-convergence was already applied to the N -body problem in [21] , where the authors considered the exponent α of the potential as a parameter, and studied the behavior of the minimizers as α → +∞.
The paper is structured as follows. In Section 2 we recall the definition of Γ-convergence and the results needed for our purpose. In Section 3 we introduce the (1 + N )-body problem with symmetries and prove the Γ-convergence of the Lagrangian action to the functional of a Kepler problem. In Sections 4, 5, and 6 we consider respectively the symmetry defined by Z 4 , Z 2 × Z 2 , and the symmetry of a Platonic polyhedron. In all the considered cases, we prove the existence of sequences of collision-free minimizers, depending on m 0 , and study the minimizers of the corresponding Γ-limit problem.
Definition and properties of Γ-convergence
Many mechanical systems appearing in different branches of applied mathematics depend on a parameter. As this parameter varies, sometimes it is possible to figure out a certain limit behavior. Studying such systems with variational techniques, we often deal with a family of minimum problems min{A ε (u) : u ∈ X}, with ε > 0, where X is a set endowed with a notion of convergence. Γ-convergence theory can be used to describe the asymptotic behavior of this family by means of a limit problem: this theory was introduced by De Giorgi in the mid 70s in a series of papers, see for example [13] [14] [15] .
In the literature we can find many equivalent definitions of Γ-convergence, as reported for example in [12] . Here we state the definition given in [5] , and list the main properties that we are going to use in this paper. Definition 2.1. A sequence A j : X → R, j ∈ N of functionals Γ-converges in X to a functional A ∞ : X → R if for all u ∈ X we have (i) (lim inf inequality) for every sequence {u j } j∈N converging to u in X A ∞ (u) ≤ lim inf j→∞ A j (u j );
(2.1) (ii) (lim sup inequality) there exists a sequence {u j } j∈N converging to u in X such that
We usually call it a recovery sequence.
The function A ∞ is called the Γ-limit of {A j } j∈N , and we write Γ-lim j→∞ A j = A ∞ . Definition 2.2. Given a family of functionals A ε : X → R depending on a real parameter ε > 0, that can attain all the values in a right interval of 0, we say that {A ε } ε>0 Γ-converges to A 0 if for all sequences {ε j } j∈N ⊆ R converging to 0 we have Γ-lim j→∞ A εj = A 0 . If this is the case, we write Γ-lim ε→0 A ε = A 0 . Definition 2.3. Let (X, d) be a metric space. We say that a sequence A j : X → R, j ∈ N is equi-coercive if there exists a compact set K ⊆ X such that
for every j ∈ N.
Given an equi-coercive sequence of functionals, Γ-convergence can be used to study the asymptotic behavior of sequences of minimizers of such functionals. (ii) the sequence of infimum values converges, that is
then from every subsequence {u j k } k∈N converging to a point u ∞ ∈ X we have
Proof. The proof can be deduced from Theorem 1.21 of [5] .
The (1 + N )-body problem with symmetries
Let us consider a system of N satellites with masses m 1 = · · · = m N = 1, and a central body with mass m 0 ≫ 1, and denote their positions with u i ∈ R 3 , i = 0, . . . , N . We assume that (1) the center of mass of the whole system corresponds to the origin of the reference frame:
(2) the central body is in equilibrium at the origin:
We define the configuration space X as
The particles move under the interaction forces generated by potentials of the form 1/r α , where α ∈ [1, 2) and r is the distance between two particles. Note that for α = 1 we obtain the usual Newtonian gravitational potential. We write the potential separating the contribution of the central body from the interaction among the satellites:
Since m 0 is at rest, the kinetic energy contains only the terms due to the motion of the satellites, that is
2)
and the Lagrangian is given by the sum
For a fixed period T > 0, consider the set of T -periodic loops
T )} and define the Lagrangian action functional as
for u ∈ H 1 T (R, X ). In the following we restrict A α to sets of loops which are invariant under an action of a group of rotations. Let us denote with G a subgroup of the 3-D orthogonal group O(3), containing as many elements as the number of satellites, i.e. |G| = N . Then, labeling the satellites with the elements of G, we introduce the space of symmetric loops
is the motion of an arbitrarily selected satellite, that we call the generating particle. In the following we shall discuss some examples, considering the Z 4 group (leading to the Hip-Hop solution [1, 10] with a central body), the Klein group Z 2 × Z 2 and the symmetry groups of Platonic polyhedra [18, 21, 22] . If we restrict the action A α to Λ G , then it depends only on the motion of the generating particle:
Note that a collision occurs if and only if there exist R ∈ G \ {I} and t c ∈ [0, T ] such that
We denote with
the set of collisions. In the following we shall apply this scheme:
(i) impose additional constraints on the set of admissible loops to obtain coercivity of A α ;
(ii) prove that, with these constraints, there exists a collision-free minimizer for each value of m 0 ≥ 0;
(iii) find the Γ-limit and study the properties of its minimizers.
The (1 + N)-body problem and Γ-convergence
Here we focus on the determination of the Γ-limit. If we consider the limit m 0 → ∞, the integrand function in (3. 3) tends to +∞, and it is not clear what the Γ-limit is. The usual technique to deal with this case is a suitable rescaling of the motion. We set
where β > 0 is the rescaling parameter, to be determined, and get
We choose β in a way to balance the exponent of m 0 in the first and second terms inside the parentheses above, i.e we set 2β = 1 − αβ, so that
Using this value, the action becomes
and neglecting the constants in front of the integral, we can consider the functional
This is the action of a perturbed Kepler problem, where the perturbation becomes smaller and smaller as the mass of the central body increases and, in the limit ε → 0, it disappears. Let us denote with
ε is defined and coercive. We assume that K is open in the H 1 topology, and the loops belonging to K are all collision-free. Collision loops necessarily belong to the boundary
Moreover, we assume the following property on the loops in K, which will be satisfied in all the examples that we are going to consider: there exists a constant c K > 0 such that, for every v I ∈ K and for every τ ∈ [0, T ], we have
(3.5)
Note also that the coercivity of A α follows from condition (3.5). Then we define 1
and
where K L 2 denotes the L 2 -closure of K.
Proof. To prove i) we first show that the lim inf inequality holds. Let {ε j } j∈N ⊆ R be a sequence converging to 0 and let {v j } j∈N ⊆ K
= +∞ there is nothing to prove. Therefore we assume that
Then, up to subsequences, there exists M > 0 such that 
Moreover, the functions are all bounded by the same constant, since for every τ ∈ [0, T ], by assumption (3.5), we have 
It follows that
where we used the lower semicontinuity of the L 2 norm with respect to the weak convergence and Fatou's lemma. This proves the lim inf inequality.
Next we prove the lim sup inequality. Let v ∈ K L 2 and let {ε j } j∈N ⊆ R be a sequence converging to 0. Without loss of generality we can assume that ε j ց 0. If A α 0 (v) = +∞ there is nothing to prove. Therefore we assume that → v, which exists because v belongs to the H 1 closure of K. The loops in K are collision-free, therefore we can set
We can find an increasing sequence {h k } k∈N ⊆ N such that
Thus we have
hence this term tends to zero as k (and therefore j) increases. From v j
(3.11)
The second relation in (3.11) follows from the uniform convergence of {v j } j∈N to v, up to subsequences. Thus we proved that for each sequence {ε j } j∈N converging to zero there exists a subsequence {j k } k∈N of integers such that ε j k ց 0 and
This yields (3.10) and i) is proved. Let us prove ii), i.e. that the sequence
and weakly lower semicontinuous in H 1 , hence a minimizer exists. We observe that the
where ε 0 > 0. Given s ∈ R, we introduce the sub-levels
for all ε > 0 and for s ∈ R large enough they are all nonempty. Moreover, the sub-levels K 0,α s are weakly compact since A α 0 is coercive and weakly lower semicontinuous. Therefore, the set K 0,α s , for a fixed s ∈ R large enough, satisfies Definition 2.3 of equi-coercivity for the sequence {A α ε } ε>0 .
Theorems2.1 and3.1 implies that, to understand the asymptotic behaviour of the minimizers of A α ε , we can simply study the minimizers of the Γ-limit functional A α 0 .
Z symmetry: Hip-Hop constellations
In this section we consider N = 4 and discuss the existence of periodic orbits called Hip-Hop solutions, appearing in [10] in the case without central body. These solutions oscillates between the square central configuration and the tetrahedral one.
Here we consider only the Keplerian case α = 1. The rotation group of the Hip-Hop solution is isomorphic to
Moreover, the collision set Γ corresponds to the vertical axis
where e 3 ∈ R 3 is the unit vector corresponding to the third coordinate axis. To obtain the coercivity of the action functional, we restrict its domain to the loops u ∈ Λ Z4 such that
Relation (4.2) is often called the Italian symmetry, because it was introduced in [11, 16] . Therefore, the set of admissible loops is
then the kinetic part goes to infinity along this sequence, and so does the action. Therefore, for each value of m 0 ≥ 0, there exists a minimizer in the H 1 closure of K, possibly with collisions. The next step is the exclusion of collisions, in order to obtain a sequence of classical solutions, depending on the parameter m 0 , of the Newtonian (1 + 4)-body problem.
Note that in K there exists a T -periodic solution of the (1+4)-body problem with the satellites placed at the vertexes of a square, which uniformly rotates around the central body with period T . Let us denote with u I (t) this solution. With straightforward computations we get that
T . Proof. To prove this result, it is sufficient to compute the second variation δ 2 A(u I ) of the action and see that there exists a periodic variation w : [0, T ] → R 3 for which
To this end we will consider vertical variations, i.e. we take
Using the symmetries, the potential
can be written as
where we have set u I = (x, y, z). The second variation δ 2 A is given by
Since we consider vertical variations, we only need to consider the following second derivatives
When we evaluate them at u I (t) the only non-zero derivative is
Therefore, substituting in the second variation and using the expressions of a and ω given in (4.3) we obtain
Using as vertical variation the function
we get
hence u I is not a local minimizer.
From this lemma and from the following discussion we can conclude that minimizers of A are not planar, in a way similar to [10] .
Total collisions
To exclude total collisions we use level estimates. From Proposition A.1 we can estimate the action of a solution with a total collision. Indeed, the total mass is
and, if u ∈ Λ Z4 and (4.2) is satisfied, the distance between two satellites satisfy
where u j stands for u R j , with j = 1, . . . , 4. Therefore, following Proposition A.1, we obtain
Moreover, we have
The minimum of U (u) restricted to ρ(u) = 1 satisfies
Consider now a solution u * I ∈ K with a total collision. Because of the symmetry (4.2), there are at least two total collisions per period, therefore, from Proposition A.1, the action functional satisfies
Note also that the action of the rotating square solution u I given by (4.3) is
With this notation, the action of a solution with total collisions u * I and the action of the rotating square solution u I can be written as
. This means that
Therefore, minimizers of this problem are free of total collisions, for all the values of the mass m 0 ≥ 0.
Partial collisions
The method used to exclude partial collisions is similar to the one used in [10] , where the central body is missing. Using cylindrical coordinates for the generating particle
Let us consider a solution u * I ∈ K which has a partial collision at time t = 0. Since partial collisions can occur only on the vertical axis, we have
Moreover, since the total energy and Φ = ρ 2φ are first integrals, we can easily deduce that Φ = 0 for a solution with partial collisions, hence it is contained on a vertical plane. Without loss of generality, we can assume that ϕ = π/2, hence Proof. We show that the action decreases if we rotate the orbit about the x axis by a small angle γ. Let us denote withū I the rotated orbit and withρ,φ,ζ the corresponding cylindrical coordinates. The kinetic part remains unchanged:
On the other hand, the potential becomes
The difference between the actions of the two loops is
and the term U (ū I ) − U (u * I ) in the integral does not contain the part of the attraction due to the central body, like in the case with m 0 = 0. Hence, to prove that
we can simply use the same proof given in [10, Lemma 4] .
From Lemma 4.2, we can conclude that minimizers are free of collisions for every value of the mass m 0 ≥ 0, hence they are classical periodic solutions of the (1 + 4)-body problem.
Minimizers of the Γ-limit
In this setting, circular Keplerian orbits are compatible with the set K of admissible loops. Indeed, fixed a plane Π ⊆ R 3 passing through the origin, there exists a unique (up to phase shifts and inversions of time) circular Keplerian orbit u Π I : R → R 3 with period T lying on Π and satisfying (4.2), hence it is an element of K. Therefore, there is an infinite number of minimizers of the Γ-limit functional in K, represented by circular motions. Indeed, from [23] it is known that all the T -periodic Keplerian ellipses (including the circular and the degenerate ones) are minimizers of the action of the Kepler problem in the set of planar T -periodic loops winding around the origin only once, either clockwise or counter-clockwise. Moreover non-circular orbits are not compatible with relation (4.2). Note also that a solution with collisions cannot be a minimizer. Indeed, because of relation (4.2), there are at least two collisions per period. In [23] these are called multiple legs solutions and it is shown that their action is strictly larger than the action of a circular orbit with minimal period T . This also means that all the minimizers in a sequence {u * m0 } m0≥0 are bounded away from the origin. In Figure 1 we show two orbits, computed without a central body (on the left) and with a central body of mass m 0 = 100 (on the right). Since the orbit with no mass in the center is almost circular, the difference in the trajectories of the satellites cannot be really appreciated in the two pictures.
Constellations with 2N satellites
In [1, 35] the Hip-Hop solution has been generalized to the case of 2N equal masses. Here we do the same in the case of the (1 + 2N )-body problem, with a massive central body at the origin. The computations become longer, but techniques and arguments are similar to the ones used above. The symmetry group G in this case is
As before, the collision set Γ corresponds to the vertical axis
The loop set K is still defined imposing the symmetry (4.2):
, t ∈ R , and the argument used to prove the coercivity of the action functional on K is the same as before. The action of a solution u * I with total collisions can be estimated with the results of Proposition A.1. Then we can compare it with the action of the solution where the satellites are placed at the vertexes of a planar regular 2N -gon, which rotates uniformly around the origin, and check that the latter is lower. Moreover, this problem is invariant under rotations around the vertical axis, therefore solutions with partial collisions must lie on a vertical plane. Hence, we only have to find a small perturbationū I without collisions and with a lower value of the action. This is obtained in a way similar to [10, Lemma 4] by applying a rotation of a small angle γ to the collision solution u * I . In this case we have with
The discussion for the Γ-limit is the same as in Section 4.3, since the generating particle still moves on a circular orbit. An example of these orbits for N = 10 is shown in Figure 2 , together with an approximation of the minimizer of the Γ-limit.
Z 2 × Z 2 symmetry
In this section we consider N = 4, α = 1 and discuss the existence of periodic orbits with the symmetry of the Klein group G = Z 2 × Z 2 , appearing in [22] in the case without a central body.
Using the rotations in R 3 , the Klein group can be written as
are the rotations of π around the three coordinate axes. Moreover, the collisions set Γ corresponds to the union of the three coordinate axes:
where e i ∈ R 3 is the unit vector corresponding to the i-th coordinate axis. We consider loops u ∈ Λ Z2×Z2 with the additional symmetry
where R j is the reflection with respect to the plane {x j = 0}. Moreover, we restrict the action functional to the set
where
are two quadrants of the planes {x 3 = 0}, {x 2 = 0}, respectively. Note that A is coercive on K, therefore minimizers exist, for every value of m 0 ≥ 0.
Exclusion of collisions
Total collisions. To exclude total collisions we still use the results of Proposition A.1. With a notation similar to Section 4 we have M = 4 + m 0 and
Moreover, ρ(u) = 1 if and only if
Let u * I ∈ K be a solution with a total collision. Because of the symmetries (5.1), there are at least two total collisions per period, therefore, from Proposition A.1, its action satisfies
We search for a collision-less loop whose action is less than the lower bound in (5.2). To do that, let ρ > 0 and take a loop v I ∈ K such that the generating particle moves with uniform velocity on a closed curve constructed as union of four half circles C ± 1 , C ± 2 of radius ρ. C ± 1 lies on the plane {x 3 = ±ρ}, with its center on the axis x 3 , and C ± 2 lies on the plane {x 2 = ±ρ}, with its center on the axis x 2 , see Figure 3 for a sketch. From the definition of v I we have
for all R ∈ R \ {I} and t ∈ R, and |v I (t)| = √ 2ρ, for all t ∈ R. Hence for the action we have the estimate
The shape of the generating particle of the loop v used to exclude total collisions.
we minimize the value of the right hand side of (5.3), therefore
Comparing this estimate with (5.2) we see that
, for every value of m 0 ≥ 0. Hence minimizers are always free of total collisions. Partial collisions. Let u * I ∈ K be a minimizer with partial collisions and (t 1 , t 2 ) be an interval of regularity. Then u * I is a solution of the equation
Partial collisions can be excluded as in [22] . Indeed, they can only occur on a coordinate axes and, using the blow-up technique [19] , they can be seen locally as parabolic double collisions in a perturbed Kepler problem. The term due to the presence of the central body with mass m 0 turns out to be irrelevant for the discussion (as for the case of the Hip-Hop solution of Section 4), since it is included in the perturbation, and does not play any relevant role in the estimates. The situation is similar to the one recalled in Section 6.3, where the symmetry of Platonic polyhedra is considered. Therefore, for every choice of the mass m 0 ≥ 0, there exists a collision-free minimizer, hence a classical solution of the (1 + 4)-body problem.
Minimizers of the Γ-limit
Let u * I ∈ K be a minimizer of the Γ-limit functional (3.7). We note that there existsū I ∈ ∂K such thatū I ([0, T ]) is a Keplerian circle with center at the origin, hence we can exclude total collisions in u * I like in Section 4. It follows that, up to translations of time, (0, T /4) is an interval of regularity of the solution, and u * I solves the Keplerian equations of motion. Therefore u * I [0, T /4] ⊆ Π where Π ⊂ R 3 is a plane passing through the origin. Moreover
By conditions (5.5) and (5.1), we have that Π coincides with a coordinate plane {x 1 = 0}, {x 2 = Figure 4 : Two minimizers of the action functional with the Z2 × Z2 symmetry. On the left m0 = 0, on the right m0 = 1000. The blue curve is the trajectory of the generating particle.
0} or {x 3 = 0}. In fact, if this were not the case, then u * I would lie on the same plane also for times t > T /4, so that it would not belong to K. Moreover, Π cannot be {x 2 = 0} or {x 3 = 0}. Indeed, loops in K are entirely contained in these two planes and satisfying (5.1) are necessarily multiple legs solutions, which contain at least two collisions per period, therefore they cannot be minimizers. The only possibility is that Π = is given by the third Kepler's law. In Figure 4 we draw the trajectories of a minimizer for different values of the mass m 0 . As m 0 increases, the trajectory of the generating particle becomes closer and closer to the circular loop lying in the plane {x 1 = 0}, and the four satellites pass closer and closer to two simultaneous double collisions. It is worth noting that, in the limit m 0 → ∞, the satellites do not bounce back and forth at double collisions, as it happens when we regularize the Keplerian equations of motion (see, for instance, [27] ). Instead, they continue moving on the same circular trajectory and cross each other at collisions.
Symmetry of Platonic polyhedra
In this section we take into account the symmetry groups of Platonic polyhedra. Periodic orbits sharing these symmetries have been already found in [18, 20, 22] , in the case without central mass.
We denote with T the rotation group of the Tetrahedron, with O the rotation group of the Octahedron and the Cube, and with I the rotation group of the Icosahedron and the Dodecahedron. Then we take G = R ∈ {T , O, I} and set the number of satellites to be N = |R|. Therefore N can be equal to 12, 24 or 60, depending on the selected group. Here we consider α ∈ [1, 2) for the exponent of the potential energy, defining the force of attraction. Besides the constraint given by u ∈ Λ R , i.e.
we assume that (b) the trajectory of the generating particle u I belongs to a given non-trivial free-homotopy class of
is the set of collisions and r(R) is the rotation axis of R;
(c) there exist R ∈ R and an integer M such that
for all t ∈ R.
We search for minimizers of A α in the cone
and (c) hold}. The coercivity of the functional is obtained by requiring that the selected free-homotopy class is not represented by a loop winding around one rotation axis only. Indeed in this case, if we take a sequence of loops going to infinity in H 1 norm, the kinetic energy goes to infinity along this sequence, and so does the action. Therefore, minimizers exist for every value of the mass m 0 of the central body, but they may have collisions. In the following, we shall state sufficient conditions to exclude partial and total collisions, depending on the choice of the free-homotopy class.
Representation of the free-homotopy classes
We use two different representations of the free-homotopy classes of R 3 \ Γ.
1. LetR be the full symmetry group associated to R, including reflections. These reflections induce a triangulation T R of the unit sphere S 2 , composed by 2N spherical triangles (see Figure 5 , left), whose vertexes correspond to the set of poles P = Γ ∩ S 2 . A free-homotopy class of R 3 \ Γ is described by a periodic sequence t = {τ k } k∈Z of adjacent triangles, which is uniquely determined up to translations.
2. We can also associate an Archimedean polyhedron Q R to R, as explained in [22] . The faces of this polyhedron are in 1-1 correspondence with the poles p ∈ P, so that each rotation axis r passes through the center of two opposite faces. A free-homotopy class of R 3 \ Γ is described by a periodic sequence ν = {ν k } k∈Z of vertexes of Q R such that each segment [ν k , ν k+1 ] is an edge of Q R . Also the sequence ν is uniquely determined up to translations, and it can be used to construct a piecewise linear loop v ν I of K (see Figure 5 , right). Therefore, to select a cone K we can use either a sequence t of triangles of T R or a sequence ν of vertexes of Q R . For later use we introduce the following definitions. Definition 6.1. We say that a cone K is α-simple if the corresponding sequence t does not contain a string τ k . .
where p ∈ P, o p is the order of p and [ · ] denotes the integer part of a real number. Definition 6.2. We say that a cone K is tied to two coboundary axes if i) there exist two different poles p 1 , p 2 such that the sequence t is the union of strings σ i of the form τ kj +1 . . . τ kj +2nioj , with n i ∈ N and j ∈ {1, 2}, and
where o j is the order of p j ;
ii) there exists τ k ∈ t such that p 1 , p 2 ∈ τ k . Definition 6.3. We say that a cone K is central if it contains a loop lying in a plane passing through the origin O.
To show that for a suitable choice of K the minimizers are collision-free we consider total and partial collisions separately.
Total collisions
Also in this case we use level estimates to exclude total collisions. In Appendix A we show a general estimate useful for this purpose, valid for α ∈ [1, 2). Figure 6 : Sketch of two loops belonging to two different cones tied to two coboundary axes. The black half-lines correspond to the directions identified by the two poles p1, p2 belonging to the same triangle.
A priori estimates
The total mass is M = N + m 0 so that, by the symmetry constraint, the potential U α defined in Proposition A.1 can be written as
Let p j ∈ P, j = 1, 2, 3 be the vertexes of a triangle τ of the tessellation of the sphere S 2 . For a pole p ∈ P, let o p be its order and set
.
Then the potential becomes . Therefore, restricting to ρ(u) = 1 and using the fact that U α is an α-homogeneous function, we have
we obtain that 
The values ofŨ 0 are reported in Table 1 and they can be used to compute the right hand side of inequality (6.6). Note that, as m 0 increases, the term containingŨ 0 becomes negligible.
Constructing test loops
Let ν be the periodic sequence of vertexes of Q R , used to select the free-homotopy class selected in condition (b), and let v ν I be the linear piecewise loop defined by ν, traveling along the edges of the Archimedean polyhedron Q R . The minimum value of the action A α over the 1-parameter family of rescaled loops {λv ν I } λ>0 is
for a suitableλ, that can be computed as in [22] , where
Here q, q 1 , q 2 correspond to the vertexes of one triangle of the triangulation T R and k 1 , k 2 correspond to the number of sides [ν j−1 , ν j ] of type 1 and 2 in the sequence ν, respectively. 2
For the Keplerian case, the integrals defining ζ 1,0 , ζ 1,1 , ζ 1,2 can be expressed by elementary functions, and their values are provided in Table 1 . For the case α ∈ (1, 2), we can estimate the values ζ α,i , i = 0, 1, 2 using the values for the Keplerian case. Indeed, let
For i = 1, 2 we introduce the minimal distance
whose values are reported in Table 1 . We can estimate ζ α,i using the relations
where the last inequality follows from δ i < 1. Moreover, we have
(6.10)
Therefore, for α ∈ (1, 2) we obtain the estimate Table 1 : Rounded values ofŨ0, δ1, δ2, ζ1,0, ζ1,1, ζ1,2 and 8/(4 − ℓ 2 ) for the three different rotation groups.
Using relations (6.6), (6.7) and (6.11), for some free-homotopy classes, we have ) as m 0 → +∞. Hence, to check that (6.12) holds, we have to compare the coefficients of m 0 in the right hand sides of (6.6) and (6.11).
Partial collisions
Partial collisions can only take place on the rotation axes Γ \ {0}. Let u * I ∈ K be a collision solution and (t 1 , t 2 ) an interval of regularity. Then it is a solution of the Euler-Lagrange equation
Let r be the rotation axis where the generating particle has a partial collision and let C be the subgroup (of order o C ) of the rotations in R with axis r. We can rewrite equation (6.13) and the first integral of the energy in the form (6.15) where R π is the rotation of π around r, and V 1 (w), V (w) are smooth functions defined in an open set Ω ⊆ R 3 that contains r \ {0}. Moreover, ifR ∈R is a reflection such thatRr = r, then V 1 , V satisfy the conditions
Therefore, partial collisions can be seen as binary collisions in a perturbed Kepler problem and asymptotic collision and ejection directions n ± , orthogonal to r, can be defined, see Appendix C.
Definition 6.4. With the notation above, a partial collision is said to be of type (⇒) if (1) n + = n − ;
(2) the plane generated by r and n = n ± is fixed by some reflection R ∈ R.
We can associate an angle θ to the minimizer u * I at the collision time t c . This angle is the same for all the loops in a minimizing sequence converging to u * I . It represents the angle between the two asymptotic directions n + , n − taking into account the (signed) number of revolutions of the trajectories of the minimizing sequence converging to u * I around the collision axis r. Next we briefly recall the idea to exclude partial collisions for the Keplerian case α = 1, then we describe how to extend it to the case α ∈ (1, 2). For this purpose, we introduce the ejection-collision parabolic motion
Keplerian case
The exclusion of the partial collisions in the Keplerian case is done as in [22] , and it is based on the following steps. Assuming that K is 1-simple, we have that
If the collision is not of type (⇒), then we can always reduce the discussion to the case θ = 2π. Therefore we can exclude partial collisions by local perturbations. Indeed, using the blow-up technique [19] , the collision solution u * I is asymptotic to the parabolic collision-ejection solution ω (6.17). Then, a local perturbationû * I without partial collisions can be constructed using either the direct or the indirect Keplerian arc (see Figure 7 for a sketch), and by Lemma B.3 we can prove that the action ofû * I is lower than the action of u * I . On the other hand, if the collision is of type (⇒), then θ = 2π and it cannot be excluded as before, because the indirect arc is not available. However, by the uniqueness property of the solutions of equations (6.14), (6.15) with singular initial data (see Proposition C.2), and by the symmetry properties (6.16), the trajectory of the generating particle must lie on a reflection plane, bouncing back and forth between two coboundary axes. However, this is not possible unless K is tied to two coboundary axes.
Non-Keplerian case
The blow-up technique can be also used for α-homogeneous potentials, with α ∈ (1, 2) (see [19] ). Again, we can show that a solution with partial collisions is asymptotic to the parabolic collision-ejection solution ω defined in (6.17 
hence the total number of arcs always available is 2 1/(2 − α) . The exclusion of collisions of type different from (⇒) can be done in the same way as before. Indeed, we can choose a suitable connecting arc and construct a local perturbationû * I , which removes the collision and belongs to the cone K. Moreover, by Lemma B.3, the action ofû * I is lower than the action of the colliding solution u * I . On the other hand, if the collision is of type (⇒), then
and it cannot be excluded as before, because one arc is missing. However, Proposition C.2 still holds for α ∈ (1, 2), hence partial collisions are excluded provided that K is not tied to two coboundary axes.
Minimizers of the Γ-limit
The minimizers of the Γ-limit belong to the boundary ∂K, which means that the satellites pass closer and closer to partial collisions as the mass m 0 increases, and they collide in the limit, as we have already seen in the example of Section 5 with the Klein group symmetry. However, as opposite to the previous case, here it can happen that the minimizers of the Γ-limit are not C 1 , as we shall see in the examples below. The following statement provides information about the shape of the minimizers. Theorem 6.1. Assume K is not central and M > 1. Let v * I ∈ K be a minimizer of the Γ-limit functional A α 0 . Then only one of the following statements holds: (i) v * I has at least M total collisions per period; (ii) its trajectory v * I ([0, T ]) is composed by circular arcs passing through some rotation axes, hence v * I ∈ ∂K. Moreover, these arcs are swept with uniform motion.
Proof. Let us suppose that v * I is a minimizer without total collisions. By contradiction, if v * I did not pass through the rotation axes, then it would be a classical smooth solution of
In particular, v * I would lie on a plane passing through the origin, and this would imply that K is central. Therefore, we can associate to v * I a sequencer 1 , . . . ,r m of rotation semi-axes and a sequence 0 ≤ τ 1 < · · · < τ m < T of collision times, such that v * I (τ i ) ∈r i , i = 1, . . . , m.
In the intervals (τ i , τ i+1 ) the minimizer solves equation (6.18) with the boundary conditions v *
Therefore, in these intervals, its trajectory can be either a circular arc, or an arc joining two points where the radial velocity of the orbit vanishes (inversion points). In both cases the energy E = |v I | 2 /2 − 1/|v I | α of the arc is negative, since positive energies correspond to unbounded solutions, that do not fulfill condition (6.19) . However, non-circular orbits are such that the angle between two inversion points is equal to π if α = 1, or greater than π if α ∈ (1, 2). We observe that the angle between two rotation semi-axes is at most π. Hence, for α = 1, only circular arcs are allowed since elliptic arcs are excluded by condition M > 1. For α > 1 we can have only circular arcs, even without assuming M > 1. Without loss of generality, we can assume that 0 = τ 1 < τ 2 < · · · < τ m < T and set τ m+1 = T . Setr m+1 =r 1 and let θ i be the angle between the half linesr i andr i+1 , for i = 1, . . . , m. Let ρ be the radius of the piecewise circular loop v * I passing through the half linesr 1 , · · · ,r m at the times τ 1 , · · · , τ m , respectively, and let ω be its angular velocity, which does not depend on i. Then we have that
Imposing that v * I is a solution of the equation on motion (6.18) in (τ i , τ i+1 ), i = 1, . . . , m, we obtain that the radius is
(6.21)
The action of v * I is therefore
Note that the action depends only on the sum of the angles ∆θ between the intersected half lines.
Hence v * I minimizes this quantity, and this is equivalent to minimize the length of this piecewise circular loop. Remark 6.1. The minimizers of the Γ-limit can have total collisions, and in such case they are necessarily multiple legs solutions, with at least M total collisions per period. A priori estimates for them can be found in [23] for the Keplerian case and in [31] for the non-Keplerian case.
For the examples we shall consider here (see Table 2 ), it can be easily verified that multiple leg solutions are not minimizers, since M > 1, hence total collisions are excluded.
Examples
Here we discuss some examples, gathering the discussions of Sections 6.2, 6.3, 6.4. to prove the existence of collision-free minimizers of A α ε for ε > 0. In Table 2 we report the list of the selected free-homotopy classes. In Figure 8 , the trajectories of some of them are displayed, for different values of the mass m 0 . More images and videos can be found at the website [17] . Table 2 : Sequences of vertexes of QR, defining the free-free homotopy classes. The enumeration of the vertexes for QO is referred to the one in Figure 5 . Images with the enumeration of the vertexes of the other two Archimedean polyhedra can be found at [17] . Note that, for R = T , the distinction between the two kind of sides is not relevant, so only one value is reported.
i) each v * I,ε is a classical T -periodic solution of the (1 + N )-body problem with α-homogeneous potential;
ii) as ε → 0, the sequence {v * I,ε } ε>0 converges to a minimizer v * I of the Kepler problem (3.7) which is of the form described in Theorem 6.1. Table 2 do not wind around one axis only, hence the action functional A α ε is coercive in the cone K(ν), independently from the value of m 0 , and minimizers therefore exist.
Proof. Sequences of
We use the estimates of Section 6.2 to exclude that minimizers have total collisions. Let us distinguish two cases: α = 1 and α ∈ (1, 2). If α = 1 the action (6.7) of the test loop v ν I , associated to the sequence ν, can be computed through elementary functions. Therefore, we use the estimates (6.6) and (6.7), checking that
After some computations we find that the above inequality is satisfied if and only if
. (6.24) Figure 8 : Some periodic orbits with the symmetry of the Cube. The topological constraints are given, from the left to the right, by the sequences ν5, ν8, ν9 of Table 2 . Orbits in the same column belong to the same free-homotopy class. The mass of the central body for the figures on the top is m0 = 0, while m0 = 100 for the figures on the bottom. As the value of m0 increases, the minimizer approaches an orbit composed by circular arcs, joined at some points on the rotation axes, where partial collisions occur.
Note that inequality (6.24) is verified for every value of m 0 ≥ 0 if and only if
Values of the members of the above inequalities for the sequences of Table 2 are reported in Table 3 . In the case α ∈ (1, 2), the action of the test loop v ν I has to be estimated. To this purpose we use (6.11) to estimate the left hand side of (6.23). A sufficient condition to exclude total collisions is therefore Table 3 : Values of the terms in the inequalities (6.25) corresponding to the sequences of Table 2 , valid for α = 1. Table 4 : Values of the terms in the inequalities (6.28) corresponding to the sequences of Table 2 , valid for α ∈ (1, 2).
Values of the members of the above inequalities for the sequences of Table 2 are reported in Table 4 . In all the cases, the inequality (6.23) holds true, hence the minimizers are free of total collisions for all the values of m 0 ≥ 0. Partial collisions are excluded by the results of Section 6.3. Indeed, the sequences in Table  2 correspond to α-simple cones, for the listed values of α. Moreover, they are not tied to two coboundary axes. Hence, for each sequence ν of Table 2 , there exists a sequence {v * I,ε } ε>0 of collision-free minimizers of A α ε , corresponding to a classical T -periodic solution of the (1 + N )body problem.
Finally, since the cones K identified by the sequences of Table 2 are all central, the convergence of the sequence to a minimizer of the Kepler problem (3.7) is ensured by Theorem 6.1.
A Level estimates for total collisions
Proposition A.1. Let α ∈ [1, 2) and let u : [0, T] → R 3N be a motion of N masses m 1 , ..., m N connecting a total ejection at time t = 0 to a total collision at time t = T. Then for the action
we have the estimate
(A.1)
Proof. The proof follows the same steps of [22] , where only the case α = 1 was considered. Using the α-homogeneity of the potential we obtain
Then the result follows from the relation
: u(t) = 0 for some t}, see [31] . 
Corollary A.1. In the same hypotheses of Proposition A.1 we have
A α (u) > 2 + α 2 − α M 2 U α,0 π α α 2 2+α
B Marchal's Lemma for α-homogeneous potentials
In the literature, Marchal's Lemma is often referred to the following result (see for example [7, 19, 25, 28] for a proof). In the Keplerian case different proofs of this lemma are given in [7] . However, this statement does not provide any information on the number of minimizers, and it does not relate the action of other stationary points to the action of the collision-ejection solution.
Another version of Marchal's Lemma, stated for the Keplerian case α = 1, can be found in [22] . Here, only the parabolic collision-ejection solution is taken into account and it states that there are actually two Keplerian arcs, connecting any two distinct points at the same distance from the origin and in the same time as the parabolic collision-ejection solution, whose action is less than the action of the parabolic collision-ejection solution itself. In general, the action of the two Keplerian arcs is different. Moreover, if the end points coincide, there is only one non-collision connecting solution. Hence we can conclude that the action of any non-collision solution of (B.1) with α = 1 is less than the action of the parabolic collision-ejection solution. Furthermore, the number of solutions is related to the angle between x A and x B : this is also important in the proof of the exclusion of partial collisions given in Section 6. However, the proof in [22] of this version of the lemma relies on the explicit form of the solutions of the Kepler problem, hence it cannot be adapted to the case α ∈ (1, 2).
A more general statement of Marchal's Lemma is contained in [3] , and the technique used for the proof was already present in [35] . The result can be summarized as follows.
be two points in the plane and τ > 0. Let
be the polar coordinates of the two point of the two points. Given an integer k ∈ Z such that
and the total angle swept by
Then any minimizer of the action
in the set G is free of collisions.
This more general version of Marchal's Lemma gives information not only on the minimizer, but also on other solutions of the fixed-ends problem. The idea for the proof is the following. A disk of radius ε > 0 centered at the origin is removed from the plane and an obstacle problem is introduced. If a minimizer in G has a collision, then the minimizers x * ε of the obstacle problem touch the border of the disk, for every ε > 0. Using a blow-up technique we can prove that x * ε is composed by two parabolic arcs, connected by a circular arc on the border of the disk. Then, the total variation of the angle can be estimated and it results to be greater than or equal to 2π/(2 − α) for every ǫ. For the original problem without obstacles, passing to the limit as ǫ → 0, we obtain the same estimate for the total variation of the angle, and this is in contradiction with the admissible arcs being in the set G. Hence minimizers are collision free.
A version of Marchal's Lemma which is suitable for our purposes, can be stated as follows.
Lemma B.3. Let α ∈ (1, 2) andρ > 0. Let τ (0) be the time needed to arrive at the collision for the parabolic collision-ejection solution of
starting at distanceρ from the origin. Let ϕ ∈ [0, 2π) and set
and denote with x 0 : [−τ (0), τ (0)] → R 2 the parabolic collision-ejection solution with the same boundary conditions. Then we have that
Moreover, the total number of connecting arcs that are solutions of (B.2) is a function of the angle ϕ between the points and of the exponent α ∈ (1, 2). Lemma B.4. In the hypotheses of Lemma B.3, connecting arcs all have a different winding number with respect to the zero. In particular, the total angle swept by each arc is
and [ · ] denotes the integer part. Moreover, the total number of arcs is given by
This lemma follows immediately from Lemma B.2. Figure 9 : Connecting arcs computed for α = 7/5 and ϕ = π/3 (on the left), ϕ = 11π/9 (on the right). Note that the total number of connecting arcs changes with the angle ϕ between the ending points.
C Properties of solutions with partial collisions
Here we list some properties of ejection solutions to (6.14) . We recall that an ejection solution w(t) is such that lim
for some collision time t c ∈ R, and we can assume
Analogous statements apply to collision solutions of (6.14), that is solutions satisfying lim t→0 − w(t) = 0. Let us denote by e r a unit vector parallel to r. The following result generalizes Proposition 5.6 in [22] to the case of α-homogeneous potentials. We omit the proof, that can be derived from the results in [19] , [2] .
Proposition C.1. Let w : (0,t) → R 3 be a maximal solution of (6.14) . Assume that is the parabolic ejection motion, that is the solution oḟ s = (c α /2 α ) 1/2 s −α/2 that satisfies lim τ →0 + s(τ ) = 0.
(iii) The following estimates hold for positive constants t 0 , ρ 0 , x 0 , C j , j = 1, .., 7 that depend only on b and on the energy constant h.       
where ρ = 1 2 |(R π − I)w| and x, y, z are the components of w on n, e r , e ⊥ = e r × n and ′ denotes differentiation with respect to x.
Remark C.1. The estimates in (iii) are valid for all the solutions of (6.14),(6.15) that satisfy (C.2), (C.3) for fixed b and h. This is essential for the analysis of partial collisions.
The same result stated in Proposition 5.9 of [22] holds also in the case of α-homogeneous potentials. We recall the statement below.
Proposition C.2. Let w i : (0,t i ) → R 3 ,t i > 0, i = 1, 2 be two maximal solutions of (6.14) such that lim t→0 + w i (t) = 0. If h i , b i , n i are the corresponding values of the energy and the values of b and n given by
Proof. The proof follows exactly the same steps as in the case α = 1. Here we recall the main points. Projecting the equation of motion (6.14) onto the basis n, e r , e ⊥ and setting
(C.6)
We take x as independent variable and write the energy equation (6.15) aṡ
where ′ denotes differentiation with respect to x. Setting 
System C.9 can be written in compact form as To each solution w of (6.14) satisfying (C.1) there corresponds a solution γ w of (C.10) and this correspondence is 1-1. Moreover, from the estimates (C.5), we can find a constant C 0 > 0, depending only on h, b, such that 
