Abstract-We propose a blind multiuser detection technique for array processing and code division multiple access (CDMA) systems that does not require knowledge of the array geometry or transmitter signature sequences. The technique has two key elements: an adaptive algorithm for separating the signal subspace from the noise subspace and an adaptive whitener based on linear prediction. The proposed algorithm offers low complexity, fast convergence, compatibility with shaped signal constellations, near-Wiener steady-state performance, and optimal near-far resistance.
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I. INTRODUCTION

B
LIND multiuser detection is the process of recovering data from multiple simultaneously transmitting users without access to a training sequence. A partially blind multiuser detector exploits some known property of the channel. For example, the generalized sidelobe canceler [1] , MUSIC [2] , and ESPRIT [3] algorithms exploit knowledge of the array geometry, and the code division multiple access (CDMA) detectors of [4] - [6] exploit knowledge of the signature sequence of the desired user.
In contrast to the partially blind problem, this paper concerns the problem of blind multiuser detection without a priori knowledge of the channel. Thus, the receiver can exploit only its knowledge of the statistics of the channel input. For example, multiuser extensions of the constant-modulus algorithm (CMA) [7] - [11] attempt to restore the kurtosis of the channel input, but such detectors can exhibit slow convergence or misconvergence. Property-restoring methods based on fourth-order cumulants have been proposed in [12] and [13] , but they disallow identically distributed sources. Methods based on explicit estimation of higher order statistics [14] , [15] can be effective but are computationally complex.
Following [16] - [19] , we decompose the blind multiuser detection problem into two steps by first whitening, then rotating. The whitening step exploits only second-order statistics and is well suited for blind implementation. The rotation step can be implemented by a unitary matrix chosen to restore some higher order statistical property of the channel input. The whitenrotate (WR) structure is known to perfectly equalize a noiseless channel [20] . Batch techniques based on the WR structure were proposed in [16] - [18] , and an adaptive technique for noiseless channels was presented in [19] .
We introduce a blind WR detector based on linear prediction and a novel technique for subspace separation. We show that the steady-state performance of the WR detector closely approximates that of the minimum mean-square-error (MMSE) or Wiener detector and that it is optimally near-far resistant. The adaptive implementations we present offer a good compromise between complexity and convergence speed.
The paper is organized as follows. In the following section, we describe the problem statement. In Section III we define the structure of the WR detector. In Section IV we describe an alternative implementation of the WR detector based on subspace projection. In Section V we present low-complexity adaptive implementations of the proposed blind multiuser detector. Finally, in Section VI, we present simulation results for a linear-antenna-array and a synchronous-CDMA system.
II. PROBLEM STATEMENT
Let denote a vector of symbols transmitted by independent finite-alphabet transmitters at time Let denote the corresponding receiver observation of dimension , described by (1) where is an memoryless channel matrix, and is noise. In a narrowband -sensor linear-array application, the columns of represent the steering vectors for the users, and in a synchronous-CDMA application with chips per baud, the columns of represent the signature sequences of the users. The blind multiuser detection problem is to recover from without knowledge of We assume that has rank , which implies that the channel is either square or tall
We further assume that the signal and noise are independent and zero mean and satisfy 1 and , with . A linear multiuser detector processes with an matrix , producing Let denote the resulting MSE for user The MMSE detector is the unique that minimizes the MSE for each user. It can be expressed in two equivalent ways [4] , [21] , [22] (2) (3) where the covariance matrix is full rank, and hence invertible, when the noise is nonzero. 1 The superscripts T , 3 , and † are used to denote transpose, Hermitian transpose, and the Moore-Penrose pseudoinverse, respectively.
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III. WR DETECTION
In the context of the system (1), an matrix is said to be a whitener if the covariance of is the identity matrix,
We define the WR detector as the whitener with minimal MSE. Fig. 1 .
Observe from (2) that the MMSE detector can be expressed as where we use the identity for any whitener Thus, the MMSE detector could be implemented by following a whitener by the filter By its definition, however, the WR detector must follow a whitener by a matrix of the form It can be shown that, rather than , the best such filter (minimizing total MSE) is the unique so-called polar factor of [24] , which is simply with its singular values replaced by unity (4) where and are factors in a singular-value decomposition (SVD) of Note that satisfies (4) if and only if it is of the form (5) where is an arbitrary unitary matrix of dimension The following lemma summarizes the form of the WR detector.
Lemma 1: The WR detector of Definition 1 is unique, and it can be expressed in the following three equivalent ways:
In (6), is any whitener (satisfying and satisfies (4) . In (7) and (8), is an SVD, and with Proof: See Appendix I. Using this lemma, we observe several properties of the WR detector.
Property 1: The WR detector is information lossless. This follows from (8) by observing that discards no signal energy and that both and are invertible. Property 2: The WR detector approaches the decorrelating or zero-forcing detector in the limit as the noise energy goes to zero (9) Property 3: The WR detector is optimally near-far resistant [25] . Optimal near-far resistance is inherited from the zeroforcing detector.
Lemma 2: The MSE for the th user of the WR and MMSE detectors, respectively, can be expressed as (10) (11) where is the th column of Proof: See Appendix II. Using this lemma, we arrive at the following property of the WR detector.
Property 4: The MSE of the WR detector approaches that of the MMSE detector in the limit as the noise energy goes to zero MSE (12) The proof follows from (10) and (11) and a straightforward application of l'Hôpital's rule. In Fig. 2 we use (10) and (11) to compare the theoretical performance of the WR detector to that of the MMSE detector for a receiver with sensors. We consider two cases, users and , for which we plot versus , averaged over 1000 channels of dimension
The coefficients of each channel were selected independently from a zero-mean unit-variance complex Gaussian distribution, and then the channel columns were scaled so that all odd-numbered users have energy 10 dB below that of even-numbered users. The curves for the two-user case show that even for a severe of 10 dB, user one suffers only a modest 2-dB MSE penalty. Moreover, for dB, the performance difference is negligible. The curves for the ten-user case show that as the number of users approaches the number of sensors, the performance of both detectors degrades. However, the performance difference between the two detectors widens only slightly.
IV. SUBSPACE SEPARATION BEFORE WHITENING
In the previous section, the rotator of (5) performs two tasks. First, it removes all signal energy from the last components of its output, thereby separating the signal and noise subspaces. Second, it also provides the best unitary separation of users within the signal space. In other words, separates both signal from noise, and signal from signal. It is often desirable to separate subspaces at the receiver front end, before whitening, by immediately projecting the -dimensional receiver signal onto the -dimensional signal subspace using a unitary matrix
The advantages of such a front-end projector are two. First, it allows all subsequent signal processing to operate in dimensions rather than , which reduces the receiver complexity. Second, it reduces the number of receiver parameters, which often leads to faster receiver convergence as well.
We now precisely define a unitary matrix that separates the signal and noise subspaces.
Definition 2: Given the channel of (1), an unitary matrix is a subspace-separation matrix if and only if the last rows of are identically zero. Constraining the last rows of to zero guarantees that the last components of represent a projection of onto the noise subspace. Furthermore, because a unitary always has full rank, it follows that the first components of represent a projection of onto the signal subspace. Lemma 3: Given the channel of (1), a unitary subspaceseparating matrix must be of the form (13) where and are arbitrary unitary matrices of dimension and , respectively, and where is again the left factor of a channel SVD Proof: In terms of an SVD , we can write Because has rank , the last rows of are already zero. Thus, the last rows of remain zero as long as passes none of the energy from the first inputs to the last outputs, or equivalently, because is also unitary, satisfies (13) . The first rows of in (13) form an orthonormal basis for the signal subspace, and the last rows form a basis for the noise subspace. From (13) and an SVD , the output of a subspace-separating matrix can be written as (14) where
Because the last components of contain only noise energy, they can be used to estimate the noise variance, if desired, or they can be discarded without any loss of signal information, thereby effectively producing a square channel, as shown in Fig. 3 In this section we describe a blind adaptive implementation of the WR detector of Section III, as illustrated in Fig. 1 , and of the subspace separator of Section IV, as illustrated in Fig. 3(a) . With the exception of the algorithm for estimating the final unitary matrix in Fig. 1 , they are all strictly secondorder algorithms. They impose no constraints on the channel input distribution and are thus inherently compatible with shaped, or even Gaussian, channel inputs.
A. An Adaptive Whitener
A simple way to perform whitening is to use adaptive linear prediction. Suppose we wish to predict the th component of using a linear combination of the preceding components , yielding an estimate (16) where is a strictly lower triangular matrix of prediction coefficients. The prediction error is The best predictor in the least-mean-square sense, i.e., minimizing , is closely linked to the (20) where is the prediction error, where is a step size, where denotes a component-wise (Schur) product, and where is a mask, with ones below the main diagonal and zeros elsewhere, that constrains to be strictly lower triangular. We remark that, because (20) is derived from a quadratic cost function, convergence to (19) is guaranteed for a sufficiently small step size After converges to (19) , the covariance of the resulting error is diagonal Therefore, a diagonal gain matrix converts the prediction error into the white signal with covariance matrix This gain matrix can be implemented adaptively by a bank of independent scalar automatic gain-control loops, designed to force the energy at each output to unity. We propose a simple first-order loop for adapting each diagonal component of (21) In summary, the proposed adaptive whitener is , where and are adapted according to (20) and (21).
B. An Adaptive Rotator
Recall the structure of the WR detector of Fig. 1 , Let denote the whitener output. With adapted according to the previous section, it remains to specify an adaptive algorithm for the rotator Let denote the rotator output. By Definition 1, the of the WR detector minimizes the MSE-sum cost function
If we define a new vector by stacking above zeros, then the whiten-rotate also minimizes the following cost function:
The two cost functions are simultaneously minimized because the last term is independent of Thus, the whiten-rotate is the rotator that best maps to Let denote the receiver's estimate of Clearly the last components of this estimate should be zero. The first components can be estimated in a decision-directed and blind manner by exploiting knowledge of the signal alphabets [26] (23) For is the point in the constellation of user closest to , but for is set to zero. We modify the multidimensional phase-locked loop (MPLL) of [27] to find a rotation that best maps to Following [27] , we define a partial rotation from to as (24) where is a normalized inner product, with , and where is a basis for the two-dimensional subspace spanned by and and (For the singular case of , we take As in [27] , the estimate of is iteratively updated by accumulating a matrix that partially rotates to Observe that the matrix within the square brackets of (26) has rank two, implying that (26) has lower complexity than (25) when The modified MPLL is illustrated in Fig. 4(a) . Because of the ambiguities inherent in any fully blind detection algorithm, the MPLL (26) may not converge to (5) exactly. Because identically distributed users are statistically indistinguishable, they are arbitrarily labeled at the output of any fully blind detector. Moreover, the constellation of each user has rotational symmetries that cannot be blindly resolved. Rotating any square quadrature amplitude modulation (QAM) constellation by an integer multiple of 90 for example, does not change its statistics. In practice, these ambiguities are of little consequence because they can be resolved by other means. Therefore, it is generally satisfactory if , where is the product of a permutation matrix and a diagonal unitary matrix , with the angles determined by the rotational symmetries of constellation If all users transmit 16-QAM, for example, then is a complex permutation matrix, i.e., a matrix with exactly one nonzero element from per row and per column. In Section VI, we present empirical evidence to support the conjecture that the MPLL converges to (27) where, as in (5), and are factors of an SVD of and is any arbitrary unitary matrix of dimension
C. An Adaptive Subspace Separator
We now describe an adaptive technique for implementing the subspace projector of Section IV, as shown in Fig. 3(a) . The intent of the front-end filter is to implement the unitary matrix (13) , separating the signal subspace from the noise subspace. That is, minimizes the cost function that measures the energy in the last components of where we introduce (28) We can interpret as a projection of onto the signal subspace, with the cost function measuring the projection error. Observe that this cost function is minimized by any of the form given in (13) . Because of the similarity between (23) and (28), we can again use the modified MPLL update of (26) to update , except that is defined by (28) instead of (23). This adaptive subspace separator is illustrated in Fig. 4(b) . The subspace separator is thus adapted according to (29) where and is defined by (28) . See Section VI-A for a demonstration that (29) with (28) converges to (13) .
An adaptive WR detector that uses the subspace separator of (29) is shown in Fig. 5 . With ideal subspace separation, the output of the front-end rotator is given by (14) , and in particular, the last components contain no signal energy. Thus, the subspace separator can be followed by an nonadaptive matrix The net effect is a square channel described by (15) so that the remainder of the algorithm (the predictor , the automatic gain control (AGC) bank , and the MPLL can be implemented as before.
In practice, any signal-space estimation or tracking algorithm [28] - [31] can be used before the whitener. The proposed technique of (28) and (29) provides a precisely orthonormal estimate of both subspaces at each iteration. The cascade of the signal-space projector, predictor, and AGC in Fig. 5 amounts to an adaptive short whitener that, although higher in complexity than the adaptive prewhitener of [19] , preserves all information about the signals.
VI. NUMERICAL RESULTS
A. Random Gaussian Channels
First, we demonstrate the convergence of the adaptive subspace separator of Section V-C. According to (14) , we need only demonstrate that the last rows of the separatorchannel cascade converge to zero. We consider again the random Gaussian channels of Section III with , , and the signal-to-noise ratio (SNR) of each user fixed at 27 dB. Fig. 6 shows the energy in each row of as a function of time averaged over 100 channels. We see that the energy of the last eight rows converges quickly to levels of 40 dB or less.
We now demonstrate convergence of the entire project-first algorithm of Fig. 5 . We consider two users, each transmitting 16-QAM with 20-dB SNR. Fig. 7 shows as a function of time, averaged over 1000 realizations of input, noise, and a 10 2 complex Gaussian channel. There are five curves in all. The bottom curve, labeled MMSE, is for the ideal MMSE equalizer. The initial subspace separator is adaptive for the curve above that, but all remaining functions are idealized. Similarly, the other curves are labeled to indicate which components of the algorithm are adaptive. Everything is adaptive for the top curve, with the effect of the ambiguous complex permutation matrix removed for each trial. These curves illustrate the MSE contributed by each stage of the project-first algorithm. The subspace separator converges very quickly and has little impact on MSE. The linear predictor and AGC bank also converge quickly, and the receiver eventually closely approximates the MMSE solution.
B. A Linear Antenna Array Example
Consider a 20-sensor linear antenna array with halfwavelength spacing, and suppose that two signals are incident at angles and (measured from broadside). For this arrangement the channel model is (1) with where [32] and where is the received power of the th user. Each user transmits 4-QAM with dB, dB, and dB. Fig. 8 shows a plot of versus time, averaged over 100 input and noise realizations, with the effect of the complex permutation removed. The inset shows constellations from time 4000 to time 5000 from the last trial. Once again, we see quick convergence to near-MMSE performance.
C. A Synchronous-CDMA Example
Consider now a synchronous direct-sequence-CDMA application with three interfering users, each transmitting 16-QAM. Let denote the binary signature sequence with length 32 of the th user. If the transmitter pulse-shape filters are Nyquist and the receiver uses a chip-rate-sampled matched filter followed by a serial-to-parallel converter, the resulting discrete-time channel is again given by (1) with where is a matrix of signal amplitudes. The signature sequences have normalized correlations of , and Fig. 9 shows an MSE learning curve, averaged over 100 input and noise realizations, with dB and dB. We see that the algorithm converges quickly, eventually closely approximating the MMSE solution. The inset constellations show the last 1000 symbols from the last trial.
VII. CONCLUSIONS
We have presented a blind multiuser detector based on a lossless WR structure. The algorithm uses linear prediction and projection techniques to exploit second-order statistics first. The higher order statistics of the channel input are exploited only at the last step, by finding a unitary matrix that best restores the discrete nature of the channel inputs. We have also demonstrated a new technique for the adaptive separation of signal and noise subspaces. The proposed algorithms offer both low complexity and performance approaching that of the minimum-MSE detector. Future work should extend these techniques to channels with memory, perhaps by applying temporal prediction [33] , [34] . (30) where
The covariance of this error is given by (31) The MSE of the th user is then given by (10) . Similarly, using (3), we can express the error of the MMSE detector as (32) The covariance of this error is (33) and the corresponding MSE of the th user is then given by (11 Because is strictly lower triangular, the traces of and are both zero in (40). Furthermore, the trace of is independent of Thus, it suffices to minimize , which is clearly accomplished by any strictly lower triangular in the left null space of The best predictor can thus be expressed as (41) with so defined. Observe that is both monic and lower triangular, and that it diagonalizes (42) Hence, for any inverse generalized Cholesky factor , the product is the inverse of some other Cholesky factor. Thus (41) reduces to (19) .
APPENDIX V A WR DETECTOR FOR CHANNELS WITHOUT NOISE
Both the WR structure of Section III and its adaptive implementation of Section V are derived under the assumption of nonzero noise. Although a good assumption in practice, the special case of zero noise is also of interest because it provides insight into the behavior of the WR detector in the limit of high SNR. Therefore, this appendix contains a brief summary of a WR detector for channels without noise. We emphasize that the discussion that follows applies to the whiten-first strategy of Section III only. The projectfirst strategy of Section IV and its adaptive implementation of Section V-C can be applied to noiseless channels without modification.
Without noise, the covariance matrix of the observation vector in (1) is with rank Therefore, if the channel is tall there does not exist an whitening matrix Consequently, the whiten-first approach illustrated in Fig. 1 and described by (6) is not valid. Nevertheless, there does exist a short whitener satisfying And this identity implies that for some unitary matrix Hence, the WR filter achieves zero MSE, which is certainly minimal. In fact, any zero-forcing detector of the form (where is any matrix in the left null space of can be interpreted as a WR detector when it is factored according to the QR-factorization theorem [23] , Thus, in the absence of noise, the WR detector is not unique.
According to (18) and (19) , the least-mean-square linearprediction error has a diagonal covariance matrix , where is a generalized Cholesky factorization. Because has rank , exactly of the diagonal elements of are zero, which implies that the corresponding components of the error signal are identically zero. Clearly we lose nothing by discarding these zeros, thereby producing a reduced vector of dimension Let denote the matrix that extracts the nonzero components of , so that has covariance matrix where is a full-rank diagonal matrix containing all of the nonzero components of
The diagonal filter then whitens the reduced error signal. An whitening matrix can thus be expressed as
The preceding development suggests a method for blind adaptive implementation of for the case of low noise. The adaptive predictor of (20) is guaranteed to converge to a solution of the form (19) . After convergence, the components of the prediction error that are nearly zero can be discarded. The remaining error components can be adaptively scaled according to (21) . (The MPLL can be applied without modification after the whitener.)
