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Introduction
The purpose of this paper is to find out how to value firms that trade in less than perfectly liquid markets and the investment projects these firms undertake. To do so, we empirically examine the discount for limited liquidity that market participants impose when pricing stocks.
When discussing the valuation of investment projects, most finance textbooks recommend estimating the projects' future mean net cash flows and discounting them with an appropriate risk-adjusted discount rate. No reservations are generally made.
A given project should have the same value regardless of what firm undertakes it.
As it turns out, this logic implicitly assumes unlimited investor clienteles, since uninhibited trading among investors is needed to guarantee that a given project commands the price that theory implies. If the project is valued more highly, investors will avoid investing in it and will try to short it. If it is valued less highly, investors will flock to it hoping to earn an abnormal return. Whatever the mispricing, investors' reaction will tend to force the price to converge to its intrinsic value (see also Shleifer and Vishny, 1997) . 1 The problem is that financial assets trade in markets with limited liquidity. Thus market trading might not correct mispricing. Yet if investors are not sure that the prices they can deal at are right, they will be reluctant to trade. In particular, they will hesitate to buy, unless offered an illiquidity discount, particularly for firms where the probability of mispricing is higher. Illiquid firms are those that are more expensive to trade. The more substantial the impediments to trading, the higher the required discount. Practitioners have long recognized this phenomenon. In Switzerland, they recommend adding a limited-tradability premium between 1% and 3% to the discount rate used in firm valuation.
The empirical literature reports evidence consistent with an illiquidity discount.
Several studies investigate the relation between historical returns and various liquidity 1 Black (1986) makes essentially the same argument when discussing the difference between price and value of a stock.
proxies, and generally find a negative return-liquidity relation. 2 We are also interested in that relation. However, we investigate the pricing relevance of limited liquidity by looking directly at stock prices. The benefit of this approach is that it uncovers the current relation between value and liquidity (as opposed to the historical relation, as with the return-based approach). This could be an important benefit since that relation appears to change over time. Our approach also avoids the problem of insufficient time-series data to measure mean returns.
Our investigation starts with an analysis of the firms traded on the SWX Swiss
Exchange in the year 2000. We then replicate the analysis with two control samples.
The first includes once again the firms traded on the SWX Swiss Exchange in [1995] [1996] [1997] [1998] [1999] and in the year 2001. The second includes the firms traded on the Nasdaq in 1995-2001. This second sample enables international comparisons between a well researched capital market (the U.S. market) and a fairly unknown one (the Swiss market). We find significant evidence consistent with the existence of a discount for limited liquidity. The discount can be sizable; for the least liquid stocks in our sample, it equals about 30%.
The remainder paper is organized as follows. The next section discusses limited liquidity and its impact on firm value in more detail. Section 3 summarizes the test design. Section 4 presents the data, their sources, and their characteristics. Section 5 examines the results of the investigation, and section 6 draws conclusions and formulates practical implications.
Theoretical considerations

Limited liquidity and project value
To calculate the value of an investment project, 3 textbooks generally recommend projecting the mean net cash flows the project will generate and discounting them with an appropriate risk-adjusted discount rate. 4 As an illustration, 2
There is also inconsistent evidence. See, in particular, Chen and Kan (1995) .
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The term investment project is used very generally and includes the buying and selling of firms themselves. 4 To keep things simple, we ignore Fama's (1996) reservations about the textbooks' rendition of the theory of valuation.
assume, for simplicity, that investments are undertaken by corporations and are all equity-financed. Accordingly, the following project: If the firm's aggregate equity value increases by less than USD 30 million when this investment is announced, the company's stock will be undervalued.
Investors could then buy a majority position in the firm and either sell the project as a separate entity in the hope of obtaining a higher price, or hold their stake and pocket their share of the USD 8 million cash the project is expected to generate every year.
The incentive to buy goes away when the project raises the market value of the firm's equity by at least USD 30 million. Conversely, if the firm's share price increases by more than USD 30 million, shareholders will be inclined to sell, and other investors will either be discouraged from buying or be tempted to short shares in the expectation of a price decline. This will cause the share price to fall. The incentive to sell or short will go away when the share price correctly reflects the project's value.
For the trading mechanism to be effective, however, the project must be tradable either directly (as a separate firm) or indirectly (as part of a traded firm). In reality, tradability is generally limited. Limited tradability can occur because: (a) the firm that undertakes the project is not traded and managers do not want to spin off, divest, or otherwise sell the project; (b) the firm's investor clientele is finite and unwilling, as a result of risk aversion, to engage in large transactions (Merton, 1982, and Black, 1986) ; (c) the clientele, being unaware of the project's mispricing or facing limited wealth, does not trade or is unable to to so (see Shleifer and Vishny, 1997) ; (d) investors follow a buy-and-hold policy with a long horizon. The greater the reluctance to trade or the tighter the limits to trading, the larger the likelihood that the company's share price will not correspond to its true, intrinsic value. But if investors cannot be sure that the share price of a given firm reflects its true value, they will also pay less for its shares, which will therefore sell at a discount from true value.
The same can be said about the project in our preceding example. The project will probably be worth close to USD 30 million to a highly liquid firm. To a firm that does not trade very often, however, it will not be worth that much, simply because no effective trading mechanism guarantees a value of USD 30 million.
Limited tradability is synonymous with limited liquidity. Assets that are expensive to trade are also expensive to liquidate or to turn into cash. In keeping with the literature, we will therefore speak about limited liquidity (or illiquidity). The implication of this phenomenon is that there should be a negative relation between asset value and illiquidity. An example of what can happen to prices when assets are illiquid is the case of Nestlé's registered and bearer shares in the 1980s. Any investor could hold bearer shares. In contrast, until 1988, only domestic investors acceptable to the board could hold registered shares. The investor clienteles of these shares was therefore limited (Merton, 1982)-i.e., their tradability was restricted. Not surprisingly, the price of Nestlé registered shares (properly adjusted to reflect the same claim to future cash flows) traded at a 50% discount from the bearer shares (see Loderer and Jacobs, 1995, and Wasserfallen, 1995) .
Limited liquidity and the bid-ask spread
Ultimately, all the impediments to trading increase the effective costs of that activity. It is debatable, however, whether transaction costs significantly affect longrun returns (for a survey of the literature see Easley and O'Hara, 2001 ). In Constantinides (1986), investors trade infrequently, meaning that transaction costs are small compared to holding-period returns. In Amihud and Mendelson (1986) , the opposite is true. The significance of transaction costs therefore seems to depend on investors' horizons. Consistent with this argument, Chalmers and Kadlec (1998) report evidence that it is the amortized rather than the regular spread that appears to get priced-the amortized spread measures the annualized cost of the spread to investors as a group.
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The logic of the Chalmers and Kadlec analysis, however, is not fully convincing. 6 Adding up transaction costs across trades seems to exaggerate the significance of transaction costs. To see why, ignore interest rates and assume that investors trade a pot that contains $1,000, which can be distributed at year-end.
Suppose each trade of the pot costs $1. If so, the last investor will be willing to pay $999 for it. And the next-to-last will pay $998 so as to be able to cover his transaction costs. Rolling back the argument, would seem to imply that the current pot price equals $1,000-n, where n is the anticipated number of trades. Of course, the price implied by this logic is too low. Given a price lower than $999, any investor can step in, pay the market price, wait until the end of the year, and make an arbitrage profit. The market price will be $999 and thereby reflect the costs of just one transaction. The same happens in the real world. Investors can step in and either hold a given asset over the long run or liquidate it. Thus, the relevance of transactions costs cannot be measured by adding up these costs across trades over an arbitrary horizon.
It would be reductive, however, to think of transaction costs simply as a tax on gross returns. Transaction costs also have an indirect effect, which arises from the fact that, if they discourage trading, there will be limits to price equilibration. As we just argued, in the absence of the equilibrating mechanism of trading, prices can be arbitrary and investors will not always be able to trust them. This will induce a pricing discount too.
In our investigation, we use the bid-ask spread as an indicator of the cost of trading a given security-the cost of "immediate execution" according to Amihud and Mendelson (1986) . 7 The bid-ask spread is therefore our main proxy for limited 5 The amortized spread equals the product of the effective spread and the number of shares traded summed over all trades for each day, and expressed as an annualized fraction of equity value.
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It is also counterintuitive: assets that are almost never traded can in principle end up being more "liquid" than assets that are heavily traded.
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Several factors determine the bid-ask spread in a security: order handling costs, non competitive pricing, inventory risk, the options implicitly granted to the rest of the market, and asymmetric information (see Stoll, 2002; see also Huang and Stoll, 1997, and Glosten and Harris, 1988) . Which component matters most in affecting prices is immaterial here. All we want to know is whether the cost of immediacy (the cost of liquidity) affects security prices.
tradability or liquidity (see also the discussion in Amihud, 2002) . 8 In doing so, we concede that it is debatable whether bid-ask spreads measure liquidity correctly (see Grossman and Miller, 1988, and Easley and O'Hara, 2001 10 We will therefore inquire into trading volume as an alternative measure of liquidity.
Test design
We investigate the relation between liquidity and stock prices with a crosssectional regression approach. To set a general framework, let us look at stock prices as the present value of a constantly growing dividend flow and write:
where DIV 0 is the current dividend per share, g the expected rate of growth of dividends, and k the required rate of return on the stock. Under the assumption of a constant payout ratio (π), this model is often rewritten by replacing the current dividend payment by the product of the firm's current earnings per share (EPS) and 8
Several factors affect the bid-ask spread in a security, namely the dealers' order handling costs, non-competitive pricing, the inventory risk of the suppliers of immediacy, the value of the option granted to investors, and the costs of having to trade with investors with better information (Stoll, 2002) .
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See also Amihud and Mendelson (1986, 2000) , Amihud, Mendelson, and Uno (1999), Bajaj, Denis, Ferris, and Sarin (2001) , Brennan and Subrahmanyam (1996) , Easley, Hvidkjaer, and O'Hara (2002) , Eleswarapu (1997) , Koeplin, Sarin, and Shapiro (2000) , and Silber (1991) . Studies that have found indirect evidence of the pricing relevance of liquidity include Shleifer (1986) , Harris and Gurel (1986), Bagwell (1992) , Loderer and Jacobs (1995) , Wasserfallen (1995), and Galloway, Loderer, and Sheehan (1998) . 10 See also Jones and Lipson (1999) and Engle and Patton (2004) . the payout ratio. Doing so and rearranging terms we obtain an expression for P/E ratios, namely:
P/E ratio:
According to this expression, P/E ratios are, among other things, a positive function of the payout ratio and the expected rate of earnings growth, and a negative function of the required rate of return on the stock.
From equation (2), a cross-sectional regression of P/E ratios against their possible determinants should include payout ratios, expected rates of earnings growth, and required rates of return. We perform such a regression. Since in a cross-sectional comparison risk-free rates and market risk premiums are the same across observations, if we want to control for different required rates of return, k, we have to control for differential risk. We therefore include a risk variable in the regression arguments. Moreover, since the evidence suggests that average stock returns (and therefore stock prices) are affected by firm size, we add this variable as well. More importantly, in our effort to assess the pricing relevance of liquidity, we examine whether the inclusion of liquidity adds to the explanatory power of the regression.
We therefore model P/E ratios with the following function:
where the index i identifies a particular firm and the arguments are defined as follows: The other relations do not share a similar ambiguity. In particular, the extant empirical findings of a positive relation between historical returns and liquidity imply that a negative relation between P/E ratios and liquidity would have to be a relation between liquidity and price, not liquidity and EPS. We will rely on this argument when interpreting the empirical results.
Original-sample characteristics
The original sample covers the firms traded on the SWX Swiss Exchange.
Since firms typically have more than one class of stock outstanding, we focus on the class with the lowest bid-ask spread. Given that we are interested in establishing a relation between liquidity and stock prices, this selection criterion should not carry any substantial prejudice.
There are 250 firms listed on the SWX in June 2000. The I/B/E/S database from which we gather EPS-forecast information, however, provides data only for a subset of them; we exclude 103 firms with no such forecasts. Financial analysts do not follow these companies closely, possibly because they have a market capitalization of less than CHF 23 million (USD 16 million assuming an exchange rate of CHF 1.4 to the dollar). We also exclude 15 firms with negative EPS to avoid negative P/E ratios. These latter firms represent a problem because, as argued in the following section, the regression specification we eventually choose is one where we take the natural logarithm of P/E ratios. Another 8 firms lack other data required in the analysis. That leaves us with a sample of 124 firms.
The cross-sectional analysis in equation (3) is performed as of June 30, 2000.
The variables in the equation are measured as follows:
P/E ratio: stock price observed on June 30, 2000 divided by EPS reported for 1999. We refer to the natural logarithm of this variable as ln(P/E). Price data are provided by SWX; EPS data are from the I/B/E/S database; Payout ratio: dividends paid in 1999 on the stock in question divided by EPS reported for the same year. Dividend data are from the yearly stock guide Schweizerischer Aktienführer. We label this variable PAYOUT;
Risk: slope coefficient of a market model estimated with monthly returns over the period 1.1.1997 to 6.30.2000. In that model, the market portfolio is approximated with the Swiss Performance Index (SPI), an index that contains all firms traded on the SWX. The computation assumes internationally segmented markets (Stulz, 1995a; Stulz, 1995b) . We refer to this variable as BETA. Alternatively, we measure risk with the standard deviation of return over the same period of 1.1.1997 to 6.30.2000 and label that variable STDEV;
Firm size: natural logarithm of the product of number of shares outstanding times average monthly stock price observed during the first six months of 2000. We refer to this variable as LNSIZE.
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As mentioned above, if the firm in question has more than one class of stock outstanding, we take the most liquid one (in terms of bid-ask spread). Information on the number of shares outstanding is from Schweizerischer Aktienführer;
Liquidity: average relative bid-ask spread, defined as the ratio of the difference between ask and bid price, divided by the bid price. 12 Intradaily bid-ask spread data are from the SWX. Trading on the SWX is electronic. Its bid-ask spreads are therefore not necessarily quotes posted by market makers but could reflect limit orders of individual investors. The average we use is computed over the period 1.1.1997 to 6.30.2000 using two daily observations (one at 10 a.m., the other at 4 p.m.).
From the SWX database, we drop all observations for which the bid is smaller than or equal to the ask quote (this error in the database occurs in 10,294 out of 176,869 cases, with a frequency of 5.8%). We refer to this variable as RELSP.
Descriptive statistics for the variables in the regression are reported in Table 1 below. As can be seen from the standard deviations, there is fairly wide variation in both P/E ratios and bid-ask spreads. Hence, there is something to explain, and liquidity could contribute to that explanation. All the other explanatory variables in the table also display wide variation. Moreover, all variables have sample distributions that are skewed right. The bid-ask spread, for instance, has an average of 1.68% and a median of 1.37%. The median equity value is CHF 1,027 million (USD 734 million with an exchange rate of CHF 1.40 to the dollar), the median P/E 11 The results are virtually unchanged when we measure LNSIZE by the market capitalization on June 30, 2000 instead. 12 Evidence of a liquidity effect in Swiss stock prices is reported in Gardiol, Gibson-Asner, and Tuchschmid (1997) . Liquidity is measured there as the proportion of freely negotiable shares in the capital structure.
ratio is about 18.93, and median expected earnings growth equals 14.4% for the year 2000 and 16.2% for 2001.
Empirical results
This section presents and discusses the empirical results. For ease of exposition, it falls into three parts. In the first, we examine the original sample. We start with the analysis of a simplified version of equation (3) and its statistical
properties. Then we use that information to test the price-liquidity relation postulated in equation (3) with an ordinary least squares (OLS) regression approach. Finally, we reexamine the relation with a procedure that is robust with respect to distributional and other standard assumptions concerning the regression residuals. Part two investigates whether the results can be duplicated with two holdout samples. The final part interprets the results.
Original sample
Preliminary analysis
We first test the following specification of equation (3):
where the variables are defined as above, the subscript i refers to firm i, the α i 's are regression coefficients, and ε i is an error term with the usual ordinary least squares (OLS) properties. This initial specification postulates a nonlinear price-liquidity relation, consistent with the results reported in the literature (see especially Amihud and Mendelson, 1986, and Brennan and Subrahmanyam, 1996) .
The estimation results are shown in Table 2 . All variables in the regression have highly significant coefficients with confidence 0.95 or better. The F-test value for the regression as a whole is also highly significant, and the adjusted R 2 indicates that the estimated relation explains a sizable fraction (86.5%) of the cross-sectional variation in P/E ratios. (3), firm size, risk, and payout ratio could be among them.
In spite of its explanatory power, one problem with specification (4) is that it yields nonnormal residuals. The studentized range of these residuals is in fact 10.85, a value that rejects normality with confidence better than 0.99 and questions the significance tests reported in Table 2 . As it turns out, taking the natural logarithm of the P/E ratios yields residuals that follow a more normal distribution. The studentized range of the residuals from that specification (not shown) is 5.56, which fails to reject normality at the usual confidence levels.
Related to this, there could be an outlier problem. Two observations appear to seriously affect our estimates. 13 The first refers to Unaxis, a firm that resulted from the restructuring of Oerlikon Bührle. Because of that restructuring and the associated writeoffs, Unaxis's 1999 earnings are close to zero. The P/E ratio is consequently very high (1,108). The second observation concerns the firm EL Simplon. Its bid-ask spread is more than 12%, double the next highest value in the sample. When we reestimate the regression equation (4) without these observations, the coefficient of RELSP 2 becomes insignificantly different from zero.
Yet another problem with regression (4) is heteroskedasticity. A CookWeisberg test has a chi-squared value of 550.87, which rejects homoskedasticity with confidence better than 0.99. This biases the estimated standard error of the regression and represents one more reason to question the significance tests reported in the table.
OLS-regression results
The preceding results imply a regression specification in which the dependent variable is the natural logarithm of the P/E ratio, the regression arguments include firm size (LNSIZE), payout ratio (PAYOUT), and risk (BETA), and the regression is estimated with a White correction procedure. The regression specification we are interested in is therefore the following:
where the different variables are as defined above. Because this specification is nonlinear, we drop the squared value of the relative spread (RELSP 2 ) from the regression arguments. The estimation results are shown in column (1) of Table 3 .
We show those obtained when dropping the two observations Unaxis and EL Simplon. We will come back to the issue of outliers and, more generally, nonnormal residuals in section 5.1.3.
The regression intercept is still significantly different from zero. If we inspect the column of results further, we see that expected earnings growth once more has the predicted positive and significant coefficient, regardless whether we look one or two years ahead (EPSg2000 and EPSg2001, respectively). Of the new variables,
PAYOUT has an insignificant coefficient, whereas BETA has a negative and significant one. This is consistent with the notion that BETA is a relevant risk measure. We also find that the log of the market value of equity (LNSIZE) has a positive and significant coefficient. The positive sign could indicate that larger firms are less risky and therefore command higher stock prices (see also the literature on size effects, including Banz, 1981; Fama and French, 1993) . The coefficient of the bid-ask spread (RELSP), however, is insignificantly different from zero at the usual confidence levels. One possible reason is that there is no price-liquidity relation.
Another is that LNSIZE is a measure of both risk and liquidity.
Consistent with the latter interpretation, the correlation coefficient between equity value and bid-ask spread is -0.799. Large firms tend to have tighter bid-ask spreads, which means that firm size could also be a proxy for liquidity.
For practical valuation purposes, the analysis could stop here, since the results in column (1) of Table 3 tell us that large firms are more highly valued than small firms. Whether the reason is risk or limited liquidity would be immaterial. We could therefore impute the discount imposed on smaller firms by the market, and use that discount to value the investment projects undertaken by smaller firms. As it turns out, we obtain similar results when we replicate the regression with a different measure of size, namely the book value of the firm's assets. The benefit of that specification is that it yields a size coefficient that can be applied also in the case of nontraded firms.
Our purpose, however, is to assess the impact of limited liquidity on value.
We therefore have to disentangle the possible risk and liquidity effects in the coefficient of LNSIZE in our regression. We unravel the two effects in question by regressing firm size on bid-ask spread. That regression tells us what part of the crosssectional variation in firm size is due to the cross-sectional variation in liquidity and what part is not. Specifically, we estimate the following regression equation:
where i is once again an index that identifies a particular firm in our sample of 122, and η i is an error term with the usual OLS properties. Estimated over the 1.1.1997-6.30.2000 period, this pooled time-series, cross-sectional regression has an adjusted R 2 of 63.5% and a bid-ask spread coefficient of -119.23 with a t-statistic of -14.552
(not shown). By construction, the residuals from this regression are unrelated to liquidity (as measured by the bid-ask spread) and therefore capture size effects net of liquidity effects. We call these residuals RES-SIZE/RELSP and use them in our regression in lieu of the variable LNSIZE. We hasten to add that one could also regress the bid-ask spread against firm size and use the residual from that regression to capture possible liquidity effects unrelated to size. Our interest, however, is not so much in distinguishing size-related from size-unrelated liquidity effects, but rather the liquidity-related from the liquidity-unrelated size effects. The new regression specification is therefore the following:
Note that we dropped the variable PAYOUT as it does not have a significant coefficient. Estimation results for this specification are displayed in column (2) of Table 3 . As shown there, the adjusted R 2 is slightly higher than that in column (1) of accordingly, larger firms are less risky and therefore command, all else being the same, higher prices. More importantly, the bid-ask spread in column (2) of Table 3 has a negative and significant coefficient (-18.077 with a t-statistic of -5.016). As predicted, a larger spread reduces equity value.
Issues of statistical robustness
Before proceeding with the analysis, we discuss the normality of the residuals. Table 3 . Visual inspection suggests the presence of skewness. A skewness test is significant with confidence better than 0.95.
The problem with nonnormal residuals is that they are inconsistent with our tand F-tests. It is not clear from inspection, however, which way the bias goes.
Various approaches have been suggested to obtain regression coefficient estimators that are robust with respect to the distribution of the error terms. Residuals from this regression are computed and used to revise the weights assigned to the observations. The weighted least squares regression is reestimated using the revised weights. This procedure is repeated until the regression parameters converge.
We apply this procedure to compute the regression coefficients. The variable RES-SIZE/RELSP, which we use to capture net size effects, is also estimated with a robust regression procedure. The results are shown in Table 4 . A few things are worth noting when comparing these results to those obtained previously in column (2) of Table 3 . First, none of the coefficients have changed in sign. Second, the probability values of the t-tests of significance for the individual parameters are essentially the same.
Holdout samples
Holdout-sample characteristics
To test our results, we use two holdout samples. The first covers the SWX suggest that Nasdaq firms are riskier than SWX firms, particularly during the second half of the sample period. Finally, the table documents that the representative Nasdaq firm has higher relative bid-ask spreads than the typical SWX firm, although mainly during the first half of the sample period.
Regression results
We first replicate the analysis in column (1) of Table 3 (not reported). The results are fairly similar to what we obtain there. In particular, whereas the coefficient associated with size (LNSIZE) is positive and significant in either sample, that of relative spread (RELSP) never has the predicted negative sign.
To distinguish between possible liquidity effects and size effects unrelated to liquidity, we then estimate the regression equation (6) with a robust estimation technique. The results are once again mostly consistent with those found for the original sample in Table 4 . We report them in Table 7 , subdivided in two panels:
Panel A refers to SWX companies, Panel B to Nasdaq companies. As shown there, the regression has a significant F-value with confidence in excess of 0.99 in all years and samples. Moreover, its explanatory power is fairly large, especially in the SWX sample-the adjusted R 2 is between 65% and 97% for SWX companies, and between 43% and 71% for Nasdaq companies. As for the regression coefficients, we find that higher expected earnings growth one and two years ahead (EPSg,t+1 and EPSg,t+2, respectively) appears to significantly boost stock prices. More importantly, and consistent with the claim that lower liquidity reduces asset value, the relative bid-ask spread (RELSP) is negatively related to stock prices in both samples. This relation is statistically significant with confidence better than 0.99. Furthermore, the residual of the regression of firm size against the relative bid-ask spread (RES-SIZE/RELSP) has a positive and significant coefficient in both samples as well. As mentioned above, larger (adjusted) firm size could reflect lower risk. Risk (BETA), however, has the expected negative coefficient only in the Swiss sample. In contrast, Nasdaq firms exhibit risk coefficients that are positive with confidence of at least 0.99. Chalmers and Kadlec (1998) report a similar puzzling finding in their cross-sectional analysis of stock returns and liquidity. The coefficients on beta they find are negative and significant. 15 The Chalmers and Kadlec sample covers U.S. domiciled common stocks listed on either the Amex or the NYSE during 1983-1992.
At the bottom of each panel, we examine the stationarity over time of the liquidity coefficients. The number shown is the t-value of a significance test of the change in that coefficient from one year to the next. The null hypothesis is that the change is zero. As one can see, almost all annual changes are significant with confidence 0.99. The relevance of liquidity in asset pricing therefore appears to vary over time. This suggests that a cross-sectional analysis of the pricing relevance of liquidity of the type performed here can indeed be a valuable complement to the return-based approach since it yields up-to-date (as opposed to historical) measures of the impact of liquidity on asset prices. Note, however, that changes in liquidity coefficients do not necessarily imply changes in liquidity-related discounts in asset prices. The reason is that liquidity itself can change from one year to the other. A look back at the descriptive statistics in Table 6 reveals that bid-ask spreads do in fact change over time. For instance, on the Nasdaq, they have experienced a steady decline from an average 2.58% in 1995 to an average 1.01% in 2001.
We repeat the analysis with a different measure of risk, namely the stock return variance as opposed to the stock's beta (not shown). The results are essentially the same as those we just examined, including those pertaining to the coefficient of 15 Eleswarapu and Reinganum (1993) report a consistent finding for a similar time period.
risk. In the Swiss sample, higher return variance reduces stock prices. The opposite is true in the Nasdaq sample. It could be that higher return variance measures better growth opportunities. Since Nasdaq firms would seem to include more start-ups than the SWX firms, that could explain our finding. To check this interpretation, we include both measures of risk in the regression for Nasdaq firms. We expect a positive coefficient on return variance and a negative one on beta. Contrary to that, however, the coefficient on beta remains positive whereas that associated with return variance becomes generally negative (not shown).
As mentioned above, the bid-ask spread is not the only measure of liquidity one can think of. Trading volume, turnover, number of shareholders, and number of market makers, among others, have been proposed as alternative or additional measures in the literature. 16 To test whether the price-spread relation uncovered above is indeed a price-liquidity relation, we repeat the analysis using trading volume as a measure of liquidity. Trading value is the average daily value traded in a particular stock over the past 2.5 years (the results do not change when we measure the average over the past 6 months). The results of this investigation are reported in Table 8 . In the regression, we replace the relative bid-ask spread variable with the natural logarithm of trading volume (LNVOLUME). We also estimate the variable that gauges the net effect of firm size differently. As one might remember, that variable is the residual of a univariate regression of firm size against bid-ask spread.
When the liquidity proxy is trading volume, we estimate that residual by regressing firm size (LNSIZE) against trading volume (LNVOLUME). We refer to the resulting residual as RES-SIZE/LNVOL. Since liquidity would seem to correlate positively with trading volume, we expect this liquidity proxy to have a positive coefficient.
The results confirm what we have found so far. The explanatory power of the regressions remains essentially unchanged. Furthermore, all regressors have significant coefficients with the sign observed in previous tables (except for the coefficient of the risk variable BETA that tends to become less significant in the SWX sample). Specifically, the coefficients of projected earnings growth (EPSgt+1 and EPSgt+2, respectively) and firm size (RES-SIZE/LNVOL) have a positive sign. Risk (BETA) has a negative sign in the SWX sample and a positive one in the Nasdaq 16 See, for instance, the discussion in Amihud und Mendelson (1986 ) and, especially, Baker (1996 .
sample. More importantly, the impact of higher liquidity on P/E ratios (and therefore prices) remains positive: higher trading volume is associated with higher P/E ratios. This is in line with the finding that larger relative spreads (and therefore lower liquidity) depress P/E ratios (and therefore prices).
Interpretation
Implied illiquidity discounts
The last issue to address is ultimately the most important one: the economic significance of the results. The analysis so far reveals that liquidity appears to have a significant impact on P/E ratios. Given that we control for various additional factors of influence, the coefficients of the liquidity proxies measure the marginal contribution of liquidity to the P/E ratio of a given company. Since there is little theoretical reason to believe that market liquidity affects firm earnings, we have argued that this contribution involves prices rather than earnings. Various studies that find a positive relation between bid-ask spreads and historical stock returns support this interpretation.
To examine the economic significance of liquidity, we write the estimated regression equation (7) as:
where a hat denotes estimated coefficients, and we drop for simplicity the index i.
The subscript 0 RELSP ≠ indicates that this expression holds for the general case of a firm with limited liquidity, as measured by a bid-ask spread different from zero.
As a comparison, we can write the estimated P/E ratio for a firm with perfect liquidity as:
page 22 Taking the difference between equations (9) and (8) and dividing by equation (9) yields an expression for the estimated discount induced by limited liquidity, namely:
(10)
Thus, to compute the pricing discount generated by a given degree of illiquidity, all we have to do is insert the appropriate bid-ask spread and the estimated coefficient 5 α in equation (10) , where the computation uses the robust regression coefficient estimate 5 α reported in Table 4 , namely -10.107. The result says that, compared with a situation of perfect liquidity, the stock price of a firm with a bid-ask spread of 1.37% would trade at a 12.93% discount. To obtain an interval estimate, we find the 95% confidence interval for the coefficient estimate and insert it into equation (10). For our original sample, this interval is (5.76%, 19.55%). Remember that these discounts are computed relative to a situation of perfect liquidity.
We can replicate this computation for the median firms in our holdout samples. Specifically, for each sample and each year, we take the median bid-ask spread and the liquidity coefficient reported in Table 7 for the year in question, and compute the illiquidity discount according to equation (10). The results are reported in Figure 2 . As one can see, the median discount for SWX firms increases during the sample years from 7.3% to 21.1%. In comparison, the median illiquidity discount among Nasdaq firms is more or less constant at about 27% during the same period.
To examine less liquid firms more closely, we compare the ten firms with the largest bid-ask spread with the ten with the smallest spread in the original sample of SWX firms. Table 9 provides statistical information for these firms. The median spread of the least liquid firms is about 26 times larger than that of the most liquid firms (4.016% compared to 0.156%), and in one case, AGEFI, the spread exceeds 6%.
Somewhat surprisingly, the least liquid firms are also less risky (median beta of 0.42 vs. 1.13). 17 Moreover, they are almost 1,000 times smaller (USD 54.1 million compared with USD 52.7 billion, assuming an exchange rate of CHF 1.4 to the dollar). To get a better sense for these equity capitalization numbers, consider that, on With this distribution, the ten least liquid firms in our original sample would belong to the smallest 42% [= 1,858/4,424] of the distribution of Nasdaq firms. In comparison, with a median capitalization of USD 52.7 billion, the most liquid firms would fall into the top 0.2% [= 9/4,424] of that distribution. Thus the most liquid firms on the SWX are fairly large by U.S. standards also, whereas the least liquid firms would be small in either country.
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We can use our data to compute the illiquidity discount for these two extreme groups of firms. From equation (10) Since betas are estimated with monthly returns, infrequent trading cannot be the only reason for this result. 18 As one might remember, equity value is based only on the most liquid class of stock outstanding for firms with more than one class. This tends to reduce the market capitalization of Swiss firms in the comparison, although not by much. First, there are only 15 firms with multiple classes of stock outstanding in the original sample. And second, the market capitalization of the omitted classes is fairly small. discount of the least liquid companies is therefore sizable and should provide firms strong incentives for corrective action.
Is the implied illiquidity discount reasonable?
The illiquidity discount implied by our estimates appears to be substantial. To assess its magnitude, we can compare it to what the extant literature suggests. 19 One possible benchmark is papers that investigate the relation between returns and liquidity, in particular the classical Amihud and Mendelson (1986) study of NYSE stocks. According to that paper, a 1% increase in the relative spread is associated with an increase in expected return of 2.53%. Taking into account that the relative spreads in the portfolios in that analysis range from 0.49% to 3.21%, this figure implies an expected return differential of 6.88% between the portfolios with high and low spreads, respectively. 20 If we consider a stock that pays a perpetual annual dividend of $1, this return differential yields an illiquidity discount of roughly 58%.
The results in Brennan and Subrahmanyam (1996) ten years later are strikingly similar: the return differential between the most liquid and the least liquid quintiles of firms in their sample of NYSE firms is 662 basis points, which implies a similar illiquidity discount. Consequently, when taken at face value, the discount derived in these studies appears to be even larger than what we find here.
Another place to look for a comparison are studies of restricted stock sales, such as the private placement of a large block of stock with selected institutional investors (see Bajaj, Denis, Ferris, and Sarin, 2001) . A comparison of the prices of publicly traded shares with the prices at which these issues are placed yields a possible measure of the illiquidity discount (see, for instance, Silber, 1991) .
According to Koeplin, Sarin, and Shapiro (2000) , the mean and median discounts reported by these studies vary between 22% and 35%, which would be consistent with what we find. The problem with these estimates is that they may be confounded by factors other than limited liquidity-for instance, the possible commitment by the block buyers to be active monitors.
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19 What follows is taken from Brennan and Tamarowski (2000), p. 35. 20 Practitioners in Switzerland recommend adding a limited liquidity premium of between 1% and 3% when capitalizing company cash flows (see the discussion in Helbling, 1989, and Boemle, 1995) . 21 See the discussion in Koeplin, Sarin, and Shapiro (2000), p. 95. See also Hertzel and Smith (1993) .
Yet another place to potentially look for comparisons is block trades and seasoned stock offerings. 22 The price impact of these transactions is presumably related to the liquidity of a given security. According to Keim and Madhavan (1996) , for instance, seller-initiated trades have a permanent 1-week impact of -4.32% and a permanent 4-week impact of -7.4%. Unfortunately, it is difficult to relate these price changes to the illiquidity discounts already impounded in the price of these securities.
Conclusions
In this paper we examine whether the capital markets impose a discount when valuing firms with limited liquidity. We do so by looking directly at stock prices.
Compared with other investigations that examine stock returns, this approach has the advantage of providing current rather than historical information. Moreover, it does not require as many data.
We originally perform the investigation with a cross-sectional regression with a (between 1% and 3%), whereas the least liquid firms suffer a discount of about 30%
(all point estimates). Squared value of the relative bid-ask spread. Table 3 Stock prices and relative bid-ask spread: OLS regression estimates (original sample)
The dependent variable is the natural logarithm of the P/E ratio of firms listed on the SWX Swiss Exchange. Each column reports the estimated regression coefficients for one particular specification and (in parentheses) the associated p-value (on the basis of White-corrected standard errors) for a two-sided test of difference from zero. The day of reference for the cross-sectional regression is June 30, 2000.
Independent variables
Regression coefficients Kernel density estimate versus theoretical normal density of the regression residuals (original sample)
The dotted line in the graph shows the kernel density estimate of the residuals from the regression estimates in the second column of Table 5 Selection criteria and size of the holdout samples: SWX Swiss Exchange and Nasdaq firms
To be included in the sample, firms have to be included in the I/B/E/S files and have to report positive earnings for the year in question. Moreover, they have to have sufficient bid-ask spread and stockreturn data. Bid-ask spreads are computed as daily averages over the past 2.5 years; we require 600 of the possible 625 daily observations to include a particular firm in the sample. Betas are computed with monthly returns over the past 4.5 years; we require 50 of the possible 54 monthly observations to include a particular firm in the sample. Missing values can occur by chance or because a firm is not quoted during the full period. 
Median illiquidity discounts for the holdout sample 1995-2001
This figure shows the median illiquidity discounts for holdout sample firms. The illiquidity discounts are calculated using the estimated coefficient for RELSP (Table 7 ) and the sample median spreads (Table 6) Table 9 Ten most liquid and least liquid firms: liquidity, risk, and firm value (original sample)
The 
