The authors survey networking solutions that have been proposed for high-speed packet-switched applications. Using these solutions as examples, they identify the specific problems resulting from very high transmission rates and explain how these problems influence the design of high-speed networks and protocols. They conclude that the solutions based on deflection routing are the most promising ones and suggest a number of directions for their evolution. according to the geographical distribution of the interconnected nodes; thus, they may naturally take advantage of the communities of interest to further improve their performance. The existence of multiple paths between nodes complicates the communication protocols by introducing packet switching -the very issue that the unidimensional networks were meant to avoid. General packet-switching and flow-control techniques traditionally employed in slow long-haul networks are usually inapplicable to gigabit networking. To take full advantage of the high transmission rate of its channels, a gigabit packet-switching network cannot spend too much time on making sophisticated routing decisions. Also, it should avoid buffering transient packets at intermediate nodes for extensive periods of time. These postulates stem not only from the natural need to avoid unnecessary delays, which are magnified by the high transmission rates, but also from the need to make these delays predictable. Modern networks are expected to handle traffic patterns of various kinds, and delay-sensitive or delay-variation-sensitive patterns will constitute a substantial part of their load.
ot so long ago, computer networks with high transmission rates (e.g., several Mb/s) were naturally confined to local domains. Although such (and higher) transmission rates were available in telephony on long distances, they were used on a point-to-point basis. Concepts of highly-connected fast networks spanning geographical areas larger than the acreage typically covered by a single institution are relatively new and, besides the emerging ATM technology, there are no standard commercially available solutions that can be recommended for such projects.
Most of the legacy from local area networking is not easily adaptable to larger scale networks and/or networks with transmission rates substantially higher than several Mb/s. Consider FDDI as an example. The network operates at 100 Mb/s and is intended to provide campus-area service. The formula expressing the maximum effective throughput of FDDI can be roughly written as follows:
where THT is the maximum token-holding time during one rotation of the token, and L is the propagation time across the ring. One obvious property of T is that it doesn't grow as more stations are added to the network. Consequently, the more stations the network supports the smaller fraction of T is allocated to one station. In fact, FDDI assumes that at most one pair of stations can communicate at any given moment. Besides, due to the bandwidth allocation policy of FDDI, more stations means larger access delays. If the network is expanded geographically (even without increasing the number of stations), L will grow reducing the effective throughput in a linear fashion. The same phenomenon will occur, if somebody tries to extrapolate the FDDI concept onto transmission rates substantially higher than 100 Mb/s, e.g., into the Gb/s range. Thus, we have to conclude that the network doesn't scale up very well: its principle of operation has inherent limitations which restrict its applicability to a relatively narrow range of transmission rates, geographical areas, and populations of users.
All unidimensional networks, e.g., busses, rings, and stars, are bound to suffer from poor scalability to the increasing number of users. If all of a network's transmission resources (or a fixed large fraction of these resources) must be reserved for every single transfer, the network cannot cater to a large population of users. Most painfully, it cannot take advantage of the localized communities of interest which naturally occur in any large population. 1 Besides, the need to negotiate medium access across the entire network results in a throughput deterioration when the network diameter 2 is large. Networks that avoid this problem (e.g., Metaring [3] ) suffer from poor fairness and/or starvation potential. Various protocol addons aimed at alleviating these problems are either partially successful (e.g., they exhibit slow responsiveness to dynamic unfairness patterns) or they tend to sacrifice throughput to achieve their objective.
The moral from the above observations is that the future of high-speed networking, at least beyond the local area scale, lies with meshed networks. A two-dimensional (planar) mesh network with N stations is potentially able to achieve a global throughput proportional to ÷ -N . By exploring other dimensions, this figure can be asymptotically brought as close to N as required. Mesh architectures also tend to be organized
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Networks: Gb/s Challenge according to the geographical distribution of the interconnected nodes; thus, they may naturally take advantage of the communities of interest to further improve their performance. The existence of multiple paths between nodes complicates the communication protocols by introducing packet switching -the very issue that the unidimensional networks were meant to avoid. General packet-switching and flow-control techniques traditionally employed in slow long-haul networks are usually inapplicable to gigabit networking. To take full advantage of the high transmission rate of its channels, a gigabit packet-switching network cannot spend too much time on making sophisticated routing decisions. Also, it should avoid buffering transient packets at intermediate nodes for extensive periods of time. These postulates stem not only from the natural need to avoid unnecessary delays, which are magnified by the high transmission rates, but also from the need to make these delays predictable. Modern networks are expected to handle traffic patterns of various kinds, and delay-sensitive or delay-variation-sensitive patterns will constitute a substantial part of their load.
In this article, we conduct a survey of packet-switching protocols applicable to meshed networks operating in the Gb/s range. By a packet-switching protocol we mean the network-specific portion of the third OSI layer (i.e., the network layer) of the protocol stack. The full set of packet-switching rules determines how the network organizes reliable packet delivery between a pair of communicating switches, possibly located in distant geographical regions of the communication subnet. 3 One part of a packet-switching protocol (according to our definition) is the routing scheme, i.e., the set of rules that assign incoming packets to output links. In general, we can talk about the following three components of the communication subnet which are relevant from our point of view:
• The routing protocol.
• The congestion-control mechanisms that can be effectively incorporated into the routing protocol.
• The network topology.
Clearly, these components are not independent, but they are closely related to each other and together offer a single functionality. Reflecting this relationship, this article is organized as follows: we first discuss routing protocols and congestion-control mechanisms employed in contemporary packet-switched networks, not necessarily in networks operating at very high transmission rates. Then, following some basic definitions related to the topology component, we investigate the challenges posed by the Gb/s transmission rates. A later section is devoted to case studies which cover a number of contemporary design proposals. Conclusions and suggestions for further research are presented in the last section.
Routing Protocols I n a multihop packet-switching network, the function of the routing algorithm is to guide the packets through the communication subnet to their proper destinations. Different taxonomies of routing algorithms are possible, e.g., static vs. adaptive or centralized vs. distributed. Here we prefer to put them into two groups, namely, tablebased routing and self-routing. 4 The first class covers most of the traditional approaches that have been applied to many slow networks, including shortest path routing and optimal routing. Aside from other problems, as convergence delays proportional to the network diameter and susceptibility to oscillations, these algorithms are computationally expensive and require a substantial amount of bookkeeping and periodic transmission of status information among the nodes. In the case of self-routing, the routing decision is solely made based on information extracted from the packet's header, typically the destination address. Most of the multiprocessor interconnection networks use this scheme (e.g., shuffle-exchange networks, hypercubes, data manipulator networks, Benes networks, and Clos networks). Another well-known example that can be included in this category is flooding. This classification groups the routing algorithms according to the complexity of the routing decisions and, consequently, to the speed at which packet switching can be carried out. Another important factor affecting the switching speed is the organization of buffers for storing transient packets. When there are no buffers at all, purely photonic switching becomes feasible, and E/O and O/E (electronic-to-optic and opticto-electronic) conversions can be avoided. However, the photonic switching technology is still in its infancy and for the time being is not a practical alternative to its electronic counterpart (see [4] ).
Table-Based Routing
In this category of routing schemes, upon a packet arrival at an intermediate node, the node consults a table to select the outgoing link on which the packet is to be forwarded. Although the location of the routing tables, the way they are maintained, and the information contained within them may differ from one implementation to another, some common characteristics are shared by all solutions that fit into this class:
• In most applications, the routing table contains an entry for every destination, indicating the output link appropriate for a packet addressed to that destination. Therefore, the table size increases with the network size and can be large for a network with many nodes. • For practical reasons (e.g., to cope with congestion and to bypass faulty links or nodes), entries in the routing tables need to be updated. Therefore, some network capacity must be allocated to the extra traffic that disseminates status information, reducing the capacity available to the users. The problem of large routing tables in networks consisting of a huge number of stations can be alleviated by introducing domains, each domain representing a cluster of closely-located stations which appear (almost) equally distant from a sufficiently remote location. From the point of view of such a location, it may be appropriate to route all packets addressed to the domain in the same way, effectively treating the domain 3 According to the OSI terminology. 4 Also known as header routing. as if it were a single station. This approach requires a hierarchical structure of the destination address. Otherwise, lookup tables are needed to identify the domains, which may reduce or even nullify the potential savings.
Shortest-path Routing -The basic premise of a routing scheme from this class is to have at every switch a unique mapping of the destinations to the output links. Given a destination address extracted from the header of an incoming packet, the switch selects the output link that offers the "shortest path" to the destination. The notion of length may be static, i.e., it may reflect the propagation distance, the number of hops (intermediate switches), and the nominal link capacities, but it may also account for the perceived congestion level of the links. In the latter case, the shortest paths are determined dynamically and the routing algorithm can adapt itself to variable traffic conditions.
Regardless of the criteria determining the path length used in selecting the output link suitable for a given destination, all shortest-path schemes are essentially based on global topological knowledge of the network. This knowledge is represented by the list of all nodes and their interconnections (the network graph) with a cost assigned to every link [5] . One can see both centralized (as in TYMNET) or distributed (as in ARPANET) techniques of representing this knowledge; however, every node must have access to its locally and momentarily relevant portion to be able to make routing decisions. TYMNET uses virtual circuits and the shortest path calculations are performed by a special node called the supervisor. The supervisor also decides upon the path to be used by a virtual circuit. The intermediate nodes are notified about the path by a needle packet that travels from the source to the destination threading the virtual circuit along its way, with the data packets trailing behind. The shortest-path calculation algorithm used by the supervisor is a modified version of Floyd's algorithm [5] .
In contrast, ARPANET employs a distributed approach in which every node maintains its own data base and carries out the shortest path calculations taking itself as the source. The original algorithm, based on the Bellman-Ford method, was implemented in 1969. 5 It has been modified twice since then, in 1979 and 1987, due to problems caused by oscillations. The latest modification was warranted by the increased traffic load, which once again lead to severe oscillations. The latest algorithm is still prone to oscillations, but not nearly as much as the first one [6] . The details of these algorithms can be found in [7] .
The common drawback of all shortest-path algorithms is the use of only one path per sourcedestination pair and their poor adaptability to abrupt traffic shifts, which is further limited by their inherent susceptibility to oscillations [6] .
Optimal Routing -Optimal routing is based on the theory of optimal multi-commodity flows. Assume that Z ij (r) is a function that gives the cost of transmitting data at rate r (which may be viewed as the percentage of the link utilization) through link ij. Now, the routing problem can be viewed as an optimization problem: the routing decisions should minimize the cost of resolving the offered load. 6 Most commonly used cost functions are related to link capacities and the amount of traffic carried by each link which is viewed as a flow.
The basic goal, i.e., optimal routing, is not always attainable solely by optimizing the average levels of link traffic. Theoretically, there exist more effective alternatives (e.g., ones that take queue lengths into consideration as well), but they are impractical due to the overhead and large delays involved in the exchange of the queue length information among the nodes [11] .
For example, optimal routing in the CODEX network is based on the following cost function: (1) where C ij is the link capacity, F ij is the data rate of the link and d ij is the processing and propagation delay. CODEX uses virtual circuits for user traffic and datagrams for its own system messages. Every node monitors some parameters of its adjacent links and periodically broadcasts them to all other nodes. The above formula applies to the case when all links are of the same priority. For multiple priorities and other details see [11] and the references in that book.
Self Routing
In this class we put all routing techniques that either avoid routing tables completely or use static, possibly incomplete, routing tables which are seldom (or never) updated during the normal operation of the network. With self routing, a switch accepting an incoming packet is able to determine its fate locally without consulting the network's data base in its centralized or distributed form. The price paid for the simplicity of the routing algorithm is its suboptimal character. The gain is in the low cost of routing, the simplicity of the switch, and the absence of administrative traffic in the network.
Networks with Regular Topologies -If the network forms a regular grid with a simple repetitive structure, then every switch may be able to de-facto "know" the configuration of the entire network without resorting to a data structure describing the individual locations of all stations. Networks with highly regular topologies commonly occur as interconnection backplanes for multiprocessor systems. 7 Interconnection networks can be constructed from a single stage of switches or from multiple stages of switches. In a single-stage network, packets may have to pass through the switches several times before reaching their destinations. Therefore, singlestage networks are sometimes called recirculating networks and the subsequent passes of the same packet through the stage of switches are called recirculations. The number of recirculations depends on the connectivity. Generally, the higher the connectivity the smaller the number of recirculations. Typically, in a multi-stage network, one pass through the multiple stages of switches is sufficient to deliver a packet to its destination [12] . A survey of switching techniques in highspeed interconnection networks can be found in [13, 14] . On a larger geographical scale, the regularity in the network topology is taken advantage of in the Manhattan-street network (MSN), which is a single-stage solution. 8 Although originally proposed to cover metropolitan areas, MSNs can also be used as interconnection networks.
Interconnection networks have been studied extensively in the literature, mostly owing to their applications in distributed computing. Several books are available on this subject, e.g., [15] [16] [17] [18] as well as survey papers [12, [19] [20] [21] . MSNs were introduced by Maxemchuk [22] and since then they have been extensively studied by Maxemchuk [23] [24] [25] and other authors [26, 27] . Later, we discuss hypercubes, shuffle networks, and MSNs.
F l o o d i n g N e t w o r k s -
Another simplistic approach to routing is flooding which, in its purest sense, means that an incoming packet is forwarded on every outgoing link except the one it arrived on [11] . The outstanding qualities of flooding can be summarized as follows:
• The approach is highly robust, in case of link failures. As long as the network graph is not disconnected, packets always make it to their destinations. If the network is richly connected, flooding makes excellent use of alternative routes.
• Error recovery at the destination is simplified by the availability of extra copies of the same packet.
• No routing tables (or other data structures representing the network configuration) are required. Thus, network modifications can be made on a live network. • The scheme is suitable for all topologies, possibly very irregular ones. Consequently, the network is easily expandable.
• Flooding automatically chooses the shortest path (since it chooses every possible path in parallel).
• It is simple to implement and introduces less processing overhead than any other routing scheme.
The most important weakness of flooding is that packets may loop and, as a result, unlimited numbers of copies of a single packet can crop up in the network. Therefore, some countermeasures to choke this process are necessary for the approach to be useful. In general, flooding is considered to be more useful in broadcasting rather than one-to-one communication. Even in networks based on sophisticated routing methods, flooding is occasionally used as a simple broadcasting technique, e.g., to disseminate various components of the network data base among individual stations. ARPANET uses flooding to broadcast periodic status information to the nodes. In a later section, we will discuss some flooding-based designs.
Congestion Control
C ongestion is the network state where, because of mismanagement (e.g., improper access and routing), excessive requests, or faults, the demand for resources exceeds their availability [28] . When this happens, the queues at bottleneck nodes grow indefinitely and eventually exceed the available buffer space. Consequently, some packets will have to be discarded and later retransmitted, thereby wasting communication resources and feeding back the congestion. It is thus necessary to prevent excess traffic from entering the network.
A special (local) case of congestion is when due to a speed disparity and/or temporary unavailability of resources, one receiver cannot accept the incoming flow. Should this happen, the sender must be made aware of the situation as soon as possible and either adjust its speed or abstain from further transmissions which are bound to be rejected.
Congestion control is a dynamic problem and cannot be solved with static mechanisms alone. It is also a difficult problem to solve due to the following requirements that must be fulfilled by a good solution [29] :
• The scheme must have a low overhead and should not offer new traffic to the network during congestion.
• The scheme must be fair so that during the congestion the available resources are allocated fairly. 9 • The method must be responsive. Due to the highly dynamic nature of the network, the resource availability profile changes very rapidly. The congestion-control procedure should be agile enough so that the demand curve can follow the capacity curve very closely.
• The procedure must be robust so that it can function effectively under unfavorable conditions (e.g., poor availability of network resources at the time of congestion).
• The scheme must be socially optimal. That is, it should optimize the performance of the entire network, as opposed to considering each user in isolation.
No single classification of congestion-control techniques will satisfy everybody, as the criteria that can be used for classification are often orthogonal and reflect the point of view of the researcher. One can naturally consider the following attributes of a congestion-control scheme:
• Preventive vs. reactive character of the methodPreventive schemes try to avoid congestion and reactive ones try do something about it, once it occurs.
• The OSI layer in which the scheme is implemented -for example, schemes operating in the transport layer involve the end-points of a data path and are global in nature, whereas datalink schemes take care of local congestion, e.g., resulting from incompatible transmission rates of two immediate neighbors.
• Feedback-based vs. feedback-free character of the scheme -generally, the attractiveness of feedback-based techniques decreases with the increasing transmission rate of the network and/or its geographical size. Feedback-free schemes are usually rate-based, i.e., they try to allocate some portion of the network's global rate to every data path and confine each sender to this portion.
• Guaranteed-delivery schemes vs. schemes that admit packet loss during congestion. 
Window-Based Schemes
Consider the class of window-based schemes [29] which require the recipient to adjust the window size 10 of the sender by sending feedback signals. According to the above classification, window-based control techniques are reactive in nature and based on feedback. However, they can be implemented in any of the three relevant OSI layers, 11 be loss-less (if the amount of reserved buffer space accounts for the maximum feedback delay), or occasionally lose packets and force their retransmission. Window-based schemes have been used in a number of slow networks, ARPANET, TYMNET, SNA, and CODEX, to name a few. In networks that are not very fast, this approach is particularly popular and effective for preventing local congestion (in the sense mentioned above), i.e., for matching the source speed to the processing speed of the destination in a point-to-point scenario (e.g., in the data-link layer). The applicability of window-based flow-control schemes to high-speed networks is addressed in a number of references [30, 31] . The problems associated with this approach mostly stem from the large normalized propagation delays across the network, which render the feedback information obsolete and useless. Window-based schemes are also very slow to adapt to changing load patterns and they are only effective for congestion scenarios that last for several roundtrip delays.
Acceptance-Level Schemes
In high-speed networks, flow-control mechanisms have to be more preventive than reactive because, in order to react, the involved parties must exchange status information across the large normalized diameter of the network. Most of the contemporary designs or proposals 12 prevent congestion by exercising flow control at two levels. First, at the circuit-setup level (call-acceptance level, according to the ATM terminology) whether the new data stream can be accommodated within the network, considering its present load, is checked. According to our classification, such schemes operate in the transport layer and their primary role is to prevent excess traffic from entering the network, thus avoiding longterm congestion. The user is requested to submit indicators specifying the extent and quality of service demanded from the network. Typical examples are the declaration of the peak rate, the minimum throughput demanded in case of congestion, or some parameters describing the burstiness of the traffic (e.g., peak rate, average rate, and maximum burst size [32] ). Regardless of the specific details of the individual designs, the bottom line is the necessity for the user to have a "contract" with the network before being able to proceed with the transmission. After the call/session/flow has been accepted by the network (using ATM terminology, we will say that the virtual path has been established), the responsibility of monitoring the user's adherence to the declared parameters is carried out at the packet (cell) level. Owing to the statistical and essentially unpredictable nature of the data flow, this task is anything but trivial.
The bulk of all research in ATM networks is currently devoted to admission control and bandwidth allocation.
Grades of Service
In the face of the fact that the proportion of multimedia traffic in contemporary networks is already significant, and is going to increase substantially in the near future, it makes sense to consider the concept of "service grade" in the context of congestion-control policies. A multimedia application may be willing to accept a reduced bandwidth for its connection (and operate at a lower quality of service) rather than receive no service at all based on the original quality specification. For example, if there is no bandwidth at the moment to accept a videophone call, the customer may downgrade the request to a regular voice connection. But even within the domain of video traffic (e.g., tele-conferencing), one can think of several grades of service lower grades offering lower quality of the picture. The grade-of-service approach applies both at the connection-setup level and at the level of allocating bandwidth for individual packets (cells) relayed by a switch. A call can be admitted at a high quality of service and later downgraded, if the switch cannot deliver the high-quality service due to congestion. The user's contract with the network becomes now flexible, within the limits of user's willingness to put up with service deterioration. The algorithm for allocating bandwidth to multiple data streams handled by the switch at any given moment must take into account the possibility of reducing the effective bandwidth assigned to flexible connections. This complicates the optimization problem to be solved by the switch [33] . Note that a reduction in the quality of service implies a reduction in the cost of the connection both in terms of network resources and the charge to the user's account. Besides offering a reasonable service to its customers the network should also maximize its revenue; the optimization problem must be parameterized by both cost components. The issue of flexible bandwidth allocation along the lines suggested above was investigated to some extent in [34] and [35] . In [33] , the problem is analyzed in depth and several allocation policies are proposed and compared.
Rate-Based Schemes
Current trends in preventive flow control seem to be towards rate-based mechanisms [29] . A well known rate-based control technique is the leaky bucket scheme [36] . It is a mechanism for policing the negotiated transmission rate, which is translated into the size of a virtual bucket allocated to the session. This bucket is filled by incoming packets, which may arrive spontaneously, and is emptied (leaks) at the negotiated constant rate. 13 Packets arriving when the bucket is full are discarded. Leaky bucket is basically a packet policing scheme that exercises control at an entry point to the network. Note that its virtue is not in guaranteeing a lossless connection at the negotiated rate, but rather in a simple means of enforcing the negotiated rate and indicating (and eliminating) the packets that violate a user's contract with the network. 10 The number of packets that can be outstanding in the network at a time. 11 i.e., data-link, network, and transport. 12 Including those aimed at ATM networks. According to our classification, leaky bucket is a preventive technique, operates in the transport layer (buckets are allocated on a per-connection basis), is not based on feedback, and admits packet loss. Various forms of the leaky bucket scheme have been proposed in the literature. One variation of this technique [31] deals with two categories of packets which are marked by the source as green or red. Green packets are transmitted at the rate negotiated during the call setup. Red packets represent the rate in excess of the contract and are handled differently at the intermediate nodes, according to the availability of resources. In particular, they can be dropped in case of congestion. The basic idea is to convey more important or losssensitive data using green packets.
Another rate-based control technique, dubbed virtual clock, was proposed as part of the Flow Network design [37] . The network extends guaranteed service to its users, but the users are expected to specify their bandwidth requirements. A bandwidth specification consists of two components: the average rate at which packets will be submitted to the network and the time interval over which the measured average should match the declared value. The technique attempts to model time-division multiplexing (TDM) of the network resources among the multiple data paths (dubbed flows in the design), but, unlike the traditional TDM schemes, it accounts for the variability of packet arrivals within each path. Therefore, the multiplexing is carried out based on virtual time, in which the arriving packets are assumed to be equally spaced. The scheme guarantees lossless packet delivery as long as the observed average data rate of a flow measured over the declared interval does not exceed the value specified when the connection was set up. A flow violating its contract receives poor service and its packets are either placed at the end of the service queues or dropped. Functionally, the method resembles leaky-bucket policing (and it fits into the same category in our classification), but is more flexible. Besides the average rate, the user is able to specify the burstiness of the traffic. 14 The call is admitted or rejected based on these two specifications combined.
Local Schemes
Congestion-control schemes operating locally (in the data-link layer) tend to be simpler and less expensive in terms of negotiation delays than connection based techniques. In very high-speed networks, these delays are more pronounced and practically restrict the applicability of the solutions operating in the transport layer to connection-oriented sessions of a non-trivial duration. Datagram traffic is often handled differently. For example, in the Flow Network, a portion of network resources is set aside and reserved for datagrams. The network offers the best-effort service to datagram traffic, within the limitation of the pre-allocated resource pool.
Many simple switching techniques (e.g., self routing without intermediate buffering) accompanied by simple routing rules (e.g., as in Manhattan-street or shuffle-exchange networks), offer natural means of avoiding local congestion and guarantee reasonable packet delivery on the global scale. These methods belong to the routing protocols (congestion is avoided as a byproduct of the routing rules) and will be discussed in a later section where we present a number of case studies. To hint at some other solution operating in the data-link/network layer, let us mention the design introduced in [38] . With the proposed solution, every switch is equipped with a neural arbiter which learns to make optimal routing decisions by adjusting the parameters of a set of fuzzy rules that determine the suitability of an output link for an incoming packet. Although the scope of the exercise discussed in [38] seems rather insignificant (a 4 x 4 MSN), the solution suggests an interesting approach to handling congestion in a large-scale high-speed network. Notably, the neural arbiter bases its decisions on local information: the contents of the packet header and the status of outgoing links. Another solution with a similar flavor aimed at the integration of ATM call admission and link capacity control can be found in [39] .
The issue of speed disparity between the communicating peers receives a special flavor in the context of internetworking. Connecting two networks with different transmission rates and different characterization of the traffic pattern at their gateways typically requires a non-trivial congestion resolution scheme. In [40] , the bottleneck situation at a gateway that connects a lower-speed LAN to a high-speed MAN is discussed and a flow-control scheme applicable to such a scenario is proposed. A study of packet loss in high-speed networks interconnecting conventional local area networks can be found in [41] .
Buffering Policies: Deflection vs. Store-and-Forward I t is possible for more than one incoming packet to opt for the same outgoing link at the same time. In such a case, the node has to decide what to do with the packet (or packets) that cannot be immediately relayed on their preferred links. Such a packet can be buffered until the link becomes available or it can be relayed on another (available) link along a sub-optimal path to the destination. In the latter case, we say that the packet has been deflected. Deflection routing is suitable for networks with limited or non-existent buffer space at the nodes. Generally, buffering transient packets at intermediate switches has a number of disadvantages which are amplified when the network operates at a very high transmission rate. The arguments in favor of eliminating buffers, or at least reducing their size to a minimum, can be stressed as follows:
•Networks with large (practically infinite) memory switches are as susceptible to congestion as networks with low-memory switches. In the former case, the queuing delays can get so long that by the time the packets come out of the switch, most of them may have been already retransmitted by the higher layers due to timeouts. In fact, too much memory is more harmful than too little memory, since the packets or their retransmissions have to be dropped after they have consumed precious network resources [29] .
•Due to the nature of real-time applications which are characterized by stringent delay requirements, long buffers should be avoided, at least for this particular group of users.
•Elimination of buffers can speed up switching significantly so that the process can follow the link speed as closely as possible. Particularly, all electronic components can be removed from the switch and replaced with their optic equivalents that can operate at the link speed by avoiding E/O and O/E conversions. Buffer-based contention resolution without resorting to E/O conversions seems to be very difficult at the current level of technology and requires cumbersome optical delay lines [4] .
It is obvious that deflection causes some packets to traverse longer paths. Furthermore, unless some countermeasures are taken, it is possible for a packet to travel indefinitely. In general, it can be said that if the probability of deflection at every intermediate node is equal to 1/2 or greater, deflection routing is not a good alternative to buffer-based contention resolution schemes. The problem can be presented as the socalled Gambler's Ruin problem. Suppose that at a given instant a packet is at half-way distance to its destination and still has d/2 hops to cover. In other words, it has some money (d/2, the distance it has already covered) and it needs as much more to finish the game (to reach its destination) as opposed to going bankrupt (being pushed d hops away from its destination again, equivalent to going back to the position where it started). At every node it rolls a dice (competes with other packets for a particular link) and loses with a certain probability p d . If it wins (and is not deflected), it gets closer to the destination by one hop. Otherwise, the remaining distance increases by the penalty of deflection. In general, the deflection penalty is at least 2. For example, in ShuffleNet, an undeflected packet can gain only one step in the right direction while losing k (the binary logarithm of the number of nodes) in case of deflection. The probability of deflection (p d ) can be decreased in the following ways:
• Keeping the offered load below the saturation threshold of the network at a level that guarantees few contentions.
• Choosing a network topology that offers multiple shortest paths or at least many paths that are only marginally worse than the shortest path.
• Giving priority to the packets that are closer to their destinations (reducing the relative impact of the deflection penalty).
• Giving priority to the packets that have been previously deflected. This approach attempts to balance the number of deflections suffered by a single packet in a congested network.
• Giving priority to the packets that have spent the longest time in the network. This solution is similar to the previous one, but it also accounts for the propagation distance traveled by a packet.
• Buffering the packets that are to be deflected for a short amount of time (e.g., until the next round) to give them another chance, as opposed to diverting them from their course immediately.
• Discarding the packets that have exceeded a certain hop count limit. Such packets stand a good chance of being obsolete and they unnecessarily compete with other packets, possibly causing them to deflect. Undeniably, deflection routing can cause some deterioration in the performance of the network compared to its store-and-forward version with the same geometry. In [42] a comparative analysis is presented for ShuffleNet with p = 2. 15 The study shows that the maximum throughput achievable by the network operating under deflection routing can be substantially lower than that achieved by its store-and-forward counterpart, with the difference becoming bigger for a larger number of nodes. Nonetheless, even large deflection-based networks with several thousand nodes are able to achieve no less than 25 percent of the throughput attainable by their store-and-forward analogs with unlimited buffers.
The most painful disadvantage of deflection, as opposed to store-and-forward routing, seems to be the inherent unpredictability of delays of individual packets belonging to the same higher-level message. Although in many solutions based on the store-and-forward approach (including ATM networks), the delays of individual packets may also vary substantially, at least these solutions are capable of preserving the ordering of packets upon their arrival at the destination. Most people believe that the inherent inability of deflection-based routing schemes to deliver packets "in order" renders them unsuitable for "serious" applications in connection-oriented environments. We will return to this issue in the concluding section.
Topology
T opological properties of a network can be examined separately from the routing and congestion-control mechanisms and can provide clues regarding the suitability of different choices in the design of the routing scheme. They are also directly related to the maximum throughput achievable by the network and to its resistance to faults.
According to their topologies, networks can be grouped into two broad categories: point-to-point networks and broadcast networks. 16 A broadcast network employs a single channel accessed by all nodes. A node willing to transmit a packet must follow some rules to reserve the channel. Every single transmission propagates to all stations in the network and, in particular, it reaches the intended recipient. For the reasons mentioned in the introduction, broadcast networks are not good candidates for large high-speed networks, unless the vast majority of the traffic is indeed of a broadcast nature. But even then, the methods of accessing and reserving broadcast channels tend to incur overheads proportional to the propagation length of the channel. Consequently, the impact of the access overhead will grow with the increasing transmission rate of the network and/or its geographical diameter.
In a point-to-point network, a single channel connects one pair of nodes and is typically used for transfers in one direction. 17 there is no need to arbitrate channel access. Due to the high (quadratic) cost of providing a direct link from every node to all other nodes, in most networks of a non-trivial size a node is connected directly to a subset of nodes. Connections are made in such a way that between any given pair of nodes there is at least one path in each direction. By a path we mean a collection of node-to-node links connecting a given source to a given destination. In this structure, a packet needs to be relayed from node to node to reach its ultimate recipient. If a given node has more than one outgoing link, it must make routing decisions, i.e., for every incoming packet it must decide on which outgoing link the packet will be relayed.
The number of nodes that perform routing tasks along a given path is called the hop count of the path. Note that, according to our definition, the hop count of a path can be different from the number of nodes that the path passes through. This happens if the path includes repeaters, i.e., nodes with a fixed assignment of the input links to the output links. Generally, the situation may not be so simple as a node appearing as a repeater for one packet may appear as a routing switch for another. 18 We will say that a given node contributes to the hop count of a packet, if the node has actually made a routing decision determining the fate of the packet, i.e., the packet could have followed another path forking at the node in question.
For obvious reasons of efficiency, a routing node typically tries to relay packets along paths of minimum delay (i.e., the shortest paths) leading to their destinations. The determination of the shortest path is related to the costs assigned to the links. In most cases (see the section on congestion control), the cost of a link is determined by its nominal capacity, its length, and its current congestion level. If we assume that all links are of the same capacity a n d t h e s a m e ( o r c o m p a r a b l e ) length, and if we ignore the congestion component of the link cost, then the shortest path is also the path with the minimum hop count.
In some cases, when the network topology is highly irregular, its properties can be fully described only by specifying the complete network graph together with the parameters of its edges. Generally, one can get some idea as to the expected behavior of a network by looking at the following global parameters:
The network size (denoted by N) defined as the number of nodes in the network.
The network diameter (denoted by D) defined as follows:
where p ij stands for the minimum number of hops separating nodes S i and S j . According to the above formula, D gives the maximum of all shortest path lengths over all pairs of nodes. One interesting characterization of this parameter is its dependence on the network size N (e.g., logarithmic vs. linear).
The average hop count ( -h) the average length of a shortest path taken over all pairs of nodes. This parameter is calculated as follows: (3) where 1 £ i; j £ N and i π j.
The degree of connectivity gives the number of incoming and outgoing links connected to one node. If all nodes have the same degree of connectivity we say that the network topology is regular. Such a network is also referred to as p-connected where p is equal to the in/out degree of a node. For some interconnection patterns the degree of connectivity has to be increased as the network size grows.
One more simple numerical parameter of a network, which isn't strictly topological in nature (although it depends primarily on the topology), is the deflection penalty. Defined with respect to the routing algorithm, this parameter gives the least upper bound on the number of hops that a single deflection adds to the packet's path on its way to the destination. Sometimes the deflection penalty can be defined without explicit reference to the routing scheme as the girth (the length of the shortest cycle, if any) of the network graph. This is the case when any packet can be potentially relayed on any outgoing link of a node (i.e., the routing algorithm potentially explores all paths in the network graph).
The topological properties of a network are directly related to its maximum achievable throughput (U). If all links are of the same capacity and length, meaning that a packet traverses one link within one unit of time, then -h gives the sojourn time per packet, i.e., the mean amount of time a packet must spend in the network before reaching its destination. In other words, -h gives the average cost per packet transmission in terms of time and/or the number of links that must be visited by the packet. If the network is symmetric, all links are of the same capacity, the amount of buffer space at a node is infinite (i.e., packets are never lost and they always travel along the shortest paths), the traffic is uniformly distributed, and the packet generation rate is the same for all nodes, then the relationship between h and U can be expressed as follows: (4) Although some of the prerequisites to formula 4 are not very realistic, the formula can be used to estimate the maximum throughput of various realistic networks. Generally, the larger the network, the more the small irregularities in the network topology tend to cancel out statistically. One can argue that the assumption about the uniform distribution of traffic does not hold in a large network, due to the presence of local communities of interest. In such a case, some simple biased distributions can be considered [43, 44] which only slightly complicate the above formula.
Useful as it is, formula 4 has its limitations. Although it says that networks with lower values of -h should achieve a better throughput than networks with longer shortest paths, it has been reported that some semi-random or random topologies with lower hop counts yield signifi- cantly poorer throughput compared to regular networks with higher values of -h [45, 46] . This is not surprising since the fairness and regularity of the topology, as well as the variance of -h perceived by different nodes have their own merits which should be carefully considered prior to a meaningful evaluation.
Gb/s Networks and New Challenges
I n this section, we will investigate the fundamental issues that render the Gb/s networks different from their slower counterparts and discuss their implications on the design of the network topology, routing schemes, and congestioncontrol mechanisms. We choose to group these issues into two categories:
Processing Bottleneck -In a packet switching network, the time required to make a routing decision cannot be longer than a single packet's transmission time. Otherwise, the system becomes unstable since the ratio r = l/m of the arrival rate l to the service rate m at a node becomes greater than 1 and queue lengths grow indefinitely. Assuming the 53-byte cell length 20 of ATM networks and the transmission rate of 1 Gb/s, a node has at most 424 ns to complete the following tasks for every packet arrival:
• Selecting the appropriate output link on which the packet should be relayed. This is accomplished either by using the routing information contained in the packet header or by consulting a table which is usually indexed by the destination address.
• Resolving a possible contention in such a way that the network performance (according to the routing criteria) is optimized. A deflection-routing scheme can be synchronous, when multiple packets (slots) arrive at a switch at the same time and their fate is determined globally in a single compound routing decision [23, 47] , or asynchronous, when packets are treated individually and relayed on whatever outgoing links are available at the time of their arrival [44] . With the synchronous approach, the routing decisions can be more intelligent because more options are available when they are being made. However, the incoming slots must be aligned prior to the decision which complicates the switch design and may require backpressure mechanisms if the network is large. A natural objective of a synchronous routing scheme is to fulfill the demands of as many packets as possible, e.g., by minimizing the overall deflection penalty. For a switch with non-trivial connectivity, the best decision can only be arrived at by solving a difficult optimization problem. Although, due to the discrete and limited set of parameters, there are always ways of solving this problem in a fast way (by resorting to lookup tables), the amount of storage required to represent the needed data as well as the access techniques required to retrieve those data on-line may pose serious implementation problems.
In a node with the connectivity degree of p, p incoming packets can be assigned to p outgoing links in p! ways. With a store-and-forward approach the situation is even worse: multiple incoming packets can be directed to the same outgoing link, which gives p p possible assignments. Table 1 illustrates the scope of the problem space for a few typical connectivity degrees.
Multiple priority levels may further contribute to the cost. Similar problems are encountered in telephone networks and multiprocessor interconnection networks. Most of the proposed solutions are heuristic in nature.
In this regard, structures with low connectivity degrees have better chances for realistic optimal implementations. Additionally, regular topologies with many alternative shortest paths between every pair of nodes may reduce the size of the routing problem by grouping large classes of solutions into clusters with the same rank. As pointed out in [44] , small departures from the optimality of routing decisions may have no visible impact on network performance, yet they may significantly reduce the complexity of the routing problem. Moreover, by selecting one of equally-ranked alternatives in a nondeterministic way, the routing scheme reduces the likelihood of a livelock [25] .
Alternatively, one can opt for asynchronous routing. With this approach, when a packet arrives at a switch, it is relayed on the most suitable from the currently available outgoing links. This idea works poorly in networks with low connectivity. To see the problem, imagine that a packet arrives at an idle 2-connected switch. Suppose that the packet prefers no specific output link, so the switch is free to select one of the two links at random. Now, while the packet is retransmitted, another packet arrives and prefers the busy link. Clearly, the new packet must be deflected, but it could have been relayed according to its preference, had the decision regarding the first packet been delayed until the second packet was available. One can easily imagine how this scenario could evolve into a situation in which packets arriving at the switch continuously on both incoming links are indefinitely deflected because they keep arriving "out of phase" and every new packet finds its preferred link busy. However, when the connectivity degree is high (e.g., 8 or 16), asynchronous routing may be a viable alternative to the synchronous approach. Note that besides enormously reducing the complexity of routing decisions, asynchronous routing schemes eliminate the need for slot alignment and can handle packets of variable length. In [44] the reader will find the performance study of a prototype gigabit network based on asynchronous deflection.
Dominating Propagation Delays -
The propagation latency of channels resulting from the finite s speed of electro-magnetic signals in the media is amplified by high transmission rates. In [30] , this relationship is described by the parameter a which is defined as follows: Table 2 lists the values of a for a few typical channel types (the fiber link is assumed to connect two points across the continental United States), for the packet length of 1000 bits.
The value of a tells how many packets can be pumped into one end of the link before the first bit of the first packet appears at the other end. The large value of a for high-speed channels is the source of numerous problems encountered not only in routing and flow control, but also at the application level.
Impacts on Topological Design
Due to high installation and maintenance costs, it is reasonable to expect that real-life MANs and WANs will be deployed with some optimization criteria in mind. Taking into account that the propagation time on the links is the major contributor to packet delays, it is desirable to minimize the total cable length needed to connect the network. The relevant geometric problem of connecting n given points in the plane with a set of shortest possible lines is known as the Euclidean minimum spanning tree problem [48] . One way to solve this problem is to build a complete graph with n(n -1)/2 undirected edges, which are weighted according to the distance 21 between the vertices. Next, one can apply a minimum spanning tree (MST) construction algorithm to select the smallest subset of edges that connect the graph. All links in the network can then be laid along these edges.
Sometimes it is possible to improve upon the result produced by the above method by introducing additional (artificial) vertices to the graph, which do not correspond to any nodes in the network [50] . The extra vertices are referred to as the Steiner points and it can be proved that for any n points to be spanned there exists a minimum-length Steiner tree that contains no more than (n -2) Steiner points. It is also conjectured that the cost of the minimum spanning tree (based on the original collection of nodes) is no more than (2√ -3 ) times higher than the cost of the minimum-length Euclidean Steiner tree [51] . However, the problem of building the minimum Steiner tree for a given collection of points is NP-complete [52] . It has been expressed in many forms and a catalog of its different formulations can be found in [53] . The most efficient known heuristic [54] [51] .
The optimal physical configuration of a network in terms of its total cable span may be incompatible with the requirements of the routing algorithm, which may be based on the assumption that the network topology is highly regular (e.g., as in ShuffleNet). In order to retain the advantages of regular interconnection networks, embedding a virtual topology into a given physical topology can be considered. One way of achieving this is by resorting to wavelength division multiplexing (WDM), which carves the bandwidth offered by the optical fiber into a number of smaller chunks and assigns them on a wavelength basis to the nodes. A wavelength can be assigned to a transmitter-receiver pair (producing a virtual point-to-point link) or it can be shared by a group of transmitters and receivers. The latter approach is particularly useful for describing virtual topologies that can formally be defined only for certain "round" numbers of nodes (e.g., ShuffleNet or a hypercube). By dedicating a wavelength to a specific subnet (e.g., a plane in the hypercube), one can reserve the virtual links needed in the complete structure without connecting them to the actual nodes which may be absent. This way, incomplete configurations can be built and later expanded in an incremental way. The advocates of this approach claim that changes in the virtual topology can be carried out dynamically to follow the observed changes in the traffic pattern. Thus, the network can adapt its topology to the traffic conditions in a way that maximizes its performance. Details of WDM can be found in [49, [55] [56] [57] [58] [59] [60] [61] . These studies raise the following two problems:
•The embeddings of the hypercube and ShuffleNet are discussed in [55] and [49] , respectively. However, the efficient bit-controlled routing algorithms developed for these networks are solely concerned with minimizing the number of hops and ignore the lengths of the links. In other words, the dominating propagation delays are excluded from the scope of the routing criteria. Consequently, the minimization of the hop count does not imply the minimization of the delay. A remedy is suggested in [55] which consists of assigning the wavelengths in a fashion that minimizes the physical lengths of the virtual connections. However, the authors point out that the related subproblems of network configuration, namely: 1) the mapping of the nodes in the physical topology to the nodes in the virtual topology, 2) the mapping of the edges in the physical topology to the edges in the virtual topology, 3) the allocation of the wavelengths to edges, are all expected to be NP-hard as the search space grows at least as fast as N! Consequently, effective heuristics are in demand.
•The other problem is related to the cost of the routing procedure. In [57] , the total network throughput of ShuffleNet is improved by modifying the topology such that the largest flow on any link is minimized. The throughput improvement ranges from 6.8 percent for the quasi-uniform traffic matrix to 24.3 percent for the ring-type s traffic
supposed to function on the modified topology. It seems that the gain in flexibility is paid by re-introducing large routing tables into the network and increasing the cost of the routing algorithm.
The dynamic reconfiguration of virtual topologies based on the changes in the observed traffic pattern is too tempting to be rejected because of the difficulties mentioned above. It seems that the issue should be addressed in the context of the routing schemes that were originally designed for static topologies with physical, rather than virtual, regularities. Perhaps a good solution can be arrived at by designing special routing schemes that would inherently assume the dynamic nature of the network topology.
Impacts on Routing Protocol Design
Most routing protocols that were proposed for large and slow networks are based on variants of shortest-path or least-cost algorithms [11] . From a theoretical standpoint, the routing problem can be viewed as an optimization problem. Optimal routing is shown to be formally equivalent to optimal flow control [11] . Consequently, the optimality criteria and algorithms developed for the latter are applicable to the former. Given a specific cost function, optimal routing can be achieved at least in principle. One can always argue, however, whether the optimality criteria well reflect network goals, i.e., whether the optimal behavior of the network according to those criteria appears also optimal (in the informal sense) to the users.
The cost function typically associates each link with a certain value that is adjusted dynamically according to the varying load of the link. In the simplest case, the function returns one of two values indicating whether the link is available at the moment or used to relay a packet. In a global optimization scheme, the suitability of a link to relay a packet addressed to a given destination is affected by the status of the remaining components of the packet's path, i.e., by the congestion level at the nodes separating the decision-making switch from the destination. The coordination of the status information among the nodes is achieved using a rather complex collection of algorithms that work more or less independently and yet support each other by exchanging information or services. This approach presents serious drawbacks for gigabit networks. In [62] , six performance measures are proposed that can be used to compare routing algorithms operating in a decentralized fashion, The first and the most important measure is the speed of response: "This measure is obviously extremely important in dynamic environments since the speed of response must be faster than the rate of change of network topology. Otherwise convergence will not occur and the routing algorithm will be useless."
Regarding flow based methods, in [11] it is stated that: "Implicit in flow models is the assumption that the statistics of the traffic entering
In other words, any relevant changes that affect the traffic patterns in the network should be closely followed by the corresponding updates in the routing information available at individual nodes. The time interval between the changes must allow for the update information to propagate to the involved nodes, for the nodes to calculate a new optimum state, and for the network (specifically its users) to benefit from the reaction of the routing algorithm to the requirements of the new state.
In a gigabit network, owing to large a, the gap mentioned above may be one or two orders of magnitude larger than the actual duration of a typical transition from one traffic pattern to another. For example, to transmit a 1 MB file across a LAN (see Table 1 ) one can negotiate all the resources needed for this transfer in advance, which will take a tiny fraction of the time needed to transmit the first packet of the file. On the other hand, when the file is to be sent through a 1 Gb/s network spanning the area of continental United States, the amount of time required to announce the transfer to all the nodes that may be involved in it is almost twice as large as the amount of time needed to pump the file into the network by the source. Of course, to this we need to add the amount of time needed for the feedback information to propagate across the network, as well as the time required by the switches to recalculate their routing parameters.
In the light of the above observation, a reasonable set of optimality criteria applicable to a gigabit network must account for the relatively short duration of many transient traffic episodes. Such episodes should not force distant nodes to renegotiate their routing criteria. Instead, those nodes should base their decisions on local criteria, possibly employing a policy of verifying the criteria against long-term patterns observed over extended periods of time.
Impacts on Congestion Control
In [31] the unsuitability of the conventional mechanisms based on end-to-end or hop-byhop windowing schemes for controlling congestion within high-speed networks is pointed out as follows:
•Window-based mechanisms typically rely on end-to-end exchange of control messages in order to regulate traffic flow. The control messages (sometimes with additional congestion information added by the intermediate nodes) are used as feedback by the source node to regulate its traffic. In high-speed networks, the propagation delays across the network typically dominate. Thus the feedback is usually outdated and any action the source takes is too late to resolve buffer overflows and avoid congestion. This argues for mechanisms that do not heavily rely on network feedback.
•It is also important that the congestioncontrol mechanisms operate at the speed of the communication link. For this reason, espe- cially in the case of hop-by-hop window-based mechanisms, computationally-intensive control schemes are less desirable than simple schemes that can be easily implemented in high-speed hardware.
•The nature of the traffic also affects the design of the congestion control. While data traffic can usually be slowed down in order to cope with network congestion, it is likely that the realtime nature of the traffic will require some level of bandwidth guarantee. Real-time traffic (e.g., voice, video) has an intrinsic rate determined by the external factors that are outside the control of the network. Typically this rate can be estimated by the network prior to the establishment of the connection. The ability to slow down such sources is usually very limited. However, the packet arrival process is stochastic, implying that there is no guarantee that over short periods the resource will keep to the specified average rate. In addition, the initial estimate of the rate may be incorrect.
The subject is also discussed in [29] , where the author draws attention to the basic principles of control theory. It is pointed out that no scheme can possibly solve a congestion problem that lasts shorter than the feedback delay needed to notify the offending parties and perceive their reaction. The author suggests a multi-level congestion control architecture for handling short-term and long-term congestion scenarios at different levels of the hierarchy.
Case Studies
I n this section, we discuss a few proposals for a high-speed network design that have appeared in the literature. Their common characteristics are the self routing capability and the ability to function with a limited buffer space at individual nodes. The latter also implies the compatibility with routing schemes based on deflection.
Hypercube
A complete hypercube consists of N = 2 n nodes which are numbered by n-bit binary numbers, from 0 to 2 n -1, interconnected in such a way that there is a link between two nodes if and only if the binary representations of their addresses differ in exactly one bit. Therefore, the nodal connectivity degree is n. The network diameter is also n, since this is the maximum number of binary positions on which two node addresses may differ. The distance between a pair of nodes is equal to the Hamming distance between their addresses expressed in binary format. The average hop distance is equal to half the diameter:
. The penalty of deflection is two since all connections are bidirectional and a hop that doesn't reduce the Hamming distance to the destination by one, increases it by one. Other topological properties of the hypercube are discussed in [63] .
A hypercube is a richly connected structure.
Although it is non-optimal in terms of diameter, it can deliver optimal performance when the traffic is uniformly distributed, even with very simple routing mechanisms. Routing in a hypercube can be performed as follows. At every intermediate node XOR is performed on the address of the current node and the destination address. The locations of 1s in the bit pattern representing the result indicate the preferred routes. Assume that the output links of every node s are numbered in such a way that link number i leads to the node whose binary address differs from the address of s on position i. The basic routing algorithm for the hypercube is given in [64] as follows (≈ represents the XOR operation):
•Compute: relativeaddr = currentaddr O + destinationaddr.
•Starting with the most significant bit of relativeaddr: let i be the bit number of first 1 in relativeaddr.
•Forward the packet on link i.
Numerous performance studies of hypercubes indicate that the structure is very suitable for deflection routing [44, [65] [66] [67] . Between two nodes, node(i) and node(j) with the Hamming distance of H(i, j) < n, there are H(i, j) nodedisjoint paths of length H(i, j). Furthermore, n different node-disjoint paths whose lengths are less than or equal to (H(i, j) + 2) are available [63] . Consequently, the average number of deflections suffered by a packet under uniform load is at most O(logn), regardless of the traffic intensity [66] . There are n unidirectional links in the network per node and a packet must traverse n/2 links on the average, limiting the maximum achievable throughput to two per node. 22 In [66] , it is demonstrated that even with the added penalty of deflection, a maximum throughput very close to two can be sustained.
Since the number of nodes in a hypercube must be a power of two, there are large gaps in the sizes of the system that can be built with this architecture. One solution to this problem can be found within WDM-based structures as suggested previously. Another possibility is to use incomplete hypercubes which are defined for an arbitrary number of nodes [64] . In an incomplete hypercube, node connectivity rules remain the same as before (i.e., link(i) connects two nodes whose addresses differ at the i-th bit position and nowhere else), but some of the links are missing. The basic routing algorithm has to be modified as follows (the modification is indicated in boldface):
•Compute: relativeaddr = currentaddr ≈ destinationaddr.
•Starting with the most significant bit of relativeaddr: let i be the bit number of first 1 in relativeaddr, where link i exists for the current node.
For an incomplete hypercube with N nodes, this algorithm offers the worst-case path length of
The main disadvantage of hypercubes is that their nodal connectivity degree increases (logarithmically) with the network size [68] . Consequently, hypercube networks cannot be scaled up without reorganizing the node structure.
Shuffle-Like (Minimum Diameter) Networks
As we pointed out previously, the network diameter D has a paramount impact on the maximum throughput achievable by the network. Thus, it is natural to consider designs that minimize D for a given number of nodes and degree of nodal connectivity. It is known that the minimum diameter D and the maximum connectivity degree p of a directed graph are related to each other in the following way:
If the equality holds, then it is said that the Moore bound is achieved and the graph is called a Moore graph. Note that for a directed Moore graph the lower bound on diameter is:
(7) and the average hop distance -h is bounded from below by [58] : (8) It is also known that there are no directed Moore graphs for nontrivial values of D and p [69] .
One of the best known family of graphs which come close to the Moore bound are de Bruijn graphs [70] . A directed de Bruijn graph with connectivity p and diameter D has N = D p nodes. A general class of graphs has been proposed by Imase and Itoh [71, 72, 73] which contains de Bruijn graphs as a subclass. The design procedure outlined in [71] produces graphs with the upper bound for arbitrary values of N and p. Another approach to constructing networks with low mean internodal distances, based on simulated annealing, can be found in [46] .
Shuffle-like networks provide mean internodal distances approaching the Moore limit [46] . However, these topologies are not defined for networks of arbitrary size. Figures 1-3 depict three shuffle-like networks with p = 2.
Shuffle-like networks based on de Bruijn graphs are defined when N is a power of the connectivity degree p. Figure 1 shows a special case of p = 2 and N = 2 3 in which node(i) is connected to node(2 * i mod N ) and node((2 * i + 1) mod N). In this network, even if the offered traffic is fully symmetric, the link loads are unbalanced [68] . This is due to the existence of self-loops 23 which carry no traffic. The maximum deflection penalty in a de Bruijn network is log p N + 1 since a packet can travel back to the point where it was deflected in at most log p N steps. Communication networks based on de Bruijn graphs are discussed in [74] [75] [76] .
The configuration shown in Fig. 2 is discussed in [24] and referred to as a shuffle-exchange network (SXN). The self-loops are eliminated by connecting nodes 0 and N -1 to each other. Although this network has the lowest -h among the three variations, no efficient routing algorithm that could explore these new connections is available and therefore they are only used in case of deflections or link failures.
Another variation on the shuffle theme was presented in [61] under the name of ShuffleNet and discussed further in [59, 60] . In ShuffleNet, N = kp k nodes are arranged in k columns of p k nodes. Each node is addressed with its row and column coordinate pair (r, c). Columns are ordered left to right from 0 to (k -1) and rows are numbered top to bottom from 0 to (p k -1). The row coordinates are represented in p-ary notation, (r = r k-1 r k -2 …r 0 ). Accordingly, the p nodes that any given node (r, c) is connected to are identified as follows: 1  0  2 2 3 3 3 3  3  1  1 1 2 2 2 2  2 2  2  2 1 1 3 3  3 3  3  3  2 2 1 1  1 1  4  2 2  3 3 3  3 3  5  1 1 2  2 2  2 2  6  2 2 1 s Figure 2 . The topology of an eight-node shuffle network. has no self-loops. Furthermore, the variation in -h i across the nodes is zero since every node has the same number of nodes that lie within a given shortest path distance from it (i.e., there are two nodes reachable in one hop, three nodes reachable in two hops, and two nodes reachable in three hops from any node). The edge effects are eliminated by placing the nodes into two groups (shown as columns in Fig. 3b) .
The diameter of the network is D = 2k -1 with the deflection penalty of k. The average number of hops is given in [59] as: (9) For the special case of p = 2, the above equation takes the following form [60] : (10) which simplifies to: (11) giving the maximum throughput achievable under uniform load as: (12) Consequently, the throughput available per user is: (13) Note that the value of -h increases with increasing k impeding the growth rate of the maximum achievable throughput. The 2-column configuration offers the highest throughput rate [59] and, for k > 2, no routing algorithm is known that yields a balanced use of links, even for a perfectly balanced load [77] . On the other hand, the increased number of columns increases the number of multiple shortest paths; the destination nodes that are k to (2k -1) hops away from a given source can be reached via more than one shortest path. 24 Table 3 [77] gives the average hop counts and throughput rates for different values of k.
Many routing algorithms are applicable to shuffle-like networks [12, 14, 18, 75] . Below we discuss two such algorithms proposed for ShuffleNet.
Under uniform traffic conditions, ShuffleNet performs very well with a simple routing algorithm which uses a single path for every source-destination pair. Given an intermediate node (r, ĉ) and a transient packet addressed to destination (r d , c d ), the packet is relayed along the output link leading to the following node [38] :
where X denotes the number of columns between the current node and the destination and is given by:
In [77] it is shown that the allowable throughput per node with the fixed routing algorithm and realistic (nonuniform) traffic patterns is reduced by a factor between 0.3 and 0.5 with respect to that predicted for a uniform load. To reduce this throughput deterioration, an adaptive routing scheme has been proposed in [38] . 1 3 3  2  1  2 2 3 3 1 1  2 2  2  2 1 1 3 3  2 2  3  2  3 3 1 1  1 1  4  3 3  2 2 2  3 3  5  1 1 2  2 2  1 1  6  3 3 2 the source and destination are more than k hops apart, the packet can be routed arbitrarily for the first D hops until it reaches column c d of its destination. The routing scheme also employs buffers and deflects each packet once, at most. Type M packets are always placed in the shortest queue at a given node. Type S packets are normally routed according to the fixed algorithm. But if the buffer of the preferred outgoing link is full beyond a certain threshold, the packet is placed in the shortest queue with a special flag recorded in its header. A deflected packet is always placed in the appropriate buffer regardless of the threshold. If the buffer is full, then the packet is dropped. Throughput results for networks with sizes comparable to those discussed above are not available.
The throughput versus delay characteristics of de Bruijn networks are compared with those of ShuffleNets in [76] . For a given diameter, a de Bruijn network can support more nodes than its ShuffleNet counterpart, as shown in Table 4 (for p = 2)
The increase in the number of stations comes at the expense of some non-uniformity in edge loading under uniform traffic. To illustrate the differences between ShuffleNet and de Bruijn networks, we performed the following calculations on the sample networks shown in Figs. 1  and 3 . First, we listed all shortest paths for every source-destination pair in the network, indicating also the intermediate nodes, e.g., the shortest path from node(0) to node (7) is (0 AE 1 AE 3 AE 7) in the de Bruijn network, whereas ShuffleNet offers two possibilities: (0 AE 4 AE 1 AE 7) and (0 AE 5 AE 3 AE 7). Then we deleted the end nodes from the paths, i.e., nodes 0 and 7 in the example. Our observations can be stressed in the following two points:
• There are no multiple shortest paths in the de Bruijn network, whereas ShuffleNet offers two shortest paths from every node to two destinations out of seven.
• Fifty-six different shortest paths exist in the de Bruijn network. Due to the availability of multiple shortest paths, this number is 72 for ShuffleNet. For each node, the number of times that the node acted as a relay was determined. The results are listed in Table 5 . Note that in the de Bruijn network, node(0) and node(7) never act as relays; therefore, their output links are never used to convey any nonlocal traffic and are always available to them. The loads of other nodes are also unbalanced [76] .
Two-Dimensional Toroidal Networks
A two-dimensional toroidal network is a rectangular mesh with orthogonal wrap-around connections (Fig. 4) . The reasons why such a structure is an interesting topology for a communication network are stated in [79] as follows:
• Addressing and routing is straightforward.
• The topology is isotropic, i.e., every node has the same set of connections and perceives locally the same topology of the network. Consequently, all nodes can execute exactly the same protocol.
• The wrap-around connections decrease path lengths and eliminate the edge effects.
• For a metropolitan network, the topology easily covers a rectangular grid of streets and avenues, i.e., the topology makes sense geographically [22] . The torus that provides the topological surface of the network is a manifold, i.e., a finite twodimensional space without a boundary. Consequently, the network has no boundary and it looks the same from every node. Not every network has this property; the edge effects in de Bruijn networks were discussed in the previous subsection. Figure 4 shows two toroidal mesh networks with the nodal connectivity degree of two. The networks differ in the orientation of the links. Let us assume for simplicity that the network grid is a square with n rows and n columns (although in general it can be a rectangle). Thus, the total number of nodes N is equal to n2. Every s 
s Table 5 . Node bias in de Bruijn networks.
Node de Bruijn ShuffleNet
The node can be identified by a pair of coordinates (r, c) representing its row and column numbers, respectively. Assume that the rows and columns are numbered from zero up, starting from the left top corner of the grid. The connection rules for the highway-transfer network (HTN) are given as follows: (14) Similarly, in a unidirectional MSN a node (r, c) is connected to the following nodes:
(r, (c -1) mod n) if r is odd Bidirectional MSNs (BMSN) are also considered; in such a network, every link goes in both directions and every node has four incoming and four outgoing links. Below we list the interesting numerical properties of square highway-transfer networks and MSNs.
•D -for HTN it is 2(n -1). For MSN, it is n when n/2 is odd and n + 1 when n/2 is even [27] . For BSMN it is (n -1) when n is odd and n when n is even.
• -h -for MSNs of different sizes different formulas are given in [27] . The most succinct form is obtained when n is divisible by 4:
For BMSN we have ( [26, 47] ): (17) For HTN, the following formula can be derived: (18) which simplifies to -h = N/(n + 1) ª n.
•Penalty of deflection: for HTN, it is n; for MSN, it is 4 (which is constant and independent of the network size); and for BMSN, it is 2.
•Degree of connectivity: for MSN and HTN, it is 2; and for BMSN, it is 4.
The preference of outgoing links for a packet to be routed can be determined locally by comparing the destination coordinates to the coordinates of the routing node. In many cases, the packet gets closer to the destination by moving along the column as well as the row and the ordering of these steps is not important, e.g., as in the hypercube. Consequently, multiple shortest paths are available and there are many cases when a packet equally prefers two outgoing links. This property makes the networks highly suitable for deflection routing.
Manhattan-street Network -The MSN is a regular two connected network (Fig. 4) designed for the metropolitan area environment [22, 23] . A complete MSN grid must be rectangular and the number of columns and rows must be even. Therefore, the network is not defined for an arbitrary number of nodes. However, a fractional addressing scheme has been proposed that allows an arbitrary number of pairs of rows to be added at any position in the network, and includes a procedure to add one node at a time [23] . The latter feature affects the regularity of the network and makes it not always possible to relay packets along the shortest paths to their destinations, at least as long as the routing decisions are based on the local information available at the routing node. In this section, we consider regular networks with even numbers of rows and columns.
The virtue of local routing in a regular MSN is in ranking the outgoing links by comparing the destination address of an incoming packet (the row/column coordinates) with the address of the node making the routing decision. In [23] a precise set of local rules is given which guarantees that the preferred routes determined this way explore all shortest paths to the destination. The rules operate on transformed addresses which are derived from the actual addresses by assuming that the destination is located at the center of the network 25 and setting its row and column coordinates to zero. Then the relative address of the current node is calculated. Let m be the number of rows and n be the number of columns (N = m x n). The transformed address (r, c) of a node with actual address (r fr , c fr ) with respect to the destination node with actual address (r to , c to ) is:
where D c and D r are either -1 or +1, depending on the directions of the links. Since the destination lies at the center, the current node has to be located in one of the following sections of the transformed grid:
It is shown in [23] that a fixed simple set of preferences can be associated with every section.
MSNs tend to perform best when the num- Highway-transfer network Manhattan-street network 25 It cannot be located exactly at the center, but in one of the four central positions.
ber of rows is the same as the number of columns [80] . When N = n 2 , the throughput is limited to 2n 2 /(n/2) = 4n, since -h= n/2 and there are 2n 2 links in the network. The performance of MSN is investigated in [24, 81] and compared to that of SXN. In [24] , it is shown that the network performs very well under (synchronous) deflection routing. Even without buffering, 55 to 70 percent of the maximum theoretically possible throughput (achievable with infinite buffers) can be obtained under uniform load, while the addition of a small one-slot buffer per node increases this figure to 80 to 90 percent. A simple flow-control mechanism at the local source preventing the node from transmitting its own packet when both input links are busy is sufficient to guarantee that no packet loss will occur within the network. 26 MSNs are often mentioned together with shuffle-exchange networks because both concepts are based on simple regular topologies and local routing rules. However, although there exist ways of relaxing the regularity requirement for MSN (and retaining most of the advantageous properties of the network), there are no simple means of doing the same with SXN. Furthermore, one should mention the following general differences in the behavior of MSN and SXN operating under deflection routing.
MSNs responds well to uniform saturation patterns. An oversaturated network (in which every node is constantly ready to transmit its own packet) is able to maintain essentially the same throughput as the maximum achieved below the saturation threshold. 27 In contrast, oversaturated SXNs tend to choke up with traffic, which results in a severe throughput deterioration. The effect becomes more pronounced as the number of nodes increases, because the deflection penalty in SXN grows with the network size. Consequently, flow-control mechanisms are needed for SXN, but not for MSN, at least as long as the load pattern is not excessively biased.
As a counterbalance to the above disadvantage, for the same number of nodes, the SXN topology offers smaller -h than MSN. Besides, -h expressed as a function of the number of nodes grows faster in MSN than in SXN. This implies that with perfect routing SXN will tend to achieve a higher maximum throughput per node than MSN. Indeed, this happens when buffers are present (i.e., routing decisions are close to optimal), but without buffers, due to a lower deflection penalty, MSN achieves a higher maximum throughput than SXN.
Highway Transfer Network -The routing scheme of the Highway Transfer Network (HTN) is suitable for regular rectangular meshes (as shown in Fig. 4 ) as well as arbitrary (possibly irregular) topologies [82] . A highway is defined as a collection of adjacent links with each link belonging to only one highway. The flow of packets on a highway is unidirectional. A highway may be loop-shaped (i.e., look like a ring) or consist of an open-ended link (looking like a bus). The routing mechanism favors highway connections over cross-highway connections (Figs. 5 and 6) and can process packets going along the highways with less overhead.
The network operates in a slotted mode. A slot consists of a header followed by the payload part. The first bit of the header indicates whether the slot is full of empty. If the slot is full, the destination address is included in the header. Each node maintains a set of routing tables, one table associated with every incoming link. The routing tables are indexed by the destination addresses extracted from slot headers. Each entry contains an outgoing link identifier and a highway indicator. The highway indicator is a binary flag which tells whether the incoming link (on which the slot has arrived) and the outgoing link (on which the slot is to be relayed) belong to the same highway.
As illustrated in Fig. 6 , each incoming link (IL) is connected to a shift register (SR) whose purpose is to buffer the header of an incoming slot before the slot is relayed on one of the outgoing links. The routing tables (RT) assign the incoming slots to the output links (OL). When a slot is to be forwarded on a highway, it is fed directly into the outgoing link (OL). On the other s Figure 5 .
Examples of highway and cross-highway connections in HTN.
Cross-highway connections Highway connections Node s Figure 6 . Node configuration in HTN.
Assuming no hardware malfunctions. 27 The degradation does not exceed three percent.
hand, if the slot is to be deflected from one highway to another, its contents are transferred to the FIFO buffer (BUF) associated with the outgoing link and the current slot to be relayed on the highway of the incoming link is marked as empty. With this approach, a slot traveling along a highway is relayed immediately. 28 The buffer associated with an outgoing link is examined whenever the slot to be relayed on the link turns out to be empty. In such a case, the first waiting slot is extracted from the buffer and relayed instead of the empty slot. The basic assumption of the routing scheme is that packets traveling long distance to their destinations are relayed in the "highway mode" and experience shorter delays than packets trying to get en route. Therefore, it is obvious that the key to the success of this approach is in the proper placement of the highways. The designers stated that the technique was in its primitive stage and the optimal design rules were not clear at the time of writing. It can be argued that with the proper organization of the highways this scheme can produce better results than store-andforward and cut-through switching methods, as observed on a square torus network.
Triangularly Arranged Network -Another routing strategy that we will briefly discuss here is defined on the so-called Triangularly Arranged Connection Network (TAC) and described in [80] . TAC is a three-connected toroidal mesh in which nodes are located on vertices of equilateral triangles and referenced by unique Cartesian pairs (x, y). The number of nodes needs to be a multiple of four in order for the links to be oriented properly; therefore, the network cannot be defined for an arbitrary number of nodes. Similarly to MSN, the next hop in the path to a given destination can be found solely by comparing the destination address with the address of the current node (Fig. 7) .
Before going into the details of the routing algorithm, we should clarify one geometric property of the network. In Fig. 7 , the triangle formed by nodes (3, 1), (5, 1) , and (4, 2) is supposed to be equilateral. To interpret the network geometrically, it is assumed that the horizontal coordinates of the nodes represent correctly Cartesian distances along the horizontal axis, but the vertical coordinates are scaled properly to retain the Euclidean proportions of equilateral triangles. This means in particular that the difference between the y-coordinates of nodes (3, 1) and (4, 2) is not 1, but ÷ -3. Consequently, in the following algorithm, y-coordinates of the nodes are multiplied by ÷ -3 when they are used to calculate a distance or a vector magnitude. The distance between two nodes:
and the magnitude of a vector can both be evaluated and interpreted in the standard Euclidean sense.
Due to the orientation of the triangular links, there appear to be eight different combinations of output link directions, which are denoted by three digits. The binary numbers are chosen in such a way that each bit represents a particular line, and a 1 in any position implies a rightward pointing arrow. 29 The first bit position denotes the main diagonal, the second the off diagonal, and the third the horizontal line. The routing algorithm is executed in three steps:
Step 1 -Suppose that a packet is to be relayed by node (5, 1) on its way to node (0, 2). This routing problem is illustrated in Fig. 8 . 30 The relative coordinates of the destination are calculated as (x d -x s , y d -y s ) = (-5, 1). That reads: the x-coordinate of the destination is 5 units less than the x-coordinate of the current node (hence the minus sign) and the y-coordinate of the destination is 1 unit greater than that of the routing node. In other words, the minus sign of the x-coordinate of the destination shows that the destination lies 5 units to the left of the current node. By the same token, it is located 1 unit up.
Step 2 -Owing to the torus structure, the destination can be reached via four different paths. These alternatives and the distances involved are:
• Route 1: (-5, 1), i.e., 5 units left and 1 unit up from the current coordinate, has the distance of ÷ -28. 31 • Route 2: (-5, -3), i.e., 5 units left and 3 units down from the current coordinate, has the distance of ÷ -52.
• Route 3: (3, 1), i.e., 3 units right and 1 unit up from the current coordinate, has the distance of ÷ -12.
• Route 4: (3, -3), i.e., 3 units right and 3 units down from the current coordinate, has the distance of ÷ -36. Note that the distance calculations have nothing to do with the actual outgoing connections available at the routing node. The aim of this step is simply to determine the proper direction in which the packet should be forwarded. These routes and the distance involved in each case are depicted in Fig. 9 . The minimum direct Euclidean distance is offered by route 3.
Step 3 -No physical connection exists at node (5, 1) that could take the packet 3 units
s Figure 7 . A 4 x 4 TAC network. 29 Note that there are no arrows that would point strictly up or down. 30 To account for the torus structure, the destination node is redrawn at the right of the figure. 31 All units in the vertical direction have been multiplied by ÷ -3 .
right and 1 unit up. Consequently, the algorithm tries to choose the link that can cover as much distance as possible in the indicated direction. The minimum distance vector calculated in the previous step enables the algorithm to choose between the three outgoing links available. The best choice is the direction along the main diagonal, leading the pa c k e t t o n o d e ( 6 , 0 ) ( F i g . 1 0 ) . A s i m i l a r operation will be performed at every intermediate node until the packet arrives at its destination. In a simulation experiment in which packets that have not reached their destination after 7 hops on a 4 x 4 TAC network were dropped, 90 percent of all packets were able to make it to the destinations while queue lengths remained acceptable (less than 1/8 of the packets had to wait in queues).
Notably, the cost of implementing a TAC network is higher than that of an MSN with the same number of nodes: more links must be laid and the individual nodes are more complex and thus more expensive. The designers argue that the actual incremental cost may be small enough to be justified by the potential increase in performance. Table 6 compares the data path length in MSN and TAC networks with the same number of nodes.
These results are open to criticism. It seems to us that the better performance of TAC networks is related to the increased connectivity rather than the advantages of the triangular topology with respect to the MSN grid as claimed in [80] . For example, we find the maximum hop count to be 6 on an 8 x 8 MSN when we increase the connectivity of a node from 2 to 3. Moreover, the TAC routing algorithm introduces considerably more processing overhead when compared to that of MSN.
Bidirectional Toroidal Networks -The networks discussed in this section are based on rectangular toroidal grids (as in Fig. 4) with bidirectional connections. The total number of links is twice as much as in a unidirectional MSN with a given number of nodes. The maximum throughput of this topology (assuming a square grid with n x n nodes) is limited by 4n 2 = (n/2) = 8n, under a uniform traffic pattern and with an unlimited buffer space available at the nodes.
A number of routing protocols have been suggested for this connection pattern. Differences between them lie in the way of resolving contentions. Although the number of outgoing links per node is increased only twofold with respect to the unidirectional network, the complexity of the routing problem (contention resolution) is multipled by a much larger factor. In a unidirectional network, two incoming packets can be assigned to two outgoing links in two ways, whereas the corresponding number for the bidirectional case is 4! = 24.
A bidirectional MSN with local deflection routing offers slightly shorter h and a smaller deflection penalty than its unidirectional counterpart. Consequently, the maximum throughput achieved by the bidirectional variant of the network is more than twice higher than for the unidirectional version. 32 Thus, one can say that it pays to multiply the number of links by two, as the gain is a more than twofold improvement in throughput. On the other hand, the routing operation becomes significantly more complicated.
HR 4 -NET [26] employs a routing scheme that organizes the network into two different ring structures at two levels. Low-level rings (streets) are connected at each node by high-level rings (avenues). Each low-level ring (L-ring) is identified by its specific address which is used as routing information. Each packet travels on a high-level ring (H-ring) until it reaches a node that is located on the same L-ring as its destination. The routing decisions are precomputed and stored in a ROM which is indexed according to the preference of the incoming packets (3 4 possible cases: empty, H-ring, L-ring) and link availability (2 4 possibilities). The information retrieved from the ROM gives the allocation of the outgoing links to the incoming packet which maximizes the number of packets satisfied with their routes. In any case, the number of misdirected packets is not greater than two and its average 33 is 0.75 when four incoming packets are always present. The routing mechanism does not attempt to differentiate between two horizontal and vertical directions. Consequently, -h= n 2 /(n + 1) and the maximum throughput is bounded by U = 4(n + 1), which is of the same order as in a unidirectional MSN. In [26] , the loss of efficiency is justified with the simplicity of implementation. A shortest-path routing scheme for HR 4 -NET can be found in [83] . It is a combination of the ideas explored in MSN (transformed addresses and grid sections with fixed preference rules) and the original HR 4 -NET (10 4 precomputed switching decisions).
Another class of routing schemes applicable to bidirectional toroidal networks have found their place in Slotted Interconnected-Grid Net- work (SIGNET) [84] . Routing in signet makes use of the concept referred to as the preference vector (PV), an ordered list which indicates the preferred links for a packet, given the quadrant that contains the packet's destination. Some routing algorithms look at the number of rows and columns separating the packet from the destination. Six different routing mechanisms are discussed in [84] . The first classification is made according to the setting of PV, namely in conformance with orthogonal (O) or diagonal (D) routing. With orthogonal routing, the packet moves in the row direction first, and then, when it hits the column of its destination, it moves along that column. Note that the same approach is used in HR 4 -NET and HTN. The second algorithm attempts to route packets along a stepwise diagonal from source to destination. Thus, if the number of columns separating the packet from its destination is larger than the number of rows, the packet will be moved along the row and vice versa. A variation of diagonal routing is also suggested in [85] under the name of Z 2 (Zig-Zag Routing) policy.
After the preferences of all incoming packets have been determined, contention is resolved according to the priorities of the contending packets. These priorities can be assigned to the packets in three different ways. The S algorithm looks at the so-called secondary counter which gives the minimum of the number of rows and columns separating the packet from the destination. The smaller the value of the secondary counter the higher the packet's priority. The D algorithm determines the number of hops the packet must still travel, assuming that it will move along the shortest path to its destination. Packets that are closer to their destinations are privileged over those that have a longer remaining distance to travel. Finally, the R algorithm assigns priorities at random. Each of the two routing mechanisms can be combined with any of the three priority schemes, which results in six routing protocols denoted OS, OR, OD, DS, DR, DD. Simulation studies show that under uniform traffic, and for a variety of network sizes, the OS algorithm achieves the best overall performance in terms of the average delay and maximum throughput.
In [47] , a locally-optimal routing algorithm is proposed for BMSN. Given a collection of packets arriving at a node within one cycle, the routing decision maximizes the reduction of the weighted cumulative distance of these packets to their destinations. With this approach, packets that are closer to their destinations have a higher priority in contention for their preferred outgoing links. The authors arrive at their routing criteria by noticing that when a packet must be deflected, it should be deflected towards the node from which it will prefer the maximum number of outgoing links. Consequently, deflections are forced towards the topological antipode of the destination because the antipode (if it exists) is characterized by the property that all its outgoing links are equally preferred by the packet. Generally, a node lying along the direction from the destination to its antipode offers the maximum number of preferred outgoing links from among all nodes to which the packet can be possibly deflected.
Flooding Networks
In this section we discuss a few networking solutions based on flooding. The first three concepts, Flooding Sink, Arbnet+, and Noahnet, have been designed for small-to-medium size local area networks and, for reasons that will become clear, are not suitable for metropolitan or wide area environments. They should be considered as alternatives to Ethernet or other networks in which all stations are "flooded" with every single transmission. The fourth solution presented in this section is less limited in scope, but it suffers from an unbalanced use of links, especially under heterogeneous traffic patterns.
Flooding Sink -As stated previously, the most severe problem with flooding is the presence of many unneeded replicas of the same packet. In Flooding Sink [86] , this problem is avoided at the switch level. Every node remembers the identifiers of the last-forwarded 255 packets. When a packet arrives at the node and its identifier occurs in the list, the packet is ignored.
A Flooding Sink node is interfaced to the same number of input and output links. It receives packets from other nodes in the network and from its host. Each packet has a header containing the source address, the destination address, and a serial number. Within a certain time frame (dependent on the propagation diameter of the network), the pair <source address, serial number> uniquely identifies a packet and is referred to as the packet identifier. Any packet arriving on one of the input links is considered old if the node remembers its identifier. Such a packet is discarded and it doesn't propagate beyond the node. Otherwise, the packet is simply relayed on all outgoing links.
Technically, the above procedure involves buffering transient packets at the node. Every incoming link is connected to an input buffer. After a packet has been received completely, the node asserts its validity (examines its CRC code) and then passes the packet's identifier to s Figure 10 . TAC routing example: step 3. the eliminator which tries to match it against one of the remembered identifiers. The storage for identifiers is associative and this part of the routing operation takes little time. If the packet is old, it is simply ignored. Otherwise, the pointers to the start and the end of the packet in the buffer are stored for processing. The destination address of the packet is compared to the address of the current node and the result of this comparison is stored together with the pointers. This way the node will know whether it is supposed to receive the packet (and pass it to the host) or relay it on the outgoing links.
Arbnet+ -Arbnet+ [87, 88] is built of switches connected by bidirectional point-to-point links.
User devices (hosts) are connected to the network via Network Interface Units (NIUs) that can also be used as multiplexers to support multiple user devices attached to the same switch. The switches are responsible for routing packets and the interswitch routing protocol is topologically indifferent. The access protocol of Arbnet+ is very similar to the IEEE 802.3 CSMA-CD medium access control layer. When an NIU has a frame to transmit, it listens to the link that interfaces it to the switch. If no activity is detected in the link, the NIU transmits the frame after an inter-frame delay and continues monitoring the link to detect a possible collision. If a collision occurs during transmission, the NIU stops the transmission immediately and emits a short jamming signal. Then it enters a random back-off mode. Otherwise the transmission will continue until the end of the frame has been reached. The NIU is then ready to transmit another frame or receive a frame from the network. The reception begins with the detection of an activity in the link. As soon as the destination address is recognized in the arriving frame, the NIU compares it to its own address. If no match occurs, the NIU emits a jamming signal into the link. Otherwise it passes the packet to the host.
The switch is in fact a simple transceiver. The arbitration of contention at the switch is based on the principle of first-come-first-served with blocking. The winning frame is repeated on all free output ports on the fly. In case of a collision, the switch stops the transmission and sends a Clear Link Signal (CLS) on the link on which the collision has occurred. All elements of this protocol are performed by hardware.
A collision in Arbnet+ can be of one of two types: unintentional or intentional. An unintentional collision occurs when two frames travel on the same link in the opposite directions. An intentional collision is forced by a switch that cannot accept a data frame for routing. In that case, the switch jams the incoming signal by sending a CLS.
A switch can be in one of three states: idle, routing, or transmitting. It enters the routing state upon detecting an incoming signal at one of its links. Subsequently, it repeats the incoming frame on all its free links with practically no delay. A frame that arrives at the switch when it is already in routing state, or when no free link is available, will not be repeated and a CLS will be inserted into the link of arrival.
Arbnet+'s routing mechanism is based on a simple shortest-path tree search technique. With each transfer attempt, the protocol propagates the packet along a tree rooted at the source NIU. A leaf collapses when a retransmission at that leaf is blocked, i.e., jammed by a CLS. When a switch detects that all its retransmission have been blocked, it sends a CLS up the tree (the clear backward operation) to collapse the branch connecting it to the uplink neighbor. Note that after some time, only the path connecting the source to the destination will remain active 34 and all the other branches of the network tree will have collapsed. When the source receives a CLS from all its links, it will conclude that the packet didn't make it. Such a packet will have to be retransmitted after a randomized backoff delay to avoid repetitive contention patterns (lockout).
To prevent looping of frames within the network and to properly recognize the success/failure of its transfer attempt, the root should not exhaust its transmission before a possible CLS indicating the collapse of the most distant leaf is given a chance to arrive at the switch. This implies a minimum frame size constraint for Arbnet+. The shortest frame should be longer than the longest possible round-trip delay between a pair of NIUs in the network. Shorter frames are reported to be eventually absorbed by the network due to the collisions at the expense of some degradation in performance. Arbnet+ offers lower delays and better throughput than Ethernet (with the same number of stations), because it tends to isolate the amount of network resources needed for a packet transmission to the shortest path in the network graph. However, this procedure is not instantaneous and its duration is proportional to the propagation diameter of the network. Consequently, the improvement is only visible when packets are long and the network is neither very large nor fast.
Noahnet -Noahnet is a LAN architecture implemented at the University of Delaware [89] . The network operates on a randomly-connected graph topology, uses a flooding protocol to route packets, and is intended for high-bandwidth media.
The network handles three types of packets: data, status, and command. Data packets carry the actual information exchanged among hosts. Status packets are used for two purposes: as acknowledgments, i.e., to indicate whether a data packet has arrived at a node in a good shape, and to indicate the flood status of a downstream node. The flood status can be: forwarding, blocked, or got to destination (GTD). At the time of writing, the only implemented command was stop flooding. All status messages are transmitted by a downstream node to its immediate upstream neighbor, whereas command messages are transmitted in the opposite direction.
A switch that receives a packet tries to relay it to all unoccupied adjacent nodes. The adjacent nodes repeat the same process until the packet either reaches its destination or it cannot be forwarded any further. A forwarding switch receives flood status packets from all its downstream nodes and, based on these packets, sends one status packet to its immediate upstream neighbor. As in Arbnet+, the path of the data packet forms a tree rooted at the source node. To speed up the operation of isolating the path to the destination and releasing the resources not needed for the transfer, the network carries out this procedure from both ends, i.e., from the leaves to the root as well as from the root to the leaves. A status packet that says "blocked" is interpreted as a collision in Arbnet+. Such a packet is sent by a collapsing leaf and it propagates upward to collapse the branch leading from the leaf to the root. A "stop flooding" command can be sent down the link to release switches downward from the top of various branches.
Controlled Flooding -Controlled Flooding, introduced in [90] and investigated further in [81] , is a technique for reducing the total length of the path traveled by the multiple copies of every packet inserted into the network. The extent of flooding is limited by assigning a cost to every link traversal and allowing every packet a limited credit for traversing links. Links are treated as toll highways or bridges: every packet passing through a link must pay a toll. When a packet is launched at the source, it is assigned a numerical value which represents its credit or wealth. In order to traverse a link, the packet must possess a wealth which is at least equal to the cost of the link. The cost of a traversed link is deducted from the wealth of the packet. Therefore, at every intermediate node, the packet is repeated only on the links that it can afford. Finally, when its wealth is reduced below the cost of the cheapest link, the packet is discarded. Note that to route packets every node must only know the costs of its outgoing links. No routing tables are necessary.
The costs assigned to the links and the wealth assigned to the packets control the scope of flooding. Different patterns of allocating costs to links and wealth to packets result in different routing schemes. A heuristic algorithm for assigning costs to links is given in [90] . The objective of that algorithm is to minimize the number of nodes that unnecessarily receive packets addressed to some other regions of the network. A later study [91] claims that the proposed scheme yields an unbalanced resource usage and compares it to two other routing algorithms which choose routes along breadth-first search trees and shortest paths.
Conclusions

G
igabit transmission rates bring forward their specific issues influencing the design of the network hardware and software. The most drastic difference with respect to a slow network is the inflation of the network's apparent size. Even a geographically small network operating at a very high transmission rate looks large because the path between a pair of antipodal nodes can contain a substantial number of bits (and packets) at a time. This phenomenon alone is a strong indication that locality should be the predominant premise of a highspeed networking solution. Complicated routing schemes that with every decision try to comfort every remote node in the network are bound to fail because they cannot respond in a reasonable time to the feedback received across the large apparent network diameter. Similarly, "obsessive" congestion-control techniques that try to account for global changes in the traffic offered to the network will not work because they will tend to react to events that happened long ago and are no longer relevant.
Switched networks built of meshes of nodes interconnected via point-to-point channels scale better than busses, rings, or stars, but in contrast to those simple unidimensional topologies, they require non-trivial routing algorithms and, arguably, congestion control. Among the large number of routing schemes proposed for the gigabit range, the competition is between point-to-point store-and-forward techniques and deflection routing. Flooding-based solutions do not seem to offer a viable alternative as their performance is severely impaired by the multiple copies of every packet propagating out of their "legitimate" way. All techniques intended to contain flooding are ineffective when the network appears large and the length of a typical packet is much shorter than the network's diameter.
The store-and-forward approach in which packets addressed from a given source to a given destination are always routed along the same path has the advantage of delivering packets "in order." In contrast, deflection routing is tainted with the non-trivial reassembly problem: packets may arrive out of order and the destination must rearrange them upon arrival into the original message. Many people perceive this disadvantage as a disqualifying flaw in the whole concept of deflection routing. We believe that deflection routing with its simplicity and self-adaptation to varying loads is too attractive to be rejected that easily. One can argue that in many cases the need for the preservation of packet ordering at the destination is apparent and could be relaxed without affecting the integrity of data transfer. Consider, for example, a file transmission across the Internet. Most people would view this operation as a typical connection-oriented scenario in which the preservation of packet ordering is absolutely critical. Note, however, that the operating systems of the hosts involved in the data transfer perceive the file as a random collection of pages that just appear ordered because the user (or the transport layer) wants to view them that way. If the transfer protocol could be aware that the file consists of individual fragments scattered over a disk, it could transfer these fragments independently (together with their relative locations in the file) and the destination could store them on its disk as they arrive. Even better, the source could actually "optimize" the transfer by selecting the pages in the order that would minimize the total time needed to read them from the disk.
If we look carefully at those communication scenarios that appear to require the preservation of packet ordering, we will see that most of them fit into the following categories:
• Scenarios that in fact could be carried out with packets arriving in any order (like the file transfer case discussed above). They enforce packet ordering because higher protocol layers view them (unnecessarily) as stream-oriented sequential scenarios. • Scenarios involving relatively short transfers (e.g., a piece of text to appear on a screen). Messages of this sort can be safely reassembled in a small buffer space at the destination.
• Long sustained continuous transfers that actually require packets to arrive in order (e.g., video, voice). Such scenarios typically admit a certain packet loss rate. Consequently, one can implement them with a limited reassembly buffer, dropping packets that arrive out of sequence while the buffer is full. Note that store-and-forward techniques generally do not guarantee packet delivery in this scenario either due to the jitter (even though the packets arrive in order, some of them may be too late to be useful).
One can identify a number of avenues for future research aimed at making deflection-routing schemes more attractive. In particular, the impact of deflections (and the packets arriving out of order) on the network performance under synchronous traffic scenarios should be investigated carefully and classified depending on the topology, the routing scheme, and the amount of buffer space available at a node. The average performance of many deflection schemes tends to improve drastically when small buffers are present at nodes. Perhaps in this way one can arrive at a compromise between store-and-forward and deflection routing which will retain the simplicity of the latter and some desirable properties of the former.
The present authors are aware of deflection schemes that limit the number of hops traveled by a packet on its way to the destination without losing packets or negotiating resources across the network. 35 With such schemes, it may be possible to limit the size of a reassembly buffer at the destination and accommodate continuous stream-type traffic of any duration without losing a single packet.
Another important issue is the mapping of virtual topologies onto real topologies. The backbones of future networks spanning metropolitan and larger areas will often consist of virtual links built on top of some generally available networking services, e.g., ATM. The right way of embedding a virtual network into a collection of such links should account for some specific properties of these links, e.g., the variability of delays and available bandwidth, the grade of bandwidth allocation, and the cost of tearing down a link during idle periods and setting it up again.
Synchronous deflection schemes suffer from the problem of slot alignment: all slots expected to arrive at a switch during one routing cycle must appear to have arrived simultaneously. In a network consisting of a moderate number of nodes, this problem can be solved by using alignment buffers that absorb slight irregularities in the arrival rate of slots from different links. When the number of stations is large, this simple approach may be ineffective. Then one can consider using node-to-node backpressure mechanisms indicating those irregularities to the neighbors. Alternatively, one can think of deflection schemes that operate correctly (without losing slots) despite occasional alignment problems. Ultimately, it is possible to switch to an asynchronous routing scheme which may provide a reasonable service when the connectivity degree of the network is not too small.
It is not clear how much is gained by insisting on the regularity of the network topology. With a regular topology, routing seems simpler because it can be performed locally without resorting to a routing table. But it seems unlikely that realistic networks are going to be perfectly regular. Optimal routing algorithms based on local table-free rules tend to be tricky and complex. Moreover, when the topology is even slightly irregular they either break down or become more complex and suboptimal. Perhaps the cost of using fixed routing tables exactly describing the network topology (which can be highly irregular) will be paid off by the real simplicity of the routing rules and the flexibility of the network structure.
