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Profile expansion for the first nontrivial Steklov eigenvalue in
Riemannian manifolds
Mouhamed Moustapha Fall and Tobias Weth
Abstract
We study the problem of maximizing the first nontrivial Steklov eigenvalue of the Laplace-
Beltrami Operator among subdomains of fixed volume of a Riemannian manifold. More pre-
cisely, we study the expansion of the corresponding profile of this isoperimetric (or isochoric)
problem as the volume tends to zero. The main difficulty encountered in our study is the
lack of existence results for maximizing domains and the possible degeneracy of the first
nontrivial Steklov eigenvalue, which makes it difficult to tackle the problem with domain
variation techniques. As a corollary of our results, we deduce local comparison principles for
the profile in terms of the scalar curvature on M. In the case where the underlying manifold
is a closed surface, we obtain a global expansion and thus a global comparison principle.
MSC 2000: 15A42 - 35B05 - 35R45 - 52A40.
1 Introduction
Let (M, g) be a complete Riemannian manifold of dimension N ≥ 2, and let ∆gf = divg(∇f)
denote the Laplace-Beltrami operator on M. For a bounded regular domain Ω ⊂M with outer
unit normal η on ∂Ω, we consider the Steklov eigenvalue problem
∆gf = 0 in Ω, 〈∇f, η〉g = νf on ∂Ω. (1)
The corresponding set of eigenvalues, counted with multiplicities, is given as an increasing se-
quence
0 = ν1(Ω, g) < ν2(Ω, g) ≤ · · ·+∞.
In the case where M = RN , endowed with the euclidean metric geucl, it has been proved by
Brock [2] that, among domains Ω of fixed volume v > 0, balls with volume v are the unique
maximizers of ν2(Ω) = ν2(Ω, geucl). In the planar case within the class of simply connected
subdomains of R2, this result had been derived earlier by Weinstock [14]. The result also extends
to the class of simply connected subdomains of a complete Riemannian surface with constant
scalar curvature, see [7, Theorem 7]. We point out that, in the euclidean case, Brock [2] actually
proved the stronger inequality
N+1∑
i=2
1
νi(Ω)
≥ N for every domain Ω having the same volume as the unit ball B ⊂ RN , (2)
with equality if and only if Ω = B. Note that ν2(B) = µ3(B) = · · · = µN+1(B) = 1, and
the corresponding eigenfunctions on the unit ball are simply the coordinate functions x 7→ xi,
i = 1, . . . , N . Xia and Wang (see [15, Theorem 2.1]) also proved a related lower bound for
mouhamed.m.fall@aims-senegal.org (M. M. Fall), weth@math.uni-frankfurt (T. Weth).
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N+1∑
i=2
1
νi(Ω,g)
in the case where (M, g) is a Hadamard manifold.
In the present paper we study the geometric variational problem of maximizing ν2(Ω, g) among
domains with fixed small volume in a general Riemannian manifold (M, g). For 0 < v < |M|g,
we define the Weinstock-Brock profile of M as
WBM(v, g) := sup
Ω⊂M, |Ω|g=v
ν2(Ω, g).
Here and in the following, we assume without further mention that only regular bounded domains
Ω ⊂ M are considered, and we let |Ω|g denote the N -dimensional volume with respect to the
metric g. For open subsets A ⊂M and 0 < v < | A |g, we also define
WBA(v, g) := sup
Ω⊂A, |Ω|g=v
ν2(Ω, g),
assuming again without further mention that only regular bounded domains Ω ⊂ A are consid-
ered. By Brock’s result [2] mentioned above and the scaling properties of ν2, we then have
WBRN (v) =
(
v
|B|
)− 1
N
.
In our first result we analyze the local effect of the scalar curvature of M on the ν2-profile. For
this we let Bg(y0, r) denote the geodesic ball inM centered at a point y0 ∈M with radius r. The
following result contains a global asymptotic lower bound for WBM(v) and a sharp two-sided
bound for WBBg(y0,r)(v) if r > 0 is small.
Theorem 1.1 Let M be a complete N -dimensional Riemannian manifold with N ≥ 2, and let
S denote the scalar curvature function on M. Moreover, let y0 ∈M. Then we have:
(i) As v → 0,
WBM(v) ≥
( v
|B|
)− 1
N
+
S(y0)
2N(N + 2)
( v
|B|
) 1
N
+ o(v
1
N ). (3)
(ii) For every y0 ∈ M and every ε > 0 , there exists rε > 0 such that
WBBg(y0,rε)(v)


≥
( v
|B|
)− 1
N
+
(
S(y0)
2N(N + 2)
− ε
)( v
|B|
) 1
N
≤
( v
|B|
)− 1
N
+
(
S(y0)
2N(N + 2)
+ ε
)( v
|B|
) 1
N
for v ∈
(
0 , |Bg(y0, rε)|g
)
. (4)
We note that S(y0) in (3) can be replaced by supM S if the supremum is attained on M (e.g. if
M is compact). The result naturally leads to the question whether a sharp upper bound can also
be obtained forWBM(v). The main problem which arises here is the fact that almost maximizing
domains of small volume v do not necessarily have small diameter if N ≥ 3. However, we are
able to control the diameter in the two-dimensional case, and thus we have the following result.
Theorem 1.2 Let (M, g) be a closed Riemannian surface. Then we have
WBM(v) =
( v
pi
)− 1
2
+
SM
16
( v
pi
) 1
2
+ o(v
1
2 ) as v → 0,
where SM denotes the maximum of the scalar curvature function S on M.
We conjecture that a similar global expansion holds in closed Riemannian manifolds of higher
dimension, but for now this remains open. As we will explain below in more detail, our proof of
Theorem 1.2 does not extend to higher dimensions.
An immediate consequence of the asymptotic estimates given in Theorem 1.1 and 1.2 are the
following comparison principles.
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Corollary 1.3 Let (M1, g1), (M2, g2) be two N -dimensional complete Riemannian manifolds,
N ≥ 2 with scalar curvature functions S1, S2 respectively.
(i) Let y1 ∈M1 and y2 ∈ M2 such that S1(y1) < S2(y2). Then there exists r > 0 such that
WBBg1 (y1,r)(v) < WBBg2 (y2,r)(v) for any v ∈ (0,min{|Bg1(y1, r)|g1 , |Bg2(y2, r)|g2}).
(ii) If N = 2 and (M1, g1), (M2, g2) are closed Riemannian surfaces with max
M1
S1 < max
M2
S2,
then there exists r > 0 such that
WBM1(v) < WBM2(v) for any 0 < v < r.
Our results should be seen in comparison with our recent work [8] on the Szego¨-Weinberger
profile in Riemannian manifolds, which arises from the corresponding maximization problem for
the first nontrivial Neumann eigenvalue of −∆g on M. In this work we established an analogue
of Theorem 1.1 for the the Szego¨-Weinberger profile. Similarly as in [8], the first step in the proof
of Theorem 1.1 is the derivation of expansions for ν2 for small geodesic balls and small ellipsoids
with small eccentricity centered at a point y0 ∈ M. More precisely, in Proposition 2.2 below we
show that
ν2(Bg(y0, r), g) =
1
r
+
2r
3(N + 2)
Rmin(y0) + o(r) as r → 0 (5)
with Rmin(y0) := min
A∈Ty0M,|A|g=1
Ricy0(A,A). Hence there is an anisotropic curvature effect on
the expansion which suggests that small geodesic balls are not optimal up to linear order in r for
the maximization problem. We therefore construct a family (depending on r) of small ellipsoids
E(y0, r) which are choosen such that the eccentricity balances the anisotropic curvature effects,
so that the resulting expansion
ν2(E(y0, r), g) =
1
r
+
2r
3N(N + 2)
S(y0) + o(r) (6)
depends only on the scalar curvature S(y0), see Proposition 2.5 below. The computations of these
expansions bear some similarities with the corresponding ones in [8], although some differences
arise due to the fact that boundary integrals have to be expanded in the present case. On the
other hand, we note that the simple form of the eigenfunctions corresponding to ν2(B) leads to
a nicer expansion than in the Neumann eigenvalue case. We shall see that by combining (6)
with the volume expansion for E(y0, r), we already obtain the lower bound for the profile given
in Theorem 1.1(i). The proof of the local upper bound in Theorem 1.1(ii) is more involved and
proceeds eventually by a contradiction argument. For this, some care is needed to construct,
for given subdomains of Bg(y0, r) with r > 0 small, suitable vector fields which can be used in
combination with the variational principle for ν2 in order to control the symmetric distance of
these domains to a suitably chosen geodesic ball with the same volume. Within this step, the key
tool is a quantitative weighted isoperimetric inequality proved recently by Brasco, de Philipps
and Ruffini see [1, Theorem B].
We point out that, in the proof of the local upper bound for the profile given in Theorem 1.1(ii),
the arguments differ significantly from the ones in [8] for the Neumann eigenvalue case. We also
remark that, at least up to now, Theorem 1.2 has no analogue for the corresponding Neumann
eigenvalue profile. The proof of this global expansion is technically involved, but the strategy is
easy to explain. We will show that almost maximizing domains for ν2 of small (fixed) volume
must also have small diameter. There is no hope to prove this in dimension N ≥ 3, since in this
case one may increase the diameter of the domain by adding a long cusp of small volume and
perimeter. By the variational characterization, this will only result in a small change of ν2. In
contrast, as remarked before, in the two-dimensional case we will be able to deduce bounds on
the diameter with the help of the variational characterization of ν2 and suitably constructed test
functions.
To close the introduction, we mention the earlier work in [5, 9] on the small volume expansion
for the Faber-Krahn profile, which is related to the minimization of the first Dirichlet eigenvalue
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λ1(Ω, g) of −∆g among subdomains Ω of fixed volume. One important difference between λ1(Ω, g)
and ν2(Ω, g) is the degeneracy of ν2 in the case of the unit ball and possibly also in the case
of maximizing domains on Riemannian manifolds. This degeneracy makes it difficult to apply
domain variation arguments to the maximization problem.
The paper is organized as follows. Section 2 contains some preliminaries and the proof of local
expansions of ν2 for small geodesic balls and small ellipsoids with small eccentricity. In particular,
as already remarked above, we shall see that suitably chosen ellipsoids provide the optimal lower
bound in Theorem 1.1(i). In Section 3 we then complete the proof of Theorem 1.1 by providing
the upper bound in (ii). Finally, in Section 4, we focus on the two-dimensional case N = 2 and
give the proof Theorem 1.2.
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General Notation: Throughout the paper, we let B denote the open unit ball in RN and put
rB := {x ∈ RN : |x| < r} for r > 0. Moreover, we write x · y for the euclidean scalar product of
x, y ∈ RN .
2 Local expansions of ν2 for small geodesic balls and ellip-
soids.
Let (M, g) be a complete Riemannian manifold of dimension N ≥ 2. For a smooth bounded
subdomain domain Ω of (M, g), we write ν2 = ν2(Ω, g) for the first nontrivial eigenvalue of (1).
The variational characterization of ν2(Ω, g) is given by
ν2(Ω, g) = inf
{∫
Ω
|∇u|2gdvg : u ∈ H
1(Ω),
∫
∂Ω
u2dσg = 1,
∫
∂Ω
u dσg = 0
}
. (7)
Here vg denotes the volume element of the metric g, and σg denotes the volume element of the
restriction of g to an N − 1-dimensional submanifold of M. For a Borel subset A ⊂ M, we let
|A|g denote the N -dimensional volume of Ω and σg(A) denote the N − 1-dimensional Haussdorff-
measure, both with respect to the metric g. IfM = RN and g is the Euclidean metric, we simply
write dx in place of dvg, | · | in place of | · |g, dσ in place of dσg and ν2(Ω) in place of ν2(Ω, g).
We recall that the minimizers of the minimization problem (7) are precisely the eigenfunctions
corresponding to ν2(Ω, g). As noted already, in the case of the unit ball B ⊂ R
N we have that
ν2(B) = 1 is of multiplicity N with corresponding eigenfunctions given by x 7→ x
i, i = 1, . . . , N .
In the following, we assume that (M, g) is complete, and we fix y0 ∈ M and an orthonormal
basis E1, . . . , EN of Ty0M. We will use the (somewhat sloppy) notation
X := xiEi ∈ Ty0M for x ∈ R
N .
Here and in the following, we sum over repeated upper and lower indices as usual. We consider
the map
Ψ : RN →M, Ψ(x) := Expy0(X), (8)
which gives rise to a local geodesic coordinate system of a neighborhood of y0. A geodesic ball in
M centered at y0 with radius r > 0 is given as Bg(y0, r) = Ψ(rB). The map Ψ induces coordinate
vector fields Yi := Ψ∗
∂
∂xi
on RN given by
Yi(x) = dExpy0(X)Ei ∈ TΨ(x)M, for x ∈ R
N , i = 1, . . . , N.
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We need local expansions for the associated metric coefficients
gij(x) = 〈Yi(x), Yj(x)〉g for x ∈ R
N , i.j = 1, . . . , N .
For this we let Ry0 : Ty0M× Ty0M× Ty0M→ Ty0M denote the Riemannian curvature tensor
at y0 and
Ricy0 : Ty0M× Ty0M→ R, Ricy0(X,Y ) = −
N∑
i=1
〈Ry0(X,Ei)Y,Ei〉g
the Ricci tensor at y0. Moreover, we let S :M→ R denote the scalar curvature function on M,
so that S(y0) =
N∑
k=1
Ricy0(Ek, Ek). It will be useful to put
Rijkl := 〈Ry0(Ei, Ej)Ek, El〉g and Rij := Ricy0(Ei, Ej) for i, j = 1, . . . , N . (9)
Without changing the value of these constants, we sometimes raise lower to upper indices in
the following. We then have the following well known local expansions as |x| → 0 (see e.g.
in [4, §II.8]):
gij(x) = δij +
1
3
〈Ry0(X,Ei)X,Ej〉g +O(|x|
3) = δij +
1
3
Rkiljx
kxl +O(|x|3); (10)
dvg(x) =
(
1−
1
6
Ricy0(X,X) +O(|x|
3)
)
dx =
(
1−
1
6
Rlkx
lxk +O(|x|3)
)
dx. (11)
As a consequence of (11), the volume expansion of metric balls is given by
|Bg(y0, r)|g = r
N |B|
(
1−
1
6(N + 2)
r2S(y0) +O(r
4)
)
. (12)
The first goal of this section is to derive an expansion for ν2 on small geodesic balls centered at y0.
It will be useful to pull back the problem to the unit ball B ⊂ RN . For this we let r > 0 be smaller
than half of the injectivity radius of M at y0, so that Bg(y0, s) is a regular domain for s ≤ 2r.
Moreover, we consider the pull back metric of g under the map 2B →M, x 7→ Ψ(rx), rescaled
with the factor 1
r2
. Denoting this metric on 2B by gr, we then have, in euclidean coordinates,
[gr]ij(x) = 〈
∂
∂xi
,
∂
∂xj
〉gr
∣∣∣
x
= 〈Yi(Ψ(rx)), Yj(Ψ(rx))〉g = gij(rx),
so that, as a consequence of (10),
[gr]ij(x) = δij +
r2
3
Rkiljx
kxl +O(r3) as r → 0 (13)
and
gijr (x) = δ
ij −
r2
3
Rk
i
l
jxkxl +O(r3) as r → 0 (14)
uniformly for x ∈ B. Here, as usual, (gijr )ij denotes the inverse of the matrix ([gr]ij)ij . Setting
|gr| = det([gr]ij)ij , we also have
√
|gr|(x) = 1−
r2
6
Rklx
kxl +O(r3) as r → 0 (15)
uniformly for x ∈ B by (11). Since this expansion is valid in the sense of C1-functions on B, it
follows that
∂
∂xi
√
|gr| = −
r2
3
Rkix
k +O(r3) as r → 0 for i = 1, . . . , N . (16)
The expansion (15) obviously yields
dvgr (x) =
(
1−
r2
6
Rlkx
lxk +O(r3)
)
dx as r → 0 (17)
uniformly for x ∈ B. We will also need the following expansion for boundary integrals with
respect to subdomains of B.
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Lemma 2.1 For every smooth domain U ⊂ B and every f ∈ C1(∂U) we have∫
∂U
f(x) dσgr = (1 +O(r
2))
∫
∂U
f(x)dσ, (18)
where O(r
2)
r2
remains bounded uniformly in U and f as r → 0. Moreover, for every f ∈ C1(∂B)
we have ∫
∂B
f(x) dσgr (x) =
∫
∂B
(
1−
r2
6
Rlkx
lxk
)
f(x)dσ +O(r3)
∫
∂B
f(x)dσ, (19)
where O(r
3)
r3
remains bounded uniformly in f as r → 0.
We note that (19) follows from the computations in [12, Appendix 4.1]. Here we provide a
different short proof, based on integration by parts.
Proof. Let ηr denote the unit outer normal vector field on ∂U with respect to gr and η the
unit outer normal vector field on ∂U with respect to the euclidean metric. We first claim that,
for fixed r > 0, ∫
∂U
f dσgr =
∫
∂Ur
f
√
|gr| ηr ·η dσ for every f ∈ C
1(∂U), (20)
where, as before, · denotes the euclidean scalar product. To show this, we may first extend
fηr : ∂U → R
N to a C1-vector field ξ on RN . Applying the divergence theorem with respect to
the metric gr, we then have∫
U
divgrξ
√
|gr|dx =
∫
U
divgrξ dvgr =
∫
∂U
〈ξ, ηr〉gr dσgr =
∫
∂U
f dσgr . (21)
On the other hand, applying the divergence theorem with respect to the euclidean metric, we
find that∫
U
divgrξ
√
|gr|dx =
∫
U
∂
∂xi
[
ξi
√
|grk |
]
dx =
∫
∂U
√
|grk | ξ ·η dσ =
∫
∂U
f
√
|grk | ηr ·η dσ.
Hence (20) follows. In order to expand the term ηr ·η in r, we consider a point q ∈ ∂U and let
ei, i = 1, . . . , N − 1 be an orthonormal basis of Tq∂U with respect to the Euclidean metric. For
simplicity, we will write ηr and η instead of ηr(q) and η(q) in the following. We then have that
ηr = [ηr ·η]η + [ηr ·ei]ei (22)
Since ei ∈ Tq∂U , we have, by (13),
0 = 〈ηr, ei〉gr = ηr ·ei +O(r
2)|ηr||ei| = ηr ·ei +O(r
2)|ηr |. (23)
Moreover, (13) also implies that
1 = |ηr|
2
gr
= |ηr|
2 +
r2
3
Rkilj η
i
rη
j
rq
kql +O(r3)|ηr|
2 = (1 +O(r2))|ηr |
2 (24)
and hence
|ηr| = 1 +O(r
2) (25)
Consequently, (23) implies that ηr · ei = O(r
2) independently of U ⊂ B, q and the choice of the
orthonormal basis ei. Taking the euclidean scalar product of (22) with ηr, we now find that
|ηr|
2 = [ηr ·η]
2 +O(r4). (26)
Together with (25) this implies that [ηr·η]
2 = 1+O(r2). Since both ηr and η are defined as outer
normal vector fields, we conclude that
ηr ·η = 1+O(r
2) uniformly on ∂U and independently of U. (27)
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Combining this with (15) and (20), we obtain (18).
To see (19), we consider the special case U = B, and we note that, as a consequence of Gauss’
Lemma (see e.g. [11, Corollary 5.2.3]), we have that ηr(q) = q = η(q) for every q ∈ ∂B. Together
with (15) and (20) this implies (19).
We are now ready to establish the desired expansion for ν2 on small geodesic balls.
Proposition 2.2 We have
ν2(Bg(y0, r), g) =
1
r
+
2r
3(N + 2)
Rmin(y0) + o(r) as r → 0 (28)
with Rmin(y0) := min
A∈Ty0M,|A|g=1
Ricy0(A,A).
Proof. Let ur ∈ C
3(Bg(y0, r)) be an eigenfunction associated to ν2(Bg(y0, r), g), i.e., we have
∆gur = 0 in Bg(y0, r), 〈∇ur, ηr〉g = ν2(Bg(y0, r), g)ur on ∂Bg(y0, r),
where ηr denotes the outer unit normal on ∂Bg(y0, r). Then the function Φr : B → R, Φr(x) =
r
N
2 ur(Ψ(rx)) satisfies
∆grΦr = 0 in B, 〈∇Φr, η〉gr = ν2(B, gr)Φr on ∂B, (29)
with
∆grΦr =
1√
|gr|
∂
∂xi
(√
|gr|g
ij
r
∂Φr
∂xj
)
and ν2(B, gr) = rν2(Bg(y0, r), g).
Hence the asserted expansion (28) is equivalent to
ν2(B, gr) = 1 +
2r2
3(N + 2)
Rmin(y0) + o(r
2). (30)
Moreover, by normalization we may assume that
∫
∂B
Φ2r dσgr = 1. To prove (30), we first note
that, since gr converges to the Euclidean metric in B, it follows from the variational characteri-
zation of ν2 that ν2(B, gr) → ν2(B) = 1. Moreover, by using standard elliptic regularity theory,
one may show that, along a sequence rk → 0, we have Φrk → Φ in H
1(B) for some function
Φ ∈ C2loc(B) ∩ C
1(B) satisfying
∆Φ = 0 in B, 〈∇Φ, η〉 = Φ on ∂B, and
∫
∂B
Φ2 dσ = 1. (31)
Hence there exists a = (a1, . . . , aN ) = (a
1, . . . , aN) ∈ RN with |a| = 1 and such that
Φ(x) =
a · x√
|B|
for x ∈ B. (32)
For matters of convenience, we will continue to write r instead of rk in the following. By integra-
tion by parts in (29), using 〈∇Φr, η〉gr = 0 and dvgr =
√
|gr|dx, we have
ν2(B, gr)
∫
∂B
ΦΦrdσgr =
∫
B
√
|gr|g
ij
r
∂Φ
∂xi
∂Φr
∂xj
dx.
We thus find, using (14), (16), (31) and integrating by parts again,∫
B
√
|gr|g
ij
r
∂Φ
∂xi
∂Φr
∂xj
dx =
∫
B
√
|gr|
(
∇Φr · ∇Φ−
r2
3
Rk
i
l
jxkxl
∂Φ
∂xi
∂Φr
∂xj
)
dx+O(r3) (33)
=
∫
∂B
ΦΦr dσgr −
∫
B
Φr∇
√
|gr| · ∇Φ dx−
r2
3
∫
B
〈Rk
i
l
jxkxl
∂Φ
∂xi
∂Φr
∂xj
dx+O(r3)
=
∫
∂B
ΦΦr dσgr +
r2
3
∫
B
Φr Ri
jxi
∂Φ
∂xj
dx−
r2
3
∫
B
Rk
i
l
jxkxl
∂Φ
∂xi
∂Φr
∂xj
dx+O(r3).
7
Therefore, since
∫
∂B
ΦΦr dσgr → 1 and Φr → Φ in H
1(B) as r→ 0, we obtain
ν2(B, gr) = 1 +
r2
3
∫
B
ΦRi
jxi
∂Φ
∂xj
dx−
r2
3
∫
B
Rk
i
l
jxkxl
∂Φ
∂xi
∂Φ
∂xj
dx+ o(r2)
= 1 +
r2
3|B|
∫
B
akx
kRi
jxiaj dx−
r2
3|B|
∫
B
Rk
i
l
jxkxlaiaj dx+ o(r
2). (34)
Recalling that ∫
B
xixj dx = δij
|B|
N + 2
for i, j = 1, . . . , N , (35)
we calculate ∫
B
akx
kRi
jxiaj dx =
|B|
N + 2
Rkjakaj =
|B|
N + 2
Ricy0(A,A) (36)
with A := aiE
i and∫
B
Rk
i
l
jxkxlaiaj dx = −
|B|
N + 2
Rijaiaj = −
|B|
N + 2
Ricy0(A,A). (37)
Therefore
ν2(B, gr) = 1 +
2r2
3(N + 2)
Ricy0(A,A) + o(r
2). (38)
We now need to recall that – more precisely – here we consider a sequence r = rk → 0. Never-
theless, the argument implies that
ν2(B, gr) ≥ 1 +
2r2
3(N + 2)
Rmin(y0) + o(r
2) as r → 0. (39)
Indeed, if - arguing by contradiction - there is a sequence rk → 0 such that
lim sup
k→∞
ν2(B, gr) < 1 +
2r2k
3(N + 2)
Rmin(y0) + o(r
2
k) as k →∞. (40)
then, by the above argument, there exists a subsequence along which the expansion (38) holds
with some A ∈ Ty0M with |A| = 1, thus contradicting (40). Hence (39) is true, and it thus
remains to prove that
ν2(B, gr) ≤ 1 +
2r2
3(N + 2)
Ricy0(A,A) + o(r
2) for all A ∈ Ty0M with |A| = 1. (41)
So consider a = (a1, . . . , aN ) ∈ RN arbitrary with |a| = 1, let A = aiEi ∈ Ty0M, and define
Φ : B → R by (32). Moreover, put cr :=
1
|∂B|gr
∫
∂B
Φdσgr for r > 0 small. Then, by (19),
cr =
( 1
|∂B|
+O(r2)
)(∫
∂B
Φ(x)[1−
1
6
Rklx
kxl]dσ(x) +O(r3)
)
=
( 1
|∂B|
+O(r2)
)
O(r3) = O(r3),
since the function x 7→ Φ(x)[1− 16Rklx
kxl] is odd with respect to reflection at the origin. Hence,
using the variational characterization of ν2(B, gr), we find that
ν2(B, gr) ≤
∫
B
|∇(Φ− cr)|
2
gr
dvgr∫
∂B
(Φ− cr)
2 dσgr
=
∫
B
|∇Φ|2gr dvgr∫
∂B
[
Φ2 +O(r3)
]
dσgr
=
∫
B
|∇Φ|2gr dvgr +O(r
3)∫
∂B
Φ2 dσgr
and therefore
ν2(B, gr)
∫
∂B
Φ2 dσgr ≤
∫
Bg(y0,r)
|∇Φ|2gr dvgr +O(r
3) =
∫
B
√
|gr|g
ij
r
∂Φ˜
∂xi
∂Φ
∂xj
dx+O(r3).
It is by now straightforward that the same estimates as above – starting from (33) – hold with
both Φr and Φ replaced by Φ. We thus obtain (41), as required.
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Corollary 2.3 We have
ν2(Bg(y0, r), g) =
( v
|B|
)− 1
N
+
4NRmin(y0)− S(y0)
6N(N + 2)
( v
|B|
) 1
N
+ o(v
1
N ) (42)
as v = |Bg(y0, r)|g → 0.
Proof. By the volume expansion (12) of geodesic balls we have
1
r
( v
|B|
) 1
N
=
( |Bg(y0, r)|g
rN |B|
) 1
N
= 1−
1
6N(N + 2)
S(y0)r
2 + o(r2)
= 1−
1
6N(N + 2)
S(y0)
( v
|B|
) 2
N
+ o
( v
|B|
) 2
N
as v = |Bg(y0, r)|g → 0. Combining this with Proposition 2.2, we get the result.
Next, we wish to derive an expansion of ν2 on small geodesic ellipsoids centered at y0 ∈ M.
For this we assume in the following that the orthonormal basis Ei, i = 1, . . . , N of Ty0M is chosen
such that
Rij = 0 for i 6= j. (43)
Moreover we put
bi = b
i :=
1
3(N + 2)
(Rii −
S(y0)
N
) for i = 1, . . . , N , (44)
and we note that
N∑
i=1
bi = 0 since S(y0) =
N∑
i=1
Rii. For r > 0 small, we then consider the geodesic
ellipsoids E(y0, r) := Fr(B) ⊂M, where
Fr : B →M, Fr(x) = Expy0
(
r(1 + r2bi)x
iEi
)
.
The special choice of the values bi gives rise to the following asymptotic expansion depending
only on the scalar curvature at y0.
Proposition 2.4 As r → 0, we have
ν2(E(y0, r), g) =
1
r
+
2r
3N(N + 2)
S(y0) + o(r) (45)
and
|E(y0, r)|g = |Bg(y0, r)|g +O(r
N+4) = rN |B|
(
1−
1
6(N + 2)
r2S(y0) +O(r
4)
)
. (46)
Proof. We consider the pull back metric hr on B of g under the map Fr rescaled with the
factor 1
r2
. Then we have
[hr]ij(x) = (1 + r
2bi)(1 + r
2bj)[gr]ij((1 + r
2bk)x
kek) = [gr]ij(x) + r
2(bi + bj)δij +O(r
4) (47)
= δij + r
2
(1
3
Rkiljx
kxl + 2biδij
)
+O(r3)
uniformly in x ∈ B (where gr is defined as in the proof of Proposition 2.2). Setting |hr| =
det([hr]ij)ij , we deduce the expansion
|hr|(x) = |gr|(x) + 2r
2
N∑
i=1
bi +O(r
4) = |gr|(x) +O(r
4) for x ∈ B. (48)
This implies that
|E(y0, r)|g = r
N |B|hr = r
N
(
|B|gr +O(r
4)
)
= |Bg(y0, r)|g +O(r
N+4),
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as claimed in (46). We now turn to (45). For this we first note that, denoting by (hijr )ij the
inverse of the matrix ([hr]ij)ij , we have
hijr (x) = δ
ij − r2
(1
3
Rk
i
l
jxkxl + 2biδij
)
+O(r3) (49)
by (47), whereas (16) and (48) yield
∂
∂xi
√
|hr| = −
r2
3
Rkix
k +O(r3) for i = 1, . . . , N . (50)
Moreover, since ν2(B, hr) = rν2(E(y0, r), g), the asserted expansion (45) is equivalent to
ν2(B, hr) = 1 +
2r2
3N(N + 2)
S(y0) + o(r
2). (51)
Let Φr be an eigenfunction for ν2(B, hr), normalized such that
∫
∂B
Φ2r dvhr = 1 with dvhr =√
|hr|dx. Then we have
∆hrΦr = 0 in B, 〈∇Φr, η〉hr = ν2(B, hr)Φr on ∂B,
where
∆hrΦr =
1√
|hr|
∂
∂xi
(√
|hr|h
ij
r
∂Φr
∂xj
)
.
Since hr converges to the Euclidean metric in B, the variational characterization of ν2 implies
that ν2(B, hr) → ν2(B) = 1. Moreover, as in the proof of Proposition 2.2 we have Φrk → Φ in
H1(B) along a sequence rk → 0 with some function Φ ∈ C
2
loc(B) ∩ C
1(B) satisfying
∆Φ = 0 in B, 〈∇Φ, η〉 = Φ on ∂B, and
∫
∂B
Φ2 dσ = 1.
Hence there exists a vector a = (a1, . . . , aN ) = (a
1, . . . , aN ) ∈ RN with |a| = 1 and such that
Φ(x) =
a · x√
|B|
for x ∈ B.
Again, for matters of convenience, we write r instead of rk in the following. By multiple integration
by parts, using (49) and (50), we have
ν2(B, hr)
∫
∂B
ΦΦrdσhr =
∫
B
√
|hr|h
ij
r
∂Φ
∂xi
∂Φr
∂xj
dx
=
∫
B
∇Φr∇Φdvhr − r
2
∫
B
(1
3
Rk
i
l
jxkxl
∂Φr
∂xi
∂Φr
∂xj
+ 2bi
∂Φ
∂xi
∂Φr
∂xi
)
dx+O(r3)
=
∫
∂B
ΦΦr dσhr −
∫
B
Φr∇
√
|hr| · ∇Φ dx
− r2
∫
B
(1
3
Rk
i
l
jxkxl
∂Φr
∂xi
∂Φr
∂xj
+ 2bi
∂Φ
∂xi
∂Φr
∂xi
)
dx+O(r3)
=
∫
∂B
ΦΦr dσhr
+ r2
∫
B
(Φr
3
Ri
jxi
∂Φ
∂xj
−
1
3
Rk
i
l
jxkxl
∂Φr
∂xi
∂Φr
∂xj
− 2bi
∂Φ
∂xi
∂Φr
∂xi
)
dx+O(r3)
Since
∫
∂B
ΦΦr dσhr → 1 and Φr → Φ in H
1(B) as r → 0, we infer, using (36) and (37), that
ν2(B, hr) = 1 + r
2
∫
B
(Φ
3
Ri
jxi
∂Φ
∂xj
−
1
3
Rk
i
l
jxkxl
∂Φ
∂xi
∂Φ
∂xj
− 2bi
∂Φ
∂xi
∂Φ
∂xi
)
dx+ o(r2)
= 1 + r2
∫
B
( 1
3|B|
akx
kR
j
iaj −
1
3|B|
Rk
i
l
jxkxlaiaj −
2
|B|
bia2i
)
dx+ o(r2)
= 1 + 2r2
( 1
3(N + 2)
Ricy0(A,A)− b
ia2i
)
+ o(r2)
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with A := aiEi ∈ Ty0M. Combining this with (43) and (44), we conclude that
ν2(B, hr) = 1 + 2r
2(ai)2
( 1
3(N + 2)
Rii − bi
)
+ o(r2)
= 1 +
2r2
3N(N + 2)
S(y0) + o(r
2).
Hence we have shown (51), as required.
Corollary 2.5 We have
ν2(E(y0, r), g) =
( v
|B|
)− 1
N
+
S(y0)
2N(N + 2)
(
v
|B|
) 1
N
+ o(v
1
N ) (52)
as v = |E(y0, r)|g → 0.
Proof. This follows readily by combining (45) and (46).
3 A local upper bound for ν2
The aim of this section is to complete the proof of Theorem 1.1. We note that Theorem 1.1(i)
follows immediately from Corollary 2.5, and the lower bound in (ii) is a direct consequence of (i).
Hence it remains to establish the upper bound (ii). For this we fix r0 > 0 less than the injectivity
radius ofM at y0. Throughout this section, we consider a sequence of numbers rk ∈ (0,
r0
4 ) such
that rk → 0 as k → ∞, and we suppose that we are given regular domains Ωrk ⊂ Bg(y0, rk),
k ∈ N. In this setting, we will show the following asymptotic upper bound.
Theorem 3.1 We have
ν2(Ωrk , g) ≤
( |Ωrk |g
|B|
)− 1
N
+
S(y0)
2N(N − 2)
( |Ωrk |g
|B|
) 1
N
+ o(|Ωrk |
1
N
g ) as k →∞. (53)
This result obviously implies the upper bound in Theorem 1.1(ii), so the proof of Theorem 1.1
is finished once we have established Theorem 3.1.
The remainder of this section is devoted to the proof of Theorem 3.1. In order to keep the
notation as simple as possible, we will write r instead of rk in the following. As in the previous
sections, we rescale the problem, but we first need to identify suitable center points for the
rescaling procedure. For this, we need the following observation.
Lemma 3.2 There exists a point pr ∈ Bg(y0, 2r) with∫
∂Ωr
Exp−1pr (q) dσg(q) = 0 ∈ TprM. (54)
Proof. Consider the function
J : Bg(y0, 2r)→ R, J(p) =
∫
∂Ωr
|Exp−1p (q)|
2
g dσg(q) =
∫
∂Ωr
distg(p, q)
2 dσg(q).
Since r < r0 and Ωr ⊂ Bg(y0, r), the function J is differentiable with
dJ(p)[v] = −2
∫
∂Ωr
〈Exp−1p (q), v〉g dσg(q) for all v ∈ TpM.
Since J(y0) ≤ r
2σg(∂Ωr) and
J(p) ≥ r2σg(∂Ωr) for p ∈ ∂Bg(y0, 2r),
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there exists a point pr ∈ Bg(y0, 2r) with J(pr) = min{J(p) : p ∈ Bg(y0, 2r)}. Hence pr is a
critical point of J , and this implies (54).
Next we note that, for r > 0 small enough, we have |Bg(pr, 2r)|g > |Bg(y0, r)|g , and thus
there exists a unique ρr ∈ (0, 2r) with
|Ωr|g = |Bg(pr, ρr)|g.
Since pr → y0 as r → 0, we have, similarly as in (12), the volume expansion
|Ωr|g
|B|
=
|Bg(pr, ρr)|g
|B|
= ρNr
(
1−
S(y0)
6(N + 2)
ρ2r + o(ρ
2
r)
)
and thus ( |Ωr|g
|B|
) 1
N
= ρr
(
1−
S(y0)
6N(N + 2)
ρ2r + o(ρ
2
r)
)
. (55)
Consequently, Theorem 3.1 is proved once we establish the following:
ν2(Ωr, g) ≤
1
ρr
+
2ρr
3N(N + 2)
S(y0) + o(ρr) as r → 0. (56)
We now consider a rescaled version of (56). For this we note that
Bg(pr, ρr) ⊂ Bg(pr, 2r) ⊂ Bg(y0, 4r) and Ωr ⊂ Bg(y0, r) ⊂ Bg(pr, 3r),
and we let
y 7→ Eyi ∈ TyM, i = 1, . . . , N
denote a smooth orthonormal frame on Bg(y0, r0). We consider the maps
Ψr : R
N →M, Ψr(x) = Ψ(ρrx) = Exppr (ρrx
iE
pr
i ).
Moreover, we set
Br :=
3r
ρr
B and Ur := Ψ
−1
r (Ωr) ⊂ B
r, (57)
and we consider the pull back metric of g under the map Br →M, x 7→ Ψr(ρrx), rescaled with
the factor 1
ρ2r
. We denote this metric on Br by gr, and we point out that this definition differs
from the notation used in the proof of Proposition 2.2. Nevertheless, since dist(pr, y0) = O(r),
we have, in C1-sense,
〈Ry(E
pr
i , E
pr
j )E
pr
k , E
pr
l 〉 = Rijkl +O(r) as r → 0 with Rijkl := 〈Ry0(E
y0
i , E
y0
j )E
y0
k , E
y0
l 〉
for i, j, k, l = 1, . . . , N . We also set Rij := Ricy0(E
y0
i , E
y0
j ). As in Section 2, we freely vary the
(upper or lower) position of the indices of Rijkl and Rij without changing the value of these
constants. We then infer from (10) and (11) that
(gr)ij(x) = δij +
ρ2r
3 Rkiljx
kxl +O(rρ2r),
gijr (x) = δ
ij −
ρ2r
3 Rk
i
l
jxkxl +O(rρ2r),
dvgr (x) =
√
|gr(x)| dx =
(
1−
ρ2r
6 Rlkx
lxk +O(rρ2r)
)
dx,
∂
∂xi
√
|gr(x)| = −
ρ2r
3 Rkix
k +O(rρ2r)
(58)
uniformly on Br as r → 0, where (gijr )ij denotes the inverse of the matrix ([gr]ij)ij and |gr| is the
determinant of gr. In particular
(gr)ij(x) = δij +O(r
2) and dvgr (x) = (1 +O(r
2))dx uniformly on Br. (59)
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Moreover, by the same arguments as in the proof of Lemma 2.1 we have∫
∂Ur
f(x) dσgr = (1 +O(ρ
2
r))
∫
∂Ur
f(x)dσ, (60)
for every f ∈ C1(∂Ur). Moreover,∫
∂B
f(x) dσgr (x) =
∫
∂B
(
1−
ρ2r
6
Rlkx
lxk
)
f(x)dσ +O(rρ2r)
∫
∂B
f(x)dσ (61)
for every f ∈ C1(∂B). Here, similarly as in Lemma 2.1, the bounds for the terms O(ρ2r) and
O(rρ2r) are uniform in f . Observe also that ν2(Ur, gr) =
ν2(Ωr, g)
ρr
, so that (56) is equivalent to
ν2(Ur, gr) ≤ 1 +
2ρ2r
3N(N + 2)
S(y0) + o(ρ
2
r) as r → 0. (62)
The remainder of this section will be devoted to the proof of (62). By construction we have
|Ur|gr = ρr
−N |Ωr|g = ρr
−N |Bg(pr, ρr)|g = |B|gr , and thus
|Ur|gr = |B|gr = (1 +O(r
2))|Ur| = (1 +O(r
2))|B| (63)
by (59) and the fact that Ur ⊂ B
r and B ⊂ Br. Setting
fi : R
N → R, fi(x) = x
i,
we also find that
∫
∂Ur
fidσgr = 0 for i = 1, . . . , N by (54). Moreover,∫
Ur
|∇fi|
2
gr
dvgr =
∫
Ur
gjkr
∂fi
∂xj
∂fi
∂xk
dvgr =
∫
Ur
giir dvgr for i = 1, . . . , N .
Hence the variational characterization of ν2 yields
ν2(Ur, gr) ≤
N∑
i=1
∫
Ur
|∇fi|
2
gr
dvgr
N∑
i=1
∫
∂Ur
f2i dσgr
=
N∑
i=1
∫
Ur
giir dvgr∫
∂Ur
|x|2dσgr
. (64)
In the following, B2 := 2B ⊂ R
N denotes the euclidean ball centered at the origin with radius 2.
Moreover, we let |Ur△B| = |Ur \B|+ |B \ Ur| denote the symmetric distance of the sets Ur and
B with respect to the standard Lebesgue measure on RN .
Lemma 3.3 In the above setting, we have∫
∂Ur
|x|2 dσgr ≥ N |B| −
|B|ρ2r
6
S(y0) +O(ρ
2
r |Ur△B|) +
N + 1
4
|Ur \B2|gr + o(ρ
2
r), (65)
and
N∑
i=1
∫
Ur
giir dvgr = N |B| −
(N − 2)|B|
6(N + 2)
ρ2rS(y0) +O(ρ
2
r |Ur△B|) +O(r
2|Ur \B2|gr ) + o(ρ
2
r) (66)
as r → 0.
Proof. We first note that, by (59), the symmetric distance |Ur△B|gr := |Ur \B|gr + |B \Ur|gr
with respect to the metric gr satisfies
|Ur△B|gr = (1 +O(r
2))|Ur△B|. (67)
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Next we consider the C1-vector field V : Br → R, V (x) = |x|x. Using (58), we have
G(x) := divgr (V ) =
1√
|gr|(x)
∂
∂xi
(
|x|xi
√
|gr|(x)
)
= |x|
[
(N + 1)−
x · ∇
√
|gr|(x)√
|gr|(x)
]
= |x|
[
(N + 1)−
ρ2r
3 Ricy0(X,X) +O(rρ
2
r)√
|gr|(x)
]
= |x|
[
(N + 1)−
ρ2r
3
Ricy0(X,X) +O(rρ
2
r)
]
= |x|
[
(N + 1)−
ρ2r
3
Ricy0(X,X) + O(rρ
2
r)
]
uniformly for x ∈ Br as r → 0. (68)
In particular, G(x) = |x|
[
(N +1)+O(r2)
]
for x ∈ Br as r → 0, so for r > 0 sufficiently small we
have
G(x) ≥
N + 1
2
|x| for x ∈ Br. (69)
We also recall that, as a consequence of Gauss’ Lemma (see e.g. [11, Corollary 5.2.3]), the unit
outer normal on ∂B with respect to the metric gr is simply given by ηr(x) = x for every small
r > 0 and x ∈ ∂B. Using the divergence formula with respect to the metric gr and (61), we
therefore find that∫
B
Gdvgr =
∫
∂B
dσgr =
∫
∂B
(
1−
ρ2r
6
Rlkx
lxk
)
dσ +O(rρ2r) = N |B| −
|B|ρ2r
6
S(y0) + o(ρ
2
r). (70)
Here we used the fact that
∫
∂B
xlxk dσ = δlk σ(∂B)
N
= δlk|B| in the last step. Moreover, using
again that |x|gr = |x| and thus |V (x)|gr = |x|
2 for x ∈ Br by Gauss’ Lemma, we find that∫
Ur
Gdvgr =
∫
∂Ur
〈V, ηr〉grdσgr ≤
∫
∂Ur
|V |gr dσgr =
∫
∂Ur
|x|2 dσgr , (71)
where ηr is the outer unit normal of ∂Ur with respect to gr. Next we estimate∫
Ur
Gdvgr −
∫
B
Gdvgr =
∫
Ur\B
Gdvgr −
∫
B\Ur
Gdvgr
=
∫
Ur\B
(1−
1
|x|
)Gdvgr +
∫
Ur\B
G
|x|
dvgr −
∫
B\Ur
Gdvgr
≥
∫
Ur\B
(1−
1
|x|
)Gdvgr +
∫
Ur\B
G
|x|
dvgr −
∫
B\Ur
G
|x|
dvgr . (72)
Here we note that, by (69),∫
Ur\B
(1−
1
|x|
)Gdvgr ≥
∫
Ur\B2
(1−
1
|x|
)Gdvgr ≥
∫
Ur\B2
G
|x|
dvgr ≥
N + 1
2
|Ur \B2|gr (73)
and, by (63) and (68),∫
Ur\B
G
|x|
dvgr −
∫
B\Ur
G
|x|
dvgr =
∫
Ur\B
( G
|x|
− (N + 1)
)
dvgr −
∫
B\Ur
( G
|x|
− (N + 1)
)
dvgr
=
ρ2r
3
[∫
B\Ur
(
Rijx
ixj +O(r)
)
dvgr −
∫
Ur\B
(
Rijx
ixj +O(r)
)
dvgr
]
=
ρ2r
3
[∫
B\Ur
Rijx
ixj dvgr −
∫
Ur\B
Rijx
ixj dvgr +O(r|B△Ur |gr )
]
=
ρ2r
3
[
−
∫
Ur\B2
Rijx
ixj dvgr +O(|B△Ur|gr )
]
= O(r2|Ur \B2|gr ) +O(ρ
2
r |Ur△B|) + o(ρ
2
r), (74)
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where in the last step we used (67) and the fact that Ur ⊂ B
r. Combining (72), (73) and (74),
we obtain that∫
Ur
Gdvgr ≥
∫
B
Gdvgr +O(ρ
2
r |Ur△B|) +
N + 1
4
|Ur \B2|gr for r > 0 sufficiently small.
Combining this with (70) and (71), we get the inequality∫
∂Ur
|x|2 dσgr ≥ N |B| −
|B|ρ2r
6
S(y0) +
N + 1
4
|Ur \B2|gr +O(ρ
2
r |Ur△B|) + o(ρ
2
r) (75)
as r → 0, which is (65). Next, using (63), we estimate similarly as in (74),
N∑
i=1
∫
Ur
giir dvgr =
∫
Ur
[N +
ρ2r
3
Rijx
ixj +O(rρ2r)]dvgr
=
∫
B
(N +
ρ2r
3
Rijx
ixj + o(ρ2r))dvgr +
ρ2r
3
∫
Ur\B2
(
Rijx
ixj +O(r)
)
dvgr +O(ρ
2
r |Ur△B|gr )
= N |B| −
(N − 2)|B|
6(N + 2)
ρ2rS(y0) + o(ρ
2
r) +O(r
2|Ur \B2|gr ) +O(ρ
2
r |Ur△B|gr )
= N |B| −
(N − 2)|B|
6(N + 2)
ρ2rS(y0) +O(r|Ur \B2|gr ) +O(ρ
2
r |Ur△B|) + o(ρ
2
r)
as r → 0, as claimed in (66).
We may now complete the
Proof of Theorem 3.1. As noted before, it suffices to prove (62), since (62) is equivalent to (56)
and (56) is equivalent to (53) by the volume expansion (55). To prove (62) for r = rk → 0 as
k →∞, we argue by contradiction and assume that there exists ε0 > 0 and a subsequence – still
denoted by (rk)k – such
ν2(Urk , grk) ≥ 1 +
( 2
3N(N + 2)
S(y0) + ε0
)
ρ2rk for all k ∈ N. (76)
We first claim that
|Urk \B2|grk = O(ρ
2
rk
) as k →∞. (77)
Indeed, if, by contradiction, for a subsequence we have |Urk \B2|grk ≥ kρ
2
rk
, then the expansions
(65) and (66) yield that
∫
∂Urk
|x|2dσgrk ≥
N∑
i=1
∫
Urk
giirkdvgrk for k sufficiently large.
Here we also used the fact |Urk△B| remains bounded as a consequence of (63). Now (64) implies
that ν2(Urk , grk) ≤ 1 for k sufficiently large, contrary to (76). Hence (77) is true. From (77) and
(66) it then follows that
N∑
i=1
∫
Urk
giirkdvgrk = N |B|+O(rk
2). (78)
Since also ν2(Urk , grk) ≥ 1 + O(rk
2) by (76), it follows from (64) that∫
∂Urk
|x|2dσgrk ≤ N |B|+O(rk
2).
and thus also ∫
∂Urk
|x|2dσ ≤ N |B|+O(rk
2) (79)
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as a consequence of (60). On the other hand, [1, Theorem B] implies that∫
∂Urk
|x|2dσ ≥ N |B|+ β
( |Urk△B|
|Urk |
)2
(80)
with a positive constant β > 0. Hence, by (63) and (79),
|Urk△B| = O(|Urk |rk
2) = O(rk
2) as k →∞. (81)
Inserting this in (65) gives∫
∂Urk
|x|2dσgrk ≥ N |B| −
|B|
6
S(y0)ρ
2
rk
+ o(ρ2rk). (82)
Moreover, inserting (77) and (81) in (66) gives
N∑
i=1
∫
Urk
giirkdvgrk = N |B| −
(N − 2)|B|
6(N + 2)
S(y0)ρ
2
rk
+ o(ρ2rk). (83)
Combining (82), (83) and (64) finally yields
ν2(Urk , grk) ≤ 1 +
2ρ2rk
3N(N + 2)
S(y0) + o(ρ
2
rk
) as k →∞,
contrary to (76). The proof is finished.
4 Precise global asymptotics in the two-dimensional case
In this section we give the proof of Theorem 1.2. We shall see that most of the argument works
for N ≥ 2 except at the end of the proof of Lemma 4.2 below where we had to assume that
N = 2. For convenience, we repeat the statement of the theorem.
Theorem 4.1 Let (M, g) be a closed Riemannian surface. Then we have
WBM(v) =
( v
pi
)− 1
2
+
SM
16
( v
pi
) 1
2
+ o(v
1
2 ) as v → 0,
where SM denotes the maximum of the scalar curvature function S on M.
The remainder of this section is devoted to the proof of this result. In view of Theorem 1.1(i)
and the remarks after this theorem, we only need to prove that
WBM(v) ≤
( v
pi
)− 1
2
+
SM
16
( v
pi
) 1
2
+ o(v
1
2 ) as v → 0. (84)
We argue by contradiction and assume that there exists ε¯ > 0 and a sequence of regular domains
Ωk ⊂M such that vk := |Ωk| → 0 as k →∞ and
ν2(Ωk, g) ≥
(vk
pi
)− 1
2
+
[SM
16
+ ε¯
](vk
pi
) 1
2
for every k ∈ N. (85)
We will show that
diam(Ωk)→ 0 as k →∞. (86)
Once this fact is established, we arrive at a contradiction as follows. By the compactness of M,
there exists y0 ∈M such that, after passing to a subsequence,
for every r > 0 there exists kr ∈ N such that Ωk ⊂ Bg(y0, r) for k ≥ kr.
16
Fix ε < ε¯, and let rε be given by Theorem 1.1(ii) corresponding to these choices of y0 and ε.
Then, for k ≥ krε , we have
ν2(Ωk, g) ≤WBM(vk) ≤
(vk
pi
)− 1
2
+
[S(y0)
16
+ ε
](vk
pi
) 1
2
≤
( pi
vk
) 1
2
+
[SM
16
+ ε
](vk
pi
) 1
2
as a consequence of the upper estimate in Theorem 1.1(ii). This contradicts (85), since ε < ε¯,
and thus the proof of Theorem 4.1 is finished. Hence it remains to prove (86), and the remainder
of this section is devoted to this task. Since M is closed, it is easy to see that there exists a
number K > 0 such that
for every r > 0, p ∈M there exist p1, . . . , pK ∈M with Bg(p, 4r) ⊂
K⋃
i=1
Bg(pk, r). (87)
To prove (86), we now argue by contradiction and assume that there exists d > 0 such that, after
passing to a subsequence, diam(Ωk) ≥ d for all k ∈ N. In the following, we let rM denote the
injectivity radius of M, and we put r0 := min{
rM
5 ,
d
7}. We also let ϕ ∈ C
∞
0 (R,R) be a function
such that
ϕ ≡ 2 on (−∞, 0], ϕ(r20) = 1, ϕ((2r0)
2) =
1
K + 1
, ϕ′ < 0 on (0, (4r0)
2) and ϕ ≡ 0 on [(4r0)
2,∞),
where K has the property in (87). For p ∈M and v ∈ TpM we consider the function
fp,v ∈ C
∞(M), fp,v(q) =
{
ϕ′(dist(p, q)2)〈Exp−1p (q), v〉, q ∈ Bg(p, 4r0);
0, q 6∈ Bg(p, 4r0).
Since M is compact, we find that
c0 := sup{|∇fp,v(q)|g : q, p ∈M, v ∈ TpM, |v|g = 1} <∞. (88)
Lemma 4.2 There exists points pk ∈ M and vectors vk ∈ TpkM, k ∈ N with |vk|g = 1 and the
following properties:
(i) ∂Ωk ∩Bg(pk, 2r0) 6= ∅ for all k ∈ N.
(ii) Setting fk := fpk,vk ∈ C
∞(M), we have
∫
∂Ωk
fk dσg = 0 for all k ∈ N. Moreover,
c1 := lim inf
k→∞
∫
∂Ωk
f2k dσg > 0. (89)
Proof. We fix k ∈ N and consider the functional
J :M→ R, J(p) =
∫
∂Ωk
ϕ(dist(p, q)2) dσg(q).
Since M is compact, there exists a point pk ∈M such that J(pk) = max
M
J . We claim that
dist(p, ∂Ωk) < 2r0. (90)
Indeed, suppose by contradiction that dist(pk, ∂Ωk) ≥ 2r0. Then
J(pk) ≤ ϕ([2r0]
2)σg
(
∂Ωk ∩ [Bg(pk, 4r0) \Bg(pk, 2r0)]
)
≤
σg(∂Ωk ∩Bg(pk, 4r0))
K + 1
.
On the other hand, by (87) there exists a point p¯ ∈ M such that σg(∂Ωk ∩ Bg(p¯, r0)) ≥
σg(∂Ωk∩Bg(pk,4r0))
K
, and thus
J(p¯) ≥ ϕ(r20)σg(∂Ωk ∩Bg(p¯, r0)) ≥
σg(∂Ωk ∩Bg(pk, 4r0))
K
> J(pk),
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contradiction. Hence (90) is true, and thus (i) follows. By the maximization property of pk, we
have
0 = dJ(pk)[v] = −2
∫
∂Ωk
ϕ′(dist(pk, q)
2)〈Exp−1pk (q), v〉g dσg = −2
∫
∂Ωk
fpk,v dσg for all v ∈ TpkM,
hence the first part of (ii) follows independently of the choice of vk. To prove (89) for suitable
vk ∈ TpkM with |vk|g = 1, , we choose orthonormal vectors vk1 , vk2 ∈ TpkM (with respect to g)
for every k ∈ N . With κ := inf
{
[ϕ′]2(r) : r ∈ [2r0, 3r0]
}
> 0 and
Γk := ∂Ωk ∩ [Bg(pk, 3r0) \Bg(pk, 2r0)] for k ∈ N,
we then have
2∑
i=1
∫
∂Ωk
f2pk,vki
dσg ≥ κ
2∑
i=1
∫
Γk
〈Exp−1pk (q), vki 〉
2
dσg(q) = κ
∫
Γk
|Exp−1pk (q)|
2
g dσg(q)
= κ
∫
Γk
dist2(pk, q) dσg(q) ≥ (2r0)
2κ σg(Γk). (91)
It now remains to show that
lim inf
k→∞
σg(Γk) > 0. (92)
Indeed, once (92) is established, we may combine it with (91) to see that, without loss of generality,
lim inf
k→∞
∫
∂Ωk
f2pk,vk dσg > 0 with vk := vk,1 for k ∈ N.
Hence (89) holds, and the proof is then finished. To show (92), we put Sr,k := ∂Bg(pk, r) for
k ∈ N, r > 0. Since diam(Ωk) ≥ d > 6r0, the domain Ωk is not contained in Bg(pk, 3r0). Hence,
by (i) and since Ωk is connected, we have
Ωk ∩ Sr,k 6= ∅ for every r ∈ (2r0, 3r0). (93)
Next, we let
Tk := {r ∈ (2r0, 3r0) : Sr,k ⊂ Ωk} and Rk := (2r0, 3r0) \ Tk.
We claim that, after passing to a subsequence,
|Tk| → 0 as k→∞. (94)
To see this, we may, by the compactness of M, pass to a subsequence such that pk → p0 ∈ M
and pk ∈ Bg(p0, r0) for all k ∈ N. We let
y 7→ Eyi ∈ TyM, i = 1, . . . , N
denote a smooth orthonormal frame on Bg(p0, r0), and we consider the maps
Ψk : R
N →M, Ψk(x) = Exppk(x
iE
pk
i ) for k ∈ N ∪ {0}.
We note that Ψk converges locally uniformly in C
1-sense to Ψ0 as k → ∞. Moreover, since
rM ≥ 5r0, Ψk maps 3r0B diffeomorpically onto Bg(p0, 3r0) for every k ∈ N ∪ {0}, and there
exists a constant α > 1 such that
1
α
≤
√
det(gkij(x))ij ≤ α for every x ∈ 3r0B, k ∈ N ∪ {0}. (95)
Here gkij denote the metric coefficients associated with local parametrizations Ψk, i.e.,
gkij(x) = 〈dΨk(x)ei, dΨk(x)ej〉g for x ∈ R
N , i, j = 1, . . . , N ,
18
where ei ∈ R
N , i = 1, . . . , n denote the coordinate vectors. We set Uk := Ψ
−1
k (Ωk ∩ Bg(pk, 3r0))
for k ∈ N. Since |Ωk|g → 0 as k →∞, we also have that |Uk| → 0 as k →∞ as a consequence of
(95). Moreover, Tk is given as the set of r ∈ (2r0, 3r0) such that x ∈ Uk for every x ∈ R
N with
|x| = r. Hence we estimate that
|Uk| ≥ ωN−1
∫ 3r0
2r0
rN−11Tk(r) dr ≥ ωN−1(2r0)
N−1|Tk|.
where ωN−1 denotes the euclidean surface measure of the unit sphere in R
N . Thus (94) holds, as
claimed. From (94) we deduce that
|Rk| → r0 as k →∞. (96)
Moreover,
Sr,k ∩ ∂Ωk 6= ∅ for every r ∈ Rk (97)
as a consequence of (93). Next we claim that
σg(Γk) ≥ |Rk| for every k ∈ N. (98)
Here we shall need the assumption N = 2. To derive (98), we fix k ∈ N, ε ∈ (0, r02 ) and set
Γk,ε := {x ∈ ∂Ωk : 2r0 + ε ≤ dist(x, pk) ≤ 3r0 − ε} ⊂ Γk
Since Ωk is smooth and Γk,ε is compact, only finitely many (disjoint) path components Γ
1
k, . . . ,Γ
m
k
of Γk intersect Γk,ε. Let
β+j := max{dist(pk, q) : q ∈ Γ
j
k ∩ Γk,ε} and β
−
j := min{dist(pk, q) : q ∈ Γ
j
k ∩ Γk,ε}
for j = 1, . . . , k. By construction and (97) we then have
Rk ∩ [2r0 + ε, 3r0 − ε] ⊂ {r ∈ [2r0 + ε, 3r0 − ε] : dist(x, pk) = r for some x ∈ Γ
j
k ∩ Γk,ε and some j}
⊂ {r ∈ [2r0 + ε, 3r0 − ε] : β
−
j ≤ r ≤ β
+
j for some j}
and therefore ∣∣Rk ∩ [2r0 + ε, 3r0 − ε]∣∣ ≤ m∑
j=1
(β+j − β
−
j ). (99)
Moreover, for every j ∈ 1, . . . ,m there is a smooth curve γj : [0, 1]→ Γ
j
k such that
|γ˙|g > 0 on [0, 1], dist(pk, γ(0)) = β
−
j and dist(pk, γ(1)) = β
+
j .
Consequently,
β+j − β
−
j =
∫ 1
0
d
ds
dist(pk, γ(s)) ds = −
∫ 1
0
1
|Exp−1
γ(s)(pk)|g
〈Exp−1
γ(s)(pk), γ˙(s)〉g ds
≤
∫ 1
0
|γ˙(s)|g ds ≤ σg(Γ
j
k),
the last inequality being a consequence of the fact that Γjk is a one-dimensional submanifold of
M. Here the assumption N = 2 enters. Combining this estimate with (99), we deduce that
∣∣Rk ∩ [2r0 + ε, 3r0 − ε]∣∣ ≤ m∑
j=1
σg(Γ
j
k) ≤ σg(Γk).
By considering the limit ε → 0 we conclude that |Rk| ≤ σg(Γk), as claimed in (98). Combining
this inequality with (96) gives (92). The proof is thus finished.
We may now complete the proof of Theorem 4.1 as follows (by contradiction):
By (88), Lemma 4.2(ii) and the variational characterization of ν2(Ωk, g) we have that
lim sup
k→∞
ν2(Ωk, g) ≤
lim sup
k→∞
∫
Ωk
|∇fk|
2
g dvg
lim inf
k→∞
∫
∂Ωk
f2k dσg
≤
c20 lim
k→∞
|Ωk|g
c1
= 0,
which contradicts (85). The proof of Theorem 4.1 is thus finished.
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