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ASYMPTOTICS OF CHARACTERS OF SYMMETRIC GROUPS,
GENUS EXPANSION AND FREE PROBABILITY
PIOTR ´SNIADY
ABSTRACT. The convolution of indicators of two conjugacy classes on
the symmetric group Sq is usually a complicated linear combination of
indicators of many conjugacy classes. Similarly, a product of the mo-
ments of the Jucys–Murphy element involves many conjugacy classes
with complicated coefficients. In this article we consider a combinato-
rial setup which allows us to manipulate such products easily: to each
conjugacy class we associate a two-dimensional surface and the asymp-
totic properties of the conjugacy class depend only on the genus of the
resulting surface. This construction closely resembles the genus expan-
sion from the random matrix theory. As the main application we study
irreducible representations of symmetric groups Sq for large q. We find
the asymptotic behavior of characters when the corresponding Young di-
agram rescaled by a factor q−1/2 converge to a prescribed shape. The
character formula (known as the Kerov polynomial) can be viewed as a
power series, the terms of which correspond to two-dimensional surfaces
with prescribed genus and we compute explicitly the first two terms, thus
we prove a conjecture of Biane.
1. INTRODUCTION
1.1. Irreducible representations of large symmetric groups. Irreducible
representations of symmetric groups are in the one-to-one correspondence
with Young diagrams and due to algorithms such as Murnaghan–Nakayama
rule or Robinson–Littlewood rule the essential questions concerning repre-
sentations and characters of symmetric groups can be answered by a com-
binatorial study of the corresponding Young diagrams [Ful97]. However,
when one studies the asymptotic properties of large symmetric groups, the
work with Young tableaux becomes cumbersome and one is in the need to
find another object which would encode the same information in a more
convenient way. Alternatively, one can state the above problem as follows:
a typical partition of a large number q (or equivalently, a Young diagram
with q boxes) is a collection of at least √q numbers, hence it contains a
lot of information. Nevertheless, we can expect that one does not need to
know all this information to extract (with a reasonable accuracy) the prop-
erties of characters and representations. Therefore the question arises how
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to compress the information about the Young diagrams in the most efficient
way.
It turns out that the right tool for development of the above program is the
notion of the transition measure of a Young diagram which was introduced
by Kerov [Ker93, Ker99]. The transition measure of a Young diagram is a
probability measure on the real line—therefore it has a much more analytic
nature than a combinatorial notion of a Young diagram and for this reason
it is very appealing for our purposes. Yet another advantage of this object
is that it is possible to characterize it in many ways [Bia98, Oko00].
Of course, a question arises how to relate the transition measure of a
Young diagram with the values of the corresponding characters. In this
article we find the appropriate formula in a form of an asymptotic series the
terms of which correspond to two-dimensional surfaces with a prescribed
genus.
The first result in this direction was obtained by Biane [Bia98]: he
showed that if the sequence of Young diagrams (after appropriate scaling)
converges to some limit shape then the leading term corresponds to surfaces
with genus zero and therefore this leading term can be computed by the
means of Voiculescu’s free probability theory [VDN92, HP00]. Okounkov
[Oko00] was studying the distribution of the length of the first rows of a
large random Young diagram sampled according to the Plancherel measure;
he showed that the limit distribution coincides with the limit distribution of
the biggest eigenvalues of a random matrix in the Gaussian Unitary Ensem-
ble (GUE). The main idea of his proof was the observation that the both
the formula for the moments of a GUE random matrix and the formula for
the moments of the transition measure of a random Young diagram can be
viewed as series the terms of which correspond to two-dimensional surfaces
with prescribed genus. One can view results of this article as an attempt to
simplify some of the arguments of Biane [Bia98] and simultaneously to pro-
vide better asymptotic expansion. Our results are closely related to those of
Okounkov [Oko00] with the difference that we do not study the connection
with random matrices but on the bright side we do not restrict ourselves to
the case of the Plancherel measure.
In the remaining part of the introduction we will present a more detailed
view of the methods and the results of this article.
1.2. The main technical problem: convolution in Sq. Convolution of
central functions f, g ∈ C(Sq) has a very simple structure if we write them
as linear combinations of characters: if
f(pi) =
∑
λ⊢q
aλ
χλ(e)χλ(pi)
q!
, g(pi) =
∑
λ⊢q
bλ
χλ(e)χλ(pi)
q!
ASYMPTOTICS OF CHARACTERS AND GENUS EXPANSION 3
then
(fg)(pi) =
∑
λ⊢q
aλbλ
χλ(e)χλ(pi)
q!
,
where the product fg denotes a product of elements of the group algebra,
i.e. the convolution of functions. However, in many cases we cannot afford
the luxury of using the character expansion, for example in the case when
we actually try to find the asymptotics of characters. For this reason we
should find some other families of central functions on Sq for which the
convolution would have a relatively simple form.
In Section 2.1.10 we shall define such a family Σk1,...,km ∈ C(Sq) which
has a particularly simple structure: Σk1,...,km is (up to a normalizing fac-
tor) an indicator of the conjugacy class of permutations with a prescribed
cycle decomposition k1, . . . , km. This great simplicity has very appealing
consequences: it will be very easy to evaluate functions Σ on permutations
and also it will be very simple to write any central function on Sq as a
linear combination of functions Σ (operations which are somewhat cumber-
some for characters). This object was introduced and studied by Ivanov and
Kerov [IK99].
A question arises how to express a product Σk1,...,km ·Σl1,...,ln ∈ C(Sq) as
a linear combination of some other normalized conjugacy class indicators
Σ. This problem is very closely related to calculation of the, so called,
connection coefficients [GJ96, GJL01, Gou90, Gou94, GS98]. The latter
problem asks for the number of solutions of the equation pi1pi2pi3 = ewhere
pi1, pi2, pi3 ∈ Sq must have a prescribed cycle structure. The formulas for
the connection coefficients are available in many concrete cases, however
they are not satisfactory for the purpose of this article.
1.2.1. The first main result: calculus of partitions and genus expansion. It
turns out that the solution to the above problem can be obtained by consider-
ing some more general objects. In Section 3.1.1 we shall define normalized
conjugacy class indicators Σpi which are indexed no longer by sequences
of integers but by partitions of finite ordered sets. We also equip partitions
with an explicit multiplicative structure in such a way that Σ becomes a ho-
momorphism. For this reason we can in fact forget in applications about the
symmetric group Sq and perform all calculations in the partition language.
In applications we are interested in the asymptotic behavior of the contri-
bution of various conjugacy classes when q→∞. It turns out that the order
of such a contribution of Σpi can be read directly from the genus of a two-
dimensional surface associated to the partition pi; in this way our description
is very similar to the genus expansion for random matrices [Zvo97]. Even
more striking is that the degree q of the symmetric group Sq does not enter
into the multiplicative structure of partitions and therefore the calculus of
4 PIOTR ´SNIADY
partitions is able to provide statements about symmetric groups which do
not depend on q. Another great advantage is that the moments of the Jucys–
Murphy element (which are closely related to the moments of the transition
measure) can be easily expressed within our calculus. All these features
make the calculus of partition and its genus expansion a perfect tool for the
study of symmetric groups.
Unfortunately, one of our ultimate goals—formulas which relate char-
acters and the moments of the transition measure—turn out to be quite in-
volved and we need also some other tools to solve this problem. As we shall
see in the following, these tools are provided by the free probability theory.
1.3. Free probability and free cumulants. In this paper we study free
cumulants of the transition measure of a given Young diagram. The
notion of free cumulants plays a fundamental role in the free proba-
bility, a theory which was initiated by Voiculescu in order to answer
some old questions in the theory of operator algebras but it soon evolved
into an exciting self–standing theory with many links to other fields, see
[HP00, VDN92, Voi95, Voi00]. This theory can be viewed as a highly
non–commutative probability theory in which the notion of independence
of random variables was replaced by a non–commutative notion of free-
ness. For the purpose of this article we shall concentrate on the combina-
torial aspect of this theory connected with non–crossing partitions [Kre72]
and mentioned above free cumulants, which were introduced by Speicher
[Spe94, Spe97, Spe98].
1.3.1. Free convolution and free cumulants. For probability measures µ,
ν on the real line one can define their free convolution µ ⊞ ν which is
also a probability measure on the real line. One of the first problems of
free probability was to study this convolution. The simplest approach is to
consider the sequence of moments
(1.1) Mi(µ) =
∫
R
xi dµ(x)
of a given measure µ and ask what is the relation between the moments
of µ ⊞ ν and the moments of µ and ν. Unfortunately, in turns out that
the answer is given by a sequence of quite complicated polynomials. The
solution to the above problem of finding a nice description of the free con-
volution is given by free cumulants. To the measure µ we assign a sequence
of its free cumulants R1(µ), R2(µ), . . . ; every free cumulant Ri(µ) is a cer-
tain polynomial in the moments of µ, and conversely, every moment of µ
can be expressed as a certain polynomial in free cumulants; therefore the
sequence of moments and the sequence of free cumulants carry the same
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information. The advantage of the notion of free cumulants over the no-
tion of moments is the simplicity of the relation between free cumulants:
Rn(µ ⊞ ν) = Rn(µ) + Rn(ν). In this article we are not interested in the
study of free convolution; our point is that free cumulants have a miraculous
property of simplifying certain complicated non–commutative relations.
1.3.2. Free cumulants of the transition measure. In this article we study the
relation between the transition measure µλ of a Young diagram λ and the
characters of the corresponding irreducible representation. The simplest
idea would be to describe the transition measure in terms of its moments
Mi(µ
λ), however—as we already mentioned—the relation between these
moments and characters turns out to be quite complicated. Similarly as
in the example from the above Section 1.3.1, free cumulants can simplify
dramatically the complexity of the formulas: it was shown by Biane [Bia98]
that for each n the value Σn of the normalized character on the n–cycle can
be expressed as a certain polynomial in free cumulants R2, R3, . . . of the
transition measure of the corresponding Young diagram. Furthermore, the
leading term is particularly simple, namely
(1.2) Σn = Rn+1+ lower degree terms.
The fundamental property of this polynomial, called Kerov polynomial, is
that it is universal for all Young diagrams.
Kerov polynomials seem to have very interesting combinatorial proper-
ties but not too much about them is known [Bia03, Sta02a, Sta02b]. Kerov
conjectured that all coefficients of Kerov polynomials are non–negative in-
tegers; this conjecture seems to be quite difficult. Unfortunately, Kerov’s
conjecture does not seem to have interesting applications, but on the other
hand its proof might be much more interesting than the conjecture itself:
Biane [Bia03] suggested that the coefficients of Kerov polynomials might
be interpreted as the number of certain intervals in the decomposition of the
Cayley graph of the symmetric group and it would be very interesting to
state Biane’s conjecture in a more concrete form.
1.3.3. The second main result: second-order expansion for Kerov polyno-
mials. One of the main results of this paper is a more precise asymptotic
expansion of characters
(1.3) Σn = Rn+1+∑
m2,m3,···≥0
2m2+3m3+4m4+···=n−1
1
4
(
n + 1
3
)(
m2+m3+ · · ·
m2,m3, . . .
)∏
s≥2
(
(s− 1)Rs
)ms
+
lower degree terms,
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which was conjectured by Biane [Bia03]. In other words: we calculate
explicitly the coefficients of Kerov polynomials corresponding to the two
highest–degree terms. We also outline an algorithm which can provide such
an expansion of any order.
After the first version of this article was made public [ ´Sni03a, ´Sni03b]
Goulden and Rattan [GR05] using different methods found an explicit for-
mula for all coefficients of Kerov polynomials. The Kerov’s positivity con-
jecture remains open until now.
1.4. Applications: Fluctuations of random Young diagrams. The meth-
ods presented in this article are very useful in the study of the asymptotic
properties of symmetric groups. An example of such an application is pre-
sented in our subsequent work [´Sni05] where we study the distribution of
a random Young diagram contributing to a given reducible representation
of the symmetric group Sq in the limit q → ∞. We prove that for a large
class of such representations the fluctuations of the Young diagram around
the limit shape are asymptotically Gaussian. Our main tool in [ ´Sni05] is the
calculus of partitions introduced in this article.
1.5. Overview of the article. In Section 2 we introduce the main actors:
the normalized indicators of conjugacy classes Σk1,...,kl and the Jucys–
Murphy element J. We also outline briefly how important properties of
Young diagrams and representations of Sq are encoded by the distribution
of J. It will be convenient to use in this article the language of the proba-
bility theory (‘distribution’ and ‘moments’ of ‘random variables’) therefore
we also introduce the necessary conventions, however a reader might easily
translate all statements into her/his favorite language. We also recall briefly
some notions connected with partitions of finite ordered sets: fat partitions
and non–crossing partitions.
In the central part of this paper, Section 3, we introduce the calculus of
partitions and study its properties. This part is written as a ‘user–friendly
user guide’: we postponed all technical and boring proofs to Section 5 in
order to allow the readers to use the calculus of partitions without troubling
why the machinery works.
In Section 4 we study general properties of free cumulants of the Jucys–
Murphy element; in particular in Section 4.4 we find explicitly the second–
order asymptotic expansion of these cumulants.
Section 5 is devoted to proofs of some technical results.
In Section 6 we present some final remarks. Especially interesting are
Sections 6.1 and 6.2 where we present connections with the work of Biane
[Bia98] and Okounkov [Oko00]. Section 6.2 provides a natural geometric
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interpretation of pushing partitions and it can be used to rephrase the results
of Okounkov in a more combinatorial language.
2. PRELIMINARIES
2.1. Symmetric group. There are many equivalent definitions of the tran-
sition measure of a Young diagram [VK85, Ker93, Ker99, OV96, Bia98,
Oko00] and for the sake of completeness we shall recall them in the fol-
lowing. Nevertheless, we shall use in this article only the description from
Section 2.1.8.
2.1.1. Transition measure of a Young diagram—the eigenvalues approach.
The following description of the transition measure is due to Biane [Bia98]
and probably it is the simplest one.
Consider an element Γ ∈Mq+1
(
C(Sq)
)
given by
(2.1) Γ =

0 (1, 2) (1, 3) . . . (1, q) 1
(1, 2) 0 (2, 3) . . . (2, q) 1
(1, 3) (2, 3) 0 . . . (3, q) 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
(1, q) (2, q) (3, q) . . . 0 1
1 1 1 . . . 1 0
 ,
where (i, j) ∈ Sq denotes the transposition exchanging i and j.
Let ρλ : C(Sq) → Mk(C) be an irreducible representation of Sq
corresponding to the Young diagram λ. We apply map ρλ to every en-
try of the matrix Γ ∈ Mq+1(Sq) and denote the outcome by ρλ(Γ) ∈
Mq+1
(
Mk(C)
)
= M(q+1)k(C). Alternatively, if we treat Γ as an element
of Mq+1(C) ⊗ C(Sq) then ρλ(Γ) = (1 ⊗ ρλ)Γ ∈ Mq+1(C) ⊗Mk(C) =
M(q+1)k(C).
Let ζ1, . . . , ζ(q+1)k ∈ R be the eigenvalues of the matrix ρλ(Γ) ∈
M(q+1)k(C); then the transition measure of the Young diagram λ is the prob-
ability measure on R which (up to a normalization) is the counting measure
of eigenvalues of ρλ(Γ):
µλ =
δζ1 + · · ·+ δζ(q+1)k
(q+ 1)k
.
2.1.2. Generalized Young diagrams. Let λ be a Young diagram. We assign
to it a piecewise affine function ωλ : R → R with slopes ±1, such that
ωλ(x) = |x| for large |x| as it can be seen on the example from Figure 2.2.
By comparing Figure 2.1 and Figure 2.2 one can easily see that the graph of
ωλ can be obtained from the graphical representation of the Young diagram
by an appropriate mirror image, rotation and scaling by the factor
√
2. We
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FIGURE 2.1. Young diagram associated with a partition 8 =
4+ 3+ 1.
x1 y1 x2 y1 x3 y3 x4
FIGURE 2.2. Generalized Young diagram associated with a
partition 8 = 4+ 3+ 1.
call ωλ the generalized Young diagram associated with the Young diagram
λ [Ker93, Ker98, Ker99]. Alternatively, we can encode the Young diagram
λ using the sequence of local minima of ωλ (denoted by x1, . . . , xm) and
the sequence of local maxima of ωλ (denoted by y1, . . . , ym−1), which
form two interlacing sequences of integers [Ker98].
The class of generalized Young diagrams consists of all functions ω :
R → R which are Lipschitz with constant 1 and such that ω(x) = |x| for
large |x| and of course not every generalized Young diagram can be obtained
by the above construction from some Young diagram λ.
The setup of generalized Young diagrams is very useful in the study of
the asymptotic properties since it allows us to define easily various notions
of convergence of the Young diagram shapes.
2.1.3. Transition measure—the analytic approach. To any generalized
Young diagram ω we can assign the unique probability measure µω on
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R, called transition measure of ω, which fulfills
(2.2) log
∫
R
1
z− x
dµω(x) = −
1
2
∫
R
log(z− x)ω ′′(x)dx
for every z /∈ R [OV96, Bia98, Oko00]. A great advantage of this definition
is that after applying integration by parts one can easily see that the map
ω 7→ µω is continuous in many reasonable topologies.
The generalized Young diagram ωpλ : x 7→ pωλ(x
p
)
corresponds to the
Young diagram λ geometrically scaled by factor p > 0; it is easy to see that
(2.2) implies that the corresponding transition measure µpλ is a dilation of
µλ:
(2.3) µpλ = Dpµλ.
The above definition (2.2) becomes simpler in the case of the (usual)
Young diagrams ∫
R
1
z− x
dµλ(x) =
∏
1≤i≤m−1(z− yi)∏
1≤i≤m(z− xi)
and implies that the transition measure is explicitly given by
µλ =
∑
1≤k≤n
∏
1≤i≤n−1(xk− yi)∏
i6=k(xk− xi)
δxk .
2.1.4. Transition measure—the representation theoretic approach. It is
possible to find another interpretation of transition measure in the language
of representation theory [OV96, Bia98, Oko00]: let us consider the repre-
sentation [λ] ↑Sq+1Sq of Sq+1 induced from the representation [λ] of Sq. By
the branching rule [λ] ↑Sq+1Sq decomposes as a direct sum of representations
corresponding to the Young diagrams obtained from λ by adding one box.
It is possible to add a box exactly at the minima xk. The measure µλ assigns
a mass to each point xk which is proportional to the dimension of the irre-
ducible representation of Sq+1 corresponding to the diagram λ augmented
in point xk.
2.1.5. Partial permutations. The following notion was introduced and
studied by Ivanov and Kerov [IK99]. A partial permutation of the set
A is a pair α = (d,w), where d ⊆ A and w : A → A is any bijec-
tion such that d(x) = x for every x ∈ A \ d. Set d is called the sup-
port of α. The set of partial permutations of A will be denoted by S˜A.
Given two partial permutations (d1, w1), (d2, w2) we consider their prod-
uct (d1, w1) · (d2, w2) := (d1 ∪ d2, w1w2); given this multiplication the
set S˜A of partial permutations becomes a semigroup. By SA we denote the
permutation group of the set A. There is an important homomorphism of
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semigroups S˜A → SA given by forgetting the support (d,w) 7→ w; there-
fore every partial permutation can be regarded as a (usual) permutation as
well.
For A ⊆ B there is a homomorphism θBA : C(S˜B) → C(S˜A) of partial
permutation algebras given by
θBA(d,w) =
{
(d,w) if d ⊆ A,
0 otherwise.
By C(S˜∞) we denote the projective limit of algebras C(S˜{1,...,q}) with re-
spect to the morphisms θ.
2.1.6. Abelian algebras in the language of probability theory. Usually as a
primary object of the probability theory one considers a Kolmogorov space
(Ω,M, P)—where Ω is a set, M is a σ–field of measurable sets and P
is a probability measure— but equally well we may consider an Abelian
algebra A of all random variables on Ω with all moments finite and the
expected value EC : A → C. More generally, if M ′ is a σ–subfield of M
we may consider an algebra B of M ′–measurable random variables and a
conditional expectation EB : A → B. In this way the probability theory
becomes a theory of Abelian algebras A equipped with a linear functional
EC or, more generally, a theory of pairs of Abelian algebras B ⊂ A and
maps EB : A→ B.
By turning the picture around we may regard any Abelian algebra A
equipped with a linear map E as an algebra of random variables even if A
does not arise from any Kolmogorov space (this observation was a starting
point of the non–commutative probability theory [Mey93]). Now we can
use the probability theoretic language when speaking about A: elements of
A can be called random variables and the numbers E(Xk) can be called mo-
ments of the random variable X ∈ A. Similarly we shall interpret pairs of
Abelian algebras B ⊂ A equipped with a map E : A→ B.
In the classical probability theory any real–valued random variable X can
be alternatively viewed as a selfadjoint multiplication operator on the alge-
bra A and according to the spectral theorem can be written as an operator–
valued integral X =
∫
R
z dQ(z), where Q denotes the spectral measure of
X. It is easy to see that the distribution µ of the random variable X and the
spectral measure of the operator X are related by equality µ(F) = EC[Q(F)]
for any Borel set F ⊆ R. This simple observation can be used in our new
setup to define a distribution µ of an element X = X⋆ ∈ A to be a B–valued
measure on R such that µ(F) = EB[Q(F)] for any Borel set F ⊆ R. If X is
bounded then its distribution can be alternatively described by the moment
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formula ∫
R
xn dµ(x) = EB(X
n).
2.1.7. Symmetric group in the language of probability theory. Let A be a
finite set and let ∗ be an extra distinguished element such that ∗ /∈ A. In the
following, if not stated otherwise, we set A = {1, 2, . . . , q}. Group SA will
be regarded as a subgroup of SA∪{∗}. In our case the role of the algebra A of
random variables will be played by some Abelian subalgebra of C(SA∪{∗})
and the role of the smaller algebra B will be played by the center of C(SA).
The conditional expectation EC(SA) : C(SA∪{∗}) → C(SA) will be given by
the orthogonal projection, i.e.
EC(SA)(σ) =
{
σ if σ ∈ SA
0 if σ /∈ SA
=
{
σ if σ(∗) = ∗,
0 if σ(∗) 6= ∗.
In the rest of this article, when it does not lead to confusions, instead of
EC(SA) we shall simply write E.
Suppose that some finite–dimensional representation ρ : SA → Mk(C)
is given. This allows us to define a scalar–valued expectation EC :
C(SA∪{∗})→ C by
(2.4) EC(X) = 1
k
Trρ
(
EC(SA)(X)
)
and to consider the distribution µρ of a random variable X ∈ C(SA∪{∗})
with respect to this new expectation; in this new setup µρ is a usual (scalar–
valued) probability measure on R.
2.1.8. Jucys–Murphy element. Transition measure—the algebraic ap-
proach. The algebra P. In the group algebra C(SA∪{∗}) we consider the
Jucys–Murphy element
J =
∑
a∈A
(a∗),
where (ij) denotes the transposition exchanging i and j. We define moments
of the Jucys–Murphy element by
(2.5) MJMk = E(Jk) =
∑
a1,...,ak∈A
E[(a1∗) · · · (ak∗)] ∈ C(SA).
In Section 4.2.2 of we shall consider an extension of this concept.
For a given Young diagram λ ⊢ |A| we consider ρ = ρλ to be an irre-
ducible representation of SA corresponding to λ and consider the distribu-
tion µλ := µρλ of the element J with respect to the expected value (2.4). We
call µλ the transition measure of λ [VK85, Ker93, OV96, Bia98, Oko00].
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This definition is very algebraic and for this reason it will be our favorite
definition of the transition measure.
We can treat the momentsMJMk of the Jucys–Murphy element as elements
of the partial permutations algebra C(S˜A); in order to do this we treat every
non–zero summand on the right–hand side of (2.5) as a partial permuta-
tion with the support {a1, . . . , ak}. It is easy to check that for A ⊆ B the
morphism θBA maps MJMk ∈ C(S˜B) to MJMk ∈ C(S˜A) hence the projective
limit of the elements MJMk ∈ C(S˜q) exists and will be denoted by the same
symbol MJMk ∈ C(S˜∞).
We denote by P the algebra generated by elements MJMk ∈ C(S˜∞). It is
easy to check that P is commutative. Elements of P can be also regarded
as elements of C(S˜q) and C(Sq).
2.1.9. Gradation on P. Since we would like to study asymptotic proper-
ties of Young diagrams, we need to specify what kind of scaling we are
interested in.
Let a sequence of Young diagrams (λN) be given, λN ⊢ N. It is natural
to consider generalized Young diagrams which correspond to geometrically
scaled diagrams 1√
N
λN (observe that all such scaled diagrams have the same
area equal to 2). Suppose that the shape of the scaled diagrams converges
in some sense toward a generalized Young diagram λ. In many natural
topologies this implies the convergence of scaled moments of the transition
measure, cf (2.3)
lim
N→∞
1
Nk/2
EC(M
JM
k ) = lim
N→∞EC
[(
1
N1/2
J
)k]
=
lim
N→∞
1
Nk/2
∫
R
xkdµλN(x) =
∫
R
xkdµλ(x).
In the study of asymptotic properties of some elements of the group alge-
bra C(SN) we would like to group summands which have asymptotically
the same growth for large N and for this reason MJMk can be treated as a
monomial in
√
N of degree k.
More formally, we consider a gradation on P by setting
(2.6) degMJMk = k.
In Corollary 4.8 we will show that MJM2 ,MJM3 , · · · ∈ C(S˜∞) are alge-
braically free and therefore this gradation is well defined. This gradation
coincides with the weight gradation considered by Ivanov and Olshanski
[IO02].
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2.1.10. Normalized conjugacy class indicators. Let integer numbers
k1, . . . , km ≥ 1 be given. We define the normalized conjugacy class in-
dicator Σk1,...,km ∈ C(SA) as follows [KO94, Bia03]:
(2.7) Σk1,...,km =
∑
a
(a1,1, a1,2, . . . , a1,k1) · · · (am,1, am,2, . . . , am,km),
where the sum runs over all one–to–one functions
a :
{
{r, s} : 1 ≤ r ≤ m, 1 ≤ s ≤ kr
} → A
and (a1,1, a1,2, . . . , a1,k1) · · · (am,1, am,2, . . . , am,km) is a product of dis-
joint cycles. Of course, if |A| < k1+ · · ·+km then the above sum runs over
an empty set and Σk1,...,km = 0. If any of the numbers k1, . . . , km is equal
to 0 we set Σk1,...,km = 0.
In other words, let k ′1 ≥ · · · ≥ k ′m be the sequence k1, . . . , km sorted
decreasingly; we consider a Young diagram (k ′1, . . . , k ′m) and all ways of
filling it with the elements of the setA in such a way that no element appears
more than once. Each such a filling can be interpreted as a permutation
when we treat rows of the Young tableau as disjoint cycles.
We can also treat Σk1,...,km as a an element of the partial permu-
tations algebra C(S˜A); in order to do this, we treat every summand
(a1,1, a1,2, . . . , a1,k1) · · · (am,1, am,2, . . . , am,km) as a partial permutation
with support {aij : 1 ≤ i ≤ m, 1 ≤ j ≤ ki}. It is easy to check that for
A ⊆ B the morphism θBA maps Σk1,...,km ∈ C(S˜B) to Σk1,...,km ∈ C(S˜A)
hence the projective limit of the elements Σk1,...,km ∈ C(S˜q) exists and will
be denoted by the same symbol Σk1,...,km ∈ C(S˜∞). It is easy to check that
elements Σk1,...,km ∈ C(S˜∞) commute.
2.1.11. Filtration. We consider a filtration on the commutative algebra
generated by Σk1,...,km ∈ C(S˜∞) by setting
(2.8) degΣk1,...,km = (k1+ 1) + (k2+ 1) + · · ·+ (km+ 1).
It is easy to check that the elements from the family Σk1,...,km ∈ C(S˜∞)
indexed by integer m ≥ 0 and k1 ≥ · · · ≥ km ≥ 1 are linearly independent
and therefore this definition makes sense but it is not clear that this formula
indeed defines a filtration; we shall prove it in Corollary 3.8. The reason for
studying this filtration is that—as we shall see in Theorem 4.9—elements
MJMk ∈ C(S˜∞) and Σk1,...,km ∈ C(S˜∞) generate the same commutative
algebra denoted by P and filtration (2.8) is induced by the gradation (2.6).
2.2. Partitions.
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FIGURE 2.3. Graphical representation of a partition{
{1, 3}, {2, 5, 7}, {4}, {6}
}
.
2.2.1. Partitions. We recall that pi = {pi1, . . . , pir} is a partition of a finite
ordered set X if sets pi1, . . . , pir are nonempty and disjoint and if pi1∪ · · · ∪
pir = X. We denote the set of all partitions of a set X by P(X). We call
sets pi1, . . . , pir blocks of the partition pi. We say that elements a, b ∈ X
are connected by the partition pi if they are the elements of the same block.
We will call elements of the set X the labels of the vertices of the partition
pi. As usually, the numbers |pi1|, . . . , |pir| denote the numbers of elements in
consecutive blocks of pi.
We say that a blockpis is trivial if it contains only one element and a trivial
partitions has all blocks trivial. We say that a partition is a pair partition if
all its blocks contain exactly two elements.
We say that a partition pi is finer than a partition ρ of the same set if every
block of pi is a subset of some block of ρ and we denote it by pi ≤ ρ. The
restriction of a partition pi to a set Y ⊆ X is a partition of Y which connects
elements a, b ∈ Y if and only if a, b are connected by pi.
In the following we present some constructions on partitions of the set
X = {1, 2, . . . , n}. However, it should be understood that by a change of
labels these constructions can be performed for any finite ordered set X.
It is very useful to represent partitions graphically by arranging the ele-
ments of the set X counterclockwise on a circle and joining elements of the
same block by a line, as it can be seen on Figure 2.3. Note that we do not
need to write labels on the vertices in order to recover the partition from its
graphical representation if we mark the first element as the ‘starting point’.
2.2.2. Fat partitions. Let pi = {pi1, . . . , pir} be a partition of the set
{1, . . . , n}. For every 1 ≤ s ≤ r let pis = {pis,1, . . . , pis,ls} with pis,1 <
· · · < pis,ls . We define pifat, called fat partition of pi, to be a pair partition of
the 2n–element ordered set {1, 1 ′, 2, 2 ′, . . . , n, n ′} given by
pifat =
{
{pi ′s,t, pis,t+1} : 1 ≤ s ≤ r and 1 ≤ t ≤ ls
}
,
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FIGURE 2.4. Fat partitionpifat corresponding to the partition
pi from Figure 2.3.
where it should be understood that pis,ls+1 = pis,1.
This operation can be easily described graphically as follows: we draw
blocks of a partition with a fat pen and take the boundary of each block, as it
can be seen on Figure 2.4. This boundary is a collection of lines hence it is a
pair partition. However, every vertex k ∈ {1, . . . , n} of the original partition
pi has to be replaced by its ‘right’ and ‘left’ copy (denoted respectively by k
and k ′). Please note that in the graphical representation of pifat we mark the
space between 1 and 1 ′ as the ‘starting point’.
2.2.3. Non–crossing partitions. We say that a partition pi is non–crossing
[Kre72, SU91, Spe94, Spe97, Spe98] if for every i 6= j and a, c ∈ pii
and b, d ∈ pij it cannot happen that a < b < c < d. For example,
the partition from Figure 2.3 is crossing (as it can be easily seen from its
graphical representation) while a partition from Figure 2.5 is non–crossing.
The set of all non–crossing partitions of a set X will be denoted by NC(X)
and the set of all non–crossing pair partitions of a set X will be denoted by
NC2(X).
2.2.4. Kreweras complementation map. The function pi 7→ pifat which
maps partitions of a n–element set to pair partitions of a 2n–element set
is one to one but in general is not a bijection. However, it is a bijection
between NC(1, 2, . . . , n) and NC2(1, 1 ′, . . . , n, n ′) [Kre72].
If ρ is a pair partition of the set {1, 1 ′, 2, 2 ′, . . . , n, n ′}, we denote by r(ρ)
a pair partition of the same set {1, 1 ′, . . . , n, n ′} which is obtained by cyclic
change of labels · · · → 2 ′ → 2 → 1 ′ → 1 → n ′ → n → · · · carried by
the vertices. In the graphical representation of a partition this corresponds
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FIGURE 2.5. Graphical representation of a non–crossing
partition
{
{1}, {2, 5, 6}, {3, 4}
}
.
FIGURE 2.6. Fat partition pifat for a non–crossing partition
pi from Figure 2.5.
FIGURE 2.7. Graphical representation of r(ρ) where ρ is
given by Figure 2.6.
to a shift of the starting point by one counterclockwise (cf Figure 2.7). Of
course r is a bijection of the set NC2(1, 1 ′, . . . , n, n ′).
It follows that the map pi 7→ picomp, called Kreweras complementation
map, given by (picomp)fat = r(pifat) is well–defined and is a permutation of
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FIGURE 2.8. Partition pi from Figure 2.5 in a solid line and
its Kreweras complement in a dashed line.
NC(1, 2, . . . , n). Due to the canonical bijection between {1, 2, . . . , n} and
{1 ′, 2 ′, . . . , n ′} we can identify NC(1, 2, . . . , n) with NC(1 ′, 2 ′, . . . , n ′)
and in the future we shall sometimes regard picomp as an element of
NC(1, 2, . . . , n) and sometimes as an element of NC(1 ′, 2 ′, . . . , n ′). It will
be clear from the context which of the options we choose.
One can also state the above definition as follows: picomp is the biggest
non–crossing partition of the set {1 ′, 2 ′, . . . , n ′} with a property that pi ∪
picomp is a non–crossing partition of the set {1, 1 ′, 2, 2 ′, . . . , n, n ′} (cf Figure
2.8).
We shall also consider the inverse of the Kreweras complementation map:
for pi, ρ ∈ NC(1, 2, . . . , n) we have picomp−1 = ρ if and only if pi = ρcomp.
One can observe that ρcomp−1 and ρcomp are always cyclic rotations of each
other.
3. THE FIRST MAIN RESULT: CALCULUS OF PARTITIONS
3.1. Partition–indexed conjugacy class indicator Σpi.
3.1.1. Definition of Σpi. Let pi be a partition of the set {1, . . . , n}. Since
the fat partition pifat connects every element of the set {1 ′, 2 ′, . . . , n ′} with
exactly one element of the set {1, 2, . . . , n}, we can view pifat as a bijec-
tion pifat : {1 ′, 2 ′, . . . , n ′} → {1, 2, . . . , n}. We also consider a bijection
c : {1, 2, . . . , n} → {1 ′, 2 ′, . . . , n ′} given by . . . , 3 7→ 2 ′, 2 7→ 1 ′, 1 7→
n ′, n 7→ (n− 1) ′, . . . . Finally, we consider a permutation pifat ◦ c of the set
{1, 2, . . . , n}.
For example, for the partition pi given by Figure 2.3 the composition
pifat ◦ c has a cycle decomposition (1, 2, 3, 5, 4)(6, 7), as it can be seen from
Figure 3.1.
Alternatively, one can identify the set {1 ′, 2 ′, . . . , n ′} with the set
{1, 2, . . . , n}; then pifat becomes a permutation which coincides with the
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FIGURE 3.1. Bijection corresponding to the partition pifat
from Figure 2.4 plotted with a solid line and the bijection
c plotted with a dashed line. Lines corresponding to two
different cycles were plotted in different colors (gray and
black). The meaning of the additional decoration of some of
the vertices will be explained in Section 5.2.1.
construction from [Kre72, Bia97, Bia98] and c is equal to the full cycle
(n, n− 1, . . . , 2, 1).
We decompose the permutation
pifat ◦ c = (b1,1, b1,2, . . . , b1,j1) · · · (bt,1, . . . , bt,jt)
as a product of disjoint cycles. Every cycle bs = (bs,1, . . . , bs,js) can be
viewed as a closed clockwise path on a circle and therefore one can compute
how many times it winds around the circle. It might be useful to draw
a line between the central disc and the starting point (cf Figure 3.2); the
number of winds is equal to the number of times a given cycle crosses this
line and therefore is equal to the number of indices 1 ≤ i ≤ js such that
bs,i ≤ bs,i+1, where we use the convention that bs,js+1 = bs,1.
To a cycle bs we assign the number
(3.1) ks = (number of elements in a cycle bs)−
(number of clockwise winds of bs).
In the above example we have b1 = (1, 2, 3, 5, 4), b2 = (6, 7) and k1 =
2, k2 = 1, as it can be seen from Figure 3.2, where all lines clockwise wind
around the central disc.
Alternatively, we can treat every cycle bs of pifat ◦ c as a closed counter–
clockwise path on a circle (cf Figure 3.3). Equation (3.1) implies that
(3.2) ks = (number of counterclockwise winds of the cycle bs).
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FIGURE 3.2. A version of Figure 3.1 in which all lines wind
clockwise around the central disc.
FIGURE 3.3. A version of Figure 3.1 in which all lines of
pifat wind counterclockwise around the central disc.
Let a positive integer q be given. In Section 5 we shall define the most
important tool of this article: a certain mapΦP
C(S˜∞ ) from the set of partitions
toC(S˜∞). The following Claim states thatΦP
C(S˜∞ )(pi) is closely related with
the normalized conjugacy class indicators from Section 2.1.10 of Section 2
and hence Σpi := ΦP
C(S˜∞ )(pi) can be viewed as a normalized conjugacy class
indicator which is indexed by a partition pi instead of a tuple of integers
(k1, . . . , kt).
Claim 3.1. Let pi be a partition of the set {1, 2, . . . , n} and let numbers
k1, . . . , kt be given by the above construction. Then
Σpi := Φ
P
C(S˜∞ )(pi) = Σk1,...,kt ,
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where Σk1,...,kt ∈ C(S˜∞) on the right–hand side should be understood as in
Section 2.1.10.
This Claim will follow from Theorem 5.7. Reader not interested in too
technical details may even take this Claim as a very simple alternative defi-
nition of Σpi = ΦP
C(S˜∞ )(pi).
3.1.2. Basic properties of Σpi. We say that partitions pi and pi ′ are cyclic
rotations of each other if one can obtain pi ′ from pi by a cyclic shift of labels
of vertices. Graphically, this corresponds to a change of a marked starting
point on a circle.
Proposition 3.2. Let pi and pi ′ be two partitions of the same set which are
cyclic rotations of each other. Then
Σpi = Σpi′ .
Proof. It is enough to observe that the winding numbers considered in the
algorithm from Section 3.1.1 do not depend on the choice of the starting
point. 
Proposition 3.3. If partition pi connects some neighbor elements then Σpi =
0.
Proof. If partition pi connects some r with r + 1 then pifat connects r ′ with
r+1, hence pifat(r ′) = r+1 and (pifat ◦ c)(r+1) = r+1. One of the cycles
of pifat ◦ c is a 1–cycle bs = (r + 1) and one can easily check that ks = 0.
Claim 3.1 implies that Σpi = Σk1,...,kt = 0. 
3.1.3. Degree of Σpi and its geometric interpretation. We keep the notation
from the previous Section; in particular t denotes the number of cycles of
pifat ◦ c and r the number of blocks of pi. Observe that∑
1≤s≤t
(number of elements in a cycle bs) = n.
Furthermore
∑
1≤s≤t(number of clockwise winds of bs) is equal to the
total number of clockwise winds of pifat ◦ c. When we identify sets
{1, 2, . . . , n} and {1 ′, 2 ′, . . . , n ′} then c is a full clockwise cycle and it con-
tributes with a one wind. It is easy to observe that every block pis of partition
pi is a counterclockwise cycle of the permutation pifat, hence when we treat
it as a collection of clockwise steps it contributes with |pis| − 1 clockwise
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FIGURE 3.4. The first collection of discs for partition pi
from Figure 2.3.
winds. It follows that∑
1≤s≤t
(number of clockwise winds of bs) =
1+
∑
1≤s≤r
(|pis|− 1) = n− r+ 1
since
∑
1≤s≤r |pis| = n. Therefore (3.1) gives us
(3.3) degΣpi = k1+ · · ·+ kt+ t = r + t− 1,
where the degree is taken with respect to the filtration (2.8).
We can find a natural geometric interpretation of (3.3): consider a large
sphere with a small circular hole. The boundary of this hole is the cir-
cle that we consider in the graphical representations of partitions. Some
pairs of points on this circle are connected by lines: the blocks of the
partition pifat. To the arcs on the boundary of the circle between points
1, 1 ′, 2, 2 ′, . . . , n, n ′ and to the lines of pifat we shall glue two collections of
discs. Every disc from the first collection corresponds to one of the blocks
of pi (cf Figure 3.4).
After gluing the first collection of discs, our sphere becomes a surface
with a number of holes. The boundary of each hole corresponds to one of
the cycles of pifat ◦ c and we shall glue this hole with a disc from the second
collection.
Thus we obtained an orientable surface without a boundary. We define
the genus of the partition pi to be the genus of this surface. The numbers
of vertices, edges and faces of the polyhedron constructed above are the
following: V = 2n, E = 3n, F = 1 + r + t therefore the genus of this
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surface is equal to
(3.4) genuspi =
2− V + E− F
2
=
n+ 1− r− t
2
.
We proved therefore the following result.
Proposition 3.4. For any partition pi of an n–element set
(3.5) degΣpi = n− 2 genuspi,
where the degree is taken with respect to the filtration (2.8).
We leave the proof of the following simple result to the reader.
Proposition 3.5. A partition is non–crossing if and only if its genus is equal
to zero.
3.2. Multiplication of partitions.
3.2.1. Definition of multiplication. We will introduce an algebraic structure
on the partitions. For any finite ordered setX one can consider a linear space
spanned by all partitions of X. We will define a ‘multiplicative’ structure as
follows: let ρ = {ρ1, . . . , ρr} be a non–crossing partition of a finite ordered
set X and for every 1 ≤ s ≤ r let pis be a partition of the set ρs. We define
the ‘ρ–ordered product’ of partitions pis by
(3.6)
∏
s
pis :=
∑
σ
σ,
where the sum denotes a formal linear combination and it runs over all
partitions σ of the set X such that
(1) for any a, b ∈ ρs, 1 ≤ s ≤ r we have that a and b are connected by
σ if and only if they are connected by pis,
(2) σ ≥ ρcomp−1 ,
where ≥ denotes the order on partitions we introduced in Section 2.2.1.
Above we defined the product of the elements of the basis of the lin-
ear space; by requirement that multiplication is distributive the definition
extends uniquely to general vectors.
For example, for
(3.7) ρ1 = {1, 2, 7, 8}, ρ2 = {3, 4, 5, 6},
pi1 =
{
{1, 7}, {2}, {8}
}
, pi2 =
{
{3, 5}, {4, 6}
}
we have
pi1 · pi2 = {{1, 7}, {2, 4, 6}, {3, 5}, {8}}+{
{1, 7}, {2, 4, 6}, {3, 5, 8}
}
+
{
{1, 3, 5, 7}, {2, 4, 6}, {8}
}
.
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FIGURE 3.5. Graphical representation of example (3.7).
3.2.2. Geometric interpretation of partitions multiplication. Suppose for
simplicity that X = {1, 2, . . . , n}. On the surface of a large sphere we draw
a small circle on which we mark counterclockwise points 1, 2, . . . , n. In-
side the circle we cut r holes; for any 1 ≤ s ≤ r the corresponding hole has
a shape of a disc, the boundary of which passes through the points from the
block ρs (it is possible to perform this operation since ρ is non–crossing).
For every 1 ≤ s ≤ r the partition pis connects some points on the boundary
of the hole ρs and this situation corresponds exactly to the case we consid-
ered in Section 3.1.3. We shall glue to the hole ρs only the first collection
of discs that we considered in Section 3.1.3, i.e. the discs which correspond
to the blocks of the partition pis. Thus we obtained a number of holes with
a collection of glued discs (cf Figure 3.5).
When we inflate the original small holes inside the circle we may think
about this picture alternatively: instead of r small holes we have a big one
(in the shape of the circle) but some arcs on its boundary are glued by ex-
tra discs (on Figure 3.6 drawn in black) given by the partition ρcomp−1 ∈
NC(1, 2, . . . , n). Furthermore we still have all discs (on Figure 3.6 drawn
in gray) corresponding to partitions pis. We merge discs from these two col-
lections if they touch the same vertex. After this merging the collection of
discs corresponds to the partition ρcomp−1 ∨ (pi1∪ · · · ∪pit), i.e. the smallest
partition which is bigger than both ρcomp−1 and pi1 ∪ · · · ∪ pit.
The last step is to consider all ways of merging of the discs (or equiva-
lently: all partitions σ ≥ (ρcomp−1 ∨ (pi1∪ · · ·∪pit))) with the property that
any two vertices that were lying on the boundary of the same small hole ρs
if were not connected by a disc from the collection pis then they also cannot
be connected after all mergings.
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FIGURE 3.6. Figure 3.5 after inflating small holes.
3.3. Map Σ is a homomorphism. Since the map Σ = ΦP
C(S˜∞ ) was defined
on the basis of the linear space of partitions, we can extend it linearly in
a unique way. It turns out that ΦP
C(S˜∞ ) preserves also the multiplication
hence it is a homomorphism. However, since we consider only ‘ρ–ordered’
products of partitions, we have to state it in a bit unusual way.
Claim 3.6. Let ρ = {ρ1, . . . , ρr} be a non–crossing partition of the set
{1, 2, . . . , n} and for every 1 ≤ s ≤ r let pis be a partition of the set ρs.
Then
Σ
(∏
s
pis
)
=
∏
1≤s≤r
Σpis ,
where the multiplication on the left hand side should be understood as the
ρ–ordered product of partitions and on the right hand side it should be
understood as the usual product of commuting elements in C(S˜∞).
This Claim will follow from Theorem 5.11. Due to distributivity of mul-
tiplication the above Claim remains true if we allow pis to be a linear combi-
nation of partitions. It would be very interesting to prove Claim 3.6 directly
if one treats Claim 3.1 as a definition of Σpi.
The following result was proved in [KO94, IK99, LT01, Bia03].
Corollary 3.7. For any choice of tuples of positive integers (k1, . . . , km)
and (k ′1, . . . , k ′n) there exists a function f with a finite support defined on
the set of the tuples of integers such that
(3.8) Σk1,...,km · Σk′1,...,k′n =
∑
p1,...,pr
fp1,...,prΣp1 ,...,pr .
Proof. It is enough to find partitions pi, pi ′ such that Σpi = Σk1,...,km , Σpi′ =
Σk′
1
,...,k′n
and use the fact that ΣpiΣpi′ = Σpi·pi′ . 
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More detailed information about the product Σk1,...,km · Σk′1,...,k′n is pro-
vided by the following result which was proved by Ivanov and Olshanski
[IO02].
Corollary 3.8. For any choice of integers k1, . . . , km, k ′1, . . . , k ′n ≥ 1 let us
express the product Σk1,...,km · Σk′1,...,k′n ∈ C(S˜∞) as a linear combination
of normalized conjugacy class indicators Σ. Then
Σk1,...,km · Σk′1,...,k′n = Σk1,...,km,k′1,...,k′n+
(terms of degree at most k1+ · · ·+ km+ k ′1+ · · ·+ k ′n+m+ n− 2)
and therefore (2.8) indeed defines a filtration.
Proof. Define li = ki+ 1 and l ′i = k ′i+ 1. We set pi1 to be a partition of the
set of consecutive integers ρ1 = {1, . . . , l1+ · · ·+ lm} which has only one
non–trivial block pi11 = {l1, l1+l2, l1+l2+l3, . . . , l1+· · ·+lm} and let pi2 be
a partition of the set of consecutive integers ρ2 = {l1+· · ·+lm+1, l1+· · ·+
lm+2, . . . , l1+· · ·+lm+l ′1+· · ·+l ′n} which has only one non–trivial block
pi21 = {l1+· · ·+lm+l ′1, l1+· · ·+lm+l ′1+l ′2, . . . , l1+· · ·+lm+l ′1+· · ·+l ′n};
all the other blocks of these partitions consist of single elements. One can
easily check that Σpi1 = Σk1,...,km and Σpi2 = Σk′1,...,k′n . We set ρ = {ρ1, ρ2};
let us compute the ρ–ordered product pi1 · pi2.
Equation (3.5) implies that the terms of the maximal degree l1 + · · · +
lm+l
′
1+ · · ·+l ′n will correspond to non–crossing partitions (genus equal to
zero) and the degree corresponding to any crossing partition cannot exceed
l1+ · · ·+ lm+ l ′1+ · · ·+ l ′n− 2. It is enough to show that there is only one
non–crossing partition σ which contributes to pi1 · pi2, namely the partition
τ = (pi1∪pi2)∨ρcomp−1 which has only one non–trivial block pi11∪pi21. This
statement is pretty obvious from the geometric interpretation; we provide a
more detailed proof below.
Let us consider a partition σ 6= τ which contributes to pi1 · pi2. Of course
we have σ ≥ τ. Let a, c be a pair of elements which are connected by σ
and are not connected by τ; by the definition of the product of partitions a
and c cannot be both elements of ρ1 or both elements of ρ2 so let us assume
that a ∈ ρ1 and c ∈ ρ2.
Suppose that a ∈ pi11; then c /∈ pi21 (otherwise a and cwould be connected
by τ). It follows that there is an element of ρ2 \ pi21, namely c, which is
connected by σ with a ∈ pi11, and the latter element must be connected by σ
with the elements of pi21. This contradicts the definition of pi1 ·pi2. Therefore
a /∈ pi11 and similarly we show that c /∈ pi21.
It follows that a tuple a, b, c, d with b = l1+ · · ·+ lm, d = l1 + · · ·+
lm+ l
′
1+ · · ·+ l ′n is the one required for σ to be crossing.

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4. FREE CUMULANTS OF PARTITIONS
4.1. Free cumulants. Let us fix some finite ordered set X, a linear space
V and a map M : NC(X) → V called the moment map. Usually, the space
V carries some kind of multiplicative structure and there exists a sequence
M1,M2, . . . , called moment sequence, such that for every non–crossing
partition ρ = {ρ1, . . . , ρr} the moment map is given by a multiplicative
extension
(4.1) Mρ =
∏
1≤s≤r
M|ρs |.
For every integer n ≥ 1 the Speicher’s free cumulant Rn [Spe94, Spe97,
Spe98] is defined by
(4.2) Rn =
∑
ρ∈NC(1,2,...,n)
Moebρcomp Mρ,
where the sum runs over all non–crossing partitions of the set {1, 2, . . . , n}
and Moeb is the Mo¨bius function on the lattice of non–crossing partitions
given explicitly by
Moebσ =
∏
1≤s≤r
(−1)|σs |−1c|σs |−1
for σ = {σ1, . . . , σr} and where ck = (2k)!(k+1)!k! denotes the Catalan number.
We are going to use in this article the following defining property of the
Mo¨bius function [Spe94].
Lemma 4.1. For every ρ ∈ NC(1, 2, . . . , n)
∑
pi∈NC(1,...,n)
pi≤ρ
Moebpi =
{
1 if ρ is trivial,
0 otherwise.
One can show [Spe94] that if (4.1) holds then the moments can be com-
puted from the corresponding cumulants by the following simple formula
(4.3) Mn =
∑
ρ∈NC(1,...,n)
Rρ,
where similarly as in (4.1) for every non–crossing partition ρ = {ρ1, . . . , ρr}
we set
Rρ =
∏
1≤s≤r
R|ρs |.
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In a typical application the moments Mn are real numbers given by
Mn =
∫∞
−∞ x
n dµ(x),
where µ is a probability measure on R with all moments finite or given by
Mn = E(X
n), where X is some random variable. It is easy to check that in
this case the free cumulant Rn behaves like a homogeneous polynomial of
degree n in a sense that the free cumulant Rn(Dpµ) of the dilated measure
is related to the free cumulant Rn(µ) of the original measure by
Rn(D
pµ) = pnRn(µ).
This very simple scaling property is very useful in the study of asymptotic
properties. Another advantage of free cumulants is that the generating func-
tion (called Voiculescu’s R–transform [VDN92]) of the sequence of free cu-
mulants of a given measure µ can be computed directly from the Cauchy
transform of µ which is very useful in practical applications.
The definition of the free cumulants itself does not involve the multi-
plicative structure of V; this structure is accessed only implicitly through
the moment map M. Therefore a question arises if there are some reason-
able generalizations of (4.1). The key point is that we need to define the
moments Mρ only for non–crossing partitions ρ and it is well–known that
non–crossing partitions of n–element set are in correspondence with cer-
tain ways of writing brackets in a product of n factors and hence recursive
definitions of Mρ can be successfully applied. Canonical examples are pro-
vided by operator–valued free probability [Spe98]. In the following we will
use this weakness of requirements for the moment map M in order to define
and study the partition–valued free cumulants.
4.2. Free cumulants of partitions and of the Jucys–Murphy element.
4.2.1. Moments and cumulants of partitions. Let X be an ordered set. We
define the moment MPX (where the letter P stands for partition) by
MPX =
∑
σ∈P(X)
σ,
where the sum denotes a formal linear combination and it runs over all
partitions of X.
Let ρ = {ρ1, . . . , ρr} be a non–crossing partition. Motivated by (4.5) we
define
MPρ =
∏
s
MPρs =
∑
σ1,...,σr
∏
s
σs,
where the sum runs over all tuples (σ1, . . . , σr) such that σs is a partition of
the set ρs and products denote ρ–ordered products of partitions.
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Proposition 4.2. For every non–crossing partition ρ of the set X we have
(4.4) MPρ =
∑
σ≥ρ
comp−1
σ,
where the sum runs over all partitions σ of the set X such that σ ≥ ρcomp−1 .
Proof. Probably the best way to prove the proposition is to consider the
graphical description of the partition multiplication from Section 3.2.2. We
present an alternative proof below.
From the very definition of multiplication one can see that every partition
σ which appears in MPρ must fulfill σ ≥ ρcomp−1 .
To any partition σ of the set X we can assign a tuple (σ1, . . . , σr), where
σs (a partition of the set ρs) is obtained from σ by restriction to the set ρs.
Now it is easy to observe that every σ ≥ ρcomp−1 appears exactly once in∏
sM
P
ρs
, namely in the factor
∏
sσ
s
. 
The moment map MP gives rise to a sequence of free cumulants which
will be denoted by RPn.
4.2.2. Moments and cumulants of Jucys–Murphy element. Inspired by
(4.1) we shall denote by MJMρ the partition–indexed moments of the Jucys–
Murphy element, defined by
(4.5) MJMρ =
∏
1≤s≤r
MJM|ρs | =
∏
1≤s≤r
E(J|ρs |) ∈ C(S˜∞),
where ρ = {ρ1, . . . , ρr} is a non–crossing partition. The moment map MJM
gives rise to a sequence of free cumulants which will be denoted by RJMn .
Please note that MJM1 = E(J) = 0 and therefore also RJM1 = 0.
4.2.3. The relation between the partitions and the Jucys–Murphy element.
The following Claim provides a link between the moments of the Jucys–
Murphy element and the moments of partitions.
Claim 4.3. Let X be a finite ordered set, let ρ be a non–crossing partition
of a finite ordered set and n ≥ 1 be an integer. Then
Σ(MPX) = M
JM
|X|,(4.6)
Σ(MPρ) = M
JM
ρ ,(4.7)
Σ(RPn) = R
JM
n ,(4.8)
where Σ is the map considered in Section 3.1.1.
We postpone the proof of (4.6) to Theorem 5.12. Equation (4.6) implies
(4.7) immediately because Σ is a homomorphism. Equation (4.8) is an im-
mediate consequence of (4.7).
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This result implies that all questions about the moments of the Jucys–
Murphy element can be easily translated into questions about moments of
partitions and the machinery of Section 3 can be applied.
4.2.4. Free cumulants of partitions.
Proposition 4.4. For every n ≥ 1
(4.9) RPn =
∑
pi∈P(1,2,...,n)
Ipi pi,
(4.10) RJMn =
∑
pi∈P(1,2,...,n)
Ipi Σpi,
where Ipi ∈ Z, called free index of pi, is defined by
(4.11) Ipi =
∑
ρ∈NC(1,2,...,n)
ρ≤pi
Moebρ .
Proof. From (4.2) and (4.4) it follows that
RPn =
∑
ρ∈NC(1,2,...,n)
Moebρcomp
∑
pi∈P(1,2,...,n)
pi≥ρcomp
pi =
∑
pi∈P(1,2,...,n)
pi
∑
ρ∈NC(1,2,...,n)
ρcomp≤pi
Moebρcomp =
∑
pi∈P(1,2,...,n)
pi
∑
ρ∈NC(1,2,...,n)
ρ≤pi
Moebρ,
where in the last equality we used the fact that ρ 7→ ρcomp is a permutation
of the set of non–crossing partitions.
The second identity (4.10) follows now from Claim 4.3. 
4.2.5. Evercrossing partitions. We say that a partition pi of a finite ordered
set X is evercrossing if for any a < c (a, c ∈ X) such that a is connected
with c by pi there exist b, d ∈ X such that
(1) elements a, b, c, d are ordered up to a cyclic rotation, i.e. either
a < b < c < d or d < a < b < c,
(2) elements b and d are connected by pi,
(3) elements a, b, c, d are not elements of the same block of pi.
Up to some technical details, this means that on the graphical representation
of pi every line connecting a pair of elements must be crossed by some other
line. For example, partition from Figure 4.1 is evercrossing, but partition
from Figure 2.3 is not.
The following result shows that only evercrossing partitions contribute to
sums (4.9) and (4.10).
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FIGURE 4.1. Example of an evercrossing partition
Theorem 4.5. If a partition pi is not evercrossing then Ipi = 0.
In order to prove this result we will need the following lemma.
Lemma 4.6. Let pi = {pi1, . . . , pir} be a partition ofX. Let σ = {pi1, . . . , pis},
τ = {pis+1, . . . , pir} be a decomposition of pi into two partitions of disjoint
sets S = pi1∪ · · · ∪pis and T = pis+1∪ · · · ∪pir such that σ is non–crossing.
For ρ ∈ NC(T) we shall denote (with a small abuse of notation) by
ρcomp ∈ NC(S) the biggest non–crossing partition with a property that ρ ∪
ρcomp is non–crossing. We denote by σ ∧ ρcomp ∈ NC(S) the biggest non–
crossing partition which is smaller both than σ and ρcomp.
Then the free index of pi is given by
(4.12) Ipi =
∑
ρ∈NC(T)
ρ≤τ
(σ∧ρcomp) is trivial
Moebρ .
Proof. Since every ρ ∈ NC(X), ρ ≤ pi can be decomposed as ρ = ρ˜ ∪ ρ^,
where ρ˜ ∈ NC(S), ρ˜ ≤ σ and ρ^ ∈ NC(T), ρ^ ≤ τ it follows from (4.11) that
Ipi =
∑
ρ^∈NC(T)
ρ^≤τ
Moebρ^
( ∑
ρ˜∈NC(S)
ρ˜≤(σ∧ρ^comp)
Moebρ˜
)
.
We apply Lemma 4.1 and observe that the second sum is equal to zero
unless σ∧ ρ^comp is trivial; otherwise it is equal to 1. 
Proof of Theorem 4.5. Let a, c be the vertices which have the property re-
quired for pi = {pi1, . . . , pir} not to be evercrossing. By a change of number-
ing of blocks we can always assume that a, c ∈ pi1. Following the notation
of Lemma 4.6 we set S = pi1, T = pi2∪· · ·∪pir, σ = {pi1}, τ = {pi2, . . . , pir}.
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FIGURE 4.2. Example of an evercrossing partition with the
free index equal to 0.
Observe that for every ρ ∈ NC(T) such that ρ ≤ τ, we have that the
partition ρ ∪ {{a, c}} is non–crossing, therefore ρcomp ≥ {{a, c}} and
ρcomp∧σ ≥
{
{a, c}
}
must contain a non–trivial block and the sum in (4.12)
contains no summands. 
Remark. The converse implication is not true, as one can see on an example
from Figure 4.2.
4.3. First–order asymptotics of free cumulants.
Theorem 4.7. Let integers k1, . . . , kt ≥ 2 be given and let us express
RJMk1 · · ·RJMkt ∈ P as a linear combination of normalized conjugacy class
indicators Σ. Then
(4.13) RJMk1 · · ·RJMkt = Σk1−1,...,kt−1+
(terms of degree at most k1+ · · ·+ kt− 2),
where the degree is taken with respect to the filtration (2.8).
Proof. Let us consider the case t = 1; we set n = k1. Propositions 3.4 and
3.5 imply that the highest–order terms in the expansion (4.10) correspond
to non–crossing partitions and that the degree of all remaining terms will be
at most n−2; by Theorem 4.5 a partition contributes in the sum (4.10) only
if it is evercrossing. In order to find the leading term we need to find all
non–crossing partitions of the set {1, 2, . . . , n} which are at the same time
evercrossing. This combination of adjectives sounds oxymoronic which
suggests that there should not be too many of such partitions and indeed it
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is easy to check that the only such partition is the trivial one. Hence
RJMn = Σ{{1},{2},...,{n}} + (terms of degree at most n− 2) =
Σn−1+ (terms of degree at most n− 2)
which finishes the proof of the case t = 1.
The general case follows easily from Corollary 3.8. 
Corollary 4.8. Elements (RJMk )k≥2 are algebraically free; also elements
(MJMk )k≥2 are algebraically free and therefore the gradation (2.6) is well–
defined.
Proof. Let P(x2, x3, . . . ) 6= 0 be a polynomial; our goal is to show that
P(RJM2 , R
JM
3 , . . . ) ∈ C(S˜∞) is non–zero. In order to show this we express
P(RJM2 , R
JM
3 , . . . ) as a linear combination of conjugacy class indicators Σ
and Theorem 4.7 shows that the highest–order terms do not cancel.
In order to show that (MJMk )k≥2 are algebraically free we consider a
polynomial Q(x2, x3, . . . ) 6= 0. We apply (4.3) and obtain a polynomial
P(x2, x3, . . . ) such that Q(MJM2 ,MJM3 , . . . ) = P(RJM2 , RJM3 , . . . ). Equation
(4.2) implies that P(x2, x3, . . . ) 6= 0. It follows that Q(MJM2 ,MJM3 , . . . ) =
P(RJM2 , R
JM
3 , . . . ) 6= 0. 
The following result was proved in [Bia98, IO02].
Theorem 4.9. For every tuple k1, . . . , kt of positive integers there exists a
polynomial Kk1,...,kt(RJM2 , RJM3 , . . . ), called Kerov polynomial, such that
Σk1,...,kt = Kk1,...,kt(R
JM
2 , R
JM
3 , . . . ).
In other words, each of the families (RJMn )n≥2, (MJMn )n≥2 and
(Σk1,...,km)k1,...,km≥1 generates the same commutative algebra P.
With respect to the gradation (2.6) the leading term of the Kerov polyno-
mial is given by
(4.14) Σk1,...,kt = RJMk1+1 · · ·RJMkt+1+
(terms of degree at most (k1+ 1) + · · ·+ (kt+ 1) − 2)
and
degΣk1,...,kt = (k1+ 1) + · · ·+ (kt+ 1).
In other words, the filtration (2.8) is induced by gradation (2.6).
Proof. We shall prove this theorem by induction over (k1+1)+· · ·+(kt+1).
Let us express Σk1,...,kt − RJMk1+1 · · ·RJMkt+1 as a linear combination of nor-
malized conjugacy class indicatorsΣ. Theorem 4.7 implies that with respect
to the filtration (2.8) all these terms have degree at most (k1 + 1) + · · · +
(kt + 1) − 2 and hence the inductive hypothesis can be applied: every of
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FIGURE 4.3. Partition from Figure 4.1 after the first step of
the simplification algorithm.
these terms can be expressed by the corresponding Kerov polynomial. Ob-
serve that from the very definition of free cumulants (4.2) it follows that
degRJMk1+1 · · ·RJMkt+1 = (k1+1)+ · · ·+(kt+1) with respect to the gradation(2.6) and hence the theorem follows. 
4.4. Higher order expansion for free cumulants. In this section we
present a method of enumerating all evercrossing partitions with a given
genus. The main concept is to simplify a given evercrossing partition by
a number of steps. After these simplifications we obtain an evercrossing
pair partition (with some extra properties) which can be enumerated eas-
ily. By reversing the process of simplifications we shall therefore obtain all
evercrossing partitions with a given genus.
4.4.1. Simplification, step 1. Let an evercrossing partition be given. In the
first step we remove all its trivial blocks. For example, Figure 4.3 depicts
the outcome of this step performed on an evercrossing partition from Figure
4.1. In fact we do not really care what are the labels of vertices and it would
be a good idea not to write them down at all; in this example we do write
them down for the reason of clarity.
4.4.2. Simplification, step 2. In the second step of simplification, we con-
sider the fat partition corresponding to the outcome of the first step (cf ex-
ample on Figure 4.4). In other words, we perform the operation depicted on
Figure 4.5 on each of the blocks.
4.4.3. Simplification, step 3. The outcome of the second step is a pair par-
tition. In the third step of the simplification algorithm we perform the op-
eration depicted on Figure 4.6. To be precise: for n ≥ 2 let (p1, . . . , pn)
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FIGURE 4.4. Partition from Figure 4.1 after the second step
of the simplification algorithm.
FIGURE 4.5. Elementary operation of step 2 of the simpli-
fication algorithm: one of the blocks is replaced by its fat
version.
and (qn, qn−1, . . . , q1) be two sequences of consecutive vertices of this
pair partition such that pk is connected with qk. We remove all vertices
p2, p3, . . . , pn, q2, q3, . . . , qn and leave vertices p1 and q1 unchanged. We
iterate this removal of vertices as long as it is possible (cf example on Figure
4.7).
A careful reader might observe that after rotating the Figure 4.6 upside–
down the roles played by p1, q1 are interchanged with qn and pn therefore
the above rule is not very precise which labels should be carried by the
vertices of the surviving block; but in fact we do not really care about these
labels. In particular, we do not care which of the labels is the smallest,
therefore we identify pair partitions which are cyclic rotations of each other.
4.4.4. Outcome of the simplification algorithm.
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FIGURE 4.6. The elementary operation of step 3 of the sim-
plification algorithm: a number of parallel lines is replaced
by a single one.
FIGURE 4.7. The outcome of the step 3 of the simplifying
algorithm for partition from Figure 4.1.
Theorem 4.10. The outcome of the simplification algorithm from Sections
4.4.1–4.4.3 is an evercrossing pair–partition which has the same genus and
free index as the original partition.
Let n denote the number of vertices of the outcome pair partition pi. If
genuspi 6= 0 then
(4.15) n ≤ 12 genuspi−6.
Proof. In order to show that all three steps of the simplification algorithm
preserve the genus of a partition, it is enough to notice that the surface
without the boundary we constructed in Section 3.1.3 changes in each of
the steps into a homeomorphic one.
We shall prove now that all three steps preserve the free index of a par-
tition. Let pi be a partition of some set X, let x /∈ X, then pi ′ = pi ∪ {x} is
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a partition of the set X ∪ {x} which has an additional trivial block. Observe
that every partition ρ ′ ≤ pi ′ must have a form ρ ′ = ρ∪ {{x}} where ρ ≤ pi.
Therefore
Ipi′ =
∑
ρ′∈NC(X∪{x})
ρ′≤pi′
Moebρ′ =
∑
ρ∈NC(X)
ρ≤pi
Moebρ = Ipi.
It follows that two partitions which differ with one trivial block have the
same free index and, by iterating, the first step preserves the free index.
The second and the third step can be divided into a number of elementary
operations (for the second step the elementary operation is the replacement
of only one of the blocks of the original partition by the corresponding ‘fat
block’, cf Figure 4.5, for the third step the elementary operation is the per-
formance of only one operation from Figure 4.6). Our goal is to prove that
every elementary operation preserves the free index. Let pi be a partition
and let pi ′ be an outcome of one of the elementary operations performed on
pi. We can decompose pi = σ ∪ τ, pi ′ = σ ′ ∪ τ (we use the notations of
Lemma 4.6), where τ ∈ P(T) is the set of blocks of pi not changed by the
elementary operation. One can easily check that for both elementary opera-
tions σ ∈ NC(S) and σ ′ ∈ NC(S ′) are non–crossing partitions, furthermore
for every ρ ∈ P(T) we have that (σ∧ ρcomp) ∈ NC(S) is trivial if and only
if (σ ′ ∧ ρcomp) ∈ NC(S ′) is trivial. From Lemma 4.6 applied to pi and pi ′ it
follows that
Ipi =
∑
ρ∈NC(T),
ρ≤τ,
(σ∧ρcomp) is trivial
Moebρ =
∑
ρ∈NC(T),
ρ≤τ,
(σ′∧ρcomp) is trivial
Moebρ = Ipi′
and hence both elementary operations preserve the free index.
Observe also, that the first and the third step of the algorithm preserve
clearly the partition property of being evercrossing. It should be clear from
the graphical interpretation that also the second step preserves this property;
nevertheless we provide a more detailed proof below. Let a partition pi be an
outcome of the first step of the algorithm. Any pair connected by pifat must
be of the form (pi ′s,t, pis,t+1) (we use the notation from Section 2.2.2). As an
outcome of the first step of the simplification algorithm, pi contains no trivial
blocks hence pis,t 6= pis,t+1. Since pi is evercrossing, there exist b, d ∈ piu,
u 6= s, such that pis,t, b, pis,t+1, d are ordered up to a cyclic rotation. In
other words: on the graphical representation on a circle, elements of the
block piu are not all on the same side of the line which passes through pis,t
and pis,t+1. Therefore there must be some consequent elements piu,v, piu,v+1
of the block piu such that pis,t, piu,v, pis,t+1, piu,v+1 are ordered up to a cyclic
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rotation. It is easy to see that b = pi ′u,v and d = pis,t+1 are the vertices
required by the property of pifat to be evercrossing.
Let pi be the outcome of the simplification algorithm and such that
genuspi 6= 0. We keep notation from Section 3.1.3, i.e. r = n2 denotes
the number of blocks of pi and t denotes the number of cycles of pifat ◦ c (or,
alternatively, the number of holes after gluing the first collection of discs).
Observe that on the boundary of every hole there must be at least three in-
tervals which touch some discs from the first collection (if some hole does
not touch any discs then pi = ∅ and genuspi = 0; if some hole touches only
one disc we denote by a, c the only two vertices which are on the boundary
of the hole and clearly (a, c) is a pair of vertices required for pi to be non–
evercrossing; if some hole touches exactly two discs then it is possible to
perform some simplifications of step 3; a careful reader might observe that
it is possible and perfectly legal for a hole to touch some of the discs twice,
cf the left–hand side partition on Figure 4.10). Since pi is a pair partition,
every disc of the first collection touches the holes on exactly two intervals.
It follows that n = 2r ≥ 3t. Equation (3.4) implies that
n ≤ 12 genuspi−6
which finishes the proof. 
4.4.5. Interpretation of the free index? Free index of a partition is a quite
strange combinatorial object. We can think that it measures how far a given
partition is away from non–crossing partitions or how much it is evercross-
ing. Its particularly interesting feature appears in Theorem 4.10, namely
that it is being preserved by a number of operations one can perform on a
partition. The list of such operations is far from being complete and we
leave it as an exercise to the reader to find at least one such operation which
does not appear in the simplification algorithm. Suppose we have com-
pleted such a list of natural operations preserving free index; now we can
treat them as analogues of Reidemeister moves in the knot theory and say
that two partitions are isotopic when one can be obtained from another by
a sequence of such elementary operations. Of course free index will be an
invariant of the isotopy class but we should not expect that it will always
be able to distinguish different isotopy classes. A question arises: is there
some natural (geometric?) interpretation of such isotopy?
4.5. The second main result: the second–order expansion of free cu-
mulants and characters.
4.5.1. Evercrossing partitions with genus 1. Theorem 4.10 allows us to
enumerate (in finite time) all possible outcomes of the simplifying algo-
rithm for a fixed genus of the original evercrossing partition. By reversing
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FIGURE 4.8. General pattern of evercrossing partitions with
genus 1 and free index equal to −1 (only non–trivial blocks
were shown).
FIGURE 4.9. General pattern of evercrossing partitions with
genus 1 and free index equal to −2 (only non–trivial blocks
were shown).
all three steps of the simplifying algorithm we are able to write a number
of “templates” which describe all evercrossing partitions with a prescribed
genus. Let us have a look on an example.
Theorem 4.11. Every evercrossing partition with genus 1 must be either of
the form depicted on Figure 4.8 (in this case it has the free index equal to
−1) or Figure 4.9 (in this case it has the free index equal to −2). On both
figures only non–trivial blocks were shown.
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FIGURE 4.10. The only two possible outcomes of the sim-
plification algorithm for an evercrossing partition with genus
1. The pair partition on the left–hand side has free index
equal to −1 and the pair partition on the right–hand side has
free index equal to −2.
Proof. Theorem 4.10 implies that an outcome of the simplification algo-
rithm obtained for an evercrossing partition with genus 1 must have at most
6 vertices. By direct inspection of all such pair partitions one can find that
there are only two possible outcomes of the simplifying algorithm and they
are depicted on Figure 4.10.
By reverting the third step of the simplifying algorithm we see that the
outcome of the first two steps of the simplifying algorithm must be a pair
partition either of the form from Figure 4.8 or Figure 4.9. For Figure 4.9 we
have to study 24 cases now: each of the numbers p, q, r can be either even
or odd, we also have to guess which of the vertices carry primed and which
carry non–primed labels (we have two possibilities); the case of Figure 4.8
is slightly simpler. For each of the 24 cases we try to reverse the second
step of the algorithm (and for most of the cases it is not possible; a less
patient reader will find easily arguments which would allow to find only the
few cases when it is possible). It turns out that after the first step of the
simplification algorithm must be a pair partition either of the form depicted
on Figure 4.8 or on Figure 4.9. Reverting the first step means that we are
allowed to add any number of trivial blocks, which finishes the proof. 
4.5.2. Second–order asymptotics of free cumulants. We leave the proof of
the following simple lemma to the reader.
Lemma 4.12. For any y, n ∈ N there are (y−1
n−1
)
solutions of the equation
x1+ · · ·+ xn = y if we require x1, . . . , xn to be positive integers.
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Theorem 4.13. For every n ∈ N we have
(4.16)
RJMn = Σn−1−
∑
m2,m3,···≥0
2m2+3m3+4m4+···=n−2
n(n − 1)(n− 2)
24
(
m2+m3+ · · ·
m2,m3, . . .
)
×
∏
s≥2
(
(s− 1)
)ms
Σ1, . . . , 1︸ ︷︷ ︸
m2 times
,2, . . . , 2︸ ︷︷ ︸
m3 times
,3, . . . , 3︸ ︷︷ ︸
m4 times
,...
+
(terms of degree at most n− 4)
Proof. The highest–order term in expansion (4.10) was already found in
Theorem 4.7. The next highest–order terms correspond to evercrossing par-
titions with genus 1. We shall calculate first the contribution of the partitions
of the form depicted on Figure 4.8.
For the partition from Figure 4.8 the tuple (k1, . . . , kp+q−1) given by the
algorithm from Section 3.1.1 is equal to
(4.17)
((
(as+1− as) + (cs− cs+1) − 1
)
s=1,2,...,p−1
,(
(b1− ap) + (cp− bq) + (dq− c1) + (a1− d1)
)
− 3,(
(bs+1− bs) + (ds− ds+1) − 1
)
s=1,2,...,q−1
)
.
Here and in the following, the subtraction is taken modulo n, i.e.
y− x =
{
y − x if y > x,
(y+ n) − x if y < x.
This subtraction has a natural interpretation as the number of elements be-
tween x and y going counterclockwise from x to y.
Let m2,m3, . . . be a sequence of nonnegative integers such that 2m2+
3m3 + · · · = n − 2. We shall count now for how many different parti-
tions of the form depicted on Figure 4.8 the tuple (4.17) is equal (up to a
permutation) to
(4.18) (k ′1, k ′2, . . . , k ′p+q−1) = (1, . . . , 1︸ ︷︷ ︸
m2 times
, 2, . . . , 2︸ ︷︷ ︸
m3 times
, 3, . . . , 3︸ ︷︷ ︸
m4 times
. . . ).
Firstly, observe that all the numbers (as), (bs), (cs), (ds) are uniquely de-
termined by a1 and the collection of increments
(4.19) (as+1− as)s=1,...,p−1, (b1− ap), (bs+1− bs)s=1,...,q−1,
(cp−bq), (cs−cs+1)s=1,...,p−1, (dq−c1), (ds−ds+1)s=1,...,q−1, (a1−d1),
where numbers (4.19) are positive integers the sum of which is equal to n.
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Every partition of the form depicted on Figure 4.8 has free index equal to
(−1). There are n choices of a1. There are
(
m2+m3+···
m2,m3,...
)
different permuta-
tions of the tuple (4.18). We need to specify 1 ≤ p ≤ m2+m3+ · · · . Now
we count in how many different ways every of the numbers (4.17) can be
written as a sum of two specified elements of (4.19) minus 1 except for one
of the numbers (4.17) which should be written as a sum of four specified
elements of (4.19) minus 3; the position of this exceptional number is spec-
ified by the index p. Finally, we have to take into account the symmetry
factor 1
4
of Figure 4.8 since for every partition of this form we can choose
sequences (as), (bs), (cs), (ds) in four different ways corresponding to four
cyclic rotations of the template. From Lemma 4.12 it follows that the con-
tribution of partitions from Figure 4.8 to the summand Σ1, . . . , 1︸ ︷︷ ︸
m2 times
,2, . . . , 2︸ ︷︷ ︸
m3 times
,...
is equal to
(4.20) (−1)1
4
n
(
m2+m3+ · · ·
m2,m3, . . .
) ∑
1≤p≤m2+m3+···
(
k ′p+ 2
3
)∏
p′ 6=p
(
k ′p′
1
)
.
By very similar considerations one can easily show that the contribution
of partitions from Figure 4.9 to the summand Σ1, . . . , 1︸ ︷︷ ︸
m2 times
,2, . . . , 2︸ ︷︷ ︸
m3 times
,...
is equal
to
(4.21) (−2)1
6
n
(
m2+m3+ · · ·
m2,m3, . . .
)
×∑
1≤p1<p2≤m2+m3+···
(
k ′p1 + 1
2
)(
k ′p2 + 1
2
) ∏
p′ 6=p1,p2
(
k ′p′
1
)
.
By an application of Leibnitz rule we see that the sum of (4.20) and (4.21)
can be written in a compact form as
[x−(2m2+3m3+··· )−2zm22 z
m3
3 · · · ]
(−1)n
24
×
d2
dx2
(∑
s
(s− 1)zsx
−s
)m2+m3+···
=
[zm22 z
m3
3 · · · ]
(−1)n(n− 1)(n− 2)
24
(∑
s
(s− 1)zs
)m2+m3+···
=
(−1)n(n− 1)(n− 2)
24
(
m2+m3+ · · ·
m2,m3, . . .
)
1m22m33m4 · · ·
which finishes the proof. 
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4.5.3. Second–order expansion of characters. The following result was
conjectured by Biane [Bia03].
Theorem 4.14. For every n ≥ 2 we have
Σn−1 = R
JM
n +∑
m2,m3,···≥0
2m2+3m3+···=n−2
1
4
(
n
3
)(
m2+m3+ · · ·
m2,m3, . . .
)∏
s≥2
(
(s− 1)RJMs
)ms
+
(terms of degree at most n− 4).
Proof. In (4.16) we use (4.14) to express Σ1, . . . , 1︸ ︷︷ ︸
m2 times
,2, . . . , 2︸ ︷︷ ︸
m3 times
,...
in terms of
RJM2 , R
JM
3 , . . . . 
4.6. Higher order expansion of characters. In principle, there are no ob-
stacles to repeat the reasoning from Section 4.5 for partitions with genus 2
and in this way obtain higher order asymptotic expansions.
The first step is to enumerate all possible outcomes of the simplification
algorithm. Theorem 4.10 shows that such outcome is a pair partition with at
most 9 lines. The patience of the most human beings is not sufficient enu-
merate all such partitions, nevertheless the use of computer allows us to find
them all [ ´Sni04]. After removing cyclic rotations and mirror images there
are 61 such partitions—which is still an accessible number. By reverting all
three steps of the simplification algorithm we could therefore find general
patterns of evercrossing partitions with genus 2 and therefore express RJMn
in terms of elements Σ.
However, the above method seems to be far more complicated than the
result of Goulden and Rattan [GR05] who found an explicit formula for the
general coefficients of Kerov polynomials.
5. PROOFS OF TECHNICAL RESULTS
5.1. Admissible and pushing sequences. In this article we manipulate
with moments of the Jucys–Murphy element J (or with products of such
moments) and we need an efficient way to enumerate the summands in
sums similar to (2.5). Conceptually the simplest way is to enumerate the
summands by sequences a1, . . . , an ∈ A and which will be called admissi-
ble. However, it turns out that manipulating admissible sequences is quite
complicated. It turns out that the suitable objects to enumerate summands in
(2.5) are pushing sequences. We will describe pushing sequences in terms
of admissible sequences.
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5.1.1. Admissible sequences. Map Φas
S˜A
. We recall that ∗ /∈ A. We say that
a sequence a1, . . . , an is admissible if it contributes in the sum (2.5) or
equivalently if a1, . . . , an ∈ A and
(5.1) [(a1∗) · · · (an∗)](∗) = ∗.
The set of admissible sequences is a semigroup if for multiplication we take
the concatenation of sequences:
ab = (a1, . . . , an, b1, . . . , bo)
for admissible sequences a = (a1, . . . , an) and b = (b1, . . . , bo). The unit
is the empty sequence.
We consider a map ΦasSA from the set of admissible sequences to the sym-
metric group SA by setting
ΦasSA : (a1, . . . , an) 7→ (a1∗) · · · (an∗).
We can treat the right–hand side as a partial permutation of A with the
support {a1, . . . , an}; in this way we obtain a map Φas
S˜A
from the set of
admissible sequences to the semigroup S˜A of partial permutations. It is
easy to check that both maps are homomorphisms of semigroups.
5.1.2. Pushing sequences. We say that no neighbor elements of a sequence
(p1, . . . , pn) are equal if pl 6= pl+1 holds for any 1 ≤ l ≤ n. We should
think that the elements of the sequence are arranged in a circle and the
successor of pn is p1, therefore in the above definition the case l = n
means that we require pn 6= p1. In particular, it cannot happen that n = 1.
We will say that a sequence (p1, . . . , pn) is a pushing sequence if
p1, . . . , pn ∈ A ∪ {∗} and if p1 = ∗ and if no neighbor elements of
(p1, . . . , pn) are equal.
5.1.3. Commutative diagram. In the following we will construct functions
such that the following diagram commutes. Later on we shall equip pushing
sequences with a multiplicative structure in such a way that all maps will
become homomorphisms of semigroups.
(5.2)
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5.1.4. Map Φasps. Let a = (a1, . . . , an), a1, . . . , an ∈ A be an admissible
sequence. We assign to it a sequence of permutations σ1, . . . , σn+1 ∈ SA∪{∗}
defined by
(5.3) σl = (al∗)(al+1∗) · · · (an∗)
and a sequence p = Φasps(a) = (p1, . . . , pn), p1, . . . , pn ∈ A ∪ {∗} defined
by
(5.4) pl = σ−1l (∗).
Notice that since a is admissible hence p1 = ∗ and p1 = ∗ 6= an = pn.
Furthermore since σl−1 = (al−1∗)σl hence pl−1 = σ−1l (al−1) 6= σ−1l (∗) =
pl and p is a pushing sequence.
Equation (5.4) should explain the name of pushing sequences: imagine
that A ∪ {∗} is a set of some items and initially every item x is located
within a box which carries a label ‘x’. In the process of computing the
product (a1∗) · · · (an∗) (from the right to the left) we obtain a sequence of
partial products σn, σn−1, . . . , σ1: permutation σl−1 is obtained from σl by
transposition of the item which is in the box labeled by ‘∗’ and the item
(which turns out to be the item pl−1) from the box labeled by ‘al−1’. We
can think therefore that the item pl−1 is pushing out the contents of the box
labeled by ‘∗’.
5.1.5. Map Φpsas . Let a pushing sequence p = (p1, . . . , pn) be given.
By backward induction we will assign to it a unique pair of sequences
(σ1, . . . , σn+1), Φ
ps
as(p) = (a1, . . . , an), where σ1, . . . , σn+1 ∈ SA∪{∗} and
(a1, . . . , an) is an admissible sequence such that (5.3) and (5.4) are ful-
filled.
We start the construction by setting σn+1 = e since it is the only choice
if we want (5.3) to be fulfilled for l = n+ 1. If σl is already defined we set
al−1 = σl(pl−1) and σl−1 = (al−1∗)σl. Again, it is the only choice that we
have since equations (5.3) and (5.4) imply
(5.5) al−1 = (al−1∗)(∗) = σlσ−1l−1(∗) = σl(pl−1).
Since p is pushing hence σ−1l (al−1) = pl−1 6= pl = σ−1l (∗) therefore
a1, . . . , an 6= ∗; furthermore [(a1∗) · · · (an∗)]−1(∗) = σ−11 (∗) = p1 = ∗
hence a is admissible.
Equations (5.3) and (5.4) are indeed fulfilled by construction, therefore
Φasps(Φ
ps
as(p)) = p for every pushing sequence p. Furthermore the unique-
ness of the pair (a1, . . . , an), (σ1, . . . , σn+1) implies that there exists at
most one preimage of p with respect to Φasps. Therefore we proved the fol-
lowing result:
Proposition 5.1. Maps Φpsas and Φasps are inverses of each other.
ASYMPTOTICS OF CHARACTERS AND GENUS EXPANSION 45
5.1.6. Map Φps
S˜A
. The bijections between pushing and admissible se-
quences allow us to define the map Φps
S˜A
in a unique way which makes
the diagram (5.2) commute.
Let p be a pushing sequence and a be the corresponding admissible se-
quence. Observe that if σ1, . . . , σn+1 is the sequence of permutations which
was constructed in Sections 5.1.4 and 5.1.5 then
(5.6) ΦpsSA(p) = ΦasSA(a) = σ1.
In order to compute Φps
S˜A
(p) we need to specify the support of this permuta-
tion. It is the support of Φas
S˜A
(a), namely {a1, . . . , an} = {p1, . . . , pn} \ {∗};
the inclusions which imply the latter equality follow directly from the con-
struction of the maps Φasps and Φpsas . In Section 5.2.1 we shall compute Φ
ps
S˜A
and Φpsas more explicitly.
5.1.7. Multiplication of pushing sequences. The bijections between push-
ing and admissible sequences allow us to define multiplication of pushing
sequences in the unique way which makes arrows of (5.2) to be homomor-
phisms of semigroups in such a way that the diagram commutes.
The exact form of this multiplication is given by the following proposi-
tion
Proposition 5.2. Let p = (p1, . . . , pk) and q = (q1, . . . , ql) be pushing
sequences and let pi = ΦpsSA(q1, . . . , ql). Then
pq =
(
pi−1(p1), . . . , pi
−1(pk), q1, . . . , ql
)
.
Proof. Let p = Φasps(a) and let σa1, . . . , σak be the sequence of permuta-
tions constructed in Section 5.1.4 for a, i.e. σam = (am∗) · · · (ak∗) for
1 ≤ m ≤ k. Let b = Φasps(q) and let σb1, . . . , σbl be the analogous sequence
of permutations obtained for b.
Let σ1, . . . , σk+l be the sequence of permutations obtained for the con-
catenated sequence ab. Observe that
σm =
{
(bm−k∗) · · · (bl∗) for m ≥ k + 1
(am∗) · · · (ak∗)(b1∗) · · · (bl∗) for m ≤ k
=
{
σbm−k for m ≥ k+ 1
σampi for m ≤ k,
where pi = (b1∗) · · · (bl∗) = ΦasSA(b) = ΦpsSA(q).
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It follows that r = (r1, . . . , rn+l) = pq = Φasps(ab) is given by
rm = σ
−1
m (∗) =
{
qm−n for m ≥ n + 1
pi−1(pm) for m ≤ n
which finishes the proof. 
5.1.8. Invariance of the conjugacy class assigned to a pushing sequence.
For the purpose of this section let us forget about the set A and the distin-
guished element ∗. Let a sequence p = (p1, . . . , pn) be given such that
no neighbor elements are equal: pl 6= pl+1 for all 1 ≤ l ≤ n. Now we
can define the distinguished element ∗ by setting ∗ = p1 and set A by
A = {p1, . . . , pn} \ {∗}.
Let f be a one to one function defined on the set {p1, . . . , pn}. We set
p ′ =
(
f(p1), . . . , f(pn)
)
, ∗ ′ = f(∗), A ′ = f(A).
Pushing sequence p defines a partial permutation Φps
S˜A
(p) ∈ S˜A and the
pushing sequence p ′ defines a partial permutation Φps
S˜A ′
(p ′) ∈ S˜A′ .
Proposition 5.3. We use the above notations. Then
Φ
ps
SA
(p ′) = f ◦ΦpsSA(p) ◦ f−1
and the support of Φps
S˜A ′
(p ′) is equal to the image of the support of Φps
S˜A
(p)
under the map f.
Proof. Let a1, . . . , an and σ1, . . . , σn+1 be the sequences we considered
in Sections 5.1.4 and 5.1.5 and let a ′1, . . . , a ′n and σ ′1, . . . , σ ′n+1 be their
analogues obtained for the pushing sequence p ′.
We leave to the reader to show by backward induction that a ′l = f(al)
and σ ′l = f ◦ σl ◦ f−1 for every 1 ≤ l ≤ n. From (5.6) (and its analogue for
p ′) it follows that
Φ
ps
SA
(p ′) = f ◦ΦpsSA(p) ◦ f−1.
Now it is enough to observe that the support of Φps
S˜A ′
(p ′) is equal to A ′
and the support of Φps
S˜A
(p) is equal to A. 
5.2. Pushing partitions. In this article we are concerned mostly with con-
jugacy classes of permutations and not permutations themselves. For this
reason we need a method to enumerate in the sums similar to (2.5) not the
individual summands, but whole classes of summands (summands within
each class will be conjugate). Pushing partitions will turn out to be the
suitable objects to enumerate such classes.
We say that a partition pi of a finite ordered set X (by changing the labels
we can assume that X = {1, . . . , n}) is a pushing partition if no neighbors l
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and l+ 1 are connected by pi for 1 ≤ l ≤ n. It is useful to arrange numbers
1, . . . , n in a circle, therefore the case l = n should be understood that
neighbors n and 1 are not connected by pi. In particular, it cannot happen
that n = 1.
We say that p ∼ pi if pi is a partition of {1, . . . , n} for some n ∈ N and
p = (p1, . . . , pn) is a sequence of length n such that for every 1 ≤ l,m ≤
n numbers l and m are connected by pi iff pl = pm. For every pushing
sequence p there exists a unique pushing partition pi such that p ∼ pi.
5.2.1. Explicit form of the maps Φps
S˜A
and Φpsas . Let a pushing partition
pi = {pi1, . . . , pir} of the set {1, 2, . . . , n} be given. To every block pis of
the partition we assign a label minpis, i.e. the smallest element of pis. To
every element of {1, 2, . . . , n} we assign the label of the block it belongs
to. In this way we constructed a sequence p = (p1, . . . , pn) such that
p ∼ pi. We set ∗ = p1 = 1 and A to be the set of the other labels,
i.e. A = {p1, . . . , pn} \ {∗} = {minpis : 1 ≤ s ≤ r} \ {1}. We decorate
on the graph of the fat partition pifat all elements of the set A (cf Figure 3.1).
In the following we shall compute Φps
S˜A
(p) for p defined as above; please
note that Proposition 5.3 allows us to rename the labels and to find Φps
S˜A
(p)
for a general p.
As we already mentioned in Section 3.1.1, we can view the fat partition
pifat as a bijection pifat : {1 ′, 2 ′, . . . , n ′} → {1, 2, . . . , n}. We also consider
a bijection c : {1, 2, . . . , n} → {1 ′, 2 ′, . . . , n ′} given by . . . , 3 7→ 2 ′, 2 7→
1 ′, 1 7→ n ′, n 7→ (n− 1) ′, . . . . We consider the cycle decomposition of the
permutation pifat ◦ c ∈ S{1,2,...,n} and remove from this decomposition all el-
ements except the elements of A. In this way we constructed a permutation
(pifat◦c)|A ∈ SA, called restriction of pifat◦c to the set A. This operation has
a nice interpretation: on the graphical representation of pifat and c we travel
along the cycles by following the arrows and we write down only decorated
vertices. We equip (pifat ◦ c)|A with a structure of a partial permutation by
setting its support to be A.
For example, for pi =
{
{1, 3}, {2, 5, 7}, {4}, {6}
}
depicted on Figure 2.3
we have p = (1, 2, 1, 4, 2, 6, 2),A = {2, 4, 6} and the decorations of pifat are
depicted on Figures 3.1, 3.2 and 3.3. The composition pifat ◦ c has a cycle
decomposition (1, 2, 3, 5, 4)(6, 7). It follows that (pifat ◦ c)|A = (2, 4)(6).
Theorem 5.4. Let pi and p be as above. Then
Φ
ps
S˜A
(p) = (pifat ◦ c)|A.
Proof. The equality of permutations follows easily from Lemma 5.5 below
by setting l = 1 and the equality of supports is trivial. 
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Lemma 5.5. Let pi and p be as above, we set pn+1 := p1 = 1 = ∗ and
let σ1, . . . , σn+1 be as in Sections 5.1.4 and 5.1.5. Let x ∈ A ∪ {∗} and let
1 ≤ l ≤ n + 1.
If x = pl then σl(x) = ∗.
Suppose that x 6= pl; letm be the smallest index such that l ≤ m ≤ n+1
and x = pm. If no such index exist then σl(x) = x. Otherwise we start
in the vertex m a walk on the graphical representation of pifat and c by
following the arrows until we enter some decorated vertex y (after having
made at least one step, i.e. starting in a decorated vertex do not count as
entering it). The above walk always stops after a finite number of steps and
σl(x) = y.
Proof. The shall prove the lemma by backward induction. In the case l =
n+ 1 it holds trivially.
Suppose that the statement of lemma is true for all l ′ > l. The first part,
σl(pl) = ∗ follows from the very construction of σl in (5.4).
Observe that for every r we have σr = (ar∗)σr+1 hence σr(x) = σr+1(x)
if x /∈ {σ−1r (∗), σ−1r+1(∗)} = {pr, pr+1}. This has twofold implications.
Firstly, if x /∈ {pl, pl+1, . . . , pn, pn+1} then σl(x) = σl+1(x) = · · · =
σn+1(x) = x, which finishes the proof.
Secondly, when the last case in the lemma statement holds then
σl(x) = σl+1(x) = · · · = σm−1(x) =
(
(am−1∗) ◦ σm
)
(x) = am−1,
where we used the fact that pm = x is equivalent to σm(x) = ∗. Equation
(5.5) implies that σl(x) = σm(pm−1). We denote by pih the block of pi =
{pi1, . . . , pir} such that the element m−1 belongs to it. Let r be the smallest
index such that pm−1 = pr and m ≤ r ≤ n + 1. If no such index exists
then σl(x) = σm(pm−1) = pm−1. Otherwise, if such an index exists then
σl(x) = σm(pm−1) = σm+1(pm−1) = · · · = σr(pm−1) = σr(pr).
We compare the value of σl(x) computed above with the answer given by
the graphical algorithm: we start our trip in vertex m and then go to vertex
(m − 1) ′. If the index r considered above does not exist then m − 1 is the
biggest element of pih and therefore (m − 1) ′ is connected by pifat with the
smallest element of pih which is therefore decorated (the exceptional case
1 ∈ pih is not possible since this would mean that pm−1 = p1 = ∗ and
in this case pm−1 = pn+1 and the index r would exist) and the algorithm
terminates giving the answer minpih = pm−1 which coincides with the
correct value. Otherwise, if the index r exists then (m−1) ′ is connected by
pifat with the vertex r, l < m + 1 ≤ r ≤ n + 1 (the vertex n + 1 should be
understood as the vertex 1). From the inductive hypothesis it follows that
the algorithm will return the answer σr(pr) which is again correct. 
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Corollary 5.6. Let pi and p be as above, let a = Φpsas(p) and let 1 ≤ l ≤ n.
We start in the vertex l a walk on the on the graphical representation of pifat
and c by following the arrows until we enter some decorated vertex y (after
having made at least one step).
Then
al = y.
Proof. It is a simple application of (5.5) and Lemma 5.5. 
5.2.2. Maps ΦPps and Σ = ΦPC(S˜A). Let us fix the finite set A and the ex-
tra element ∗. We consider an algebra of pushing sequences in which the
multiplication is as in Section 5.1.7 and the addition is understood as an
addition of formal sums. The map Φps
S˜A
extends naturally to an algebra ho-
momorphism from the algebra of pushing sequences to the algebra C(S˜A)
of partial permutations.
We define a map from pushing partitions to the algebra of pushing se-
quences by
(5.7) ΦPps(pi) =
∑
p∼pi
p.
We define the map ΦP
C(S˜A)
in the unique way which makes the diagram
below commute. This map is explicitly given by Claim 3.1 which will be
proved below.
(5.8)
Theorem 5.7. Claim 3.1 is true. In other words: let pi be a partition of the
set {1, 2, . . . , n} and let numbers k1, . . . , kt be given by the above construc-
tion. Then
Σpi := Φ
P
C(S˜∞ )(pi) = Σk1,...,kt ,
where Σk1,...,kt ∈ C(S˜∞) on the right–hand side should be understood as in
Section 2.1.10.
Proof. Equation (5.7) and requirement that (5.8) commutes imply that
Σ(pi) =
∑
p∼pi
Φ
ps
S˜A
(p).
By an appropriate renaming of labels Theorem 5.4 allows us to com-
pute each summand Φps
S˜A
(p). We decompose Φps
S˜A
(p) = (pi ◦ c)|A ∈
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S{p1,p2,...,pn}\{p1} into a product of disjoint cycles and we denote by
k1, . . . , kt the lengths of these cycles. It follows that
Σpi = Σk1,...,kt ,
where the right–hand side was defined in (2.7).
From the proof of Theorem 5.4 it follows that for each 1 ≤ s ≤ t the
number ks is equal to the number of decorated elements in the correspond-
ing cycle of the permutation pifat◦c. One can easily see that the original def-
inition of the decorated elements is equivalent to the following one: element
m ∈ {1, 2, . . . , n} is decorated if and only if going counterclockwise from
m to (pifat◦c)−1(m) one does not cross the line between the marked starting
point between 1 and 1 ′ and the central disc (see Figure 3.1). Therefore ks is
equal to the number of elements in the corresponding cycle of pifat ◦c minus
the number of times this cycle going clockwise crosses the line between the
starting point and the central disc. It follows that the numbers k1, . . . , kt
defined above coincide with (3.1) which finishes the proof. 
5.2.3. Multiplication of pushing partitions. In Section 3.2 we defined the
multiplication of partitions. Diagram (5.8) commutes and we shall prove
that Σ = ΦP
C(S˜A)
is an algebra homomorphism (we already know that Φps
S˜A
is an algebra homomorphism; we will not need it but one can show that in
a certain sense ΦPps is also a homomorphism).
Lemma 5.8. Let 1 ≤ k < l ≤ m, let pi1 be a pushing partition of the set
ρ1 = {l+1, l+2, . . . ,m, 1, 2, . . . , k}, let pi2 be a pushing partition of the set
ρ2 = {k+ 1, k+ 2, . . . , l}. We define a non–crossing partition ρ = {ρ1, ρ2}.
Then
ΦP
C(S˜A)
(pi1 · pi2) = ΦP
C(S˜A)
(pi1)ΦP
C(S˜A)
(pi2),
where pi1 · pi2 denotes the ρ–ordered product of partitions pi1 and pi2 as
defined in Section 3.2 and the product on the right–hand side is the usual
product of the elements of C(S˜A).
Proof. Let us consider a simpler case ρ ′1 = {1, 2, . . . , k + m − l}, ρ ′2 =
{k+m− l+1, k+m− l+2, . . . ,m}. From Proposition 5.2 it follows that
ΦPps(pi
1)ΦPps(pi
2) consists of all pushing sequences (p1, . . . , pm) such that
p1 = pk+m−l+1 = ∗ and (p1, . . . , pk+m−l) ∼ pi1, (pk+m−l+1, . . . , pm) ∼ pi2.
On the other hand the only non–trivial block of ρ ′
comp−1 is {1, k+m− l+1}
and therefore
ΦPps(pi
1)ΦPps(pi
2) = ΦPps(pi
1 · pi2).
To both sides of the equation we apply the map Φps
S˜A
and use the fact that it
is a homomorphism and the diagram (5.2) commutes.
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The general case follows from the observation that the partition ρ can be
obtained from ρ ′ by a cyclic rotation. One can easily see that a product
of rotated partitions is a rotation of the product of the original partitions.
Finally, we apply Proposition 3.2. 
Lemma 5.9. Multiplication of partitions, as defined in Section 3.2, is asso-
ciative. To be precise: let τ = {τ1, . . . , τr} be a non–crossing partition of
the set {1, 2, . . . , n}. For each s let τ˜s = {τs,1, . . . , τs,ls} be a non–crossing
partition of the set τs. We denote by τ^ = τ˜1 ∪ · · · ∪ τ˜r = {τs,k : 1 ≤
s ≤ r, 1 ≤ k ≤ ls} the non–crossing partition of the set {1, 2, . . . , n}. Let
furthermore pis,k be a pushing partition of the set τs,k for each choice of
1 ≤ s ≤ r and 1 ≤ k ≤ ls.
Then
(5.9)
∏
s
(∏
k
pis,k
)
=
∏
s,k
pis,k,
where the left–hand side is a τ–ordered product of τ˜s–ordered products and
the right–hand side is a τ^–ordered product.
Proof. Probably the best way to prove this lemma is to use the graphical de-
scription of the partition multiplication from Section 3.2.2 since—speaking
informally—cutting holes, gluing discs and merging discs are all associa-
tive operations. We provide a more detailed proof below.
Observe that every partition σ which contributes to the left–hand side has
a property that for every a, b ∈ τs,k elements a and b are connected by σ
if and only if they are connected by pis,k. Furthermore since every partition
σs which contributes in
∏
kpi
s,k must fulfill σs ≥ (τ˜s)comp−1 therefore σ ≥
τcomp−1 ∨
(⋃
s(τ˜
s)comp−1
)
= τ^comp−1 (for the last equality see Lemma 5.10
below). It follows that every partition which appears on the left–hand side
of (5.9) appears also on the right–hand side.
To show the opposite inclusion, for a summand σ which appears on the
right–hand side of (5.9) we set σs ∈ P(τs) to be the partition which connects
a, b ∈ τs if and only if a, b are connected by σ. Lemma 5.10 implies that
σs ≥ (τ˜s)comp−1 hence σs is one of the summands which appear in the
product
∏
kpi
s,k
. By using a similar argument we see that σ is one of the
summands which contribute to the product
∏
sσ
s and therefore contributes
to the left–hand side of (5.9). 
Lemma 5.10. We keep the notation from Lemma 5.9. Then
(5.10) τcomp−1 ∨
(⋃
s
(τ˜s)comp−1
)
= τ^comp−1 .
Proof. Similarly as in Section 3.2.2 we consider a sphere with a collection
of holes, each corresponding to one of the blocks of τ. In the second step
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we replace each initial hole τs by a collection of holes τ˜s: in this way we
obtained a large sphere with a collection of holes τs,k. Alternatively we can
treat it as one big hole to which was glued a collection of discs; every of
these discs corresponds to one of the blocks of τ^comp−1 which corresponds
to the right–hand side of (5.10).
On the other hand, we can treat the sphere with the first collection of holes
as a sphere with a single hole glued with a collection of discs corresponding
to τcomp−1 . When we replace the hole τs by τ˜s it corresponds to gluing
another collection of discs (τ˜s)comp−1 . Therefore the whole collection of
discs corresponds to the left–hand side of (5.10). 
Theorem 5.11. Claim 3.6 is true. In other words: let ρ = {ρ1, . . . , ρr} be a
non–crossing partition of the set {1, 2, . . . , n} and for every 1 ≤ s ≤ r let
pis be a partition of the set ρs. Then
Σ
(∏
s
pis
)
=
∏
1≤s≤r
Σpis ,
where the multiplication on the left hand side should be understood as the
ρ–ordered product of partitions and on the right hand side it should be
understood as the usual product of commuting elements in C(S˜∞).
Proof. We shall use the induction with respect to r, the number of blocks of
the partition ρ. The case r = 1 is of course trivial.
Observe that since ρ is non–crossing therefore at least one block ρh has a
form ρh = {a, a+ 1, a+ 2, . . . , b} (for example, it is one of the blocks for
which the expression (maxρh− minρh) takes the minimal value). Lemma
5.9 implies that ∏
s
pis = pih · (∏
s6=h
pis
)
.
We apply to both sides the map ΦP
C(S˜A)
= Σ and apply Lemma 5.8 to the
right hand side. The inductive hypothesis can be applied to the second factor
on the right hand side which finishes the proof. 
5.2.4. Jucys–Murphy element.
Theorem 5.12. Claim 4.3 is true. In other words, let X be a finite ordered
set, let ρ be a non–crossing partition of a finite ordered set and n ≥ 1 be
an integer. Then
Σ(MPX) = M
JM
|X|,
Σ(MPρ) = M
JM
ρ ,
Σ(RPn) = R
JM
n ,
where Σ is the map considered in Section 3.1.1.
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Proof. Observe that every pushing sequence of length n appears in
ΦPps(M
P
{1,2,...,n}) exactly once. The bijection between pushing and admis-
sible sequences together with the definition (2.5) finish the proof. 
6. FINAL REMARKS
6.1. Connection with the work of Biane. The following connection with
article [Bia98] was pointed out to me by Philippe Biane.
Biane shows [Bia98] that the matrix Γ defined in (2.1) fulfills
MJMn =
1
q + 1
Tr Γn =
1
q + 1
∑
p1,...,pn∈{1,...,q+1}
Γp1p2Γp2p3 · · · Γpn−1pnΓpnp1 ,
where the sum runs only over tuples (p1, . . . , pn) such that no neighbor
elements are equal. Under identification ∗ = q + 1 summands in Biane’s
formula coincide with pushing sequences; the only modification is that one
does not assume that p1 = ∗.
This connection goes much deeper: in Section 4.3 of [Bia98] one consid-
ers pairs (J, pi) where J = {r1, . . . , rk} ⊆ {1, 2, . . . , n} is the set of indices
such that pr1 = · · · = prk = ∗ and pi is a partition of the set {1, 2, . . . , n} \ J
which tells us which of the elements in the tuple (p1, . . . , pn) are equal.
One can easily see that the union {J} ∪ pi is a pushing partition. We leave
it as an exercise to the reader to verify that the conjugacy class assigned to
a pair (J, pi) by Biane coincides with the conjugacy class which appears in
ΦPSA({J} ∪ pi). Methods presented in this article can be used therefore to
simplify some of the arguments in the papers [Bia98, Bia01].
6.2. Ramified coverings and pushing partitions.
6.2.1. Ramified covering and an admissible sequence. Suppose that an ad-
missible sequence a1, . . . , an ∈ {1, 2, . . . , q} is given. Following the idea
of Okounkov [Oko00] we consider a two–dimensional sphere S2 with dis-
tinguished points 0, 1, 2, . . . , n,∞. Figure 6.1 depicts a small region on this
sphere (unfortunately, some conventions used in the pictures in this article
do not coincide with the ones of Okounkov).
Let S be an oriented surface. We shall consider a covering S → S2 with
simple ramifications over points 1, 2, . . . , n and an unspecified ramification
over 0. We considern+1 cuts from points 0, 1, 2, . . . , n to∞. We choose S
in such a way that in the fiber over any point not lying on a cut there are q+1
sheets marked 1, 2, . . . , q, ∗. Sheet ∗ will be called special sheet. We also
require that the monodromy around any point k ∈ {1, . . . , n} be a transpo-
sition of the sheet ak and the sheet ∗. Since a loop around 0 is homotopic to
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FIGURE 6.1. Two homotopic loops on a sphere.
a loop around points 1, 2, . . . , n hence the monodromy around 0 is a prod-
uct of monodromies around 1, . . . , n and hence is equal to (a1∗) · · · (an∗)
(cf Figure 6.1). The difference with the situation from the paper [Oko00]
is that we do not assume that (a1∗) · · · (an∗) = e and for this reason we
might have a non–trivial ramification in 0 and therefore we need the extra
cut between 0 and∞, not present in [Oko00].
6.2.2. Shape of the special sheet. Since the sequence a1, . . . , an is admis-
sible, hence the monodromy around 0 preserves the special sheet. It follows
that when we consider only cuts from points 1, 2, . . . , n to∞ then S splits
into the special sheet and the union of non–special sheets (which are, pos-
sibly, glued together along the cut between 0 and ∞). Let us have a look
on the shape of the special sheet. Along the cuts from 1, 2, . . . , n to ∞ it
is glued with non–special sheets and we are not interested how does this
gluing look like. Much more interesting is the vertex ∞ since some points
on the boundary of the special sheet might be glued there together.
To check if two vertices: the one between k−1 and k and the one between
l − 1 and l are glued together or not, we consider a loop as on Figure 6.2.
To indicate better the shape of the special sheet we inflated slightly the
cuts. Our question is equivalent to the following one: is it true that the
monodromy along this loop preserves the special sheet. This holds if and
only if (
(ak∗)(ak+1∗) · · · (al−1∗)
)−1
(∗) = ∗
which is equivalent to
pk =
(
(ak∗)(ak+1∗) · · · (an∗)
)−1
(∗) = ((al∗) · · · (an∗))−1(∗) = pl,
where p1, . . . , pn is the corresponding pushing sequence.
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FIGURE 6.2. A loop on a sphere.
FIGURE 6.3. Shape of the special sheet (the white region).
It follows that the special sheet looks as it is depicted on Figure 6.3,
where points p1, p2, . . . all cover∞ and those of them which carry the same
labels should be glued together. The pushing partition pi corresponding to
the pushing sequence p1, . . . , pn can be therefore identified as a receipt for
gluing vertices p1, . . . , pn of the special sheet covering∞. The meaning of
the additional labeling of the edges will be explained below.
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6.2.3. Collapsing non–special sheets. Let us inflate the point ∞ a lit-
tle bit (or—speaking more precisely—while performing cuts from points
1, 2, . . . , n to ∞ let us leave some neighborhood of ∞ untouched). The
special sheet becomes now an oriented surface with a boundary which co-
incides with a construction from Section 3.1.3 where we glued a hole in a
sphere with the first collection of discs (see also Figure 22 in [Oko00]).
Let us collapse the union of non–special sheets (for details of this con-
struction we refer to [Oko00]). After this operation the 2n edges of the
special sheet (denoted by 1, 1 ′, 2, 2 ′, . . . , n, n ′) become glued together in
pairs. We know that the vertices p1, . . . , pn are glued together according
to the pushing partition pi; this implies that the edges of the special sheet
are glued according to the pair partition pifat. This provides an alternative
description of the Okounkov’s mapping Ψ from coverings to maps on sur-
faces.
A careful reader will notice that the above statement is not completely
true: the reason is that Okounkov collapses non–special sheets with two
edges in a different way than the non–special sheets with three or more
edges. This means that in fact in the process of computing pifat we should
treat two–element blocks of pi differently. We leave the details as an exercise
to the reader.
6.2.4. Many Jucys–Murphy elements. In this article we deal with only one
Jucys–Murphy element J while in the work [Oko00] one considers products
of many such elements J1, J2, . . . and therefore a careful reader might won-
der if our methods are general enough. However, one can easily translate
Okounkov’s statements concerning products of many Jucys–Murphy ele-
ments into our favorite language of products of moments of a single Jucys–
Murphy element which translates easily into properties of corresponding
pushing partitions.
6.2.5. The case (a1∗) · · · (an∗) = e. Suppose now that (a1∗) · · · (an∗) =
e. It follows that the construction from Section 3.1.1 assigns to every cycle
bs of the permutation pifat ◦ c the number ks = 1 (otherwise (a1∗) · · · (an∗)
would have a non–trivial cycle). Now we see from (3.2) that it is equivalent
to the statement that every cycle bs of the product pifat ◦c makes exactly one
counterclockwise wind around the circle.
As in Section 6.2.3 let us collapse the non–special sheets; the 2n ver-
tices of the polygon representing the special sheet fall into two classes:
those which were covering ∞ (and which correspond to glued vertices
p1, . . . , pn) and those corresponding to the ramification points 1, 2, . . . , n.
Suppose we are going clockwise around the boundary of the polygon con-
stituting the special sheet and thus we visit vertices in the order n, pn, n−
1, pn−1, . . . , 1, p1; let us have a look in which order we visit corners which
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meet in one of the vertices of the second class. One can see that the edges
which meet in such a vertex correspond to one of the polygons which con-
stitute the boundary of the special sheet after gluing in ∞ or—in other
words—to one of the cycles of pifat ◦ c. From our previous discussion it
follows that the corners will be visited in the counterclockwise order; in
Okounkov’s notation this means that the vertex is left.
Every group of the first class of vertices (covering ∞) which is glued
together corresponds to one of the blocks of the partition pi. It follows that
they will be visited in a clockwise order; in Okounkov’s notation this means
that the vertex is right.
The above classification of vertices into the class of left and the class of
right ones is one of the key points of the paper [Oko00] and it is interesting
that we were able to reconstruct this result by the techniques of pushing
partitions.
6.3. Connection with orthogonal polynomials and Wick product. Sup-
pose that a probability measure µ on the real line is given. We consider a
sequence P0, P1, . . . of orthogonal polynomials with respect to the measure
µ. Some questions concerning these polynomials are extremely simple, for
example the mean value is given by a trivial equation
∫
R
Pk(x)dµ(x) = δ0k,
but the price for working with orthogonal polynomials is that we need a
formula for expressing a product PkPl as a linear combination of polynomi-
als P (in the non–commutative probability theory such formulas are called
Wick products). Also, a question arises how to write monomials xk in this
basis.
From this viewpoint one can easily see an analogy between orthogo-
nal polynomials and indicator functions Σ considered in this article. Some
questions concerning Σ are very simple: how to evaluate its value on a given
permutation or how to write a central function as a linear combination of Σ.
The price for this is that we need to find formulas for computation of the
products Σk1,...,km ·Σk′1,...,k′n and need a formula for expressing the moments
of J as a linear combination of Σ. The ‘Wick product’ (3.6) is very similar
to combinatorial objects which appear in this context in the study of (gen-
eralized) Gaussian random variables [Gut02]. It would be very interesting
to investigate the connections between these two objects.
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