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Abstract. In previous studies, decoding electroencephalography (EEG)
signals has not considered the topological relationship of EEG electrodes.
However, the latest neuroscience has suggested brain network connectiv-
ity. Thus, the exhibited interaction between EEG channels might not
be appropriately measured via Euclidean distance. To fill the gap, an
attention-based graph residual network, a novel structure of Graph Con-
volutional Neural Network (GCN), was presented to detect human motor
intents from raw EEG signals, where the topological structure of EEG
electrodes was built as a graph. Meanwhile, deep residual learning with
a full-attention architecture was introduced to address the degradation
problem concerning deeper networks in raw EEG motor imagery (MI)
data. Individual variability, the critical and longstanding challenge un-
derlying EEG signals, has been successfully handled with the state-of-
the-art performance, 98.08% accuracy at the subject level, 94.28% for
20 subjects. Numerical results were promising that the implementation
of the graph-structured topology was superior to decode raw EEG data.
The innovative deep learning approach was expected to entail a universal
method towards both neuroscience research and real-world EEG-based
practical applications, e.g., seizure prediction.
Keywords: EEG · Motor Imagery · Graph Convolutional Neural Net-
work · Deep Residual Learning · Attention Mechanism
1 Introduction
The recent decade has witnessed a flourishing market in the brain-computer
interface (BCI) to assist and rehabilitate patients from strokes, Parkinson’s dis-
ease, and brain injuries [1, 13]. Electroencephalography (EEG) obtains growth in
popularity because of its non-invasiveness, high temporal resolution, and porta-
bility [13]. In particular, the EEG-based motor imagery (MI) technique has been
extensively employed to manipulate the peripherals via neural activities [12].
De facto, individual variability poses a critical and longstanding challenge for
current EEG signal processing. Hence, it is eagerly expected for researchers to
handle such a concern to better understand the mechanism of cognitive functions
and build robust EEG-based BCI systems.
Traditional works analyzed EEG data without taking consideration of the
topological relationship of EEG electrodes [12, 7, 4]. The latest neuroscience,
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however, has suggested brain dynamic functional connectivity [9, 10, 17]. Thus,
the exhibited interaction of EEG channels might not be well reflected via Eu-
clidean distance. The Graph Convolutional Neural Network (GCN) has gen-
erated widespread research interest, which has proven superior to process and
analyze graph-structured data. Spectral GCN was primarily studied since it well
defined a localized operator for convolutions on graphs, and managed to process
graph signals [14]. Reference [2] proposed an effective and efficient GCN approach
by constructing fast localized graph filters. A few works have applied such a base
model to classify EEG tasks, primarily for emotion recognition [21, 15, 18]. How-
ever, there remains a vacancy to employ the GCN approach in the area of EEG
MI. Therefore, this paper presented a novel structure of the GCN, an Attention-
based graph ResNet, to achieve precise detection of human motor intentions.
The main contributions were precisely summarized: (1) To date, this was the
first work to detect human motor intents from raw EEG signals via the GCN
approach. (2) The intrinsic topological relationship of EEG electrodes was built
as a graph, which has proven superior to classify and analyze EEG signals. (3)
This paper entailed a novel approach intending to address the universal EEG-
based problems in neuroscience, and pave the road to build practical clinical
applications.
2 Methods
2.1 Graph Convolutional Neural Network
Graph Convolution An undirected graph is represented by the Laplacian
matrix L, which contains the graph weights and degrees. The normalized graph
Laplacian is defined as L = IN −D−1/2AD−1/2, where A is an adjacency ma-
trix describing graph weights, D is a degree matrix to represent node degrees.
We used Absolute Pearson’s Matrix P , which is the absolute of Pearson’s Ma-
trix as the adjacency matrix to measure the correlations between nodes. The
degree matrix is measured as Dii =
∑N
j=1Aij . Since the graph Laplacian is
a real symmetric and positive semidefinite matrix, it can be factored via the
graph Fourier transform as L = UΛUT , in which U = [u0, . . . , uN−1], and
Λ = diag ([λ0, . . . , λN−1]) are the eigenvectors and eigenvalues, respectively.
Graph convolution is defined:
y = Ugθ(Λ)U
Tx (1)
Where the Chebyshev polynomial filter gθ(Λ) =
∑K−1
k=0 θkTk(Λ) is the most
frequently-used filter gθ. θ ∈ RK is the model parameters, and Tk(Λ) is the Kth
order Chebyshev polynomial approximation. The convolutional operation on the
graph is then defined as:
y =
K−1∑
k=0
θkTk(L)x (2)
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Graph Pooling Defferrard et al. proposed a fast graph pooling approach, in-
cluding graph coarsening and balanced binary tree one-dimensional pooling,
which has proven efficient [2]. A balanced binary tree is put forward to store
the unarranged graph nodes. Based on the Graclus multilevel clustering algo-
rithm, the normalized cut is minimized via the greedy method to coarsen the
nodes [3], and then it max-pooled the nodes in the binary tree. In this way, the
number of nodes will be divided into two, and the graph pooling operation is
accomplished [2].
2.2 Residual Learning and Attention Mechanism
The performance of DL models almost reached a plateau with a growing depth
of networks. The phenomenon is well-known as the network degradation. Such
a concern can be tackled via the residual learning framework, by which the
networks can still converge and achieve higher accuracy when the number of
layers increased [6, 8]. In this work, residual learning was introduced to explore
the performance of deeper networks for raw EEG signals. Previously, a stack of
layers approximates the underlying mapping, which is from input x to output
H(x). In contrast, with regard to residual learning, the layers fit the residual
function F (x) = H(x) − x, where x is the input, and H(x) = F (x) + x is the
originally desired mapping [6]. As a result, the output of a stack of layers is
F (x) + x, and it can be implemented via the shortcut connection.
Discovered from the human vision, researchers have attracted considerable
interest in the attention mechanism [16]. Previous works have either recognized
equal contribution regarding the decoding tasks for all the EEG electrodes or
selected the most influential electrodes (e.g., from the brain motor cortex). The
principle of the attention mechanism is demonstrated as follows.
u = tanh (wy + b) (3)
α =
exp
(
u>uw
)∑
exp (u>uw)
(4)
s = αy (5)
In which y is the original output of each layer, u is a FC layer (In the experiment,
we used tanh activation function), α is a Softmax layer, and s is the attention-
based final output. w, uw, and b are trainable weights and biases. The weighted
method selects the most contributed features with regard to the classification
task [19]. A full-attention architecture was presented to preserve the details from
raw EEG signals, and select the most crucial info. Each layer of the graph ResNet
is followed and connected with an attention layer. And all the attention layers
are jointly trained with the network.
2.3 Attention-based Graph ResNet
The introduced approach was a novel structure of the GCN. It designed with the
deep residual learning, and each layer (i.e., graph convolution, graph pooling,
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and fully-connected layer) was followed by an individual attention mechanism,
which has formulated a full attention architecture. The residual learning frame-
work makes it possible for deeper models to converge. The attention mechanism
assigns weights to EEG electrodes, and selects and sticks out the most signifi-
cant features to enhance the capability of the presented model. With regard to
the EEG Motor Movement/Imagery Dataset, it is an international 10-10 system
with 64 EEG electrodes. Thus, the dimension of the input, i.e., graph Lapla-
cian, was 64×64, followed by 12 layers of graph convolutions, and each two of
them connected with a graph max-pooling layer, which reduced the dimension by
two. The order of Chebyshev polynomial approximation for graph convolutional
filters we used in our experiment was three. The activation function of graph con-
volution was Leaky ReLu, which was used after the batch normalization. The
cross-entropy with L2 norm (0.001 regularization parameter) was applied as the
loss function. We utilized the Adam Optimizer with 0.001 and 0.0001 learning
rate for the graph-level and subject-level training, respectively. The framework
was implemented via TensorFlow 1.14.0 under NVIDIA GTX1060 6G GPU and
CUDA toolkit 10.0.
3 Numerical Experiments
3.1 Description of Dataset
In the experiment, the EEG Motor Movement/Imagery Dataset (Physionet database)
was used to validate the model. It performed four MI tasks, including imaging
opening and closing left fist (denoting L), right fist (denoting R), both fists (de-
noting B), and both feet (denoting F) [5]. The sample rate was 160 Hz, and
we used a four-second experimental duration, i.e., 640 time points per trial, to
analyze the data [7]. 109 participants (S1 − S109) took part in the experiment
with 84 trials (4 tasks×7 trials×3 runs) for every participant. The detailed de-
scription of the dataset can be found in our previous work [7]. In this paper, the
number of samples was 53,760 per subject. During all the experiments, the total
dataset was randomly divided into ten pieces. Nine of them were selected as the
training set, and the last one was regarded as the test set.
3.2 Model Comparison
We compared the performance of various models, including the GCN, graph
ResNet, Attention-based graph ResNet with two-layer (Proposed Model 1), and
three-layer (Proposed Model 2) graph conv in the residual block. The dataset
collected from 20 subjects (S1 − S20) was utilized. Thus, the number of sam-
ples were 1,075,200 (20 subjects×53,760 samples). The accuracy and loss over
iterations curves were demonstrated inFigure 1.
Figure 1a has shown the classification accuracy of different models. It was ev-
ident that all the GCN-based approach has achieved competitive results (>85%
accuracy). The reason for this phenomenon was that this work has taken con-
sideration of the topological relationship of EEG electrodes. Compared with the
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(a) Accuracy of different models over
iterations
(b) Loss value of different models over
iterations
Fig. 1: Different models’ performance comparison (accuracy and loss value) over iterations.
GCN approach (86.03% accuracy), the graph ResNet model increased the clas-
sification accuracy by 4.63% via the deep residual learning. It, however, should
also be admitted that as illustrated in Figure 1b, the overfitting had occured as
the model got complicated. Fortunately, after applying the attention mechanism,
the problem has been effectively suppressed. Furthermore, the Attention-based
graph ResNet has achieved dominant results at the group-level (20 subjects),
which was supreme to decode EEG MI tasks. The proposed method 2 achieved
94.28% accuracy, which was a little higher than the proposed method 1 (92.77%).
This was because there were more graph convolutions, thus the features can be
extractd comprehensively, and the inter-subject variability can be filtered in a
superior way. In other words, the residual learning approach promoted the clas-
sification performance compared with the original GCN model since it can tackle
the problem of network degradation. Plus, the attention mechanism enhanced
the performance again by assigning weights to the graph ResNet layer, which
selected and highlighted the essential features in the layer.
3.3 Subject-level Evaluation
To explore the effectiveness on the inter-trial variability, the introduced approach
has been validated on 10 subjects from S1 to S10. For each evaluation, the total
dataset was 53,760 samples. The results were given in Table 1.
Table 1: Subject-level adaptation results for 10 individual subjects.
No. of Subjects 1 2 3 4 5 6 7 8 9 10 Average
Accuracy(%) 97.49 87.69 96.73 97.01 92.89 90.70 88.08 96.84 96.32 98.08 94.18
F1 Score (%) 97.50 87.55 96.78 97.05 92.86 90.62 87.97 96.89 96.39 98.09 94.17
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Evaluated on the individual participant, the high of the accuracy was 98.08%
and the average was 94.18% via the subject level analysis. Macro-averaged F1
score was also used to measure the performance of the presented model. The
average of F1 score was 94.17%, and the high was 98.09%. The subject-level
performance has indicated that the introduced approach was able to be applied
to a single subject by precious prediction of MI tasks. It paved the road to
build real-world EEG MI-based applications at the subject level, e.g., clinical
translation of the technology. Meanwhile, it was suggested that the graph-based
EEG analysis may become one of the research focus in the field of neuroscience.
3.4 Group-wise Cross-validation
(a) Box Plot for 10-fold Cross-validation (b) Confusion Matrix from One
Individual Test
Fig. 2: Box plot for 10-fold cross-validation, and the confusion matrix from one individual test.
Next, we 10-fold cross-validated the proposed model 2. The dataset we used
was from 20 subjects, which was the same as that in Section 3.2. The box plot
was demonstrated in Figure 2. The median accuracy was 93.76%, and the high
was 94.16%. Besides, the average was 93.78%, which was the state-of-the-art
for group-wise EEG analysis among current studies. From the repetitive experi-
ments, the stability and reliability of our presented model have been verified, in
which the results can be stably reproduced. The reason under the outcome was
that the proposed approach took consideration of the topological relationship
of EEG electrodes, and made full advantage of network connectivity of brain
dynamics.
Further, as shown in Figure 1a, the Proposed Model 2 has achieved 94.28%
accuracy. It has been evaluated to obtain separate accuracy on each task. Dis-
played in Figure 2b, the separate accuracy on task L, R, B, F were 92.09%,
90.98%, 94.26%, and 99.88%. The data indicated that the introduced approach
was superior for the prediction of imaging both feet. It was suggested that the
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method managed to tackle the concern of inter-subject variability due to its ro-
bustness and effectiveness. Plus, the group-specific model can be shared with a
group of subjects with highly accurate prediction. Thus, it may pave the road
towards building an universal EEG MI model for both neuroscience research and
practical clinical translation.
3.5 Comparison with State of the Art
The proposed approach has been carried out to compare the performance with
current competitive models on the EEG Motor Movement/Imagery Dataset in
Table 2.
Table 2: Performance comparison with state-of-the-art
Approach Max Accuracy Num of Subjects
CNNs (2018) [4] 68.51% 1
RNNs (2018) [11] 68.20% 12
Attention-based CNNs (2019) [20] 76.36% 1
ESI+CNNs (2020) [7]
96.00% 1
92.50% 14
Attention-based
graph ResNet
98.08% 1
94.28% 20
Hou et al. put forward a Convolutional Neural Network (CNN) based ap-
proach to classify four-class EEG MI, which was only been implemented to 14
subjects [7]. Our method accomplished better performance (+1.78%) using the
data from more subjects. Zhang et al. introduced an Attention-based CNNs, and
achieved an average of 76.36% accuracy for subject-independent prediction [20].
However, there was still space to improve the performance for practical im-
plementation in the real world. Although the work from Dose et al. work has
not obtained convincing results, but the transfer learning they presented was
worth to exploit in our future work for the clinical translation of EEG-based
BCI technologies [4]. According to Table 2, the evidence suggested that our
model achieved predominant and promising results from the perspective of both
subject and group levels. This may be reasonable to suppose that the Attention-
based graph ResNet was superior to decode graph-structured EEG signals by
considering the topological relationship of EEG electrodes.
4 Conclusion
In this paper, we proposed a novel structure of the GCN to predict four-class
MI tasks from raw EEG data, which took consideration of the topological rela-
tionship of EEG electrodes. The presented Attention-based graph ResNet was
superior to decode EEG signals that entailed a novel deep learning approach
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intending to address the universal EEG-based challenges in neuroscience, and
pave the road towards clinical translation of the technology. Dominant results
have shown that the approach managed to handle the inter-subject and inter-
trial variations in raw EEG data. In the future, we will exploit the model by
representing the topological structure of EEG electrodes from 2D to 3D, and
implementing the Attention-based graph ResNet from the 3D perspective.
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