Although there has been remarkable progress and impressive performance of reinforcement learning (RL) on Atari games, there are many problems with challenging characteristics that have not yet been explored in Deep Learning for RL. These include reward sparsity, abrupt context-dependent reversals of strategy and time-sensitive game play. In this paper, we present Space Fortress, a game that incorporates all these characteristics, and experimentally show that the presence of any of these renders state of the art Deep RL algorithms incapable of learning. Then, we present our enhancements to an existing algorithm and show big performance increases through each enhancement through an ablation study. We discuss how each of these enhancements was able to help and also argue that appropriate transfer learning boosts performance.
Introduction
Recent advances in computer vision [15] and natural language processing [30] can be attributed to the advent of deep learning [14] and the presence of robust benchmarks to quantitatively measure progress, such as the ImageNet challenge [25] . In the last few years, neural network-based function approximation has also proven successful in reinforcement learning, with AI agents now able to perform at superhuman levels in games like Go [29] and the Atari [20] suite. Once again, research in Deep RL has been steered by the establishment of benchmarks like the Arcade Learning Environment [5] , RLLab [12] along with the OpenAI Gym interface [7] , which has been widely adopted by the research community.
However, there are still many problems with challenging yet desirable characteristics that have not yet been explored -including (a) abrupt context-dependent reversal of strategy, (b) time-sensitive game play and (c) reward sparsity. In Atari games, the optimal strategy does not usually have to change abruptly, the environment provides a reward to the agent at every step and there is no explicit concept of time independent of the frame rate per action. In contrast, the optimal behavior in many real-world scenarios needs to change very abruptly depending on the context, which necessitates (a) learning to identify critical points where behavior needs to change, and (b) learning the different behaviors required in each context. At the same time, rewards extrinsic to the agent are often very sparse in the real world, which is a problem since the agent receives reinforcement for updating its policy only if it receives feedback from the environment. While having no understanding of time as something that's always ticking might work for simulated or static real-world environments, it is not acceptable for real-world dynamic environments with moving entities and where decisions might have to be adaptively taken very quickly or very slowly, depending on the context. Learning to operate under such challenging conditions requires new RL environments which are beyond the capability of current state of the art algorithms like Distributional DQN [4] , Asynchronous Advantage Actor-Critic [19] and Proximal Policy Optimization [28] .
In this paper, we introduce a challenging RL environment based on Space Fortress (SF) [18] , an arcade-style game which was developed by psychologists in the 80s to study human skill acquisition, and is still used quite frequently [32, 11, 17] . The objective of the game is to fly a ship and destroy a fortress by firing missiles at it. The game possesses all of the characteristics discussed above and to the best of our knowledge is not solvable by any current deep RL method. A unique feature is the time sensitive firing strategy of the game, where the missiles fired by the ship have to respect a minimum time difference between successive shots, while building up the fortress' vulnerability, and then destroying the fortress with a rapid double shot. This dependence over previous actions renders the game non-Markovian, and the abrupt reversal of firing strategy requires robust detection of the instant when the context switches. The rewards are also very sparse, which makes it tough to learn using conventional Deep RL methods. While being an interesting and relevant challenge for reinforcement learning, the rich background on human skill acquisition research based on Space Fortress also makes it an attractive tool to study human-robot collaboration in a dynamic environment, compare skill acquisition techniques of humans vs artificial agents, and work on few-shot learning by leveraging lessons from cognitive architectures like ACT-R [2] which have previously learned the game with extremely high sample efficiency.
We make the following contributions. First, we present a game that has multiple characteristics which are beyond the capability of current state of the art RL algorithms. This game could be used as a testbed for future research in the Deep RL community. Second, we present two types of modifications, structural and reward-based, to a known RL algorithm, namely PPO [28] . The structural modifications are (a) curriculum based transfer learning, and (b) recurrent memory modules. The reward-based modifications involve introduction of intermediate rewards and modifications to the values of rewards. We show that the reward-based modifications are essential to get the algorithm to perform at a level par with humans, while the structural modifications enable it to reach superhuman performance. We open-source 1 the OpenAI Gym environment for Space Fortress as well as all the code used to run our experiments.
Related Work
Reinforcement learning with sparse rewards has been studied often, with intrinsic motivation [22] serving as inspiration for a lot of that work. Chentanez et al. [9] explored agents with intrinsic reward structures in order to learn generic options that could be applied to a variety of tasks. Schmidhuber [26] formalized the concept of intrinsic motivation as the improvements made to a predictive model by a learning algorithm. Mohammed et al. [21] proposed intrinsically motivated learning within the framework of mutual information maximisation. Recently, Kulkarni et al. [16] learned a high level policy over goals, and a low level policy over actions to satisfy those goals, in a hierarchical manner. The low level policy learnt via intrinsic reward, while the high level policy which operated at a much greater time scale was able to learn via the sparse extrinsic reward. Pathak et al. [24] used curiosity as in intrinsic reward signal to efficiently direct exploration, defining it as the error in an agent's ability to predict the consequences of its own actions. Bellemare et al. [3] generalized count-based exploration algorithms to the non-tabular case, obtaining improved exploration in environments with sparse rewards. As can be seen from this small exposition of literature, most work on sparse reward structures in RL has focused on improving exploration in the absence of any reward -which is not especially relevant to the problem we define and evaluate using Space Fortress.
Transfer learning for RL has also been widely studied in the past two decades. [31] provide a good summary of transfer learning in RL prior to the introduction of deep learning for RL. Glickman et al. [13] studied transfer for reinforcement learning for artificial neural networks with recurrent connections. In deep learning, transfer learning has usually involved pretraining the neural network on a particular problem, and then finetuning it on another. This has been shown to be an effective technique [6] . The same method has been adapted for transfer in deep reinforcement learning. Parisotto et al. [23] pretrained a multi-task actor-critic network on several Atari games, and used the learned parameters to train a DQN on unseen Atari games after removing the final output prediction layer. Chaplot et al. [8] employed a similar idea in the context of 3D environments in the game of Doom, but trained the original network on a single task, using multiple maps with random textures during training to allow the agent to generalize to unknown maps with unseen textures. The ship has to fly between the two hexagons, while the fortress can only change its orientation at a fixed position. The game score is displayed at the top, and the fortress' vulnerability is displayed as a bar which fills up on each shot. (a) The bar is empty, indicating that the fortress' vulnerability is 0, (b) The bar is now full, indicating that vulnerability is equal to 10 and a rapid double shot will now destroy the fortress and (c) The fortress has been destroyed. This is followed by a reset of the fortress and continuation of the game till end of episode (3 minutes game time)
Despite an intensive search, we could not find any prior work on learning abrupt context changes or critical points in reinforcement learning. Zambrano et al. [33] have previously worked on continuoustime reinforcement learning through neuro-inspired network architectures. Our work differs in that we work in discrete-time environments while still having an explicit, independent concept of time.
The Space Fortress RL Environment
We describe the Space Fortress environment for use in reinforcement learning research in detail below.
Game Description
The player/AI agent controls a ship, which has to fly around in a frictionless arena without colliding with either the internal or external walls, which would otherwise result in the ship getting destroyed and the agent receiving a penalty, as we discuss below. The arena can be seen in Fig. 1 . The objective of the game is to destroy the fortress at the center of the arena, by firing missiles at it. The fortress also tracks the ship by changing its orientation (fixed position) and fires shells at it, which the ship has to avoid. Each hit by the fortress results in immediate ship death. Destroying the fortress, however, requires a time-sensitive and context-aware strategy. Each missile that successfully hits the fortress increases its vulnerability v by one. When v < 10, the fortress is 'not vulnerable', and the player/ship must fire its missiles at a rate less than 4Hz (i.e. the missiles must be spaced more than 250ms apart). Firing faster than this while v < 10 leads to the fortress vulnerability getting reset back to zero. This is clearly undesirable and the agent must learn to shoot slowly. However, once v ≥ 10, the fortress becomes vulnerable, and a rapid double fire, with the shots within 250ms of each other, will destroy the fortress. Hence the firing strategy completely reverses at the point when vulnerability reaches 10, and the agent must learn this critical point to perform well. This kind of time-and context-sensitivity is not found in any existing RL environment, and is beyond the capability of current state of the art RL algorithms.
A single game lasts for 3 minutes. The game does not end in the event of either a fortress or ship destruction, and points are racked up by destroying the fortress as many times as possible in those 3 minutes while avoiding getting shot down by the fortress or colliding with the arena. When a fortress is destroyed, the player gets a reward of +100, the fortress is reset with v = 0 and the game continues. When the ship is destroyed, the player gets a reward of -100, the ship respawns from a random position and orientation but the fortress' vulnerability does not change.
RL Setup
• Observations: The game is fully observable, and can be completely described by a few state variables like x, y, θ coordinates of the ship, missiles, vulnerability etc. However, similar to the ALE [5] we also provide pixel-level renderings of the game (identical to what a human player would see) as observations. The rendering is a single-channel array of size 1x84x84, with no color information since it does not play a part in the game. In the experiments detailed below, we use only the images as observations. We use the observation frame stacking method first used in [20] and give the policy network a stack of the last 4 environment observations as input, to allow it to infer direction of movement of the ship and fortress using the difference between successive frames.
• Actions: The agent chooses from 5 actions: (i) No Operation, (ii) Fire (a missile), (iii) Thrust Forward (in the direction of current orientation), (iv) Thrust Right (rotate right without changing position) and (v) Thrust Left (rotate left without changing position). The game operates at a default frame rate of 30FPS and there is no action repeat, which means an action is chosen every 33ms.
• Rewards: As described above, the agent gets a reward of +100 when the fortress is destroyed, and a reward of -100 when the ship is destroyed. Note that the ship can be destroyed by (a) colliding with internal or external walls, and (b) getting hit by a shell. The game also penalizes excessive missile firing by imposing a penalty of -2 for each shot taken, whether it is on target or not.
• Transitions: Transitions are completely deterministic, so taking the same action in a particular state will always result in the same transition.
Game Versions
Since the ship has to avoid the fortress' shells, it has to keep moving, and keeping it oriented towards the ship is not an easy task. This in itself proved to be a challenge for RL algorithms, exacerbating the difficulties with the already sparse reward structure, it proved to be quite difficult for RL algorithms to learn to play SF. To that end, we introduced another version of the game where the ship orients itself and is always aligned with the fortress. Throughout the paper, we call this version, 'Autoturn', and the original version is referred to as 'Youturn'.
Methodology
We consider the standard reinforcement learning setting where an agent interacts with an environment in discrete time. At each timestep t the agent makes an observation x t ∈ X, selects an action a t ∈ A according to its policy π, and receives a reward r(x t , a t ) ∈ R, while transitioning to the next state x t+1 . The process continues until the agent reaches a terminal state.
Learning Algorithm
The agent's behaviour is controlled by its policy π : X → A which maps each observation to an action. We represent the policy by a deep neural network parameterized by θ and call the resulting policy π θ . The goal of the agent is to maximize its return
, where γ is a discount factor. The parameters of the policy are learnt using the Proximal Policy Optimization algorithm (PPO) [28] , which is an on-policy policy gradient method and has been shown to consistently converge to state of the art results on RL benchmark environments without requiring much hyperparameter tuning. The algorithm maximizes the following objective in each iteration:
where
,Â t is an estimator of the advantage function at timestep t, V θ (x) is a value function estimate of the expected return E[G t |x t = x] produced by the same network. V targ t is the n-step return (instead of the true return that could be calculated only at the end of the episode), andÂ t is estimated by the generalized advantage estimator [27] , as given by the following equation:
The last term is an entropy regularizer which promotes exploration by biasing the policy towards larger entropy (as measured by diversity in state visitation). c 1 , c 2 are hyperparameters that specify the importance of each term in the overall objective.
Policy Network Architecture
We experiment with two policy network architectures:
• SF-GRU: The policy takes as input the environment observations and outputs (a) a probability distribution over the actions, and (b) a value function estimate of the expected return. Assuming that observations are in the form of 1x84x84 pixel renderings, the network passes the input through two convolutional layers with 16, 32 filters of size 8,4 and stride 4,2 respectively, and ReLU activation. The output is flattened and passed through a linear layer with a ReLU non-linearity to get an output vector of size 256. This is then passed through a unidirectional Gated Recurrent Unit (GRU) cell [10] with a tanh non-linearity giving an output of size 256. This vector is now passed as input to two linear layers that output the probability distribution over actions (using a softmax activation) and the value estimate of the expected return.
• SF-FF: Same as above, but with a fully connected layer of size 256 with ReLU non-linearity instead of the recurrent GRU cell.
Modified Reward Structure
By default, Space Fortress rewards the agent only for destroying a fortress, which happens only once the agent has learned the timing strategy. This makes it difficult for the agent to learn since it receives positive reinforcement for updating its policy only if it gets a positive reward from the environment, and there is a significant learning curve to overcome before that happens. To mitigate this problem, we introduced an intermediate reward of 10, which is given to the ship for each unit change in the vulnerability of the fortress. Since the magnitude of the rewards go from -100 for ship destruction to +100 for fortress destruction, the value estimate of the discounted return G t = ∞ k=0 γ k r t+k+1 that the critic network predicts at each step fluctuates greatly. This makes the gradients of the critic explode, destabilizing training. An unstable critic, in turn, provides a poor baseline for the actor to learn the policy. Hence, as suggested in Mnih et al. [20] , we clip all positive rewards to +1 and all negative rewards to -1. This is supplemented with a bonus of +2 (after the reward clipping) if the ship destroys the fortress. A third modification we introduce is to reduce the penalty for shooting missiles from -2 to -0.05. This is an artifact of the reward clipping, since both the penalty for ship death (-100) and shooting a missile (-2) get clipped down to -1, leaving the agent unable to distinguish between the two. Reducing the penalty for shooting to -0.05 allows the agent to understand that ship death is a worse outcome, which then allows it to learn the game. Table 2 has the aggregated results for RL agents on Space Fortress. The agent learns by being trained on Space Fortress with the modified reward structure. However, after learning, the agent gets evaluated on game instances using the original unmodified rewards, making the results comparable with human plays. The 'Fortress Death' column in Table 2 indicates the number of times the agent was able to destroy the fortress per game, on average.
Results

Human Evaluations
The human player results were collected in the context of a study on human skill acquisition [1] . 117 people were asked to play 20 games of Space Fortress, with 52 playing Autoturn and 65 playing Youturn. They were all given instructions about the rules of the game beforehand, and told about the change in firing rate required when the fortress vulnerability reaches 10. Considering that humans would require some turns to learn to play the game, we report the following results in Table 1 : (1) Best performance of any subject in any game, (2) Average performance of all subjects in the last 5 games, considering the first 15 as a learning phase, (3) Average performance of all subjects in the last 10 games, considering the first 10 as a learning phase, (4) Average performance of all subjects in the last 15 games, considering the first 5 as a learning phase and (5) Average performance of all subjects in all 20 games. It is interesting to note that despite being provided with the rules of the game, the players perform worse than our trained agents, who had no such prior knowledge. While the best score by any subject on the simpler Autoturn version is higher than what the best RL agent achieves, the best score of any subject on the more complex Youturn version does not match even the average performance of our RL agents. We also note that the game display presented to the human subjects while collecting data was not identical to the one used by our RL agents, although the differences were quite minor.
RL Agents
We present a detailed analysis of the contribution of each component of the system to the overall performance of our agents, by a thorough ablation study.
Learning Algorithm: We show results for both feedforward (SF-FF) and recurrent (SF-GRU) architectures, and compare the performance of two learning algorithms, PPO [28] and A3C [19] .
For all experiments, we ran 16 processes collecting game rollouts in parallel, with discount factor γ = 0.99 and GAE [27] parameter λ = 0.95. PPO used value loss coefficient c 1 = 0.5, entropy regularization coefficient c 2 = 0.05, while A3C used c 1 = 0.1 and c 2 = 0.2. Both A3C and PPO used n = 1024-step returns, which were found to get the best results after an extensive hyperparameter search. The learning rate was set to 1e − 3, and reduced by a factor of 0.2 each time the episode rewards plateaued. We also clipped the gradients of all the network parameters to 0.5, to prevent catastrophic updates from outlying samples of the expected gradient value. Since the PPO algorithm is more stable, we updated the policy 4 times every epoch.
Even after extensive hyperparameter tuning, A3C is not able to get on par with human performance at Space Fortress, with its scores being slightly better at the Autoturn game and much worse at the Youturn game. All architectures trained by PPO were able to outperform humans by a significant margin, especially in the more difficult 'Youturn' version of the game. We believe this is because PPO makes clipped and stable updates which allow it to converge very quickly. Architecture: Even though the game is fully observable given the last 4 image frames as input, SF-GRU outperforms SF-FF. This is because the time-sensitive firing strategy renders the game Non-Markovian, since the agent needs to remember its recent actions to make the correct decision about the next action. SF-FF does not provide any way for the policy to know about its recent actions, hence it performs poorly compared to SF-GRU. It is interesting to note, however, that despite the handicap of no architectural memory, SF-FF is able to perform at a superhuman level. This is because the policy network observes the last 4 frames as input, which gives it enough information to partially learn the firing strategy.
Transfer: We also experiment with transferring learning from the Autoturn game to the Youturn game. This transfer is achieved by simply initializing the policy network of the Youturn game with the trained policy parameters of the Autoturn game. Weights are transferred for all layers except the action layer at the very end, which outputs a probability distribution over the actions. We observed that transferring the value layer, i.e. the layer making value estimates of the expected return, was critical for performance. This shows how important good value estimates are in any actor-critic algorithm like PPO. After initializing the parameters, we also reduced the learning rate by half for all the layers that had been transferred over from the Autoturn game. As Table 2 shows, PPO-Transfer with SF-GRU architecture achieves the best performance on the Youturn game, with the transfer of learning leading to a huge performance increase. Interestingly, both the PPO SF-FF and SF-GRU agents, after transfer, learn to perform almost as well in Youturn as they do in Autoturn, which is surprising considering the huge difference in performance of both A3C algorithm and human players on the two games.
Effects of Reward Modification:
In Table 3 , we present results of training RL agents on Space Fortress, but without the reward modifications we had introduced in Section 4.3. In each experiment, we removed only one modification while retaining the other two.
No Bonus for Fortress Destruction: When the extra bonus (of +2 reward) for fortress destruction is removed, the agent's performance drops immediately in both the games. In both games, the agent is able to learn to fly, aim at the fortress, avoid its shells and fire slowly enough to not reset the fortress' vulnerability -but it does not realize that there is a point when the fortress becomes vulnerable and that a rapid double shot is required then. Hence, it is unable to actually destroy the fortress. Since the ship has learnt to fly, there are no ship deaths and the negative rewards are due to the missile penalties.
No Reward for Vulnerability: Removing the intermediate reward for increase in vulnerability means that the agent only gets rewarded for destroying the fortress, or penalized for colliding and dying. Since destroying a fortress requires a long sequence of actions along with knowledge of the firing strategy, this change effectively means that the agent gets no positive reinforcement at all. The results reflect this, with Autoturn having learnt how to fly but not to shoot -and Youturn having learnt nothing, which is why its reward is much more negative than that for Autoturn -because of the excessive collisions leading to ship deaths.
No Modification to Missile Penalty: Keeping the original missile penalty (-2 for each shot) had a huge detrimental impact on learning. With the rewards being clipped, the agent did not perceive any difference between shooting a missile and ship death, which prevented the agent from learning a strategy for the game. Table 3 shows how restoring any one of the three reward modifications proposed in Section 4.3 leads to the agent performing very poorly at Space Fortress, hence proving that all 3 modifications are essential for any current state of the art RL agent to play Space Fortress.
Conclusion
This paper introduced Space Fortress as a new challenge for deep reinforcement learning research, with its time-sensitive game play, abrupt context-dependent reversal of strategy and sparse rewards.
Through an ablation study, we show how presence of any of these features renders state of the art RL algorithms incapable of learning how to play, and then present our RL agent which learns to play the game at a superhuman level through the use of a state of the art learning algorithm, a recurrent policy network and the use of transfer learning from an easier version of the game, which bootstraps learning. Even though the humans were provided with instructions at the very beginning of the game, our agent learned the game rules and outperformed them by a huge margin. In particular, we show that each enhancement we proposed led to a big jump in the agent's performance as measured by the reward gathered in a game. Training the agents with the PPO algorithm led to consistent superhuman performance, while also being relatively robust to hyperparameter settings. A recurrent policy architecture (SF-GRU) successfully modeled the time-sensitive firing strategy required in the game and achieved the best performance among all of our agents at the simpler Autoturn game.
We also showed how a transfer of learning from Autoturn to Youturn led to a huge improvement in reward in both SF-FF and SF-GRU architectures.
Apart from enhancements to the RL agent, we also presented 3 modifications to the original reward structure of the game and experimentally validated that all 3 modifications were absolutely essential for any state of the art RL agent to learn to play the game.
Future Work
Future work on Space Fortress as a reinforcement learning environment includes learning to play the game without the reward modifications made in Section 4.3. To perform well without the intermediate vulnerability reward, the agent will have to be able to learn from extremely sparse rewards. For an agent to learn the critical point of fortress vulnerability without the extra fortress destruction bonus is a very challenging yet important behavior that RL agents need to have for them to be deployed in any real-world scenarios.
