During the past century, energy consumption and associated greenhouse gas emissions have increased drastically due to a wide variety of factors including both technological and population-based. Therefore, increasing our energy efficiency is of great importance in order to achieve overall sustainability. Forecasting the building energy consumption is important for a wide variety of applications including planning, management, optimization, and conservation. Data-driven models for energy forecasting have grown significantly within the past few decades due to their increased performance, robustness and ease of deployment. Amongst the many different types of models, artificial neural networks rank among the most popular data-driven approaches applied to date. This paper offers a review of the studies published since the year 2000 which have applied artificial neural networks for forecasting building energy use and demand, with a particular focus on reviewing the applications, data, forecasting models, and performance metrics used in model evaluations. Based on this review, existing research gaps are identified and presented. Finally, future research directions in the area of artificial neural networks for building energy forecasting are highlighted.
Introduction

Rationale
Buildings represent a large portion of a country's energy consumption and associated greenhouse gas emissions. For example, Canadian residential and commercial/institutional sectors consumed approximately 27.3% of the country's total secondary energy usage in 2013. Amongst both sectors, the energy needed for space heating, space cooling and hot water needs accounted for 21% of the overall total secondary energy usage [1] . Consequently, the energy needed in order to maintain internal conditions within buildings accounts for a significant portion of the overall energy usage and greenhouse emissions. Therefore, increasing energy efficiency and utilization in buildings is of great importance to our overall sustainability.
Over the past few decades, researchers have dedicated themselves to improving building energy efficiency and usage through various techniques and strategies. The forecasting of energy use in an existing building is essential for a variety of applications such as demand response, fault detection and diagnosis, model predictive control, optimization, and energy management.
Energy estimation models are a growing area of research, this is especially true with new advancements in artificial intelligence and machine learning. Such models have widely been applied to both energy systems, buildings, and HVAC (heating, ventilation, and air conditioning) systems alike as they can help with a variety of tasks. ASHRAE breaks energy estimation models into two main categories: physics-based/forward models, and data-driven/inverse models [2] . 2 of 27 Physics-based models also called white-box models/forward models, are based on physical laws. Such models require a large number of inputs about the building and HVAC system from existing buildings, which are unknown at the current and future times, e.g., (t + 1, t + 2 . . . ), where (t) is the current time, for the purpose of forecasting. These models are used in building energy simulation software such as EnergyPlus, eQuest, and TRNSYS. Such models are more useful at the design stage of a building rather than real-time forecasting for existing buildings. This is a result of the time and budgetary constraints needed in the development and calibration of physics models when trying to model existing buildings. For such cases, often too many parameters are needed, access to them all is not feasible, and the overall construction of such models may require tedious amounts of work in calibration.
Data-driven models, in contrast, are based on a strictly mathematical model and measurements. Consequently, they do not require such detailed knowledge of the building or equipment. Their forecasts are mostly based on historical data which are more readily available from control systems implemented within the building (e.g., building automation systems or BAS, building energy management systems or BEMS). The accuracy of these models, when applied to forecasting, depends on the quality of the selected forecasting model, the quality, and quantity of data available. Such models are easily adaptable to changing conditions, can model nonlinear phenomena, and are relatively easy to train and use. In most cases, the relationship between the forecasted variable and its driving physical functions is not explicitly derived.
Data-driven models are classified by the American Society of Heating, Refrigeration and Air-conditioning Engineers (ASHRAE) [2] into two main categories: (i) black-box models, which apply a strictly mathematical approach calibrated with measurements; and (ii) grey-box models, which couple a physical model of the HVAC system or building, with a black-box model applied at key parameters within the physical model. Due to their ease of development, accuracy, and applications, data-driven models have gained significant popularity within the past two decades.
Data-driven models typically have two main approaches for the mathematical-based model, a statistical approach or a machine learning algorithm. The statistical approach typically applies a pre-set mathematical function and has shown good performance for medium to long term energy forecasting [3] . In addition, such models have shown acceptable performance forecasting short term whole building loads [4] . Furthermore, it was found that they can outperform machine learning methods at a whole city level, however, machine learning methods outperformed them at a more building level [5] . Machine learning, a subfield of artificial intelligence (AI), in contrast typically applies an algorithmic approach (which may non-linearly transform the data), in order to provide a forecast [6] . Many such algorithms have shown to be effective for forecasting and include decision trees [7] , random forest [8, 9] , gradient boosting machines [10] , k-nearest neighbors [11] , case-based reasoning [12] , support vector machines [13] , etc.
Exploring the effectiveness of different data-driven models is beyond the scope of this paper and has been previously reviewed over the past decade. However, a brief summary of the findings within previous literature reviews related to building energy forecasting and prediction is provided.
Zhao et al. published a review in 2012 focusing on the main approaches for energy prediction and forecasting in buildings [14] . Specifically, the authors compared machine learning, statistical, and physics-based models. They noted that the machine learning-based models obtained the highest accuracy and flexibility, especially when compared to statistical models. Support vector machines were elaborated as having superior performance to artificial neural network (ANN) models, however, the following paper was published prior to breakthroughs in deep learning. One of the recommended areas of future investigation was to focus on the application with regards to optimizing parameters for the data-driven models.
Similarly, Daut et al. [15] published a review in 2017 with a comparison of conventional methods (e.g., times series, regression) and machine learning-based models for forecasting building electrical consumption. They too noted the improved performance with the application of machine learning-based Energies 2019, 12, 3254 3 of 27 models. Specifically, the authors noted that the conventional methods lack flexibility in dealing with nonlinear patterns which emerge. Such nonlinear patterns occurring in weather, indoor conditions, and occupancy data can greatly influence the overall forecasts of the conventional models resulting in low performance.
Wang and Srinivasan [16] in 2017 explored the usage of AI models and ensemble models for prediction and forecasting of building energy use. Firstly, the authors provided a breakdown of how AI as a whole have been applied to building energy prediction. The majority of AI-based papers were found to be applied to a whole building load with hourly data. Secondly, the authors explored how ensemble methods have currently been applied within building energy prediction. The authors noted that such ensembles have been widely applied to fields outside building energy, and their results show improved performance compared with single prediction models. However, they noted a lack of papers which have applied ensemble models for prediction of short-term building energy use.
Similarly, Amasyali et al. [17] , in 2018 explored the usage of AI models for building energy forecasting and prediction. The authors found that the majority of papers developed the AI models with hourly data, to a target variable of an overall building energy load, and used measurement data in their case studies. The ANN models were found to be deployed approximately at a two to one ratio when compared to support vector machine learning algorithms. The authors concluded with postulating future research directions.
Wei et al. [18] in 2018 provided a review for data-driven approaches of both prediction and classification in buildings. The authors noted the wide range of practical applications of ANN models to date including forecasting and prediction of energy loads, ascertaining the current energy performance of a building, and predicting potential for energy saving through retrofit strategies. Their analysis concluded that ANN prediction models have been applied to a commercial building, targeting a total energy load, and with a short-term horizon. However, approximately 15 papers were used in order to provide that conclusion of both prediction and forecasting. Future work was suggested to modify the framework of data-driven approaches responding to the unique requirements of the building prediction models. In addition, exploring the models at different buildings, with various climate conditions and incorporating multiple indices (e.g., thermal comfort) should be considered in future models.
Objectives
Although quite a number of studies have focused on reviewing the application of machine learning-based models for building energy forecasting and prediction, they have strictly focused on the application of machine learning as a whole. In addition, such papers have not made the distinction between forecasting and prediction, and used the terms interchangeably. While the previous work is important and relevant, there remains a gap of issues related to ANN forecasting models that have not been addressed:
1.
What are the overall trends of the deployment of ANN models for building energy forecasting?
What are the forecasting model types applied? What varieties of ANN models have been deployed? How have their architectures (hyperparameters) been selected? 2.
What information can be obtained from the case studies they have been applied to? What is their target variable(s) level? What type of data have they been trained on? What are the performance ranges based on the forecast horizon(s)? 3.
What are new trends emerging in ANN, and how are they being deployed to building energy forecasting? Will such new trends help in the deployment of ANN in energy forecasting of various fields?
As such, the goal of this literature review is to strictly focus on the application of ANN models for forecasting building energy use and demand. The objectives for the following work include (1) introduction to the definition of forecasting, ANN models, and ANN model development; (2) summarizing their current state when applied to forecasting the future building energy use by answering the aforementioned questions. This is the contribution of this paper. Such contributions can help future development and application of models by providing a single source for researchers to access previous work accomplished. Thus, duplicate research efforts can be minimized. In addition, highlights within the paper can help identify what work has been accomplished and what areas could use further development. Finally, by identifying the performance of ANN forecasting models to date, this can provide a generalized performance benchmark for future ANN development of building energy forecasting.
A Brief Explanation of Forecasting and Artificial Neural Networks
In this section, a definition of forecasting is provided, along with a brief overview of ANNs, their overall structure, different varieties of ANN, and ANN architecture selection methods.
Forecasting Defined
Merriam-Webster [19] defines the action to forecast as "to predict (some future event or condition) usually as a result of study and analysis of available and pertinent data." In addition, Merriam-Webster defines the action to predict as "to declare or indicate in advance, foretell on the basis of observation, experience or scientific reason" [20] . Comparing the two definitions, an overlap can be seen that also illustrates the overlap of the two terms within the building research and industry communities. Often both words are used interchangeably and/or as synonyms with each other further adding to the confusion. For example, forecasting is defined [21] as "about predicting the future as accurately as possible, given all of the information available, including historical data and knowledge of any future events that might impact the forecasts". For clarification, the authors use the following definitions within this paper:
•
Prediction is the estimation of the value of an independent variable at present time (t) when all model inputs (regressors) values are known, from measurements or calculations, at present time (t) and/or past times (t − 1, t − 2 . . . ). In other words, prediction is the estimation of a current value(s), based on current and past situations.
Forecast is the estimation of the value of an independent variable at future times, e.g., (t +1, t + 2 . . . ) when all model inputs (regressors) values are known, from measurements or calculations, at present time (t) and/or past times (t − 1, t − 2 . . . ). The forecasted value of one regressor at future times, e.g., (t + 1, t + 2 . . . ), can also be used. In other words, forecasting is the estimation of future values based on current and past situations. • Estimation is the action, according to Oxford's definition [22] , "to roughly calculate the value, number, quantity or extent of."
Prediction models, while important with regards to their applications, are not included within the following work. This is due to the higher accuracy associated with prediction models which estimate values at current times, in contrast to forecasting models which estimate values at future times, and are expected to have high errors. The focus of this paper is on the application of ANNs for the estimation of future building energy use. To the best of the authors' knowledge, no such review papers have made the distinction and focused solely on forecasting-based ANN models.
Overview Artificial Neural Network
Machine learning (ML) is a branch within the overall tree of artificial intelligence (AI). Within the machine learning domain, one of the most prominent techniques to-date is the artificial neural network. An artificial neural network (ANN) is an information processing system that was inspired by interconnected neurons of biological systems. McCulloch and Pitts [23] wrote a paper hypothesizing how neurons might work, and they modeled simple neural networks with electrical circuits based on their hypotheses. In 1958, Rosenblatt [24] modeled a simple single-layer perceptron for classifying a Energies 2019, 12, 3254 5 of 27 continuous valued set of inputs into one of two classifications. Since then, ANNs have gained significant complexities and breakthroughs which have added to their growth and popularity. Two prominent applications of ANNs include pattern recognition, and prediction/forecasting. An ANN learns to perform tasks without being explicitly programmed with task-specific rules. Rather it learns by being presented with data and modifying the internal ANN parameters to minimize the errors.
A neural network consists of many interconnected neurons. Each node performs an independent computation ( Figure 1 ) joined together by connections which are typically weighted. During the training phase of an ANN, the weights of each connection are adjusted and tuned based on being presented with data.
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Varieties of Artificial Neural Networks
This section presents a short description of the five main types of standard ANNs found applied to building energy forecasting, and a general overview of deep ANNs, which are a classification unto themselves.
The feedforward neural network (FFNN), often called multilayer perceptron (MLP) or backpropagation neural network (BPNN), is one of the most common types of neural networks which have been applied to date. This type of ANN model was previously described in Section 2.2 and shown in Figure 2 .
A radial bias function neural network (RBNN) is a three-layer neural network similar to that of a FFNN, but it contains a larger number of interconnected neurons. These types are predominately used for classification purposes, but they have also been applied to forecasting in buildings. The RBNN differs from the FFNN in that the input layers are not weighted, and thus the hidden layer nodes receive each full input value without any alterations/modifications. In addition, the unique feature of the RBNN is the activation function. Often, an RBNN network uses a Gaussian activation function. Radial basis neural networks are often simpler to train as they contain fewer weights than FFNNs, provide good generalization and have a strong tolerance to input noise. The main disadvantage of these models is that they can grow to large architectures, requiring many more neurons (compared to a FFNN), thus, they can become computationally intensive.
A general regression neural network (GRNN) is a variation of the RBNN suggested by Specht [25] . A GRNN is a one-pass learning algorithm that can be used for the estimation of target variables.
The GRNN stands out from the previous neural networks with an additional layer, known as summation neurons. The principal advantages of the GRNN are the quick learning (compared to a FFNN) and fast convergence to an underlying regression (linear or nonlinear) surface as the number of training samples become large [25] . Disadvantages of the GRNN include the requirement for larger data sets for training, the growth of the hidden layer, and the amount of computation required to estimate a new output, given a trained GRNN.
A nonlinear autoregressive neural network (NARNN) is a type of recurrent neural network. The NARNN model is different from the previously mentioned neural networks in such that the outputs are fed back as an input for future forecasts. Once training is completed, the loop is closed, initial inputs are presented, and then the first estimated value is forecasted. The output is then fed back as an input, removing the last most input data sample from the previous estimation in order to provide the next forecasted value. The process continues until the desired forecast horizon has been achieved. NARNN have the advantage of not requiring many different input variables, have similar training times to FFNN, and provide good results. They suffer from the disadvantage of relying solely on a single variable. Should the data for the single variable become unavailable (e.g., sensor malfunctions) 
A nonlinear autoregressive neural network (NARNN) is a type of recurrent neural network. The NARNN model is different from the previously mentioned neural networks in such that the outputs are fed back as an input for future forecasts. Once training is completed, the loop is closed, initial inputs are presented, and then the first estimated value is forecasted. The output is then fed back as an input, removing the last most input data sample from the previous estimation in order to provide the next forecasted value. The process continues until the desired forecast horizon has been achieved. NARNN have the advantage of not requiring many different input variables, have similar training times to FFNN, and provide good results. They suffer from the disadvantage of relying solely on a Energies 2019, 12, 3254 7 of 27 single variable. Should the data for the single variable become unavailable (e.g., sensor malfunctions) the forecasting model can fail. In addition, forecasting errors are propagated back in as inputs for future forecasts, thus, as the forecast horizon increases, these models can become less accurate.
In many applications, there is an important correlation between a target variable and other variables. Thus, integrating multiple variable inputs and autoregressive inputs could benefit the modeling process to provide more accurate estimations. In such cases, the nonlinear autoregressive with exogenous (external) input, or NARXNN, is used.
Deep learning is an area in AI which has received recent advances. Breakthroughs occurring in 2010-2012 have led to the advancements in many fields and applications [26] . Deep-learning ANNs are models which contain at least two non-linear transformations (hidden layers). The benefits of deep-learning models lie in two main aspects: the ability to handle and thrive in big data, and automated feature extraction [26] . Within the deep learning ANNs, different varieties have emerged, however, this paper limits the description of ANN to the five previous presented ANN types, which constitute the majority of models applied to date. However, for the cataloging and analysis portion of this work, all neural networks which have developed two or more hidden layers have been categorized as deep artificial neural networks.
Neural Network Architecture Selection
The hyperparameters of an ML algorithm refer to settings which control the algorithms behavior [27] . Different processes exist for the identification of optimum hyperparameters of an ML algorithm. For instance, a grid search process was applied to find the optimum hyperparameters for a random forest algorithm [10] and a support vector machine model [5] . With regards to ANN, the architecture of an ANN is determined by its hyperparameter such as the number of input neurons, hidden layers, transfer functions, hidden layer neurons, and output layer neurons. The efficacy of an ANN is largely dependent on those various factors with emphasis on training data length, number of input neurons, hidden layers, and the number of neurons in the hidden layer. Given a learning task, an ANN with too few connections may not perform well due to its limited learning. On the other hand, if an ANN is given too many connections it may over learn noise during the training phase and therefore fail to provide generalization [28] . Therefore, the selection of ANN architecture becomes essential for successful implementation. Typically, the choice of ANN architecture is up to the expert for selection [28] . This is usually accomplished through heuristics. To date, there is no set standardized method to select a near optimal ANN architecture. The design for the optimal ANN architecture can be formulated as a search problem. There are four main approaches typically used for the selection of the appropriate neural network architecture: heuristics, cascade-correlation, evolutionary algorithm (EA), and a new approach, an automated approach.
Heuristics
Heuristics refer to methods that use some rules of thumb, or by trial-and-error, in selecting the ANN architecture parameters. As such, this approach is typically time consuming as the architectures are built and tested manually. The number of hidden layer neurons can also be estimated by using 'rules of thumb' equations (Table 1) . As such, this method does not guarantee that the best architecture is selected. 
Equation
Reference [33, 34] n h = N n i log(N) [35, 36] [39] Where; n h is the number of hidden layer neurons; n i is the number of input neurons; n o is the number of output neurons; l is an integer number between 1 and 10; and N is the number of training samples.
Cascade-Correlation
This is an adaptive (constructive) learning algorithm for growing neural networks. At the beginning of the cascade-correlation algorithm, the ANN starts with only one hidden layer neuron and minimizes the training error. After the ANN is trained, the results are recorded. Another neuron is then added to the hidden layer and then the ANN is re-trained and tested. This process continues to construct/grow the neural network until the error stops reducing. While this can be an effective method for finding an appropriate architecture, it usually has only been applied to feedforward ANNs with a main focus of finding the number of hidden layer neurons. This method can be computationally intensive and often becomes stuck at local optima.
Evolutionary Algorithms (EA)
While the EV algorithms have been successfully deployed for many different applications, they have not been widely applied for the selection of ANN architectures for forecasting the building energy demand. This could be a result of the following drawbacks: (i) implementation of an EA is often difficult and time-consuming; (ii) extra care is needed in order to overcome the problem of initialization of the weights of the ANN; and (iii) EA can become trapped in local optima [28] .
Automated Architectural Search
Recently within the AI community, there has been a growing interest in developing algorithmic solutions for automating the construction of neural networks in the selection of their architectures [40] [41] [42] . Automated searches are desired in order to help alleviate the time/complexity of neural architectural searches, help remove the need for experts in selecting the hyperparameters, and improve the reproducibility in scientific studies [40] . However, such methods are currently in their infancy to date.
Methodology of the Literature Review
This literature review aims to answer the question, how have ANNs been applied to forecasting the energy use and demand in buildings? This is accomplished by answering questions regarding, how ANNs been have been deployed. How have such models been developed before deployment? What are the performances of such models? What new trends are emerging? Answers to such questions may help mitigate duplicate research efforts and provide a benchmark for the forecasting performance of the ANN models. In order to answer such questions, a methodology was followed and is presented in Figure 3 .
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Data Analysis
The results of the data collection phase found 91 papers over the specified time range. All such papers were cataloged into a table in order to conduct the analysis. The cataloged table is provided in the supplementary information document rather than the main text due to its large size. As a result, several papers listed within the reference list have not been cited directly within this paper. However, they were used in the analysis of this work and were therefore kept within the references. This section provides the results obtained from the analysis utilizing reference papers [35] [36] [37] and .
Year of Publication
A significant increase per year can be seen starting in 2011 ( Figure 4 ) and continuing until the present day. This trend may be attributed in part to the breakthroughs in deep learning methods in 2010-2012 which began to re-popularize artificial intelligence.
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(1) energy policymaking; (2) 
Case Study Locations
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Forecasting Model Type
Data-driven models can be broken into two main subcategories: black-box and grey-box methods. Ensemble models are described as the use of multiple forecasting models to obtain better performance than could be achieved by a single forecasting model. The purpose of combining more than two models is to help increase generality by leveraging the benefits of each technique [16] . Focusing further, ensemble models can be broken into two further sub-sections (i) heterogeneous, or models combining different forecasting techniques (ANN + SVM); and (ii) homogenous, or models combining two similar forecasting techniques (ANN + ANN) trained on different lengths of data. For the purposes of model types, three different types were recorded: black-box, grey-box, and ensemble.
The overwhelming majority (84%) of ANN models applied have been black-box-based models, followed by ensemble models (12%) and finally grey-box models (4%) as shown in Figure 5 . Despite their challenges, grey-box models should be developed further due to their flexibility and their help in understanding the relationship between the regressors and target variable. 
The overwhelming majority (84%) of ANN models applied have been black-box-based models, followed by ensemble models (12%) and finally grey-box models (4%) as shown in Figure 5 . Despite their challenges, grey-box models should be developed further due to their flexibility and their help in understanding the relationship between the regressors and target variable. Further examination of ensemble forecasting revealed a 75% to 25% breakdown between homogenous and heterogeneous models applied. The higher percentage of homogenous models may be the result of the ease of development and/or related costs. After the construction of a single forecasting method, it is easier and more cost effective to create similar methods rather than a new one. Ensemble models have the drawback of requiring additional work in order to combine the multiple forecasts into a single overall output forecast for the ensemble. There are a variety of different methods for determining the weights to assign each forecaster and include such techniques as: equal weights, Bayesian, and genetic algorithm. The exploration of each aforementioned technique is beyond the scope of this work. To date, all such papers which have applied ensembles noted the increase in the stability of forecasts and overall good performance. Thus, despite the challenges and additional work, ensembles remain an area which may benefit from further research exploring the performance, computational time and cost effectiveness of different ensemble models. It should be noted that all homogenous models found in the literature applied a FFNN ANNensemble. As such, further research may benefit from exploring the usage of ensembles with different types of ANN models.
The type of ANN model(s) within each paper were also cataloged and recorded. The result of the analysis showed that the vast majority of the ANN models used FFNN (or MLP) (61%), followed by RBNN, NARNN, GRNN, and NARXNN with 2-7% each ( Figure 6 ). Deep neural networks accounted for 12% of all ANN models, with a large portion using a two hidden layer FFNN. Further examination of ensemble forecasting revealed a 75% to 25% breakdown between homogenous and heterogeneous models applied. The higher percentage of homogenous models may be the result of the ease of development and/or related costs. After the construction of a single forecasting method, it is easier and more cost effective to create similar methods rather than a new one. Ensemble models have the drawback of requiring additional work in order to combine the multiple forecasts into a single overall output forecast for the ensemble. There are a variety of different methods for determining the weights to assign each forecaster and include such techniques as: equal weights, Bayesian, and genetic algorithm. The exploration of each aforementioned technique is beyond the scope of this work. To date, all such papers which have applied ensembles noted the increase in the stability of forecasts and overall good performance. Thus, despite the challenges and additional work, ensembles remain an area which may benefit from further research exploring the performance, computational time and cost effectiveness of different ensemble models. It should be noted that all homogenous models found in the literature applied a FFNN ANN-ensemble. As such, further research may benefit from exploring the usage of ensembles with different types of ANN models.
The type of ANN model(s) within each paper were also cataloged and recorded. The result of the analysis showed that the vast majority of the ANN models used FFNN (or MLP) (61%), followed by RBNN, NARNN, GRNN, and NARXNN with 2-7% each ( Figure 6 ). Deep neural networks accounted for 12% of all ANN models, with a large portion using a two hidden layer FFNN. 
Application Level
From the selected papers, most applications of ANNs forecast a whole building demand/load (81%), perhaps due to the easier access to data from whole building meters. The application of ANNs for the forecasting at the component level (e.g., chiller, fan) accounts for 5% of the total papers of applied ANN models. The applications at the territory level account for 13%, and the remaining 1% corresponds to sub-meter applications (multiple loads on a single circuit). Forecasting at the component level may be more beneficial for building energy management rather than at a whole building level. Hence, research should focus on high energy consuming components such as chillers, air-handling units, fans, pumps, elevators, etc.
Concentrating further within the whole building applications (81% of Figure 7) , approximately 83% were applied to commercial and institutional buildings, and 17% were applied to residential buildings. The higher percentage of applications for commercial and institutional buildings could be the result of the availability of existing Building Automation System (BAS) trend data. It is more difficult to obtain data from residential buildings without incurring extra costs associated with installing monitoring systems. However, residential buildings account for a large portion of the overall building stock, with a significant potential for energy savings. Further studies may, therefore, be needed to test the cost-effectiveness of forecasting methods for the residential sector. 
Forecast Horizon
The forecast horizon is the length of time in the future, composed of a single or multi-time steps, over which the forecast is made. Short-term forecasting over a 1 to 24-h horizon utilizing sub-hourly and hourly time-steps was found in the majority of applications for demand side management, HVAC optimization of energy use, demand response, identification of abnormal energy use, faults detection and diagnosis, and model predictive control.
The distribution of the number of papers with respect to the forecast horizon is presented in Figure 8 : sub-hourly 10%, hourly 25%, multiple hours 6%, daily (profile) 29%, daily total load (6%), multiple days 6%, week ahead 5%, multiple weeks 1%, monthly 5%, multiple months 1%, and 6% for yearly horizons. Among the studies cataloged 76% focused on short-term (sub-hourly to daily) forecasting horizons, this is mainly attributed to applying forecasting solutions to the day-to-day operations within the buildings. It should be noted that for the daily horizon, a single value for the entire day energy consumption can be forecasted, or a load profile for the day can be forecasted (e.g., using hourly steps a 24 h load profile). Both these are distinguished in Figure 8 . 
Target Variables
The distribution breakdown of the target variables applied in research is presented in Figure 9 . The majority of forecasting applications (49%) are for the whole building/electric demand which could be a result of the availability of building meter data. The lighting, heating and cooling building energy demand account for 1%, 11%, and 23% each. The forecasting of target variables at the component level was found in 12% of the papers. A relative lack of lighting and natural gas applications is noticed. Lighting remains a relatively untouched and essential part of demand side management. As such, forecasting application for the lighting electricity use requires further investigation. 
Data Sources
Three data sources are typically applied: (i) measurements (real data); (ii) synthetic or simulated data; and (iii) benchmarking data (e.g., ASHRAE great energy shootout). The majority (85%) ( Figure  10 ) of the reviewed papers use measurements (real data) to train, test, and validate the models. Papers that use synthetic or simulated data account for 14%, while only 1% of papers applied models to benchmark data. The measured data within the papers are typically obtained from BAS, electricity meters, weather/climate stations, utility bills, national reports, and surveys. The measurements are the most reliable source of data for training and testing the forecasting models, provided that the quality of measurements (e.g., due to malfunction of sensors or data acquisition system) is validated, and if required different data rehabilitation techniques are applied before the forecasting is performed.
Synthetic data are obtained from building simulation software such as eQuest, EnergyPlus, DeST, and TRYNSYS. Although the software cannot fully model every aspect of the dynamic nature of a building and HVAC system, they can provide good results for training and testing forecasting models. In addition, the results are error-and noise-free, and can be used for the comparison of forecasting with those obtained from real data. Benchmark data are obtained from publically 
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Synthetic data are obtained from building simulation software such as eQuest, EnergyPlus, DeST, and TRYNSYS. Although the software cannot fully model every aspect of the dynamic nature of a building and HVAC system, they can provide good results for training and testing forecasting models.
In addition, the results are error-and noise-free, and can be used for the comparison of forecasting with those obtained from real data. Benchmark data are obtained from publically available data sets and are applied for the comparison of model performance over different data sets. While the application of measurement data is beneficial for the deployment of the forecasting models in practical applications, it comes at the drawback of not facilitating the reproducibility for scientific studies. This is a result of the measurement data typically being withheld. Thus, lessons learnt are more difficult to be shared, reproduced and validated. Consequently, this makes it more difficult to increase the field as a whole and/or produce general rules of thumb. If everything is a 'customized fit' it becomes difficult to find maxims which can be applied. Therefore, future work may benefit from the inclusion of benchmark data as a case study to help facilitate the sharing of knowledge among researchers.
ANN Architecture Selection
The following section outlines how have the architectures (hyperparameters) been selected from published literature. In other words, how have the models been calibrated during their development phase? The methods for selecting the architectures of an ANN model were discussed in Section 2.4. Figure 11 provides the breakdown of ANN architecture selection methods found through the literature review. Due to space limitations, the architecture selection method column was not added to the table provided in the supplementary document. From the literature review, it was found that 36% of the papers used a heuristic means of constructing the ANN architecture selection. This demonstrates a large reliance on heuristics in order to construct ANN models for forecasting. Cascade-based algorithms account for 21%, however, it should be noted that the vast majority of these methods were achieved manually by sequentially growing the hidden layer neurons in a trial and error approach. Finally, approximately 40% of the papers had not specified how the architecture had been selected. The reliance on heuristic and manual cascade could be a result of a limited amount of applicable data, ANN variety type, time, and cost constraints. Automated architecture selection methods are still in their infancy, consequently, no models have been found to date which have applied such techniques for forecasting energy use within buildings. It is also worth noting, that most inputs were selected with a statistical method (Pearson coefficient, autocorrelation, etc.), and/or by trial and error of available data. This shows a heavy reliance on the manual development of ANN models and a need for experts to select relevant inputs and calibrate the models. 
Performance Metrics
The following performance metrics have been found in the reviewed papers: (1) mean absolute percent error (MAPE); (2) coefficient of variation of root-mean-square-error (CV-RMSE); (3) mean absolute error (MAE); (4) mean bias error (MBE); (5) mean squared error (MSE); and (6) the coefficient of determination (R 2 ). In selecting which performance metric to catalog, a dilemma arose as many papers presented multiple performance metrices (as there is no set standard for forecasting models). Recording all would entail that the overall table would become cumbersome. Therefore, in selecting which performance methods to be presented in the cataloged table, the following approach was applied. The CV-RMSE / CV (%) was the main or first performance measure to be selected. If CV-RMSE was unavailable, the RMSE was recorded. These two measures were given priority as they are the recommended performance measures by ASHRAE [132] . If CV-RMSE or RMSE were unavailable, then MAPE was selected. If MAPE was unavailable, then R 2 was selected. If R 2 was unavailable, then the most relevant error method presented was selected and indicated as other in Figure 12 . Figure 12 presents the breakdown of recorded performance metrices. It can be seen that MAPE is predominately (38%) used as the main performance measure within forecasting papers, with CV-RMSE and R 2 accounting for 17-20% of the performance metrices applied. 
Discussion
This section provides a discussion about the results presented. A summary is provided regarding the trends and research gaps found. Next, limitations of ANN are discussed, along with solutions found in the literature. Finally, future research directions are postulated.
Summary of Findings
Focusing on the overall forecasting approach, it was found that the majority of the ANN applied a general black-box-based model, used a feed-forward neural network, and manually constructed the architecture of the ANN with a heuristic approach. With the prominence of the feed-forward neural network, there are many gaps in the application of different varieties of neural networks applied to date. Recurrent neural networks, for example, are more specialized in forecasting time series, however, they have only been applied in 14% of all cases. Radial bias and general regression neural networks constitute 6% of all applications to date.
A top-down look over the case study information found that the majority of papers were applied to commercial buildings, used hourly data, targeted a whole energy load 
Discussion
Summary of Findings
A top-down look over the case study information found that the majority of papers were applied to commercial buildings, used hourly data, targeted a whole energy load (overall/electrical/heating/cooling), and used a forecast horizon of 1-24 h. For example, a building heating, ventilation and air conditioning system (HVAC) can constitute up to approximately 70% of a commercial buildings overall electric usage [133] , however, only 3% of papers ( Figure 9 ) have explored ANN forecasting models to those energy loads at this time. Therefore, applications to the major consumers within the overall energy loads may help more with the day-to-day operations for energy management, optimization, and conservation strategies.
Summary of ANN Forecasting Performance
The breakdown of performance measures was recorded, and the general performance range of the ANN models is presented in Tables 2 and 3 . Only the short-term (sub-hourly to daily) forecasting values are presented in order to highlight the overall range of performances. It should be noted, that only errors of the forecasting energy demand are presented. A few papers provided the results of target variables different than energy consumption (e.g., airflow rate, temperature, supply fan modulation, relative humidity, etc.). In the construction of both aforementioned tables, the error range of those variables was omitted. Furthermore, when selecting papers to insert into each table, the paper which achieved the highest and lowest performance values were placed within. Table 2 presents the performance ranges for single step ahead forecasts (t + 1), while Table 3 presents the performance range for multistep ahead forecasts (t + 1) to (t + n). The overall performance range for the ANN models was found to be 0.001-36.5% (MAPE) for single step ahead forecasting. In contrast, multi-step ahead methods have shown increased errors with a performance range of 1.04-42.31% (MAPE). Further expanding on multistep ahead energy forecasting over a 24-h horizon, when hourly data was applied, the performance ranges over 1.04-11.92% (MAPE). In contrast, if sub-hourly data is applied the performance decreases to 2.59-42.31% (MAPE). Thus, the tables demonstrate that increasing the forecast horizon results in reduced performance, additionally, reducing the time step of the data over an equivalent forecast horizon also results in reduced performance.
Limitations of Using the ANN Forecasting Models
While ANN models have many advantages, they also have a few limitations. First, as with all data-driven models, ANNs do not perform well outside of their training range. For example, a model trained within a certain data set of summer, might not perform well outside that data set, e.g., in winter. Thus, models are limited to the range of values occurred in training. However, continual retraining can offer a means to overcome this limitation. Accumulative re-training and/or sliding window retraining techniques continually update and retrain the models based on the most recent data. As such, these methods for retraining can help ensure that the ANN models transition to new data and scenarios effectively. It should be noted, as more data become available, an overabundance of data can become an issue. Typically, significantly older data may no longer be relevant as the building use, changes over time. Sliding window, in particular, offers a method to overcome the limitation as it does not require the continued storage of irrelevant data. However, it itself comes at the drawback of requiring continual retraining.
A second limitation which can affect the performance of ANN models is overfitting. Overfitting occurs when a model has learnt too much noise within the training data. Consequently, generality in forecasting and prediction is lost. While this may not significantly affect models with a single-step ahead forecast horizon, this can be problematic in models which forecast over longer horizons. In order to overcome set drawbacks, a few methods exist within training and outside training to help increase generality. Within training, models can be trained with a sufficiently long data set relative to the number of inputs [134] . Secondly, within training, multitask learning (or training a model with two different data sets, heating and cooling data for example) can also help with generality and can increase reusability [135, 136] . Thirdly, early stopping during training can be implemented in order to help increase generalization [134] . The fourth method in order to overcome overfitting refers to ensemble forecasting. This helps ensure generality by combining multiple models in such a way as to leverage the benefits from each forecasting model. Intuitively we do this in our daily lives by combining different views in order to make decisions. Further methods exist in order to help ensure generality, however, the following outlined above provided a brief description of a few different methods to overcome the specified limitation.
A third limitation is that ANN models by themselves are black-box-based models. As such, the internals are not known. Though they may provide a sufficient method for forecasting, they lack an understanding of the underlying parameters of the energy consumption and its behavior. A method to overcome this is by the use of hybrid grey-box models. In such models, ANN(s) are combined with the physics-based equations in order to leverage the advantages of both models and minimize the disadvantages of each. Le Cam et al. applied a hybrid-ANN model in order to forecast the electric demand for a supply air fan of a commercial building [64] . The ANN model forecasted the supply fan modulation which was then sent to physics-based equations in order to estimate the electric demand for the supply fan. Such a model demonstrated good performance in forecasting both target variables. This also demonstrates an additional benefit of grey-box models, if properly placed, a single model can forecast for multiple aspects within a building with adequate performance, thus saving on development and computational time.
A fourth limitation of ANN models are the selection of the hyperparameters in the model development phase. Inadequate selection of the hyperparameters can lead to models which have poor forecasting performance and/or require a longer amount of time to provide the estimation. This was also highlighted in a review paper [18] which specified the selection of the architecture and learning rate as one of the main challenges of ANN-based models. Despite this, if the ANN hyperparameters have been appropriately calibrated, then the ANN model can have a high performance and quick processing time. As such, currently there is a need for experts when developing the ANN models. As found in the analysis of this work, Section 4.9, to date the majority of the ANN models are constructed manually. Automated architectural selection methods are still in their early development stages. However, such techniques hold the promise to help alleviate the need for expert knowledge in ANN development, help reduce the necessary time needed to calibrate the ANN models, and improve repeatability in ANN hyperparameters selection. It remains to be seen if such methods will be successfully developed, however, the development of such models may have wider applications outside forecasting building energy use and to data science as a whole.
Future Areas of Research
Several different areas of potential research are discussed above. Further directions of future research are discussed in this section.
As specified by Amasyail et al. [17] , and noticed within the overall trends of this research work, many of the current research challenges can be attributed to a lack of data, and or complexity due to occupant usage. Focusing in on the data, certain forecasting and prediction model types are lacking as a result of available data sources, for example: component and bottom-up forecasting, lighting, grey-box, residential, natural gas. Conversely, an opposite problem is beginning to occur with regards to commercial buildings. That is, an increasing amount of large data is becoming available, or big data problems. However, the development and application of big data techniques, deep learning, for example, can help mitigate the large amounts of data. To summarize, one of the most pressing issues to date is the lack of data in one area and a plethora in another. With data more readily available for residential, appliances, and components, the techniques and models applied to commercial buildings may be re-applied on a more granular level. In addition, the development of deep learning, and other big data analytics techniques for commercial buildings may help alleviate future problems of big data in other areas.
Another future direction for research could be the amalgamation of all the different forecasting models and data into a single source. This could potentially bring about many positive effects within the community. Firstly, it would help standardize the terms and performance indices in order to reduce the confusion in terms of models. Secondly, this could help further establish a roadmap for future areas, allowing researchers to progress further and eliminate duplicate research-based efforts. Thirdly, this could allow the applications of different models and methods with other data sources, in order to test how successful, they are over different types of data. Such positive changes could help provide more coverage to research gaps, methods, and allow researchers to progress further.
Although the trends within the overall field are changing, there are still some issues which need to be addressed in future research:
1.
The development and applications of ensemble forecasting models. Ensemble models which have been deployed, have shown good performance results and may help improve forecasting stability. As such, further development is needed exploring such models on extended forecast horizons, occupant driven loads, components, etc.; 2.
Many studies deployed ANNs as black-box-based models. However, one of the major drawbacks of such models is the lack of understanding to the systems governing equations. Further research should focus on the application of grey-box models, due to their flexibility and their help in understanding the relationship between the regressors and target variable; 3.
Additionally, research could explore the usage of different neural network varieties with an emphasis on the recurrent neural networks and deep learning algorithms. Applications within other fields have shown promising results, and as such, they may help improve energy-based modeling within buildings. However, as a new area of research, many gaps are present;
4.
Furthermore, the development and application of automated architecture selection methods may help in the performance of energy forecasting. Such methods would help ease development time associated with developing forecasting models and remove the necessity for expert knowledge with regards to ANN development. This may also help with the reproducibility of results. Additionally, developments here would be transferable to other fields which have applied ANNs; 5.
Finally, the development for more occupancy forecasting may help improve energy efficiency and their strategies. Occupancy and occupant driven loads remain an area with little attention, despite being a primary factor in many internal loads and/or occupant load driven buildings. Further research could help with a variety of energy-based strategies and tasks including thermal comfort, lighting, sub-meter, and appliance-based strategies.
As new data-driven models and algorithms are developed, it is important that the information learnt is shared among researchers. Such lessons learnt with regards to data processing, variable selection, model development, model testing, and validation are essential for the continued growth of the field. Within papers, relevant information (purpose, forecast horizon, architecture selection technique, etc.) is frequently omitted or not sufficiently described. Furthermore, terminology is not/has not been standardized, thus, further adding to the complexity of the situation. In such papers where limited information is presented, few lessons learnt can be obtained and shared.
Conclusions
Due to the increasing calls for sustainability, concerns about emissions, and their large energy utilization, there is a growing need to improve the energy efficiency and performance of buildings. Underpinning many approaches for improving energy usage are accurate and reliable forecasts. Thus, this article focuses on one of the most prominent forecasting machine learning algorithms being applied, the artificial neural network.
Previous literature reviews focused on the comparison of data-driven models with physics-based models, compared machine learning to statistical techniques, evaluated ensemble methods, and analyzed machine learning as a whole with regards to forecasting and prediction of building energy use. In addition, such papers did not differentiate between forecasting and prediction. While the previous work is important and relevant, there remains a gap strictly focusing on how ANNs have been applied for forecasting future energy use and demand in buildings. This paper aimed to address this gap by focusing on the following questions. How have ANNs been deployed? How have the ANN models been developed? What are the performances of such models? What are the new trends emerging? Answers to such questions have the potential to help mitigate future problems associated with duplicate research and provide a benchmark to help gauge performance of the ML technique.
In order to answer the aforementioned questions, a methodology was followed which collected relevant papers, screened them based on a specified criteria, and then cataloged parameters within the papers based on a standard feature set. Such features included application properties, data properties, forecasting model properties, and the performance used for model evaluations. Limitations for this work included papers accessible through available journals, written in English, and published over the year range of January 2000 to January 2019. After cataloguing the accumulated papers, an analysis was conducted.
Our conclusion based on the analysis found the majority of ANN models have been a black-box-based model, using a feed forward neural network with its hyper parameters manually found. The majority of the applications were found to be applied to commercial buildings, using hourly data, and applied to a whole building energy load. In addition, the performance of the ANN models was found to be 0.001-36.5% (MAPE) for single step ahead forecasting and 1.04-42.31% (MAPE) for multistep ahead forecasting.
Based on the analysis, a few areas which could benefit from additional research are highlighted. These include long-term prediction, ensemble models, deep learning models, lighting models, component-based target variables, grey-box models, sliding window re-training, and automated architecture selection methods. Effective incorporation of occupant information may also help improve energy forecasting. Future research directions may lead to improvements in ANN forecasting models, improve energy usage, and can potentially lead to wider contributions in big data analytics and data science.
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