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Abstract
A real function is called radially Q-differentiable at the point x if, for every real number h, the
finite limit dQf (x,h) of the ratio (f (x + rh)− f (x))/r exists whenever r tends to zero through the
positive rationals. We establish that, in particular, Jensen-convex functions are everywhere radially
Q-differentiable. Moreover, if f is Jensen-convex, then, for each x, the mapping h → dQf (x,h) is
subadditive, and it is an upper bound for any additive mapping A satisfying the inequality f (x) +
A(y − x)  f (y) for every y. We also characterize all set-valued mappings built up from additive
solutions A of this inequality with some Jensen-convex function f .
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let N denote a positive integer. If U is an open, convex subset of RN , x0 ∈ U , and
f :U →R is convex, then (see [2, §7.8]), for every h ∈R, there exists the finite limit
f ′h(x0) = lim
λ→0+
f (x0 + λh)− f (x0)
λ
.
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f (x) f (x0)+ 〈w,x − x0〉 (1)
(where 〈·,·〉 denotes the standard inner product in RN ) holds for every x ∈ U . If w ∈ RN
fulfils inequality (1), then, for every h ∈ RN , we have f ′h(x0) 〈w,h〉. Furthermore, w is
the unique solution of inequality (1) if and only if the mapping h → f ′h(x0) is linear.
These considerations are also elaborated [1, §1.5] for functions defined on a real locally
convex topological vector space V , which is equipped with a dual space V ∗ and a bilinear
form 〈·,·〉 :V ∗ ×V →R. Introductory and advanced description of this subject is available
in several other books (e.g., [5] and [8]) as well.
Our purpose is to present a formal approach to the theory by restricting topological
notions to specific subsets, which are algebraically identified with subsets of the real line.
One of the main ideas is the substitution of the vector w in inequality (1) by a functional,
which is linear in a restricted sense. Our concepts and results can be applied, in particular,
to discontinuous Jensen-convex functions as well.
In order to formulate the main results, we have to present a short survey of the uti-
lized fundamental concepts and notations. This job is performed in Section 2. Concepts
of derivatives are introduced and investigated in Section 3. In Section 4, after presenting
and comparing various notions of convexity, we encounter the differentiability properties
of convex functions and investigate differential characterizations of convexity. Finally, in
Section 5, we introduce the concept of cyclic monotonicity in order to determine the ad-
missible subderivatives of convex functions, and reconstruct convex functions with the aid
of their subgradients.
2. Basic concepts
Throughout this paper, let K denote a subfield of the real number field R and X be a
vector space over K . It is worth noting that, for any subfield L of K , X can be considered
as a vector space over L as well. We denote the set of the positive elements of K by K+.
Definition 2.1. A mapping F :X → [−∞,+∞[ is called additive if it satisfies Cauchy’s
functional equation
F(x + y) = F(x)+ F(y)
for every x, y ∈ X. We say that F is subadditive if the inequality
F(x + y) F(x)+ F(y)
holds for all x, y ∈ X. We call F superadditive if the inequality
F(x + y) F(x)+ F(y)
holds for all x, y ∈ X. We say that F is K-homogeneous if the equation
F(rx) = rF (x) (2)
is fulfilled for every x ∈ X and r ∈ K . We call F positively K-homogeneous if Eq. (2)
holds for all x ∈ X and r ∈ K+. The mapping F is called K-linear if F is additive and
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tively K-homogeneous. Accordingly, we call F K-superlinear if F is superadditive and
positively K-homogeneous. We say that F is proper if F is not identically equal to −∞.
Remark 2.2. Let us assume that F :X → [−∞,+∞[ is proper and subadditive. Then
F(x0) ∈R for some x0 ∈R. On the other hand, for every x ∈ X, we have
F(x0) = F
(
x + (x0 − x)
)
 F(x)+ F(x0 − x),
thus F(x) is finite as well. In particular, F(0) 0. Moreover, if F is proper and additive,
then F(0) = 0 and F is odd. Therefore, if F is proper and K-linear, then F(X) ⊂R and F
is also K-homogeneous. We note that F(0) = 0 can be obtained also from the assumption
that F :X →R is positively K-homogeneous (since we have F(0) = F(2 · 0) = 2F(0)).
A fundamental relation among these concepts is established in the following particular
case of Rodé’s theorem [9].
Theorem A. Let F,G :X → [−∞,+∞[ such that F is K-sublinear, G is K-superlinear,
and G(x) F(x) for all x ∈ X. Then there exists a K-linear mapping ϕ :X → [−∞,+∞[
such that G(x) ϕ(x) F(x) for every x ∈ X.
In particular, we obtain the following modified version of the Hahn–Banach theorem.
Corollary 2.3. Let F :X → R be K-sublinear and u ∈ X be fixed. Then there exists a
K-linear mapping ϕ :X →R such that ϕ(u) = F(u) and ϕ(x) F(x) for every x ∈ X.
Proof. Let Y = {ru | r ∈ K+} and
G(x) =
{−∞ if x ∈ X \ Y,
rF (u) if x = ru, r ∈ K+.
Then G :X → [−∞,+∞[ is K-superlinear. Since G(x) F(x) for every x ∈ X, the pair
(F,G) satisfies the hypotheses of Theorem A. Thus, there exists the mapping ϕ :X →
[−∞,+∞[ fulfilling the statement of that theorem. In particular, G(u) = F(u) yields
ϕ(u) = F(u). Moreover, according to Remark 2.2, ϕ takes only real values. 
Let A denote the set of all additive mappings A :X → R and let AK denote the set of
all K-linear mappings A :X →R. Clearly, AK ⊂A. Moreover, we have A=AQ (cf. the
proof of [2, Theorem 5.2.1]).
Another basic result concerning these classes and the comparison between additive and
homogeneous functionals is established in the following statement.
Theorem 2.4. Suppose that F :X →R is positively K-homogeneous and A ∈A such that
A(u) F(u) for every u ∈ X. Then A ∈AK .
Proof. Let u ∈ X be fixed, and put f (t) = A(tu) for every t ∈ K . Then the map f :K →R
is additive. Also, f is bounded from above on K ∩ [0,1], since
f (t) F(tu) = tF (u) ∣∣F(u)∣∣
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any additive function bounded from above on an interval must be linear, that f (t) = f (1) · t
for every t ∈ K . This proves that A ∈AK . 
The following concepts are motivated by that of the Q-algebraically open subset [4].
Definition 2.5. A subset D of the space X is called K-algebraically open if, for every
x ∈ D and u ∈ X, there exists δ > 0 such that x + ru ∈ D whenever r ∈ K ∩ ]−δ, δ[. We
say that D is K-convex if rx + (1 − r)y ∈ D for every x, y ∈ D and r ∈ K ∩ [0,1].
3. Differentiation
Throughout this section, let D denote a K-algebraically open subset of X.
Definition 3.1. Let f :D →R and x0 ∈ D. The set
∂Kf (x0) =
{
A ∈AK | f (x0)+A(x − x0) f (x) for every x ∈ D
}
is called the K-subdifferential of f at x0. If A ∈ ∂Kf (x0), we say that A is a K-subgradient
of the function f at the point x0.
The following properties of the K-subdifferential can be obtained immediately from the
definition.
Proposition 3.2. Let f,g :D →R, 0 < c ∈R, and x0 ∈ D. Then
∂K(f + g)(x0) ⊃ ∂Kf (x0)+ ∂Kg(x0) and ∂K(cf )(x0) = c∂Kf (x0).
Definition 3.3. Let f :D →RN , x0 ∈ D, and u ∈ X. If the limit
dKf (x0, u) = lim
K+r→0
1
r
(
f (x0 + ru)− f (x0)
)
exists, it is called the radial K-derivative of f at x0 in the direction u. We shall say that f
is radially K-differentiable at x0 if dKf (x0, v) ∈RN exists for every v ∈ X. We shall say
that f is radially K-differentiable if f is radially K-differentiable at every x ∈ D.
Basically, we are interested in the particular case N = 1 of Definition 3.3. It is obvious
that a vector-valued function f = (f1, f2, . . . , fN) :D → RN is radially K-differentiable
at x0 ∈ D if and only if each coordinate function fj :D → R is radially K-differentiable
at x0 (j = 1,2, . . . ,N). Moreover, in this case, for every v ∈ X and 1  j  N , the j th
component of the vector dKf (x0, v) is dKfj (x0, v). However, the consideration of this
notion in the vector-valued case is motivated by the following result, which involves most
of the usual operation rules.
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able at x0 ∈ D, E ⊂ RN is an open set such that f (D) ⊂ E, F :E → R is differen-
tiable at f (x0), and let h(x) = F(f (x)) for all x ∈ D. Then h :D → R is also radially
K-differentiable at x0, and, for every v ∈ X, we have
dKh(x0, v) = F ′
(
f (x0)
)
dKf (x0, v) =
N∑
j=1
DjF
(
f (x0)
)
dKfj (x0, v), (3)
where DjF denotes the j th partial derivative of F .
Proof. Since F is differentiable at f (x0), there exists ω :E →R such that
lim
y→f (x0)
ω(y) = ω(f (x0))= 0
and
F(y)− F (f (x0))= F ′(f (x0))(y − f (x0))+ω(y)∥∥y − f (x0)∥∥,
hence, observing also that limK+r→0 f (x0 + rv) = f (x0), we have
lim
K+r→0
h(x0 + rv)− h(x0)
r
= lim
K+r→0
1
r
(
F
(
f (x0 + rv)
)− F (f (x0)))
= lim
K+r→0
F ′
(
f (x0)
)1
r
(
f (x0 + rv)− f (x0)
)
+ lim
K+r→0
ω
(
f (x0 + rv)
)∥∥∥∥1r
(
f (x0 + rv)− f (x0)
)∥∥∥∥
= F ′(f (x0))dKf (x0, v)+ 0 · ∥∥dKf (x0, v)∥∥
= F ′(f (x0))dKf (x0, v). 
By taking obvious particular forms of F , we get, for instance, derivation rules for the
sum and the product of radially K-differentiable functions.
Corollary 3.5. Let us suppose that f,g :D → R are radially K-differentiable at x0 ∈ D
and c ∈R. Then cf , f + g, and fg are also radially K-differentiable at x0, and, for every
v ∈ X, we have
dK(cf )(x0, v) = cdKf (x0, v), dK(f + g)(x0, v) = dKf (x0, v)+ dKg(x0, v),
and
dK(fg)(x0, v) = g(x0)dKf (x0, v)+ f (x0)dKg(x0, v).
Proposition 3.6. Suppose that f :D → R is radially K-differentiable at x0 ∈ D, u ∈ X,
and q ∈ K+ ∪ {0}. Then
dKf (x0, qu) = qdKf (x0, u). (4)
The proof can be obtained by an easy argument, which is left to the reader.
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set
δKf (x0) =
{
A ∈A | A(v) dKf (x0, v) for every v ∈ X
}
is called the K-subderivative of f at x0.
Remark 3.8. By Proposition 3.6, the mapping v → dKf (x0, v) is positively K-homoge-
neous on X. Hence, applying Theorem 2.4, we obtain δKf (x0) ⊂AK . On the other hand,
the assumption that f is radially K-differentiable at x0 implies, by Definition 3.3, that f
is also radially Q-differentiable at x0 and dQf (x0, v) = dKf (x0, v) for every v ∈ X. Thus,
by Definition 3.7, we have δQf (x0) = δKf (x0).
Proposition 3.9. Let us suppose that f,g :D →R are radially K-differentiable at x0 ∈ D
and 0 < c ∈R. Then
δK(f + g)(x0) ⊃ δKf (x0)+ δKg(x0) and δK(cf )(x0) = cδKf (x0).
Proof. These properties can be obtained immediately from Corollary 3.5 and Defini-
tion 3.7. 
4. Derivatives of convex functions
Throughout the rest of this paper, let D denote a non-void, K-algebraically open,
K-convex subset of X.
Definition 4.1. A function f :D →R is called Jensen-convex if
f
(
x + y
2
)
 f (x)+ f (y)
2
for every x, y ∈ D. (5)
We shall say that f is K-convex if
f
(
λx + (1 − λ)y) λf (x)+ (1 − λ)f (y) (6)
holds for every x, y ∈ D, λ ∈ [0,1] ∩ K . In particular, R-convex functions are called con-
vex.
Since 12 ∈ K , every K-convex function is also Jensen-convex. Moreover, every Jensen-
convex function is Q-convex as well (cf. the proof of [2, Theorem 5.3.5]). Note that, in the
particular case when D is an open, convex subset of RN , f is convex if and only if it is
continuous and Jensen-convex [2, Theorem 7.1.1].
The following generalization of a basic inequality [2, Lemma 6.1.1] plays a crucial role
in our investigations.
Lemma 4.2. Let f :D → R be K-convex, x ∈ D, u ∈ X, and p,q, r ∈ K such that p <
0 < q < r , x + pu ∈ D, and x + ru ∈ D. Then we have
f (x + pu)− f (x)
p
 f (x + qu)− f (x)
q
 f (x + ru)− f (x)
r
. (7)
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modification yields the statement in the general setting K ⊂R.
Theorem 4.3. If f :D → R is K-convex, then it is also radially K-differentiable. More-
over, for every x ∈ D, the mapping v → dKf (x, v) is K-sublinear on X, ∂Kf (x) =
δKf (x), and, for each u ∈ X, there exists A ∈ δKf (x) such that A(u) = dKf (x,u).
Proof. It follows from Lemma 4.2 that the mapping
r → f (x + ru)− f (x)
r
,
defined for all r ∈ K+ with x + ru ∈ D, is increasing and bounded below. Hence,
dKf (x,u) = inf
r∈K+
x+ru∈D
f (x + ru)− f (x)
r
. (8)
Assuming A ∈ δKf (x), we have A ∈AK and, for every y ∈ D,
A(y − x) dKf (x, y − x) f (x + 1(y − x))− f (x)1 = f (y)− f (x),
that is,
f (x)+A(y − x) f (y),
and thus A ∈ ∂Kf (x).
Conversely, if A ∈ ∂Kf (x), then, for every u ∈ X and r ∈ K+ with x+ ru ∈ D, we have
f (x + ru) f (x)+A(ru) = f (x)+ rA(u),
thus
f (x + ru)− f (x)
r
A(u).
Hence, dKf (x,u)A(u), which yields A ∈ δKf (x).
Now, we prove that, for every x ∈ D, the mapping u → dKf (x,u) is subadditive.
Namely, for every u,w ∈ X and for all r ∈ K+ such that x + 2ru ∈ D and x + 2rw ∈ D,
we have
f (x + r(u+w))− f (x)
r
= f
(
x+2ru+x+2rw
2
)− f (x)
r

1
2 (f (x + 2ru)+ f (x + 2rw))− f (x)
r
= f (x + 2ru)− f (x)
2r
+ f (x + 2rw)− f (x)
2r
.
Hence, letting r tend to 0, we obtain
dKf (x,u+w) dKf (x,u)+ dKf (x,w).
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K-homogeneous.
The last statement is an immediate consequence of Corollary 2.3. 
We can now formulate a sharper version of Proposition 3.9 for K-convex functions. It
is also motivated by the obvious fact that the sum of two K-convex functions is K-convex
as well.
Theorem 4.4. If f,g :D →R are K-convex and x0 ∈ D, then
δK(f + g)(x0) = δKf (x0)+ δKg(x0). (9)
Proof. The inclusion
δK(f + g)(x0) ⊃ δKf (x0)+ δKg(x0)
was stated in Proposition 3.9.
In order to prove the reversed inclusion,
δK(f + g)(x0) ⊂ δKf (x0)+ δKg(x0),
assume that C ∈ δK(f + g)(x0). Then we have
C(v) dK(f + g)(x0, v) = dKf (x0, v)+ dKg(x0, v) (10)
for every v ∈ X. Let
G(v) = C(v)− dKg(x0, v) and F(v) = dKf (x0, v)
for all v ∈ X. According to Theorem 4.3, F :X → R is K-sublinear and G :X → R is
K-superlinear. Moreover, inequality (10) yields G(v) F(v) for all v ∈ X. Thus, by The-
orem A (and by the finiteness of G), there exists a K-linear mapping A :X → R such
that
G(v)A(v) F(v) (11)
for every v ∈ X. Hence, we have A ∈ δKf (x0). Moreover, for B = C−A ∈AK , inequality
(11) implies
B(v) dKg(x0, v)
for every v ∈ X, which yields B ∈ δKg(x0). We have thus obtained that
C = A+B ∈ δKf (x0)+ δKg(x0). 
In what follows, we consider the problem whether K-convex functions can be charac-
terized with the aid of their K-subdifferential or K-subderivative. As it is established in
Theorem 4.3, if f :D →R is K-convex, then ∂Kf (x) = ∅ for every x ∈ D. The following
proposition states that this property characterizes K-convexity.
Proposition 4.5. If f :D →R such that ∂Kf (x) = ∅ for every x ∈ D, then f is K-convex.
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f (x) f (z)+A(x − z),
f (y) f (z)+A(y − z),
and thus
λf (x)+ (1 − λ)f (y) f (z)+A(λx + (1 − λ)y − z)= f (z),
which yields that f is K-convex. 
Clearly, constant functions are Jensen-convex. In what follows, we construct a func-
tion f :R → R which is not Jensen-convex, while its radial Q-derivatives (and also
its Q-subderivative) coincide with those of constant functions. Therefore, one can-
not characterize Jensen-convex functions with the aid of their radial Q-derivatives or
Q-subderivatives.
Example 4.6. Let B ⊂ R \ {1} such that B ∪ {1} is a Hamel base. For each x ∈ R there
exist (essentially uniquely) n ∈N∪ {0}, b1, . . . , bn ∈ B and ξ0, ξ1, . . . , ξn ∈Q such that
x = ξ0 +
n∑
j=1
ξj bj .
Define
f (x) =
{
0, if ξ0 <
√
2,
1, if ξ0 >
√
2.
(12)
Let
h = θ0 +
n∑
j=1
θjbj ,
where θ0, θ1, . . . , θn ∈ Q (some coefficients in the expansions of x and h may equal 0).
Then, for sufficiently small rational numbers r , the sign of ξ0 + rθ0 −
√
2 equals that of
ξ0 −
√
2, hence f (x + rh) = f (x) and thus dQf (x,h) = 0. On the other hand,
f
(
1 + 2
2
)
= f
(
3
2
)
= 1 > 1
2
= 0 + 1
2
= f (1)+ f (2)
2
,
therefore f is not Jensen-convex.
5. Characterization of the subdifferential
Throughout this section, let P0(AK) denote the family of all non-empty subsets of AK .
In particular, P0(A) denotes the family of all non-empty subsets of A. The assumptions
concerning the set D are inherited from the previous section.
The original version of the following monotonicity concepts has been introduced by
Minty [3] and R.T. Rockafellar [6,7] in order to characterize the subdifferentials of convex
functions.
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A(y − x)+B(x − y) 0 (13)
holds for every x, y ∈ D, A ∈ Δ(x), and B ∈ Δ(y). We call a mapping Δ :D → P0(A)
cyclically monotone if the inequality
n∑
j=0
Aj(xj+1 − xj ) 0 (14)
is fulfilled for every n ∈N, xj ∈ D (j = 0,1, . . . , n, n+1) with xn+1 = x0, and Aj ∈ Δ(xj )
(j = 0,1, . . . , n). We say that the mapping Δ :D → P0(AK) is K-maximal (cyclically)
monotone if Δ is (cyclically) monotone and, for any (cyclically) monotone mapping
Φ :D → P0(AK) fulfilling Δ(x) ⊂ Φ(x) for all x ∈ D, also Δ(x) = Φ(x) holds for
every x ∈ D. In particular, Q-maximal (cyclically) monotone mappings are called max-
imal (cyclically) monotone.
Obviously, a cyclically monotone mapping is also monotone. Therefore, if Δ :D →
P0(AK) is cyclically monotone and K-maximal monotone, then Δ is also K-maximal
cyclically monotone.
As it is noted in [6], even in the particular case when K = R and X is a finite (but not
one) dimensional Euclidean space, there exist monotone mappings that are not cyclically
monotone. It is reasonable to present such an example here.
Example 5.2. Let X =R2. For x = (x1, x2) ∈R2 and u = (u1, u2) ∈R2, let
φx(u) = x1u2 − x2u1 and Δ(x) = {φx}.
Then, for every x, y ∈R2, we have
φx(y − x)+ φy(x − y) = 0,
hence Δ :R2 → P0(AR) is monotone. On the other hand, if a = (0,0), b = (1,0), and
c = (0,1), then
φa(b − a)+ φb(c − b)+ φc(a − c) = 1 > 0,
hence Δ is not cyclically monotone.
We note that, using a Hamel basis and the ideas of Example 5.2, one can easily construct
a similar example when X =R and K =Q.
We investigate these monotonicity concepts in order to characterize all functional-
valued multifunctions that coincide with the K-subdifferential of some K-convex function.
We can also apply our results for the comparison of these properties.
It is worth observing that the values of a maximal cyclically monotone mapping are
closed with respect to the pointwise convergence.
Theorem 5.3. Suppose that Δ :D → P0(AK) is a K-maximal cyclically monotone map-
ping, x0 ∈ D, and, for every n ∈ N, An ∈ Δ(x0) such that, for each u ∈ X, the sequence
(An(u)) is convergent. For every u ∈ X, let A(u) = limn→∞ An(u). Then A ∈ Δ(x0).
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Let us define a mapping Φ :D → P0(AK) by Φ(x) = Δ(x) for all x ∈ D \ {x0} and
Φ(x0) = Δ(x0) ∪ {A}. We claim that Φ is cyclically monotone. Since Δ is cyclically
monotone, we have only to prove that
A(x1 − x0)+
k∑
j=1
Bj (xj+1 − xj ) 0 (15)
for every k ∈ N, xj ∈ D (j = 1, . . . , k, k + 1) with xk+1 = x0, and Bj ∈ Δ(xj ) (j =
1, . . . , k). Recalling again that Δ is cyclically monotone, we obtain
An(x1 − x0)+
k∑
j=1
Bj (xj+1 − xj ) 0 (16)
for every n ∈N. Letting n tend to infinity, inequality (16) implies inequality (15).
The K-maximality of Δ yields Δ = Φ , which completes the proof. 
We can also formulate the appropriate version of [7, Theorem A].
Theorem 5.4. If f :D →R is K-convex, then the mapping x → ∂Kf (x) (x ∈ D) is cycli-
cally monotone and maximal monotone.
Proof. Let n ∈ N, xj ∈ D, Aj ∈ ∂Kf (xj ) (j = 0,1, . . . , n), and xn+1 = x0. According to
the definition of ∂Kf (xj ), we have
Aj(xj+1 − xj ) f (xj+1)− f (xj ) (j = 0,1, . . . , n). (17)
Summing these inequalities up, one obtains inequality (14).
In order to prove the maximality of ∂Kf , let us assume that, on the contrary, there
exists a monotone mapping Φ :D →P0(A) such that ∂Kf (x) ⊂ Φ(x) for every x ∈ D and
Φ(x0) \ ∂Kf (x0) = ∅ for some x0 ∈ D. Let A0 ∈ Φ(x0) \ ∂Kf (x0). Then A0 /∈ δKf (x0),
hence there exists u ∈ X such that dKf (x0, u) < A0(u). Let ε = A0(u) − dKf (x0, u).
Since ε > 0, we may choose δ0 > 0 such that, for every r ∈ K ∩ ]0, δ0[, we have
f (x0 + ru)− f (x0)
r
< dKf (x0, u)+ ε4 .
Fix r1 ∈Q∩ ]0, δ02 [ and y = x0 + 2r1u. Hence, we get
f (y)− f (x0) < 2r1
(
dKf (x0, u)+ ε4
)
. (18)
Let x1 = x0 + r1u. Then, by Eq. (8), the inequality
f (x1)− f (x0) r1dKf (x0, u) (19)
is satisfied. Consider now an arbitrary A1 ∈ ∂Kf (x1). Applying inequalities (18) and (19),
we can calculate
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= (f (y)− f (x0))+ (f (x0)− f (x1))
< 2r1
(
dKf (x0, u)+ ε4
)
− r1dKf (x0, u)
= r1
(
dKf (x0, u)+ ε2
)
,
which yields
A1(u) < dKf (x0, u)+ ε2 .
Thus, we obtain
A0(x1 − x0)+A1(x0 − x1) = A0(r1u)+A1(−r1u) = r1
(
A0(u)−A1(u)
)
= r1
(
dKf (x0, u)+ ε −A1(u)
)
> r1
(
dKf (x0, u)+ ε − dKf (x0, u)− ε2
)
= r1ε
2
> 0
in contradiction with the assumption that Φ is monotone. 
The following statement is analogous to [6, Theorem 1].
Theorem 5.5. If Δ :D → P0(AK) is cyclically monotone, then there exists a K-convex
function f :D →R such that Δ(x) ⊂ ∂Kf (x) for every x ∈ D.
Proof. Let x0 ∈ D be fixed. For each x ∈ D, let S(x) denote the set of all finite sums of
the form
n−1∑
j=0
Aj(xj+1 − xj ),
where n ∈ N, xj ∈ D (j = 1, . . . , n) such that xn = x, and Aj ∈ Δ(xj ) (j = 0,1, . . . ,
n− 1). For any A ∈ Δ(x), the cyclical monotonicity of Δ yields
n−1∑
j=0
Aj(xj+1 − xj )+A(x0 − x) 0.
Thus −A(x0−x) = A(x−x0) is an upper bound of S(x). Hence, we may define f :D →R
by
f (x) = supS(x) (x ∈ D).
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there exist n ∈N, xj ∈ D (j = 1, . . . , n) with xn = x, and Aj ∈ Δ(xj ) (j = 0,1, . . . , n−1)
such that
n−1∑
j=0
Aj(xj+1 − xj ) > f (x)− ε. (20)
On the other hand, the definition of f (y) yields
f (y)
n−1∑
j=0
Aj(xj+1 − xj )+A(y − x). (21)
Inequalities (20) and (21) imply
f (y) > f (x)+A(y − x)− ε. (22)
Letting ε tend to 0, we get
f (y) f (x)+A(y − x). (23)
Hence, A ∈ ∂Kf (x). Therefore, Δ(x) ⊂ ∂Kf (x). In particular, ∂Kf (x) = ∅ for every
x ∈ D. Applying Proposition 4.5, we obtain that f is K-convex as well. 
Corollary 5.6. If Δ :D → P0(AK) is a K-maximal cyclically monotone mapping, then
there exists a K-convex function f :D →R such that Δ(x) = ∂Kf (x) for every x ∈ D.
The following statement allows us to omit the prefix “K-” from the notion of maximal
cyclically monotone mappings.
Corollary 5.7. If Δ :D → P0(AK) is a K-maximal cyclically monotone mapping, then Δ
is also maximal cyclically monotone.
Proof. Let us assume that Φ :D → P0(A) is cyclically monotone and Δ(x) ⊂ Φ(x) for
every x ∈ D. Then, by Theorem 5.5, there exists a Q-convex function f :D →R such that
Φ(x) ⊂ ∂Qf (x) for every x ∈ D. In particular, for each x ∈ D and A ∈ Δ(x), we have
A ∈AK and A ∈ ∂Qf (x), which, by Definition 3.1, yields A ∈ ∂Kf (x). Hence, we have
that ∂Kf (x) = ∅ for every x ∈ D. Thus, by Proposition 4.5, f is K-convex. Moreover, by
Remark 3.8 and Theorem 4.3, we also have ∂Qf (x) = δQf (x) = δKf (x) = ∂Kf (x) for
all x ∈ D. Consequently, Φ(x) ⊂AK for every x ∈ D. Due to the K-maximality of Δ, this
yields Φ = Δ. 
In what follows, we investigate the uniqueness of the function f in Corollary 5.6.
Theorem 5.8. Suppose that g,h :D → R are K-convex functions and ∂Kg(x) = ∂Kh(x)
for every x ∈ D. Then there exists a constant c ∈R such that
g(x) = h(x)+ c (24)
for all x ∈ D.
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monotone. Thus we may consider a fixed element x0 ∈ D and the function f introduced in
the proof of Theorem 5.5.
Let x ∈ D. For arbitrary n ∈ N, xj ∈ D (j = 1, . . . , n) such that xn = x, and Aj ∈
∂Kg(xj ) (j = 0,1, . . . , n− 1), we have
n−1∑
j=0
Aj(xj+1 − xj )
n−1∑
j=0
(
g(xj+1)− g(xj )
)= g(x)− g(x0).
Hence, the definition of f yields
f (x) g(x)− g(x0). (25)
In order to obtain a reversed inequality, let A ∈ ∂Kg(x), A0 ∈ ∂Kg(x0), and let n ∈N. For
k = 1,2, . . . , n− 1, let
xk = x0 + k
n
(x − x0) and Ak ∈ ∂Kg(xk).
For convenience, let also xn = x and An = A. Then, by definition, we have
g(x0)− g(x) = g(x0)− g(xn) =
n∑
k=1
(
g(xk−1)− g(xk)
)

n∑
k=1
Ak(xk−1 − xk) =
n∑
k=1
Ak
(
−1
n
(x − x0)
)
= −1
n
n∑
k=1
Ak(x − x0),
and thus
g(x)− g(x0) 1
n
n∑
k=1
Ak(x − x0)
= 1
n
n−1∑
k=0
Ak(x − x0)+ 1
n
(
An(x − x0)−A0(x − x0)
)
=
n−1∑
k=0
Ak(xk+1 − xk)+ 1
n
(
A(x − x0)−A0(x − x0)
)
 f (x)+ 1
n
(
A(x − x0)−A0(x − x0)
)
.
Letting n tend to infinity, we obtain
g(x)− g(x0) f (x). (26)
Hence, inequalities (25) and (26) yield
f (x) = g(x)− g(x0) (27)
for every x ∈ D.
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Thus, we have, for every x ∈ D,
f (x) = h(x)− h(x0) (28)
as well. Obviously, Eqs. (27) and (28) imply (24) with c = g(x0)− h(x0). 
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