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The present study examines image sharpening techniques quantitatively. 
A technique known as unsharp masking has been the preferred image sharpening 
technique for imaging professionals for many years. More recently, another professional-level 
sharpening solution has been introduced, namely, the high-pass filter technique of image 
sharpening. An extensive review of the literature revealed no purely quantitative studies that 
compared these techniques. The present research compares unsharp masking (USM) and high-
pass filter (HPF) sharpening using an image quality metric known as Visual Information Fidelity 
(VIF). Prior researchers have used VIF data in research aimed at improving the USM sharpening 
technique. The present study aims to add to this branch of the literature through the comparison 
of the USM and the HPF sharpening techniques. 
The objective of the present research is to determine which sharpening technique, USM 
or HPF, yields the highest VIF scores for two categories of images, macro images and 
architectural images. Each set of images was further analyzed to compare the VIF scores of 
subjects with high and low severity depth of field defects. Finally, the researcher proposed rules 
for choosing USM and HPF parameters that resulted in optimal VIF scores.  
For each category, the researcher captured 24 images (12 with high severity defects and 
12 with low severity defects). Each image was sharpened using an iterative process of choosing 
USM and HPF sharpening parameters, applying sharpening filters with the chosen parameters, 
and assessing the resulting images using the VIF metric. The process was repeated until the VIF 
scores could no longer be improved. 
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The highest USM and HPF VIF scores for each image were compared using a paired t-
test for statistical significance. The t-test results demonstrated that:  
• The USM VIF scores for macro images (M = 1.86, SD = 0.59) outperformed those for 
HPF (M = 1.34, SD = 0.18), a statistically significant mean increase of 0.52, t = 5.57 
(23), p = 0.0000115. Similar results were obtained for both the high severity and low 
severity subsets of macro images.  
• The USM VIF scores for architectural images (M = 1.40, SD = 0.24) outperformed 
those for HPF (M = 1.26, SD = 0.15), a statistically significant mean increase of 0.14, 
t = 5.21 (23), p = 0.0000276. Similar results were obtained for both the high severity 
and low severity subsets of architectural images. 
The researcher found that the optimal sharpening parameters for USM and HPF depend 
on the content of the image. The optimal choice of parameters for USM depends on whether the 
most important features are edges or objects. Specific rules for choosing USM parameters were 
developed for each class of images. HPF is simpler in the fact that it only uses one parameter, 
Radius. Specific rules for choosing the HPF Radius were also developed for each class of 
images. 
 Based on these results, the researcher concluded that USM outperformed HPF in 
sharpening macro and architectural images. The superior performance of USM could be due to 
the fact that it provides more parameters for users to control the sharpening process than HPF. 






Image sharpening is an essential step in professional-level image processing. It is usually 
the first (input) or the last (output) step in processing an image. This study focuses on the output 
sharpening results of Adobe Photoshop’s unsharp masking and high-pass filtering. Unsharp 
masking is a technique that dates back to the 1940s in the film-workflow days. It remained the 
preferred professional sharpening technique as workflows became more digitized: first, with 
electronic-dot generation proprietary scanners and systems prevalent in the 1980s and 1990s, and 
then moving to Adobe Photoshop, which is the dominant platform for image optimization in 
graphic workflows today. More recently, the high-pass filter was introduced and began to see use 
as an alternate professional sharpening technique to unsharp masking. 
Prior published work on sharpening includes references to the historical origins of the 
technique as well as information relevant for practitioners using sharpening as part of image 
retouching and optimization. One key takeaway from the practitioner literature is that optimized 
sharpening is both image and output dependent. The most favorable parameters for one image 
and output destination could result in objectionable results for another image or output method. 
Subjective analysis of sharpening has been investigated empirically by several studies, typically 
by using well-established psychophysical methodologies. Another category of empirical studies 
includes those that employ a purely quantitative approach. Such investigations require an image 
quality metric to quantify attributes such as sharpness. A metric known as “Visual Information 
Fidelity” (VIF) is one such metric. The present study proposes to add to this particular branch of 
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quantitative sharpening research by using VIF to compare unsharp Masking and the high-pass 
filter sharpening technique with Adobe Photoshop. 
As image dependence is a critical aspect of optimized sharpening, the present study is 
limited to architectural and macro images. These two categories are widely regarded as the types 
of images that can benefit from sharpening. Another key takeaway from the literature on image 
sharpening is the realization that too much sharpening can be as detrimental to image quality as 
insufficient sharpening. Further, previous researchers have pointed out that traditional unsharp 
masking often produces overshoot artifacts. Therefore, a wealth of the information published 
regarding unsharp masking has focused on strategies intended to improve the application of the 
technique. Few found studies examined the high-pass filter technique as applied to image 
sharpening, and fewer still examined the technique quantitatively. This study seeks to fill the gap 
in the literature and aims to provide useful information for potential future studies in this domain. 
Reasons for Interest in Study 
The researcher has a background in photography and the experience of working as a 
retoucher at an advertising agency. Therefore, the nature of this particular study is of immense 
interest to the researcher. The current study’s results will provide the researcher with a deeper 
understanding of how each different sharpening technique works on different classes of images. 









Sharpening is a critical step in image enhancement. The most popular sharpening 
technique is unsharp masking, which dates back to the early 1930s (Yule, 2000, p. 74). Currently, 
unsharp masking is implemented using digital tools, primarily the unsharp masking filter (USM). 
A frequently cited problem associated with using this filter is that it can produce an artifact 
known as the overshoot effect (Almeen, Muttar & Al-Badrani, 2019). Overshoot is an 
undesirable effect that makes sharpened edges appear with visible white halos around them 
(Almeen, Muttar & Al-Badrani, 2019). Improving the USM is a popular research topic (e.g., 
Almeen, Muttar & Al-Badrani, 2019; Kim & Allebach, 2005; and Kotkar & Gharde, 2013). This 
research compares the performance of Adobe’s high-pass filters to Adobe’s USM using 
Photoshop. To conduct this research, a means of comparing these results is required. 
Quality Assessment Metrics 
Prior research in the area of image sharpening used quantitative metrics to assess image 
quality. For example, Almeen, Muttar, and Al-Badrani (2019) used structural similarity index 
(SSIM) and visual information fidelity (VIF) metrics to compare the results of using their 
amended unsharp mask versus the original unsharp mask to sharpen test images. Kim and 
Allebach (2005) assessed the performance of their optimal unsharp mask filter by using the 
optimal gain metric. Kotkar and Gharde (2013) used a variety of metrics for image quality 
assessment, including absolute mean brightness error, discrete entropy, peak signal-to-noise ratio, 
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and Brenner’s measure to evaluate the performance of their proposed filter. Since prior 
researchers used quantitative metrics to assess the performance of alternative sharpening filters, 
the researcher determined that a quantitative metric would be needed for this research. Therefore, 
the researcher evaluated alternative image quality metrics to select a metric best suited to the 
research objective. 
Initially, image quality was assessed by identifying differences between reference images 
and test images created by applying distortions to the original reference images. Two pioneering 
metrics used to accomplish this objective were the mean squared error (MSE) and the peak 
signal-to-noise ratio (PSNR). These metrics were selected because they were simple to calculate 
and frequently used to quantify differences between physical objects (Wang, Bovik, Sheikh & 
Simoncelli, 2004). Unfortunately, these metrics exhibited a sub-optimal correlation with human 
judgments of image quality (Sheikh & Bovik, 2006). For example, two images with equal MSEs 
can have very different levels of image quality when assessed by human observers. To remedy 
this problem, Wang et al. (2004) developed an image quality assessment metric that assumes that 
the human visual system (HVS) is more sensitive to structural information than luminance and 
contrast. This metric, the structural similarity index (SSIM), was highly successful in assessing 
the quality of compressed images. For these images, SSIM exhibited a greatly improved 
correlation with human judgments of image quality (Wang et al., 2004). Unfortunately, SSIM 
had two limitations. First, the metric assumed that reference images have perfect image quality, 
so test images always exhibit lower SSIM values than reference images, although some 
distortions (e.g., image sharpening) improve image quality when judged by human observers. 
Second, while SSIM greatly improved correlation with human judgment for compressed images, 
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it performed less effectively when assessing the quality of blurred images (Sheikh & Bovik, 
2006). To overcome these limitations, Sheikh and Bovik (2006) developed the visual information 
fidelity (VIF) metric. This metric defined visual information as the information shared between 
the input and output of the HVS channel (Sheikh & Bovik, 2006). Tests of this metric 
demonstrated that it performed much better in assessing the quality of blurred images (Sheikh & 
Bovik, 2006). In addition, VIF can assess both degradations and enhancements of image quality 
(Sheikh & Bovik, 2006). Thus, the researcher chose this metric for use in the present research. 
Visual Information Fidelity Metric 
This section begins with the definition of visual information, followed by a discussion of 
the fundamental assumptions that underlie the mathematical models used to calculate the VIF 
metric. This is followed by a discussion of how image degradation is modeled. Next, VIF is 
defined. Finally, the section concludes with an explanation of how the metric was tested to assess 
its agreement with human judgment of image quality. 
Visual Information 
Visual information is the mutual information between the input and output of the HVS 
when acquiring an image (Sheikh & Bovik, 2006). To explain this concept, Sheikh and Bovik 





Figure 1. Schematic showing the relationship between source and output information. This figure 
shows the relationship between the information contained in a source image “C” and the 
information available to the brain after processing by the human visual system “E.” Signal “D” 
represents the information from “C” after it has gone through a distortion channel, and signal “F” 
is the information from “D” after processing through the human visual system. Visual 
information is defined as the mutual information between the natural image source and the 
information available to the brain after processing by the human visual system. The mutual 
information between “C” and “E” represents the information that the brain could ideally extract 
from the source image. Adapted from “Image information and visual quality,” by Sheikh, H. R., 
& Bovik, A. C., 2006, IEEE Transactions on Image Processing, 15(2), 430-444. 
doi:10.1109/TIP.2005.859378  
The input “C” is the information contained in the source image. “C” is modeled as a Random 
Field (Sheikh & Bovik, 2006). The HVS is imperfect and cannot capture all of the information 
contained in the source. The human visual system has physiological limits (e.g., limited visual 
acuity), which have inspired many inventions to aid the eyes (e.g., binoculars, glasses, night 
vision systems). These physiological limits result in the loss of information and the addition of 
noise due to eye fatigue. The output signal “E” represents the information available to the brain 
after processing by the human visual system (Sheikh & Bovik, 2006).  Visual information is 
defined as the mutual information between the source image and the output of the human visual 
system. The mutual information between “C” and “E” represents the information that the brain 
could ideally extract from the source image (Sheikh & Bovik, 2006). 
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 In Figure 1, the lower path represents the information flow that results in the visual 
information for the test image. In this path, source information “C” is processed by a distortion 
channel (e.g., a source of visual interference or image sharpening). This channel represents a 
distortion that is applied to the source of visual information. The distortion could be a synthetic 
filter (e.g., sharpening or white noise), or a natural filter (e.g., fog or dust). The information after 
distortion, “D,” is then processed through the human visual system and results in signal “F” 
(Sheikh & Bovik, 2006). The mutual information between “C” and “F” represents the 
information that the brain could ideally extract from the distorted image (Sheikh & Bovik, 2006). 
Fundamental Assumptions 
It is necessary to give visual information a quantitative meaning to make the concept a 
useful component of a quality assessment metric. This section reviews the fundamental 
mathematical assumptions underlying the quantification of visual information.  
The first fundamental assumption concerns the source image “C.” This image is modeled 
as the product of a Scalar Random Field and a Gaussian Vector Random Field with a mean equal 
to zero. This model captures the fact that the source signal associated with a natural scene has an 
underlying structure but is constantly changing due to factors such as variations in lighting (e.g., 
passing clouds, shadows). The underlying structure of the image is represented by a scalar 
random field (Sheikh & Bovik, 2006). A simple way to understand this is to picture a scene with 
a brick wall illuminated by natural lighting. The structure, the brick wall, is represented by a 
scalar random field. Natural lighting, on the other hand, imposes variations on the underlying 
structure. These variations are modeled by a Gaussian vector random field with a mean equal to 
zero (Sheikh & Bovik, 2006). Lighting is a vector random field because it has both magnitude 
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and direction (e.g., luminance and hue). The fact that it is Gaussian means that small changes in 
luminance and hue are more likely than big changes. Finally, the assumption that the mean of the 
distribution is zero implies that positive changes in luminance and hue are counter-balanced by 
negative changes. Variations in a natural scene are assumed to conform to Natural Scene 
Statistics as defined by prior researchers. These variations are modeled as a Gaussian Scalar 
Mixture (Sheikh & Bovik, 2006). A Gaussian scalar mixture results from adding multiple normal 
distributions with identical means and different standard deviations. 
The second assumption concerns the human visual system. The degradation of 
information due to the physiological limits of the HVS is modeled as a distortion channel that 
imposes limits on the amount of information that can flow through the system itself. The model 
treats these limitations as stationary white noise. In the model, white noise is added to the source 
signal and results in the signal “E” (Sheikh & Bovik, 2006). 
Modeling Image Degradation 
In the real world, captured images frequently suffer various forms of degradation (e.g., 
wrong focus, dirty lens, compression issue, etc.). Instead of attempting to duplicate the artifacts 
found in a degraded image, the model attempts to match the degree of perceptual annoyance that 
these artifacts introduce (Sheikh & Bovik, 2006). To accomplish this goal, the model introduces 
a distortion channel consisting of two Random Fields–one modeling white noise in isolation and 
another modeling the product of deterministic blur interacting with white noise (Sheikh & Bovik, 
2006). The information flowing through this channel is denoted by “D” in Figure 1. Signal “D” 
is then processed by the HVS and results in signal “F.” Finally, the visual information available 
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to the observers after distortion is the mutual information between “C” and “F” (Sheikh & Bovik, 
2006). 
 
Visual Information Fidelity Quality Assessment Metric 
The Visual Information Fidelity (VIF) metric is defined as the ratio of the amount of 
visual information extracted from the distorted signal to the amount of visual information 
extracted from the source image (Sheikh & Bovik, 2006). Referring to Figure 1, VIF is the ratio 
of the mutual information between signals “C” and “F” and the mutual information between 
signals “C” and “E.” The mutual information between “C” and “E” is the information that the 
brain could ideally extract from the source image, whereas the mutual information between “C” 
and “F” represents the information that the brain could ideally extract from the source image 
after it has been through a distortion channel (Sheikh & Bovik, 2006). This leads to a unique and 
valuable property of the VIF metric: for certain forms of distortion (e.g., sharpening) that 
enhance (versus degrade) the image, the VIF quality assessment metric can yield a number 
greater than one. This solves a problem, namely, the fact that previous metrics could only detect 
degradations (the source image was always assumed to have perfect quality). As a result, 
previous metrics consistently rated distorted images as less than perfect (less than one) even if 
the distortion enhanced the quality of the image.  
Validation 
The original investigators conducted a psychophysical experiment to validate the VIF 
metric. A database of twenty-nine original images (high-resolution, 24-bits/pixel RGB color 
images) was created. The investigators chose five common distortion types for their experiment: 
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JPEG 2000, JPEG, white noise, Gaussian blur, and fast-fading Rayleigh (FF) channel. Each of 
these distortion types was applied to the original images at different levels of severity. The 
perceptual quality of the resulting images roughly covered the entire quality range for each 
distortion type (Sheikh & Bovik, 2006). Panels of human observers (typically 20 to 25 observers 
per panel) were asked to rate each image on a continuous linear scale that was divided into five 
regions marked with the adjectives: “Bad,” “Poor,” “Fair,” “Good,” and “Excellent.” (Sheikh & 
Bovik, 2006). Different panels of observers evaluated a total of 982 images using the same 
equipment and viewing conditions in seven experiments (Sheikh & Bovik, 2006). These 
experiments resulted in a difference mean opinion score (DMOS) for each distorted image 
(Sheikh & Bovik, 2006).  
The investigators validated the VIF metric by comparing its performance to the result of 
the psychophysical experiment. To perform the comparison, VIF scores were plotted against 
DMOS scores for each of the 982 images. The root mean squared error (RMSE) statistics were 
used to assess the agreement between the results of the psychophysical experiment and the rating 
assigned by the VIF metric. When VIF RMSE statistics were compared to similar statistics for 
three other well-known quality assessment metrics: PSNR, SSIM, and Sarnoff JND-Metrix, VIF 
matched the best performance for compression and white noise while beating the other metrics 
for blurred images by a sizable margin (Sheikh & Bovik, 2006). Table 1 summarizes the result of 
the validation experiment. 
 11 
 
Table 1. RMSE performance of the quality assessment methods on individual distortion types. 
RMSE performance on specific distortions. 
Distortion PSNR Sarnoff MSSIM VIF 
JPEG2000 7.187 5.028 4.693 4.745 
JPEG 8.173 5.451 5.511 5.309 
White noise 2.588 3.967 2.709 2.494 
Gaussian blur 9.774 5.104 5.159 3.399 
FF 7.517 6.713 6.990 3.921 
Note: Adapted from “Image information and visual quality,” by Sheikh, H. R., & Bovik, A. C., 
2006, IEEE Transactions on Image Processing, 15(2), 430-444. doi:10.1109/TIP.2005.859378 
Since its introduction in 2006, the VIF metric has been widely adopted by researchers 
with a need to assess image quality (Almeen, Muttar & Al-Badrani, 2019). A comprehensive 






In order to comprehensively review the literature relevant to image sharpening, 
discussions begin with those works that best define the terms and the history of the technique 
from the early days of unsharp masking to more current high-pass filter methods. In addition, 
published information relevant to practitioners in modern workflows are germane to the practical 
implications of the present study and are therefore reviewed here. Finally, academic research that 
examines image sharpening from both a psychophysical perspective and a purely quantitative 
approach are examined. 
Sharpness Definition and History 
According to Ray (1994), sharpness is defined as the “perceived quality of an image that 
is associated with the abruptness of change of tone at the edge of an object or tonal area” (p. 
408). This means that the sharpness of an edge is dependent on how quickly the tonal value 
changes. A sharp edge theoretically would have an instant tonal value change. The more gradual 
the change, the less sharp the edge would be. 
The impetus of imaging sharpening can be traced to analog workflows using reproduction 
cameras and film. Sharpness on photographic film is commonly measured with acutance. 


















where: N = the number of segments that divide the horizontal axis 
 ∆𝑋𝑋 = the width of each segment on the horizontal axis 
 ∆𝐷𝐷 = the change in density associated with a given ∆𝑋𝑋 
 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚 = the maximum density value 
 𝐷𝐷𝑚𝑚𝑖𝑖𝑚𝑚 = the minimum density value 
Williams (1990) states that acutance is the product of edge contrast. The edge gradient is 
calculated by measuring the average change in density at a particular distance from the edge, 
represented by the equation ∆𝐷𝐷𝑖𝑖
∆𝑋𝑋𝑖𝑖
 (p. 14, Williams, 1990). This method of measuring and 
calculating sharpness takes significant time and requires the use of a microdensitometer 
(Williams, 1990). 
Unsharp Masking 
Among the earliest references to image sharpening are the development of the unsharp 
masking technique, which dates from the 1930s. It is important to recognize that color 
reproduction workflows for high volume printing at that time were dependent upon film 
intermediates, which were exposed optically and subsequently chemically processed. These 
intermediate films were then used to produce the image master, typically an anodized aluminum 
plate for offset lithography, that were then mounted on the printing press to produce the 
reproductions. 
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It is especially interesting to note that the terminology from this time is still used today 
where workflows do not typically utilize intermediate films: in offset lithographic printing, the 
plates are most frequently imaged by a laser platesetter using direct-to-plate technology. 
However, masking is a term that is still utilized in image retouching and optimization using 
image editing software such as Photoshop: this is one such example of a widely-used term that 
dates to the days of using intermediate films in graphic production workflows. 
In a recollection of the early days of sharpening, Hunt (2000) cites Yule’s methods: “Yule 
suggested that the masks should be deliberately made unsharp by printing them with a thin 
spacer between the transparency and the mask materials” (p. 247). It is said that this method 
helps to improve the reproduction of fine detail. The technique works on the basis that fine detail 
is not resolved by the unsharp mask. This is because it reduces only the contrast of large areas 
when bound up with the original transparency (Hunt, 2000). 
In current digital workflows, unsharp masking is computed using a kernel, which is a 
mask that modifies each pixel in an image based on that pixel’s neighbors (p. 60, Valentine, 
2017). A kernel is a characteristic of spatial filtering in image processing (p. 39, Chaki, 
Jyotismita, and Nilanjan Dey, 2018). Spatial filtering is a neighboring procedure where the value 
of an output pixel is calculated by applying an algorithm to the values of its neighboring pixels 
(p. 39, Chaki et al., 2018). Valentine (2017) writes an example of a kernel computation in which 
a pixel is being adjusted using a 3 x 3 kernel (eight neighboring pixels surrounding the pixel 
being adjusted, nine pixels in total, values of each original pixels can range from 0 to 255) (p. 
60). The kernel with adjustment values is placed on top of the nine pixels like a mask. Each of 
the nine-pixel values is then multiplied by the corresponding values in the kernel. The sum of 
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these multiplications is the new pixel value in the center of the 3 x 3 grid (Valentine, 2017). The 
kernel is moved throughout the image one pixel by one pixel and calculated using the original 
value in that location until it has processed the entire image (p. 60, Valentine, 2017). Sharpening 
is an edge procedure, but the kernel does not inherently recognize where the edges are. Rather, it 
only knows that there are differences between pixels. It is important to know that a kernel only 
makes sense when applied to a region of an image, not just a single pixel (p. 60, Valentine, 
2017). 
Adobe Photoshop’s USM filter has three slide bars which users can use to control the 
Amount, Radius, and Threshold of the filter. Amount is the strength values of the multiplier in 
the kernel (p. 61, Valentine, 2017). It is important to keep in mind that sharpness is the 
abruptness of change in the tonal or edge areas (Ray, 1994). The Amount slider represents the 
“abruptness” in this context. The sharpening filter has does not affect image brightness or color 
because all the values in the kernel are being adjusted at once (p. 61, Valentine, 2017). The 
Radius slider changes the size of the kernel. Therefore, it changes the number of pixels included 
in the calculation. Increasing the Radius can risk generating the overshoot artifacts (halos) in 
exchange for a smoother sharpening effect (p. 61, Valentine, 2017). 
The high-pass filter technique as an alternative to unsharp masking is discussed in the 
following section. 
High-pass Filter 
USM had been the dominant professional sharpening method for over sixty years in both 
film and digital workflows. The high-pass filter method of sharpening began to see more 
widespread use in the 2010s. Foundational information is required to understand how the high-
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pass filter operates. One such foundation is the theory that underlies frequency filters. There are 
two main types of filtering in image processing: spatial filtering (which operates in the spatial 
domain) and frequency filtering (which operates in the frequency domain) (p. 39, Chaki et al., 
2018). “Frequency filters are used to process an image in the frequency domain” (p. 43, Chaki et 
al., 2018). The development of the frequency domain originated from communication 
engineering, one of the earliest references is from 1953 by L. A. Zadeh in his article “Theory of 
Filtering,” which was published in the Journal of the Society for Industrial and Applied 
Mathematics. Any image in the spatial domain can be converted to the frequency domain by 
using a Fourier transform function, which contains a sum or integral of sine waves of different 
frequencies (Chaki et al., 2018). An inverse Fourier transform function is used to retransform the 
image into the spatial domain after frequency domain processing (p. 43, Chaki et al., 2018). All 
frequency filters can be implemented in the spatial domain without excessive computational cost, 
and “all spatial domain images have an equivalent frequency representation” (p. 44, Chaki et al., 
2018). It was also mentioned by Chaki et al. (2018) that frequency filtering is more effective in 
the case that no direct kernel can be created in the spatial domain (p. 44).  
Pixel values that change rapidly across the image, such as texture and line, are presented 
as high frequencies. Further, the smooth areas of the image are presented as low frequencies 
(Chaki et al., 2018). This is why an image is smoother when the high frequencies are reduced, 
and sharper when low frequencies are reduced (Chaki et al., 2018). A high-pass filter suppresses 
low frequencies and allowing high frequencies to pass using a cutoff frequency. Therefore, high-
pass filters are generally used to sharpen and highlight the edges and fine details in an image 
(Chaki et al., 2018). A low-pass filter does the opposite of a high-pass filter, and therefore it is 
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often used to blur or smoothen an image. High-pass filters can be represented by one minus a 
corresponding low-pass filter (Chaki et al., 2018). One represents the set of all frequencies in the 
image.  
Having discussed the history and terminology of sharpening and details relevant to the 
unsharp and high-pass filter techniques, the review now turns to a discussion of published works 
relevant to practitioners of image retouching in general and image sharpening in particular. 
Image Sharpening Application and Practitioner Information 
Image sharpening is widely used, and modern image editing software products present 
practitioners with several options for the sharpening of different types of images. As such, books 
and other publications have provided information on how users can best optimize the relevant 
techniques for sharpening. A review of some of the most current work in this area is provided to 
illustrate the importance of sharpening to image processing.  
Image Sharpening Application 
Image sharpening is often thought of as a way of processing and improving the quality of 
general media images. However, the researcher found that image sharpening, in particular, the 
unsharp masking technique, is also commonly used in medical and forensic imaging.  
Bhateja (2018) made a comparative evaluation of different unsharp masking approaches 
for enhancing and detecting mammographic masses. The author stated that the mammogram 
enhancement approach improvement in contrast and sharpness of the tumor region is critical in 
computer-aided breast cancer detection and diagnosis techniques (Bhateja, 2018). The results of 
the study showed that overall, the USM based enhancement model helped to make it easier to 
process mammographic images because of the better perception its results provide. Although, it 
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was also mentioned that this technique over-enhanced the edges in the region of interest, which 
results in the overshoot artifact. The overshoot artifact will prevent edge segmentation and 
feature extraction in later stages (Bhateja, 2018). The author concluded that in combining 
unsharp masking approaches with non-linear filtering, a good contrast improvement of the region 
of interest is seen along with edge sharpening. One noted concern, however, was that edge 
sharpening comes with the inevitable overshoot artifacts (Bhateja, 2018).  
Another application that was described by Cao, Zhao, Ni, and Kot (2011) addressed the 
detection of USM using an overshoot artifacts analysis. The age of advanced digital technology 
has nearly normalized image manipulation. The amount of news and information that are 
distributed digitally raised a concern in the claimed authenticity and history of digital images 
(Cao et al., 2011). The researchers stated that the detection of image sharpening is forensically 
significant even though it does not alter the content of the image. The detection of image 
sharpening can serve as a warning sign for possible image manipulation because it is often used 
as the last step to hide possible forgery (Cao et al., 2011). In order to detect the application of the 
USM technique, the authors proposed the technique of measuring the overshoot artifacts, which 
has proved itself to be inevitable in this particular technique (Cao et al., 2011).  
Other writers reviewed and commented upon unsharp masking, as cited in the subsequent 
section. 
Practitioner Information 
The popularity of Adobe Photoshop’s USM has inspired many reviews, tips, tricks, and 
tutorials throughout the years. Margulis (1998) wrote an article in GATFWORLD on how to use 
unsharp masking appropriately for printing production. A particular relevant comment here is: 
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“there is no such thing as an image that is too much in focus. The idea of sharpening is to do as 
much of it as possible without being detected” (p. 22, Margulis, 1998). Margulis (1998) further 
suggested various tips and tricks in order for practitioners to sharpen images using USM 
successfully. According to the article, Photoshop starts to ignore variations between areas of 
similar dark values and focuses on details as the Threshold slider increases (Margulis, 1998). The 
author stated that a high Threshold setting could help to avoid sharpening an element of noise. 
However, the author warned that this technique would not work on faces where accentuating 
detail needs to be avoided (Margulis, 1998). Further, Margulis (1998) mentioned that the Radius 
is the most important setting, although it needs to be used in harmony along with the Amount 
setting. If either Radius or Amount is too high, the sharpening will be detected or less effective 
even if one of the settings is correct (Margulis, 1998). Margulis also advised against using a big 
Radius when sharpening images with subtle detail.  
Akin to Margulis’ article in a more recent publication, articles written by Evening (2017) 
published in KelbyOne provided details on how to effectively use both USM and the high-pass 
filter technique in Adobe Photoshop. A high-pass filter is suggested to be used when the focus in 
a critical region fell off to create halos, which will build up the edge contrast (p. 68, Evening, 
2017). Evening (2017) mentioned that sharpening is often the first or the last step in image 
processing: this is especially important if the output is print. The primary reasons given are: 1) 
the way the ink diffuses on paper loses the edge detail and, 2) converting pixels to CMYK 
printing plates will also soften the image (p. 68, Evening, 2017). Evening (2017) gave a specific 
set of unsharp masking settings that are often used in Adobe Photoshop, which are Amount 100 
to 175 with a Radius of 0.5 to 1.0, and a Threshold value of 0. Margulis (1998) and Evening 
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(2017) both agreed that how the image looks onscreen does not accurately reflect how it will 
result in the printed output. Most often, the correct amount of output for printing will make the 
image look objectionable onscreen (Evening, 2017).  
Resizing images is another concern when optimizing sharpening. Evening (2017) also 
mentioned that sharpness could be lost whenever the image is downsized for screen output. This 
is because the Photoshop algorithm has to recalculate the pixels at a lower output resolution 
resulting in edges being blurred or disappearing completely (Evening, 2017). Similarly, for 
screen output, Evening (2017) suggested unsharp masking settings to use for screen output. In 
such settings, the Amount is set to low from 25 to 50 with a Radius of 0.3 to 0.5. Contrary to 
preparing for print output where sharpening cannot be judged by the image onscreen, screen 
output can be judged by looking at the display (Evening, 2017). It is recognized that both output 
and resizing are important concerns for optimal sharpening. 
As illustrated in practitioner articles by Margulis (1998) through Evening (2017), it is 
apparent that in this nearly 20-year span, concerns regarding sharpening with Photoshop remain. 
Unsurprisingly, that newer articles reference the more recent high-pass filter technique, while in 
the late-1990s, USM was the only professional technique recognized. Optimizing sharpening as 
part of an image quality workflow regardless of technique employed is still a viable topic for 
professionals. The review now examines empirical studies that included sharpening as an 
independent variable. 
Previous Studies 
There are essentially two overall categories of previous empirical work that evaluated 




Among the found research that utilized psychophysical studies, a popular framework 
utilized was the Image Quality Circle (IQC) (Engeldrum, 2004), while others employed other 
theories to frame their examination of sharpness and other image attributes. 
The Image Quality Circle. A breadth of psychophysical studies has examined sharpening via a 
theory that purports to examine overall image quality. According to a comprehensive 
examination of the literature, one of the most popular of such theories is IQC, as developed by 
Engeldrum (2004).  
To construct a unified framework for image quality, Engeldrum (2004) published IQC as 
a refinement of his 1988 work described as the “Four Way Approach.” Engeldrum states: “The 
Image Quality Circle (IQC) is a robust framework, or formulation, which organizes the 
multiplicity of ideas that constitute image quality. It also serves as a process model that can 
simplify and focus research…” (p. 447, Engeldrum, 2004). 
A key component of IQC is viewer perceptions, which are termed customer perceptions 
by Engeldrum. These are the “…perceptual attributes, mostly visual, that form the basis of the 
quality preference or judgment by the customer” (p. 450, Engeldrum, 2004). These perceptual 
attributes are famously described by Engeldrum as “nesses” because these visual attributes end 
with the suffix “ness.” Examples include colorfulness, lightness, brightness, and especially 
germane to the presently proposed study, sharpness (Engeldrum, 2004). 
 In a 2019 study of the effect of fabric structure and finishing on perceived image quality, 
Sharma examined observer preference for digitally-printed textile substrates. Using Engeldrum’s 
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IQC as a framework for the study, the researcher examined substrates with various textures and 
sheens. Specifically, participants were asked which texture and sheen were preferred for image 
sharpness, among other “nesses” advanced by Engeldrum. With thirty observers participating in 
the study, image sharpness was selected by 42% of the respondents as the most influential 
attribute for overall image quality, followed by 26% who chose contrast, 22% colorfulness, 7% 
lightness, and 3% image artifacts (Sharma, 2019). 
Further, Sharma concluded that the low-texture, low-sheen fabric was the most preferred 
for image sharpness. Not surprisingly, this substrate was the most preferred overall, with 
sharpness cited as the most influential of the attributes examined.   
Similarly, Oney (2013) investigated high-dynamic range photography as viewed on 
monitor displays versus inkjet prints. In particular, she concluded that attributes of sharpness, 
naturalness, contrast, and highlights had a strong influence on participants’ media display 
preference. Oney (2013) used Cramer’s V Strength of Association to rank the attributes from the 
most influential to the least influential. The findings stated that 90.6% of responses indicated that 
sharpness influenced their selection with media preference. In the study, respondents that 
expressed a preference for inkjet prints, sharpness, color, and highlights were the most frequently 
cited (Oney, 2013). More than 75 percent chose sharpness as an attribute with a strong influence 
on printed production, while 10% said that sharpness had little influence, and 15% did not think 
sharpness had any influence.  
Further, in an examination of overall image quality, Oney (2013) asked the participants to 
indicate which attribute(s) they felt influenced them the most on their overall perception of 
image quality during image comparisons. Here, sharpness was cited by over 21% and ranked 
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second after color at 25.6%. When investigating monitor displays, Oney (2013) found that 
sharpness had the largest influence. Oney’s conclusions cited that this attribute made the images 
appear more accurate and realistic. 
Gamm (2011) took a novel approach to utilize Engeldrum’s IQC as a foundation for 
creating a more comprehensive model in a specific context, namely, to investigate factors 
influencing paper selection for books that reproduce fine art. In this case, the researcher sought 
to combine qualitative metrics with observer preference to build an expanded model that could 
be used in paper selection for digital presses reproducing fine art images. While the researcher 
used several quantitative metrics concerning paper attributes, in terms of a quantitative 
evaluation sharpness, Gamm (2011) utilized a QEA target and IAS Lab software to analyze line 
quality, raggedness, and blurriness: factors which are akin to sharpness. In his expanded model, 
these attributes were fit into the construct of physical image parameters, which also included 
coolness, roughness, gloss, and mottle. As such, these were included in the model advanced by 
the researcher for paper selection in this context. The model was developed using 116 observers 
in a psychophysical experiment (Gamm, 2011).  
Another stage in Gamm’s 2011 research involved a lexical analysis of open-ended 
responses from the research subjects. Here, the unsolicited term “sharpness” was included in an 
attribute termed “detail” with respect to the subjects’ color rendering decision (Gamm, 2011, p. 
136). Further, in soliciting factors that describe surface image quality, Gamm’s study reports that 
five percent of respondents cited sharpness and less than two percent cited blurriness with 
respect to surface quality (p. 137). In terms of color rendering quality, four percent mentioned 
sharpness (p. 138), and when asked about surface appearance quality, fewer than three percent 
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cited sharpness (p. 139). While the responses mentioning sharpness and blurriness may appear 
low, it is important to recognize that they are within the specific condition of fine art 
reproduction. Further, these comments were unsolicited: many observers likely factored 
sharpness within a larger construct. 
In concluding that there are “many confounding factors in paper selection” (p. 141) 
within the context of choosing substrates for fine art reproduction using digital presses, Gamm 
(2011) nonetheless incorporated sharpness as a relevant factor within his recommended model. 
Quantitative Studies 
Previous researchers also investigated sharpness in a purely quantitative manner to 
improve sharpening. Found studies here sought to improve the performance of sharpening 
techniques with modifications of unsharp masking. 
In a 2019 study, Al-Ameen, Muttar, and Al-Badrani sought to improve on traditionally 
utilized USM with an amended USM filter. The researchers cited an “overshoot” effect that was 
frequently introduced by an unmodified USM technique, resulting in “halos,” described by the 
researchers as “visible white shades” around recovered edges (p. 1). The goal of the study was to 
amend unsharp masking to minimize this “overshoot” effect. Al-Ameen et al. (2019) substituted 
the traditional Gaussian low-pass filter with a modified Butterworth1 filter. 
 
1 While a detailed analysis of Gaussian and Butterworth filtering is beyond the scope of the present review, in a 2009 study Yusoff & Zakaria provide a concise overview of the 
two types of filters: “In principle, (a) filter is a mathematical function that is applied to pixels in an image. The goal of filtering is to eliminate as much noise as possible and retain 
as much signal as possible. This includes smoothing, edge enhancement, and resolution recovery. Most of filters are characterized by cut off frequency and order 
parameters…Some filters, such as Butterworth and Gaussian are defined by a second parameter, the order of the filter. This parameter turns the filter by changing the slope of the 
filter function and allows the user to optimize the trade-off smoothness-sharpness of the image” (p. 173). Gaussian and Butterworth filters, therefore, are differentiated by the 
controls that they provide to practitioners in their application. 
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To test their proposed technique, Al-Ameen et al. (2019) utilized both real and 
synthetically-blurred images and evaluated sharpening with structural similarity and visual 
information fidelity in the pixel domain. The researchers report that their amended method is 
promising when images are compared to established sharpening methods using the structural 
similarity index metric and the visual information fidelity.  
Regarding the structural similarity metric, the amended filter outperformed the 
generalized unsharp masking (GUSM) and Laplacian (LF) techniques, and to a lesser extent, the 
traditional unsharp masking (TUSM) method. Turning to the visual information fidelity in the 
pixel domain (VIFP) metric, the amended filter outperformed the TSUM and LF methods, 
however, it was slightly less effective than the GUSM metric (Al-Ameen et al., 2019). 
Each of the found studies examined sharpening as part of an overall strategy to enhance 
image quality. In each case, the researchers concluded that their proposed modifications 
represented an improvement over the established unsharp masking technique. 
Kotkar and Gharde examined global image enhancement (2013) and validated their 
results subjectively and quantitatively. Image sharpening, which they termed a local 
enhancement, was an important component of their analysis. A goal of this research was the 
development of a hybrid method that can be used to enhance the contrast of an image while 
preserving brightness simultaneously by combining both global and local enhancement. The 
researchers proposed two image enhancement techniques: local feature enhancement and 
bidirectional smooth histogram stretching (BSHS). The results from these techniques are then 
merged in two ways. The first merging technique combined local feature enhancement with 
BSHS to obtain a weighted local and BSHS, abbreviated as WLBDSH. The second method 
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performed the BSHS on the result from the local feature enhancement in order to get what was 
defined as local and then bidirectional smooth histogram stretching (LBDSH) (Kotkar & Gharde, 
2013).  
The subjective analysis of Kotkar and Gharde (2013) indicated that the proposed methods 
LBDSH and WLBDSH performed better than the three established methods, namely adjustable 
weighting image contrast enhancement (AWICE), adaptive gamma correction and cumulative 
intensity distribution (AGCCID), and virtual histogram approach (VHA). The AWICE and VHA 
approaches were reported to increase the contrast of the image without preserving its natural 
appearance and detail. Furthermore, the AGCCID method resulted in over-exposed images. The 
researchers’ two proposed techniques were able to enhance the contrast while preserving the 
natural look of the image with the local details clearly enhanced, as well (Kotkar & Gharde, 
2013).  
To objectively test the proposed methods, the researchers examined the parameters of 
various established methodologies for the evaluation of the resultant enhanced images. The 
metrics that Kotkar and Gharde (2013) used were absolute mean brightness error, discrete 
entropy, peak signal-to-noise ratio, a measure of enhancement, and Brenner’s measure. Absolute 
mean brightness error is the measure of the absolute mean difference between input and output 
image brightness, which means the lower the absolute mean brightness error value, the better the 
brightness was preserved. The next metric is discrete entropy, with a higher value indicating that 
the image exhibits rich details. To measure image quality as a whole, Kotkar and Gharde (2013) 
used peak signal-to-noise ratio in which a higher value means a greater image quality. The 
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measure of enhancement quantifies the approximation of the average contrast in the image, and a 
higher value represents well-enhanced local details in the image (Kotkar & Gharde, 2013).  
The researchers report that the absolute mean brightness error values of their proposed 
WLBDSH (0.056) and LBDSH (0.3139) methods were low compared to other established 
methods: for absolute mean brightness error, lower values indicate that brightness was better 
preserved. Discrete entropy, which is used to measure the content of an image, where the higher 
the value of this metric is interpreted as an indication of the richness of the details of the image, 
was reported as 7.5174 for WLBDSH and 7.341 for LBDSH, which were higher than other 
global image enhancement techniques. In examining peak signal-to-noise ratio, where a higher 
value is an indication of greater image quality, the researchers report that both WLBDSH 
(24.6698) and LBDSH (19.5656) were also higher than the unmodified metrics. In the case of 
measure of enhancement, “an approximation of the averaged contrast in the image” (p. 269), 
Kotkar and Gharde (2013) report WLBDSH values of 43.9301 and LBDSH of 84.3178, which 
were higher than the other methods analyzed, suggesting that local details are better enhanced. 
Finally, and most relevant to the presently proposed study, the researchers examined Brenner’s 
measure, which assesses sharpness. Here, higher values indicate increased sharpness, and the 
resultant 1482.5 for WLBDSH and 2256.6 for LBDSH also exceeded other methods. The 
researchers concluded that their suggested methods enhance image quality with improved 
dynamic range and more sharpness. 
Another study by Kim and Allebach in 2005 explored an adaptive unsharp masking filter 
to restore noisy blurred images. The researchers chose USM because it is computationally 
inexpensive and implemented as a spatial-domain convolution. The researchers aimed to 
 28 
improve the conventional USM filter is because it often amplifies noise in smooth areas, and its 
fixed sharpening strength frequently prevents itself from sharpening all the edges and detail 
optimally (Kim & Allebach, 2005). The proposed adaptive unsharp masking method from Kim 
and Allebach (2005) was named “optimal unsharp mask” (OUM), which purports to remove 
noise and blur from the degraded image. Six high-resolution photographic images with very 
sharp focus and low noise levels were used to test the technique. Kim and Allebach (2013) were 
interested in two main issues: first, they wanted to know how well the OUM restores a degraded 
image according to their model, and second, they want to ascertain if the OUM will do well on a 
scanned image.  
The researchers employed a novel approach wherein images were degraded in a 
controlled, quantified manner; the traditional unsharp mask and OUM were then applied to 
degraded images. This allowed Kim and Allebach (2013) to evaluate the efficacy of their OUM 
method in a controlled manner as compared to the traditional unsharp mask. 
Their results showed that in contrast to the conventional USM, the OUM sharpened the 
details as well as the unsharp mask but did not amplify the noise in flat areas (Kim & Allebach, 
2013). It was observed that the OUM method did not sharpen within the clothing, skin, and 
deeply shadowed areas. Instead, it only sharpened the edges of the clothing, textured fabric, and 
large detail areas like foliage (Kim & Allebach, 2013). The results indicated that the researchers 
were successful in an attempt to create an adaptive unsharp masking technique that can sharpen 
details without adding or amplifying noise in the smooth regions. 
 The literature review began with published work that represented the history and 
definitions of image sharpening, from the nascent work using USM in analog workflows through 
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the development of the high-pass filter technique. Information relevant to practitioners was 
reviewed. Finally, literature that examined sharpening from both psychophysical and purely 






 The present study seeks to answer the following research questions: 
(1) Compare the performance of unsharp masking and the high-pass filter technique 
in terms of improving the display quality of macro images using the visual 
information fidelity metric. Specifically, determine:  
(a) Which sharpening technique yields optimal results for this class of images? 
(b) Which sharpening technique yields optimal results by specific type of defect 
within this class of images? 
(c) What are optimal sets of parameters when using unsharp masking and the 
high-pass filter technique to sharpen this class of images? 
(2) Compare the performance of unsharp masking and the high-pass filter technique 
in terms of improving the display quality of architectural images using the visual 
information fidelity metric. Specifically, determine: 
(a) Which sharpening technique yields optimal results for this class of images? 
(b) Which sharpening technique yields optimal results by specific type of defect 
within this class of images? 
(c) What are optimal sets of parameters when using unsharp masking and the 






 This chapter outlines the methodology that was implemented in order to address the 







Figure 2. Workflow chart highlighting methodology steps. The methodology started with 
preliminary testing, followed by obtaining test images and designing the procedure. The test 
images were then processed using unsharp mask and high-pass filter and processed through the 
VIF metric. The VIF numbers were collected and analyzed. Afterward, findings and conclusions 
were developed based on the analyzed data. 
Conduct Preliminary Testing 
In May 2020, the researcher tested all aspects of the proposed methodology. The 
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Figure 3. Preliminary testing workflow. The workflow started by obtaining initial test images, 
followed by processing them, refining the procedures, and analyzing the results. After analyzing 
the initial results, the researcher revised the image criteria to obtain round two images. These 
images were then processed using the refined procedures, followed by analyzing results, and 
finally finalizing the workflow for thesis research. 
Obtain Initial Test Images 
The first step in preliminary testing was to obtain test images. Per the research objectives, 
the researcher selected architectural and macro images from her archives. Each of these selected 
images was renamed following the convention <category><image number><_OG>. The main 
criteria for a picture to be chosen was that it exhibited blurriness. There were also images that 
were chosen based on their subjects. For example, the researcher wanted to test whether busy 
patterned subjects like bricks would behave differently from smoother subjects like plain walls.  
The next step after obtaining the images was to identify and select areas of interest where 
the defects can be seen most clearly. Each area of interest had the image number, crop number, 
type of defect identifier, and severity rating included in its name. For example, the first area of 
interest taken from architectural image number one had a depth of field defect with a blur 
Revise Image Criteria 
Analyze Results Process Initial Images 
Obtain Initial Test 
Images 
Finalize Workflow for 
Thesis Research 
Process Images Using Refined 
Procedures & Analyze Results 
Apply Revised Criteria & 
Obtain Round 2 Images 
Refine Procedures 
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severity of two. This image was named Arch01_Crop01_DoF2. By using this convention, the 
researcher was able to identify and catalog each image file easily. 
Process Initial Test Images 
After the areas of interest were obtained, the researcher applied the proposed sharpening 
procedures to them. To optimize computer storage and the ability to compare sharpened results, 
the researcher has developed a workflow in Adobe Photoshop, which allowed for a more 
streamlined process. In this workflow, each Adobe Photoshop file (PSD file) contained the 
original area of interest image and three sharpened image layers created using either unsharp 
masking or high-pass filtering. Because each sharpened image layer can be masked off, this 
workflow allowed the researcher to quickly and easily compare the results of different 
sharpening parameters. The PSD filename included the image number, crop number, and whether 
it was sharpened using unsharp masking or high-pass filtering. An example of this was 
Arch01_Crop01_USM. By following this process, the researcher was able to reduce the number 
of PSD files from six to two.  
The workflow also allowed the researcher to archive the sharpening parameters for each 
tested technique conveniently. Because the VIF application required flattened images, the 
researcher exported each sharpened image into a JPEG file. Each of these files was identified by 





Based on the experience gained from processing the initial images, the researcher 
modified the procedures from the Thesis Proposal to create and implement the optimized 
workflow. The resulting procedure for unsharp masking is described below: 
 Step 1: Open the JPEG image in Photoshop and crop out the area of interest with the size 
of 500 x 500 pixels.  
Step 2: Save the cropped image to the area of interest directory as [type of image][image 
#]_[crop #]_[defect type][severity level] 
Step 3: Make a copy layer, and choose the option Convert to Smart Object. 
Step 4: Choose the option Filter > Sharpen > Unsharp Mask, then input parameters. 
Step 5: Change the layer name to reflect the input parameters. 
Step 6: Visually assess image quality (of the color image) and choose a new set of 
parameters with the objective of improving image quality. 
Step 7: Repeat Steps 3 through 6 two more times.  
Step 8: Put a layer mask on each sharpened layer. (Turn off layer mask for saving and 
display of each parameter.) 
Step 9: Save as… [type of image][image #]_[USM].PSD 
Step 10: Save as… [type of image][image #]_[USM]_[parameter #].jpeg for each 
sharpened image (01, 02, and 03 respectively). 
Step 11: Transform sharpened images from Step 10 to grayscale in Matlab and process to 
obtain VIF quality ratings.  
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Step 12: Record the image number, the crop number, the sharpening parameters, and their 
associated VIF results in USMvsHPFData.xlsx, an Excel workbook. 
The procedure for high-pass filtering was similar to unsharp masking. The difference was 
implemented in Step 4: instead of choosing Filter > Sharpen > Unsharp Mask, the option was to 
choose Filter > Other > High Pass and then input the radius parameter. After this parameter was 
input, the layer blending mode was changed to Overlay. The rest of the steps were the same as 
for the unsharp masking, with the exception that HPF is substituted for USM in the file names.  
Analyze Results 
When the researcher analyzed the VIF scores awarded to the sharpened images, she 
found cases where VIF did not agree with human judgment. The first case was the image labeled 
Arch01_Crop0. This image is comprised of a bell tower against the sky. The original image 
appeared to be blurry and slightly out of focus, and some details seemed to be incomplete. The 
bell tower in the image had architectural lines that were not visibly complete. These lines were 
parts of the structure of the tower itself. The sharpened results for this image appeared to be 
visually better, although the VIF metric indicated that image quality had been reduced. The 
question here was why VIF thought that sharpening had made the image worse when visually, 
the image quality improved. A side-by-side comparison between the sharpened and original 
image was conducted with a goal of understanding the disconnect between the VIF score and a 
visual evaluation. The sharpened image appeared to have brought out and completed the partial 
details that were incomplete in the original image. When judged visually, this improved image 
quality because human beings can make inferences from structures and partial details. This was 
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not the case for VIF, the program had no understanding of what a structure should be, so when 
the “correct” details were added, it considered them artifacts. 
A second case was tested to explore the observation that VIF treated all elements existing 
in the original image as meaningful information. In this instance, a macro image with a noisy 
background was sharpened. The sharpened results from the macro image also enhanced the noise 
in the background, which was objectionable to human visual judgment. Nevertheless, the VIF 
scores were greater than one for these images, which indicated that the VIF algorithm judged all 
of the sharpened details to be desirable, even the ones that were objectionable to a human 
observer. This round of testing showed that VIF did not react to background noise in the same 
way human beings would.  
Revise Image Criteria 
After understanding why VIF did not agree with human visual judgment for images 
containing partial details and noisy backgrounds, the researcher developed new criteria for 
capturing test images. Besides intentionally introducing a blurry defect to the photograph, new 
criteria required the image to have no partial details and to avoid noisy backgrounds.  
Apply Revised Criteria and Obtain Round Two Images 
With these criteria in mind, the researcher captured a set of architectural images for 
testing. Since the criteria to avoid noisy background was mainly for macro images, the researcher 
focused on avoiding partial details. In order to avoid partial details, intentional blurring was 
limited. During the selection of areas of interest, the researcher deliberately chose areas where all 
details could be seen completely. 
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Process Images Following Refined Procedure and Analyze Results 
This set of images was processed following the modified procedures. During the analysis 
process, the researcher noticed that high-pass filter VIF scores were generally lower than unsharp 
masking scores. This led the researcher to explore the high-pass filter sharpening process further. 
In this phase of testing, the researcher increased the radius parameter to explore values three to 
five times higher than previously used. The result of applying this procedure to two architectural 
images significantly improved their VIF scores. When the researcher visually assessed the 
resulting images, the researcher agreed with VIF’s image quality assessment. HPF results looked 
considerably sharper than before with the higher radius. Based on this experiment, the researcher 
created a new sharpening procedure where she increased the radius parameter until the VIF score 
reached a reversal point. 
Since the new HPF procedure resulted in improved VIF scores, the researcher decided to 
refine the USM procedure to see if further improvement of USM VIF scores was possible. The 
idea was also to test USM parameters until the VIF score reached a reversal point. In this phase, 
the researcher applied Amount values up to five times larger than previously used. The 
researcher followed the principle of balancing Amount and Radius to avoid halos. For example, 
when Amount was decreased from 500 to 300, Radius would be increased from 1.0 to 2.0. USM 
VIF scores for this round were much higher than the previous round of preliminary testing. The 
images visually appeared meaningfully sharper. Therefore, the researcher agreed with VIF image 
quality judgment.   
Finalize Workflow for Thesis Research 
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The preliminary test results led the researcher to make the following changes in the thesis 
workflow:  
• Camera. During preliminary testing, the researcher realized that a macro lens was 
required to obtain macro images that were free of background noise. Such a lens was 
not available for the camera used in preliminary testing. As a result, a camera with 
accessories capable of capturing both architectural and macro images was substituted 
for the camera used in preliminary testing. 
• Sharpening Procedures. To be meaningful, research results should compare the best 
performance achievable with each of the sharpening techniques. The researcher found 
that the sharpening procedures used at the outset of preliminary testing did not yield 
the best performance achievable by either technique (larger parameters yielded better 
results than previous test values). Based on this result, the researcher modified the 
sharpening procedure to use larger parameter values and test until the results reached 
a reversal point. 
• Criteria for Selecting Images and Areas of Interest. During the assessment of the 
preliminary results, the researcher found some cases where VIF scores did not agree 
with human judgment of image quality. From the cases encountered, the researcher 
found that VIF did not like partial details and could not distinguish meaningful details 
from artifacts. For VIF to have better agreement with human judgment, the researcher 
changed her criteria for selecting images and areas of interest to include avoiding 
partial details and noisy backgrounds. 
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Obtain Test Images 
The test images for this research were obtained by the researcher using a digital single-
lens reflex (DSLR) camera with a lens that can switch between macro and normal mode. The 
main subjects of these images were architecture and macro. These types of images were chosen 
because they typically exhibit subject matter that can benefit from enhanced edge definition. 
Twenty-four images were captured for each category. The test images were captured in JPEG 
format and sRGB color space. They were photographed to intentionally exhibit softness due to 
depth of field issues or general blurriness. 
Macro images were obtained using the macro function on the lens. About half of the 
images were human-made items, and half used natural subjects. No flash was used; instead, the 
images were taken during the daytime with enough light to avoid the use of high ISO settings. 
By using lower ISO settings, the researcher was able to reduce background noise.  
Design Procedures 
The sharpening procedures developed during preliminary testing were used without 
further modification. 
Process Images Using USM and HPF and Obtain VIF numbers 
Each area of interest was sharpened using Photoshop’s unsharp masking filter and high-
pass filter to obtain the highest VIF score for each sharpening technique. For macro images, the 
researcher followed the sharpening process described in the final workflow for thesis research. 
The VIF numbers returned by the VIF application were reasonable and agreed with the 
researcher’s visual judgment. For architectural images, VIF scores generated by following the 
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final workflow were not always in agreement with human visual judgment. Therefore, the 
researcher modified the methodology as described in Appendix F. 
Collect and Analyze Data 
This section highlights the type of data collected and the methods used to analyze it. 
Collect Data 
Quantitative data were collected in an Excel spreadsheet using a separate tab for each 
image category. The information recorded included: type of image, image number, crop number, 
iteration number, USM parameter values, HPF parameter values, and the VIF score for each 
sharpening technique. Table 2 illustrates the format in which the data was stored and displays 
actual data for one image and area of interest. 
  
 41 












Amount Radius Threshold Radius Layer Opacity 
1 1 
1 500 1.4 0 1.8431 6.0 100% 1.3674 
2 300 1.8 0 1.8055 12.0 100% 1.4069 
3 245 2.3 0 1.7713 15.0 100% 1.4139 
4 215 2.5 0 1.7476 20.0 100% 1.4180 
5 175 5.0 0 1.8021 40.0 100% 1.4037 
 
The researcher also noted the depth of field associated with each image, which were 
further categorized by level of severity.  This information was included in the file name of each 
area of interest (e.g., Macro_Image01_Crop01_DoFH.jpg), where “DoF” indicated a depth of 
field defect and “H” indicated a high level of severity. The images associated with each set of 
parameters were retained to provide visual references. 
Analyze Data 
The researcher used a t-test for equality of means to answer research questions relating to 
USM and HPF sharpening performance by type of image and type of defect (questions 1(a), 1(b), 
2(a), and 2(b)). The hypothesis for the t-test was that the mean of the highest USM VIF score 
was equal to the mean of the highest HPF VIF score.  
Research questions pertaining to the optimal parameter values for each sharpening 
technique (questions 1(c) and 2(c)) were answered by searching for reversals in VIF scores as the 
researcher explored USM and HPF parameter values.   
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Develop Findings and Conclusions 







 The experiment described in the methodology chapter was carried out from June to July 
2020. This chapter highlights the results obtained. 
Macro Image Results 
Detailed results for macro images follow. 
Data Collected 
The types of data collected for this research were described in detail in the methodology 
section. A total of 24 macro test images were captured for this research. One area of interest was 
chosen from each image and analyzed to generate results. The raw data collected during the 
analysis of these areas of interest are provided in Appendix A, Table A1. This table demonstrates 
the range of parameters investigated to identify the best VIF score achieved by each sharpening 
technique. Table 3 provides the parameters associated with the highest VIF scores for USM and 
HPF sharpening techniques. 










Amount Radius Threshold Radius Layer Opacity 
1 1 500 1.4 0 1.8431 20.0 100% 1.4180 
2 1 200 3.2 0 1.6597 15.0 100% 1.4388 
3 1 255 3.5 0 1.3982 20.0 100% 1.2106 
4 1 500 1.8 0 1.5108 12.0 100% 1.1633 
5 1 100 20.0 0 1.4112 20.0 100% 1.1432 
6 1 500 3.0 0 2.8076 30.0 100% 1.5986 
7 1 400 3.0 0 1.8942 20.0 100% 1.3841 
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8 1 200 5.0 0 1.7414 30.0 100% 1.4638 
9 1 150 10.0 0 1.7003 20.0 100% 1.3636 
10 1 300 4.0 0 1.8503 40.0 100% 1.4237 
11 1 100 8.0 0 1.2260 20.0 100% 1.1527 
12 1 100 15.0 0 1.4601 20.0 100% 1.2662 
13 1 300 5.3 0 2.1083 40.0 100% 1.4924 
14 1 100 8.0 0 1.3507 20.0 100% 1.3110 
15 1 200 8.0 0 1.3015 20.0 100% 1.1406 
16 1 100 10.0 0 1.2404 20.0 100% 1.1238 
17 1 200 10.0 0 1.8824 30.0 100% 1.4048 
18 1 350 3.5 0 2.6986 40.0 100% 1.5376 
19 1 400 3.0 0 2.6366 40.0 100% 1.6268 
20 1 200 7.0 0 1.4752 10.0 100% 1.1124 
21 1 300 4.5 0 1.9791 20.0 100% 1.3687 
22 1 300 5.0 0 1.6657 20.0 100% 1.0477 
23 1 300 4.0 0 1.9900 15.0 100% 1.2689 
24 1 400 4.0 0 3.7357 50.0 100% 1.6983 
 
Analysis of Results 
A t-test for equality of means was chosen to answer two research questions: 1(a) which 
sharpening technique yields the best results for macro images, and 1(b) which sharpening 
technique yields the best results for macro images with depth of field defects differing in level of 
severity. To answer the third research question, 1(c), which sharpening parameters yield the best 
result for USM and HPF techniques, the researcher analyzed the parameter space surrounding the 
optimal parameter values.  
Research Question 1(a). The dependent t-test uses matched pairs as samples. In this 
study, two sharpening techniques are being compared, and their sharpening results depend on the 
test image. In order to fairly determine each technique’s performance, the same image was 
sharpened using both techniques. In the dependent t-test, sharpened results are paired by image, 
and the difference in VIF scores is used as the test metric. This procedure eliminates the image as 
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a source of variation and noise. Because the difference in VIF scores is used as the test metric, 
the number of test samples is cut in half. This results in cutting the number of degrees of freedom 
in half. For equal t-values, the significance of the test result is reduced. However, removing the 
image as a source of variation can potentially increase the t-value, thus increasing the 
significance of the test result.    
Table 4 presents the highest USM and HPF VIF scores associated with each image 
without regard for the level of severity defect. In addition, the last column captures the difference 
between the USM VIF scores and HPF VIF scores for each image.  
Table 4. t-Test data for all macro images. 
Image # Defect 
Highest VIF Score 
Difference 
USM HPF 
Macro01 DoF 1.84 1.42 0.43 
Macro02 DoF 1.66 1.44 0.22 
Macro03 DoF 1.40 1.21 0.19 
Macro04 DoF 1.51 1.16 0.35 
Macro05 DoF 1.41 1.14 0.27 
Macro06 DoF 2.81 1.60 1.21 
Macro07 DoF 1.89 1.38 0.51 
Macro08 DoF 1.74 1.46 0.28 
Macro09 DoF 1.70 1.36 0.34 
Macro10 DoF 1.85 1.42 0.43 
Macro11 DoF 1.23 1.15 0.07 
Macro12 DoF 1.46 1.27 0.19 
Macro 13 DoF 2.11 1.49 0.62 
Macro 14 DoF 1.35 1.31 0.04 
Macro15 DoF 1.30 1.14 0.16 
Macro16 DoF 1.24 1.12 0.12 
Macro17 DoF 1.88 1.40 0.48 
Macro 18 DoF 2.70 1.54 1.16 
Macro 19 DoF 2.64 1.63 1.01 
Macro 20 DoF 1.48 1.11 0.36 
Macro 21 DoF 1.98 1.37 0.61 
Macro 22 DoF 1.67 1.05 0.62 
Macro 23 DoF 1.99 1.27 0.72 
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Macro 24 DoF 3.74 1.70 2.04 
 
Table 5 presents the t-test results for the 24 images shown in Table 4. The null hypothesis 
was that the VIF scores for USM and HPF sharpened images came from populations with 
identical means. The USM VIF scores for macro images (M = 1.86, SD = 0.59) outperformed 
those for HPF (M = 1.34, SD = 0.18), a statistically significant mean increase of 0.52, t = 5.57 
(23), p = 0.0000115. 
Table 5. t-Test results for all macro images. 
Macro 
 
Highest VIF Score 
Difference 
USM HPF 
Average 1.86 1.34 0.52 
Std Dev 0.59 0.18 0.45 
t-Test Significance Level 0.0000115 
 
 Research Question 1(b), Low Severity Defects. Tables 6 and 7 present the VIF scores for 
macro images with low severity DoF defects and the t-test result. The null hypothesis was that 
the VIF scores for USM and HPF sharpened images with low severity DoF defects came from 
populations with identical means. The USM VIF scores for macro images with low severity DoF 
defects (M = 1.62, SD = 0.24) outperformed those for HPF (M = 1.28, SD = 0.14), a statistically 
significant mean increase of 0.34, t = 5.84 (11), p = 0.000113.  
Table 6. t-Test data for macro images with low severity DoF defects 
Macro Low Severity Defects 
Image # Defect 
Highest VIF Score 
Difference DoF Severity 
USM HPF 
Macro01 DoF 1.84 1.42 0.43 L 
Macro02 DoF 1.66 1.44 0.22 L 
Macro03 DoF 1.40 1.21 0.19 L 
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Macro04 DoF 1.51 1.16 0.35 L 
Macro05 DoF 1.41 1.14 0.27 L 
Macro07 DoF 1.89 1.38 0.51 L 
Macro08 DoF 1.74 1.46 0.28 L 
Macro09 DoF 1.70 1.36 0.34 L 
Macro 14 DoF 1.35 1.31 0.04 L 
Macro16 DoF 1.24 1.12 0.12 L 
Macro 22 DoF 1.67 1.05 0.62 L 
Macro 23 DoF 1.99 1.27 0.72 L 
 
Table 7. t-Test result for macro images with low severity DoF defects 
 Macro Low Severity Defects 
 
Highest VIF Score 
Difference 
USM HPF 
Average 1.62 1.28 0.34 
Std Dev 0.24 0.14 0.20 
t-Test Significance Level  0.000113  
 
 Research Question 1(b), High Severity Defects. Tables 8 and 9 present the VIF scores for 
macro images with high severity DoF defects and the t-test result. The null hypothesis was that 
the VIF scores for USM and HPF sharpened images with high severity DoF defects came from 
populations with identical means. The USM VIF scores for macro images with high severity DoF 
defects (M = 2.10, SD = 0.75) outperformed those for HPF (M = 1.40, SD = 0.20), a statistically 
significant mean increase of 0.69, t = 4.24 (11), p = 0.00140.  
Table 8. t-Test statistical analysis for macro images with high severity DoF defects 
Macro High Severity Defects 
Image # Defect 
Highest VIF Score 
Difference DoF Severity 
USM HPF 
Macro06 DoF 2.81 1.60 1.21 H 
Macro10 DoF 1.85 1.42 0.43 H 
Macro11 DoF 1.23 1.15 0.07 H 
Macro12 DoF 1.46 1.27 0.19 H 
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Macro 13 DoF 2.11 1.49 0.62 H 
Macro15 DoF 1.30 1.14 0.16 H 
Macro17 DoF 1.88 1.40 0.48 H 
Macro 18 DoF 2.70 1.54 1.16 H 
Macro 19 DoF 2.64 1.63 1.01 H 
Macro 20 DoF 1.48 1.11 0.36 H 
Macro 21 DoF 1.98 1.37 0.61 H 
Macro 24 DoF 3.74 1.70 2.04 H 
 
Table 9. t-Test result for macro images with high severity DoF defects 
Macro High Severity Defects 
 
Highest VIF Score 
Difference 
USM HPF 
Average 2.10 1.40 0.69 
Std Dev 0.75 0.20 0.57 
t-Test Significance Level 0.00140 
  
 Research Question 1(c), USM Parameters. The researcher developed a strategy for 
choosing USM parameters that resulted in optimized VIF results. This began by examining the 
best USM parameters for each of the 24 macro images, as shown in Table 3. As expected, when 
an optimized Amount parameter was high, the optimized Radius parameter was small. When an 
optimized Radius parameter was larger, the Amount parameter had to be reduced. Most images 
followed this simple pattern, but a few images proved to be exceptions. Notably, image #5 stood 
out because it had the largest Radius (20) of any image in the data set. This led the researcher to 
analyze image #5 further as discussed in the following paragraph. Based on the findings of this 
analysis, the researcher created a new table that identified the primary objects to be sharpened 
and estimated their sizes. The result is shown in Table 10. Finally, a strategy for choosing USM 
parameters was developed based on the data in this Table.  
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Table 10. Sharpening objectives and object sizes together with the best parameter sets for USM 













Amount Radius Threshold Radius Layer Opacity 
1 1 N/A Edges 500 1.4 0 1.84 20 100% 1.42 
2 1 N/A Edges 200 3.2 0 1.66 15 100% 1.44 
3 1 4x4 Texture 255 3.5 0 1.40 20 100% 1.21 
4 1 3x3 Texture 500 1.8 0 1.51 12 100% 1.16 
5 1 40x40 Objects (Chips) 100 20.0 0 1.41 20 100% 1.14 
6 1 Lines to 20x20 
Texture and 
Lines 500 3.0 0 2.81 30 100% 1.60 
7 1 5x5 to 15x15 
Texture and 
Lines 400 3.0 0 1.89 20 100% 1.38 
8 1 5x9 Texture 200 5.0 0 1.74 30 100% 1.46 




150 10.0 0 1.70 20 100% 1.36 
10 1 2.8 Lines and Edges 300 4.0 0 1.85 40 100% 1.42 
11 1 3 to 13 Highlight Objects 100 8.0 0 1.23 20 100% 1.15 
12 1 4 to 7 Highlight Objects 100 15.0 0 1.46 20 100% 1.27 
13 1 3 to 5 Highlight Objects 300 5.3 0 2.11 40 100% 1.49 




100 8.0 0 1.35 20 100% 1.31 
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200 8.0 0 1.30 20 100% 1.14 
16 1 25 to 30 Seeds 100 10.0 0 1.24 20 100% 1.12 
17 1 11 to 20 Highlight Objects 200 10.0 0 1.88 30 100% 1.40 
18 1 40.0 Particles 350 3.5 0 2.70 40 100% 1.54 
19 1 10 to 14 Texture 400 3.0 0 2.64 40 100% 1.63 
20 1 6.0 Edges and Shadows 200 7.0 0 1.48 25 100% 1.11 
21 1 12.0 Highlight Objects 300 4.5 0 1.98 20 100% 1.37 
22 1 3.6 Edges 300 5.0 0 1.67 20 100% 1.05 
23 1 5x15 Edges 300 4.0 0 1.99 15 100% 1.27 
24 1 356x391 Texture 400 4.0 0 3.74 50 100% 1.70 
When the researcher analyzed image #5, she found that the Radius parameter in the USM 
technique is especially dependent on the nature of the objects in the photograph. For image #5, it 
was discovered that Radius is more critical to a high VIF score than the Amount parameter. The 
optimized VIF score was associated with a Radius of 20. Figure 4 shows image #5 together with 
the lowest and highest USM sharpened results. From a visual standpoint, the image with the 
lowest VIF score looked better than the original one until it was enlarged. After viewing the 
image at a higher resolution, the researcher realized that the sharpening parameters (Amount 
500, Radius 1.5) had introduced a large amount of noise inside the smooth areas of the subject 
matter, in this case described as glitter chips. In USM sharpening, the Radius parameter changes 
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the size of the kernel and, therefore, changes the number of pixels included in the calculation 
(Valentine, 2017). In the case of the least optimal VIF score, the Radius was 1.5, which meant 
that the Amount parameter was applied to the blemishes within the chips, and this introduced 
noise. The main features in image #5 are the glitter chips, each of which has a diameter of 
approximately 40 pixels. However, some chips in the image are smaller because the observer 
views them obliquely or because the chips overlap one another. By choosing a Radius of 20, the 
optimal sharpening parameters ignored the blemishes yet increased the contrast between chips. 
In conclusion, the strategy for sharpening this image was to choose a Radius representative of the 
center of the size distribution for the objects that need to be sharpened, followed by choosing an 
Amount that is appropriate for the Radius selected. 
Figure 4. Image #5 displayed with the USM sharpened images that gave the lowest and highest 
VIF scores. USM parameters and resulting VIF scores are shown below each image.  
Image #5 
Worst VIF Score Original Best VIF Score 
 
VIF = 0.72 
Amount = 500 
Radius = 1.5 
 
VIF = 1.0 
Amount = N/A 
Radius = N/A 
 
VIF = 1.41 
Amount = 100 
Radius = 20.0 
The strategy for choosing parameters that yield the optimal result for USM is based on a 
visual analysis of the image.  
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• If the most important features are edges, then Amount is the primary focus, and 
Radius is secondary. In this case, start with a high Amount parameter and a low 
Radius parameter. To find the USM parameter set yielding the highest VIF score, 
reduce Amount and increase Radius until the optimum result is achieved.  
• If the most important features in the photograph are objects, the focus is placed on 
Radius first, with Amount being adjusted accordingly. Determine the appropriate 
Radius by measuring the objects of interest. When a range of sizes is found, a Radius 
near the center of the range typically works best. It is important to explore other 
Radius settings when multiple objects have similar importance in the photograph. 
 Two examples illustrate the use of these rules. In image #1, the most important features 
are edges, the lines in the petals. Therefore, Amount takes precedence, and Radius is adjusted 
accordingly. Image #9 is an example of an image with multiple objects as its focus. The main 
object in image #9 is made of various small features like fibers, seeds, and leaflets with sizes 
ranging from 15 pixels to 30 pixels. As Table 3 and Table 10 show, the optimal parameter set for 
this image used a Radius of 10 pixels. With a 10-pixel Radius, a 20-pixel wide object which is 
exactly in the middle of the 15- to 30-pixel range is sharpened by the overlap of two kernels. 
Research Question 1(c), HPF Parameters. The researcher developed a strategy to obtain 
the optimal HPF sharpening parameters for macro images. Table 3 was used as a reference to 
assess the overall optimized HPF parameters among macro images. The optimal parameters 
ranged from 10 to 50 Radius, in which a 20 to 40 Radius appeared most often. The researcher 
picked two images with the optimal Radius settings of 20 (image #3) and 10 (image #20) to 
develop a strategy to obtain the best HPF sharpening parameters.  
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In order to achieve this goal, the researcher first had to understand how Adobe’s HPF 
filter worked. The researcher found a reference stating that Adobe’s HPF filter is the complement 
of its Gaussian Blur filter (user287001, 2019). The researcher tested this assertion in Photoshop 
and confirmed its validity. Thereafter, the researcher created a series of images using the 
complement of the Gaussian Blur filter to visualize the internal workings of Adobe’s application 
of the HPF filter. Figure 5 shows the results for macro images #3 and #20. 
Figure 5. Screenshots of HPF layers in Adobe Photoshop (in black and white) and the resulting 
HPF sharpened photos (in color) for macro images #3 and #20 at five Radius settings used in this 
research.  
Image #3 
     
Radius: 10.0 Radius: 15.0 Radius: 20.0 Radius: 45.0 Radius: 50.0 
     
Image #20 
     
Radius: 10.0 Radius: 25.0 Radius: 40.0 Radius: 80.0 Radius: 100.0 
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In Figure 5, the black and white images represent one minus Adobe’s Gaussian Blur filter. 
In these images, the white areas represent the features that are being sharpened. Image #3 
required significant edge sharpening in the foreground. For this image at Radius 10, the edges 
were sharpened but not the highlights. As the Radius settings increased, more edges and 
highlights were sharpened. The optimized Radius setting, 20, was a compromise. At this Radius 
setting, the edges are sharp while the background details are preserved. At a larger Radius 
setting, such as 50, too many highlights were added which resulted in a loss of highlight detail in 
the white background, akin to an overexposed image. In contrast, image #20 was an image with a 
significant amount of fuzzy edges and many highlight areas that had subtle details in them. With 
a Radius setting of 10, the HPF filter was able to sharpen the edges without losing highlight 
details. 
With the knowledge gained from analyzing images #3 and #20, the researcher extended 
the analysis to the remainder of the HPF sharpened images and developed two strategies for 
obtaining the best HPF parameters:  
• For images that primarily require edge sharpening, choose a medium Radius setting 
that sharpens the edges without sacrificing highlight details.  
• For images with both fuzzy edges and important highlight details, begin by choosing 
a small Radius setting. By choosing a small Radius setting, the HPF filter will 
sharpen the edges without losing highlight details. If the highlight details require 
further sharpening, increase the Radius setting until a good balance of edge and detail 
sharpening is achieved. 
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Architectural Image Results 
Detailed results for architectural images follow. 
Data Collected 
The types of data collected for this research were described in detail in the methodology 
section. A total of 24 architectural test images were captured for this research. One area of 
interest was chosen from each image and analyzed to generate results. The raw data collected 
during the analysis of these areas of interest are provided in Appendix D, Table D1. This table 
demonstrates the range of parameters investigated to identify the best VIF score achieved by 
each sharpening technique. Table 11 provides the parameters associated with the highest VIF 
scores for USM and HPF sharpening techniques. 










Amount Radius Threshold Radius Layer Opacity 
1 1 100 4.0 0 1.3377 20.0 100% 1.3316 
2 1 150 3.0 0 1.6081 50.0 100% 1.5256 
3 1 300 2.4 0 1.5606 20.0 100% 1.4018 
4 1 200 3.0 0 1.6258 20.0 100% 1.4621 
5 1 300 4.0 0 1.5009 15.0 100% 1.2143 
6 1 100 6.0 0 1.4760 20.0 100% 1.2293 
7 1 400 1.0 0 1.3003 23.0 100% 1.3306 
8 1 250 2.0 0 1.6276 15.0 100% 1.2952 
9 1 100 3.0 0 1.0913 35.0 100% 1.1318 
10 1 400 2.0 0 1.5445 20.0 100% 1.2799 
11 1 150 5.0 0 1.3492 20.0 100% 1.1812 
12 1 100 6.0 0 1.3488 20.0 100% 1.2466 
13 1 200 3.0 0 1.9762 70.0 100% 1.5588 
14 1 500 1.0 0 1.4248 70.0 100% 1.2837 
15 1 200 2.0 0 1.1357 10.0 100% 1.1626 
16 1 200 4.5 0 1.4911 10.0 100% 1.2421 
17 1 100 4.5 0 1.3514 20.0 100% 1.3081 
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18 1 100 4.5 0 1.1422 10.0 100% 0.9982 
19 1 250 2.0 0 1.0009 10.0 100% 1.0685 
20 1 30 5.0 0 1.0564 15.0 100% 1.0540 
21 1 50 6.0 0 1.0997 10.0 100% 1.0394 
22 1 350 2.0 0 1.5857 15.0 100% 1.3790 
23 1 150 4.0 0 1.6642 20.0 100% 1.4097 
24 1 60 6.0 0 1.1716 10.0 100% 1.0559 
 
Analysis of Results 
A t-test for equality of means was chosen to answer two research questions: 2(a) which 
sharpening technique yields the best results for architectural images, and 2(b) which sharpening 
technique yields the best results for architectural images with depth of field defects differing in 
level of severity. To answer the third research question, 2(c), which sharpening parameters yield 
the best result for USM and HPF techniques, the researcher analyzed the parameter space 
surrounding the optimal parameter values.  
Research Question 2(a). The dependent t-test uses matched pairs as samples. In this 
study, two sharpening techniques are being compared, and their sharpening results depend on the 
test image. In order to fairly determine each technique’s performance, the same image was 
sharpened using both techniques. In the dependent t-test, sharpened results are paired by image, 
and the difference in VIF scores is used as the test metric. This procedure eliminates the image as 
a source of variation and noise. Because the difference in VIF scores is used as the test metric, 
the number of test samples is cut in half. This results in cutting the number of degrees of freedom 
in half. For equal t-values, the significance of the test result is reduced. However, removing the 
image as a source of variation can potentially increase the t-value, thus increasing the 
significance of the test result.    
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Table 12 presents the highest USM and HPF VIF scores associated with each image 
without regard for the level of severity defect. In addition, the last column captures the difference 
between the USM VIF scores and HPF VIF scores for each image.  
Table 12. t-Test data for all architectural images. 
Image # Defect 
Highest VIF Score 
Difference 
USM HPF 
Arch01 DoF 1.34 1.33 0.01 
Arch02 DoF 1.61 1.53 0.08 
Arch03 DoF 1.56 1.40 0.16 
Arch04 DoF 1.63 1.46 0.17 
Arch05 DoF 1.50 1.21 0.29 
Arch06 DoF 1.48 1.23 0.25 
Arch07 DoF 1.30 1.33 -0.03 
Arch08 DoF 1.63 1.30 0.33 
Arch09 DoF 1.09 1.13 -0.04 
Arch10 DoF 1.54 1.28 0.26 
Arch11 DoF 1.35 1.18 0.17 
Arch12 DoF 1.35 1.25 0.10 
Arch13 DoF 1.98 1.56 0.42 
Arch14 DoF 1.42 1.28 0.14 
Arch15 DoF 1.14 1.16 -0.02 
Arch16 DoF 1.49 1.24 0.25 
Arch17 DoF 1.35 1.31 0.04 
Arch18 DoF 1.14 1.00 0.14 
Arch19 DoF 1.00 1.07 -0.07 
Arch20 DoF 1.06 1.05 0.01 
Arch21 DoF 1.10 1.04 0.06 
Arch22 DoF 1.59 1.38 0.21 
Arch23 DoF 1.66 1.41 0.25 
Arch24 DoF 1.17 1.06 0.11 
 
Table 13 presents the t-test results for the 24 images shown in Table 12. The null 
hypothesis was that the VIF scores for USM and HPF sharpened images came from populations 
with identical means. The USM VIF scores for architectural images (M = 1.40, SD = 0.24) 
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outperformed those for HPF (M = 1.26, SD = 0.15), a statistically significant mean increase of 
0.14, t = 5.21 (23), p = 0.0000276. 
Table 13. t-Test results for all architectural images. 
Architecture 
 
Highest VIF Score 
Difference 
USM HPF 
Average 1.40 1.26 0.14 
Std Dev 0.24 0.15 0.13 
t-Test Significance Level 0.0000276 
 
 Research Question 2(b), Low Severity Defects. Tables 14 and 15 present the VIF scores 
for architectural images with low severity DoF defects and the t-test result. The null hypothesis 
was that the VIF scores for USM and HPF sharpened images with low severity DoF defects 
came from populations with identical means. The USM VIF scores for architectural images with 
low severity DoF defects (M = 1.42, SD = 0.20) outperformed those for HPF (M = 1.26, SD = 
0.14), a statistically significant mean increase of 0.16, t = 6.68 (11), p = 0.000035.  
Table 14. t-Test data for architectural images with low severity DoF defects 
Architecture Low Severity Defects 
Image # Defect 
Highest VIF Score 
Difference DoF Severity 
USM HPF 
Arch03 DoF 1.56 1.40 0.16 L 
Arch04 DoF 1.63 1.46 0.17 L 
Arch06 DoF 1.48 1.23 0.25 L 
Arch09 DoF 1.09 1.13 -0.04 L 
Arch10 DoF 1.54 1.28 0.26 L 
Arch11 DoF 1.35 1.18 0.17 L 
Arch12 DoF 1.35 1.25 0.10 L 
Arch14 DoF 1.42 1.28 0.14 L 
Arch18 DoF 1.14 1.00 0.14 L 
Arch22 DoF 1.59 1.38 0.21 L 
Arch23 DoF 1.66 1.41 0.25 L 
Arch24 DoF 1.17 1.06 0.11 L 
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Table 15. t-Test result for architectural images with low severity DoF defects 
 Architecture Low Severity Defects 
 
Highest VIF Score 
Difference 
USM HPF 
Average 1.42 1.26 0.16 
Std Dev 0.20 0.14 0.08 
t-Test Significance Level  0.000035  
 
 Research Question 2(b), High Severity Defects. Tables 16 and 17 present the VIF scores 
for architectural images with high severity DoF defects and the t-test result. The null hypothesis 
was that the VIF scores for USM and HPF sharpened images with high severity DoF defects 
came from populations with identical means. The USM VIF scores for architectural images with 
high severity DoF defects (M = 1.38, SD = 0.28) outperformed those for HPF (M = 1.26, SD = 
0.17), a statistically significant mean increase of 0.11, t = 2.42 (11), p = 0.03394.  
Table 16. t-Test statistical analysis for architectural images with high severity DoF defects 
Architecture High Severity Defects 
Image # Defect 
Highest VIF Score 
Difference DoF Severity 
USM HPF 
Arch01 DoF 1.34 1.33 0.01 H 
Arch02 DoF 1.61 1.53 0.08 H 
Arch05 DoF 1.50 1.21 0.29 H 
Arch07 DoF 1.30 1.33 -0.03 H 
Arch08 DoF 1.63 1.30 0.33 H 
Arch13 DoF 1.98 1.56 0.42 H 
Arch15 DoF 1.14 1.16 -0.02 H 
Arch16 DoF 1.49 1.24 0.25 H 
Arch17 DoF 1.35 1.31 0.04 H 
Arch19 DoF 1.00 1.07 -0.07 H 
Arch20 DoF 1.06 1.05 0.01 H 
Arch21 DoF 1.10 1.04 0.06 H 
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Table 17. t-Test result for architectural images with high severity DoF defects 
Architecture High Severity Defects 
 
Best VIF Score 
Difference 
USM HPF 
Average 1.38 1.26 0.11 
Std Dev 0.28 0.17 0.16 
t-Test Significance Level 0.03394 
  
 Research Question 2(c), USM Parameters. The researcher developed a strategy for 
choosing USM parameters that resulted in optimized VIF results. This began by examining the 
highest USM parameters for each of the 24 architectural images, as shown in Table 11. As 
expected, when an optimized Amount parameter was high, the optimized Radius parameter was 
small. When an optimized Radius parameter was larger, the Amount parameter had to be 
reduced. Most images followed this simple pattern, but one image proved to be an exception. 
Image #5 stood out because it had an Amount of 300 with a Radius of 4.0. This image conformed 
to the rule that the optimal Radius should be about half of the size of the object needing to be 
sharpened. Because the objects being sharpened (cells in an air-intake grill) were in a shadow 
area of the image, a high Amount was needed to achieve adequate contrast. 
Research Question 2(c), HPF Parameters. To choose optimal HPF parameters, the 
researcher applied the strategies developed for macro images:  
• For images that primarily require edge sharpening, choose a medium Radius setting 
that sharpens the edges without sacrificing highlight details.  
• For images with both fuzzy edges and important highlight details, begin by choosing 
a small Radius setting. By choosing a small Radius setting, the HPF filter will 
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sharpen the edges without losing highlight details. If the highlight details require 
further sharpening, increase the Radius setting until a good balance of edge and detail 
sharpening is achieved. 
These strategies successfully sharpened 22 of the 24 architectural images. In the 
remaining two cases, images #13 and #14, choosing a medium Radius resulted in objectionable 





Conclusion and Future Studies 
 
This chapter presents the answers to the research questions, discusses the implications for 
practitioners and researchers, and provides suggested areas for future studies. 
Macro Conclusions 
 The paired t-test result from Table 5 showed that there was a difference between USM 
and HPF VIF scores with 99.999% confidence. Looking closely at the data in Table 4, for each 
pair of results, USM outperformed HPF in terms of VIF scores. From the researcher’s 
experience, the reason for USM’s superiority might lie in the fact that it provided three 
sharpening parameters (of which the researcher used two) compared to one parameter for HPF. 
With two sharpening parameters, the researcher felt that she had more options to obtain the 
optimal sharpened results. 
 Tables 7 and 9 represent the paired t-test results for low and high severity depth of field 
defects, respectively. The low severity t-test result showed that there was a difference between 
USM and HPF VIF scores with a confidence level of 99.963%, while the confidence level for the 
high severity t-test was 99.63%. The confidence levels for these two tests were lower than the 
confidence level from Table 5 because the sample size was cut in half, which resulted in a 
reduction in the number of degrees of freedom. The average difference between USM and HPF 
VIF scores for low severity defects in Table 7 was about half of the average difference for high 
severity defect in Table 9. This difference was due to the fact that low severity images had less 
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room for improvement compared to high severity images. In conclusion, USM outperformed 
HPF in sharpening macro images with both low and high severity depth of field defects. 
Architecture Conclusions 
The paired t-test result from Table 13 showed that there was a difference between USM 
and HPF VIF scores with 99.997% confidence. Looking closely at the data in Table 12, for 20 
out of 24 pairs of results, USM outperformed HPF in terms of VIF scores. From the researcher’s 
experience, the reason for USM’s superiority might lie in the fact that it provided three 
sharpening parameters (of which the researcher used two) compared to one parameter for HPF. 
With two sharpening parameters, the researcher felt that she had more options to obtain the 
optimal sharpened results. 
 Tables 15 and 17 represent the paired t-test results for low and high severity depth 
of field defects, respectively. The low severity t-test result showed that there was a difference 
between USM and HPF VIF scores with a confidence level of 99.996%, while the confidence 
level for the high severity t-test was 96.606%. The confidence levels for these two tests were 
lower than the confidence level from Table 13 because the sample size was cut in half, which 
resulted in a reduction in the number of degrees of freedom. The average difference between 
USM and HPF VIF scores for low severity defects in Table 15 was slightly higher than the 
average difference for high severity defect in Table 17. This difference was due to the fact that 
there was only one instance where HPF outperformed USM in the low severity data set, while 
there were three instances of higher HPF VIF scores in the high severity data set. In conclusion, 
USM outperformed HPF in sharpening architectural images with both low and high severity 
depth of field defects. 
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Implications for Researchers  
The implications for future researchers lie mainly in the researcher’s experience using the 
VIF metric. While VIF is an excellent tool for image quality assessment, it does not always agree 
with human visual judgment. It is important for a researcher to understand the causes of this 
disagreement before using VIF as a quality assessment metric. The fundamental basis of the VIF 
metric is the comparison between the visual information contained in the source image and the 
visual information contained in the distorted (sharpened) image. This is a double-edged sword 
for VIF. On the one hand, it allows VIF to measure both improvement and reduction of image 
quality. On the other hand, VIF is blind to the meaning of the source image. In particular, human 
beings can infer missing details in a structure, but VIF cannot. As a result, information that fills 
in missing details is assessed as a quality improvement by a human being but is assessed as a 
quality defect by VIF. Similarly, human beings can judge when small details in an image 
represent noise (as opposed to meaningful information), but VIF cannot. As a result, VIF awards 
a higher score to images containing information that human beings judge to be noise. After 
realizing the limitations of the VIF metric, the researcher adjusted the image selection process as 
described in the section “Conduct Preliminary Testing”, and the assessment process as described 
in Appendix F. 
In order to develop research conclusions, the researcher visually assessed color sharpened 
images and compared her assessment to the VIF scores. In some cases, the researcher’s visual 
assessment did not match VIF’s assessment. Eventually, the researcher realized that this was due 
to the fact that the images were converted to black and white before they could be assessed by 
VIF. Visually assessing color images would naturally lead to differences compared to an 
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assessment of black and white images. Understanding this issue, the researcher redid her visual 
assessments using black and white images. When black and white images were assessed, the 
researcher found that her results matched VIF’s assessments.  
Implications for Practitioners 
One aim of the present research is to identify strategies for obtaining the optimal 
sharpening parameters for use with USM and HPF filters. The researcher found that the optimal 
sharpening parameters for USM and HPF depend on the content of the image.  
• The optimal choice of parameter for USM depends on whether the most important 
features are edges or objects. 
o If the most important features are edges, then Amount is the primary focus, and 
Radius is secondary. In this case, start with a high Amount parameter and a low 
Radius parameter. To find the USM parameter set yielding the highest VIF score, 
reduce Amount and increase Radius until the optimum result is achieved.  
o If the most important features in the photograph are objects, the focus is placed on 
Radius first, with Amount being adjusted accordingly. Determine the appropriate 
Radius by measuring the objects of interest. When a range of sizes is found, a 
Radius near the center of the range typically works best. It is important to explore 
other Radius settings when multiple objects have similar importance in the 
photograph. 
• HPF is simpler in the fact that it only uses one parameter. For images that do not have 
a lot of details that require sharpening, an appropriate amount of Radius would 
sharpen the edges nicely without blowing out the background. If the image has a lot 
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of edges that need to be sharpened along with details in highlight areas, a smaller 
Radius will be a better choice because it will sharpen the edges without blowing out 
the highlight areas and incurring the risk of losing details. 
USM and HPF are among the most popular sharpening tools used by retouchers. This 
research was limited to optimizing the performance of each sharpening tool independently. 
Detailed explanations of how to obtain the optimal sharpening parameters for using USM and 
HPF independently can be found in Chapter 6, Results and Analysis. Nevertheless, professional 
retouchers frequently recommend using USM and HPF together as they work in different ways 
that could complement each other when sharpening images (Evening, 2017). 
Future Studies 
  The current study was restricted to architectural and macro images due to the limitation 
of time. There are, however, many related research areas that could be explored in the future.  
• Other types of images, such as portraiture and landscape, could be included in future 
research.  
• Future research could be broadened to include assessment methods other than using 
the VIF metric. For example, a panel of human observers could be used to conduct a 
psychophysical study.  
• If human observers were utilized, future researchers could add assessment criteria that 
require human judgment. For example, human observers could be asked to make an 
evaluation based on the aesthetic appeal of the sharpened image. 
• Future researchers could use the VIF metric to explore sharpening techniques which 
combined USM and HPF filters. The goal of this research would be to improve 
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sharpening results by developing guidelines for choosing the optimal sharpening 
parameters when using both filters.  
The suggestions listed above represent four of the many directions that future researchers could 
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Macro Raw Data 
 
Table A1 summarizes the raw data collected during analysis of the macro images. 












Amount Radius Threshold Radius Layer Opacity 
1 1 
1 500 1.4 0 1.8431 6.0 100% 1.3674 
2 300 1.8 0 1.8055 12.0 100% 1.4069 
4 245 2.3 0 1.7713 15.0 100% 1.4139 
3 215 2.5 0 1.7476 20.0 100% 1.4180 
5 175 5.0 0 1.8021 40.0 100% 1.4037 
2 1 
1 435 1.0 0 1.2633 15.0 100% 1.4388 
2 310 1.7 0 1.4201 30.0 100% 1.4344 
3 280 2.2 0 1.5080 40.0 100% 1.4269 
4 200 3.2 0 1.6597 70.0 100% 1.4052 
5 100 5.0 0 1.5100 100.0 100% 1.3868 
3 1 
1 500 1.0 0 1.2039 10.0 100% 1.1946 
2 500 1.6 0 1.3314 15.0 100% 1.2091 
3 355 2.5 0 1.3948 20.0 100% 1.2106 
4 255 3.5 0 1.3982 45.0 100% 1.1782 
5 200 4.0 0 1.3505 50.0 100% 1.1714 
4 1 
1 500 1.0 0 1.3147 3.0 100% 1.1260 
2 500 1.8 0 1.5108 5.2 100% 1.1389 
3 400 2.0 0 1.4974 6.9 100% 1.1494 
4 220 3.0 0 1.3983 9.0 100% 1.1579 
5 150 4.0 0 1.3496 12.0 100% 1.1633 
5 1 
1 500 1.5 0 0.7197 6.0 100% 1.0772 
2 400 2.5 0 0.8283 10.0 100% 1.1278 
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3 300 2.5 0 0.8689 20.0 100% 1.1432 
4 200 7.0 0 1.2436 30.0 100% 1.1369 
5 100 20.0 0 1.4112 55.0 100% 1.1272 
6 1 
1 500 2.0 0 2.6035 30.0 100% 1.5986 
2 500 3.0 0 2.8076 50.0 100% 1.5864 
3 400 4.0 0 2.7525 70.0 100% 1.5525 
4 300 6.0 0 2.6254 90.0 100% 1.5148 
5 200 15.0 0 2.4542 100.0 100% 1.4957 
7 1 
1 500 1.5 0 1.6963 20.0 100% 1.3841 
2 400 3.0 0 1.8942 50.0 100% 1.3675 
3 300 4.0 0 1.8737 70.0 100% 1.3424 
4 200 6.0 0 1.7916 80.0 100% 1.3306 
5 100 10.0 0 1.5425 100.0 100% 1.3015 
8 1 
1 500 1.3 0 1.4031 5.0 100% 1.3555 
2 400 2.0 0 1.5589 7.0 100% 1.4017 
3 300 3.0 0 1.6620 12.0 100% 1.4509 
4 200 5.0 0 1.7414 30.0 100% 1.4638 
5 150 8.0 0 1.7410 50.0 100% 1.4523 
9 1 
1 500 1.0 0 1.2825 5.0 100% 1.2883 
2 400 2.5 0 1.5660 20.0 100% 1.3636 
3 300 2.5 0 1.5011 50.0 100% 1.3548 
4 200 4.5 0 1.5983 100.0 100% 1.3328 
5 150 10.0 0 1.7003 250.0 100% 1.3006 
10 1 
1 500 1.4 0 1.4791 10.0 100% 1.4040 
2 400 2.5 0 1.6852 40.0 100% 1.4237 
3 300 4.0 0 1.8503 100.0 100% 1.4086 
4 100 30.0 0 1.6583 150.0 100% 1.4003 
5 50 250.0 0 1.3644 500.0 100% 1.0099 
11 1 
1 500 1.4 0 0.8126 10.0 100% 1.1448 
2 400 2.2 0 0.8678 14.0 100% 1.1541 
3 300 3.1 0 0.9834 20.0 100% 1.1527 
4 200 3.1 0 1.0155 25.0 100% 1.1484 
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5 100 8.0 0 1.2260 50.0 100% 1.1319 
12 1 
1 500 1.3 0 0.8711 10.0 100% 1.2357 
2 400 2.7 0 1.0179 20.0 100% 1.2662 
3 300 4.0 0 1.1905 40.0 100% 1.2523 
4 200 6.0 0 1.3559 60.0 100% 1.2431 
5 100 15.0 0 1.4601 70.0 100% 1.2397 
13 1 
1 500 1.4 0 1.7569 6.0 100% 1.3978 
2 500 2.0 0 1.9309 10.0 100% 1.4525 
3 400 3.5 0 2.0869 12.0 100% 1.4655 
4 300 5.3 0 2.1083 20.0 100% 1.4890 
5 100 15.0 0 1.6699 40.0 100% 1.4924 
14 1 
1 500 2.0 0 1.0815 10.0 100% 1.2756 
2 360 4.0 0 1.3280 20.0 100% 1.3110 
3 200 5.0 0 1.3509 30.0 100% 1.3004 
4 100 8.0 0 1.3507 40.0 100% 1.2904 
5 50 40.0 0 1.3157 100.0 100% 1.2701 
15 1 
1 500 1.5 0 0.8933 20.0 100% 1.1406 
2 400 2.8 0 0.9875 30.0 100% 1.1313 
3 300 4.0 0 1.1185 40.0 100% 1.1243 
4 200 8.0 0 1.3015 60.0 100% 1.1157 
5 100 16.0 0 1.2657 100.0 100% 1.1049 
16 1 
1 500 1.3 0 0.7489 5.0 100% 1.0185 
2 400 2.5 0 0.8173 7.0 100% 1.0665 
3 300 3.4 0 0.9103 10.0 100% 1.1070 
4 200 5.0 0 1.0615 13.0 100% 1.1218 
5 100 10.0 0 1.2404 20.0 100% 1.1238 
17 1 
1 500 1.5 0 1.6674 20.0 100% 1.3983 
2 400 3.0 0 1.7984 30.0 100% 1.4048 
3 300 5.0 0 1.8601 50.0 100% 1.4018 
4 200 10.0 0 1.8824 70.0 100% 1.3972 
5 100 20.0 0 1.6058 100.0 100% 1.3882 
18 1 1 500 1.5 0 2.3426 10.0 100% 1.5375 
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2 400 1.5 0 2.2612 40.0 100% 1.5376 
3 350 3.5 0 2.6986 60.0 100% 1.5370 
4 200 5.5 0 2.3071 100.0 100% 1.5353 
5 100 15.0 0 1.8261 300.0 100% 1.5288 
19 1 
1 500 1.7 0 2.4357 10.0 100% 1.6076 
2 400 3.0 0 2.6366 40.0 100% 1.6268 
3 300 6.0 0 2.5940 60.0 100% 1.6084 
4 200 8.0 0 2.2853 100.0 100% 1.6021 
5 150 12.0 0 2.0998 150.0 100% 1.6041 
20 1 
1 500 1.2 0 1.2183 10.0 100% 1.1124 
2 400 3.0 0 1.3764 25.0 100% 1.0897 
3 300 5.0 0 1.4718 40.0 100% 1.0604 
4 200 7.0 0 1.4752 80.0 100% 1.0207 
5 100 17.0 0 1.3999 100.0 100% 1.0110 
21 1 
1 500 1.5 0 1.7830 10.0 100% 1.3507 
2 400 2.5 0 1.9179 20.0 100% 1.3687 
3 300 4.5 0 1.9791 30.0 100% 1.3600 
4 200 7.0 0 1.8612 50.0 100% 1.3330 
5 100 13.0 0 1.5857 150.0 100% 1.2320 
22 1 
1 500 1.6 0 1.4961 20.0 100% 1.0477 
2 400 3.0 0 1.6360 30.0 100% 1.0210 
3 300 5.0 0 1.6657 50.0 100% 0.9797 
4 200 7.5 0 1.5866 55.0 100% 0.9722 
5 150 9.0 0 1.5053 70.0 100% 0.9522 
23 1 
1 500 1.3 0 1.6832 15.0 100% 1.2689 
2 400 2.5 0 1.9378 25.0 100% 1.2626 
3 300 4.0 0 1.9900 50.0 100% 1.2378 
4 200 6.0 0 1.8790 70.0 100% 1.2221 
5 100 12.0 0 1.6175 100.0 100% 1.2085 
24 1 
1 500 2.0 0 3.6219 20.0 100% 1.6895 
2 400 4.0 0 3.7357 50.0 100% 1.6983 
3 300 7.0 0 3.3741 80.0 100% 1.6725 
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4 200 10.0 0 2.7875 100.0 100% 1.6556 




Macro Image Visual Results 
 
Figure B1 contains the original areas of interest, and the corresponding highest VIF score 
USM and HPF results for all 24 macro images.  






Original Area of 
Interest USM HPF 
1 Low 
 
VIF = 1 
 
VIF = 1.84 
 
VIF = 1.42 
2 Low 
 
VIF = 1 
 
VIF = 1.66 
 
VIF = 1.44 
3 Low 
 
VIF = 1 
 
VIF = 1.40 
 




VIF = 1 
 
VIF = 1.51 
 
VIF = 1.16 
5 Low 
 
VIF = 1 
 
VIF = 1.41 
 
VIF = 1.14 
6 High 
 
VIF = 1 
 
VIF = 2.81 
 
VIF = 1.60 
7 Low 
 
VIF = 1 
 
VIF = 1.89 
 




VIF = 1 
 
VIF = 1.74 
 
VIF = 1.46 
9 Low 
 
VIF = 1 
 
VIF = 1.70 
 
VIF = 1.36 
10 High 
 
VIF = 1 
 
VIF = 1.85 
 
VIF = 1.42 
11 High 
 
VIF = 1 
 
VIF = 1.23 
 




VIF = 1 
 
VIF = 1.46 
 
VIF = 1.27 
13 High 
 
VIF = 1 
 
VIF = 2.11 
 
VIF = 1.49 
14 Low 
 
VIF = 1 
 
VIF = 1.35 
 
VIF = 1.31 
15 High 
 
VIF = 1 
 
VIF = 1.30 
 




VIF = 1 
 
VIF = 1.24 
 
VIF = 1.12 
17 High 
 
VIF = 1 
 
VIF = 1.88 
 
VIF = 1.40 
18 High 
 
VIF = 1 
 
VIF = 2.70 
 
VIF = 1.54  
19 High 
 
VIF = 1 
 
VIF = 2.64 
 




VIF = 1 
 
VIF = 1.48 
 
VIF = 1.11 
21 High 
 
VIF = 1 
 
VIF = 1.98 
 
VIF = 1.37 
22 Low 
 
VIF = 1 
 
VIF = 1.67 
 
VIF = 1.05 
23 Low 
 
VIF = 1 
 
VIF = 1.99 
 




VIF = 1 
 
VIF = 3.74 
 





Further Investigation of USM Sharpening for Macro Image #6 
 
This appendix discusses the results of further investigation of USM sharpening 
parameters using macro image #6.  
The motivation for beginning the investigation was to find the best parameters for 
sharpening macro images to answer research question 2c. The investigation began when the 
researcher modified the methodology for choosing sharpening parameters. Initially, the 
researcher sharpened test images by visually assessing image quality using color photos. After 
examining VIF results versus sharpening parameters, the researcher decided to work in reverse; 
she chose the parameters based on the VIF scores without regards to visual quality.   
The results of applying this approach to macro image #6 are shown in Table C1.  
Table C1. USM sharpening parameters for macro image #6 with their VIF results. 
Macro 
Image # Crop # Parameters # USM Parameters VIF Amount Radius Threshold 
6 1 
1 500 2.0 0 2.6035 
2 500 3.0 0 2.8076 
3 400 4.0 0 2.7525 
4 300 6.0 0 2.6254 
5 200 15.0 0 2.4542 
6 500 4.0 0 2.9887 
7 500 5.0 0 3.1196 
8 500 6.0 0 3.2384 
9 500 7.0 0 3.3430 
10 500 8.0 0 3.4313 
11 500 9.0 0 3.4978 
12 500 10.0 0 3.5568 
13 500 11.0 0 3.6003 
14 500 15.0 0 3.6998 
15 500 20.0 0 3.7250 
16 500 30.0 0 3.6760 
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17 500 25.0 0 3.7137 
Using the original methodology, the parameter set that yielded the best VIF result for this image 
was parameter set 2. After seeing how the VIF score increased from parameter set 1 (Amount 
500, Radius 2.0) to parameter set 2 (Amount 500, Radius 3.0), the researcher wanted to test if 
increasing the Radius while keeping Amount at 500 would also increase the VIF score. The test 
started from parameter set 6 with the Radius settings increased in increments of 1.0 until 
parameter set 13. Parameter set 14 started at Radius 15.0 and increased by 5.0 until parameter set 
17 with Radius 25.0. The parameter set that yielded the best VIF score was parameter set 15 with 
the score of 3.72, which is almost four times “better” than the original image according to VIF. 
Sharpened color photos associated with these parameter sets are shown in Figure C1. 
 Looking at Figure C1, a human observer would disagree that parameter set 15 produced 
the best sharpened image. Instead, an observer might choose either parameter set 2 or set 6.  
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Figure C1. Original macro image #6 side by side with USM sharpened images in color. 












Figure C2. Original macro image #6 side by side with USM sharpened images transformed into 
luminance only (black and white) images using Matlab. 











At this point, the researcher realized that the VIF algorithm assessed the sharpened images in 
black and white. When the researcher examined the images after transforming them to black and 
white, the result made sense. When we take out the color and only compare sharpness and 




Architecture Raw Data 
 
Table D1 summarizes the raw data collected during analysis of the macro images. In most 
cases, the highest selected VIF scores matches the highest VIF scores generated for the image. 
When this is not the case, it is due to the fact that the researcher applied the methodology 
described in Appendix F to obtain better agreement between the selected score and human visual 
judgment.  












Amount Radius Threshold Radius Layer Opacity 
1 1 
1 60 1.0 0 1.1086 10.0 100% 1.3223 
2 60 2.0 0 1.2061 30.0 100% 1.3312 
3 100 4.0 0 1.3377 5.0 100% 1.2885 
4 50 4.0 0 1.1759 20.0 100% 1.3316 
5 150 1.0 0 1.1839 100.0 100% 1.3042 
2 1 
1 150 3.0 0 1.6081 10.0 100% 1.5185 
2 100 3.0 0 1.4502 30.0 100% 1.5254 
3 200 5.0 0 1.9112 4.0 100% 1.4598 
4 500 3.0 0 2.1518 15.0 100% 1.5253 
5 300 2.4 0 1.6937 50.0 100% 1.5256 
3 1 
1 300 2.4 0 1.5606 10.0 100% 1.3954 
2 100 5.0 0 1.4452 3.0 100% 1.2584 
3 200 4.0 0 1.6284 20.0 100% 1.4018 
4 400 1.0 0 1.3253 7.0 100% 1.3737 
5 400 3.0 0 1.7510 30.0 100% 1.3996 
4 1 1 400 3.0 0 1.9648 10.0 100% 1.4351 
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2 100 6.0 0 1.4935 5.0 100% 1.3519 
3 300 2.5 0 1.7647 15.0 100% 1.4588 
4 200 3.0 0 1.6258 20.0 100% 1.4621 
5 400 1.0 0 1.4666 3.0 100% 1.2806 
5 1 
1 100 7.0 0 1.3529 3.0 100% 1.1082 
2 200 4.0 0 1.4108 10.0 100% 1.2061 
3 300 4.0 0 1.5009 15.0 100% 1.2143 
4 400 2.0 0 1.4207 25.0 100% 1.2065 
5 300 2.0 0 1.3588 40.0 100% 1.1920 
6 1 
1 300 2.0 0 1.7011 5.0 100% 1.2029 
2 100 6.0 0 1.4760 10.0 100% 1.2264 
3 200 3.0 0 1.6299 20.0 100% 1.2293 
4 400 3.0 0 1.9289 40.0 100% 1.2230 
5 400 1.0 0 1.4869 50.0 100% 1.2211 
7 1 
1 400 1.0 0 1.3003 5.0 100% 1.2697 
2 200 3.0 0 1.4891 15.0 100% 1.3249 
3 100 6.0 0 1.4070 12.0 100% 1.3198 
4 300 2.0 0 1.5155 20.0 100% 1.3278 
5 300 1.0 0 1.2562 23.0 100% 1.3306 
8 1 
1 100 4.0 0 1.4124 10.0 100% 1.2865 
2 100 2.0 0 1.2929 15.0 100% 1.2952 
3 300 1.0 0 1.3455 25.0 100% 1.2774 
4 300 2.5 0 1.7909 40.0 100% 1.2503 
5 250 2.0 0 1.6276 45.0 100% 1.2417 
9 1 
1 100 2.0 0 1.0067 10.0 100% 1.1219 
2 200 2.0 0 1.0186 20.0 100% 1.1299 
3 100 3.0 0 1.0913 3.9 100% 1.0594 
4 300 3.0 0 1.0830 35.0 100% 1.1318 
5 200 1.5 0 0.9468 50.0 100% 1.1301 
10 1 
1 200 1.5 0 1.2661 5.0 100% 1.2127 
2 200 3.0 0 1.4342 15.0 100% 1.2776 
3 100 5.0 0 1.3558 20.0 100% 1.2799 
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4 300 1.0 0 1.2050 50.0 100% 1.2656 
5 400 2.0 0 1.5445 40.0 100% 1.2704 
11 1 
1 500 2.0 0 1.3867 10.0 100% 1.1760 
2 300 2.0 0 1.2939 20.0 100% 1.1812 
3 150 5.0 0 1.3492 30.0 100% 1.1649 
4 200 3.0 0 1.2934 40.0 100% 1.1485 
5 400 1.0 0 1.1398 50.0 100% 1.1369 
12 1 
1 400 1.0 0 1.1965 10.0 100% 1.2289 
2 200 3.0 0 1.3431 20.0 100% 1.2466 
3 100 6.0 0 1.3488 30.0 100% 1.2451 
4 300 3.0 0 1.4430 40.0 100% 1.2367 
5 350 1.4 0 1.2968 50.0 100% 1.2297 
13 1 
1 100 4.0 0 1.6173 70.0 100% 1.5588 
2 200 3.0 0 1.9762 50.0 100% 1.5588 
3 200 4.0 0 2.0753 20.0 100% 1.5361 
4 400 1.0 0 1.7579 10.0 100% 1.5169 
5 500 1.0 0 1.8595 30.0 100% 1.5485 
14 1 
1 500 1.0 0 1.4248 10.0 100% 1.3018 
2 300 3.0 0 1.6984 20.0 100% 1.3167 
3 200 3.0 0 1.5530 50.0 100% 1.3006 
4 200 1.0 0 1.2416 70.0 100% 1.2837 
5 400 2.0 0 1.6705 100.0 100% 1.2668 
15 1 
1 200 2.0 0 1.1357 100.0 100% 1.1569 
2 100 2.0 0 1.0930 25.0 100% 1.1596 
3 300 1.0 0 1.0579 70.0 100% 1.1562 
4 400 1.0 0 1.0634 50.0 100% 1.1575 
5 400 1.5 0 1.1399 10.0 100% 1.1626 
16 1 
1 400 1.5 0 1.2539 10.0 100% 1.2421 
2 200 1.5 0 1.2112 20.0 100% 1.2402 
3 300 2.0 0 1.3392 50.0 100% 1.2221 
4 250 3.0 0 1.4665 70.0 100% 1.2099 
5 200 4.5 0 1.4911 100.0 100% 1.1934 
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17 1 
1 100 4.5 0 1.3514 100.0 100% 1.2987 
2 400 1.0 0 1.1459 50.0 100% 1.3031 
3 250 1.5 0 1.2196 10.0 100% 1.2999 
4 350 1.5 0 1.2205 70.0 100% 1.3006 
5 200 2.0 0 1.2752 20.0 100% 1.3081 
18 1 
1 200 2.0 0 0.8420 20.0 100% 0.9896 
2 100 4.5 0 1.1422 50.0 100% 0.9725 
3 400 1.0 0 0.7288 70.0 100% 0.9693 
4 250 1.0 0 0.8044 100.0 100% 0.9675 
5 350 1.5 0 0.7359 10.0 100% 0.9982 
19 1 
1 350 1.5 0 0.9662 10.0 100% 1.0685 
2 200 1.5 0 0.9676 5.0 100% 1.0278 
3 400 1.0 0 0.9241 30.0 100% 1.0417 
4 250 2.0 0 1.0009 20.0 100% 1.0604 
5 100 6.0 0 1.2059 50.0 100% 1.0108 
20 1 
1 350 1.0 0 0.8790 5.0 100% 1.0286 
2 200 2.0 0 0.9757 15.0 100% 1.0540 
3 100 3.0 0 1.0452 10.0 100% 1.0538 
4 30 5.0 0 1.0564 30.0 100% 1.0427 
5 250 1.5 0 0.9238 50.0 100% 1.0355 
21 1 
1 250 1.0 0 0.9158 5.0 100% 1.0072 
2 400 1.0 0 0.8824 20.0 100% 1.0230 
3 200 3.0 0 1.0214 10.0 100% 1.0394 
4 100 4.0 0 1.0700 15.0 100% 1.0351 
5 50 6.0 0 1.0997 7.5 100% 1.0324 
22 1 
1 300 1.0 0 1.2805 10.0 100% 1.3712 
2 250 2.0 0 1.5133 5.0 100% 1.3314 
3 80 6.0 0 1.4109 15.0 100% 1.3790 
4 400 0.5 0 1.1529 40.0 100% 1.3617 
5 350 2.0 0 1.5857 25.0 100% 1.3774 
23 1 
1 350 1.0 0 1.4499 5.0 100% 1.3387 
2 400 0.5 0 1.1974 10.0 100% 1.3916 
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3 200 2.0 0 1.5937 20.0 100% 1.4097 
4 150 4.0 0 1.6642 15.0 100% 1.4045 
5 50 6.0 0 1.3090 60.0 100% 1.3954 
24 1 
1 200 2.0 0 0.9186 5.0 100% 1.0354 
2 100 3.0 0 1.0688 10.0 100% 1.0559 
3 400 0.5 0 0.7774 15.0 100% 1.0532 
4 60 6.0 0 1.1716 20.0 100% 1.0485 





Architectural Image Visual Results 
 
Figure E1 contains the original areas of interest, and the corresponding highest VIF score 
USM and HPF results for all 24 architectural images.  






Original Area of 
Interest USM HPF 
1 High 
 
VIF = 1 
 
VIF = 1.34 
 
VIF = 1.33 
2 High 
 
VIF = 1 
 
VIF = 1.61 
 
VIF = 1.53 
3 Low 
 
VIF = 1 
 
VIF = 1.56 
 




VIF = 1 
 
VIF = 1.63 
 
VIF = 1.46 
5 High 
 
VIF = 1 
 
VIF = 1.50 
 
VIF = 1.21 
6 Low 
 
VIF = 1 
 
VIF = 1.48 
 
VIF = 1.23 
7 High 
 
VIF = 1 
 
VIF = 1.30 
 




VIF = 1 
 
VIF = 1.63 
 
VIF = 1.30 
9 Low 
 
VIF = 1 
 
VIF = 1.09 
 
VIF = 1.13 
10 Low 
 
VIF = 1 
 
VIF = 1.54 
 
VIF = 1.28 
11 Low 
 
VIF = 1 
 
VIF = 1.35 
 




VIF = 1 
 
VIF = 1.35 
 
VIF = 1.25 
13 High 
 
VIF = 1 
 
VIF = 1.98 
 
VIF = 1.56 
14 Low 
 
VIF = 1 
 
VIF = 1.42 
 
VIF = 1.28 
15 High 
 
VIF = 1 
 
VIF = 1.14 
 




VIF = 1 
 
VIF = 1.49 
 
VIF = 1.24 
17 High 
 
VIF = 1 
 
VIF = 1.35 
 
VIF = 1.31 
18 Low 
 
VIF = 1 
 
VIF = 1.14 
 
VIF = 1.00 
19 High 
 
VIF = 1 
 
VIF = 1.00 
 




VIF = 1 
 
VIF = 1.06 
 
VIF = 1.05 
21 High 
 
VIF = 1 
 
VIF = 1.10 
 
VIF = 1.04 
22 Low 
 
VIF = 1 
 
VIF = 1.59 
 
VIF = 1.38 
23 Low 
 
VIF = 1 
 
VIF = 1.66 
 




VIF = 1 
 
VIF = 1.17 
 





Interpreting VIF Scores for Architecture Images 
 
 This appendix discusses changes in the methodology used to select the optimal VIF score 
when evaluating architecture images.  
 The need to change the methodology originated from the researcher’s observation that the 
VIF metric was awarding points to artifacts and not real details in architecture image #6. 
Architecture image #6 was a 500x500 pixel crop of a ventilator taken from a larger image of a 
building. The reason for cropping the image was that the VIF application was unable to handle 
the original image in its entirety (3872x2592 pixels). A byproduct of cropping the image is that 
camera noise is exaggerated. As a result, the sharpening parameters that received the maximum 
VIF score resulted in an image that appeared to be very noisy to the researcher. Since the camera 
was unlikely to capture the level of detail seen in the sharpened image, these details were 
probably artifacts created by using high values for the Amount and Radius parameters in USM. 
In order to confirm whether the details being sharpened were indeed real or artifacts, the 
researcher returned to the site where the image was taken and took close-up pictures of the object 
in discussion. Figure D1 shows the sharpened images together with their VIF scores. Figure D2 
shows close-up images of the cropped area.  
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Figure F1. Architecture image #6 sharpened with parameter set #2 (Amount 100, Radius 6.0) 
and parameter set #4 (Amount 400, Radius 3.0) together with their VIF scores. 
Architecture Image #6’s Parameters and Their VIF Scores 















VIF = 1.4760 
Image 6 – USM 04 
 
VIF = 1.9289 
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Figure F2. Close-up of the features that were sharpened in image #6 taken with a smartphone. 
 
 After comparing the close-up image to the sharpened images, the researcher concluded 
that the image with the highest VIF score, USM 04 (Amount 400, Radius 3.0), contained 
sharpened details that were artifacts, and that VIF was awarding points for these artifacts. The 
researcher visually examined sharpened images that had lower VIF scores. The researcher 
decided that the image that best agreed with human visual judgment was USM 02 (Amount 100, 
Radius 6.0). When the image was sharpened with these parameters, the features being sharpened 
agreed with real features that could be seen in the close-up image. 
 This resulted in the researcher changing the methodology. In the new methodology, the 
researcher first determined which set of sharpening parameters created an image that best agreed 
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with human visual judgment. The VIF score associated with this image was then used to analyze 
the relative performance of USM versus HPF sharpening. 
