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a b s t r a c t
In this paper we consider a class of neutral delay differential equations with state
dependent delays. For such equations the possible discontinuity in the derivative of
the solution at the initial point may propagate along the integration interval giving
rise to subsequent points, called “breaking points”, where the solution derivative is still
discontinuous. As a consequence, in a right neighbourhood of each such point we have
to face a Cauchy problem where the equation has a discontinuous right-hand side. In this
case the existence and the uniqueness of the solution is no longer guaranteed to the right
of such points and hence the solution of the neutral equation may either cease to exist
or bifurcate. After illustrating why uniqueness and existence of the solution is no longer
guaranteed for general state-dependent problems and showing a possible way to detect
these occurrences automatically, we explain how to generalize/regularize the problem in
order to suitably extend the solution beyond the breaking point. This is important, for
example, when exploring numerically the presence of possible periodic orbits.
© 2008 Elsevier B.V. All rights reserved.
1. Framework
In this paper we consider physical systems modelled in terms of delay differential equations of neutral type (in short
NDDEs) of the form{
y˙(t) = f (t, y(t), y (α(t, y(t))) , y˙ (α(t, y(t)))) , t0 ≤ t ≤ tf ,
y(t) = φ(t), t < t0, y(t0) = y0 (1)
where y ∈ Rd is a real valued vector function,φ is a continuously differentiable vector function, f : [t0, tf ]×Rd×Rd×Rd −→ Rd
is assumed to be a sufficiently smooth real valued vector function, the deviating argument α(t, y(t)) ≤ t for all t, where
α(t, u) is assumed to be a continuous function for all t ∈ [t0, tf ] and u ∈ Rd. For the sake of simplicity, but without any loss of
generality with respect to the issues we discuss, we consider here the same deviating argument in y and y˙. Although the case
of a single deviating argument does not reveal all the practical difficulties associated with more than one deviating argument
we confine our discussion to aspects which can be described by means of a single delay, remarking – when necessary – the
differences with respect to a general case with two or more different delays. Anyway, in the code Radar5 [18,19] which we
use in the numerical computation of the examples, we allow an arbitrary number of deviating arguments.
This is not the only interesting class of neutral problems; for example a well-known and widely studied class of problems
in the so-called Hale’s form is given by
d
dt
(y(t)− G(t, y(α0(t, y(t))))) = y(t)− F (t, y(t), y (α1(t, y(t)))) (2)
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or by the equivalent delay-differential algebraic equation{
z˙(t) = y(t)− F (t, y(t), y (α1(t, y(t))))
0 = y(t)− z(t)− G(t, y(α0(t, y(t)))).
It is worth observing that,unlike in (1),the derivative of y does not appear in (2) and one only needs y(t)−G(t, y(α0(t, y(t))))
to have a derivative. Several authors (e.g. [4]) denote (1) as neutral problems in explicit form and (2) as neutral problems in
implicit form. Here, instead, we shall denote as problems in implicit form those given by (25) which we shall discuss later.
An interesting analysis of the solutions of the above problems has been recently given by Baker and Paul [4], who
have mainly focused their attention on problems (2). In this paper, however, we confine our discussion to state-dependent
problems of the form (1) and in their possible reformulation as implicit systems of DDEs, as we shall explain later.
We remark that interesting problems modelled in terms of neutral delay differential equations arise, for example,
when studying the two-body problem of classical electrodynamics (see e.g. [10,11]), when considering the Partial Element
Equivalent Circuit (PEEC) formulation of Maxwell’s equations and also when modelling transmission lines (see e.g. [30,29]).
For an extensive analysis of functional differential equations we refer the reader e.g. to [13,21,27]. For the specific case of
state dependent delays (confined to non-neutral problems) we refer the reader to the recent chapter by Hartung, Krisztin,
Walther and Wu [23].
Solutions and regularity
The first aspect to clarify is what we mean for a solution of (1). Even if y(t0) = φ(t0) we have that, in correspondence
to the initial point t0, the right-hand derivative y˙(t0), which is given by f , is different in general from the left-hand
derivative φ˙(t0). This irregularity at t0 usually propagates along the integration interval by means of the deviating argument
α(t, y(t)). Evidently, as soon as α(ξ, y(ξ)) = t0 for some ξ > t0, due to the fact that the first derivative of y(t) has a jump
discontinuity at t0, the function f (t, y(t), y (α(t, y(t))) , y˙ (α(t, y(t)))) is discontinuous at ξ. In general, this creates a further
jump discontinuity in the first derivative of the solution y(t) at ξ, and so on. In the literature, such discontinuity points ξi are
called breaking points (or primary discontinuity points) of order zero (see for example [6]) and, throughout the paper, the set
of those ones belonging to [t0, tf ] will be denoted by B. A breaking point ξ is said to be of order k ≥ 0 if the solution y(t) is
Ck-continuous (but not Ck+1-continuous) in a neighbourhood of ξ.
Similarly to [4], we give the following definition.
Definition 1. We say that a real valued vector function y(t) is a solution of problem (1) in [t0, tf ] if
(i) it is continuous on [t0, tf ];
(ii) it is continuously differentiable in [t0, tf ] \B;
(iii) it satisfies (1) in [t0, tf ] \B;
(iv) at those points {ξi} ∈ B where (1) is not satisfied we have that
lim
t↘ξi
y˙(t) = f (ξi, y(ξi), y (α(ξi, y(ξi))) , z (α(ξi, y(ξi))))
where
z (α(ξi, y(ξi))) = lim
t↘ξi
y˙ (α(t, y(t))) .
This means that y˙(t) represents the conventional two-sided derivative for all t ∈ [t0, tf ], with the exception of those
breaking points {ξi}where (1) is not satisfied, where we interpret it as the one-sided right derivative, limt↘ξi y˙(t).
In the case of non neutral DDEs, jump discontinuities are typically smoothed out along the integration interval. For neutral
equations instead, the breaking points of order zero may be propagated throughout the whole interval. In this paper we make
the assumption that
(H) the set of breaking pointsB is finite.
This prevents the possibility that breaking points accumulate in [t0, tf ]. The crucial point is that, due to the jump
discontinuities of the first derivative of the solution, the right hand side of (1) may be discontinuous at some breaking
points. Moreover, since the delay is assumed to be state-dependent, such discontinuities depend on the solution y; it is well
known that in such a case the solution might either cease to exist (termination) or lose the uniqueness (bifurcation). This is
a serious problem if one looks for regular solutions of (1), that is – as an example – for a periodic orbit. If the initial datum
does not lie on the periodic orbit, which is the most likely situation, such a numerical investigation could terminate with
a high probability after the integration has overcome a certain number of breaking points. This leads in a natural way to
the need to construct generalized solutions which may allow the integrator to extend the solution beyond those breaking
points where the classical solution (in the sense of Definition 1) ceases to exist.
Aims of the paper
The goals of this paper are the following:
• Discussing the existence and the uniqueness of solutions of (1).
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• Explaining (both analytically and numerically) the phenomenon of termination or bifurcation of the solution in
correspondence to some breaking point and describing a method for detecting such occurrences.
• Exploring possible extensions of the solution beyond a termination point.
• Showing – as an application – an example where the considered extension enable the provision of a useful tool for
discovering a periodic orbit of (1).
Although we do not yet have theoretical results about the links between the generalizations we consider here, we explain
them and explore their mutual relationships by means of some examples. As far as we know a theoretical investigation is
not yet available in the literature; it is one of our main goals to analyze rigorously such relationships in the future.
2. Classical solutions: Existence, uniqueness, termination and bifurcation
If the deviating argument α does not depend on the solution y but only on t (that is the problem is not state-dependent),
the existence and continuous dependence of the solutions of (1) are assured under suitable conditions, as discussed e.g. in
the classical paper by Driver [12]. In particular, if the initial function φ is absolutely continuous, φ˙(t) is bounded almost
everywhere for t ≤ t0, the function f is continuous with respect to all its arguments, α is continuously differentiable and
α˙(t) is positive, the local existence of the solution is proved. Uniqueness and continuous dependence of the solutions with
respect to f , t0,α and φ are also proved in [12].
If instead the deviating argument α is state dependent, existence and uniqueness of the solution beyond a breaking point
is not always guaranteed. Positive results on existence and uniqueness for state-dependent neutral problems have been
given by Grimm [17] and Jackiewicz [24,25]. The theorems proved in such papers mainly assume that
(i) the initial data φ(t) and φ˙(t) are Lipschitz-continuous;
(ii) |f (t2, y2, u2, z2)− f (t1, y1, u1, z1)| ≤ L1 (|t2 − t1| + |y2 − y1| + |u2 − u1|)+ L2|z2 − z1|with L2 < 1;
(iii) α(·, ·) is Lipschitz-continuous with respect to its arguments;
(iv) f
(
t0,φ(t0),φ(α(t0,φ(t0))), φ˙(α(t0,φ(t0)))
)
= φ˙(t0)where φ˙(t0) = limt↗t0 φ˙(t) (splicing condition).
These interesting results however are based on an hypothesis which is difficult to guarantee, that is assumption (iv). In
fact when choosing an arbitrary – although regular – initial datum, such an assumption is generally violated. In order to
fulfil it, one could think of an iterative process able to modify the initial datum in a way as to satisfy the considered splicing
condition. In this paper however we do not address this possibility.
If assumption (iv) does not hold both the existence and the uniqueness may be lost.
Neutral problems as discontinuous differential equations
We have noted that, in correspondence to a breaking point ξ of order zero, we have to face a (locally) discontinuous
differential equation, that is an equation – which it is not restrictive to assume to be autonomous – of the form
u˙(t) = h(u(t)) (3)
with
h(u) =
{
h1(u) if g(u) ≥ 0
h2(u) if g(u) < 0
for suitable functions h1 and h2, where g is called the switching function. The derivative of the solution is discontinuous on
the manifold
M = {u : g(u) = 0}.
If g(u(t¯)) = 0 we interpret u˙(t¯) = limt↘t¯ u˙(t). Let u¯ ∈M, that is g(u¯) = 0, and consider the quantities
〈∇g(u¯), h1(u¯)〉 and 〈∇g(u¯), h2(u¯)〉 . (4)
Assume that{〈∇g(u¯), h1(u¯)〉 < 0
〈∇g(u¯), h2(u¯)〉 > 0, (5)
∇ being the gradient with respect to u. By definition ∇g(u¯) is oriented towards the region g(u) > 0 which is the domain of
h1. Hence (5) means that both flows h1 and h2 coerce the solution to the manifold M where it remains trapped. In such a
case we do not have (locally) a classical solution to (3).
If instead we have{〈∇g(u¯), h1(u¯)〉 > 0
〈∇g(u¯), h2(u¯)〉 < 0, (6)
two solutions are admissible so that uniqueness is lost.
Finally if 〈∇g(u¯), h1(u¯)〉 · 〈∇g(u¯), h2(u¯)〉 > 0 the solution uniquely exists beyond t¯.
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Assume that the derivative y˙(t) of the solution of (1) has a jump discontinuity at ζ (for example ζ = t0) and that the
solution uniquely exists up to a breaking point ξ > ζ satisfying α(ξ, y(ξ)) = ζ. In order to set the problem in a more
convenient autonomous form, we set u = (t, y). Then we define the related switching function
g(u) = g(t, y) = α(t, y)− ζ (7)
and proceed by writing Eq. (1) locally (in a neighbourhood of the breaking point t = ξ) in the considered form (3).
In order to do this we first assume the existence of two smooth functions x+(τ), x−(τ), defined on a neighbourhood
[ζ − δ, ζ + δ] of ζ, such that
x+(τ) = y(τ) for τ ≥ ζ
x−(τ) = y(τ) for τ < ζ. (8)
Then we can write problem (1) locally in the form (3) by setting
h1(u(t)) = h1(t, y(t)) = f (t, y(t), x+ (α(t, y(t))) , x˙+ (α(t, y(t))))
h2(u(t)) = h2(t, y(t)) = f (t, y(t), x− (α(t, y(t))) , x˙− (α(t, y(t)))) . (9)
With u¯ = (ξ, y(ξ)) such that g(u¯) = 0, that is α(ξ, y(ξ)) = ζ, we get
〈∇g(u¯), h1(u¯)〉 = ∂α
∂t
(ξ, y(ξ))+
d∑
i=1
∂α
∂yi
(ξ, y(ξ)) fi
(
ξ, y(ξ), y(ζ), x˙+(ζ)
)
(10)
〈∇g(u¯), h2(u¯)〉 = ∂α
∂t
(ξ, y(ξ))+
d∑
i=1
∂α
∂yi
(ξ, y(ξ)) fi
(
ξ, y(ξ), y(ζ), x˙−(ζ)
)
(11)
where fi denotes the i-th component of f . If
〈∇g(u¯), h1(u¯)〉 < 0
∧ 〈∇g(u¯), h2(u¯)〉 > 0, (12)
then the solution ceases to exist. For example in the simple case where α does not depend explicitly on t and d = 1 we get
that if
dα
dy
(y(ξ)) · f (ξ, y(ξ), y(ζ), x˙+(ζ)) < 0∧ dα
dy
(y(ξ)) · f (ξ, y(ξ), y(ζ), x˙−(ζ)) > 0 (13)
the solution cannot be extended further t = ξ. Analogously, by examining the sign of (10) and (11), we are able to detect
whether the solution uniquely exists beyond t = ξ or if it bifurcates.
Instead of computing (10) and (11) we can equivalently consider the pair of differential equations{
y˙+(t) = f (t, y+(t), x+ (α(t, y+(t))) , x˙+ (α(t, y+(t))))
y˙−(t) = f (t, y−(t), x− (α(t, y−(t))) , x˙− (α(t, y−(t)))) (14)
with suitable initial values, where – as we have mentioned – x+(τ) and x−(τ) are smoothly extended in a full neighbourhood
of ζ. We get that y+(t) is a solution of (1) if (locally) α(t, y+(t)) > ζ and y−(t) is a solution of (1) if α(t, y−(t)) < ζ. We will
see in Section 4.1 how to exploit the above criteria numerically.
We remark that if the deviating argument does not cross the breaking point then the problem remains regular. More
specifically we have that if one of α(t, y+(t)) − ζ or α(t, y−(t)) − ζ does not change sign in a neighbourhood of t = ξ then
the corresponding solution exists and – for a smooth problem – is locally continuously differentiable.
We also note that when the neutral equation is in the following Hale form (see e.g. [22])
d
dt
(y(t)− G(t, y(α0(t)))) = F (t, y(t), y (α1(t, y(t)))) , t0 ≤ t ≤ tf ,
y(t) = φ(t), t ≤ t0,
(15)
where the first deviating argument α0 does not depend on the solution y(t) but only on t, the above-mentioned loss of
existence/uniqueness is prevented.
2.1. An illustrative example
As an illustrating example we consider the following neutral equation:
y˙(t) = −1
2
y(t)− y˙(α(t, y(t))), (16)
with α(t, y(t)) = (t − 1/2) y(t)2 and initial function φ(t) = 1− t for t ≤ 0.
As shown in Fig. 1 the solution has the breaking points ξ1 = 0.5 and ξ2 = 3.4024 · · · (which are computed automatically
by the code) and ceases to exist at ξ2.
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Fig. 1. The solution y(t) (dashed line), its derivative y˙(t), and the retarded argument α(t, y(t)) = (t − 1/2)y(t)2 of the neutral problem (16).
The code Radar5 [18,19] computes suitable approximations of (10) and (11),
∂α
∂t
(ξ2, y(ξ2))+ ∂α
∂y
(ξ2, y(ξ2)) f
(
ξ2, y(ξ2), y(ξ1), x˙
+(ξ1)
) ≈ −3.0035252 < 0
∂α
∂t
(ξ2, y(ξ2))+ ∂α
∂y
(ξ2, y(ξ2)) f
(
ξ2, y(ξ2), y(ξ1), x˙
−(ξ1)
) ≈ 0.61046462 > 0
x+ and x− being the local solutions on the right-hand side and on the left-hand side of the breaking point ξ1, respectively. In
this way, according to (12), the code detects a condition of termination.
With a tolerance Tol = 10−7 the code provides a numerical approximation to the solution computing 50 accepted and 9
rejected steps. The error computed at the final point is less than 10−8.
3. Generalized solutions
As we have stressed, in correspondence to certain breaking points Eq. (1) has to be considered as a differential equation
with discontinuous right hand side.
An important aspect which remains to be investigated is related to defining possible extensions of the solution, in
the presence of a termination condition (the so-called generalized solutions) and to possible strategies for recovering the
classical solution, if any, after a certain time. To this aim we mainly follow two paths: on one hand we relate (1) to differential
equations with discontinuous right-hand side and adapt techniques proposed in the literature (see e.g. [16,15,31]). On the
other hand we first consider an equivalent reformulation of (1) as an equivalent implicit system of (non-neutral) DDEs,
M u˙(t) = f (t, u(t), u (α(t, u(t)))), with the matrix M singular, and then we regularize the problem by considering a suitable
singular perturbation, Mε u˙ε(t) = f (t, uε(t), uε (α(t, uε(t)))), where the matrix Mε is non-singular and ε is a small parameter.
3.1. A suitable adaptation of the Filippov approach
A well-known approach to defining generalized solutions is due to Filippov [16,15]. Such solutions are mainly important
when the physical process modelled by the system (1) indeed has a solution. This technique is based on a differential
inclusion relation, an approach that has largely been ignored by numerical analysts. Our aim is to show that such an approach
– which can be referred to as an homotopy method – naturally leads to a system of delay differential algebraic equations,
which can be efficiently solved by means of suitable algorithms for implicit DDEs (such as the adaptation of the RadauIIA
method to implicit delay differential equations which has been implemented in the code Radar5). Some advantages of this
approach – with respect to the others presented here – lie in the fact that it does not change the original problem in those
interval where it admits a solution (in the sense of Definition 1) and does not force a numerical code to use a small stepsize
in correspondence to the jump discontinuities of the solution derivative (see [19]). Such stepsize restrictions have actually
been observed, both in the approach based on a singular perturbation of the problem (see Section 3.2), and in the approach
based on a perturbation of the initial data (see Section 3.3).
Consider (locally) the discontinuous differential equation (3). The idea is to replace (3) by the differential inclusion
u˙(t) ∈ H(u(t))
with
H(u) = HF(u) :=
⋂
δ>0
⋂
µ(N)=0
co (h (B(u, δ) \ N)) ,
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whereµ(·) denotes the Lebesgue measure of a set, co stands for the convex hull andB(x, δ) is the spherical neighbourhood
of x with radius δ.
We shall consider instead the simpler case
H(u) = HS(u) :=
⋂
δ>0
co (h (B(u, δ))) ,
which – in this context – turns out to be equivalent to HF (with the only exception of the case of a vanishing delay, that is
when α(ξ, y(ξ)) = ξ).
Now assume that the solution of (1) terminates at t = ξ. Applying the above definition to (1) at t = ξwe obtain (see (9))
HS(u(t)) = HS(t, y(t)) = λf (t, y(t), x+(ζ), x˙+(ζ))+ (1− λ)f (t, y(t), x−(ζ), x˙−(ζ)) (17)
with λ ∈ [0, 1], which transforms the original problem (1) into the following augmented problem:
y˙(t) = λ(t) f (t, y(t), x+(ζ), x˙+(ζ))+ (1− λ(t))f (t, y(t), x−(ζ), x˙−(ζ)) for t ≥ ξ (18)
subject to the constraint that the solution remains in the manifold determined by the equation
α(t, y(t))− ζ = 0, for t ≥ ξ. (19)
This means that we have to solve the differential algebraic problem of index 2 given by (18) and (19).
Other approaches, still inspired by Filippov’s ideas, could be considered instead of the previous one (17); for example the
following one appears to be very well suited to the considered problem:
y˙(t) = f (t, y(t), y (α(t, y(t))) ,µ(t)) for t ≥ ξ (20)
still under the constraint that the solution remains in the manifold determined by the Eq. (19).
This means that, in order to extend the solution beyond t = ξwe have to compute the solution of a different differential-
algebraic problem of index 2,(
I 0
0 0
)(
y˙(t)
µ˙(t)
)
=
(
f (t, y(t), y (α(t, y(t))) ,µ(t))
ζ − α(t, y(t))
)
. (21)
I being the identity matrix. Differentiating the algebraic equation
0 = ζ − α(t, y(t)), (22)
we get the hidden constraint (for simplicity we assume that y ∈ R)
0 = ∂α
∂t
(t, y(t))+ ∂α
∂y
(t, y(t)) f (t, y(t), y (α(t, y(t))) ,µ(t)) . (23)
Consistent initial data (y(ξ),µ(ξ)) should fulfil (22) and (23) at t = ξ.
Problem (21) replaces the original one (1) for t ≥ ξ until (1) recovers a classical solution. A solution of (21) is usually
called a ghost solution. Now let us give the definition of a Filippov-like solution of (1) that we adopt in this paper.
Definition 2. We define yg(t) as a generalized Filippov-like solution of (1) if it is continuous in [t0, tf ] and there exists a
partition∆ = {ξ0 = t0, ξ1, . . . , ξ` = tf } of the interval [t0, tf ] such that
(i) if k is odd then yg is a classical solution of (1) in [ξk−1, ξk) (with suitable initial value), that is
y˙g(t) = f (t, yg(t), yg (α(t, yg(t))) , y˙g (α(t, yg(t)))) , ξk−1 ≤ t < ξk,
and it terminates at t = ξk;
(ii) if k is even then yg is a solution of (21) in [ξk−1, ξk) (with suitable initial values), that is
y˙g(t) = f (t, yg(t), yg (α(t, yg(t))) ,µ(t)) , ξk−1 ≤ t < ξk
0 = α(t, yg(t))− ζk−1, (ζk−1 denotes the ancestor of ξk−1)
where ξk > ξk−1 is the minimal real number such that
∂α
∂t
(
ξk, yg(ξk)
)+ d∑
i=1
∂α
∂yi
(
ξk, yg(ξk)
)
fi
(
ξk, yg(ξk), yg(ζk−1), x˙+(ζk−1)
)
> 0
or
∂α
∂t
(
ξk, yg(ξk)
)+ d∑
i=1
∂α
∂yi
(
ξk, yg(ξk)
)
fi
(
ξk, yg(ξk), yg(ζk−1), x˙−(ζk−1)
)
< 0.
In other words we force the solution to fulfil (1) as soon as possible.
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Fig. 2. Solution (left picture) and its derivative (right picture) of problem (24).
An example of Filippov-like generalized solutions
Let us consider the neutral problem
y˙(t) = −a(t) y˙ (y(t)− 2) for t ∈ [0, 2+√2], a(t) =
{
1 t < 1
2− t t ≥ 1 (24)
with initial function φ(t) = 1− t for t < 0. α(t, y(t)) = y(t)− 2.
It has the solution y(t) = 1+ t on the interval (0, 1), and a breaking point at ξ = 1 created by the discontinuity at ζ = 0.
Since in this case d = 1 and the deviating argument does not depend explicitly on t, we are able to prove that the solution
ceases to exist by showing that inequalities (13) hold. In fact we have:
dα
dy
(y(ξ)) = 1, f (ξ, y(ξ), y(ζ), x˙+(ζ)) = −1 and f (ξ, y(ξ), y(ζ), x˙−(ζ)) = 1.
Alternatively, if we consider in a neighbourhood of ζ = 0 the smooth functions
x+(t) = 1+ t, x−(t) = 1− t,
and the corresponding differential equation (14) which are obtained by replacing the term y˙ (y(t)− 2) by x˙+ (y(t)− 2) and
x˙− (y(t)− 2) respectively, we are able to detect the termination of the existence.
In fact, close to ξ = 1, the differential equation (14) has the solutions y+(t) = 3 − t, y−(t) = 1 + t, respectively.
Consequently, since
α(t, y+(t)) < ζ and α(t, y−(t)) > ζ for t > ξ
the solution ceases to exist (as illustrated in Fig. 2).
Hence we pass to consider the generalized problem of the form (21){
y˙(t) = −a(t)µ(t)
0 = y(t)− 2
which provides a generalized (or ghost) solution to (24) for 1 ≤ t ≤ 2,{
y(t) = 2
µ(t) = 0.
The point t = 2 (see Definition 2) is the smallest real number (larger than t = 1) such that a classical solution of (24) may
be recovered.
Finally, the generalized solutions of (1) are given by:
yg(t) =

1+ t 0 ≤ t < 1
2 1 ≤ t ≤ 2
2± (1/2) (t − 2)2 2 < t ≤ 2+√2
that is, piecewise, by solutions of (1) alternated to solutions of (21).
One generalized solution and its derivative are shown in Fig. 3; the solution appears to be lacunary in the interval
1 ≤ t ≤ 2.
3.2. Generalization as a solution of a singularly perturbed DDE
Neutral problems as implicit DDEs
In view of a possible different generalization of the solution, let us remark that (1) can be reformulated as the following
implicit system of DDEs
M u˙(t) = f (t, u(t), u (α(t, u(t))))
u(t) = ψ(t) for t ≤ t0. (25)
M being a constant (and in this case singular) matrix.
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Fig. 3. A generalized solution of problem (24) (left picture) and its derivative (right picture).
Fig. 4. The solution yε(t) as broken line, its derivative zε(t) = y˙ε(t), and the retarded argument α(t, yε(t)) = tyε(t)2 of the singularly perturbed problem
(28) for ε = 10−7 .
In fact by introducing a new variable z(t) = y˙(t) in (1), we get the following implicit system (that is an index 1 differential-
algebraic delay equation), which is equivalent to (1),(
I 0
0 0
)(
y˙(t)
z˙(t)
)
=
(
z(t)
−z(t)+ f (t, y(t), y (α(t, y(t))) , z (α(t, y(t))))
)
(26)
for t0 ≤ t ≤ tf (where I denotes the identity matrix), with the initial conditions{
y(t) = φ(t)
z(t) = φ˙(t) t ≤ t0
that is an implicit system in the form (25) with
M =
(
I 0
0 0
)
and u(t) =
(
y(t)
z(t)
)
.
If we consider the singularly perturbed problem(
I 0
0 εI
)(
y˙ε(t)
z˙ε(t)
)
=
(
zε(t)
−zε(t)+ f (t, yε(t), yε (α(t, yε(t))) , zε (α(t, yε(t))))
)
(27)
which coincides with (26) at ε = 0, we have that under standard assumptions on f , problem (27) admits a solution on a
bounded interval for any fixed ε > 0, which – for a continuous initial datum (yε, zε) – is also continuous.
Example 1
As an example consider Problem (16) on the interval [0, 5]. We can associate to such problem the singularly perturbed
systemy˙ε(t) = zε(t)εz˙ε(t) = −zε(t)− 12 yε(t)− zε(α(t, yε(t))) (28)
with α(t, yε(t)) = (t − 1/2) yε(t)2.
As we expect, with the choice ε = 10−7, we have (see Fig. 4) that the solution exists globally and is unique in the whole
considered interval and the graphs of yε and zε are in unison with those of the solution y of (16) and its derivative y˙ in the
interval [0, ξ2] (with ξ2 = 3.4024 . . .), where the solution of (16) actually exists. We also observe that, for t ≥ ξ2, we have
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Fig. 5. Numerical approximation of the solution yε(t) of (29) for ε = 2× 10−7 .
Fig. 6. The solution derivative zε(t) = y˙ε(t) (dotted line), and the retarded argument α(t, yε(t)) = tyε(t)2 of problem (30).
been able to compute an approximation of the solution yε for which the computed deviating argument α(t, yε(t)) remains
constant – in terms of the considered accuracy – (in particular α(t, yε(t)) = 0.50407 . . .).
This agrees with the solution of system (21) used in the Filippov-like approach described in the previous section.
Example 2
As a second example we associate with the neutral Eq. (24) the singularly perturbed problem{
y˙ε(t) = zε(t)
εz˙ε(t) = −zε(t)− a(t) zε (α(t, yε(t))) (29)
with α(t, yε(t)) = yε(t) − 2. As we observe in Fig. 5 the obtained approximation of the solution looks like (and actually is
very close to) the solution drawn in Fig. 3 calculated according to the Filippov-like approach. This reinforces our idea that
the two considered generalizations have a precise connection.
Example 3
Then, as further example, we consider a singularly perturbed version of a neutral problem originally considered by [9,
14], {
y˙ε(t) = zε(t)
εz˙ε(t) = −zε(t)+ cos(t)
(
1+ yε
(
t y2ε(t)
))
+ c yε(t) y˙ε
(
ty2ε(t)
)
+ g(t) (30)
with g(t) = (1−c) sin t cos
(
t sin2 t
)
−sin
(
t + t sin2 t
)
. According to [19] we set g(t) = 0 and c = 0.6 in (30), and we consider
it for t > 0.25. As initial functions we take
yε(t) = −t/2, zε(t) = −1/2 for t ≤ 0.25. (31)
As shown in [19] the solution of (30), when ε = 0, has 7 breaking points and terminates at ξ ≈ 4.09218.
Fig. 6 shows that the deviating argument remains constant in a short interval starting at the breaking point ξ (and later in
a further interval included in (7, 8)). According to the numerical experiments shown in [19] we interpret that the solution is
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lacunary in the interval [4.09 . . . , 4.28 . . .]while a classical solution is recovered for t > 4.28 . . .. The same situation seems
to manifest itself later, in a small interval to the right of t = 7, as shown in the figure.
Let us direct our attention at the solution set (depending on the parameter ε) (yε(t), zε(t))T associated with (27); an
interesting subject would be that of analyzing the limit (in a proper sense) of yε(t) and zε(t) as ε tends to zero.
In our opinion, it would be interesting to investigate whether or not the solution yε(t) of (27) converges as ε → 0 to a
generalized solution of (1) given by (21). This seems to be suggested by the numerical results presented.
3.3. Generalization by perturbation of the initial function
According to the ideas proposed by Baker and Paul [4] we may consider perturbed initial data (φδ, φ˙δ) such that, for
example{
φ˙δ(t) = φ˙(t) t ≤ t0 − δ
φ˙δ(t) = p(t) t ∈ [t0 − δ, t0]
φδ(t) = φ(t) t ≤ t0 − δ
φδ(t) = φδ(t0 − δ)+
∫ t
t0−δ
p(r) dr t ∈ [t0 − δ, t0]
p(t) being the linear polynomial such that
p(t0 − δ) = φ˙(t0 − δ), p(t0) = y˙(t0)+.
In this way the solution, say yδ(t), admits a classical two sided derivative, which – however – might be large in the vicinity of
breaking points of the original problem. Whenever a solution y(t) of (1) with initial data (φ, φ˙) exists, one can prove under
suitable assumptions that the solution yδ(t) of the same problem with initial data (φδ, φ˙δ) converges (pointwise) to y(t) on
bounded intervals when δ→ 0.
Remark 3. Numerical experiments obtained by means of the code Radar5 have shown that the stepsize turns out to be
restricted in the vicinity of the above-mentioned points (as predicted in [4]). The same phenomenon is observed when
integrating numerically (27).
3.4. Further generalizations
As observed by Bellen and Zennaro [6] if one applies a linearly extended Forward Euler (FE) method to the considered
examples (16) and (24) beyond a breaking point t = ξ where the classical solution ceases to exist, one obtains a numerical
solution which approximates the generalized solution given by (21).
This agrees perfectly with the definition of the FE-solution given by Bressan [7] (see also [2]) to generalize solutions of
discontinuous differential equations. However, for the sake of conciseness, we do not discuss this approach in the present
paper.
Moreover, further approaches can be derived by considering solutions in the sense of Carathéodory (see e.g. [12,3]).
4. Numerics
The numerical integration of neutral and differential-algebraic problems has been recently considered in the literature
(see e.g [6,26,28,1,32,5]). We consider here an s-stage continuous Runge–Kutta (CRK) method (see e.g. [6,8]) with
abscissæ{ci}, coefficients {aij} and weights {bi(ϑ)}, ϑ being the parameter addressing the point tn + ϑhn+1 inside the current
time-step [tn, tn + hn+1] (see (34)), which we want to adapt to the integration of problem (1). A natural approach consists in
considering a mesh∆ = {t0, t1, . . . , tn, . . . , tN = tf } and solving step-by-step the local problems{
w˙n+1(t) = f (t,wn+1(t), x (α(t,wn+1(t))) , z (α(t,wn+1(t)))) , tn ≤ t ≤ tn+1,
wn+1(tn) = η(tn),
where
x(r) =

φ(r) if r ≤ t0,
η(r) if t0 ≤ r ≤ tn,
wn+1(r) if tn ≤ r ≤ tn+1,
z(r) =

φ˙(r) if r ≤ t0,
λ(r) if t0 ≤ r ≤ tn,
w˙n+1(r) if tn ≤ r ≤ tn+1,
η(t) being a dense approximation of y(t) and λ(t) a dense approximation of y˙(t), given either by
λ(t) = η˙(t) (32)
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(when t is a grid point we intend it as the right-hand derivative) or by
λ(t) = P (f (·,η(·),η (α(·,η(·))) ,λ(α(·,η(·))))) (t), (33)
where, in each mesh interval [tm, tm+1], the interpolation operator P (u(·)) (t) projects the function u onto a suitable
polynomial space of degree possibly different from deg(η˙), with interpolation nodes in [tm, tm+1]. As an example, for the
choice (32), the natural adaptation of the continuous RK method looks like (with the current stepsize denoted by hn+1)
Y in+1 = yn + hn+1
s∑
j=1
aij f
(
tjn+1, Y
j
n+1, Y˜
j
n+1, Z˜
j
n+1
)
, i = 1, . . . , s,
η(tn + θhn+1) = yn + hn+1
s∑
i=1
bi(θ)f
(
tin+1, Y
i
n+1, Y˜
i
n+1Z˜
i
n+1
)
, 0 ≤ θ ≤ 1 (34)
where
Y˜ jn+1 = η
(
α(tjn+1, Y
j
n+1)
)
,
Z˜jn+1 = η˙
(
α(tjn+1, Y
j
n+1)
)
.
with tjn+1 = tn+cjhn+1. We remark that in correspondence of the deviating argumentαjn+1 = α(tjn+1, Y jn+1), the values η(αjn+1)
and η˙(αjn+1)may also be unknown. This happens when α
j
n+1 > tn.
For the alternative choice (33) see [6].
4.1. Checking existence and uniqueness numerically
When the solution ceases to exist, a code which has not been designed to check termination typically stops the integration
after the step size has been reduced to some extremely small value. Moreover, if the solution loses uniqueness, the code
typically follows one branch. Since these situations are related here to the presence of a breaking point, its accurate
computation allows us to detect with a high reliability non-existence and non-uniqueness of the solution. This is based
on the discussion of Section 2; the idea for a numerical investigation is based on the observation that, in correspondence
to a point u¯ ∈ M, we can approximate (4) in the following way. Considering a first order approximation of g (u¯+ δhi(u¯))
(according to [19,20]) we get
g (u¯+ δhi(u¯)) = g (u¯)+ δ 〈∇g(u¯), hi(u¯)〉 +O(δ2).
Exploiting the property g (u¯) = 0 we have (for a small δ > 0)
〈∇g(u¯), hi(u¯)〉 ≈ 1
δ
g (u¯+ δhi(u¯)) for i = 1, 2. (35)
Note that this corresponds to applying a step of the Euler method to the pair of problems
u˙(t) = h1(u(t)) and u˙(t) = h2(u(t)).
with small stepsize.
We remark that for stiff problems δ has to be suitably chosen.
Let tn = ξ∗ (approximating ξ) and tm = ζ∗ (approximating ζ) be a numerical breaking point and its ancestor. Let us denote
by
λ+(t) = λ(t) for t ∈ [tm−1, tm)
λ−(t) = λ(t) for t ∈ [tm, tm+1)
the polynomial extensions of the derivative of the solution on the right- and on the left-hand of the breaking point tm,
respectively. Such polynomials are clearly well-defined in a whole neighbourhood of tm and satisfy the discrete analogue of
(8). Observe that in general we expect λ+(tm) 6= λ−(tm).
Now, in order to proceed, it is sufficient to replace x˙+(s) and x˙−(s) in (1) by λ+(s) and λ−(s) (see [19]).
If we define
y+n = yn + δf
(
tn, yn, ym,λ
+(tm)
)
, y−n = yn + δf
(
tn, yn, ym,λ
−(tm)
)
,
we obtain from (35), using (7) and (9) at u¯ = (tn, yn):
〈∇g(u¯), h1(u¯)〉 ≈ α
(
tn + δ, y+n
)− tm
δ
:= a1,δ
〈∇g(u¯), h2(u¯)〉 ≈ α
(
tn + δ, y−n
)− tm
δ
:= a2,δ.
(36)
If a1,δ · a2,δ > 0, so that the solution continues to exist, the integration proceeds with the right-hand limit of z(t) at tn.
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Fig. 7. Numerical approximation of the solution of the singularly perturbed generalization of problem (37). The phase plane represents the solution
(yε(t), zε(t)).
Fig. 8. Numerical approximation of (37). The phase plane represents the solution y and its derivative y˙.
If instead a1,δ > 0 and a2,δ < 0, the solution bifurcates at tn; finally, if a1,δ < 0 and a2,δ > 0 the solution ceases to exist at
tn. This is done in the code Radar5.
Discovering numerically a periodic orbit: An example
In this section we aim to show how the regularized problem might be useful in a general procedure to investigate
numerically the possible presence of a periodic orbit of (1).
We consider here the following problem
y˙(t) = y(t) (a− b y(α(t, y(t)))− r y˙(α(t, y(t)))) , t ≥ 0 (37)
α(t, y) = t − sin(y5)− 1,
with a = 1.8, b = 1.0, r = 0.12. We choose a tentative initial datum given by φ(t) = 12 − t, φ˙(t) = −1.
Since the solution of (37) terminates in correspondence to the first breaking point after t0 = 0, we compute the solution
of the associated singularly perturbed problem,{
y˙ε(t) = zε(t)
ε z˙ε(t) = −zε(t)+ yε(t) (a− b yε(α(t, yε(t)))− r zε(α(t, yε(t)))) (38)
on the larger interval [0, 10] with ε = 10−6, whose numerical approximation is shown in Fig. 7. Note that the red part1 of
the curve approximates the solution of (37) for its time of existence.
From the picture we get numerical evidence of a periodic orbit. Now we interpolate the computed periodic orbit of
the generalized problem and use it as the initial datum for solving the original (non perturbed) neutral problem (37). The
periodic orbit (shown in Fig. 8) is finally computed by direct numerical integration of (37).
Conclusions and acknowledgments
The numerical approximation of the solutions of the illustrative problems considered in this paper has been obtained by
means of the code RADAR5 (by N. Guglielmi and E. Hairer), which is publicly available at the web-site of the University of
Geneva,
1 For interpretation of color in Fig. 7, the reader is referred to the web version of this article.
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http://www.unige.ch/math/folks/hairer/software.html
For an extensive discussion about the new algorithms included in the last version of the code we refer the reader to [19].
We thank Christopher Baker and two anonymous referees for their valuable suggestions and remarks which have been
very useful in improving the quality of the paper.
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