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Tight Upper Bound Performance of Full-Duplex
MIMO-BICM-IDD Systems in the Presence
of Residual Self-Interference
Mohamad A. Ahmed , Member, IEEE, and Charalampos C. Tsimenidis, Senior Member, IEEE
Abstract— In this paper, we derive a tight upper bound on
the performance of a coded full-duplex multiple-input multiple-
output (MIMO)-based bidirectional transceiver. Iterative detec-
tion and decoding (IDD) are proposed to suppress the residual
self-interference (SI) remaining after applying different stages
of SI cancellation. IDD comprises an adaptive minimum mean-
squared error filter with log-likelihood ratio demapping, while
the soft decoder by using soft-in soft-out decoding utilizes the
maximum a posteriori algorithm. Furthermore, bit-interleaved
coded modulation is considered in the presence of additive white
Gaussian noise over MIMO frequency non-selective Rayleigh
fading channels. Simulation results are presented to demonstrate
the bit-error rate (BER) performance as a function of the
signal-to-noise ratio showing a close match to the SI-free case
for the proposed system. Furthermore, we validate our results
by deriving a tight upper bound on the performance of the
proposed system using rate-1/2 convolutional codes together with
M-ary quadrature amplitude modulation, which asymptotically
exhibits a close agreement with the simulated BER performance.
Moreover, extrinsic information transfer chart analysis is used
to investigate the convergence behavior of the proposed IDD
receiver and to determine the number of iterations required for
this convergence.
Index Terms— Full-duplex (FD), multiple-input multiple-
output (MIMO), self-interference cancellation (SIC), iterative
detection and decoding (IDD), performance bounds, and EXIT
chart.
I. INTRODUCTION
FULL-DUPLEX multiple-input multiple-output(FD-MIMO) wireless communication has become
one of the most promising techniques that enhance spectral
efficiency, channel capacity and diversity gain. This is due
to the fact that FD-MIMO transceivers always send and
receive data simultaneously using the same frequency via
multiple antennas. A key challenge in FD-based wireless
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communications is self-interference (SI) which degrades
significantly system performance. SI is caused principally
by the signals transmitted from the FD transceiver, which
exhibit larger energy than the desired incoming signals due to
path loss propagation phenomena. The large power difference
between the signal of interest, which arrives from a distant
source and needs to be detected, and the SI signal transmitted
by the FD transceiver itself poses an extreme challenge to the
receiver designer [1], [2].
Thus far, several methods have been proposed to overcome
SI, which can be grouped into two categories, i.e. passive and
active self-interference cancellation (SIC). Passive methods
rely on the physical separation of the transmit and receive
antennas in order to increase the isolation loss between them,
and hence, reduce the magnitude of local interference. This
approach is called antenna separation. In contrast, active
approaches are implemented either in the analogue domain,
which is always before the analog-to-digital converter (ADC),
or in the digital domain, and thus after the ADC. Precise
knowledge of the interfering signal and its channel can be
utilized to subtract it either in the bandpass or complex
baseband. Additionally, SIC employing spatial domain mitiga-
tion, based on zero-forcing and null-space projection, can be
utilized for this purpose [3]–[10]. Furthermore, a combination
of different domain methods can be used to obtain improved
performance [11]–[13].
Iterative soft parallel interference cancellation (soft-PIC)
using the soft decoding via soft-in soft-out iterative detection
and decoding (IDD) can be exploited with the FD-MIMO
transceiver for SIC [8]. This approach can be implemented
by employing channel encoding using convolutional or turbo
codes followed by an interleaver to combat burst errors. The
coded and interleaved bits are then mapped into symbols
according to the modulation scheme utilized. These approach
is referred to as bit-interleaved coded modulation (BICM) [14].
Additionally, orthogonal frequency division multiplexing
(OFDM) can be employed in conjunction with MIMO-BICM
to enhance spectral efficiency and combat the effect of
frequency-selective fading channels [15]–[18]. The concept
of using OFDM to convert a frequency selective multipath
channel into a set of parallel frequency-flat fading channels is
well-known and widely used in the literature. This assumption
is valid for OFDM as long as the cyclic prefix (CP) used has
sufficient length to cover the delay spread of the multipath
channel [3] and the references within. Therefore, the results
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/
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presented in this paper are valid for appropriately designed
OFDM systems, where the effects related to frequency-offset
induced inter-carrier interference have been compensated.
Iterative detection and decoding (IDD) techniques, which
are commonly referred to as turbo-like receivers or turbo-
BLAST (BLAST stands for Bell Labs layered space time),
are implemented in the MIMO receiver using several itera-
tive exchanges of soft information between the detector and
decoder [8], [10], [19], [20]. IDD offers high throughput,
efficiency, and reliable performance in the case of noise and
interference impaired environments in wireless communica-
tions [8], [14], [21], [22]. Soft information may take the
forms of maximum a posterior probability (MAP), maximum
likelihood (ML), or a log-likelihood ratio (LLR) [8], [16]. Such
systems have been proposed and successfully employed for the
mitigation of various types of wireless interference, such as
inter-symbol interference (ISI), co-channel interference (CCI),
co-antenna interference (CAI), multiple-access (multi-antenna)
interference (MAI), and multi-user interference (MUI) [19],
[23]–[25]. In [10], a tight upper bound on the performance of
the coded FD single-input multiple-output (SIMO) was derived
in the presence of residual SI after applying passive and active
SIC.
In practice, the FD-MIMO system using IDD can be con-
sidered as a traditional two-user MIMO system, where there is
a large power difference between the users. In such scenario,
challenges arise to deal with the dynamic range of the ADCs
and the effects of the residual SI [3], [26]. The local avail-
ability of the perfect SI symbols allows different cancellation
approaches for the SI, which would not have been possible if
the system was treated as a traditional MIMO system. There
are also challenges associated with the estimation of the SI
related channels that might need to be calculated in HD mode
prior to the FD operation [12], [27].
Theoretical and experimental studies of the exploitation of
BLAST using the turbo principles for MIMO in [19] have
shown that this combination gives higher data rates, better
performance and more efficient computation compared to
conventional BLAST schemes with a maximum likelihood
detector under the same conditions and in Rayleigh-fading
scenarios [20].
An improved IDD architecture with anti-gray mapping has
been proposed to overcome the slow convergence rate when
employing gray mapping with the traditional turbo-BLAST in
a MIMO wireless communication system [21]. This improved
scheme was achieved by applying the posteriori LLR infor-
mation from the outer of the soft decoder to the detector,
rather than the extrinsic information, which is always used
in conventional IDD, in order to produce faster convergence.
A similar idea has been used with OFDM in [17] for a
comparison between the linear and non-linear minimum mean-
squared error (MMSE) detectors. The first detector produces
a priori LLR information as a result of processing and equal-
izing the received symbols and the extrinsic soft information
as the traditional turbo-BLAST, while the non-linear MMSE
detector replaces the extrinsic information with posteriori
LLR information, which is fed directly back from the soft
decoder.
In another study [22], the authors dealt with the reduction
of the high computational complexity of IDD based on soft
interference cancellation (soft-IC) by simplifying the instan-
taneous matrix inversions at the cost of a slight reduction
in performance. A modified turbo-BLAST with OFDM has
been considered in [15] based on soft-PIC and MMSE filtering
for the MIMO frequency selective fading channel and in the
presence of imperfect channel estimation. The researchers
then proposed hard-decision based equalization using bit-level
interference cancellation as a form of low complexity IDD
at the cost of a slight degradation in the overall system
performance [16].
The systems presented in [24] and [25] exploited IDD using
soft-IC that can be achieved by firstly creating a soft copy of
interfering symbols using the LLR information supplied by
the outer soft decoder to the soft-IC/MMSE detector. These
estimated symbols can then be combined with the interfering
channel, which may be known or need to be estimated. Finally,
a subtraction from the received signal is implemented in order
to obtain the desired signal, however, a linear adaptive filter
is required to cancel the residual interference.
The systems in [28] and [29] consider low-density parity
check (LDPC) codes as another type of powerful linear error
correcting block codes, which can be used to achieve reliable
transmission of data that can approach the capacity bounds.
In the system proposed in [28], an iterative detection and
decoding is assumed for transmission using single antenna
in each terminal and by utilizing hybrid relaying of half-
duplex and out-of-the-band FD. The latter uses simultaneous
transmitting and receiving using different frequency bands,
which consequently does not produce SI. Moreover, the system
in [29] assumed bidirectional in-band FD-MIMO communi-
cation, in which the constellation shaping and forward error
correction are exploited to mitigate the residual SI which is
modelled as Rician distribution with small κ-factor. However,
it was reported that the performance of LDPC codes is
degraded and the complexity of the decoding algorithms is
increased when low code rates of transmission and/or short
lengths of frames are used for transmission [30]. Due the above
reasons, LDPC was not considered in our paper.
The key contributions of this paper are to extend our
previous works in [8] and [10], in which simulation results
were presented for FD-MIMO-IDD in [8], and quadrature
phase shift keying (QPSK) modulation scheme is employed
without any performance analyses. While in [10], FD-SIMO-
IDD is used for QPSK modulation scheme with a tight upper
bound on the performance of the proposed system based
on SIMO transmission only. In this paper, IDD is exploited
in the context of coded FD-MIMO with M-ary quadrature
amplitude modulation (QAM), to mitigate more effectively
the residual SI remaining after assuming of multiple stages
of SIC are applied. After a number of iterations, the per-
formance achieved is shown to be very close to the SI-free
case. Additionally, in order to validate the simulation results,
we derive a tight upper bound on the performance of the
proposed FD-MIMO for rate-1/2 convolutional codes, which
shows asymptomatic close agreement with the simulated per-
formance, and this tight bound can be used for performance
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evaluation of such a system without the need to implement
time-consuming simulations. Moreover, extrinsic information
transfer (EXIT) chart analysis is employed as a semi-analytic
method to visualize the convergence behavior between the
proposed detector and decoder, and to evaluate the number
of iterations required for this convergence.
The rest of the paper is organized as follows. In Section II,
the signal and system models are introduced. Firstly, we
describe the overall coded FD-MIMO bi-directional trans-
ceiver by defining the channel and noise characteristics. More-
over, the equations for the transmitted and received signals
are given in Subsections II-A and II-B. Subsection II-C is
to discuss the channel estimation techniques employed for
FD-MIMO transceivers. In Subsection II-D, we present differ-
ent stages of SIC in the passive and active domains. Addition-
ally, our proposed IDD system is presented in Subsection II-E
to combat the residual SI by utilizing iterative soft-PIC with
adaptive MMSE filtering for coded FD-MIMO. In Section III,
we derive a tight upper bound on the performance of the
proposed IDD system in the presence of residual SI. Moreover,
in Section IV, we employ EXIT chart analysis as a semi-
analytic technique to analyse and visualize the convergence
behavior of the proposed iterative system. Section V presents
simulation results and discussion, and finally, the paper’s
conclusions are drawn in Section VI.
Notation: Matrices and vectors are denoted by uppercase
and lowercase boldface characters, respectively. The transpose,
conjugate and Hermitian of matrix A are denoted by AT , A∗
and AH , respectively. ‖a‖, ‖A‖, are the Euclidean norms of the
vector a and the matrix A, respectively, while, |A| is the deter-
minant of the matrix A. Also (a) is the complete Gamma
function of variable a. E
[
x
]
is the statistical expectation of
the random vector x. The binomial coefficient is defined as(
a
b
) = a!b!(a−b)! where n! is the factorial operation for a positive
integer number n. Finally, [A] and [A] represent for the
real and imaginary parts of A, respectively.
II. SIGNAL AND SYSTEM MODEL
In this paper, a wireless scenario is considered in which two
bi-directional point-to-point nodes a and b are communicating
using FD-MIMO transceivers [8], [10], [12]. We assume that
each node is equipped with Nt x transmit antennas and Nrx
receive antennas, where Nt x ≤ Nrx as shown in Fig. 1, for
the sake of increasing the diversity gain and also to reduce
the source of SI and transmit noise [3]. The four wireless
links illustrated in this figure are denoted as Hab and Hba
indicating the forward channels, while Haa and Hbb denote the
self interference channels. All channels in this paper, except
the SI channel, are considered to be frequency non-selective
Rayleigh fading channels, i.e. frequency-flat fading channels,
which can be defined generally as H ∼ CN (0, INtx Nrx ) [3],
[26], [31], [32]. In contrast, the SI channel, Hbb is modelled
as a Rician distribution, i.e. Hbb ∼ CN (κ, INtx Nrx ) for node b,
with small κ-factor resulting from the imperfect cancellation of
the LoS propagation path [33] that approaches zero if multiple
stages of SIC are utilized, in which case can be modelled using
a Rayleigh distribution [32].
Fig. 1. Bi-directional Full-duplex MIMO Transceiver.
Fig. 2. Bi-directional FD-MIMO Transceiver at node b.
Moreover, the additive white Gaussian noise (AWGN)
samples at the receive port of any node are independent
and identically distributed (i.i.d.) with zero mean and vari-
ance σ 2vi , and can be defined as vi ∼ CN (0, σ
2
vi INrx ), and
σ 2vi = E[vivHi ], where i ∈ {a, b}.
A. Transmitter Structure
Without loss of generalization, this paper focuses not only
on the link from node a to node b, but also on mitigating
SI caused by node b’s transmitter to its receive port. At the
transmitter of node b, as shown in Fig. 2, the qth bit, abq ,
in a sequence of information bits, ab with total length of Q,
is passed through a recursive systematic convolutional (RSC),
then interleaved to create the pth encoded and interleaved bit,
cbp , which belongs to the bits sequence, cb, of total length P .
The code rate is defined as Rc ∈ [0, 1] = Q/P .
Subsequently, the coded bits are interleaved using a random
interleaver, ( .), and the interleaved bits are divided using
a serial-to-parallel multiplexer into Nt x sub-streams. In each
branch, the conversion of bits to symbols, i.e. mapping,
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is achieved according to the modulation scheme used. Each
vector in the nth antenna, cn  [cn,1, . . . , cn,m] ∈ {0, 1}m ,
where n = 1, 2, . . . , Nt x , and m represents the number of bits
per each symbol, is mapped according to the function
ψ(cn) : {0, 1}m → S,
sn = ψ(cn) ∈ S, (1)
where S = {α1, α2, . . . , αM }, ατ represents a set of all
possible complex symbols, s, in the constellation vector of size
M = 2m . In this paper, the modulation scheme employed is
Gray-labelled M-ary quadrature amplitude modulation (QAM)
for the transmitted symbols from the nodes a and b. These
complex symbols of a particular transmitter node are defined
as si = [s1i , s2i , . . . , sNtxi ]T ∈ CNtx ×1 where i ∈ {a, b}, in
which E[‖si‖2] = Es/Nt x and E[si sHi ] = Es/Nt x INtx , where
Es represents the energy of the transmitted symbol. It is worth
mentioning that all processing steps applied to the information
bits thus far are referred to as BICM .
B. Received Signal Model
At the receiver of node b, after the ADC in each
receive antenna branch, the received signal vector, rb =
[r1, r2, . . . , rNrx ]T ∈ CNrx ×1, can be given as
rb = √ρaHabsa +
√
ρ˜bH˜bbsb + vb, (2)
where ρa is the average received power from node a, while
ρ˜b represents the power from node b’s transmitter port to its
receiver port after implementing the passive suppression of SI
along with the analog/digital SIC techniques, as will discussed
later on in Subsection II-D. It is noteworthy that H˜bb represents
here the effective SI channel in the digital domain after taking
into account the effects of passive SIC methods along with
the analog filter, Ca , and digital filter, Cd , which will be
discussed later in this paper. In other words, we can define
the effective channel of the residual SI in the digital domain,
H˜bb, as H˜bb = f (Hbb, Passive SIC, Ca, Cd). Furthermore, it
is assumed in this paper that the variances of the noise and
the channel state information (CSI) are perfectly known to the
receiver.
C. Channel Estimation for FD-MIMO Transceivers
Although the channel estimation is out of the scope of this
paper, we briefly outline techniques that can be exploited for
this purpose. Achieving high transmission rates in systems
operating in FD mode requires precise knowledge of the
desired and SI channels [31]. One of the simple and reliable
approaches, which can be utilized for this purpose is the pilot-
aided technique. Known data symbols, referred to as pilots, can
be transmitted during the training mode and algorithms such
as least-square (LS) or maximum-likelihood (ML) can utilize
the known training pilots to estimate the required channel
matrix [12], [27]. During training the system typically operates
in HD mode. In the FD-MIMO case, a sequence of known
independent pilots, which contains Np samples, is transmitted
from each antenna.
In [12], an efficient protocol is proposed for an
FD-MIMO bidirectional transceiver to estimate the SI chan-
nel matrices Hii , H j j , and the desired channels Hi j , where
i and j ∈ {a, b}. In this protocol, the time specified for
channels estimation is divided into two sub-periods, τp(1) and
τp(2), in which the transmitter of node a transmits known
pilots during τp(1), while the transmitter of node b remains
in the silent mode. Conversely, during the second sub-period,
τp(2), node b starts to send its pilot symbols, while the
transmitter of node a is silent. The pilot sequence can be
defined as Si = [si (1), si (2), . . . , si (T Nt x )] ∈ CNtx ×T Ntx ,
where T represents a discrete time interval in which each of
τp(1) and τp(2) are sampled. The selection of Si should satisfy
the condition 12T Si S
H
i = INtx , in which the scaling is used for
the purpose of satisfying a power constraint over a particular
period.
The received training pilots can be expressed as [12]
Ri = √ρi Hi j (S j + 
 j ) + i + Vi , (3a)
R j = √ρ j H j j (S j + 
 j ) +  j + V j , (3b)
where 
 and  are the transmitter noise and the entire distor-
tions induced in the receive chain, respectively. Additionally,
V is the AWGN at the receiver. It is noteworthy that (3a)
represents the received training pilots at the far-end terminal
after passing through the desired channel, while (3b) is to
represent these pilots after passing through the loop-back
interference channel causing SI at the same node. Finally, by
using LS algorithm the estimate matrices of the desired and
the SI channels are respectively expressed as [12]
Ĥi j = 1T √ρi Ri S
H
j , (4a)
Ĥ j j = 1T √ρ j R j S
H
j . (4b)
D. Self-Interference Cancellation Stages
As mentioned briefly in the Introduction Section, SI can be
combated by utilizing different stages of passive and/or active
SIC. This is because SI power may reach or exceed by 100 dB
the power of the desired received signal [34], [35]. Thus, our
aim is to attenuate the power of SI to be approximately at the
level of noise floor, which is approximately −90 dBm [33] as
shown in Fig. 2 in [35].
To the best of our knowledge, SI attenuations
of about 80 to 120 dB have been reported in the
literature [13], [34]–[36] using different stages of SIC.
However, in practice, residual SI may still be significant after
SIC due to the fact that it is impossible to model perfectly
the impairments in the transmit and receive chains, especially
the underlying unknown linear and non-linear phenomena.
Therefore, we propose IDD in this paper to further reduce
the residual SI that remains after applying passive and active
SIC approaches.
1) Passive Suppression via Antenna Separation: In order to
suppress SI in FD systems, it is initially required to reduce
the effects of local power coupling to avoid drowning of
the desired incoming signal in loop-interference, which is
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significantly stronger. Additionally, it is required to mitigate
saturation of ADC circuitry due to its limited dynamic range
and quantization resolution [3], [9], [11], [12]. Thus, pas-
sive suppression has been proposed at the receiver front-end
by using natural-isolation techniques, or sometimes called
passive-suppression, via antenna separation to diminish and
block the line-of-sight (LoS) path. This is achieved by ori-
enting transmit antenna elements to an opposite direction
than those of the receiving antennas, which consequently
maximizes LI attenuation by increasing the insertion loss that
can be further increased by utilizing orthogonal polarization
schemes [3], [9], [13].
2) Analog Domain Cancellation: In this stage, it is required
to design the analog cancellation filter, Ca ∈ CNtx ×Nrx ,
and combine it with the analog transmitted signal which is
perfectly known to the transceiver. This is in order to create
an analog replica of SI and apply a subtraction before ADC. In
theory, SI can be entirely removed by choosing Ca = −Hbb.
However, it is not possible in practice to achieve perfect can-
cellation [26], [13]. In other words, a precise implementation
of this filter is not easily within reach in the analog domain,
as it is required to be abruptly adaptive to any change in the
wireless channels. Moreover, to cancel the strongest propaga-
tion path, only a filter matrix with dimensions (Nt x , Nrx ) is
required for the implementation of the corresponding analog
filters [26], which is not adequate to cancel SI totally in
our case in this paper for MIMO system. This stage is still
significant as it produces, along with antennas separation, an
SI mitigation which is required firstly to avoid the saturation
at the received port front end and secondly to overcome the
quantization noise in the ADC caused by large magnitude of
SI with compare to the signal of interest [13].
3) Digital Domain Cancellation: Digital cancellation is
utilized to suppress the residual SI passed through ADC to
the digital domain. The digital filter, Cd ∈ CNtx ×Nrx , is
designed to perform this task by taking into account the
interfering channel, the analog filter, and the ADC processing.
This filter can implemented to remove the residual SI as
Cd = −A(Hbb + Ca), where A represents a real diagonal
matrix resulting from the ADC process [26]. However, this
stage of SI cancellation does not have the ability to remove
all parts of residual SI coming from the analog domain, in
addition to the clipping-plus-quantization noise terms caused
by ADC proceeding. Therefore, an additional signal process-
ing stage is required to reduce the effect of residual SI. In this
paper, we propose IDD for coded FD-MIMO for this purpose
as will be discussed in the next subsection.
E. Iterative Detection and Decoding
The key novelty and main challenge addressed in our paper
is the derivation of the tight upper bound performance for
this type of self-interference characteristics, which is distinct
from the propagation characteristics of the distant user. To the
best of our knowledge, the derived tight upper bound for this
scenario is not known in the available literature. Furthermore,
its derivation is not simple and deserves to be disseminated
since it is a useful tool for full-duplex modem designers to
predict the performance of these systems.
Fig. 2 shows the block diagram of IDD with soft-PIC for
node b. It is worth noting that an identical type of receiver is
used at node a. The detector comprises an adaptive MMSE
filter, which is discussed later in this subsection, and an LLR
demapper. A soft decoder performs soft channel decoding for
the extrinsic information from the LLR demapper. During the
first iteration the detector and decoder need to be initialized
since the a priori and a posteriori information has not been
obtained yet. Therefore, at that instant, the soft estimations
of the SI symbols are not available, and thus, they cannot
be subtracted from the received signal [8]. This means that
the received MIMO signal, rb, for this iteration, could be
considered as the input for the MMSE filter, rather than the
reduced interference signal, r˜b, obtained in the next iterations.
For the same reasons mentioned above and due to the lack
of the required parameters, the MMSE filter is not ready
to achieve interference cancellation during the first iteration;
therefore, it performs classical MMSE filtering and passes its
outputs, y, to the LLR demapper [8]. The latter first transforms
the filtered symbols to LLR symbols and performs a soft
demapping of these symbols to bit-wise LLRs. This operation
can be expressed mathematically as
L′[cn] = ln Pr {cn = 1 | yb}Pr {cn = 0 | yb} (5a)
= ln Pr {cn = 1 | r˜b,wb}
Pr {cn = 0 | r˜b,wb} , (5b)
where (5b) represents the LLR of each coded bit with respect
to the MMSE filter output yb = wHb r˜b, with r˜b and wb being
its input and filter weights, respectively. The soft LLR bits with
a size of (Nt x ×m Nsymbol), where Nsymbol denotes the number
of symbols per frame, are converted from a parallel to a serial
stream, deinterleaved and processed by the soft decoder. This
a priori information provided to the decoder is processed
by exploiting the linear to logarithmic approximation of the
maximum a posteriori algorithm (linear-log-MAP), as utilized
in this paper. This operation can be written in mathematical
form as
L′′[cn] = ln Pr
{
cn = 1 | L′[cn]
}
Pr {cn = 0 | L′[cn]} . (6)
At this stage, a soft estimation for all symbols from the
decoder output can be obtained as [10]
ŝa  E(sa) =
∑
αt∈S
αt Pr {sa = αt } , (7)
in which for M = 4, i.e. 4-QAM, the soft remapping of the
symbols can be expressed as
ŝa = 1√
2
[
tanh
( L˜′′[cn,1]
2
)
+ j tanh
( L˜′′[cn,2]
2
)]
, (8)
where L˜′′ represents the LLR symbols after re-interleaving,
i.e. L˜′′[.] = 
(
L′′[.]
)
. Additionally, cn,1 and cn,2 denote the
successive odd and even re-interleaved coded bits, respectively.
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On the other hand, the soft remapping of 16-QAM can be
expressed as [37], [38]
ŝa = 1√
2.5
[(
1 − 2Pr{cn,1 = 0}
)(
1 + 2Pr{cn,1 = 0}
)
+ j(1 − 2Pr{cn,3 = 0}
)(
1 + 2Pr{cn,4 = 0}
)]
, (9)
where Pr{cn,m = 0} is the probability of the mth coded bit
belonging to a 16-QAM symbol of the nth antenna. Moreover,
Pr{cn,m = 0} can be determined as [37]
Pr{cn,m = 0} = 12
(
1 + 1
2
tanh
(
L˜′′[cn,m]
))
. (10)
The estimated symbols, ŝa,n , are used along with CSI to create
a soft replica of the received signal along with its interference.
It is assumed that perfect CSI is available, since channel
estimation is beyond the scope of this paper. The estimated
symbols are then reshaped into a parallel vector in order to
make each symbol correspond to its original antenna element,
and subsequently the estimated symbols associated with the
transmitted nth antenna element are forced to zero, as this is
required to cancel its induced interference [8], i.e.
ŝa,n 
{
ŝa,1, . . . , ŝa,n−1, 0, ŝa,n+1, . . . , ŝa,Ntx
}
. (11)
In other words, ŝa,n represents a vector of the soft estimated
symbols of the transmitted antennas after nullifying the symbol
of the nth antenna, which is the subject of interest and it
is at this instant subject to the soft-PIC processing [8]. The
soft symbols in (11) are used to create an estimate of the
transmitted signal with the interference after combining them
with the channel, i.e. r̂b = Hab̂sa,n . Subsequently, soft-PIC is
performed by subtracting r̂b from the received signal as
r˜b = rb − r̂b = Habsa,n + H˜bbsb,n + vb − Hab̂sa,n (12a)
= Hab˜sa,n + H˜bbsb,n + vb. (12b)
where s˜a,n is defined as
s˜a,n 
{
e˜a,1, . . . , e˜a,n−1, sa,n, e˜a,n+1, . . . , e˜a,Ntx
}
, (13)
and e˜a,n = sa,n − ŝa,n represents the error which arises due
to the imperfect cancellation of interference on node b. This
error might theoretically approach to zero when the number
of iterations approaches infinity.
At the end of the first iteration, and for the iterations beyond,
the information required is provided to the adaptive MMSE
filter in order to perform further cancellation of the residual SI.
This filter is designed to achieve a minimization of the mean
squared error (MSE) between its output, san,l , with respect to
the lth symbol of the nth transmitted antenna of node a, i.e.
Jn,l = E
∥
∥
∥wHn,l r˜
b
n,l − san,l
∥
∥
∥
2
. (14)
The coefficient w that minimizes Jn,l can be obtained by
solving ∂Jn,l
∂wbn,l
= 0, and was derived in [39] and also given in
[8], [19], and [24] for different types of interference. Following
the derivation in [31], the solution in the case of SI can be
given as
wbn,l = [s(l)Hab(l)H Hab(l) + i (l)H˜bb(l)H H˜bb(l)
+ σ 2vb INrx ]−1hab(n, l)T , (15)
where hab(n, l) represents the nth column of Hab(l). Further-
more, i (l) denotes the covariance matrix of the SI symbols,
sb,n , which can be expressed as i (l) = E[sb,n sHb,n], while
s(l) = E[˜sa,n s˜Ha,n] represents the covariance matrix of s˜a,n
defined as
s(l)  diag
[
E[∥∥˜ea,1
∥∥2], . . . ,E[∥∥˜ea,n−1
∥∥2], σ 2sa ,
E[∥∥˜ea,n+1
∥
∥2], . . . ,E[∥∥˜ea,Ntx
∥
∥2]
]
. (16)
Using the orthogonality principle, i.e. E[(wHn,l r˜bn,l −
san,l)(˜r
b
n,l)
H ] = 0, between the input of the MMSE filter, r˜bn,l
and the MSE, it can be shown that the MMSE, Jminn,l , achieved
by using the coefficients in (15) is given as
Jminn,l = s(l) − RrsR−1r Rsr , (17)
where Rrs = E[˜rbn,l (˜sa,n)H ], Rr = E[˜rbn,l (˜rbn,l)H ], and Rsr =
E[˜sa,n (˜rbn,l)H ].
Since the MAP soft decoder is used in this paper, E[∥∥˜ea,n
∥
∥2]
can be computed as
E[∥∥˜ea,n
∥
∥2] =
∑
αt∈S
∥
∥sa,n − ŝa,n
∥
∥2 Pr
{
sa,n = αt
}
, (18)
where σ 2sa = E[
∥
∥sa,n
∥
∥2] = 1 represents the variance of the
symbols sa,n as defined above in Section II-A.
Once the computation of the adaptive MMSE filter coeffi-
cients, wbn,l , is complete, they are used along with output of
the soft-PIC, r˜bn,l , to obtain the input of the LLR demapper as
ybn,l = (wbn,l)H r˜bn,l (19a)
= βn,l san,l + ζn,l , (19b)
where βn,l = (wbn,l)H hab(n, l), while ζn,l represents the
residual-SI-plus-noise term, which is defined as
ζn,l = (wbn,l)H h˜bb(n, l) sbn,l + (wbn,l)H vb, (20)
where h˜bb(n, l) represents the nth column of H˜bb(l). More-
over, ζn,l in (20) exhibits a Gaussian distribution with zero-
mean and variance derived in [39] as
σ 2ζn,l =
Es
Nt x
(βn,l − β2n,l). (21)
Furthermore, the residual interference-to-noise ratio (INR),

n,l , can be obtained from (20) as

n,l =
∥
∥
∥(wbn,l)
H h˜bb(n, l) sbn,l
∥
∥
∥
2
∥
∥∥(wbn,l)
H vb
∥
∥∥
2 . (22)
At the output of the MMSE filter, the signal-to-interference-
plus-noise ratio (SINR) for the lth spatial symbol can be
defined similar to [40] as
γl = βl
(1 − βl) , (23)
where the distribution of γl is derived in Appendix by employ-
ing the moment generation function (MGF).
All of these signal processing steps discussed so far for the
first iteration are repeated for a predefined number of iterations
so that the system converges to an acceptable bit-error rate
(BER) with respect to SINR [8]. After the last iteration is
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completed, a hard decision is applied to the soft decoder output
in order to obtain the transmitted bits as
âaq = sign
(
L′′
[
aaq
])
, (24)
where
L′′[aaq ] = ln
Pr
{
aaq = 1 | L′[cap]
}
Pr
{
aaq = 0 | L′[cap]
} . (25)
III. TIGHT UPPER BOUND PERFORMANCE ANALYSIS
In this section, we derive a tight upper bound on the
performance of the proposed coded FD-MIMO-BICM system
in the presence of residual SI that remains after applying
the passive and active SIC methods mentioned previously
in this paper. This bound is derived by assuming Rayleigh
fading distributions for desired and SI channels. Moreover,
the derived bound is valid under the assumption of Rician
distribution of the SI channel with small κ-factor, due to
imperfect suppression of the LoS path. In general, the BICM
bound of the BER, P¯b, for a rate-1/n convolutional code is
given by [41, p. 515] and [42] as
P¯b ≤
∑
d=d f ree
Bd Pd (s, y) , (26)
where Pd (s, y) denotes the pair-wise error probability (PEP)
between the transmitted and estimated sequences s ={
s1, s2, . . . , sNtx
}
and y = {y1, y2, . . . , yNtx
}
, respectively,
when the Hamming distance between them is equal to d . Addi-
tionally, d f ree is the convolutional code’s free distance, Bd
represents the total input weight of error events at Hamming
distance d . These coefficients, which are presented in [42]
for different Rc in tables, can be obtained by applying the
derivation to the transfer function of the code, T (B, D), as
∂T (B, D)
∂ B
∣
∣
∣∣
B=1
=
∞∑
d=d f ree
Bd Dd , (27)
where D and B represent the Hamming distances of the coded
and input sequences, respectively.
According to (19b), we can rewrite (5) for the i th (i ∈{
1, 2, . . . , log2 M
}
) coded bit, in the lth symbol belonging to
the nth transmit antenna element of san,l with respect to y
a
n,l as
L′(n, l, i) = ln
∑
s˜∈S1n,l,i
Pr(ybn,l |s˜, βn,l , ζn,l)
∑
s˜∈S0n,l,i
Pr(ybn,l |s˜, βn,l , ζn,l)
,
= ln
⎛
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜
⎝
∑
s˜∈S1n,l,i
e
− |βn,l (s
a
n,l −s˜)+ζn,l |2
σ2ζn,l
∑
s˜∈S0n,l,i
e
− |βn,l (s
a
n,l −s˜)+ζn,l |2
σ2ζn,l
⎞
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟
⎠
,
= ln(n,l), (28)
where S1n,l,i and S0n,l,i represent the signal subsets in the
constellation when the i th bit in the lth symbol and for the nth
transmit antenna is equal to 1 and 0, respectively. We assume
that a message of all zeros is transmitted, then the PEP is
expressed as
Pd (s, y) = Pr
( d∑
k=1
L′k
)
, (29)
where L′k is the input to the soft decoder after applying
parallel-to-serial conversion and deinterleaving to L′(n, l, i).
Since it is not straightforward to evaluate the distribution of
L′k in an exact expression, we can exploit the MGF approach,
denoted as M , to evaluate the probability in (29) as [41]
Pd (s, y) =
∫ δ+ j∞
δ− j∞
M∑d
1 L
′
k
(t)
dt
t
(30a)
=
∫ δ+ j∞
δ− j∞
[ML′(t)]d
dt
t
, (30b)
where (30b) is obtained from the assumption of random
interleaving. Moreover, the subscript k is omitted on L′ in
(30b) since the statistics of LLR are calculated at a single
instant in time. Additionally, δ is a constant that can be
obtained by minimizing the value of ML′(t). The procedure
to obtain the optimum value of δ is described later on in this
paper. Furthermore, ML′(t) can be evaluated similar to [43]
and [40] as
ML′(t) = Esan,l ,βn,l ,ζn,l
[
exp(tL′)
]
= 1
M m
m∑
t=1
∑
san,l∈S
Jsan,l (t), (31)
where m = log2(M) and S represents a set of all possible
complex symbols of the M-QAM constellation. Additionally,
Jsan,l (t) is expressed as
Jsan,l (t) = Eβn,l ,ζn,l
[
et ln(n,l )
]
, (32)
which can be simplified as
Jsan,l (t) = Eβn,l ,ζn,l
[(
n,l
)t]
. (33)
A closer look to the ratio in (33) reveals that it is dominated
by a single term representing the minimum distance in the
numerator and denominator, conditioned to high SINR [43].
According to the assumption of transmitting an all-zero mes-
sage and by utilizing the theorem of dominated convergence
[44], (33) can be approximated as
Jsan,l (t)  Eβn,l ,ζn,l
[
e
t|ζn,l |2−t|βn,l (san,l −s˜)+ζn,l |2
σ2ζn,l
]
, (34)
where s˜ ∈ S1n,l,i represents the closest symbol to san,l in the
M-QAM constellation.
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TABLE I
RATE-1/2 RSC CHANNEL ENCODERS PARAMETERS USED IN (36)
At this stage, we resume the derivation by simplifying (34)
and evaluate its average over ζn,l to obtain
Jsan,l (t)  Eβn,l
[
exp
(
− t (1 − t)Nt x
Es
γl
∣
∣san,l − s˜
∣
∣2
)]
 MNrx ,Ntx
[
exp
(
t (1 − t)Nt x
Es
∣
∣san,l − s˜
∣
∣2
)]
, (35)
where MNrx ,Ntx represents the MGF of the SINR, γl , which
is derived in Appendix. Now, by substituting (35) in (31)
and using the simplifications described in [43], we can
rewrite (31) as
ML′(t) =
∑
k
M,kMNtx ,Nrx
( t (1 − t)Nt x
Es
ϒM,k
)
, (36)
where ϒM,k and M,k are the squared Euclidean distances and
the frequency of the occurrence for each distance presented in
Table I [43], respectively.
Now, we can substitute (36) in (30b) and apply the Gauss-
Chebyshev quadrature (GCQ) rule in order to obtain the PEP
of the proposed system as
Pd (s, y) = Eϕ + 1
ϕ
ϕ/2∑
k=1
(

[
ML′()d
]
+ τk
[
ML′()d
])
,
(37)
where  = δ + jδτk , τk = tan
(
(2k−1)π
2ϕ
)
, ϕ represents the
number of nodes utilized in applying the GCQ to (36), and Eϕ
is an integration constant approaching zero when ϕ approaches
infinity.
As previously mentioned, δ is a constant chosen to minimize
the value of ML′(t). Thus, from (35) and the definition of
MGF in (49) in Appendix, and by setting the result of the
derivative with respect to the variable −t (1 − t) to zero, i.e.
d[−t (1−t)]
dt = 0, it can be shown that the minimum value of
ML′(t) is obtained at t = 0.5. Additionally, since MNtx ,Nrx is
a monotonic increasing function, ML′(t) exhibits a minimum
value at t = 0.5. It is noteworthy that ML′(δ + jδτk) is real-
valued when [] = δ = 0.5. Therefore, the approximate
formula of the PEP in (37) can be written as
Pd (s, y) 1
ϕ
ϕ/2∑
k=1
[
∑
i
M,i MNtx ,Nrx
( (1 + τ 2k )Nt x
4Es
ϒM,i
)
]d
.
(38)
Fig. 3 reveals a close agreement of the simulated BER
performance as a function of SNR for the 2nd iteration
with the tight upper bounds performance for the three cases
of 1/2-rate RSC channel encoders, whose parameters are
illustrated in Table II, and for the case of Nat x = 2, Nbrx = 4,
Nbt x = 2 in the presence of a residual interference-to-noise
Fig. 3. BER vs. SNR performance after the 2nd iteration along with the
tight upper bounds for different 1/2-rate convolutional codes of (2,4,2)-
FD-MIMO-BICM-IDD utilizing 4-QAM in the presence of 10 dB residual
INR.
ratio (INR) of 10 dB. The modulation scheme used in this
figure is 4-QAM. Additionally, it is worth mentioning that in
order to achieve an acceptable precision, the number of nodes,
ϕ, chosen for the GCQ rule in (38) is 25.
A Rayleigh fading distribution is assumed for all the chan-
nels in this paper except the SI channel. For the SI channel, we
assume a Rician distribution with a small κ-factor. We examine
our tight upper bound performance for the case when the SIC
approaches are unable to perfectly remove the LoS path [33].
Fig. 4 demonstrates the performance of the proposed system
for this scenario using different combinations of (2, Nrx , 2),
i.e. Nrx = 4, 5, 6, for rate-1/2 RSC codes with constraint
length K = 5 as shown in Table II, and for the case of
4-QAM modulation scheme. Additionally, the case of
Rayleigh distribution of the SI channel is included in this
figure too, when κ = 0 by assuming perfect LoS suppression.
This figure reveals that our tight upper bound performance is
valid for Rician distributions of SI channel when the κ-factor
is below 1 dB after 5 IDD iterations.
IV. EXIT CHART ANALYSIS
EXIT chart is a semi-analytical technique that can be
exploited to visualize the convergence behavior of iterative
detection and decoding systems. It was proposed in [45] as
a powerful tool to analyze and characterize the flow of the
mutual information (MI), which is exchanged between the
constituent detector and decoder in an iterative system. In this
paper, the MI terms at the input and output of the soft decoder
are denoted as I iD and I
o
D , respectively, while I
i
E and I
o
E
represent the MI terms at the input and output of the equalizer,
respectively. These MI terms are evaluated as [46]
ID = 12
∑
c∈{∓1}
∫ ∞
−∞
pD(ξ |c) log2
2 pD(ξ |c)
pD(ξ |+1)+ pD(ξ |−1)dξ,
(39)
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TABLE II
1/2-RATE RSC CHANNEL ENCODERS PARAMETERS USED IN FIG. 3
Fig. 4. BER vs. SNR performance of FD-MIMO-IDD after 5 iterations, 4-
QAM with 1/2-rate convolutional BICM are used for different combinations
of (2, Nrx , 2), Rayleigh and small κ-factor Rician distributions are assumed
for residual SI channel, and for a residual INR of 10 dB.
and
IE = 12
∑
c∈{∓1}
∫ ∞
−∞
pE (ξ |c) log2
2 pE (ξ |c)
pE (ξ |+1)+ pE(ξ | − 1)dξ,
(40)
where pD(ξ |c) and pE (ξ |c) are the conditional PDFs of the
soft decoder and equalizer, respectively, associated with their
a priori LLR and the information bits c.
Similar to [45] and [47], we model the a priori LLR’s of the
soft decoder, D, and the equalizer, E as independent Gaussian
random variables, nD and nE with zero mean and variance
σ 2D and σ
2
E , respectively. Thus, their a priori LLRs can be
expressed after joining the information bits, c, as L D = μD c+
nD and L E = μE c + nE , where μD = σ 2D/2 and μE =
σ 2E/2. By assuming a sufficiently long interleaver, the general
expression for these conditioned PDFs can be given as
pD(ξ |c) = 1√
2πσD
e
−
(
ξ− σ
2
D
2 c
)2
2σ2D , (41)
pE (ξ |c) = 1√
2πσE
e
−
(
ξ− σ
2
E
2 c
)2
2σ2E . (42)
It is worth mentioning that the information bits are assumed
to be equiprobable, i.e. Pr{c = +1} = Pr{c = −1} = 0.5.
Now, by substituting (41) in (39) and (42) in (40), ID and
IE can be re-written as
ID(σD) = 1 − 1√
2πσD
∫ ∞
∞
e
−
(
ξ− σ
2
D
2
)2
2σ2D log2
(
1 + e−ξ ) dξ,
(43)
and
IE (σE ) = 1 − 1√
2πσE
∫ ∞
∞
e
−
(
ξ− σ
2
E
2
)2
2σ2E log2
(
1 + e−ξ ) dξ.
(44)
Alternatively, ID and IE can be evaluated by averaging the
LLRs as [41, p. 555]
ID = 1 − Ec=+1
[
log2(1 + e−L D)
]
,
 1 − 1
N
N∑
n=1
log2(1 + e−L D), (45)
IE = 1 − Ec=+1
[
log2(1 + e−L E )
]
,
 1 − 1
N
N∑
n=1
log2(1 + e−L E ), (46)
where N here represents the total number of LLRs.
Fig. 5 shows the EXIT chart for the proposed IDD system
of (2, Nrx , 2)-FD-MIMO-BICM for different Nrx , i.e. Nrx =
2, 4, 6, at SNR=−5 dB and residual INR=10 dB. The rate-1/2
RSC with constraint length K = 5, which is shown in Table II,
is considered and for the case of 4-QAM modulation scheme.
Moreover, a Rician distribution with low κ-factor of 1 dB is
used to model the SI channel, while the forward channel has a
Rayleigh fading distribution. Since the MI at the output of the
equalizer I oE becomes the MI to the input of the decoder I
i
D
and the MI at output of the decoder, I oD becomes the MI to the
input of the equalizer I iE , therefore, the EXIT chart is drawn
with two axes, which are (I oE = I iD, I iE = I oD). A closer look
to Fig. 5 reveals that higher number of receiving antennas,
Nrx , leads to faster convergence between the soft decoder and
the proposed equalizer and additionally reduces the number of
iterations required to obtain this convergence. In this figure,
the trajectory shows that the number of iterations required
for the proposed system for Nrx = 2 is about 4, while two
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Fig. 5. EXIT chart for a (2, Nrx , 2)-FD-MIMO system at SNR = −5 dB
and residual INR of 10 dB. (The black solid lines represent the trajectory).
iterations are adequate when Nrx = 6. This demonstrate that
the number of the received antennas is inversely proportional
to the number of iterations required to achieve converge.
V. SIMULATION RESULTS AND DISCUSSION
In this section, the performance of an FD-MIMO based
bi-directional transceiver of a two-node system, a and b,
is considered. Performance is impaired by self-interference
and mitigated using IDD, which firstly performs soft-PIC
to mitigate the SI and then adaptive MMSE filtering to
remove the residual interference. Moreover, in all the presented
simulations, BICM is utilized with 1/2-rate RSC codes with
the constraint length of K = 5, which its parameters are
illustrated in the second raw of Table II. The overall system
performance is evaluated in the presence of AWGN over fre-
quency non-selective Rayleigh fading channels. Furthermore,
the modulation scheme used in the simulations is 4-QAM and
16-QAM in conjunction with spatial multiplexing MIMO. We
assume 40 dB of passive suppression by antenna separation
followed by two stages of analog and digital filtering achieving
70 dB of additional SI attenuation [36].
Figs. 6 and 7 show the performance of the proposed sys-
tem by utilizing two different M-QAM modulation schemes
which are 4-QAM and 16-QAM, respectively. The Monte-
Carlo simulations using the BER vs. SNR performance metric
are considered for the 2nd and 5th iterations in the case
of convolutional BICM utilizing the RSC channel encoder
with constraint length K = 5. The soft decoder employed
in this paper, as mentioned previously, is a MAP decoder.
In addition, different combinations of
(
Nat x , Nbrx , Nbt x
)
are
used, i.e. (2, 4, 2), (2, 6, 2), and (2, 8, 2), where (Nat x , Nbrx
)
denotes the number of antennas being used between the
transmitting port of node a and the receiving port of node b,
respectively. This represents the path of the desired signal.
Furthermore, Nbt x denotes the number of antennas at the
transmitting port of node b causing self-interference due the
FD operation. We assume the number of transmit antennas
Fig. 6. BER vs. SNR performance of FD-MIMO-IDD utilizing 4-QAM
with 1/2-rate convolutional BICM for the 2nd and 5th iterations for different
combinations of
(
Nat x , Nbrx , Nbt x
)
and residual INR=10 dB compared to their
corresponding SI-free cases.
Fig. 7. BER vs. SNR performance of FD-MIMO utilizing 16-QAM with
1/2-rate convolutional BICM for the 2nd and 5th iterations and for different
combinations of
(
Nat x , Nbrx , N
b
t x
)
and residual INR=10 dB compared to their
corresponding SI-free cases.
is less than receive antennas for the sake of increasing the
diversity gain and also to reduce the source of SI and transmit
noise. This will enhance the overall SINR of the FD-MIMO
system [3]. Moreover, a comparison is presented between the
system performance under a residual (INR) of 10 dB against
the interference-free case.
From these figures, it is clear that the performance under
this INR after five iterations is very close to the SI free
performance, which demonstrates that the proposed SIC has
a near-optimal achievement, especially with higher number of
antennas at the receiving port, Nbrx , and for a fixed number
of transmitting antennas, Nat x . It is worth noting that in
the three investigated scenarios the performance improves
as the number of iterations is increased. Furthermore, we
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Fig. 8. BER vs. INR performance of FD-MIMO utilizing 16-QAM with
1/2-rate convolutional BICM for different combinations of (2, Nrx , 2) and
SNR = 10 dB.
Fig. 9. PDF distributions vs. iterations for a (2, 4, 2)-FD-MIMO system at
SNR = 5 dB and residual INR of 5 dB.
demonstrate in these two figures the derived tight upper bound
on the performance of the proposed system under the same
conditions described above, which reveals that at high SNR
the tight upper bound performances match closely the results
obtained from simulations of the proposed system after the
2nd iteration.
Fig. 8 demonstrates the BER vs. INR performance of the
proposed system for the two sceneries of Rayleigh and low
κ-factor distributions. Different combinations of (2, Nrx , 2)
are used, such as Nrx = 4, 5, 6, for rate-1/2 RSC codes with
constraint length K = 5 as shown in Table II, and for the case
of 16-QAM modulation scheme. Moreover, the SNR is fixed
at 10 dB. This figure reveals that the performance is degraded
with increasing the INR, but by increasing the number of the
receive antennas for a particular number of transmit antennas,
the system becomes more tolerant against the residual SI.
Fig. 9 shows the probability density function (PDF) distrib-
utions of the LLRs related to the coded bits, which represent
the output of the soft decoder, for the 1st to 5th iterations
of the (2, 4, 2)-MIMO system for the RSC convolutional
code with K = 5 under residual INR = 5 dB and at an
SNR = 5 dB. The PDF distribution of the LLRs during the first
iteration is completely different from the expected bi-modal
Gaussian PDF. As explained previously in Section II-E, this
iteration performs the initialization of the IDD in order to start
the second iteration with the required soft information. Note
that as the number of iterations increases, the PDF converges
to a bi-modal Gaussian PDF representing the logic (0, 1) bits.
VI. CONCLUSIONS
In this paper, an active SIC for a bi-directional coded
FD-MIMO transceiver has been proposed and its performance
has been evaluated. The proposed receiver utilizes IDD, which
comprises soft-PIC and adaptive MMSE filtering. This SIC
approach has been implemented by exchanging the soft infor-
mation of the signal of interest and the SI signal between
the equalizer and the soft decoder. The equalizer performs
both adaptive MMSE filtering to remove residual interference
and LLR demapping. Furthermore, soft channel decoding of
the BICM has been used by employing a MAP decoder. The
system performance was evaluated using numerical simula-
tions obtained for several combinations of transmitting and
receiving MIMO antennas in the presence of AWGN and
over independent MIMO flat fading channels. Additionally,
a tight upper bound on the performance of the proposed
receiver is derived under the same conditions to validate
the simulation results. The modulation scheme used in this
paper was M-QAM. The obtained results demonstrate that
with increasing number of iterations the FD-MIMO receiver
can reconstruct the desired signal and the interference more
precisely. Furthermore, for a given number of SI antennas,
increasing the number of receive antennas enhances the toler-
ance to residual interference. The proposed coded FD-MIMO
transceiver with IDD offers increased resilience to interference
power, which in turn enhances the overall system performance.
Furthermore, the EXIT chart based results demonstrating the
convergence of the proposed iterative system reveal that
the number of iterations required for the soft decoder and
the equalizer to converge is inversely proportional to the
number of the received antennas.
APPENDIX
MOMENT GENERATING FUNCTION OF SINR
We start by evaluating the cumulative distribution func-
tion (CDF) of SINR, γl , in (23) which can be expressed
as [41], [48]
F(γl) = 1 − e−ψγl
Nrx∑
n=1
An(γl)
(n)
(ψγl)
n−1, (47)
where ψ = 1/σ 2ζn,l , in which σ 2ζn,l represents the variance
of residual-SI-plus-noise at node b in the digital domain, as
defined earlier in (21). (n) = (n −1)! represents the Gamma
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function while An(γl) represents an auxiliary function which
is defined as
An(γl) =
⎧
⎪⎪⎨
⎪⎪⎩
1, for n ≤ Ndiv ,
1
(γl + 1)Ntx −1
Nrx −n∑
i=0
Ciγ i , for n > Ndiv ,
(48)
where Ndiv = (Nrx − Nt x + 1) represents the diversity order
of the MIMO system, and Ci represents the coefficients of xi
in the term (1 + x)Ntx −1 for i ≥ 0. For instance, if Nt x = 2
this term will appear as (1 + x), which means that C0 = 1
and C1 = 1. The MGF of γl as a function of the receive and
transmit antennas, Nrx and Nt x , respectively, can be defined as
MNtx ,Nrx (t) 
∫ ∞
0
e−tγl d F(γl) = t
∫ ∞
0
e−tγl F(γl)dγl, (49)
which can be solved using the techniques presented in [40]
and [43] resulting in
MNtx ,Nrx (t) =
[ ψ
ψ + t
]Ndiv − te(t+ψ)
×
Nrx∑
n=Ndiv +1
Nrx −n∑
i=1
n+i−1∑
k=0
ψn−1Ci Dk
(n)
× ENtx −k−1(ψ + t), (50)
where Dk represents the coefficients of xk in the term
(x − 1)n+i−1, which can be computed as Dk = (−1)k
(
n
k
)
, for
k = 0, 1, 2, . . . , n. Additionally, En(α) 
∫ ∞
1
e−αt
t n dt,∀α > 0
is the generalized exponential integral function.
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