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Summary
Since the very early years of this century, communication systems have been 
subject to unparalleled growth in both capacity and network diversity. Voice com­
munications, an ever dominant section of the market, has largely m otivated the de­
velopment of many new applications such as ISDN and Digital Mobile Radio. W ith 
communications infrastructure increasingly switching over to digital systems, digital 
voice coding has been subject to feverish development in recent years. Vocoders, his­
torically among the first speech compression systems, received great initial interest 
due to their simple implementation. Although operating below 4.8kbit/s , these sim­
ple early vocoders were not capable of the quality demanded of public applications 
and therefore remained a niche product, mostly applied in private networks. Due to 
the importance of commercial public communications, vocoders have been relegated 
to the background of mainstream  research in the last decade by highly complex 
analysis-by-synthesis algorithms operating at rates between Skbit/ s and 16kbit/s . 
However, with the quality of these systems apparently saturating at 6k b it/s  , the 
application of very powerful digital processors to improved vocoder implementations 
has recently seen greater interest.
This thesis reports on investigations into very low bit rate vocoder techniques, 
operating in the range of 2.4kbit/s to 4.8kbit/s . Previous research into vocoders 
has clearly identified the accurate representation of the speech excitation signal as 
the greatest obstacle to high quality. The hybrid coders that have dom inated the 
last decade are largely a result of this fact. While the characteristics of spectral 
envelope modelling in vocoders is discussed in this thesis, most effort has been 
directed at the excitation problem. The characteristics of human speech excitation 
are introduced along with the critical problems of pitch determ ination and synthetic 
excitation generation. Two main vocoder studies are reported, both concentrating 
upon proposed excitation improvements to source-filter based vocoders. The first 
coder investigates a purely analytical encoding of the speech excitation signal using 
cepstral analysis. The second project attem pts to improve a channel vocoder by 
spectrally mixing voiced and unvoiced synthetic excitations, to better resemble the 
true mixed excitation nature of speech.
Outline of Thesis
The objective of this thesis is to build toward an understanding of the main 
factors affecting the quality of vocoded speech. W ith this background established, 
proposals for two source-filter vocoders with improved excitation and envelope mod­
elling are described.
Chapter 1, provides a very brief introduction to the motives behind digital 
voice coding research and the im portant design criteria. This is followed by an 
overview of the broad range of digital coding schemes currently available for the 
diverse applications of speech coding.
As a vocoder attem pts to model a speech production mechanism to produce 
speech tha t is merely perceptually similar to the original, chapter 2 reviews the 
topics of human speech production and perception. The most common production 
model, the source-filter model, is then introduced as this underlies all the vocoders 
studied during this research. In modelling speech as a convolution of an excitation 
signal with a vocal tract spectral filter, the problems of excitation and envelope 
analysis and synthesis are of paramount importance to source-filter vocoders. These 
problems are fully discussed in the following two chapters.
Chapter 3 describes two very im portant analysis tools often applied to the 
problem of spectral envelope analysis. The first, linear prediction, has found widespread 
application in the implementation of vocal tract digital filtering and the long-term 
spectral analysis of speech. As linear prediction is widely applied throughout this 
thesis, this chapter fully discusses the derivation limitations and the practical dis­
tortions and errors associated with the method. In the second part of this chapter, 
cepstral analysis is thoroughly defined and the spectral matching capabilities and 
typical processing errors im portant to the vocoder described in chapter 5 are in­
troduced. Cepstral analysis, a general deconvolution tool, is actually used for both 
envelope and excitation analysis in this thesis, chapter 5 includes a theoretical anal­
ysis of the excitation deconvolution process.
Excitation modelling, the most critical problem encountered in vocoding, is 
discussed thoroughly in chapter 4. W ith the background of chapter 2, the main 
topics covered here include; improved speech models, accurate excitation param eter 
estimation (pitch and voicing) and natural synthetic excitation generation proce­
dures. As both of the vocoders studied for this thesis concentrate on improving the 
excitation signal, this chapter provides the essential background to understanding
ii
the following investigations.
Chapter 5 describes the first vocoder investigated in the course of this research. 
This proposal is basically a linear prediction vocoder in which cepstral analysis is 
used to efficiently and accurately encode the im portant excitation features remaining 
in the LPC residual. The aims of this study are to augment the spectral envelope 
matching capabilities of the linear predictor and to a ttem pt synthesis of an impulsive 
excitation train via cepstral deconvolution. A full theoretical examination of the 
process of cepstral excitation deconvolution, with special relevance to speech-like 
waveforms, is provided.
Finally, chapter 6 describes a channel vocoder in which the traditional voiced 
or unvoiced excitation is replaced with a spectrally mixed excitation. The spectral 
mixing of the two excitation components is rela tive^ simple using the synthesis filter 
bank of a channel vocoder. To begin the chapter, the inherent capabilities of trad i­
tional channel vocoders are discussed as background to the later improvements. The 
crucially im portant specification process for the spectrally resolved voicing decision 
is then described, followed by the modifications required to the channel synthesis 
procedure. In addition to the mixed excitation, improvements to inherent distortions 
in the channel am plitude analysis procedures are described in this chapter.
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C hapter 1 
D ig ita l C om m unications
Since the introduction of voice telephony over a century ago, demand for increased 
capacit}' and new applications has been unrelenting. To meet this demand, long 
dominant analogue systems are now rapidly being superseded by digital systems 
in many applications. These applications include component parts of the public 
switched telephone networks and many newer applications such as satellite mobile 
communications and terrestrial digital mobile radio, made feasible only by digital 
techniques.
Many inherent advantages of digital systems, in terms of network architectures 
and transmission characteristics, have long been obvious. The switching of digital 
signals is very much simpler than that of analogue and the signaling required for 
modern autom atic switching is inherently digital in nature. On the transmission 
front, digital signals are resistant to noise and crosstalk, can easily be regenerated 
and can be encrypted and error protected. The replacement of analogue multiplexing 
and transmission components with digital processes also invariably offers improve­
ments in system performance and capacity due to the stability and homogeneity of 
digital hardware.
The realisation of practical digital systems required great advances in m any 
areas. Most importantly, rapidly evolving VLSI device technology in the form of 
H - processors has enabled the practical implementation of substantial am ounts of 
digital processing in real-time. Modern network concepts such as integrated services 
digital networks and mobile radio, while being a powerful solution to communica­
tions problems, have equally been one of the greatest incentives for the introduction 
digital speech coding.
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Early coding proposals such as pulse code modulation (PCM) suffered from 
excessive bandwidth requirements, a typical 4KHz, 34dB SNR telephone channel 
requiring a digital bandwidth of almost lOOKHz. Full realisation of the benefits of 
digital systems has thus forced simultaneous development of algorithms for digital 
signal processing and the efficient encoding of speech data. This research into com­
pression techniques for digital voice data has resulted in many solutions to satisfy 
varied applications. This thesis reports on research undertaken on a small subset of 
this broad spectrum of modern speech coding methods.
1.1 D ig ita l Speech  C oding
To integrate voice signals into modern communications networks, many varied cod­
ing schemes have been proposed. The main aim of all such systems is to reproduce 
the best speech quality possible for the digital information rate employed. There are 
however, many other selection criteria and the relative importance of these is deter­
mined by the exact nature of the intended application. Some of the more im portant 
selection criteria for voice coding systems are briefly introduced in the following list.
• Speech quality -  Of paramount importance for public services, quality can 
often be sacrificed in private networks for lower bit rates or lower complexity. 
Many measures of quality exist, either objective such as signal to noise ratio 
(SNR) or subjective/perceptual as in mean opinion scores (MOS).
• Robustness -  The performance of compression algorithms with noisy sources 
and transmission channel errors is im portant in many operating environments, 
most notably in mobile systems.
• Complexity -  The complexity of an algorithm required to provide adequate 
quality and robustness directly translates to the cost of the hardware required 
to implement a coder and often to the power requirements of the transceiver.
• Voice-band data -  The ability of the coder to handle non - speech, voiceband 
data signals such as modem and facsimile can be necessary.
• Delay -  Low processing delay may be essential for some systems where the 
overhead of echo cancelling is unacceptable.
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Figure 1.1: Quality vs bit rate for speech compression systems.
The field of digital coding can be divided into two broad classes, generally 
referred to as Waveform coding and Source coding, along with many hybrids of 
the two. These classes are generally distinguished by the balance between quality 
and compression, figure 1.1, waveform coding predominating for high quality, low 
compression systems while source coding sacrifices quality for reduced bit rates.
The work described in this report is confined to speech source coders and this 
field will be discussed fully in the following chapters. To put this into context, there 
follows a brief discussion of these classes.
1.1.1 W aveform coding
Waveform coders [16] attem pt to produce an exact replica of the input signal wave­
form  by transm itting a binary coded version of some aspect of the signal. In its 
purest form (PCM), the signal amplitudes are simply digitised with appropriate 
resolution and sampling rate for the signal dynamic range and spectral content. 
Unfortunately, such a simplistic approach has a high bandwidth penalty, even for 
mere telephone ( “toll”) quality communication. For speech coding to be practical 
requires the identification of features in the signal tha t can be represented more 
efficiently than by direct coding, a process generally known as redundancy removal. 
By the exploitation of general speech statistics such systems have reduced flexibil­
ity, in tha t non-speech signals with differing statistics and redundancies cannot be 
represented as accurately. The resulting tradeoff between redundancy removal and 
signal flexibility/quality determines the suitable application areas for the coder.
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In the first instance, the data rate of waveform coders can be significantly 
reduced by consideration of long term  statistics of the input speech signal and per­
ceptual features of the human auditory system. For example, the high probability 
density of low speech amplitudes coupled with the ears’ logarithmic am plitude sen­
sitivity enables the use of non-linear am plitude quantisation with little  perceived 
distortion. A long standing coding scheme for PSTN and digital satellite communi­
cations produces logarithmically companded data at 64kbit/s [16].
Further reductions can be achieved due to the low adjacent sample variance 
typical in speech. Differential Pulse Code Modulation (DPCM) exploits this fea­
ture and also uses prediction based on tim e invariant speech statistics to reduce 
the quantisation overhead required for each sample. Thus, the transm itted  data  is 
simply the quantized difference of adjacent samples of the error signal between the 
input speech signal and the predicted speech signal. Many minor modifications to 
the basic DPCM algorithm exist, such as the use of one bit quantisers in delta mod­
ulation schemes and perceptually weighted quantizers. The system is most often 
modified to include regular adaption of certain param eters such as the quantisation 
step size and/or the prediction parameters to follow the current signal conditions. 
Such adaptive (ADPCM) schemes further reduce the quantisation requirements of 
the error signal at the expense of system complexity and the requirement for trans­
m itted side information. The distinction of the more complex ADPCM systems as 
waveform coders, as opposed to source-waveform hybrids such as APC, is also be­
coming somewhat blurred. All of these differential systems possess slightly different 
balances of the selection criteria mentioned previously but a fuller description is 
beyond the scope of the thesis. For this subject, reference [16] provides very good 
coverage of differential coding systems.
The systems mentioned up to this point have operated on the tim e domain 
characteristics of the speech signal but waveform coding techniques can equally well 
be applied to the frequency domain representation of a signal, where equivalent 
differential and non-linear magnitude quantisation methods can be applied.
The more efficient waveform coding methods, while a great improvement over 
PCM, are still confined to relatively high bit rates due to inherent limits to the 
amount of redundancy tha t can be removed. Waveform coders are not generally 
suitable for data rates below lOkbit/s , representing approximately one transm itted  
b it/sam ple for telephone band signals. They do however, dominate the high quality 
end of voiceband digital coding, offering greater robustness and signal flexibility.
1.1.2 Source coding
Source coders make no attem pt to preserve the input signal waveform, but instead 
seek to produce a signal that is merely perceptually similar to the original. This is 
accomplished via the transmission of parameters tha t control some predefined model 
of the signal production mechanism. The specification of a production mechanism 
allows much greater redundancy removal than the reduction techniques of waveform 
coding. One penalty paid for this improvement is tha t the synthesised quality is only 
as good as the underlying model and the param eter estimation algorithms. Also, 
flexibility is reduced because the system is highly tailored for a particular source 
and may have difficulty in faithfully representing other signals.
These factors cause source coding to predominate in low bit rate applications 
where high quality is of secondary concern. The typical range of bit rates for source 
coders, 600 b its/s  —> 4.8kbit/s , covers a wide range of qualities, from very basic 
intelligibility systems to some quite natural sounding coders. The following chapter 
contains a detailed discussion of voice source coding.
1.1.3 Source-W aveform hybrids
This class of hybrids is a much more recent development and have dominated the 
field of medium bit rate, near telephone quality systems throughout the last decade. 
They generally involve some form of waveform coding of the error signal between 
input speech and the output of a source model and can be divided into two main 
classifications, Analysis-Synthesis schemes and Analysis-by-Synthesis schemes.
Initial hybrid schemes adopted an Analysis-Synthesis approach in which a 
source coder model is used to predict certain features of the input signal which are 
then removed to produce an error signal or prediction residual. Most commonly, 
short-term  correlations are removed via vocal tract modelling and long-term ex­
citation periodic correlations by pitch filtering. The resulting error signal is then 
waveform coded and transm itted, along with the prediction param eters, for syn­
thesis at the decoder. As with waveform coders, all analysis-synthesis systems can 
be implemented in many slightly different forms. The placement of the quantizer 
especially can have im portant effects, placed inside the prediction loop the quanti­
sation noise spectrum reproduced at the synthesiser can be modified to be flat or to 
produce advantageous perceptual masking.
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Most modern hybrids however, have centered on the so called Analysis-by- 
Synthesis (A-by-S) approach, in which an optim um  error signal is generated at the 
encoder via the minimisation of the error signal of an analyser-synthesiser loop. 
The optimum residual signal thus produced is then encoded for regeneration at the 
decoder. The exact structure of the minimisation loop can vary widely between 
coders but it is the residual modelling tha t forms the greatest distinction between 
most A-by-S coders. Two widely researched A-by-S methods are M ulti-Pulse Linear 
predictive coding (MPLPC) and Code Excited LPC (CELP). Multipulse methods 
[4] calculate a number of optimum position and amplitude pulses to use as excitation 
to the source model. The analysis-synthesis loop evaluates the optim um  positions 
and amplitudes for minimum error. CELP [28] selects the optim um  excitation for 
the source model from a table of random signals. The table index of the optimum 
excitation is transm itted to the decoder along with the long and short term  source 
model parameters.
These hybrid methods have found great application in new commercial speech 
communications systems such as digital mobile radio (DMR) and digital satellite 
communications (Land/A ir/M aritim e). It is generally accepted tha t they are capa­
ble of producing near toll quality at medium rates ( 4.8kbit/s —> 9.6kbit/s ).
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C hapter 2 
V O C O D IN G  - Speech  Source  
C oding
Source coders applied to speech, commonly called vocoders, seek to param eterise 
some model of speech production such tha t a perceptually similar signal can be 
synthesised. Buried within this task are two im portant questions. Firstly, which 
features of the speech signal are perceptually im portant to speech intelligibility 
and naturalness, and secondly, which model is best capable of representing these 
features as a minimal set of tim e varying parameters. An absolute upper limit on 
the attainable quality of a vocoder is set by the suitability of the model used, which 
in turn  is based on the perceptual assumptions. To a second degree, the ability to 
accurately estim ate the chosen set of parameters places characteristic limits on the 
vocoder performance. The task of any speech compression system therefore, is to 
identify and encode the im portant underlying information within the diverse range 
of speech sounds.
To judge the suitability of any vocoder model requires knowledge of the main 
perceptually im portant features of speech. The decision on which information is 
most im portant is inescapably tied to the quality required for the intended applica­
tion. The following section provides a brief view of the main features of speech and 
of speech perception as background to later vocoder model descriptions.
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Figure 2.1: Time domain appearance o f speech.
2.1 S p eech  C haracteristics
Human speech is a highly complex signal exhibiting continuously variably tim e and 
frequency domain features. In the tim e domain, waveforms can vary greatly from 
highly repetitive signals through to random signals and silence, as can be seen in 
figure 2.1. Although varying continuously, speech can be assumed to be essentially 
stationary when considered over a short enough time-scale (under 20mS), due to 
the rate at which the physical production mechanism changes. While speech often 
remains stationary for periods much greater than 20mS, the only abrupt change 
usually encountered within this period is due to the transition between different 
sounds. W ithin these stationary sections there are usually a num ber of features 
of high redundancy, tha t is, features tha t can be predicted accurately from little  
underlying information. Although there is often a limited range or set of these 
features, their combination, sequence and subtle variation provide the vast range of 
meaning, prosody and robustness inherent to natural language.
Before attem pting to describe which features of speech are most im portant 
perceptually, an introduction to the main physical features will be necessary. Per­
haps the best way to approach this is through the description of a simple model of
8
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Figure 2.2: Speech Production Mechanism.
the speech production mechanism. This is also an essential background to the most - 
popular model of speech production employed by vocoders, the source-filter model.
2.1.1 Production m echanism  *
Speech is the output of an acoustic system formed by the lungs, the larynx and 
the vocal tract, as diagrammed in Figure 2.2. The operation of this system is best 
divided into two functions, one of excitation and the other of modulation. Excitation 
mostly occurs in the larynx but can also be produced from other positions in the 
vocal tract. The main source of modulation is provided by the acoustic filtering 
action of the vocal tract. Both excitation and modulation im part a degree of the 
information contained in speech, the im portant forms of each are discussed below.
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E xcitation sources
Excitation to the acoustic system is provided in a number of ways, the most common 
comprising, voicing, whispering and frication.
Voicing is by far the most im portant excitation source and is produced by 
the vibration of the vocal cords in the larynx which breaks the air-stream  from the 
lungs into pulses, called glottal pulses. The exact shape of the glottal pulse is highly 
variable, both between talkers and over factors such as speech loudness and the pulse 
repetition rate  or pitch. The pitch is controlled by the tension of the vocal cords 
and is subject to both conscious controlled change and to a degree of randomness, 
leading to the description of speech as quasi - periodic. The tim e domain repetition 
produces a rich harmonic based short time spectrum  in voiced speech. This is shown 
clearly in Figure 2.3, in which the regular oscillations represent the harmonics of the 
fundam ental pitch. The regular repetition of the vocal tract impulse response greatly 
increases the robustness of speech communication.
The range and agility of pitch is highly talker dependent, with only rough 
general bounds being applicable. For spoken sounds, pitch can usually be assumed 
to fall in the range of 50Hz —> 500Hz. Voiced speech is usually characterised by a 
fairly sudden onset followed by a smooth variation of pitch and energy and a slow 
decay. Cases where this does not hold, such as the sudden truncation of voicing at 
a glottal stop, are less frequent but are still im portant to consider. Studies of the 
maximum rate of period change [39], show that pitch variation lies within ±15 % 
per period and is generally much less for most voiced intervals. The randomness 
or aperiodicity of speech is also dependent on many factors such as loudness, pitch, 
speaker, age and emotional state. Studies have demonstrated th a t period jitte r 
typically exceeds 3% of period in over 10% of cases [22], a figure well above human 
auditory pitch acuity. Such uncertainties, while an im portant feature, are difficult 
to accurately model and can only be roughly classified.
W hispering and frication are in general termed unvoiced excitations and are 
both produced by the turbulent airflow past some constriction in the acoustic system. 
W hispering is produced by a constriction in the larynx with the vocal cords closed 
and hence is purely unvoiced. Frication is caused by constrictions at other points in 
the vocal tract such as the tongue, teeth or lips and may be accompanied by voicing. 
Both are characterised by a wide-band noise appearance, the spectral distribution 
of which is determined by the point of constriction.
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M odulation
M odulation of the excitation source is an im portant source of information in the 
speech waveform. This modulation mainly refers to frequency domain effects but has 
been extended in this definition to include tim e domain amplitude elfects sometimes 
ascribed to excitation features.
Spectral modulation is mainly provided by the acoustical filtering action of 
the vocal tract. The vocal tract, like any acoustic tube, has natural resonant fre­
quencies tha t are a function of its shape. These resonances are known as formants  
and are highly variable in position and bandwidth but in general only 4 or 5 im ­
portant formants occur in the first 4KHz of the speech spectrum. These resonances 
are controlled by many variable geometries such as the positioning of the tongue 
and inclusion or exclusion of the nasal cavity in the acoustic system. While there is 
an enormous scope for subtle variation of this spectral modulation, there are only a 
small number of very distinct sounds used by any one spoken language. The distinct 
sounds, distinguished by the relative positions, widths and magnitudes of the m ajor 
formants and by the presence or absence of voicing, are known as phonemes and con­
stitu te  the basic building blocks of language. The degree of modulation provided by 
the vocal tract also varies between different excitation sources, depending on their 
position of origin. Voiced and whispered speech can exhibit strong form ant struc­
tures whilst many fricatives have much less complex spectral envelopes. Figures 2.3 
and 2.4 dem onstrate typical spectral plots for voiced and fricative sounds.
O ther sources of long term  spectral modulation include the variation and ape- 
riodicity of the glottal impulse train and the shape of the glottal pulses. W hile a 
perfectly periodic impulse train has a flat harmonic spectrum, the introduction of 
period ramping or jitte r modulates the magnitude and phase spectra (See Chap­
ter 4). Similarly, while a pure impulse has a flat spectrum, the distributed glottal 
pulse can have a significant long term  spectral phase. While these features are highly 
variable, their consideration in simple vocoder systems is essential to improving the 
naturalness of the synthesised speech.
Time domain amplitude modulation of the excitation source is also an im ­
portant source of speech information. Speech sounds called stops and plosives are 
distinguished by the sudden onset or release of a complete constriction in the vocal 
tract. The position, abruptness and excitation of this constriction produce a variety 
of distinct sounds.
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Figure 2.4: Unvoiced speech.
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2.1.2 Perception
One level to which perceptual limitations of the human auditory system can be 
exploited for compression of speech has already been encountered in section 1.1.1, 
namely logarithmic amplitude and frequency sensitivities. These physical limitations 
are equally exploitable in vocoder systems but are not the intended topic of this 
section. In perceiving sounds, language, talker identity and many other factors 
communicated by speech, the human brain relies on a combination of very many 
features of the basic speech sounds described previously. Distortion or removal 
of some features may have little  effect on intelligibility and naturalness, whereas 
others may cause serious degradation. In terms of intelligibility, the basic unit of 
linguistic information is the phoneme. The small number of phonemes used and 
the redundant nature of their defining features implies tha t a very high degree of 
compression is feasible. However, the subtle variations and uncertainties of the 
speech characteristics are very im portant for retention of the naturalness of speech. 
The discussion of the essential features of speech for these higher levels of perception 
is the aim here.
In designing a model for speech source coding, it is im portant to understand 
the relative importance of the various features of the speech signal. This is because, 
for the large degree of compression sought by vocoders, transmission of the many 
perceptual clues is impracticable. The set of im portant param eters thus identified 
must also be suitable for efficient encoding. It is clear from many experiments 
tha t contributions from both the excitation and modulation of speech are very im ­
portant to speech intelligibility. For example, whispered speech, while having no 
voicing information, remains highly intelligible. In contrast, experiments involving 
the flattening of the spectral magnitude while preserving phase information also 
dem onstrate a high degree of intelligibility.
In the case of the spectral envelope, the accurate description of the formants 
and their movement is the most im portant distinction of different sounds, most 
phonemes being distinguished largely by their different formant structures. The 
spectral magnitude of the formants is most im portant but formant-like phase mod­
ulations can increase speech naturalness, especially where distortions are present in 
the magnitude spectrum. The long term  spectral modulations produced by excita­
tion pulse train  aperiodicity and glottal pulse shape also have im portant effects on 
speech naturalness. To a lesser degree, am plitude modulation effects such as stops 
and plosives also affect intelligibility.
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The most im portant feature of the excitation signal is, of course, the voiced - 
unvoiced distinction and the pitch period if voiced. While the absolute pitch period 
does not greatly affect intelligibility, its tim e contour does. As previously noted, 
pitch is generally characterised by a smooth variation in time, discontinuities can 
therefore be very disturbing. In any coding system, the accurate representation 
and synchronisation of the pitch contour with respect to modulation features is 
essential. Absolute pitch has importance in perceptions of speech naturalness such 
as talker identity. Other features like aperiodicity, pitch range and pitch agility are 
all generally characteristic to different talkers and emotional dispositions and so are 
im portant for naturalness.
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Figure 2.5: Source - Filter speech model.
2.2 S ource-F ilter  V ocoder M od el
In attem pting to represent speech with a minimal set of param eters, m any models 
of the production and composition of speech sounds have been proposed, with still 
many more solutions to the analysis and synthesis of each. These systems cover a 
wide range of applications, from very low bit ra te  (under 600kb it/s  ), basic intel­
ligibility systems, up to very natural sounding vocoders in the 4.8kbit/s  region. 
The most frequently used model for vocoder systems, and the one underlying all the 
research outlined in this thesis, is known as the source-filter model.
T he source-filter model of speech production is the oldest and most widely 
applied model used in vocoding. The basic scheme has remained unchanged in over 
five decades of application in both analogue and digital coding systems. The success 
of the model lies in its strong physiological basis, which closely resembles the simple 
speech production mechanism in dividing the speech into two basic components, the 
excitation function and the spectral modulation of tha t excitation.
In its simplest form, Figure 2.5, the source-filter model is comprised of a tim e 
varying spectral filter that is excited by either a periodic impulse train  or a random  
sequence. As can be seen from even the brief description of the complexity of speech 
sounds given in Section 2.1, this model is a gross simplification of the true physical 
mechanisms. W ithout even considering the accuracy of the spectral and excitation 
param eters, there are a number of inherent assumptions tha t affect the ultim ately
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attainable quality. Foremost among these is that the system is linear and tim e 
invariant, conditions necessary for practical analysis and synthesis purposes. Real 
speech only approximates to a linear convolution of fixed excitation and modulation 
functions and as such is not completely separable as assumed in the linear model. 
Factors such as rapid alteration of the system transfer function during vocal chord 
vibrations and the non-rigid nature of the vocal tract acoustic tube filter both violate 
the linearity and invariance of the simplistic model. While these factors deserve 
note, they are generally not too serious, as witnessed by the enormous popularity 
of the model. Many refinements to the simplistic models of spectral and excitation 
functions implied in Figure 2.5 have been implemented, greatly improving the quality 
of both analysis and synthesis over earlier models.
In designing a coding system employing a source-filter model of speech pro­
duction, there are three main factors affecting the ultim ate quality to be considered. 
These are ; the accuracy of param eter analysis, the re-combination of the param eters 
into the synthesised speech and the quantisation of the param eters for transmission. 
Decisions made on the broad structure of the model and on the actual algorithms 
and param eter forms used are dependent on a combination of all these factors.
The m ajor analysis problem of a source-filter model is invariably the correct 
separation of the excitation and spectral filtering. The procedures used for this must 
be designed robust enough to account for interferences such as spectral modulations 
due to excitation effects, including; very low period voicing, period jitte r and glottal 
pulse form. Additionally, the algorithms used will usually possess characteristic res­
olution limitations and biases toward matching certain aspects of their measurands. 
The perceptual significance of both interference and bias effects at the analysis stage 
is of prim ary importance to the success of the model.
Many of the degradations inherent to the synthesis section of a vocoder are 
pre-judged by the choice of specification param eters used in analysis, due to the 
capabilities and biases of the required inverse transform ation from param etric form. 
However, the re-constitution of the synthesised speech is still open to m any fine 
procedural adjustm ents. For example, smoothing the tim e variation of param eters 
to the degree typical of natural speech can be applied to great affect, especially 
in the presence of transmission and analysis errors. The detection of features in 
the speech signal tha t would normally be poorly represented can be employed for 
enhancement by temporarily modifying the normal synthesis procedure. Stops and 
plosives, characterised by their sudden energy variations and loss/onset of voicing,
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can be enhanced in synthesis by the tem porary suspension of the smoothing oper­
ations commonly applied to energy and pitch. Plosives are often of rather mixed 
excitation at onset, a feature which can also be simulated advantageously.
The final factor of importance in designing the model and its defining param e­
ters is the effect of quantising the parameters. The process of quantisation involves 
limiting the param eters to a finite set of discrete values, the number of which deter­
mines the final bit rate required for transmission. While the analysis and synthesis 
considerations just detailed are of greatest importance, quantisation effects are of 
special significance as the available bit rate reduces. Quantisation produces dis­
tortions th a t are characteristic to the param eter being operated on, the perceptual 
significance of which will vary between different types of param eter depending upon 
which features of the underlying signal are distorted. Often, one set of param eters 
tha t are most suitable for modelling purposes, are transformed to another tha t are 
best suited to quantisation. This suitability can be in terms of shifting distortions 
to less im portant features or alternatively, of representing features with the same 
accuracy but with greater bit rate efficiency.
Historically, the analysis of the spectral filter has received most attention, with 
a resulting plethora of different analysis and synthesis methods. The characteristic 
distortions of these are well understood and generally not too serious. A full dis­
cussion of this subject for specific systems of interest to this research will be given 
in chapter 3. The limiting factor to the quality attainable by source-filter vocoders 
is invariably the modelling of the excitation function. Errors made in the analysis 
of voicing and pitch decisions are very disturbing and the simple pulse/noise syn­
thesis source is generally inadequate for producing good quality, natural sounding 
speech. In recognition of this limitation, much research of recent years has been 
directed toward more accurate and complex excitation models. These often involve 
the abandonment of the simple voiced/unvoiced model in favour of more represen­
tative mixed excitations. Chapter 4 of this report provides a detailed discussion of 
excitation problems associated with source-filter vocoders.
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C hapter 3 
S p ectra l E nvelope M od elling
The correct estimation of the speech spectral envelope is highly im portant to the per­
formance of source-filter vocoders. A great number of systems have been developed 
for the analysis and synthesis of this feature, all of which are subject to characteristic 
distortions. While these distortions are not generally too serious, compared to those 
introduced in the accompanying excitation modelling process, it is still im portant 
to understand them.
The following sections describe two of the most im portant spectral modelling 
techniques, which are used in the vocoders to be described in this thesis. The first, 
linear prediction, has become the most universally applied spectral analysis tool 
for speech coding. While LPC analysis is subject some to characteristic modelling 
biases, these are generally very well suited to speech signals. Apart from its use in 
the homomorphic vocoder studied in chapter 5, LPC spectral flattening is widely 
applied for excitation analysis and pitch prediction purposes.
Cepstral analysis, the second spectral analysis technique described below, is a 
more general, analytical tool. W ithout the speech specific biases of linear prediction, 
cepstral analysis is generally less efficient at modelling speech spectra. Conversely, 
in being an unbiased modelling process, it can effectively encode non-typical speech 
spectra. The complex cepstrum, the full formulation of homomorphic analysis is 
also capable of modelling spectral pole-zero features that linear prediction cannot, 
through definition. In addition to envelope analysis, the cepstrum being a funda­
mental deconvolution tool, is further applicable in excitation analysis. C hapter 5 
attem pts to apply cepstral analysis for both excitation and envelope analysis.
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3.1 Linear P red iction
Linear Predictive coding (LPC), has been the dominant analysis tool in speech cod­
ing since its introduction in the late 1960’s [2]. The method has found numerous 
applications in speech coding, vocoding and hybrids, and in speech recognition. It 
is usually defined as a time domain analysis technique, whereby the high short term  
correlation between speech samples is used to specify the speech spectral envelope 
representing the vocal tract equivalent filter in the source-filter model. In many 
stages of the definition and solution of the LPC equations, assumptions and simpli­
fications are made tha t affect the attainable quality of the predicted output. These 
effects will be noted in the following detailed description of the Linear Prediction 
analysis method [23].
3.1.1 Derivation
Very many physical systems can be categorised as linear and tim e invariant [32], 
and accurately described by a constant coefficient difference equation, ( 3.1).
P  <7
y ttiVn—i — 'y ] bjXn—j (3.1)
i=0 j=0
In its fullest definition, LPC uses such a model, predicting the current output 
sample from weighted sequences of its past outputs and present and past inputs.
Vn — y  y b j xn_j y ' fl7:?/n_j ( ^ ’^)
j=0 i—1
The frequency domain transfer function of this system, Y ( z ) /X { z ) ,  is given
b y :
x>-j
m  =  ¥ —  (3.3)
2  a.z~‘
i=0
Thus the poles of the filter transfer function depend on the output weighting 
sequence, whereas the zeros are determined by the input weightings.
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This full Pole-Zero model is inherently difficult to solve without knowledge 
of the input samples (glottal excitation). As a result, the vast m ajority of linear 
prediction schemes for speech make the assumption tha t the system can be modeled 
by an all - pole system defined as follows.
v
Vn =  G xn -  (3.4)
t= l
H{z) G
1 + £
(3.5)
a;z
i=i
ciq =  1, bo =  G
This approximation works surprisingly well in the case of speech data, for 
two main reasons. Firstly, the all - pole spectrum characteristically contains sharp 
resonant peaks, which is also the case for most voiced speech spectra. The accurate 
representation of these resonances, or “Form ants” , is perceptually very im portant 
to the intelligibility of speech. Secondly, given an excess of poles in the model, the 
effect of the om itted zeros in the spectrum can be approximated by combinations of 
these poles. The all - pole approximation is the first and most serious lim itation to 
the prediction accuracy, causing poor representation of inter-formant spectral nulls. 
Speech contains especially prominent zeros during nasal sounds where quality can 
be seriously impaired.
The number of poles used in the analysis also has an im portant bearing on 
the accuracy of prediction. As a rough measure, representation of a form ant - like 
resonance requires at least two conjugate poles. As speech contains, on average, one 
formant per lKHz of bandwidth, this points to a logical requirement of at least 8 
poles for 4KHz, telephone band speech. Poles in excess of this, refine the form ant 
m atch and help zero modelling. For speech prediction, ten poles is most commonly 
used, providing this added accuracy.
A final note on the model is that the spectra of most speech can be considered 
to have a steady roll - off toward high frequencies. This is due to the radiative trans­
mission from the speakers lips and is relatively constant from speaker to speaker. To 
aid the modelling of time varying spectral features, this structure is often removed 
from the input signal via pre-emphasis (high pass filtering) prior to LPC analysis
[48].
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3.1.2 Param eter estim ation
The error between the linear prediction and the actual speech signal can be expressed 
as in Equation 3.6. To estim ate the optimum predictor coefficients, d{, this error 
is minimised over some set of samples, N .  The most widely accepted estim ation 
procedure is the minimisation of the mean square of this error.
p
=  Vn Vn — Vn 4" ^  0>i1)n—i
2 = 1
E  =  e2 =  ]T  (yn +  ]T  aiVn-i)2 (3.7)
N  N  2 = 1
The use of the mean squared error (MSE), is another source of predictor inac­
curacy. It has been shown [23] tha t the MSE method has better matching properties 
for spectral peaks than nulls. Also, the MSE predicted for perfectly m atched spectra 
is actually non-zero (i.e. an implied mismatch). Although these errors are relatively 
minor, they still constitute further degradation to accuracy. Alternatives to the MSE 
m ethod have long been sought, but it still remains the most widely used solution.
Using the MSE approach, the prediction coefficients are estim ated via partial 
differentiation of the MSE.
(3.6)
—  I Edak \  H L
Vn 4" 'y / G'tUn-i 
2 =  1
=  0
1 < k  < p
(3.8)
This eventually yields the following p normal equations 3.9, with p unknowns, 
( Gq . . .  ap ), usually expressed in m atrix form.
ai' Vn-UJn-k = - J 2  
2 = 1  N N
ynVn—k (3.9)
1 < k < p
21
" 7 n  • • • 7ip
11
'  701 ’
. 7pi • Ia. 1 1 1!
l i j  — Y2n  V n - i V n - j  ( ^ T l )
The range, N ,  over which this minimisation takes place, has an im portant 
bearing on the accuracy and ease of the solution of these normal equations. Two 
ranges are widely applied, an infinite range leads to a solution known as the auto­
correlation method, while a finite range is termed the covariance method.
In the autocorrelation method, a moving, finite tapered window must be ap­
plied to the data, due to the long term non-stationarity of speech. In this case the 7 
m atrix elements in Equation 3.11 equate to the autocorrelation function, leading to 
symmetries in the matrices tha t ease the solution problem, however the application 
of a tapered window reduces the contribution of frame boundary samples to the 
minimisation process. For this reason, this method best matches highly stationary 
speech segments.
The covariance method, as it is defined over a finite range, is better suited 
to matching non-sta.tiona.ry speech segments. The solution of this m ethod is more 
complex than the autocorrelation method due to the absence of symmetries in the 
matrices. In addition, the covariance method does not guarantee stability of the 
resulting filter coefficients, as does the autocorrelation solution. Further processing 
may therefore be necessary for stabilisation.
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3.1.3 LPC spectral distortions
The combination of many of the above imperfections, leads to a biased matching 
characteristic for different spectral features. In general, linear prediction features a 
better m atch to formants than to nulls in a spectrum, the resonances being sharp 
and narrow, whereas the nulls are too shallow. As mentioned above this is due 
to the all-pole model and the error minimisation technique employed. Figure 3.1, 
shows typical examples of this mismatch for stationary voiced and unvoiced frames 
analysed with a ten pole autocorrelation method. When used to remove the spectral 
envelope of such signals, significant spectral structure can remain, Figure 3.2. If this 
remaining information is discarded, as in the case of many LPC vocoders, the quality 
of the reconstructed signal will be degraded.
Further mismatching can occur due to transitions between speech sounds 
within the analysis frame, especially with the autocorrelation LPC solution. Transi­
tions occurring toward the frame edge may be poorly m atched due to data  windowing
Another source of degradation is tha t of the quantisation of the filter coeffi­
cients for transmission. In addition to the straight filter coefficients, many equiv­
alent, inter - convertible coefficients have been proposed tha t behave better under 
quantisation. The type and severity of quantisation effects, depend on both the 
form of coefficients used and the bit allocation procedure.
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Figure 3.1: Speech and LPC filter spectra for a) Voiced speech, b) Unvoiced Speech.
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Figure 3.2: LPC  residual spectra for a) Voiced speech, b) Unvoiced Speech.
3.2 C epstral M od ellin g
Cepstral analysis [6], is a m athem atical technique used for the separation of con­
volved signals, such as the excitation and vocal tract impulse response of the source- 
filter model of speech production. This is achieved by the transform ation of the 
speech tim e domain samples into another domain called the quefrency domain, in 
which the previously convolved components can be separated by linear techniques. 
Its use depends on the signals to be separated having their main cepstral charac­
teristics in different cepstral locations. The method has found uses in specifying 
both the pitch and envelope of speech waveforms, for which two main forms of the 
analysis have evolved, the real cepstrum [5] and the complex cepstrum  [32]. The 
former is fairly simple to process and has found good application in the problems 
of pitch detection and the specification of the vocal tract filter envelope. The la tter 
is a much more general and rigorous solution of the cepstral m ethod which can be 
used for full separation of the time domain convolution components.
The complex cepstrum has some difficult processing steps which can be a source 
of error in reconstruction and as a result there has been relatively poor interest in the 
use of homomorphic analysis for speech coding. Most homomorphic coding systems 
have centered on use of the real cepstrum in simple vocoding schemes, with a few 
exceptions [35], [7]. The complex cepstrum is also less well suited to the problem of 
pitch detection than is the real cepstrum, due to masking of the pitch peak by the 
phase information. The real cepstrum is described below as an introduction to the 
full complex cepstrum.
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Figure 3.3: Real cepstrum processing definition.
3.2.1 Real cepstrum
The real cepstrum is defined as the inverse discrete Fourier transform (DFT) of the 
log-magnitude spectrum  of a signal.
A typical voiced speech spectrum, as seen in Figure 3.1, exhibits a smooth, 
slowly varying envelope and a fast varying, “picket fence” like, pitch structure. 
When the inverse DFT of this log-magnitude spectrum  is computed, a form of 
tim e domain known as the “quefrency” domain results, in which the slow spectral 
variations transform into the low coefficients and the fast vaiying pitch transforms to 
a peak in the higher coefficients, unvoiced speech having no particular high coefficient 
structure. This is demonstrated in Figure 3.4, which shows the real cepstra of the 
speech waveforms of Figure 3.1, the absence of any high order peak in b) corresponds 
to unvoiced speech data.
Considering the mathematical action of the process, the initial DFT converts 
the convolution of source and filter components in the tim e domain, to a multiplica­
tion in the frequency domain. This is then converted to a summation of the separate 
effects by the application of the logarithm to the magnitude, this process is detailed 
below.
If the speech signal sn is assumed to be the convolution of the combined glottal 
and vocal tract impulse responses vn with the excitation function en, multiplied by 
a window function wn for use with the DFT, then :
sn — (en (D vn),trn (3.12)
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Figure 3.4: Real cepslra for a) Voiced speech, b) Unvoiced speech.
If the window is smooth over the vocal tract impulse response duration, it 
can be combined with the excitation, i.e. e'n = en.wn. The resulting m agnitude 
spectrum  is then given by :
\SU)\  =
(3.13)
The cepstrum, sn is produced by the application of the logarithm and ID FT 
functions, as follows :
S ( f )  =  log |.S(/)|
=  l o g | V ( / ) |  +  l o g | i ? ' ( / ) l
sn — Vn +
(3.14)
(3.15)
As can be seen, the resulting cepstrum is the sum of the cepstra of the indi­
vidual components, and if these are suitably separated, then simple linear filtering
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Figure 3.5: Real cepstrum - Minimum phase function.
in the quefrency domain, also called “liftering” , can be used to divide them . These 
individual cepstra can be applied to an inverse cepstrum process to recover their 
magnitude spectra, but the separate time domain contributions cannot be recov­
ered, due to the loss of the phase information in the forward transform.
As only the magnitude, an even function, is passed to the IDFT, the real 
cepstrum, sn, is a real and even function. This in turn  implies th a t the resulting 
cepstrum is zero or minimum phase, any maximum phase poles or zeros are not 
represented. This is demonstrated in Figure 3.5, which shows the real and complex 
cepstra for a synthetic mixed phase signal. Comparing the real cepstrum  to the 
complex cepstrum which shows both minimum and maximum phase components 
of the same data, it can be seen that the real cepstrum only represents minimum 
phase components. The negative quefrency cepstra in the real cepstrum  is simply 
a replica of the minimum phase poles. An alternative version of the real cepstrum  
often used, zeros these negative coefficients while doubling those in the range of 
samples 1 —* N /2  inclusive, the magnitude spectra are identical.
The estimation of the spectral envelope from the low order cepstral coefficients 
is known as cepstral smoothing. The low order real cepstrum coefficients can be 
directly transformed into equivalent filter coefficients [34], which can then be used
28
in a synthetically excited vocoder, jresulting in similar performance to the LPC 
m ethod [31]. The real cepstrum finds its main usage in pitch detection routines 
[29] [13], due to the good separation of the pitch and vocal tract contributions. The 
performance, however, falls off rapidly when applied to speech with additive noise, 
as the convolution equation 3.12 no longer has the appropriate form for separation 
by the logarithm function.
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3.2.2 Com plex cepstrum
The complex cepstrum is defined as the inverse Fourier transform of the complex 
logarithm of the m agnitude and phase spectra of a signal. It is a more rigorous 
application of homomorphic analysis, as developed by Oppenheim and Schafer [33]. 
The main advantage of the complex cepstrum over its real counterpart is th a t it is a 
fully reversible process in which complete deconvolution of time domain convolution 
components can be achieved, if they have suitably disjoint cepstra. In addition, 
the mixed phase nature of the excitation and vocal tract filter is preserved in the 
de-convolved components.
The calculation of the complex logarithm introduces some im portant process­
ing difficulties and sources of error to this form of cepstral anafysis. These problems 
will be described more fully later in this section, but firstly the basic m athem atical 
process is detailed below.
If the speech signal is represented as in Equation 3.16, where, e'n represents 
the windowed excitation function and, vn represents the combined glottal pulse and 
vocal tract impulse response.
•Sn =  e'n 0  V„ (3.16)
S ( f )  =  F(o») . F(e'„) (3.17)
In m agnitude and phase terms :
F « )  =  \E '( f ) \e ’*(»
F(t>„) =  \ V ( f ) \ e ^  (3.18)
S ( f )  =  \ E ' ( f ) \ \ V ( f ) \ e-'«0+<V» (3.19)
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Application of the complex logarithm and IDFT results in the complex cep­
strum  as follows:
S ( f )  =  log \E' ( f ) \  +  log |V (/) | +  j  W )  + 0( f ) } (3.20)
=  &'n ±  Vn ±  J \j)n ±  0nj (3.21)
The initial two terms are identical to the real cepstrum and are real, even 
functions. The two phase terms, however, transform into real and odd components 
due to the action of the IDFT on the imaginary phase spectrum. The combined 
complex cepstrum is therefore real and asymmetric. In comparison to the real cep­
strum  which models the spectrum minimum phase poles and zeros only, the complex 
cepstrum preserves the mixed phase nature of the data. The process separates the 
minimum and maximum phase components in the quefrency domain, such tha t the 
minimum phase pole/zeros transform into the positive quefrency domain (IDFT 
samples 0 —* N /2  ), and maximum phase components into the negative domain 
(IDFT samples N /2  —» N  — 1, ). This is best dem onstrated using synthetic signals, 
Figure 3.6 shows the complex cepstra of three synthetic signals, one purely minimum 
phase, the second purely maximum phase and the third mixed phase, with the same 
poles and zeros as the first two. Clearly, the mixed phase signal has been correctly 
separated into its minimum and maximum phase components.
Phase unwrapping
The correct implementation of the complex cepstrum requires th a t the phase func­
tion of Equation 3.19, be a continuous function of frequency. Unfortunately, the 
phase produced from the real and imaginary spectra via arc-tangent routines is a 
function wrapped j over ±27r or ± 7r. The unwrapping of this discontinuous func­
tion is not a trivial problem and prone to many sources of error. The simplest 
approach is to search for large differences between consecutive phase samples to 
indicate wrapping and then apply a suitable offset to the data. This process is 
more clearly demonstrated in Figure 3.7, which shows a wrapped phase and the 
unwrapped equivalent
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Figure 3.6: Complex cepstrum - Maximum-Minimum phase separation.
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Figure 3.7: Phase Unwrapping process.
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The errors in the unwrapped phase are mostly due to rapidly changing phase, 
the speed of this transition being determined by a number of factors, including :
1. Sampling rate of the spectrum  -  if spectral resolution is too low, then large 
phase changes may result,
2. Presence of zeros near to the z - plane unit circle perim eter -  corresponding 
to spectral nulls,
3. Presence of strong voicing in the signal -  corresponding to zeros, equally spaced 
around the unit circle
4. A large linear phase ramp can be introduced due to mis-alignment of analysis 
window and I pitch pulses.
One solution to correctly unwrapping rapid phase transitions is to increase the 
apparent spectral sampling rate by “zero padding” the input data. A num ber of 
other tricks are possible to alleviate the above effects. The problem of poles and 
zeros close to the unit circle can be reduced by applying an exponential window to 
the tim e domain data, equivalent to moving them  radially inwards. Also, the use of 
pitch synchronous analysis frames has been proposed [30], to reduce linear phase.
If the data to be analysed has phase changes too great for unwrapping with 
the simple procedure outlined above, the most widely accepted alternative is th a t of 
adaptive numerical integration of the phase derivative as proposed by Tribolet [46]. 
This basically involves integrating the derivative of the phase spectrum  with pro­
gressively smaller step sizes between the initial phase samples in areas of rapid phase 
change, until the phase change is small enough to be followed. This procedure is 
computationally intensive and still does not guarantee successful unwrapping, de­
pending on the data being analysed. Zeros tha t are very close to, or on the unit 
circle cause the algorithm to fail, as can clusters of poles/zeros.
After unwrapping, the phase spectrum may exhibit a linear ram p on which the 
fine structure is superimposed. This feature, known as linear phase, is due to tim e 
domain offset of the impulse response from the start of the analysis frame. Such a 
delay of m samples can be expressed in the z-domain as follows :-
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Figure 3.8: Complex Cepstra - a) linear phase present, b) linear phase removed.
Z{ x ( n  -  m.T)} =  X( z ) . z~m (3.22)
X ( z )  = Z{ x( n) }
$(w) =  (3.23)
i = 0 . . . N - l
=> linear ramp of per sample
This ramp transforms into a rapid oscillation in the low order coefficients of 
the quefrency domain. The magnitude of this oscillation is proportional to the linear 
phase and is weighted by the characteristic 1/n roll-off of the cepstrum. The effect 
of the linear phase on the complex cepstrum is dem onstrated in Figure 3.8. This 
linear phase transform can obscure im portant fine structure and is usually removed 
prior to the calculation of the IDFT. This is also a more efficient means of recording 
the linear phase than having to code the transformed oscillation.
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Figure 3.9: Cepstral sjnoothing a) 10 coefficients, b) 20 coefficients
3.2.3 Spectral matching distortions
The accuracy of modelling the spectral envelope via cepstral smoothing, is dependent 
on the number of coefficients used. Vocal tract information is usually confined to the 
initial 5mS of the quefrency range. The m agnitude spectra of the speech envelope 
recovered from the first 1.25 and 2.5mS of real cepstral coefficients for the data  of 
Figure 3.4, are shown in Figure 3.9. These represent the first 10 and 20 cepstral 
coefficients respectively.
Comparing these predicted envelopes to those derived by linear prediction, 
Figure 3.1, it can be seen that the spectrum features less sharp form ant peaks. The 
cepstrum being a fully analytic process, matches zero information as good as it 
does poles, unlike LPC which matches poles and zeros with an all - pole model and 
in which assumptions and minimisation measures tend to favour form ant matching. 
The cepstrum therefore requires more coefficients to m atch formants as well as linear 
prediction but will provide a better match to spectral nulls.
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Spectral phase m odelling
As described in section 3.2.1, the real cepstrum is a minimum phase function. As a 
result, any maximum phase component in the speech data will not be represented in 
the real cepstral coefficients. This distortion is not thought to be too perceptually 
significant however, due to the poor phase discrimination of the auditory system.
The complex cepstrum, by preserving the eifect of maximum phase poles and 
zeros, can be used to produce a mixed phase spectral envelope. Preserving the 
maximum phase components requires the transmission of further cepstral coefficients 
and hence increases the bit rate of the coder.
Aliasing
Cepstral aliasing results due to the fact tha t the logarithm function introduces har­
monics into the spectrum tha t is processed by the IDFT. These are then undersam ­
pled by the IDFT and aliased back into the principle period range of the cepstrum. 
The problem is more pronounced with voiced speech due to the large pitch peaks 
being repeated at harmonic intervals. For large analysis frames, however, this is not 
too great a problem as there is an inherent 1/n  roll-off on the cepstral coefficients, 
thus reducing any aliased components.
A more serious aliasing problem associated with the cepstrum has been re­
ported by Verhelst and Steenhaut [47], which is not apparent from the simple anal­
ysis previously shown. Basically, neglecting the assumption tha t the tim e window 
and excitation pulse train  can be combined, as in equation 3.12, it has been sug­
gested tha t the cepstrum of the vocal tract impulse response is actually repeated 
every pitch period and distorted. In this case, even if large analysis frames are 
used, the low tim e cepstral coefficients can be corrupted by the first cepstral pitch 
peak in cases of small pitch periods. The simplest practical measure arising from 
this analysis is tha t liftering windows of greater tha t half the pitch period are of no 
use unless further measures to reduce this aliasing are applied. It m ust be stated 
however tha t our research has not noted these effects and tha t they appear to have 
been negligible in the investigations of chapter 5.
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C hapter 4 
E xeita tion  M od elling
In any source-filter based system, the modelling and specification of the excitation 
signal is by far the most critical factor affecting quality. The effects of errors made 
in specifying the excitation model and the use of overly simplistic excitation signal 
models generally far outweigh the shortcomings of the envelope modelling process. 
As a result, a great deal of effort has been directed towards the accurate specifica­
tion of the excitation signal. Source-Waveform hybrid coders are one manifestation 
of this activity. Analysis-by-Synthesis hybrids employing a blind, brute force s tra t­
egy for the generation of the optimum excitation while Analysis-Synthesis coders 
sacrifice bit rate for the improvement. This report however, is concerned prim arily 
with vocoder systems, in which there have also been many improvements in recent 
years. Bit rate restrictions on vocoder excitation param eters necessitate a thorough 
understanding of the key perceptual features of the voice source and their relative 
importance. This subject was discussed in chapter 2 and is essential for the design 
of adequate analysis models and synthesis procedures. This chapter will introduce 
some of the main problems and improvements in the field of vocoder excitation. The 
following chapters describe the two main studies of this research, both of which were 
attem pts to improve the excitation signal. In Chapter 5, a vocoder is described in 
which cepstral analysis is used to represent the residual excitation signal produced 
via LPC analysis. Chapter 6 then describes work in which a channel vocoder was 
upgraded to employ a mixed-band excitation, each channels’ voicing being indepen­
dently classified as voiced or unvoiced.
In a vocoder, the excitation signal is liable to three main sources of degrada­
tion. Firstly, the use of an over simplistic analysis model, secondly, inaccuracies in 
the determination of the models’ defining param eters and finally the use of poor
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synthesis procedures to generate the synthetic excitation from the param etric infor­
mation.
It is generally agreed tha t the simple voiced/unvoiced excitation model used in 
earlier systems is inadequate for producing high quality speech. As a result, many 
models of mixed excitation have been proposed and implemented tha t dem onstrate 
improved naturalness. Section 4.1 discusses further the sources of mixed excitation 
and the vocoder models proposed to represent them.
The correct determination of pitch period and voicing parameters is param ount 
to the operation of source-filter vocoders, irrespective of the exact model used. His­
torically, many different algorithms for the analysis of speech periodicity have been 
devised, all of which fail under certain real life conditions. However, through an 
understanding of the typical factors causing failure and the typical modes of fail­
ure, great improvements in prediction accuracy can be achieved. This subject is 
discussed in section 4.2. The accurate determination of the voicing param eter(s) is 
also of very great importance to the quality of vocoder systems. While this topic 
is highly related to that of pitch determination, voicing decisions are most often 
determined through a separate process. The problem of voicing determ ination for 
both simple and mixed excitations is discussed fully in Section 4.3.
The final area in which vocoder excitation can be improved is tha t of the syn­
thesis procedure used to generate the synthetic excitation signal from the pitch and 
voicing parameters. The use of more accurate mixed excitation models has already 
been noted. Additionally, the synthetic excitation signal can be greatly enhanced if 
perceptually im portant rules, such as smooth period variation, are incorporated into 
the synthesis algorithm. This and many other enhancements possible are discussed 
in section 4.4
4.1 M ixed  E xcita tion
N atural speech contains many sounds in which both the voiced and unvoiced sources 
are simultaneously in operation. The representation of these fricative sounds as 
purely voiced is partly responsible for the synthetic, “buzzy” quality of many early 
vocoders. On the basis of this mixed excitation alone, there is a strong case for the 
use of a more representative excitation model.
In addition to mixed source sounds, there are a number of other mechanisms 
by which the short-term  analysis of speech waveforms can present mixed voicing 
features. The most obvious example of mixed voicing in short-term  analysis is 
tha t due to voicing transitions occurring during the analysis interval. W ithout the 
added complexity of synchronising analysis frames to such transitions, these features 
inevitably produce mixed voicing characteristics in the transform domain.
Of the further forms of mixed voicing, one of the most im portant is the aperi- 
odicity of speech, in the form of period jitte r and ramping, both disturbances to the 
main feature of voiced speech, its periodicity. These disturbances are transformed 
by the short-term  spectrum as a breakdown of the regular harmonic structure in 
certain spectral regions, much the same as mixed source excitations are. For good 
quality to be achieved, it is essential that some form of mixed voicing is applied tha t 
is capable of representing the above cases.
To propose a suitable model for representing the many sources of mixed excita­
tion, it is necessary to understand their typical structure in the tim e and frequency 
domains. The most im portant class of mixed excitations, the fricatives, are the 
product of a roughly linear combination of voiced and unvoiced time domain sources. 
Due to the differing location of the two sources and the consequently differing action 
of the vocal tract upon each, the effect of the unvoiced source is largely apparent 
only in low energy regions of the spectrum. As a result, the unvoiced component 
is generally biased toward high frequencies, appearing in the tim e domain as high 
frequency noise superimposed on the periodic voiced signal. Figure 4.1 shows the 
time and frequency domain plots of such a fricative.
The effect of voicing aperiodicity, while being completely separate tim e do­
main feature, manifests itself somewhat similarly in the frequency domain. The 
work of Fujimura [8] noted these spectral effects, demonstrating instances in which 
no unvoiced turbulence source was active but which showed regions of harmonic ir-
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Figure 4.1: Fricative excitation.
regularity -  corresponding to momentarily irregular pitch epochs. This “de-voicing” 
of the spectrum often occurs at higher frequencies but can also be present in iso­
lated spectral regions. The de-voicing of low frequencies with strong high frequency 
harmonics is seldom, if ever, encountered. The plots of Figure 4.2 show the spec­
tra  of synthetically generated, jittered pulse trains. Increasing the degree of jitte r, 
standard deviation as a percentage of pitch period, produces increasing spectral 
de-voicing.
Another form of speech aperiodicity is that of the controlled variation (ram p­
ing) of period with time. The short term spectrum of such excitation signals also 
demonstrate high frequency de-voicing, the extent of which depends on the ra te  of 
period change across the analysis frame. This is clearly dem onstrated in Figure 4.3, 
showing the spectra, of impulse trains with increasing rates of period change.
W ith a knowledge of the time and frequency domain characteristics of the main 
forms of mixed voicing, the remaining problem is how best to model and synthesise 
such features. The most obvious method is to use an additive combination of the 
voiced and unvoiced time dom.ain synthetic sources, Figure 4.4a. As this is largely 
the true production mechanism for the im portant fricative sounds, this m ethod 
has found successful application in many vocoder systems such as tha t of Kwon h  
Goldberg [21].
In recognition of the different spectral distributions of the voiced and unvoiced 
regions, this model has frequently been updated as shown in Figure 4.4b. Even by 
the use of a very coarsely quantized transition frequency, / c, this model can much
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Figure 4.2: Jittered, impulse spectra.
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Figure 4.3: Ramping period -  short-term spectra.
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Figure 4.4: Simple mixed excitation models.
better represent many mixed source and aperiodic de-voicing features. Implemen­
tations of this model by both Kato [IS] and Makhoul [24] have both dem onstrated 
subjective quality improvement.
The extension of the spectral resolution of the voicing decision is a natural 
progression of this line of quality improvement. A fixed, triple band voicing decision 
implemented on a channel vocoder was shown to be advantageous by Fujim ura [8]. 
W ith the availability of powerful DSP techniques and devices, the spectral resolu­
tion of voicing decisions has inevitably been extended to increase synthetic excitation 
qualitjc One of the most advanced mixed excitation schemes implemented to date 
is the INMARSAT Multi-Band Excitation vocoder [15], developed from the work of 
Griffin & Lim [12]. In this, the excitation is modelled and synthesised in the fre­
quency domain, by the specification of the voicing, magnitude and phase of adjacent 
harmonics. The voicing of individual harmonics is determined by the correspondence 
between the actual speech spectrum and a purely voiced, synthetic excitation spec­
trum . For transmission, this specification is aggregated into groups of three adjacent 
harmonics, resulting in up to twelve voicing decisions. A more detailed description 
of this process will be left until chapter 6. While such an approach is very accu­
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rate, it incurs a heavy computational burden ancl inevitably some bit-rate overhead. 
W hether such a degree of voicing specification is of use in less rigorous vocoder 
systems is open to question. Chapter 6 describes one such implementation in which 
the IMBE voicing decision is used to excite a 19 band channel vocoder.
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4.2 P itc h  D eterm in a tio n
Pitch is probably the most im portant and sensitive feature of the acoustic speech 
signal. While the linguistic differentiation of sounds is not greatly affected by small 
pitch changes, the great pitch acuity of the auditory system is responsible for differ­
entiation of the natural, subjective qualities of speech, such as identity, intonation 
and physical/emotional state, known collective^ as prosodic information. In term s 
of absolute acuity, human pitch sensitivity actually exceeds the resolution of the 
usual 8KHz sampling process. Fortunately however, the natural randomness char­
acteristic to speech is at least an order of m agnitude greater than this sampling 
noise and hence no distortion is perceived.
In the use of the source-filter model for speech coders, the accuracy of the 
pitch estim ate becomes even more critical and, irrespective of distortions inherent 
to the subsequent synthesis procedure, pitch estimation is a m ajor factor affecting 
quality. In most vocoders, and certainty those studied in the course of this research, 
the pitch is specified as the average period over the stationary, short-term  analysis 
frame. The accuracy of this specification process can be degraded by many factors 
of natural speech, such as, aperiodicity, occasional irregular periods and interfer­
ence from vocal tract spectral modulations. The hundreds of pitch determ ination 
algorithms (PDAs) conceived over the years all possess different performance char­
acteristics and are susceptible to certain modes of failure. Unfortunately, no single 
algorithm performs best under all conditions, whether measured by objective or 
subjective means, as borne out by the studies of Rabiner and McGonegal [37], [25]. 
To produce an accurate and robust pitch estim ate , most PDAs adopt a three stage 
process, comprising ; data pre-processing, pitch extraction and pitch decision post­
processing. These processes are described fully in the following three sections.
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4.2.1 P D A  pre-processing
The pre-processing performed for pitch determination generally involves data reduc­
tion to simplify the prediction task of the pitch extractor. The process is designed 
to reduce the significance of features in the input data tha t are detrim ental to the 
prediction and enhance those upon which the pitch extractor produces its decision. 
Hence the decision as to which pre-processing is suitable is inevitably tied , in some 
degree, to the type of pitch extractor subsequently used.
One of the main factors responsible for pitch determ ination errors is tha t of 
interference between the excitation signal and the vocal tract spectral modulation. 
In particular the presence of a strong, narrow bandwidth, first formant can often lead 
to second or third harmonics being erroneously selected as the fundam ental period. 
One of the simplest measures to combat this problem is the low pass filtering of 
input data to restrict the spectrum to within the range of possible periods. However, 
due to the large dynamic range of pitch, this is of m oderate effectiveness, as low 
period voicing can still exhibit many higher harmonics within the filter passband. 
In addition, if the following pitch extractor is based upon harmonic matching, this 
process is obviously inapplicable.
Another historically popular method of suppressing vocal tract modulations is 
that of centre clipping. This process, best illustrated in figure 4.5, basicalfy removes 
amplitudes below a certain threshold, leaving only the peaks in the signal. As 
formant information is contained in a typically decaying impulse response, much 
of this information is removed via clipping. The clipping threshold, C l ,  a ratio of 
the peak Amax within some segment of the speech, has to be chosen with care as 
frames exhibiting rapid amplitude ramping can greatly reduce the effectiveness of 
the process. An effective solution, proposed by Sondhi [42], analysed the average 
energy in the first and last thirds of the analysis frame and chose a clipping threshold 
of 80% of the lower of the two values.
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Figure 4.5: Centre Clipping Process.
One of the most effective pre-processing methods for the solution of spectral 
modulation interference is that of flattening the spectral envelope via inverse filter­
ing. This can be achieved using a filter bank analysis procedure [42] similar to tha t 
of channel vocoding, but most modern PDAs use linear prediction derived, digital 
inverse filtering. As shown in section 3.1, linear predictive analysis is very success­
ful at removing long term spectral modulation while preserving harmonic structure. 
The method is not infallible however, as linear prediction merely minimises the 
residual energy and cannot automatically distinguish the vocal tract envelope from 
other long term  spectral modulations. Thus, in cases of high pitched voicing, with 
wide harmonic features, linear prediction can actually distort the harmonic struc­
ture of the excitation signal. The computational overhead of inverse filtering, once 
of importance, is of no great significance in modern systems due to the power of 
DSP processors. All of the pitch prediction routines studied in the course of this 
research have been usefully pre-processed in this manner, the LPC analysis often 
being a by-product of other coding requirements.
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4.2.2 P itch  extraction
The core of any PDA, the basic extractor, can be classified by the domain in which 
it operates. Examples of pitch extractors working on the tim e domain and various 
transformations thereof are numerous but those working in the transform domains 
predominate. The advantage of transforming the tim e domain signal is tha t the sep­
aration of features representing periodicity and other factors can be enhanced, thus 
easing pitch extraction. Complicating factors such as phase can also be conveniently 
removed via transformation.
W hether transform-based or time-based, pitch extraction is usually a problem 
of peak/null detection and selection. In the tim e domain, pitch instances are usu­
ally characterised by an energy discontinuity while pitch extraction transforms are 
chosen to highlight periodicities by the presence of transform peaks or nulls. Of 
course, as the peak/null indication is never perfect, often detecting additional fea­
tures such as pitch harmonics, post-processing is essential for selection of the correct 
period candidate. Some common transforms used for pitch determ ination include 
the autocorrelation, frequency and cepstral domains. In this research, PDAs using 
the time, autocorrelation and frequency domains have been investigated, these will 
be briefly discussed in the following sections.
Tim e domain pitch prediction
Time domain pitch extraction is the oldest method of autom atic pitch detection, 
mainly for reasons of computational simplicity. Such extractors mostly a ttem pt to 
mark the position of individual periods, producing a sequence of pitch markers. The 
PDA is thus able to specify pitch on a “per period” basis if required, enabling the 
tracking of rapid period changes or even naturally irregular voicing intervals. The 
process of marker placement, ideally designed to select specific periodic instances, is 
often susceptible to error when the excitation signal is disturbed by noise or inter­
ference from factors such as the vocal tract response. As a result, not all markers 
will correspond to the desired instant within the pitch period and so the sequence 
requires further extraction logic. In attem pting to determine periodicity, there are 
a number of time domain features of voiced speech tha t are applicable [1]. These 
include ; the typical presence of high amplitudes at the start of the period followed 
by a decaying response ; the resultant amplitude and derivative discontinuities at 
this instant and the repetition of structural patterns at roughly regular intervals.
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The process of marker placement and subsequent steps in the extractor usually ap­
ply many of these features to make the best pitch determination. One popular 
pitch predictor, proposed by Gold & Rabiner ![10] was implemented during this re­
search for the channel vocoder study of chapter 6. This predictor is described in 
section 6.1.5 which usefully illustrates some of the main principles of tim e domain 
pitch prediction.
A utocorrelation pitch prediction
The discrete autocorrelation function provides a measure of the similarity between 
two sequences derived from the same underlying signal. The main relation between 
the sequences is a variable delay or “lag” which constitutes the independent variable 
of the transform. The basic definition of the autocorrelation function is shown in 
equation 4.2, but as will be describes shortly, this has to be modified to accommodate 
the complexities of the speech signal.
CO
r (r ) =  X  z(n) . x(n + t ) (4.1)
n = —co
Tmin — — Tmax
When applied to periodic signals this transform produces high correlation 
peaks when the sequences are separated by a lag equal to the fundam ental period 
and its multiples. Thus any periodicity in the original signal is preserved by the 
autocorrelation process while the phase is completely removed, period measurement 
becoming a simple measurement from zero lag to the pitch peak. Thus, through au­
tocorrelation analysis for lags covering the expected range of speech periods, pitch 
determ ination would seem to be a relatively straightforward task of selecting the 
lowest significant transform peak. Unfortunately, in transforming a complex, non- 
stationary signal such as speech, a number of complications arise in autocorrelation 
based pitch prediction. These problems have been widely investigated and many 
minor algorithmic re-definitions have been proposed along with advantageous pre- 
and post-processing operations. In the light of these improvements, described below, 
autocorrelation pitch determination has proven to be one of the most flexible and 
robust techniques available.
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The first point to note regarding speech autocorrelation is th a t due to the non- 
stationarity of speech the general definition of equation 4.2 needs to be modified by 
time domain windowing. Equation 4.3 defines one such modified autocorrelation, in 
which summation is truncated outside a finite window of N samples.
N —1 —t
r ( r )  =  ^ 2  x(n) . x(n + t )
n = 0
Tmin — T — r niax
In so limiting the summation range of such implementations the transform  is 
inevitably tapered toward zero with increasing lag. This problem can be resolved 
by maintaining the range of summation at N samples while keeping a record of the 
current iV-f rm ax samples. Practically this can be achieved by maintaining a lim ited 
memory of the past input samples. One point to note at this juncture is th a t the 
summation range, N,  need not correspond to the analysis frame size. As a result, 
frequent, sub-frame pitch predictions can be made which can be very im portant 
for accurate pitch tracking and pitch filtering. The diagram of figure 4.6 illustrates 
the differences between the tapered and memoried forms of autocorrelation just 
discussed. The reduction in strength of the high lag correlations in the memoryless 
case is clearly evident. This tapering can cause difficulty in assessing long periods, 
especially when strong harmonics are also present, which produce peaks at period 
sub-multiples.
A second major factor to be considered in the application of the autocorrela­
tion function to speech is the effect of vocal tract modulation. One effect is tha t 
the resulting high local sample correlations cause a spreading of the pitch peak in 
the lag domain. This is not too problematic however as the transform domain can 
be readily interpolated. In fact, the autocorrelation function is naturally robust to 
sampling instant resolution limitations, the correct sub-sample period being avail­
able through simple interpolation procedures. The most disruptive feature of vocal 
tract modulation on speech autocorrelation is tha t enhanced higher harmonics of 
the fundamental are preserved in the transformation. Any unfortunate combination 
of factors such as low period and low, narrow bandwidth first formants can produce 
high energy lower harmonics which in turn result in significant correlation peaks at 
sub-multiples of the true pitch lag. If incorrect selection is to be avoided, the input 
signal must be spectrally flattened. Both centre clipping and LPC inverse filtering 
discussed in the previous section have been successfully applied to autocorrelation
(4.2)
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PDAs, [42],[36]. Figure 4.7 shows the autocorrelation transforms, with and without 
prior LPC spectral flattening, of an analysis frame with significant lower harmonics. 
As can be seen the original speech signal contains a very strong third harmonic due 
to vocal tract modulation, making accurate peak selection difficult.
Another im portant factor in speech autocorrelation is the problem of sub­
harmonic detection. As mentioned already, periodic signals produce correlation 
peaks at all multiples of the fundamental period within the lag range analysed. 
Unfortunately, the task of pitch determination is not as simple as selection of the 
largest correlation peak. The long term  amplitude non-stationarity of speech can 
cause high lag summations to be over emphasised when rapid variations of local 
speech energy occur. While the tapered autocorrelation is less prone to such errors, 
a more elegant solution to the problem is to normalise the autocorrelation function 
by the variance of the shifted sequence, as shown in equation 4.3.
r ( r )
/  segmax \  2
]C x W M i  + T )
\  i=segmin ]
segmax
Y  x ( t  + t  ) . x( i  + t ) 
*=segmin
(4.3)
This autocorrelation function has been implemented during this research and 
produced a minor prediction improvement. There is however a considerable pro­
cessing overhead to be considered in its use.
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Frequency domain prediction
The periodic tim e domain repetition of voiced speech is transformed in the frequency 
domain to the familiar “picket fence” fine spectral structure. As described in sec­
tion 4.1, this structure can be somewhat distorted under various conditions of mixed 
voicing. While such distortions may de-voice certain harmonic regions or even shift 
them  from their ideal harmonic locations, features such as the distance between 
adjacent harmonics still remain a very robust measure of fundam ental frequency. 
The direct detection of the fundamental peak in the frequency domain is rarely 
attem pted as it can be distorted or may even be absent in band-limited signals.
One of the simpler methods of pitch detection from the harmonic spectrum  
is via the detection of local spectral peaks. From a set of such measurements the 
fundam ental can be evaluated by determination of the greatest common denominator 
of the peak locations or inter-harmonic distances. Due to the complications of mixed 
voicing, some degree of tolerance has to be considered in this selection process but 
this is not too problematic. Once / 0 is roughly determined, higher frequency peaks 
can be located and sub-divided to provide a great accuracy increase.
An alternative widely applied method of pitch determ ination using the speech 
spectrum  is tha t of harmonic matching. Basically an analysis-by-synthesis approach, 
harmonic matching determines the optimum m atch between the speech spectrum  
and a range of synthetic, purely harmonic spectra of varying fundam ental period. 
Early examples of this method made use of comb filtering of the input signal. Comb 
filters, having sharp nulls at regular spectral intervals will produce a maximum 
energy output when the inter-harmonic nulls of the speech are matched to the filter 
nulls. To reduce higher harmonic detection such PDAs usuall}' de-emphasize higher 
harmonics of the comb spectrum.
More recent harmonic matching PDAs, relying on the availability of powerful 
DSP hardware, a ttem pt to estim ate the best m atch between candidate synthetic 
excitation spectra and the input spectrum. This process requires accurate spectral 
envelope equalisation, either through spectral flattening of the speech spectrum  or 
envelope synthesis of the synthetic excitations. While the former is obviously prefer­
able in computational terms, inaccuracies in the flattening process will degrade the 
matching estimation process. W hatever method of envelope equalisation is applied, 
a simple spectral error measure as shown in equation 4.4 is required. This error 
measure must be carefully considered as computational biases can exist, especially
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for longer periods in which the individual harmonics are coarsely sampled by the 
discrete Fourier transform.
h  / I  (|5Hi “ h(^°)|)2^  (4-4)
Where S ( u , u 0) is the synthetic speech spectrum, of period to0.
An im portant point to note about harmonic matching PDAs is tha t, to accu­
rately synthesise correctly located higher harmonics, a very fine fundam ental reso­
lution is required. To reduce the computational burden of a full pitch search at this 
resolution, the range of harmonics matched can be limited or their contribution to 
the spectral error criterion can be de-emphasised. This allows the initial estim ation 
of a course pitch value which can be subsequently refined to higher resolution.
The research described in chapter 6, applies a modern harmonic matching 
PDA to the problem of specifying mixed spectral voicing decisions for an improved 
channel vocoder. This algorithm, the INMARSAT standard-M , m ulti-band pitch 
predictor, is described in more detail in section 6.2.1.
One of the great advantages of frequency domain PDAs is their ability to 
operate upon band-limited signals. In this sense, they are very im portant for the 
estimation of the spectralfy resolved voicing decisions used in more complex vocoder 
models. Another quality of frequency domain PDAs is tha t time domain sampling 
resolution limits do not affect pitch prediction accuracy and interpolation of the 
transform domain can be used to improve the accuracy of harmonic positions. Op­
erations such as time domain down-sampling and frequency shifting can therefore 
be readily applied to reduce the computational effort if required.
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4.2.3 P D A  post-processing
The task of post-processing pitch prediction results can be divided into two ba­
sic operations, one of error detection and correction and the other of smoothing. 
Error detection is essentially a logical, algorithmic investigation of possible modes 
of prediction failure by the inspection of pitch alternatives in the extractor trans­
form. Common examples of error checking include the rejection of harmonic and 
sub-harmonic decisions and tracking of recent history. This form of post-processing 
obviously requires access to the transform data used within the pitch extractor and 
can sometimes feedback information to update future decision thresholds used by 
the pitch extractor.
Harmonic rejection
It is common in both time and transform domain pitch extractors to produce candi­
date pitch estimates at the true -period and multiples/sub-multiples thereof. Time, 
autocorrelation and cepstral domain PDAs are all prone to this error. A common 
requirement of such predictors is therefore sub-harmonic rejection through checking 
integer sub-multiples of the chosen period for alternative candidates. Such a deci­
sion requires the determination of an empirical threshold for the relative size of the 
sub-multiple peak, over which the original decision is updated.
The alternative problem of higher harmonic detection is greatly alleviated by 
the spectral flattening of the speech prior to analysis as this is largely due to first 
formant biasing of the low pitch harmonics. Correction of such errors remaining 
is best achieved by consideration of the distance between the main period candi­
dates. In terms of this “virtual pitch” , the true fundam ental will occur most often. 
Unfortunately, due to the wide range of possible fundamental pitch and the non- 
stationarity of pitch period, generation of a suitable number of period multiples is 
not always possible.
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The most common historical feature tracking m ethod employed as a post-processing 
step is th a t of the recent pitch history. As the tim e contour of pitch is usually fairly 
smooth, a search within a narrow range of the previous estim ate can be used to lock 
onto the true pitch estim ate at instances of large initial prediction errors. Tracking 
has to be applied intelligently as it is equally possible to lock onto an erroneous pitch 
track. This requires careful selection of the thresholds at which tracking estimates 
override the prim ary prediction.
An alternative, somewhat intensive, m ethod of feature tracking is to combine 
the predictor transforms of local analysis frames, so as to detect which peak/null 
demonstrates the strongest tracking. The IMBE predictor (6.2.1) implements such 
a process through a non-linear combination of transforms, in which for each point 
x  in the c u r re n t  frames’ extractor transform E i ( x ), a joint minimisation over local 
sections of the two future (and/or past) frames, E 2( x ) h E 3(x) is conducted. The 
range for the tracking minimum search is controlled by the ratio a. The compos­
ite transform value is chosen as the minimum of all possible combinations of the 
following summation ;
E t (x i )  =  E i(x i)  +  MIN [E2(x 2 = x-i±  ax-i) -f E 3(x3 = x 2 ±  a x 2)\ (4.5)
This can be computationally very burdensome but this can be improved by se­
quential determination of the optimum future minimisations. The m ethod is equally 
applicable to other PDAs, and has been applied to autocorrelation domain PDAs 
during the course of this research.
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Pitch smoothing is almost invariably applied as a final post-processing stage and can 
be used to smooth both gross prediction failures and smaller variations due to period 
jitte r and quantisation. While natural speech does actually contain occasional gross 
period irregularities and minor period jitter, the pitch contour is generally smooth 
and contour smoothing is advantageous.
The rejection of large pitch errors, or outliers, requires a non-linear process 
to heavily correct larger pitch variations. The most popular non-linear smoothing 
method is th a t of median smoothing, in which the median pitch value from a set 
of the current, previous and future decisions is selected. Such median smoothing is 
capable of removing outlier groups of up to half the median window length, longer 
than this and the large deviations are little affected. In cases of sudden loss or onset 
of voicing, the delay in locking onto the correct track can be very disturbing. Often 
in this case, the median smoother is fed false values to m aintain the contour, while 
the voicing decision is supplied to the excitation generator to m aintain the correct 
voicing boundary. The process of median smoothing introduces a delay of approxi­
m ately half the median window duration into the pitch contour. In general, vocoders 
operating over the typical analysis frame of 20mS do not use median smoothing of 
greater than five frames.
Linear smoothing, low pass filtering, is applied to smooth out small pitch vari­
ations and errors that median smoothing does not affect. Its use to interpolate 
pitch period smoothly across the synthesis frame and frame boundaries is also very 
advantageous for improved synthetic excitation (sect 4.4). Erroneous heavy dam p­
ing of rapid pitch changes at sustained voicing transitions is also very undesirable 
but can be controlled by clamping the filter memory to track the new feature. De­
pending on the linear window length, isolated outliers can badly affect the tracking 
accuracy of a linear smoother. The application of linear smoothing after the use of 
median smoothing to remove large contour deviations is thus accepted as the best 
configuration [38].
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4.3 V oicing D eterm in a tio n
In its simplest form, the function of a voicing determ ination algorithm (VDA) is to 
determine whether a segment of speech is voiced or unvoiced, i.e. if the voice source 
is vocal chord vibration or vocal tract turbulence. In this simple sense, the classi­
fication of voiced sounds includes ; periodic voiced speech, irregular voiced speech 
and mixed voicing ; the unvoiced classification includes both noise-like voiceless 
sounds and silence. More accurate VDAs tend to differentiate further, identifying 
voiced,voiceless and silence intervals and sometimes determining a measure of mixed 
voicing. The determ ination of the simple voiced/unvoiced distinction is relatively 
straightforward and such VDAs can be very accurate and robust under good acous­
tic conditions. The accurate determination of measures of mixed voicing is much 
more challenging, depending on the model of the mixed source used. In some cases, 
a measure of the ratio of voiced and unvoiced energies is employed, others such as 
the M ulti-Band Excitation system require the determ ination of the spectral distri­
bution of voicing. The im portant details of the process of determining the simple 
voiced /  unvoiced /  silence decision will be described first.
4.3.1 Sim ple voicing measures
It was noted earlier, that although pitch and voicing determination are highly re­
lated, the processes are usually implemented independently. The reason for this is 
that reliance solely upon an indication of poor periodicity from the pitch extractor is 
not robust enough for a param eter of such importance. Indeed, regular periodicity 
is not even a pre-requisite of voiced sounds as natural voiced speech contains many 
instances of irregular period which would be labeled as unvoiced by a PDA searching 
for periodicity. In addition, all pitch extractors inevitably fail under certain condi­
tions and for such failures to be identified as unvoiced could be very disturbing.
Many alternative features of voiced and unvoiced speech are well known and the 
most successful VDAs invariably use a combination of these in their decision making 
process. Some of the most im portant parameters used in voicing classification are 
briefly listed below.
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1. E n e rg y
Voiced speech generally has higher energy than unvoiced sounds. This measure 
is especially useful in the detection of silence intervals.
2. H igh-L ow  su b -b a n d  en e rg y  ra tio
Voiced speech is often characterised by the concentration of energy in low 
frequencies ( below lKHz ) while unvoiced energy is concentrated in high 
frequency regions ( above 2KHz ).
3. Z ero  c ro ssin g  ra te
Unvoiced speech usually has a higher rate of zero crossings. The signal should 
be DC rejected and high pass filtered to remove offset and domestic supply 
noise errors.
4. F ir s t  a u to c o r re la tio n  coeffic ien t
Voiced speech generally has a stronger formant structure resulting in a high 
correlation between neighbouring samples while noise-like unvoiced sounds
have a low correlation. The normalised first autocorrelation coefficient, equa­
tion 4.6, is a good indicator of the degree of correlation.
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5. F ir s t  L P C  p re d ic to r  coefficien t
The LPC filter coefficients are also a measure of correlation or predictability 
and so differences between voiced and unvoiced sounds will be encountered for 
low order coefficients. The first LPC coefficient is therefore just as applicable 
as the previous autocorrelation measure.
6. L P C  p re d ic tio n  e r ro r
As LPC analysis matches voiced sounds better than unvoiced ones due to their 
better predictability (correlation), the normalised LPC prediction error, (ratio 
of residual energy to original signal energy), is a useful factor. This param eter 
can vary by over an order of m agnitude for the two voice sources.
7. P D A  p e r io d ic ity  m e asu re
Many PDAs can supply a measure of the strength of periodicity in the analysis 
frame. Period peaks in transforms such as the autocorrelation and cepstrum  
can be normalised by the zeroth coefficient to indicate the relative strength of 
the detected periodicity.
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The ability of any one of these determinants to differentiate between voiced, 
unvoiced, mixed and silence intervals varies over many factors of talker and envi­
ronment. Their choice is based on how well their long term  statistical distributions 
are separated. Statistical distributions of voiced, unvoiced and silence intervals, 
compiled for five of the above measures are shown in Figure 4.8. For each of these 
param eter distribution histograms, param eter values were separately collated for the 
three voicing conditions considered ; voiced, unvoiced and silence. This data  was 
compiled by manual voicing classification of 23 seconds of speech from six talkers, 
three male and three female.
The choice of which of the above factors to select for a proposed VDA may be 
dependent on their required computational effort as much as their discrimination 
ability. Param eters such as the autocorrelation, LPC and cepstral coefficients and 
sub-band signals may however be available from the prior analysis stages of envelope 
modelling and pitch determination.
Once a suitable set of voicing determinants is chosen the problem is to decide 
upon the combined voicing decision. Most simply, each determ inant can be assessed 
with a simple threshold scheme as shown in Figure 4.9, the final decision being made 
by m ajority vote. The determination of the optimum threshold values for different 
factors is a tricky problem, best determined empirically from subjective assessments. 
The knowledge of the typical statistics shown in Figure 4.8 can of course greatly aid 
the correct choice of these thresholds.
Alternatively, some probability measure of each voicing condition can be deter­
mined from the distances of the current param eter value from the statistical means of 
the param eter for voiced,unvoiced and silence intervals. These param eter distances 
can then be combined to make the final decision, based upon the voicing condition 
with the minimum overall distance measure. Often, the combined decision is made 
using complicated pattern recognition techniques. Very simpfy, the statistics of the 
N chosen features can be used to generate an N-dimensional probability space 
or N-dimensional bounding surface for each voicing condition. Any set of N param ­
eter values, representing a point in this space, can then be classified by determining 
which of the distinct spatial regions, voiced, unvoiced or silence, it occupies. A 
fuller description of the subject of N-dimensional pattern  recognition is beyond the 
scope of this report, the reader is referred to the studies of Atal & Rabiner [3] and 
Siegel [40], [41] for further detail.
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Figure 4.8: voiced/unvoiced/silence statistics.
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Figure 4.9: Simple voicing threshold scheme.
A simple 5-dimensional classifier implemented for this research, used the nor­
malised distance measure, D j , for each voicing condition j ,  defined in equation 4.7. 
Each of the five dimensions of the three distance measures are normalised by the 
standard deviation of tha t param eter, for tha t voicing condition. The param eters 
shown in Figure 4.8 were used in the classifier, an example output of which is shown 
in Figure 4.10.
Dj \
° / f i -  M ean,,\  2 
k \  Stdevij )
Where the suffix j  above refers to the three voicing conditions employed, 
voiced, unvoiced and silent ; the suffix i refers to the five param eters ; Pi is the 
current frames ith  param eter and Meantj & Stdev^- are the statistics of the zth 
param eter for the j th  voicing condition.
The optimum thresholds for any particular param eter always vary considerably 
over factors such as talker sex/age and acoustic environmental conditions. The use 
of general, fixed thresholds obviously implies sub-optimal voicing detection for any 
one speaker or environment. To aid this, many voicing classifiers adopt an adaptive 
threshold scheme in which the initial global optimum thresholds are regularly up­
dated according to the recent history of the param eter. One such system proposed 
by Moulsley[27] uses a set of decision parameters defined by their distribution mean 
and standard deviation. The statistics for each param eter are then slightly modified 
each frame, depending upon the current combined voicing decision. In this way the
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Figure 4.10: Example voiced/unvoiced/silence prediction.
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voiced/unvoiced distributions of each param eter can track the changing statistics of 
the signal.
4.3.2 M ixed voicing measures
Efforts to specify a measure of mixed voicing for speech sounds almost always employ 
the use of a transform domain periodicity measure. The three sources of mixed 
excitation noted in section 4.1, mixed source, aperiodicity and voicing transitions, 
all distort the periodic feature of the spectral transform.
The form of classification used obviously depends on the mixed voicing model 
used. Those employing a single measure of voiced to unvoiced energy ratio can be 
conveniently determined from features such as the normalised pitch peaks of the 
autocorrelation or cepstrum transforms. Spectrally resolved voicing models require 
a determination of the “goodness” of the harmonic structure in the distinct spectral 
regions of interest. This can be achieved by certain transform analyses of band- 
limited signals ;[9] or by direct inspection of the frequency domain harmonic struc­
ture [24], [13]. The analysis of band-limited signals requires the use of a transform 
tha t detects harmonic structure rather than fundamental frequency, the cepstrum 
is one good example. Voicing decision based upon direct inspection of the har­
monic spectrum is a computationally intensive process and requires accurate pitch 
determination with high resolution if higher harmonics are to be correctly located 
and classified. Griffins’ Multi-Band Excitation vocoder uses the error between the 
speech spectrum and a purely periodic, synthetic excitation spectrum. This error 
is determined around each harmonic of the calculated periodicity and if above a 
certain threshold, the harmonic is declared unvoiced. To work accurately, this pre­
dictor requires tha t the optimum envelope m agnitude of each synthetic harmonic be 
assessed for each period candidate, a very intensive process. The m ulti-band pitch 
and voicing prediction algorithms are described in more detail in section 6.2.1.
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4 .4  S y n th etic  E x cita tio n  G eneration
Neglecting distortions due to model limitations, param eter estim ation and quanti­
sation, there still remains great scope for improving the synthetic excitation gener­
ation process. Many of these improvements are based upon long understood rules 
of speech perception and production but are only practically implementable due 
to modern hardware. Some of the common synthesis enhancements, often touched 
upon in previous text are described in this section.
Historically, for reasons of simplicity, the process of synthetic excitation gen­
eration has mainly been a time domain procedure. Excitation generation in the 
frequency domain via synthesis of magnitude and phase spectra is equally feasible 
with modern systems. However, as the research for this report has concentrated 
on tim e domain synthesisers, this section is necessarily limited to these techniques. 
The following sub-sections outline some of the main considerations in tim e domain 
synthesis improvement.
Period continuity and sm oothing
As stressed many times before, speech is generally characterised by a smooth pitch 
contour. While occasional large deviations and a degree of jitte r are natural, smooth 
variation of pitch across synthesis frames and especially over frame boundaries is 
essential for acceptable quality. The minimum requirement of preserving pitch epoch 
continuity over frame boundaries and brief voicing drop-outs is fairly simple to 
implement. The process, demonstrated in figure 4.11a, can be complicated when 
rapid period decay requires a pulse placement in the preceding synthesis frame, 
although this is simply solved by the introduction of a one frame delay to the 
synthesis algorithm.
A much greater quality improvement is possible by continuous smoothing of 
the pitch contour across the synthesis frame, figure 4.11b. Both linear and low- 
pass pitch smoothing have been found to produce excellent quality improvements 
during the course of this research. Continuous smoothing also removes the problem 
of lost boundary continuity during rapid period decay. Such pitch interpolation also 
provides an im portant defense against transmission channel pitch errors and pitch 
prediction errors that escape the PDA post-processing operations.
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Figure 4.11: a) Pitch continuity, b) Pitch interpolation.
One very im portant exception to the application of pitch smoothing is at in­
stants of voicing transition. During unvoiced intervals most PDAs output nonsense 
pitch values which may be set to some arbitrary level by the voicing determ ination 
algorithm. If these rapid pitch and energy excursions are smoothed, the delay in­
troduced can be very disturbing. In solution to this, the smoothing operation has 
to be suspended at voicing transitions and the pitch clamped to the new value.
One point to note about smoothed period excitation is th a t the m agnitude 
spectral envelope is no longer hat, as shown in figure 4.3. While this is also true 
for the original glottal excitation, the period based envelope modulation has already 
been modeled in the spectral envelope parameters. The flat excitation spectrum  
requirement of the simple source-filter model can therefore be violated under condi­
tions of rapid period variation.
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Figure 4.12: IpclOe Glottal Pulse.
Phase enhancem ent
The phase spectrum  of simple vocoder excitations is often responsible for the syn­
thetic, robotic nature of vocoder speech. Accordingly, many improvements to the 
phase spectrum of synthetic voiced excitations have been proposed. Mixed excita­
tion models are largely successful due to the more natural phase spectrum  of the 
resulting excitation. It is still possible however, to make phase improvements to the 
simple source-filter model without extra transm itted information.
One common phase enhancement involves the use of more representative glot­
tal pulses in place of the normal delta pulse excitation train. Such pulses are se­
lected to have flat magnitude spectra while im parting a more natural phase upon 
the excitation spectrum. Although the true glottal pulse waveform is highly variable 
between speakers and over other factors such as pitch, these schemes tend to use 
“typical” , fixed glottal waveforms for synthesis. A ttem pts to use variable synthetic 
glottal pulses, as opposed to fixed typical glottal pulses, have not proved too ad­
vantageous. The recent LPC-lOe vocoder [43] uses just such a fixed glottal pulse, 
which is shown along with its phase and m agnitude spectra in figure 4.12. The 
phase spectrum shown has been unwrapped and its linear phase removed to best 
illustrate the spectral variation. In contrast, the phase spectrum  of a delta impulse 
train would be flat.
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While glottal pulse enhancement is designed to simulate realistic vocal tract 
phase variations, alternative phase enhancement schemes have attem pted to simu­
late period jitte r via the partial randomisation of the high frequency phase spectra. 
As seen in section 4.1, the jitte r of pitch epoch produces high frequency spectral 
de-voicing. The partial de-voicing of the regular, high frequency phase spectrum  
of voiced synthetic excitations can therefore produce more natural speech. Exper­
iments on this partial phase randomisation in the LPC-lOe algorithm have also 
produced significant improvements to speech naturalness [17].
A third area of phase enhancement is the imposition of formant-like phase 
upon the synthetic excitation. In experiments on a spectrally flattened channel 
vocoder [11], vocal tract modulation of the synthetic excitation prior to synthesis was 
shown to improve speech naturalness, although onfy under ideal listening conditions. 
In the presence of other distortions, this extra perceptual cue can enhance quality 
but its effect is probably much less useful than the above phase enhancements.
Energy sm oothing
As the variation of energy of most speech utterances varies smoothly, the coarsely 
sampled energy measure of vocoder systems is perceptually unsuitable. The gain 
param eter therefore requires smoothing for natural sounding speech. The critical 
exception to this rule is tha t smoothing must be suspended during stops and plosives. 
These features are easily detected by their large, rapid energy variation and the 
indication of voicing transition provided by the VDA, allowing tem porary suspension 
of smoothing.
Voicing transition enhancem ent
The transition between voiced and unvoiced/silence intervals often has im portant 
phonetic characteristics distinct from intervals of stable voicing. The suspension of 
pitch and energy smoothing for stops and plosives has already been noted but there 
are further possible improvements. Plosives especially, are often characterised by 
mixed source voicing, which if neglected can produce subjective diagnostic errors. 
The addition of a degree of unvoiced excitation to the voiced excitation at plosive 
onsets has been shown to produce great diagnostic improvements. The level of the 
unvoiced component can best be controlled by the magnitude of the local frame 
energy transition.
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C hapter 5
H om om orphic A n alysis o f th e  
LPC  R esidual
The speech coding system investigated in this study is a combination of the 1 
linear prediction and cepstrum methods previously discussed. Basically, the system 
| - is a Linear Prediction coder in which cepstral analysis is used to efficiently and | 
accurately encode the im portant features in the LPC residual. A simple overview | 
| of the system is given in figure 5.1. !
It is hoped that the cepstrum and linear prediction processes have complemen­
tary spectral matching characteristics, enabling the cepstrum to capture informa­
tion missed by the linear prediction inverse filter. For instance, the removal of sharp 
resonances via linear prediction leaves a residual spectrum  with fairly shallow, wide 
bandwidth features, which are better suited to cepstral smoothing techniques. Thus, 
the spectral null, or zero, information should be easily modelled. In addition to this, 
the cepstrum may be able to reproduce an excitation train that is more accurate 
than the usual synthetic impulse trains used in vocoders. Finally, the mixed phase 
nature of the cepstrally de-convolved impulse response may offer perceptible quality 
•improvements [35].
The combination of linear prediction and cepstral techniques in order to model 
the true mixed-pha.se, pole-zero nature of the spectral envelope of speech has often 
been proposed in the past, [31] [20]. Frequent^, such “homomorphic prediction” 
systems have applied the cepstrum as a pre-processor, either to determine the m in­
imum and mixed phase components for separate linear predictive analysis or to 
aid location of zeros by the removal of the impulse train  tim e offset (linear phase) 
and the zeros associated with the periodicity. These investigations have clearly
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demonstrated the viability of improving the spectral envelope modelling through 
homomorphic prediction methods.
The aim of the present study was to use the “liftered” cepstrum to regenerate 
both the basic impulse response and the excitation impulse train contained within 
the analysis frame. The exact form of the cepstral liftering window is of critical 
importance to the accurate regeneration of the residual. Also of im portance, for 
any given liftering window, is the effect of any phase unwrapping errors or other 
distortions in the generation of the cepstrum. These factors will be detailed in the 
following sections.
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5.1 C epstra l L iftering W ind ow
The exact form of the cepstral liftering window used is of critical im portance to this 
study, as it determines the efficiency and accuracy of the residual encoding. In the 
limit of all cepstral coefficients being applied to the inverse cepstrum, the residual 
would be exactly recreated, regardless of any unwrapping errors in the forward cep­
strum. The aim of window determination is thus to asses which cepstral coefficients 
are required, and their weighting, for adequate reproduction of the residual. As the 
aim of this study is to represent both vocal tract and excitation information via their 
cepstral coefficients, the problem divides into the assessment of the deconvolution 
requirements of these two distinct features.
As discussed in section 3.2, the vocal trac t/g lo tta l pulse information is confined 
to the low quefrency regions of the cepstrum, while the excitation transforms into 
peaks in the high order cepstrum. Thus, referring to figure 5.2, showing the initial 
general window proposal, the minimum size (N l) and the weighting f(n) need to 
be investigated. Also the minimum size (N2) and positioning (T) of the excitation 
windows need to be assessed.
As cepstral analysis is notoriously data dependent, it is essential to have some 
insight into the Z domain and Quefrency domain nature of the general signal type 
tha t we encounter in speech processing. A discussion of this is given in the following 
section, which is very im portant for fully understanding the processing problems 
and deconvolution requirements to be presented later in this chapter.
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5.2 S p eech  D a ta  — Q uefrency D om ain  C harac­
ter istics .
In speech processing, we are generally concerned with signals th a t are the convo­
lution of a basic impulse response with a quasi-periodic impulse train. A simple 
understanding of the frequency domain and cepstral domain nature of this class of 
signals is essential for understanding processing errors and deconvolution require­
ments. Useful presentations are to be found in many sources but the papers by 
Childers [6] [19] and Stoffa [45] are worth special note.
In section 3.2, the separation of maximum and minimum phase components of 
the impulse response was noted .. In consideration of the effect of tim e domain 
repetition of such a signal on its Z and Quefrency domain transforms, the simple 
case shown in figure 5.3 will be analysed. This is used for clarity, but more complex 
examples can be similarly analysed and have similar properties tha t will be noted 
in the following text.
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5.2.1 Z dom ain characteristics
If the basic impulse response of Figure 5.3 is described by the function, x (n ), with 
the Z transform, X( z ) ,  then the above composite signal can be represented as follows 
in the Z domain.
Z[y{n)}
Y{z)
Z[x(n — n l)  +  a x(n  — ?i2)] 
X( z ) z  
= X ( z ) ,
~n> +  aX( z ) z -
Zn2 _|_ Q'rnl
(5.1)
As ri2 =  n\  +  rc«, we have,
n * )  =  x ( z ) .
1 +
rni (5.2)
As can be seen, the composite signal includes the poles and zeros of the basic 
impulse response but to this are added a further np complex zeros. These are equally 
spaced around a circle of radius a  centered on the origin. An analysis of the more 
general case of (3 -f 1 regular impulses of period np leads to the general equation 
below, in which there are now (3.np zeros located around the origin.
Y( z )  =  X( z ) .
,0Tlr +  +  . . .  +  a k^ z np +  a k
^Tll+PUp (5.3)
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5.2.2 Quefrency domain characteristics
If we now consider the transformation of the simple composite spectrum  into the 
quefrency domain, the first stage is the application of the complex logarithm to 5.2 
as follows,
Y( z )  =  ln[F(z)]
=  ln[X (2r)] +  ln
1 -1- az  np
= lnpffz)] -f ln[l -f a z  np] — ln[2ni] (5.4)
for a  <  1, a minimum phase echo, the second term  above can be expanded as 
a Laurent series.
y (* ) =  ln[A'(2) ] - l n ( * n j) +
cra:  Z~^nP -f- cr - 3  nr (5.5)
y ( e ^ T); =  ln[A'(e,“':r)] - - j u m T ,  
+
0 ^cr -0„ ...rr a 6ae~^npu>T — Z—e-~j2nPu/T _}_ Q—jSnywT (5.6)
The second' term above is the linear phase mentioned in section 3.2 and is 
removed before the inverse Z transformation, which yields the following :
OL
y(nT)  = x (nT)  + a 6 ( n T - n pT ) - — 6 ( n T - 2 n pT)
a"
+  — 8(nT -  3npT) (5.7)
Thus the complete cepstrum consists of the cepstrum of the basic impulse 
response, x(nT) ,  with an additive series of decaying delta functions at positive 
values of quefrency.
In the case that a  > 1, a maximum phase excitation train, equation 5.4 can 
be re-arranged as below to enable the logarithmic expansion.
Y( z )  =  l n[aX(z) z~np] +  In (5.8)
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On expansion this gives,
Y( z )  =  ln[X(e3UjT)\ +  ln(a) -  \juT{rii +  np)] 
1+ cv
1 1Jnp wT  _  c j2nvuT  _|_ ^jSnyUjT
2 a 2 3 a 3
(5.9)
The main differences between the above equation and equation 5.7 are tha t the 
linear phase is now determined by the tim e domain offset of the final pulse and tha t 
the exponential series has positive exponents. Through the inverse transform ation 
process this produces a series of decaying delta functions in the negative quefrency 
domain, as shown below.
y(nT)  =  x (nT)  + U ( n T  + npT)  -  S(nT + 2npT)  +  . . .
a
(5.10)
5.2.3 Com plications to sim ple analysis
The analysis of periodic signals containing more than two impulses produces similar 
results to those just determined. The main difference is in the weighting and sign 
of the delta functions in the cepstral domain. To demonstrate this and the above 
theory, figures 5.4 Sz 5.5, show the cepstra of a number of simple synthetic signals 
with both minimum and maximum phase excitations. To recap, a minimum phase 
excitation train  is characterised by decreasing pulse amplitudes across the analysis 
frame while maximum phase excitations exhibit only increasing pulse amplitudes.
Another complication to the above analysis tha t arises for real signals is th a t 
they are seldom perfectly periodic. In this case, it can be shown [45], th a t the 
cepstrum contains deltas at all the delays in the frame and all combinations of these 
delays. This results in broadened excitation peaks in the region of the average delay 
and its harmonics.
In addition to this problem, the pole/zero nature of the individual impulses 
will vary across the analysis frame. This causes the poles/zeros of the composite 
signals’ impulse response, to be a distortion of the individual impulses.
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Figure 5.4: Minimum phase excitations -  a) time domain , b) cepstra.
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Figure 5.5: Maximum phase excitations -  a) time domain , b) cepstra.
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5.3 S y stem  Trials - LPC  Sp eech  R esid u a l D a ta
The initial tests of the coding system were performed on real speech residual data. 
The results of these tests identified a number of serious problems with the proposed 
system. The resulting distortions were too severe to allow assessment of the effect 
of fine tuning of the liftering window. This assessment was achieved using simpler, 
synthetic signals and is presented in sections 5.4 and 5.5.
The m ajor distortions observed during these tests are best illustrated using a 
simple liftering window in which the excitation windows are of constant size, N2=3, 
and the low quefrency windows are rectangular and varied in size, N l. Variation 
of excitation window size in these tests is of little demonstrative value due to the 
dominance of other distortions. Also, the practice of linear phase removal described 
in section 3.2 is to be assumed on all the results to be presented, otherwise serious 
distortion may result due to truncation of the linear phase transform by the low 
quefrency window.
The diagram of figure 5.6 shows a single frame of voiced speech residual, anal­
ysed at a number of different low window sizes, N l. Two main problems should 
be easily noted from this data. Firstfy, there is an obvious increase of distortion 
towards the frame edges, and secondty, the time domain offset of the impulse train  
from the frame edge is lost at low values of N l.
The frame boundary distortion is perceptually very disturbing in the regen­
erated signal and, as can be clearly seen, remains a problem even at unpractically 
large window sizes. This distortion is due to the application of an inverse ham ­
ming window to the inverse cepstrum output, which amplifies, selectively towards 
the frame boundaries, any distortion introduced by the liftering process. As noise 
due to liftering will always be present, solutions to this problem include the use of 
less severe tim e domain windowing, or a rectangular window. This should be less 
problematic in the case of a residual signal which has shallower spectral features 
less affected by the spectral spreading caused by such windows and which has a 
zero biased amplitude probability density, reducing the chances of large boundary 
amplitude mismatches. However, the spectral resolution of the phase information 
is critically im portant for the success of the simple phase unwrapping procedure 
outlined in section 3.2. In this case, zero padding can be used to give some de­
gree of resolution improvement, but the results of such a non-windowed procedure 
have shown tha t the loss of phase resolution often causes m ajor failure of the phase
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Figure 5.6: Liftered Re-generations -  LPC  Speech Residual
unwrapping and hence the regeneration of the impulse train. In addition to this, 
the use of time domain hamming windowing has another im portant effect on the 
deconvolution of the excitation as will be noted in section 5.4
An alternative solution attem pted for the reduction of this distortion was the 
use of an overlap-add procedure on the inverse cepstrum output th a t had not been 
“de-windowed” . This however, requires tha t the tim e domain offset of the excitation 
train be properly regenerated in all cases and also incurs an increase in the bit rate  
of any eventual implementation. This method was therefore discarded.
The loss of correct offset of the excitation train from the frame start is caused 
by errors in the phase unwrapping process of the forward cepstrum. These errors 
cause linear phase information to be incorrectly removed from the cepstrum. Thus, 
as the window size N l is reduced, the inverse cepstrum is less able to correctly 
transform the remaining linear phase information in the low quefrency coefficients. 
The simplest solution to reducing these errors is the use of zero padding. This has 
been investigated, but errors are still too frequent for high quality reproduction.
The final a ttem pt to alleviate these phase unwrapping errors involved the im ­
plementation of the Tribolet adaptive integration method of phase unwrapping [46].
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This has unfortunately proven unsuccessful when applied to full, non-aligned frames 
of speech, without the use of extremely large amounts of zero padding. The reason 
for the failure of these unwrapping procedures has been traced to the fact th a t the 
periodicity of the voiced data introduces a large number of zeros to the basic spec­
trum  of the impulse response (see section 5.2). Clustering of the resultant zeros and 
their closeness to the unit circle, causes phase changes too rapid for the unwrapping 
procedures to handle.
These problems are only of significance in real speech residual frames, while 
the unwrapping of simpler synthetic, periodic and non periodic, signals is relatively 
trouble free. The following two sub-sections describe the use of such signals in 
assessing the exact form of the required liftering window. The Tribolet algorithm is 
of use in analysis of such signals or sub-frame sections of real data and will be used 
in the following analysis.
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5.4 E x c ita tio n  D econ vo lu tion
One of the original supposed advantages of the coding system was tha t the repro­
duced excitation could be more realistic than the usual synthetic excitations, in 
term s of pulse epoch and amplitude regeneration. The initial proposal for the lif­
tering window used only two excitation windows but, as section 5.2 demonstrates, 
the cepstral transform of signal periodicity is an infinite series of decaying impulses, 
while the time domain offset of the impulse train is transformed across the entire 
quefrency domain, unless linear phase is removed.
The difficulty in accurately removing the linear phase component of real speech 
data has already been noted in the previous section and represents a m ajor obstacle 
to the implementation of this method of excitation coding. Disregarding this prob­
lem, the question of how much information is required to regenerate accurate pulse 
positions and amplitudes still remains.
For perfectly periodic signals the cepstral excitation peaks are sharp and are 
located at regularly spaced intervals. Quasi-periodic signals produce impulses at all 
combinations of the different delays [45], thus smearing the cepstral impulses about 
the mean period and its harmonics. Regeneration of this aperiodicity therefore 
requires the use of broader excitation windows at all multiples of the pitch period.
Information regarding the amplitudes of individual excitation pulses is dis­
tributed in the amplitudes of all the cepstral excitation peaks. To determ ine how 
many excitation windows are required to regenerate this information, simple m in­
imum, maximum and mixed phase impulse trains were convolved with impulse re­
sponses of known spectral characteristics. The characterisation of the excitation as - 
minimum, maximum or mixed phase is determined by the long term  am plitude-tim e 
distribution of the impulses and defines the general form of the excitation cepstrum  
(see section 5.2). The use of impulse responses of known poles and zeros ensures 
tha t unwrapping errors due to the location or clustering of these characteristics does 
not affect the results. Some representative examples of these tests are shown in fig­
ures 5.7 and 5.8, which present the cepstral windows and resulting re-constructions 
for minimum and mixed phase sequences respectively. As can clearly be seen, the 
reproduction quality is directly related to the number of cepstral impulses liftered, 
the proposed two window form producing fairly poor results.
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Figure 5.7: minimum phase excitation -  a) cepstrum and windows, b) original and 
liftered re-generations.
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Figure 5.8: mixed phase excitation -  a) cepstrum and windows, b) original and 
liftered re-generations.
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Figure 5.9: Speech excitations -  a) Minimum j)hase, b) Maximum phase.
It should be noted that the mixed phase case is often reproduced better by 
this simple window due to the presence of significant minimum and maximum phase 
peaks in both window sections. By chance, the application of the hamming window 
in the original system invariably ensures that the excitation train  is mixed phase. 
Given accurate pitch estimation and favorable pole-zero locations, the use of just two 
excitation windows on real speech data can produce a reasonable regeneration of the 
long term  am plitude variation of minimum and maximum phase excitations. This 
is dem onstrated in figure 5.9, but such favorable conditions cannot be guaranteed.
In conclusion, the proposed excitation liftering scheme is far from ideal in 
terms of regenerating pulse amplitudes or pulse positions. The accurate removal of 
the linear phase component, essential when the low quefrency regions are truncated, 
remains an extremely fragile process. In addition to this, when the reality of quasi­
periodicity is analysed, requiring more excitation windows of greater width, the 
reproduction of good quality impulse trains becomes prohibitively expensive in terms 
of the coefficients required. The viability of excitation regeneration via cepstral 
liftering should therefore be carefully re-considered.
5.5 Im p u lse  R esp on se  D econ vo lu tion
To analyse the effects of low quefrency window size and shape on the de-convolved 
impulse response, an impulse that is representative of an LPC speech residual is 
most useful. To this end, individual periods of an actual speech residual removed 
from the original data have been used in this study. W ith this procedure, the 
more accurate Tribolet unwrapping procedure could be easily applied, figure 5.10 
demonstrates this greater accuracy. The data shows the cepstra generated via three 
methods, Tribolet unwrapping, simple unwrapping (ch3) with 8x zero padding, and 
finally simple unwrapping with no zero padding. From the obvious correspondence 
^between the Tribolet and padded simple algorithms’ results, correct unwrapping 
i m ust be assumed, whereas the unpadded procedure still exhibits .unwrapping errorsrj
Two main window forms were investigated, a simple rectangular window and 
a rectangular window with smooth tapering of the final few coefficients. Figure 5.11 
shows the degradation of the signal reproduction as the window size N l is reduced, 
for the rectangular cepstral liftering window.
To assess the relative accuracy of various cepstral windows, a test program was 
used tha t extracted individual voicing impulses from an LPC speech residual, re­
moving the unwrapping problems associated with periodicity. The plot of figure 5.12 
demonstrates the variation of the signal degradation, for both the rectangular and 
hamming tapered cepstral windows. As can be seen the rectangular liftering win­
dow produces the best average SNR, larger degrees of tapering producing progressive 
degradation. However in cases where linear phase is incorrectly removed from the 
cepstrum, the sharp truncation of the linear phase transform produces an audible 
distortion. As this is often the case when analysing fully periodic speech frames, ta ­
pering of the final few coefficients has been found to improve the subjective quality, 
as reported by other investigators [47].
A more exhaustive investigation of many more windows would be required to 
make conclusive deductions on the minimum size and exact tapering required for 
acceptable quality. This investigation has not been conducted due to conclusions on 
the system viability resulting from the previously noted distortions and limitations.
82
T r ib o le t M eth od
S im p le  M eth od  — Z ero  P a d d e d
S im p le  M eth od
0 -------------------------------------------------- >  N /2  <--------------------------------------------
+ v e  Q u e fr e n c y  —v e  Q u e fr e n c y
Figure 5.10: Complex cepstra o f real LP C  residual impulse.
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Figure 5.11: Cepstral Impulse Response De-Convolution.
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Figure 5.12: Cepstral Impulse Response De-Convolution.
5.6 C onclusions
This chapter has identified a number of very serious problems with the proposed sys­
tem, as a result of which the coder has been abandoned. The main factor underlying 
the failure of the system is the great difficulty in accurately performing the phase 
unwrapping required by complex cepstral analysis. The correct phase unwrapping 
of full frames of LPC speech residual has proved an extremely difficult process, due 
to very rapid phase changes. This has been shown to be due to both the cluster­
ing of the impulse response poles and zeros and to the zeros introduced through 
the periodicity of the speech excitation. Even the application of the complicated 
Tribolet phase unwrapping algorithm has proved unsuccessful when applied to this 
data. The failure of phase unwrapping causes the incorrect removal of the linear 
phase ramp in the forward cepstrum. This linear phase represents the tim e domain 
offset of the excitation impulse train from the analysis frame boundary and must 
be accurately removed for this time registration to be regenerated from liftered co­
efficients. Incorrectly removed linear phase also distorts the low cepstral coefficients 
associated with impulse response deconvolution.
A second im portant factor behind the decision to stop development of the 
coder, is the generally poor quality of the regenerated excitation impulse train. 
Theoretical analysis has shown that the simple excitation liftering window origi­
nally proposed does not generally capture enough information to regenerate accu­
rate pulse positions and amplitudes. Instead, this information is distributed across 
many cepstral excitation peaks, ultim ately requiring too many liftered coefficients
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for low bit-rate applications. In addition to this, errors in pitch analysis cause the 
complete failure of the excitation deconvolution.
Simultaneous regeneration of the long and short term  correlations by inverse 
cepstral transformation has also been shown to be impracticable. This is due to 
the amplification of liftering induced distortions by the tim e domain windowing 
operations required by the FFT  processes of the cepstrum. Some distortion due 
to signal regeneration from liftered cepstral coefficients will always be present and 
so the full frame regeneration scheme will usually exhibit this disturbing frame 
boundary distortion. The solution of using a half frame overlap is inapplicable due 
to the failure of the excitation deconvolution noted above, in addition to doubling 
the eventual transm itted bit-rate. The alternative of separate cepstral regeneration 
of excitation and impulse response would complicate the task of m aintaining the 
mixed phase information contained within the transform.
In conclusion, this method of homomorphic analysis of the im portant features 
of the LPC residual signal has been proved fatally flawed for low bit rate  coding 
purposes. Both theoretical limitations and cepstrum processing errors have been 
shown to demand great increases in transm itted information. While cepstral analysis 
could be applied to spectral envelope modelling alone, such systems have been well 
studied by previous researchers [20] [31] [35] and a repeat performance here is of no; 
value.
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C hapter 6
M ixed  E xcita tion  C hannel 
V ocoder
As should be clear from the preceding chapters, the quality of the excitation signal 
offers most scope for improvement in source-filter vocoding systems. However, many 
recent improvements in this area have only been applied to in-vogue LPC coders. 
W ith this in mind, this research has mainly investigated the quality improvement 
attainable by application of some modern excitation enhancements to a channel 
vocoder. One of the oldest low-bit rate coding schemes, channel vocoding has been 
largely superseded by linear prediction coders in recent years. Even so, a carefully 
designed channel vocoder is capable of comparable performance to LPC systems, in 
terms of quality and error robustness at bit rates of the order of 2.4kbit/s .
The vocoder to be described in this chapter is essentially a traditional chan­
nel vocoder in which the simple voiced/unvoiced excitation has been replaced with 
a Multi-Band Excitation (MBE). The use of limited degrees of m ulti-band voic­
ing in channel vocoders has been shown to produce improved quality [9]. This 
study uses the recent INMARSAT Multi-Band voicing algorithm to investigate the 
benefits of extending the voicing decision up to individual channel classifications. 
Section 6.2 describes the JSRU-MBE channel vocoder implementation and details 
the INMARSAT pitch and voicing algorithms (6.2.1).
To introduce' the main principles and characteristics of channel vocoding, the 
following section describes the basic JSRU channel vocoder implemented for this 
study. In addition to providing many core routines for the improved MBE vocoder, 
this implementation usefully illustrates the characteristic distortions of channel 
vocoding and provides a reference for gauging the success of the MBE coder.
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6.1 JS R U  C hannel V ocoder
One of the earliest and most popular vocoders, the channel vocoder has seen a large 
variety of implementations over the years. The outline of a simple pitch excited 
channel vocoder is shown in Figure 6.1. At the analyser, a coarse spectral envelope 
magnitude estim ate is provided by a bank of contiguous bandpass filters applied to 
detectors estim ating the energy within each channel. In synthesis, these spectral 
estimates are used to modulate the gains of a second set of co-centric bandpass 
filters which are excited by a synthetic signal and their outputs recombined to form 
the synthetic speech estimate.
The number, distribution and characteristics of the bandpass filters used for 
both spectral envelope analysis and synthesis have a critical effect on the quality 
attainable by channel vocoders. While the use of fixed filters for spectral shaping 
produces a distinctive sound quality, it is by no means clear tha t this is subjectively 
less acceptable. This underlying filter bank approach to spectral envelope modelling 
has found wide application in many other systems from formant vocoders through 
to waveform coders such as the sub-band coder.
j The studies of the Joint Speech Research Unit (JSRU), dating back to the 
(early 1950’s, identified many im portant design criteria for channel vocoders and 
; resulted in a number of successful practical implementations to the present date. 
The channel vocoder implemented as a basis for this study is modelled closely upon 
- the generic JSRU algorithm defined in [15]. The basic JSRU specification describes 
a 19 band, pitch excited channel vocoder operating on 20mS analysis frames at 
a digital information rate of 2.4kbit/s . In the course of this research, a num ber 
of changes have been made in an attem pt to improve upon the intrinsic quality 
and bit-rate of the original. These improvements have mostly involved the use of 
more modern algorithms to increase the accuracy or efficiency of sub-blocks such 
as pitch and channel energy estimation, however the underlying JSRU scheme is 
essentially unchanged. The im portant features of this basic JSRU coder, the chan­
nel filters, channel amplitude estimation, and pitch/voicing estimation, excitation 
generation and quantisation procedures will be discussed separately in the following 
sub-sections. This should serve as an introduction to the general problems associ­
ated with channel vocoder design, illustrated where possible with results from the 
implemented vocoder.
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Figure 6.1: Pitch Excited Channel vocoder.
The actual digital implementation underlying this research is further based 
upon a real-time JSRU vocoder developed by RACAL RESEARCH LTD [44]. Ap­
pendix A of this report provides detailed schematics of this vocoder along ;with 
the required filter coefficients.
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6.1.1 Channel analysis filters
The characteristics of the analysis filters of a channel vocoder need to be such tha t 
the filter output levels correspond reasonably well to signal levels within each channel 
but are not too greatly affected by out-of-band signals. Their bandwidth and cut-off 
rate also need to be designed carefully to cover the 4kHz speech spectrum  without 
significant nulls. The design of such a fixed filter bank is complicated by two main 
factors. Firstly, the wide range of fundamental frequencies and secondly, practical 
filter implementation constraints such as phase and delay distortions.
The number of channel filters used by different channel vocoder implemen­
tations has varied widely from fourteen to over thirty. Obviously, the more filters 
used, the better the spectral estim ate becomes, at the expense of the transmission 
bit rate required. Unfortunately, due to the large range of pitch periods, the use of 
very narrow filters causes the detection of the fine spectral harmonic features of the 
voiced excitation signal, in addition to the desired spectral envelope. As a result of 
the inevitable compromise, most practical systems lie in the 14 —> 19 channel range, 
it being generally accepted that less than fourteen is perceptually unacceptable.
The JSRU vocoder employs 19 channels for analysis and synthesis. The 19 
analysis channel filters of the JSRU vocoder are defined in table 6.1, the spectra of 
which are shown in figure 6.2. The im portant features of these are further discussed 
below.
Filter distribution
The most im portant feature of the JSRU channel analysis filters is the non-linear 
distribution of the channel centres, designed to exploit the perceptual in-sensitivity 
of the human auditory system at higher frequencies. W ith such a distribution, low 
frequency bands of higher perceptual importance can be analysed with narrower 
width filters. Although the fine detail of this distribution is not too critical, a 
definite advantage has been demonstrated by the increase of channel spacing with 
increasing frequency. While this distribution allows bit rate economies with little  
perceived distortion, filters of this type are more complicated to design correctly, 
in tha t such filters often have unequal dela}'s. Delay variations between channels 
should be kept below lOmS if perceived distortion is to be avoided.
The design of channel analysis filters is complicated by the wide range of pos-
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Channel
number
Centre
frequency
Bandwidth Channel
number
Centre
frequency
Bandwidth
1 240 120 11 1600 150
2 360 120 12 1800 200
3 480 120 13 2000 200
4 600 120 14 2200 200
5 720 120 15 2400 200
6 840 120 16 2700 300
7 1000 150 17 3000 300
8 1150 150 18 3300 300
9 1300 150 19 3750 500
10 1450 150
Table 6.1: JSRU  Channel Analysis Filters.
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Figure 6.2: JSRU  Analysis filter magnitude spectra.
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sible fundamental frequencies in speech. Conditions of low period voicing, with wide 
harmonic features comparable to the filter bandwidths, can produce highly variable 
energy measurement between adjacent channels, even when the harmonic spectral 
envelope is perfectly flat. Under such conditions, the channel filters begin to detect 
the fine harmonic spectrum in addition to the desired long-term spectral envelope. 
While the number of lower pitch, narrower harmonics appearing in adjacent fil­
ters also varies, the percentage energy variation is much lower. This period based 
energy variation is demonstrated by Figure 6.3, which shows the num ber of harm on­
ics of a given fundamental (vertical axis), that appear within particular frequency 
bands (horizontal axis). Table 6.2 shows the actual variation of the JSRU channel 
amplitudes, when applied to synthetic regular pulse excitations of various funda­
mental frequencies, with flat harmonic envelopes. The JSRU channel vocoders use 
of narrower filters in the perceptually im portant lower spectral regions increases this 
problem somewhat, but the benefits of the increased spectral resolution is thought 
to outweigh this low period distortion in the long term.
Filter cut-off
In choosing the type and order of filters to be used for the bandpass elements, it 
may seem intuitively logical to use very sharp cut-off filters for good out-of-band 
suppression. This however, can lead to many problems since such filters often gener­
ate unpleasant effects such as long ringing times and high delay distortions. Luckily, 
in practice, high cut-off rates are not usually necessary due to the relatively gentle 
variation of spectral magnitudes between adjacent bands. Second order Butterw orth 
filters are usually adequate to provide sufficient out-of-band attenuation at adjacent 
channel centres. The JSRU implementation of the analysis filter bank uses just such 
second order Butterworth filters, providing an attenuation of approximately 11.5dB 
at adjacent channel centres.
9 1
Period
(samples) chi ch2 ch4
Chanr
ch5
lel Am 
ch7
olitude
ch8
s (Norr 
chlO
nalised
c h l l
to chO^  
chl3 chl4 chl6 chl7
20 2.45 0.63 2.46 0.70 1.69 1.06 1.08 2.52 2.37 1.82 2.32 2.54
50 1.22 1.40 1.10 1.12 1.34 1.37 1.42 1.45 1.37 1.47 1.34 1.35
70 1.02 1.01 1.01 1.00 1.05 1.08 1.05 1.14 1.10 1.12 1.16 1.16
100 1.06 1.01 1.01 1.03 1.00 1.02 1.03 1.00 1.00 1.00 0.99 0.96
Table 6.2: JSR U  channel amplitude - harmonic variations.
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Figure 6.3: In-Band harmonic diagram.
92
6.1.2 Channel energy estim ation
Once the band-limited channel signals are available, a set of channel energy signals 
must be generated to modulate the synthesis filter gains. The design of these chan­
nel energy detectors requires careful consideration. Traditionally, analogue channel 
vocoders implemented this task via the rectification and low pass filtering of the 
band pass filter output, providing a slowly varying energy measure. Measurements 
on the spectra of different channel signals demonstrate that significant information 
is present in the 0 —> 2bHz  region. However, the rectifier action can introduce ripple 
signals of the order of the voicing fundamental when multiple harmonics appear in 
one band. As the fundamental frequency of speech can be as low as 50Iiz, the low 
pass filter must attenuate well at 50Iiz while preserving information up to 25Hz. 
Careful design is therefore required to avoid disturbing delay and phase effects of 
sharp cut-off low pass filters.
The JSRU channel amplitude estimation is modelled on this traditional ana­
logue process. The signal energies are evaluated via the system of rectification, sum­
mation, down-sampling and low pass filtering shown in figure A.2 of appendix A. 
To avoid the ringing associated with sharper filters, 2nd order, 25Hz low pass But- 
terworth filters are used. To successfully apply this energy detection procedure, the 
input data requires DC rejection, as the rectification process transforms the chan­
nel energy information down to the DC region. Additionally the JSRU algorithm  
applies pre-emphasis to the input data in order to remove the roll-off inherent to 
voiced speech spectra. This is applied to aid the subsequent quantisation task by 
reducing the dynamic range of the speech spectrum. A pre-emphasis filter with a 
6dB/octave lift after 1kHz is used in this implementation, an inverse de-emphasis 
filter being applied to the final synthetic speech. Both pre-emphasis and DC rejec­
tion are applied prior to channel filtering as they are a common requirement of all 
channels.
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6.1.3 Channel synthesis filters
In the design of the synthesis filters of a channel vocoder, a number of design criteria 
already discussed for the analysis filters can equally well be applied to the task 
of synthesis. For example, the trade-off between filter cut-off rate  and impulse 
response delay and phase effects, is still im portant for the perceived quality of the 
synthesised speech, as is the minimisation of delay fluctuations across the channels. 
Another design criterion often applied is that the combined synthesis filter bank 
response should be flat. The adjacent filter characteristics are thus designed to be 
symmetrical about their centre frequencies and to cross at their 3dB points. In this 
case, intra-band harmonics receive the roughly the same gain as those centred on 
the channel filters.
In the case of the JSRU vocoder, the rationale behind the choice of filter 
bandwidths differs between analysis and synthesis, a very different design ethic be­
ing adopted for the synthesis filters. Rather than covering the entire spectrum , the 
synthesis filters are chosen instead to mimic the typical human formant bandwidths 
found at the centre frequencies of the synthesis filters. The same centre frequen­
cies used for the analysis filters are of course applied in synthesis. The resulting 
bandwidths are too small to provide a flat gain contour to the composite synthesis 
spectrum, producing a decided^ peaky spectrum, shown in figure 6.4. This spectral 
peakedness greatly distorts the accurate tracking of formant positions, as compared 
to the performance of say, an LPC synthesiser. Such a distortion produces a some­
what resonant quality to the synthetic speech, which although very distinctive, may 
not be too objectionable subjectively. The long term  power spectral densities of the 
JSRU synthesiser for voiced and unvoiced speech are shown in figure 6.5, demon­
strating the peaky spectrum. The spectral peakedness is alleviated to some degree 
in the synthesis algorithm via the opposite polarity summation of alternate filter 
outputs, in which the phase contributions tend to add between adjacent filters while 
subtracting beyond each filter pair. This both reduces the depth of the inter-filter 
nulls and increases the composite filter pairs’ attenuation at remote frequencies. 
This alternate connection also produces a much lower group delay variation of 7- 
8mS across the spectrum, which above lOmS can produce audible distortion.
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Figure 6.4: JSRU  synthesis filter magnitude spectrum.
Channel
number
Centre
frequency
Bandwidth Channel
number
Centre
frequency
Bandwidth
1 240 40 11 1600 40
2 360 40 12 1800 60
3 480 40 13 2000 60
4 600 40 14 2200 60
5 720 40 15 2400 60
6 840 40 16 2700 60
7 1000 40 17 3000 60
8 1150 40 18 3300 60
9 1300 40 19 3600 60
10 1450 40 19a 3750 500
Table 6.3: JSRU  Channel Synthesis filters.
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Figure 6.5: JSRU  synthesiser - long term power spectra for voiced and unvoiced 
speech.
One reason for this surprising choice of synthesis filters is tha t the traditional 
use of wide, flat-topped synthesis filters, resulting in groups of adjacent harmonics 
of equal magnitude, is partly responsible for the “buzzy” quality of early channel 
vocoders. Additionally, the perceptual advantages of using formant-like filters, with 
comparable phase/delay characteristics is thought to offset the formant tracking 
distortion.
First order Butterworth filters are used for synthesis channels 1 to 19 of the 
implemented JSRU coder, as the flat topped, higher cut-off rate required in analysis 
is not necessary for the narrower synthesis channels. One final point to note about 
the synthesis filters is tha t in the case of unvoiced sounds, filter 19 is replaced with 
filter 19a (see table), which has a wider bandwidth to simulate the characteristic 
treble lift of unvoiced fricatives and stop consonants. The second order filter used for 
analysis channel 19 is used for synthesis filter 19a, although its peak gain attenuated  
by 11.5dB with respect to the other synthesis filters, in order to compensate for its 
much greater bandwidth.
96
6.1.4 Channel modulation
On synthesis the received channel amplitudes are used to modulate the gains of 
the respective synthesis filters. These channel gains are usually interpolated prior 
to application to the channel modulators. W ithout this interpolation, the typical 
update rate of 20mS of most channel vocoders would produce significant distortion.
The channel gain interpolation scheme used by the JSRU vocoder reported 
here is shown in figure A.3 of appendix A. Two features are of note, firstly the 
interpolation rate can be switched between 1:160 or 1:20 samples, secondly, both 
linear and low pass filter interpolation procedures have been applied. The linear in­
terpolation scheme simply ramps linearly between the final interpolated gain of the 
previous frame and tha t declared for the current frame. For the low pass interpola­
tion procedure, the step change between the final interpolated gain of the previous 
frame and the new gain is presented as input to a simple first order low pass filter of 
25Hz bandwidth. In order to protect sounds such as plosives, this smoothing has to 
be disabled on rapid speech onsets after silence. No perceptual difference has been 
noted between these two approaches. The 1:20 interpolation rate, designed to save 
computation, requires that the modulation be applied to the channel filter inputs 
to provide some degree of energy smoothing via the synthesis filters.
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6.1.5 P itch  8z voicing analysis
The pitch prediction algorithm specified for use with the simple JSRU vocoder is the 
tim e domain PDA devised by Gold&Rabiner, described briefly below. Although this 
PDA is almost three decades old, it still remains a relatively accurate and robust 
predictor while being computationally less intensive than many modern algorithms. 
The prediction signal is pre-processed with DC rejection and low pass filtering. The 
low pass filter used is a 10 tap, linear phase FIR, with a corner frequency of 600Hz, 
the transfer function of which is given in equation 6.1.
I P ( Z > , ±  . ( 1 + 3 Z - W  +  9 Z -  +  U Z -  +
11Z~5 +  9Z~6 +  6 Z ~ 7 +  3Z~S +  Z ~ 9) (6.1)
The DC reject filter has a cut-off of 80Hz to provide some mains supply sup­
pression and is defined in equation 6.2. Application of this PDA to the linear predic­
tion residual of the input speech resulted in a great improvement in the prediction 
accuracy.
0 9696 -  0 9696Z-1
D C R &  "  1 -  0 .9 3 9 1 Z -1 ^
Experiments with autocorrelation predictors have shown little improvement in 
the subjective quality of the overall system. Even use of the extremely complicated 
INMARSAT MBE predictor, to be applied later for multi-band voicing estim ation, 
produces only a small perceived increase in quality.
98
Gold-Rabiner tim e domain pitch predictor
This predictor, proposed in [10], is a particularly robust example of tim e domain 
pitch extraction. Its main strengths lie in the fact tha t the final pitch is determined 
from a set of six independent marker sequences which are post processed in a par­
ticularly clever and robust manner. W ithout regurgitating much of the fine details, 
see original paper and countless text books, the prediction process is detailed below.
The overall PDA, outlined in figure 6.6, uses 900Hz low pass filtering as the 
pre-processing step. This can valuably be augmented by LPC spectral flattening 
-  not practical at the time. From this filtered signal, six m arker sequences (M l- 
M6) are generated at positive and negative peaks of the signal, as described in the 
following list and shown figure 6.7. Events M3 and M6 are especially im portant for 
overcoming the detection of peaks due to period harmonics.
• M l -  M agnitude of the current positive peak.
• M2 -  Absolute m agnitude difference between the previous negative peak and 
current positive peak.
• M3 -  M agnitude difference between previous positive peak and current positive 
peak (if less than 0, set M3 to zero).
• M4 -  Absolute magnitude of the current negative peak.
• M5 -  Absolute magnitude difference between previous positive peak and cur­
rent negative peak.
• M6 -  Magnitude difference between previous negative peak and current nega­
tive peak (if less than 0, set M6 to zero).
After this event generation stage, the six marker sequences are each applied to 
an identical primary pitch estim ator (PPE). The PP E  is basically a peak selector 
incorporating an inactive blanking interval followed by a peak detector with an 
exponentially decaying threshold. When, after the blanking interval, an impulse 
greater than the decaying threshold is detected, a new period estim ate is declared 
and the process restarts, as demonstrated in figure 6.8. Both the inactive blanking 
interval tj, and the decay tim e constant cv, are updated according to the recent 
average pitch period.
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Figure 6.6: Gold-Rabiner Time Domain Pitch Predictor.
Amplitude
Time
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Figure 6.8: Gold-Rabiner Primary Pitch Extractor.
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Figure 6.9: Gold-Rabiner Pitch Determination Matrices.
The final stage of the PDA is a very involved m ajority voting procedure with 
embedded provisions to reduce the problems of second and third harmonic detec­
tion. Very briefly, the 6x6 m atrix shown in figure 6.9a is used, in which rows four 
and five generate the correct pitch if the second harmonic is detected, row six acting 
similarly for third harmonic detection. The six current pitch estim ates (first row), 
are each compared with the thirty  five other elements and tha t which coincides with 
the largest number of elements is chosen as the new pitch period. The term  “coin­
cides” above disguises yet further complexity in tha t four sets of pitch dependent 
coincidence windows of varied width, figure 6.9b, are applied to each element. The 
number of coincidences for wider windows is “de-weighted” by the subtraction of a 
bias factor, finally producing a table of 6x4x35 coincidence votes. The prim ary pitch 
estim ate (first row), to which the maximum in this coincidence table corresponds is 
chosen as the final estimate.
Although this procedure appears to be very complicated, its com putational 
complexity is actually very low compared to typical transform domain PDAs. The 
procedure is also very robust to harmonic error mechanisms and can select the 
correct pitch even when it is actually a minority candidate from the PPEs. The 
careful choice of the coincidence windows and their de-weighting biases is critical to 
the correct operation of this algorithm.
1 0 1
J S R U  P e r io d  sm o o th in g
Three frame median smoothing is applied to the pitch estim ate provided by the 
Gold-Rabiner PDA. As described in section 4.2.3, this removes any isolated predic­
tion errors but incurs a one frame delay on the resulting period. This has to be 
compensated for by an equivalent delay applied to the channel am plitude and voic­
ing param eters, otherwise noticeable distortion results. The use of linear smoothing 
of the pitch contour has not been applied in analysis as period interpolation is ap­
plied by the standard synthetic excitation generation procedure, to be described in 
section 6.1.6.
JSRU Voicing determination
For analysis of the voicing condition of the input speech, the multi-dimensional 
prediction algorithm described in section 4.3 has been applied. This algorithm uses 
the following five parameters in its decision:
1. Zero Crossings
2. Frame Energy
3. Normalised First Autocorrelation Coefficient
4. First Linear Prediction coefficient
5. Linear Prediction Error.
This algorithm has produced good results while being relatively un-demanding, 
computationally. The linear prediction parameters are already available from the 
required PDA pre-processing and may also be used in alternative channel energy 
estimation procedures to be described later. An alternative algorithm deriving a full- 
band voicing measure from the m ulti-band voicing decisions of the INMARSAT MBE 
predictor, produced no better subjective results while incurring greatly increased 
complexity.
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6.1.6 E xcitation  synthesis
Most traditional channel vocoders have made use of simple, pulse-noise excitation 
sources, which in the light of modern research (chapter 4), can obviously be improved 
upon. While the multi-band excitation described later is the most im portant im­
provement investigated in this research, the simple JSRU excitation used for this 
single band vocoder includes some of the improvements described in section 4.4. 
The JSRU excitation generator produces frames of either periodic pulses or random 
data, depending upon the analyser voicing indication. The frame energy is scaled 
to unity standard deviation, with uniform impulse amplitudes across voiced frames. 
Frame energy scaling and smoothing are confined to the synthesiser channel gain 
modulators.
V oiced so u rce
During voiced intervals, a quasi-periodic, constant amplitude impulse train  of unity 
standard deviation is generated. This impulse train consists of a single impulse 
every T jn  ^ samples, where T jn  ^ is a continuous interpolation of the transm itted  
pitch period. This interpolation is achieved by up-sampling the transm itted  period 
to 160 samples per frame and applying this to a low pass smoothing filter. The 
excitation generator of the JSRU encoder uses a simple first-order low pass filter 
with a 5Hz cut-off. Using this interpolated pitch, the interpolated pulse locations 
can easily be determined across the new synthesis frame, as described in section 4.4. 
The action of this period smoothing for the implemented JSRU excitation generator 
is shown in figure 6.10.
One exception to the use of period interpolation, is the case of an unvoiced 
to voiced transition. If smoothing is applied in this instance, the impulse train  can 
take many periods to settle to the correct period, causing severe distortion. In such 
cases, the smoothing operation is temporarily suspended for one frame while the 
smoothing filter memory is clamped to the new pitch period.
Also of great importance for natural sounding speech, is the preservation of 
the continuity of the synthetic impulse train across frame boundaries. In addition 
to this, it is advisable that the continuity is also m aintained over brief voicing 
drop-outs, which may be erroneously indicated by the voicing analysis algorithm. 
This is generally not too problematic, simply requiring a memory of the final pulse
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Figure 6.10: JSRU  Synthetic excitation period interpolation.
location in the previous voiced frame. However, on occasion this procedure can 
be complicated when the interpolated pitch period falls rapidly, causing the first 
interpolated period of the new frame to imply an impulse within the previous frame. 
The simplest way to combat this problem is to misplace the offending interpolated 
impulse to the first sample of the current frame. As natural speech contains a 
significant amount of such period jitter, this approach causes no perceived distortion.
During the course of this research, the use of the general glottal pulse defined 
in [43] was investigated. This produced no discernible quality improvement, even 
in listening tests conducted over headphones. The simple impulse excitation was 
therefore retained at this stage.
Unvoiced source
When unvoiced, a bipolar random sequence is produced via a random num ber gen­
erator. For this purpose, a Gaussian random generator producing ; 0 <  N <  1 is 
converted to bipolar, unity standard deviation by the transform ation ; w(N — 0.5).
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Figure 6.11: JSRU  Transmission Codeword.
6.1.7 JSR U  quantisation
The JSRU channel vocoder uses 48 bits to encode the 20mS frame data  into a 
2.4kbit/s bit-stream. The 48 bit codeword is divided into 39 bits for channel en­
ergies, 6 bits for pitch period, 1 bit for voicing decision and finally two bits are 
unspecified. These blocks are arranged as shown in figure 6.11. The final five bits 
of the codeword, comprising the voicing bit and 4 LSB’s of the period, are inverted 
for transmission purposes. For real-time implementation, frames of silence are used 
for synchronisation purposes and three silence frames are sent at the beginning of 
each transmission.
Frame interpolation strategies have been successfully applied to channel vocoders 
in the past, allowing further reduction of the bit rate to the 1.2kbit/s region. This 
has not currently been applied to the vocoder described in this report but could be 
an im portant further study, especially considering the increased bit rate required for 
voicing data in the following MBE implementation. Reference [26] best describes 
frame interpolation procedures for channel vocoders.
C h an n e l en erg ies
Due to the logarithmic amplitude sensitivity of the auditory system, channel am ­
plitude quantisation is most efficiently achieved logarithmicalfy. Additionally, as 
the spectral envelope varies smoothly between adjacent channels and frames, dif­
ferential quantisation is also of benefit. Differential channel am plitude quantisation 
between adjacent frames is possible, but the energies can be subject to occasional 
rapid variations (stops and plosives) and recovery from the effect of transmission 
errors is more prolonged. For these reasons, differential coding of adjacent channel
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am plitudes w ithin the current fram e is m ost often employed.
The standard JSRU channel vocoder studied in this chapter uses just such
cause the copy signal to saturate at level 0 or 15. W ith channel 1 encoded directly 
using three bits, the amplitude difference between subsequent adjacent channel levels 
is logarithmically encoded using two bits, requiring a total of 39 encoded bits For 
each differential code, the MSB represents a two level, ±6dB shift, while the LSB 
produces a one level, ±3dB shift, allowing adjacent non-saturated channels levels 
to differ by ±9dB or ±3dB. On synthesis, the zero level is used to switch off the 
channel modulator completely, giving 42dB of dynamic range between the non-zero 
output limits. Tests have shown that a dynamic range of approximately 40dB is the 
minimum required to adequately represent the full range of possible speech sounds.
Pitch voicing
The pitch period of each full analysis frame is logarithmically quantised using 6 bits. 
The levels 1 -6 3  are used to encode the pitch period into the range of 37.5Hz -  600Hz 
while level 0 is used to imply unvoiced frames. This encoding process is defined by 
equation 6.3. A further one bit is used to specify the single voicing param eter of the 
JSRU coder, in addition to the code 0 inference provided by the pitch quantisation.
a differential channel, logarithmic coding procedure. The quantised copy signal is 
constrained to one of 16 levels, each separated by 3dB. Inputs outside this range
600.Period
(6.3)
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6.2 JS R U -M B E  V ocoder
In chapter 4, the spectrally mixed excitation characteristics of speech were noted 
and some tim e domain excitation features such as pitch aperiodicity and agility 
were identified tha t produce these mixed spectra. The inaccurate reproduction of 
these features is one of the m ajor causes of the poor, unnatural quality attained 
by traditional vocoders. Modern.analysis-by-synthesis schemes such as Multi-pulse 
coding are in part, an attem pt to accurately model these mixed excitations. This 
study attem pts to enhance a time domain generated excitation signal via spectrally 
mixing simple voiced and unvoiced components. It is hoped tha t in this way, the 
inadequacies of the tim e domain excitation can be compensated to some degree. 
In addition, mixed voicing due directly to the spectral distributions of the physical 
speech excitation sources can also be modelled.
A channel vocoder was chosen for this study as the underlying filter bank 
synthesis procedure would seem ideally suited to the simple simulation of a mixed 
spectrum excitation. The mixed excitation channel vocoder described here, very 
closely resembles the standard JSRU coder just described. Many of the sub-blocks 
just described are unchanged, such as the channel filters and the voiced/unvoiced 
excitation generation procedures. To realise the mixed band excitation, the original 
excitation specification procedures are replaced by the INMARSAT m ulti-band pitch 
and voicing estimation algorithm. Minor modification to the channel synthesiser 
source selection procedure is also required to apply the multiple voicing decisions. 
The im portant modifications to the standard channel vocoder are shown in the 
block overview of the multi-band vocoder given in figure 6.12 and further described 
in detail in the following sub-sections.
In addition to the main objective of improving the excitation applied in the 
synthesiser, a number of other modifications have been attem pted to improve the 
quality or reduce the required bit rate to accommodate the extra voicing informa­
tion. These have largely centred on the channel amplitude analysis and quantisation 
procedures of the .JSRU coder, subject to inherent distortions and low quantisation 
efficiency. The results of the various attem pted improvements in the MBE channel 
vocoder with respect to the performance of the standard JSRU coder are briefly 
discussed in section 6.2.5 at the end of this chapter.
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6.2.1 M ulti-band pitch and voicing predictor
In order to specify a multi-band voicing measure, the Gold-Rabiner pitch predic­
tor and the voicing estim ator, described in section 6.1.7, have been replaced with 
the modern m ulti band pitch and voicing predictor, developed by DVSI Inc. and 
adopted by INMARSAT for the Stamdard-M  system. This predictor is outlined in 
the following text, but it is not the intention of this report to fully document the 
IMBE predictor. The algorithm implemented for this research was not modified 
from tha t specified by DVSI and has been shown to produce accurate voicing deci­
sions. For full details, the reader is referred to the DVSI specification [8] and the 
work of Griffin [12] &[13].
This "Improved Multi-Band Excitation” predictor (IMBE), described below, 
is a very complex harmonic matching PDA, capable of producing a much more 
accurate pitch estim ation than the Gold PDA and most importantly, a spectrally 
resolved voicing decision. The final pitch is specified to 1 /8 th  sample accuracy by 
joint minimisation of the matching error produced by all pitch candidates and their 
associated optimum harmonic envelope amplitudes. Additionally, the final pitch is 
assessed by consideration of the best pitch track over the two past and two future 
frames. The resulting pitch and spectral amplitudes are then used to asses the spec­
tral match at each individual harmonic in the speech passband. The resulting voicing 
specification of the IMBE algorithm is a set of binary voiced/unvoiced decisions for 
each pitch harmonic which is then declared for groups of three adjacent harmonics. 
The voicing decisions are specified for up to 36 harmonics, over approximately the 
full 4KHz spectrum, producing up to 12 separate sub-band voicing decisions.
: An overview of the IMBE pitch predictor is given in figure 6.13, from which it
can be seen tha t the prediction process is divided into three distinct stages. Firstly, 
an initial coarse pitch estim ate is made using a simplified spectral matching criterion 
and past/fu ture  pitch tracking logic. This is then refined to the resolution required 
for accurate high harmonic evaluation by simultaneous evaluation of the optim um  
period and envelope parameters. This simultaneous evaluation of the optim um  pitch 
period and spectral envelope of the required synthetic excitation is an im portant 
feature of the IMBE predictor. In this way, interference of envelope equalisation and 
excitation analysis is avoided. The refined pitch and envelope param eters are finally 
used to assess the matching between the original speech and the optimum, purely 
voiced, excitation spectra. These three processes are expanded in the following 
sections.
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Figure 6.13: D V SI Multi-Band Pitch Predictor.
Spectral error criteria
The underlying spectral error measure used by the IMBE predictor is given in equa­
tion 6.4.
e ( ^ )  ( I 'S 'M I  “  S ( w , w 0 ) Y  du> (6.4)
W here S(w ,w0) is the windowed synthetic spectrum , of normalised period to0. 
determined by the product of the optim um  spectral envelope H (u)  and the synthetic, 
purely periodic excitation E (lo, u>0)
By applying this error criterion over narrow bands surrounding each harmonic 
of the candidate period, the error over individual harmonics, em(u>0), and the op­
timum envelope magnitude, A mi can be determined as shown in equations 6.5 h  
6 .6 .
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fa™ (\E(UJ,U0)\)2 8w
I  | (w | 0 . \E(oj,uj0)\)'2 doj (6.5)
 Cl 
(6 .6)
am =  ra.iu0 -  ^  
6m = m .u 0 +  ^
— 7T <  m U 0 <  7T
The scalar magnitudes Am can be used to represent the optim um  envelope 
H (u)  due to the impulsive nature of a purely voiced spectrum. In fact, com putation 
of E(io,co0) above is unnecessary as the excitation spectrum is basically th a t of the 
time domain window, VVr (uj), repeated at harmonics of loq. Thus Wr (lo — mco0) can 
be substituted for E(u>,u>0) in equations G.5&6.6 above.
For the full range of pitch candidates, this amount of com putation is im practi­
cal. Fortunately however, as em(cu0) varies slowly with period, a coarser initial pitch 
estim ate can be evaluated, provided that the contribution of higher harmonics to the 
error measure are de-weighted. This is due to the fact tha t the harmonic mismatch 
due to lower pitch resolution is more pronounced for higher harmonics. Also, for the 
purpose this initial estimation, equation 6.4 is further simplified through a num ber 
of assumptions and approximations to give equation 6.7.
The num erator of equation 6.7 is the simplified spectral error measure, in which
e(p) _  s2( n W , ( n )  -  E%-oo Rv,,(k-P) (6.7)
wi(n)  is the time domain window function applied and R(n)  is the autocorrelation 
function of s(n)wi(n). The two denominator terms are used for the purpose of 
normalisation and un-biasing of long period errors respectively. For greater detail 
on this initial estimation the reader should consult reference '[12].
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Figure 6.14: IM BE Initial pitch prediction process.
Initial period estim ation
A block diagram of the initial prediction process is shown in figure 6.14. Low pass 
filtering of the input data is used to de-emphasize the effects of higher harmonic 
mismatches due to the coarseness of the initial period. While the IMBE predic­
tor provides pitch estimates for consecutive 160 sample frames, (20mS), the initial 
estimation algorithm uses an analysis window of 281 samples, centred on the cur­
rent frame. In addition to this, the forward and backward pitch tracking algorithm 
requires two past, and two future spectral error functions, incurring a considerable 
delay of 381 future samples in real-time. This frame structure and s}mchronisation 
is dem onstrated in figure 6.15.
Due to the range of the initial pitch search, the spectral error criterion em ­
ployed for the initial predictor, equation 6.7, is reduced in complexity as compared 
to the refined pitch search. This initial error function is evaluated to half sample 
accuracy for the current and two future frames of speech, for initial pitch Pj in the 
range of (21 —>114) samples.
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Figure 6.15: IM BE pitch predictor frame structure.
The current spectral error function is used along which those from the two 
future and two past frames to evaluate the optimum initial pitch estim ate. This 
initial pitch is chosen as that exhibiting the the best tracking over the past and future 
error functions. Firstly, the composite backward tracking error function, defined in 
equation 6.8 is used to estim ate the best backward tracking period candidate, P g . As 
the pitch estimates and error functions of the previous frames are already available, 
this process is relatively trivial.
C E b  =  P _ 2(P_2) +  £L i(P _ i) +  E 0(Pb ) (6.8)
0.8P_i <  PB < 1.2P_j
The best forward tracking pitch candidate is more difficult to estim ate as the 
future initial period decisions are unavailable. In this case the current and two future 
error functions are combined as shown in figure 6.16, and defined in equation 6.9.
C E f = P 0(P f) +  M IN [P1(P1) +  P 2(P2)] (6.9)
21 < P F < 114 
(1 — ql)Pf <  Pi <  (1 +  a)PF 
(1 -f- a)P 1 <  P2 < (1 -+• a )P i
113
Minpitch Maxpitch
Current
Transform
0.8x<= y  <= 1.2x
1st Future p
0.8y<= z <= l.2y
2nd F uture F  
Transform
Figure 6.16: Composite forward tracking spectral error function.
After evaluation of the best forward tracking estim ate, Pp, the current error 
function is then checked for significant minima at integer sub-multiples of Pf  to 
prevent incorrect tracking of period multiples.
Finally, the optimum initial pitch estim ate, P /, is chosen by comparison of 
CEp and CEp, basically selecting that with the lowest composite error, tem pered 
by threshold based overrides. The empirically derived thresholds used in the sub­
harmonic rejection and final selection processes are not im portant for the purposes 
of this description, especially since the INMARSAT specification has been decidedly 
fluid in this respect during this study.
As a final practical note, the computation of the composite forward error 
function for all combinations of Pp,Pi & P2, is very intensive. However, the much 
simpler sequential selection of M IN [Pi(Pi)] th e n  MIN has been found to
produce identical results in all cases investigated.
R efin ed  p itc h  e s tim a te
Once the optim um  initial estimate is determined, resolved to one half sample, it 
is then refined to one quarter sample resolution by application of the full spectral 
error criterion defined in equations 6.5 & 6.6. This procedure is repeated for ten 
pitch estimates, centred around the initial period Pj. The anatysis window used is 
different to tha t applied for initial prediction, being 221 samples wide, centred upon 
the current 20mS frame. The refined estim ate that has the minimum total error, as
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defined in equation 6.10, is selected as the  optim um  final period,
(6.10)
Computation of equations 6.5 & 6.6 for even this limited set of periods is still 
an intensive process which, in the full specification of |8]j. has been streamlined as 
much as possible.
Voicing decisions
W ith the refined estim ate resolved to one eighth of a sample and the optim um  en­
velope magnitudes for each harmonic evaluated, the degree of matching between 
individual harmonics of the synthetic spectrum  and the original speech can be as­
sessed. The underlying matching criterion used for these decisions is of the form 
shown in equation 6.11.
€t (w0) =
m = —L
L =  Integer
. w o .
Cm — (6 .11)
Where em above is defined in equations 6.5 & 6.6. This error measure tends to 
zero for good harmonic matching and can be used to specify either a degree of voicing 
or a simple voiced/unvoiced decision based upon a suitably selected threshold.
In practice, for bit-rate purposes, the voicing specification of the IMBE algo­
rithm  is confined to binary voiced/unvoiced decisions and is performed on groups 
of three adjacent harmonics. These are specified for up to 36 harmonics, over ap­
proximately the full 4KHz spectrum, producing up to 12 separate voicing decisions. 
To declare the harmonics as voiced or unvoiced, the error measure of equation 6.11 
is compared to a varying threshold determined through a very involved procedure. 
This variation is designed to remove biases inherent in the error measure for changes 
of period and signal energy, but a full description is beyond the rem it of this thesis.
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6.2.2 JSR U  channel voicing conversion
To apply the multi-bancl voicing results to the channel vocoder, the harmonic voicing 
decisions need to be converted into JSRU band related decisions. This conversion 
was very simply achieved by decoding the MBE harmonic voicing results into a 
sampled, linear voicing spectrum and inspecting the proportion of voiced to unvoiced 
samples occurring within the range of each JSRU channel. Channels with greater 
than fifty percent voiced frequency samples are declared voiced, otherwise they are 
declared unvoiced. This results in nineteen voicing decisions, as dem onstrated in 
figure 6.17. The upper and lower frequencies corresponding to each MBE harmonic 
voicing decision are easily calculated as shown in equation 6.12. The JSRU analysis 
filter boundaries specified in table 6.4 were used for the conversion. The voiced 
content over larger groups of channels can also be assessed in this m anner in order 
to produce fewer voicing decisions for transmission.
L0lo = (3k-2 .b ).L 0o (6.12)
whi =  (3^ +  0.5).cuo
to0 =  Fundamental frequency 
1 <  k < Arm ax»&max < 1 2
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Figure 6.17: IN M A R SA T  to JSRU  M BE Voicing Decision Conversion.
Channel
number
Lower
3dB
Upper
3dB
Channel
number
Lower
3dB
Upper
3dB
Channel
number
Lower
3dB
Upper
3dB
1 188 305 2 305 424 3 424 547
4 547 662 5 662 782 6 782 914
7 914 1076 8 1076 1225 9 1225 1375
10 1375 1525 11 1525 1686 12 1786 1898
13 1898 2097 14 2097 2296 15 2296 2513
16 2516 2833 17 2833 3126 18 3126 3519
19 3519 4000
Table 6.4: JSRU  Analysis filter boundaries.
117
6,2.3 M ixed excitation  channel synthesis
In order to apply the channel voicing decisions to the JSRU synthesiser, the source 
selection procedure has to be modified to allow each channel to individually select 
a voiced or unvoiced excitation. This modified selection scheme is shown clearly in 
figure 6.12. The channel filters used in this modified synthesiser are unchanged from 
the single band vocoder, as is the interpolated channel modulation scheme.
The voiced and unvoiced excitation signals are generated as described previ­
ously in section 6.1.6. Thus, in addition to the channel voicing decisions, a full-band 
voicing decision is still required to control the pitch interpolation filter used in the 
voiced excitation generator. This can either be analysed separately and transm itted  
or estim ated from the channel voicing decisions at the synthesiser.
To assess whether the channel filter mixing procedure was operating correctly, 
the im portant spectra throughout the synthesis procedure were inspected. Two 
im portant factors concerning the mixed synthesis procedure are ;
a The voiced and unvoiced excitation signals should have equal spectral energies
b The mixed spectra of the applied excitations should be retained after passing
through the channel synthesis filters.
Figure 6.18 shows three representative frames of various synthesiser spectra. 
The mixed excitation spectrum, not produced in the normal synthesis operation, 
is derived by directly mixing the FFT magnitude spectra of the two excitations, 
under control of the voicing decisions. This demonstrates tha t the combined spec­
trum  applied to the synthesis filters does have a uniform energy. The JSRU-MBE 
output spectra clearly demonstrate tha t the filter bank channel mixing is operating 
reasonably well and preserving the applied mixed characteristics.
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Figure 6.18: JSRU -M BE spectral results.
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6.2.4 Channel am plitude estim ation
A number of alternatives to the original channel estimation approach were inves­
tigated in this research, attem pting to reduce the computational or bit-rate re­
quirements. The first of these, described below, replaces the filter based am plitude 
estim ator with a simple block RMS estim ator, reducing the unnecessary complexity.
An alternative estim ator was developed using the FF T  to derive the chan­
nel amplitudes from the input speech. By removing the need for channel analysis 
filtering, this procedure produces a very significant computational saving.
The pitch induced envelope distortions inherent to channel filter based am­
plitude estimation, have been noted earlier in section 6.1.1. A final estim ation 
procedure used the same FFT based procedure but instead applied to the LPC im­
pulse response of the input speech. This trial was an a ttem pt to combat both the 
pitch induced distortion and to perm it the use of more efficient channel quantisation 
procedures.
These two FFT  based spectral energy estimation procedures are a significant 
departure from the original channel vocoder. While these alternatives produced a 
subjective improvement, it may be felt that they represent too much of a violation 
of the spirit of the channel vocoder.
RMS channel am plitude estim ation
In modern high speed digital systems implemented on DSP processors, as in simula­
tion, average channel energies can easily be calculated for discrete analysis frames. 
In the improved JSRU coder, the digital analog of the traditional channel estim a­
tion procedure described in section 6.1.2, was replaced with a frame based RMS 
calculation, reducing the required processing greatly without necessarily incurring 
any processing delay for real-time implementation. The RMS measure was found to 
have good linearity with the original estimation results, requiring only suitable scal­
ing to match the channel quantiser range. This substitution produced no discernible 
added distortion while significantly reducing the channel estim ation complexity.
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F F T  b ased  ch an n e l a m p litu d e  e s tim a tio n
A further alternative to the original channel amplitude estim ation algorithm, im ­
plemented for this research, estim ated channel energies directly from the Fourier 
transform of the input signal. Thus, the pre-processed data normally presented to 
the channel filters, is instead FFT analysed and the channel energies estim ated via 
a summation of the relevant samples of the power spectrum.
From Parsevals relation for power signals, signal energies in the tim e and fre­
quency domains, are directly related as in equation 6.13.
poo poo
E x =  /  .T? di =  /  |A '/p d f  (6.13)
For digital implementation using an FFT algorithm, this translates directly to 
the relation of equation 6.14. This can be simply modified (eqn 6.15) to provide 
RMS measures for the JSRU analysis bands.
N  N F F T
X>; = N F F T ■ E (6-14)
i=0  iV i  1 1 f =0
RMSj =
\ N ' N F F T '  6^ ' 15^
Where cij and bj are the lower and upper frequency samples corresponding to 
JSRU band j .
W ith the use of suitable windowing for the FFT, this approach produced sub­
jectively better results than the channel filter derived methods. Initially, rectangular 
windowing was applied for the FFT, but the resulting spectral smearing was found 
to produce perceptible distortion. The use of a hamming window corrected this but 
required tha t the windowed data be linearly re-scaled to its original energy prior to 
application of the FFT. This scaling factor is variable, depending upon the proxim­
ity of significant impulses to the heavily weighted frame boundary. The use of less 
severe windows such as a cosine bell, accepting the greater spectral smearing, may 
remove the need for this energy adjustm ent.
In a system applying matched analysis and synthesis channel filters, this ap­
proach could produce an audible difference, however, considering the JSRU coders’ 
use of very different analysis and synthesis filters, the omission of channel analysis
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filtering would seem less im portant. By removing the need for channel filtering and 
the original energy estimation procedure, this FFT  based algorithm is com putation­
ally much less intensive and certainly simpler to implement. Implementation of the 
19 channel analysis filters alone requires 19,000 multiply operations per frame, while 
a 256 point FFT  requires only around 3000 operations. Modern DSP processors of­
ten have hardware specifically designed for the efficient calculation of Fast Fourier 
Transforms.
LPC based channel am plitude estim ation
One final alternative channel estim ator that has been investigated for this study 
used the same FFT based approach as above but applied to the impulse response 
of an LPC synthesis filter. Thus the pre-processed data normally presented to 
the channel filters is instead LPC analysed via Durbins algorithm to produce 10 
coefficients. Their resulting synthesis filter impulse response is then scaled and FF T  
analysed as above. The results of this estimation procedure proved very promising, 
producing a subjective quality slightly better than even the above FF T  algorithm. 
It is possible that the LPC spectrum provides better protection against the detection 
of the harmonic structure of voiced speech as an envelope variation. This distortion, 
as noted in the description of the analysis filters above, is a serious problem for filter 
based channel estimators at very low periods and is likely to be so in the direct FFT  
based approach detailed above.
The main motive behind this trial was to reduce the number of bits required 
in quantising the channel energies, which originally required 39bits. From work 
conducted within this research group, it is estim ated tha t 10 LPC coefficients and 
the energy gain can be adequately quantised with 32 bits. Recent studies using 
vector quantised line spectrum pairs have shown that this can be reduced to as low 
as 22bits for the 10 LPC coefficients. This saving could be utilised in the following 
multi-band system for encoding the voicing data while keeping the coding ra te  in 
the region of 2.4kbit/s . The LPC analysis can also be very usefully applied in other 
sections of the analyser such as pitch and voicing prediction.
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6.2.5 JSR U -M BE  vocoder results
This section provides a discussion of the merits of many of the modifications made to 
the standard JSRU coder in the course of implementing the mixed excitation chan­
nel vocoder. In assessing the results, the tests have attem pted to isolate distortions 
due to the modified coder function from those due other actions of the vocoder. For 
example, when investigating excitation improvements, tests have been conducted 
using the best performing spectral envelope specification algorithms available and 
without quantisation. As was described in section 6.1.6, the pitch prediction of 
the INMARSAT PDA was found to be superior to the performance of the median 
smoothed Gold predictor, albeit at greatly increased complexity. As a result, per­
formance evaluations described here have used the INMARSAT pitch prediction 
algorithm.
Tim e domain excitation synthesis
The mixed excitation synthesis procedure used in this study is inevitably susceptible 
to two main quality limitations. Firstly, the ability of the synthesis filter bank to 
accurately combine voiced and unvoiced signals is crucial. This is estim ated in the 
following sub-section. Secondly, the quality of the tim e domain excitation signal 
applied to the synthesiser, provides a basic limit to the attainable quality of both 
the single-band and mixed voicing schemes. In order to asses this quality lim itation 
imposed by the JSRU synthetic excitation, two alternative LPC derived excitations 
were applied to the standard JSRU coder. While neither is practical for coding 
purposes, they serve as a means of assessing excitation based distortions separate 
from those due to the spectral envelope distortions of the channel filters.
The first test excitation was designed to assess the performance of delta impulse 
excitations. During voiced frames, significant impulses are extracted from the LPC 
residual of the input speech. Significant impulses are defined for this purpose as 
those separated by at least the minimum expected pitch period (15 samples) and 
above a certain ratio (25%) of the maximum impulse magnitude in the frame. This 
magnitude cut-off prevents the selection of spurious low-level data  during frames of 
long period voicing. The selection procedure is also limited to a maximum num ber 
of 10 impulses, derived from the minimum pitch (15) and the frame size (160). The 
resulting impulse frame is then scaled to unity standard deviation. By m aintaining 
the true speech aperiodicity, the pitch synchronisation with the spectral m odulation
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and some of the randomness of mixed excitation features such as plosives, it is hoped 
tha t this procedure represents a good, near optimum simple excitation.
From this test, the performance of the JSRU specified excitation generator 
proved only slightly inferior to the impulsive, LPC derived, test excitation. The 
LPC derived impulse train produced a more natural sounding speech, as would be 
expected by its closer representation of glottal pulse aperiodicities and immunity 
to pitch analysis errors. While more intelligent pulse selection procedures could be 
applied to the LPC residual, the JSRU excitation generator would seem to be an 
adequate and simple solution at this stage.
The second test excitation simply applied a full, spectrally flat, LPC residual 
signal, scaled to unity standard deviation. Although totally impractical, this was 
used to assess the underlying reproduction capability of the JSRU synthesiser. The 
application of this full LPC residual as an excitation signal, produced very much 
higher quality than either the JSRU excitation or the LPC derived impulsive ex­
citation. This demonstrates clearly that neither the synthesis filter bank, or the 
amplitude modulation procedure, are responsible for the m ajority of the distortion 
perceived in the channel vocoder. Great scope therefore remains for improvement of 
the JSRU excitation signal, as was attem pted in the multi-band excitation channel 
vocoder.
M ixed voicing channel synthesis
The substitution of the single voicing decision by 19 decisions produced a smoother, 
more natural quality, as should be expected by such a degree of extra specifica­
tion. However, these results were only comparable to those produced by the above 
LPC derived impulse train, which also demonstrated slightly improved naturalness. 
This minor improvement is nowhere near great enough to justify the use of such 
complex algorithms and the bit rate overhead of nineteen voicing decisions. Further 
trials were conducted to evaluate the quality attainable with fewer voicing decisions, 
declared for fixed blocks of JSRU channels. Again, the same minor improvement 
was noted using only three to four voicing bands, as has been reported by other 
researchers i  [9] • However, the level of improvement still does not produce a subjec­
tive quality anywhere near as good as the synthesis filters are capable of, given an 
optimum excitation signal.
Through these results it can be concluded tha t the re-combination of dis­
1 2 4
parately excited channel filters is capable of simulating more natural mixed voicing 
signals. Unfortunately, the level of this quality improvement is not great enough to 
overcome the poor quality inherent to the tim e domain excitations provided to the 
synthesis filters. It would therefore seem that this method of mixed voicing synthesis 
is incapable of simulating the im portant mixed voicing characteristics tha t a more 
intelligent time domain excitation would provide.
Channel am plitude estim ation
The channel estimation alternatives described in section 6.2.4, while greatly reducing 
the required analysis load, only produced minor quality improvements. The LPC 
based am plitude specification was judged to produce the best subjective results but 
differences were very marginal, being masked by the excitation based distortion. 
While the linear prediction coefficients could be quantised to far greater efficiency 
than the 39 bits required by the standard JSRU coder, the quality resulting from 
such a quantiser has not been compared with the standard JSRU quantisation at 
this time.
6.2.6 Conclusions
In conclusion, the quality of the single band JSRU vocoder has been improved upon 
slightly, through more accurate pitch analysis, spectral envelope specification and 
the improved voicing resolution. Unfortunately however, the distortions inherent to 
the simple tim e domain excitation cannot be adequately improved via this method of 
mixed excitation generation, while the more accurate pitch and voicing specification 
introduce great computational complexity into the coder.
The alternative L P C /F F T  based envelope specification methods have been 
shown to be a computationally more efficient solution than the direct digital simu­
lation of traditional analogue channel vocoder methods, while producing marginally 
better results. The results of these two alternatives, in abandoning the channel 
filter based envelope estimation, severely question the logic behind the digital sim­
ulation of a channel vocoder, the roots of which lie deeply in traditional analogue 
capabilities. The capabilities of modern DSP devices perm it the real tim e imple­
mentation of specification and synthesis algorithms impossible in analogue circuits. 
These methods also produce far more accurate and efficient results, realisable with 
less computational load than tha t required by a direct digital simulation of a channel 
vocoder.
While the coder could undoubtedly be further improved, the time domain 
excitation generator has been demonstrated as the limiting factor. The poor com- 
pensational effect of multi-band voicing applied through channel filtering and the 
high computational overheads identified do not justify the further development of 
the JSRU-MBE vocoder.
126
C hapter 7 
C oncluding Sum m ary
This thesis has reported on two low-bit rate coding schemes based on source-filter 
voice coding. As a background to, and resulting from these studies, we have a t­
tem pted to introduce the many factors tha t affect the performance of source-filter 
vocoders. The im portant physical and perceptual features of speech and the general 
form of the source-filter vocoding model were described in chapter 2. Following this, 
the separate problems of spectral envelope and excitation modelling were addressed 
in chapters 3 & 4. While both the coders studied have concentrated upon im­
provement of the vocoder excitation signal analysis and synthesis procedures, the 
understanding of the typical distortions of spectral envelope analysis is essential to 
vocoder design. The main limitations of traditional vocoder excitation modelling 
were identified in chapter 4 as ; inadequate voiced/unvoiced specification of speech, 
errors in determining the pitch period and over-simplifications in the process of 
generating synthetic excitations.
Cepstral encoding of the LPC speech residual
The proposal for the LPC-Homomorphic vocoder described in chapter 5, envisaged 
the use of selected complex cepstral coefficients of the LPC speech residual to regen­
erate an accurate excitation signal. It was hoped tha t this excitation signal would 
provide a more accurate model of the underlying impulse train than the traditional 
pitch controlled tim e domain excitation generation. Additionally, the spectral zero 
information lost in LPC analysis is encoded in the cepstral coefficients. The coding 
scheme attem pted the joint inverse transformation of the excitation and impulse re­
sponse cepstral coefficients to produce an excitation containing the full mixed-phase
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information of the complex cepstrum.
The investigation into this coder has shown this proposal to be impracticable 
for good quality, efficient encoding of the LPC speech residual signal. The major 
source of system failure has been shown to be the accurate phase unwrapping re­
quired by full tim e domain regeneration from limited cepstral coefficients. Incorrect 
phase unwrapping corrupts the tim e domain offset of the regenerated excitation 
impulse train and also distorts the low cepstral coefficients associated with impulse 
response deconvolution. Joint regeneration of impulse and excitation via this liftered 
inverse cepstrum has been shown to produce serious distortions. The proposed cep­
stral excitation littering scheme has also been shown to be theoretically inadequate 
for impulse train encoding in addition to being heavily susceptible to pitch predic­
tion errors. It has therefore been concluded tha t while the complex cepstrum may be 
suitable for speech analysis, its application to low bit rate speech excitation coding 
is not feasible.
M ixed voicing enhancem ent of synthetic excitation
Whereas the previous coder attem pted a transform based encoding of the excitation 
signal, the second study of this thesis proposed tha t a traditionally generated tim e 
domain excitation signal be enhanced to mimic the natural mixed voicing nature 
of speech. A channel vocoder was used in this investigation as the filter bank syn­
thesis procedure seemed well suited to the spectral signal mixing proposed. During 
the course of this research, solutions were also proposed to the inherent envelope 
modelling distortions of channel filter based analysis.
The results of this research demonstrated tha t the quality of the single band 
channel vocoder had been improved slightly, although through a number of factors in 
addition to the main objective of voicing enhancement. More accurate pitch analy­
sis than tha t originally specified for the underlying JSRU channel vocoder obviously 
produced a significant quality improvement, but this is of no value in assessing the 
mixed voicing. Alternative L P C /F F T  based spectral envelope specification methods 
were also shown to produce improved channel amplitude accuracy, while being com­
putationally far more efficient than the direct digital simulation of the traditional 
analogue channel vocoder methods. The results of these alternatives, in abandon­
ing the channel filter based envelope estimation, severely question the logic behind 
digital simulation of a channel vocoder, the roots of which lie deeply in traditional
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analogue capabilities.
The main study objectives of improved voicing specification and the filter bank 
spectral mixing procedure were shown to produce improved speech naturalness. Un­
fortunately however, the quality increase was not too significant, being far inferior 
to the attainable synthetic speech quality given an optimum excitation signal. In 
addition, the more accurate pitch and voicing specification introduced great com­
putational complexity into the coder, which is not justified by the resulting quality 
improvement. It was concluded the distortions inherent to the simple tim e domain 
excitation could not be adequately improved via this method of mixed excitation 
generation. The tim e domain excitation generator has been dem onstrated as the 
limiting factor and the poor compensational effect of multi-band voicing applied 
through channel filtering and the high computational overheads identified do not 
justify the further development of the JSRU-MBE vocoder.
While both speech coders investigated in this research have proved ultim ately 
unsuccessful, it is hoped tha t the knowledge of vocoder methods gained through 
these studies and presented herein is of some value to later research.
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A p p en d ix  A
JS R U  C hannel V ocoder  
Schem atics
This appendix contains detailed implementation descriptions of the channel analy­
sis and synthesis required for the single-band JSRU channel vocoder. Schematics 
of channel analysis filtering, channel am plitude estimation and channel synthesis 
are provided, along with tables of the required filter coefficients. These routines 
are largely unchanged in the implementation of the multi-band channel vocoder, 
requiring only slight modification to the channel excitation selection in synthesis, 
as described in section 6.1. Details of excitation analysis and synthesis are not 
described here, being adequately covered in Chapter 6.
A .l  C hannel A n alysis F ilter in g
The scheme for generating the band-limited channel signal of the JSRU coder is 
shown in Figure A.I.
The raw input speech is first pre-emphasised to remove the typical spectral roll­
off of voiced speech. This reduces the spectral dynamic range to aid the subsequent 
task of channel am plitude quantisation. This filter produces a 6dB treble lift with 
a corner frequency of 1kHz.
The pre-emphasised speech is next applied to a DC rejection filter which is 
required for the channel amplitude estimation algorithm to be described shortly. 
This filter has an 80Hz corner frequency in order to provide some attenuation to 
mains supply interference on the input data.
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The 19 channel analysis filters used by the JSRU vocoder are implemented 
using two cascaded, second order Butterworth stages. The filter coefficients are 
derived using the matched Z transform from analogue prototype designed for the 
channel centres and bandwidths specified in section 6.1.1. The general transfer 
function of these filters, given in equation A .l, contains common num erator zeros 
for all filters. Consequently, these common zeros are implemented in an FIR  filter 
stage prior to the 19 separate pole stages. The num erator A ln /i h  A lii/2 terms are 
used to adjust the peak gain of the channel filters to unity.
T ( Z)  =
A ln /i .( l  — Z  2) A 2n/1.(l — Z ~ 2)
(1 T  A ln ;iZ  1 +  k \ n i2Z  2) (1 T A2nn Z  1 +  A2nl2^  2)
(A .l)
C Z ( Z )  = (1 - ‘2Z~2 + Z - 4)
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Coefficient Value
PRE/i 1.899
p r e /2 -0.899
DCRfi 0.9696
d c r /2 -0.9696
DCR^ -0.9391
ACZ/i 1.0
a c z /2 0.0
ACZ/3 -2.0
a c z /4 0.0
a c z /5 1.0
Table A .l: JSR U  Analyser filter Coefficients (misc)
n
An/i A ln .i A ln i2 An/2 A2nj! A2n*2
1 0.083829 -1.922430 0.946562 0.024826 -1.875830 0.924478
2 0.057125 -1.881920 0.942848 0.036436 -1.831300 0.928120
3 0.043471 -1.826670 0.940994 0.047873 -1.768550 0.929948
4 0.035289 -1.756010 0.939884 0.058954 -1.689290 0.931047
5 0.029901 -1.670190 0.939144 0.069561 -1.594620 0.931780
6 0.026128 -1.569800 0.938616 0.079589 -1.485550 0.932304
7 0.027990 -1.414950 0.924063 0.114046 -1.295850 0.915915
8 0.025164 -1.251790 0.923530 0.126784 -1.121610 0.916444
9 0.023137 -1.071450 0.923119 0.137806 -0.931665 0.916852
10 0.021680 -0.876385 0.922794 0.146971 -0.728679 0.917175
11 0.020657 -0.669259 0.922530 0.154135 -0.515501 0.917438
12 0.025911 -0.400202 0.898768 0.211650 -0.191227 0.890851
13 0.025468 -0.105340 0.898285 0.214919 0.104931 0.891241
14 0.025640 0.191994 0.897964 0.212984 0.398619 0.891560
15 0.026450 0.484510 0.897696 0.205879 0.682575 0.891826
16 0.049165 1.085170 0.840829 0.230953 0.830065 0.851935
17 0.060784 1.400770 0.841381 0.183978 1.191660 0.851376
18 0.085472 1.639060 0.841833 0.127223 1.487270 0.850919
19 0.221035 1.726230 0.747418 0.092465 1.654320 0.767291
Table A.2: JSRU  Analysis filter Coefficients.
A .2 C hannel A m p litu d e  E stim ation
The digital implementation of the traditional analogue amplitude estimation scheme 
is shown in figure A.2. This process, repeated for each of the 19 channel filters, 
produces 50Hz channel energy samples, through rectification, block summation down 
to 400Hz sample rate, 25Hz low pass filtering and then final down-sampling to 50Hz. 
The transfer function of the 25Hz filter, operating at a 400Hz sample rate, is given 
in equation A.2.
T ^  1 +  L P 2 5 n ^ -1 +  LP25 i2Z-*  ^A‘2^
Where, LP25yi =  0.1166, LP25n =  -1.4570, LP25i2 =  0.5739
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A .3 C hannel S yn th esis  F ilter in g
The 19 channel synthesis filters used by the JSRU vocoder are implemented using 
single pole Butterw orth stages as shown in figure A.3. The filter coefficients are 
again derived using the matched Z transform from analogue prototype designed for 
the channel centres and bandwidtlis specified in section 6.1.3. The general transfer 
function of these filters, given in equation A.3, again contains common num erator 
zeros for all filters, which are implemented in an FIR  filter pre-processing stage. The 
num erator S ln /i terms are used to adjust peak signal gain of the channel filters to 
unity.
During unvoiced intervals, the channel 19 filter is replaced with the wider 
channel 19a filter. This filter is identical to the channel 19 analysis filter except 
tha t its peak signal gain is attenuated by 11.5dB relative to the other synthesis 
channels. The input to the channel 19a filter must n o t pass through the synthesis 
filter common zero stage. To maintain memory continuity, the inactive filter of the 
channel 19 pair is excited with zeros and summed into the composite output.
The channel filter outputs are finally summed with alternating signs and ap­
plied to a de-emphasis filter, to remove the pre-emphasis filtering applied in analysis.
T( Z)  =
Sn
(1 +  S n n Z - i  + Sn i2Z~*)
(A.3)
CZ ( Z )  =  (1 -  Z ~2)
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n
Sn/i Snt-i Sn i2
1 0.015500 -1.934130 0.969000
2 0.015500 -1.890820 0.969000
3 0.015500 -1.830740 0.969000
4 0.015500 -1.754410 0.969000
5 0.015500 -1.662510 0.969000
6 0.015500 -1.555850 0.969000
7 0.015500 -1.392340 0.969000
8 0.015500 -1.219060 0.969000
9 0.015500 -1.028880 0.969000
10 0.015500 -0.824434 0.969000
11 0.015500 -0.608564 0.969000
12 0.023069 -0.305947 0.953862
13 0.023069 -0.000347 0.953862
14 0.023069 0.305225 0.953862
15 0.023069 0.603333 0.953862
16 0.023069 1.020390 0.953862
17 0.023069 1.381040 0.953862
18 0.023069 1.665370 0.953862
19 0.023069 1.857660 0.953862
19al 0.221035 1.726230 0.747418
19a2 0.092465 1.654320 0.767291
Table A.3: JSRU  synthesis filter Coefficients.
Coefficient Value
SCZft 1.0
scz /2 0.0
scz /3 -1.0
DEEM,! 0.5267
DEEM;, -0.4734
Table A.4: JSRU  Synthesis filter Coefficients (misc)
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