We use the transfer matrix formulation of scattering theory in two-dimensions to treat the scattering problem for a potential of the form v(x, y) = ζ δ(ax + by)g(bx − ay) where ζ, a, and b are constants, δ(x) is the Dirac δ function, and g is a real-or complex-valued function. We map this problem to that of v(x, y) = ζ δ(x)g(y) and give its exact and analytic solution for the following choices of g(y): i) A linear combination of δ-functions, in which case v(x, y) is a finite linear array of two-dimensional δ-functions; ii) A linear combination of e iαny with α n real; iii) A general periodic function that has the form of a complex Fourier series. In particular we solve the scattering problem for a potential consisting of an infinite linear periodic array of two-dimensional δ-functions. We also prove a general theorem that gives a sufficient condition for different choices of g(y) to produce the same scattering amplitude within specific ranges of values of the wavelength λ. For example, we show that for arbitrary real and complex parameters, a and z, the potentials z ∞ n=−∞ δ(x)δ(y − an) and a −1 zδ(x)[1 + 2 cos(2πy/a)] have the same scattering amplitude for a < λ ≤ 2a.
Introduction
Recently we have developed a transfer-matrix formulation of scattering theory in two and three dimensions that allows for an exact solution of the scattering problem for the δ-function potential in two and three dimensions, [1] . This is particularly remarkable, because unlike the standard approach based on the Lippmann-Schwinger equation, it does not lead to a singular result that would require a renormalization scheme [2, 3, 4, 5] . In the present paper, we study the utility of this approach in solving the scattering problem for the potentials of the form v(x, y) = ζ δ(ax + by)g(bx − ay).
(1)
Here ζ, a, and b are real parameters and g : R → C is a piecewise continuous function having a Fourier transform. The potential (1) describes a singular interaction that is localized on a subset S of the line ax + by = 0 in R 2 , namely Suppose that an incident plane wave with wave vector k 0 = k(cos θ 0 e x + sin θ 0 e y )
scatters off a potential of the form (1), where k is the wavenumber, θ 0 is the incidence angle, and e j is the unit vector along the j-axis. If b = 0, we can rotate the coordinates by an angle ϕ := arctan(−a/b) that transforms x and y to x ′ := sin ϕ x − cos ϕ y and y ′ := cos ϕ x + sin ϕ y. Using these relations in (1), we have
where ζ ′ := ζ/ √ a 2 + b 2 and g ′ (y ′ ) := g( √ a 2 + b 2 y ′ ). Equation ( 
allow us to identify the scattering of the incident plane wave with incident angle θ 0 by the potential (1) with the scattering of an incident plane wave with incident angle θ 0 + |ϕ| − πsgn(ϕ)/2 by the potential v(x, y) = ζ δ(x)g(y).
In other words, without loss of generality, we can confine our attention to potentials of the form (5) which are supported on the following subset of the y-axis:
S := (0, y) ∈ R 2 | g(y) = 0 .
Two interesting special choice for g(y) are
c n δ(y − a n ), (6) g(y) = N n=−N c n e iαny ,
where N is a positive integer, c n are real or complex constants, and a n and α n are real parameters. These respectively correspond to the potentials:
where z n := ζc n . If there is some positive real parameter α such that α n is an integer multiple of α, (9) is a periodic function of y. Our aim is to obtain an exact solution of the scattering problem for the potentials of the form (8) and (9) for any choice of N, z n , a n , and α n , as well as the class of arbitrary y-periodic potentials, which we can express as
In particular, we offer an exact solution of the scattering problem for the periodic δ-function potentials of the form:
where z and a are respectively nonzero complex and real parameters. This potential models an infinite periodic linear array of point scatterers in two dimensions that has been considered using standard Green's function methods in the literature. See for example [6] and references therein.
Transfer-matrix in two dimensions
Consider a scattering potential v(x, y) with sufficiently fast decay rate such that for x → ±∞ the solutions of the Schrödinger equation (4) tend to
where
and A ± (p) and B ± (p) are coefficient functions vanishing for p / ∈ [−k, k], i.e., they belong to
By definition, the transfer matrix of v(x, y) is the 2 × 2 matrix operator M(p) satisfying
Note that in general its entries, which we denote by M ij (p), are linear operators acting in S. This notion of transfer matrix has two remarkable properties [1] :
Property 1: It contains complete information about the scattering properties of the potential.
Property 2: It shares the composition property of its well-known one-dimensional analog [7] .
To describe Property 1 in more detail, we take the x-axis as the scattering axis and recall that for a left-incident wave with wavevector (2), the scattering solutions of (4) have the asymptotic form [8] :
where r is the position vector with Cartesian coordinates (x, y) and polar coordinates (r, θ), and f (θ) is the scattering amplitude. It turns out that the latter is uniquely determined by the transfer matrix M(p). To see this, we introduce
and note that for our left-incident wave,
where p 0 is the y-component of k 0 , i.e.,
].
In Ref. [1] we derive an explicit expression for the scattering amplitude in terms of M ij (p) for a normally incident wave, i.e., θ 0 = 0. The application of this approach to an incident wave with an arbitrary incident angle yields
This completes our discussion of Property 1. Property 2 follows from the intriguing observation that, similarly to its one-dimensional analog [9] , the transfer matrix M(p) can be expressed in terms of the evolution operator for an effective non-Hermitian Hamiltonian operator. More specifically let U(x, p) be the solution of
where H(x, p) is the effective non-Hermitian Hamiltonian operator:
σ j are the Pauli matrices, v(x, i∂ p ) is the integral operator acting in S according to
dy e −iKyy v(x, y) is the Fourier transform of v(x, y) with respect to y, and I is the 2 × 2 identity matrix. Then M(p) = U(∞, p). In other words, we can express the transfer matrix as the time-ordered exponential:
where x plays the role of time [1] .
3 Solution of the scattering problem for v(x, y) = ζ δ(x)g(y)
For a potential of the form (5), the effective Hamiltonian (21) takes the following simple form
where G is the integral operator acting in S according to
Because K 2 is the zero matrix, the terms involving products of H(x, p) on the right-hand side of (24) vanish, and we find the following exact formula for the transfer matrix.
Because entries of M(p) map elements of S to elements of S, according to (27) the same should hold for G, i.e., the domain of G consists of integrable elements of S such that the right-hand side of (26) belongs to S.
Using (27) in (17) and (18), we have
= 2π
The first equation in (28) together with (19) imply
).
Eq. (29) is clearly suitable for a perturbative calculation of T ± (p) and hence the scattering amplitude (30). Next, we recall that according to (15) and (16),
In view of this relation, (28) is equivalent to the following integral equation for A + (p)
It is crucial to note that we seek for the solutions of this equation in S, i.e., A + (p) = 0 and GA + (p) = 0 for all |p| > k.
Exactly Solvable Potentials
In this section we consider different choices of g(y) for which we can solve Eq. (32) exactly.
Finite linear array of δ-function potentials in two dimensions
Consider setting
where N is a positive integer, and c n and a n are respectively complex and real parameters. Then the potential (5), which assumes the form
with z n := ζ c n , describes a finite linear array of point interactions in two dimensions. For N = 1, (34) is the δ-function potential in two dimensions, whose bound state problem for real and negative values of z has been studied extensively [2, 3, 4, 5, 10] . The Dyson series solution of the LippmannSchwinger equation for this potential involves divergent terms starting with the second order term. Therefore the standard perturbative solution of this equation encounters serious difficulties. In order to employ our approach for the computation of the scattering amplitude for potentials of the form (34), we first use (26) and (33) to compute GA + (p). Substituting the result in (32), we find
where x n :=Ǎ + (a n ) and for each φ ∈ S,
is the inverse Fourier transform of φ(p). Comparing (31) and (35) we can identify the second term on the right-hand side of (35) with T + (p). Substituting this in (30) gives
This reduces the solution of the scattering problem for the potential (34) to the determination of x n . These generally depend on k and p 0 and consequently θ 0 . In order to compute x n , we first calculate the inverse Fourier transform of A + (p) using (36). Because A + (p) vanishes for |p| > k, and it is given by (35) for |p| ≤ k, this calculation giveš
where J 0 stands for the Bessel-J function of order zero, and we have made use of the identity: k −k dp e iap /ω(p) = πJ 0 (ak). If we evaluate (38) at y = a m and note that x n :=Ǎ + (a n ), we find the following linear system of equations for x n .
where m = 1, 2, · · · N and
Eqs. (38) and (39) are Foldy's fundamental equations of multiple scattering [11] . Here they follow from the application of our approach to scattering theory [1] to potentials of the form (34). The values of k for which the matrix A of coefficients A mn of the system (39) is singular, i.e., det A = 0, correspond to the spectral singularities [12] of the potential (34).
1 Except for these, A is invertible and we can express the solution of (39) in the form x = A −1 b, where x and b are column vectors with entries x m and b m , respectively. It is interesting to see that A and therefore spectral singularities do not depend on p 0 and hence the incidence angle θ 0 .
Let us examine some simple particular cases:
1) δ-function potential in two dimensions:
For N = 1, (34) is a delta-function potential localized at the point (0, a 1 ) of the plane, and because J 0 (0) = 1, (40) gives A = A 11 = 1 + iz 1 /4 and b = b 1 = e ia 1 p 0 . Therefore,
. Substituting this in (37) and noting that p 0 = k sin θ 0 , we find
For a 1 = 0 this expression reproduces Eq. (25) of Ref. [1] .
2) Double-δ-function potential in two dimensions:
and (40) gives
In particular, the spectral singularities of (42) are given by the real values of k for which
vanishes. 2 We can easily invert A, determine x, and use (37) to compute f (θ). This results in
1 Spectral singularities are energies at which a scattering solution of the Schrödinger (or Helmholtz) equation behaves like a zero-width resonance [12] . For an optical system modeled by a scattering potential, they give the laser threshold condition for the system [13] . For a discussion of the optical realizations of scattering potentials in two dimensions and their spectral singularities, see [1, 14] 
=: z and a 1 = −a 2 = a/2. In this case, (45) reduces to
Spectral singularities of the potential (42) are determined by ∆(z, k) = 0, which is equivalent to
Because J 0 (x) < 1 for x > 0, this equation shows that spectral singularities arise only for imaginary values of z.
For a normally incidence wave, θ 0 = 0 and (46) simplifies to
In particular, the intensity of the scattered wave, which is proportional to |f (θ)| 2 , vanishes for sin θ = ±π/ak = ±λ/2a, where λ := 2π/k is the wavelength of the incident wave. In particular |f (θ)| 2 > 0 unless of λ < 2a. In this case, the intensity of the scattered wave vanishes along the four directions given by θ = ±arcsin(
). At a spectral singularity the potential emits purely outgoing waves along all directions except these.
Potentials of the form δ(x)
N n=−N z n e iα n y Consider the potentials:
which correspond to the choice (7) for g(y). For this choice (26) gives
Since N is arbitrary and the coefficients c n can be zero, without loss of generality we can set α 0 = 0 and demand that α −n = −α n < 0 whenever n = 0. By inspecting the consequences of employing (50) in (32) and noting that A + ∈ S, we have arrived at the following ansatz for the solution of (32):
Here x m are undetermined complex coefficients, α := (α 1 , α 2 , · · · , α N ) ∈ R N , α n are the parameters of the potential (49), M is the set of N-tuples of integers m :
and m · α := N n=1 m n α n . Notice that k and p 0 are input parameters of the scattering problem. For each value of these parameters, (52) puts an upper bound on the possible choices for m. This shows that M is a finite subset of Z N . We arrive at the same conclusion by noting that because
Inserting (51) in (32) and using (50) we are led to an equation that we can put in the form
Here for all ℓ, m ∈ M,
Because δ(p − p 0 − m · α) are linearly independent, (54) is equivalent to the following linear system of equations for x m :
Solving this system we can determine A + (p) and use (31) and (30) to obtain T + (p) and f (θ), respectively. In fact, it is not difficult to show that
where we have made use of (30), (31), and (51), and introduced:
According to (58), a potential of the form (49) scatters a left-incident plane wave with wavenumber k and incident angle θ 0 into a superposition of a finite number of plane waves with wavevector:
Eqs. (58) and (59) Next, we examine the application of our approach for solving the scattering problem for the potential:
where α is a positive real parameter, and we use z ± for what we previously denoted by z ±1 . In this case, N = 1 and
In order to determine this set, we consider different ranges of values of k and p 0 .
Using these in (57) we find x 0 = 4πω(p 0 )/[2ω(p 0 ) + iz 0 ], which in view of (58) and (59) implies
According to this equation, whenever z 0 takes a positive imaginary value, i.e., Re(z 0 ) = 0 and Im(z 0 ) > 0, and |z 0 | < α, the potential has a spectral singularity at some wavenumber
) and incident angle θ 0 = arccos(z 0 /2ik). 3 Another interesting consequence of (64) is that the potentials of the form (61) with z 0 = 0 are omnidirectionally invisible for any left-incident plane wave with wavenumber k < α/2.
Case 2) k < α ≤ 2k: Because elements m of M satisfy (53), we have |m| ≤ 2k/α. This together with the fact that 2k/α < 2 imply M ⊂ {−1, 0, 1}. Further inspection of the condition |mα + p 0 | ≤ k, reveals the following.
2.a) For |p 0 | < α − k, which corresponds to |θ 0 | < arcsin(α/k − 1), we have M = {0}, and Eqs. (63) and (64) hold. In particular, if z 0 = 0, the potential (61) is invisible for any left-incident plane wave whose wavenumber k and incident angle θ 0 satisfy k < α ≤ 2k and |θ 0 | < arcsin(α/k − 1).
2.b) For p 0 ≥ α − k, which corresponds to θ 0 ≥ arcsin(α/k − 1), we have M = {−1, 0}. In this case, (55) gives
where we have employed the shorthand notation: ω 0 := ω(p 0 ), and ω ± := ω(p 0 ± α). It is easy to show that
where θ ± := arcsin(sin θ 0 ± α). The zeros of the right-hand side of (66) gives the spectral singularities of the potential that are located in the range of values of k and θ 0 given by
For det A = 0 we can solve (57) and determine f (θ) using (58). This gives
According to this relation, the potential (61) is invisible for incident waves with wavenumber k of incident angle θ 0 satisfying (67), if z 0 = z − = 0.
2.c) For p 0 ≤ k − α, which corresponds to θ 0 ≤ −arcsin(α/k − 1), we have M = {0, 1}. In this case, a similar analysis leads to (66) and (68) with θ − changed to θ + . In particular, spectral singularities of the potential (61) at k and θ 0 satisfying k < α ≤ 2k and θ 0 ≤ −arcsin(α/k − 1) are given by the zeros of the right-hand side of (66) with θ − changed to θ + .
The above analysis can be extended to obtain a systematic procedure for solving the scattering problem of the potential (61) for arbitrary k and θ 0 . Let j be the integer part of 2k/α, i.e., the largest integer that is not larger than 2k/α. If j = 0, we have 2k < α which we have treated as Case 1 above. For j ≥ 1, we have 2k
Setting j = 1 in this relation, we find Case 2 above. A close examination of the definition of M, i.e., the condition |mα + p 0 | ≤ k on its elements m, reveals the fact that whenever (69) holds for j ≥ 1, M has either j or j + 1 elements. The identity of these elements however depends on the value of p 0 (alternatively θ 0 .) Specifically, for each q ∈ {0, 1, 2, · · · , j},
Notice that the cases considered in this equation exhausts all possible values of p 0 , i.e., the interval
Having determined M, we have the range of values of the labels ℓ and m of A ℓm and b ℓ that specify the system of equations (57). This allows us to determine their explicit form using (55) and calculate the determinant and inverse of A. These respectively give the location of the spectral singularities and the solution of the system, i.e., x m . Substituting the latter in (59) and employing the result in (58), we finally find the explicit form of the scattering amplitude.
General y-periodic potentials of the form δ(x)g(y)
Suppose that g(y) is a periodic function with Fourier series expansion:
where c n and α are respectively complex and positive real parameters. Then (5) takes the form
where z n := ζc n . Substituting (71) in (26), we have
Because A + (p) = 0 for |p| > k, this equation reduces to (50), if we identify N with the integer part of 2k/α, and set α n := nα. This suggests that we can use the approach of Sec. 4.2 to solve the scattering problem for the potentials (72). The only difference is that now N is determined by the value of k. The above argument proves the following theorem. 
Infinite periodic linear array of δ-function potentials in two dimensions
Consider the potential
where z is a complex coupling constant and a is a length scale. This potential describes an infinite linear array of equally spaced identical δ-function point interactions. It is a one-dimensional KronigPenney potential, also known as a Dirac Comb, embedded in two dimensions. Let α := 2π/a. Then we can use the identity:
to express (74) as
Because we can identify (74) with (75), in view of the results of Sec. 4.3, we have a complete solution for its scattering problem. In particular, Theorem 1 leads to the following observations.
In Ref. [6] the authors consider the scattering problem for an infinite periodic linear array of isotropic point scatterers in two dimensions. They model the point scatterers as closed regions in plane whose size is much smaller than the wavelength of the incident wave. They define the scattering problem by imposing the Dirichlet boundary conditions at the boundary of the scatterers in the limit that the ratio of their size to the wavelength tends to zero. They also demand outgoing boundary conditions for the scattered wave away from the scatterers. Although our approach does not rely on any choice of boundary conditions, there are striking similarities between our results and those of [6] . For example in both treatments the scattered wave turns out to consist of finitely many plane waves, and the number of these waves as computed in [6] coincides with the value given by Theorem 1 above. The explicit form of these plane waves, however, differs from those of our approach. To see the reason, we note that the analysis of [6] makes use of Theorem 1 of Ref. [15] which applies to Case I in the classification scheme provided in [15] . The appearance of J 0 [k(a m − a n )] in Eq. (40), which has a power series expansion in powers of k 2 , shows that the scattering problem for the δ-function array (74) belongs to Case II of [15] . This explains the difference between our results and those of [6] .
Concluding Remarks
Scattering due to a δ-function potential in one dimension is a standard textbook example of an exactly solvable scattering problem [16] . Multiple-δ-function potentials in one dimension are also known to lead to exactly solvable scattering problems. In particular, the n-th order perturbation theory gives the exact expression for the reflection and transmission amplitudes of a multiple-δ-function potential consisting of n point interactions [17] . There has also been attempts to explore the scattering properties of semi-infinite periodic arrays of δ-function potentials in one dimension [18] . The study of higher dimensional generalizations of these potentials, however, is a much more difficult problem [6, 19, 20] . In particular, the divergences appearing in the Green's function defined by these potentials have led to intricate renormalization schemes for dealing with them [2, 3, 4, 5] .
Recently we have developed a multi-dimensional transfer matrix formulation of scattering theory that turns out to produce an exact and finite expression for the scattering amplitude of the δ-function potential in two and three dimensions [1] . In the present article, we have considered a class of scattering problems in two dimensions that share this feature of the δ-function potential in two dimensions. This class includes δ-function potentials that are supported on a subset of a line in two dimensions. Our approach to scattering theory reduces the scattering problem for these potentials to an integral equation that we can solve analytically for a number of interesting cases. Among these are arbitrary finite linear arrays of two-dimensional δ-function potentials, δ-function potentials supported on a line with periodic spatial dependence along the line, and in particular a Dirac comb potential with centers of interaction lying on a line. For all these potentials we offer an analytic scheme for the computation of the exact scattering amplitude. A byproduct of our results is an interesting theorem on potentials that have the same scattering properties in a specific spectral band.
The results we have reported here admit natural extensions to three dimensions. We expect these to be of particular interest in the study of acoustic point scatterers [21, 22] .
