In this paper, we provide new evidence on the determinants of absenteeism using linked employer-employee data (the Workplace Employee Survey from Statistics Canada, 1999). Linked data provides with a unique opportunity to disentangle con ‡icting causes of absenteeism: it has long been recognized that while the decision to skip work is taken by the individual, reasons for doing so might be related to personnal considerations or the organization context of the …rm resulting from unsatisfactory conditions which a¤ect the personnel (Frankel (1921) ). In our analysis, we …rst extend the typical laborleisure model used to analyze the decision to skip work to include …rm-level policy variables relevant to the absenteeism decision. We then provide a count data model on the number of non-paid sick leaves that explicitely takes into account unobserved heterogeneity at both the individual and …rm level and yields estimates of the impact of workplace and individual characteristics on absenteeism decisions.
Introduction
In this paper, we provide new evidence on the determinants of absenteeism using linked employer-employee data. Linked data provides with a unique opportunity to disentangle con ‡icting causes of absenteeism. It has long been recognized that while the decision to skip work is taken by the individual, reasons for doing so might also be related to personal considerations or the organization context of the …rm resulting from unsatisfactory conditions which a¤ect the personnel. This was recognized early by Frankel (1921) who de…ned absenteeism as : " ... the more or less involuntary absence of employees form work for reasons which may be considered unavoidable on the part of the employee". His focus was on absenteeism as a predictor of near future labor mobility Many studies have since have added to our understanding of absenteeism and its determinants. However, we argue that most of these studies su¤er from less than adequate data. A …rst strand of the literature focuses on only one kind of absenteeism, namely absenteeism due (o¢ cially) to health reasons. These studies generally have data from a health insurance company or government agency. Using data from the National Social Insurance Board of Sweden, Henrekson and Persson (2004) …nd that more generous compensation for sick leave is associated with permanent increase in absenteeism. Johansson and Palme (2002) model the number of days for which each individual receives compensation from sickness insurance using data from the 1991 Swedish Level of Living Survey (SLLS). They …nd that measures of the cost of absence a¤ect worker's absenteeism decision using a national experiment where Sweden changed it national income replacement program for short-term sickness 1 . Vistnes (1997) uses the 1987 National Medical Expenditure Survey from the United States to …nd that self-reported health status is a better predictor of absenteeism than economic factors such as wages and that the presence of small children in the household has a greater impact of women's absenteeism decision than men.
A second strand of the literature use detailed absenteeism data from one company or very small sample of …rms. Kauermann and Ortlied (2004) model the number of days of absenteeism per month using data from one German …rm focusing on the link between absenteeism and downsizing. They …nd that workers who are to be laid o¤ are more frequently absent before leaving the company. Barmby (2002) has data on one UK manufacturing …rm to study the link between the structure of the remuneration contract and absence. Delgado and Kiesner (1997) model the number of times of absence from a job in a year due to illness for persons working for London buses operators. Drago and Wooden (1992) …nd evidence related to work practices and absenteeism decisions using a sample of 15 …rms from the U.S., Canada and New-Zealand. They …nd that workgroup cohesion and job satisfaction were related to low level of absence while the use of shift work had the opposite e¤ect. A nice feature of the work of Barmby, Orme, and Treble (1991) is that their statistical model takes into account both the incidence and the severity of absenteeism although they model them separately. They apply their model to a sample of four factories of an unidenti…ed …rm. Wilson and Peel (1991) have data on a sample of 52 …rms in the engineering and metal industry in the United Kingdom. They …nd that …rms with participation schemes where employees are involved in decision making had signi…cantly lower average absenteeism. 2 3 In this paper, we examine the determinants of absenteeism using the Workplace Employee Survey (WES) 1999-2000 from Statistics Canada, a survey representative of the universe of …rms operating in Canada. In each …rm included in the data set, a sample of workers from the …rm was sampled and we have detailed micro data on each of these workers, including days of absenteeism during the year and detailed demographic characteristics and human capital variables. Because of the discrete nature of the data, we use count data models to estimate the impact of workplace and individual characteristics on the number of non-paid and paid sick leaves as well as on leaves due to other reasons (see also Delgado and Kiesner (1997) and Kauermann and Ortlied (2004) for other studies of absenteeism using count 2 Other papers focusing on absenteeism include Gilleskie (1998) who focuses on absenteeism decision of individuals with acute illnesses, Ehrenberg (1970) who study the link between absenteeism and the decision of the …rm to use overtime, and Allen (1983) who estimates the cost of absenteeism.
3 Earlier studies include Kenyon and Dawkins (1989) , Dunn and Youngblood (1986) and Allen (1981). data models).
We start …rst by extending the typical labor-leisure model used to analyze the decision to skip work to include …rm-level policy variables relevant to the absenteeism decision. We next provide an econometric model that explicitly takes into account the count data nature of absenteeism data and takes into account unobserved heterogeneity at both the individual and …rm level.
Results are presented in section 5 and the next section brie ‡y concludes. 
Theoretical Model

Empirical speci…cation
We use an econometric model to evaluate the absenteeism probabilities for employees within …rms. Our model adapts Angers, Desjardins, Dionne, and Guertin (2004) to capture both worker and …rm unobserved heterogeneity.
To model the number of weeks of absenteeism, we use a Poisson model (see Hausman, Hall, and Griliches (1984) ). Let y t ij be the number of weeks of absenteeism for employee i in …rm j at time t. The basic model is
It is typical to introduce unobserved heterogeneity in the Poisson model in a multiplicative form through t ij . We use the following parameterization
and parameter j is the random e¤ect associated with …rm j, that is unobservable heterogeneity related to …rm j and a¤ecting the absenteeism decisions of its employees; whereas ij is the random e¤ect of employee i in …rm j and represents unobserved heterogeneity at the individual level. Note that we assume that the random e¤ects are nested (we do not observe employees moving from …rm to …rm) in accordance with the structure of the data set we are using for the estimation.
Within each …rm, we assume that
where E j is the total number of employees sampled from …rm j. We make the hypothesis (to obtain a parametric model) that ij follows a Dirichlet parametric distribution 1 ; 2 ; :::; E j and that j follows a gamma parametric
For a …rm j with E j employees, the joint distribution of weeks of absenteeism is given by 
where person e¤ects are represented by . The conditional density is written as Pr y t 1j ; :::; y t E j j j 1j ; :::
Pr y t 1j ; :::; y t E j j j j ; 1j ; :::
where j is a …rm speci…c e¤ect.
If we assume the conditional distribution is Poisson and the …rm e¤ects follow a gamma distribution and if we integrate out the …rm e¤ect j , we obtain a multivariate distribution for the number of weeks of absenteeism with the conditional joint distribution being equal to Pr y t 1j ; :::; y t E j j j 1j ; :::
If one substitute for this multivariate density in (1) and if we assume that the person e¤ects follow a Dirichlet distribution with parameters 1 ; :::; E j , we obtain Pr y t 1j ; :::; y t
In order to solve this equation, one must …nd the solution to the following
:::
Following Angers, Desjardins, Dionne, and Guertin (2004), we approximate it through the use an hypergeometric function. We could also use Monte-Carlo approximation.
Estimation
To estimate the statistical model with the hypergeometric approximation, we make the simplifying assumption that it is possible to separate the workers into two groups, for example, and de…ne G 1 = 1; :::; g as all the workers in the …rst group with
t ij g and G 2 = g + 1; :::; I f as all the workers in the second group with
The integral of equation 3 thus becomes Z 1 0 :::
the integral can be rewritten as Z :::
and by substituting equation 4 in equation 2, the distribution of the number of weeks of absenteeism at period t of the workers in …rm j is given by
where F 2 1 is a hypergeometric function as de…ned . It should be noted that this procedure in estimating the integral can be generalized to several homogeneous groups, but it is not obvious that the precision gained would be greater than that corresponding to a Monte Carlo approximation of the multivariate integral of equation ?.
Data
We When we consider the e¤ect of organizational design on pay, we must restrict our sample further. This is necessary, since the questions on work practices are intended only for establishments with more than 10 employees and because there is some non-response to these questions. Organizational practices might also be important. We control both for changes in the organizational practices of the …rm and the use of a certain set of them. Indicator variables were created to control for greater integration among functional areas, increase in the degree of centralization and re-engineering, increase in the degree of decentralization, reduction in the number of managerial levels, downsizing, adoption of ‡exible working hours, greater reliance on job rotation and implementation of total quality management, greater reliance on external suppliers, greater inter-…rm collaboration in R&D and production, increase in the use of temporary workers, increase in the use of part-time workers and increase in the use of overtime hours.
We control for the use of employee suggestion, information sharing with employees and use of ‡exible job design, use of problem solving teams, use of self-directed groups and the use of joint labor-management committee. We …nally have an indicator variable for all other organizational changes.
Typically, one would like to also have commuting time, some indicator of the health status of the individual. Since we do not have this observation, we 8 Natural resources, labour tertiary, primary manufacturing, secondary manufacturing, capital tertiary, construction, transport, communication, retail, …nance and insurance, real estate, business services, education and health care and information and culture. 9 Manager, professional, technician/trades, sales/marketing, clerical/administrative and production without certi…cate. assume these factors are taken into account by our unobserved heterogeneity terms.
Results
We present results in four tables. Table 4 presents results for total number of weeks of absenteeism during the year, no matter the reasons. Table 5 shows coe¢ cients results for the Poisson model when we take weeks of sick leave as our dependent variable. In Table 6 , we seek to explain the variations in the number of unpaid weeks of absenteeism. Finally, Table 7 presents results for the model where weeks of paid leaves (for reasons other than sickness) is the dependent variable. In all tables, the …rst column shows coe¢ cient estimates for a simple Poisson model and the second column for an individual random e¤ects Poisson model.
Conclusion
[TO BE ADDED] 
