Establishing a classification model for cancer recognition based on DNA microarrays is useful for cancer diagnosis. Feature selection is a key step to perform cancer classification with DNA microarrays, for there is a large number of genes from which to predict classes and a relatively small number of samples. Automatic methods must be developed for extracting relevant genes which are essential for classification. This paper proposes a novel approach for reducing data redundancy based on fuzzy rough set theory and information theory. A mutual information-based algorithm for attribute reduction is suggested. The method is applied to the problem of gene selection for cancer classification. Experimental results show that the algorithm is more effective than conventional rough sets based approaches.
Introduction
Along with the development of microarray technology, we can obtain DNA microarrays containing millions of genes. Distinguishing classes of cancer based on gene expression levels is important for cancer diagnosis [1] . There is a large number of genes in the gene expression data sets, but only a few of them are essential for classification. The method for extracting relevant genes becomes a key issue for cancer diagnosis.
Existing approaches to feature selection for gene expression data can be generally classified as filter and wrapper methods. Filter methods are essentially data preprocessing or data filtering methods. Features are selected based on the intrinsic characteristics, which determine their relevance or classification power with regard to the target classes. Statistical tests (t-test, F-test) have been shown to be effective [2, 3] . In wrapper methods, feature selection is ''wrapped'' around a learning method: the usefulness of a feature is directly judged by the estimated accuracy of the learning method. It is reported that GSVM-RFE can find multiple compact cancer-related gene subsets on which high leave-one-out validation accuracy can be achieved [4] .
Rough set theory [5] , proposed by Pawlak in 1982, is applied widely in data mining such as classification and feature selection. The main idea of rough set theory is to reduce the redundancy of data by attribute reduction, while preserving the ability of classification. Compared with other approaches to attribute reduction [6] [7] [8] [9] , rough set theory can be used to discover data dependencies and reduce the number of attributes contained in a data set by purely structural methods [5] . The reduced set of attribute preserves the underlying semantics of the features. As a result, much work has been done on rough set based attribute reduction [10] [11] [12] [13] [14] [15] [16] [17] [18] and researchers have proposed some effective ways to apply rough sets into gene selection [19] . One limitation of rough set theory is the lack of effective methods for processing real-valued data, as gene expression data sets are always continuous. The majority of existing methods focus on discretizing the data sets and replacing original data values with crisp values. This is often inadequate, as degrees of objects to the discretized values are not considered. For example, two objects may both be mapped to the same class ''Negative'', but one may be much more negative than the other. Discretization ignores their discrimination. This may cause information loss. A better choice to solve the problem may be the use of real rough set theory [20] or fuzzy rough set theory [21] [22] [23] [24] .
Fuzzy rough sets encapsulate the related but distinct concepts of vagueness of fuzzy sets [25] and indiscernibility of rough sets, both of which are complementary and can be encountered in real-life problems. A fuzzy rough set is the approximation of a crisp set or a fuzzy set in a fuzzy approximation space. The fuzzy rough set model may be used to unravel knowledge hidden in fuzzy decision systems. Fuzzy rough sets have the advantages of rough sets while reducing the information lost in real-valued data sets caused by the discretization in rough sets. With respect to the complexity of fuzzy rough sets, research work of attribute reduction method in fuzzy rough set theory seems not very prevalent. An attribute reduction approach based on an algebraic framework in fuzzy rough set theory was applied successfully to web categorization [26] . In this paper, the information-theoretic framework of rough set theory is introduced into fuzzy rough sets. A mutual information-based algorithm for attribute reduction in fuzzy rough sets is exploited. A simple example shows the operating process of the algorithm. The approach is also used for gene selection. Experimental results show that the algorithm is more effective than conventional rough sets based approaches.
The rest of the article is organized as follows. Section 2 discusses the primary concepts of rough set theory, focusing on dimensionality reduction based on mutual information. Section 3 introduces an algorithm for fuzzy-rough attribute reduction based on mutual information. A typical case is given to demonstrate the procedure. Section 4 shows experimental results on two benchmark data sets, Leukemia [27] and colon microarray [28] . Compared with the results using rough sets, the proposed algorithm is analyzed. Finally, a summary and future research work are presented.
Background
The theory of rough sets offers rigorous mathematical techniques on data analysis, optimization and recognition. However, it lacks the intuitive interpretation for the essence of knowledge under an algebraic setting. Therefore, information-theoretic interpretation is introduced into the theory of rough sets [15, 16, 29, 30] . More specifically, rough set theory under information-theoretic framework is proved to be equivalent to algebraic method [29] .
Basic concepts of rough sets in an information-theoretic framework
In rough set theory, an equivalence relation induces a partition of the universe. The partition can be regarded as a type of knowledge. The meaning of knowledge in information-theoretic framework of rough sets is interpreted as follows. [29] ). Let U be a universe, P, Q denote a family of equivalence relations on the universe. Then P, Q may be considered as random variables on the σ -algebra that is composed of the subsets of the universe U. Let X , Y be two partitions of the universe induced respectively by P, Q , where
Definition 1 (Probability Distribution of Knowledge
then probability distributions of X , Y are defined respectively by:
, j = 1, 2, . . . , m. The ''card(.)'' denotes the cardinality of a set.
Having defined the probability distribution of knowledge, we can give the definitions of information entropy, conditional entropy and mutual information.
Definition 2 (Information Entropy H(P)).
The information entropy H(P) of Knowledge P is defined by:
The entropy is a nonnegative function, i.e, H(P) ≥ 0. It may be interpreted as a measure of the information content, or the uncertainty about knowledge P. Information entropy reaches a maximum value log |U|, when the knowledge P becomes finest. The minimum value 0 is obtained, when the distribution of the knowledge P focuses on a particular value
Definition 3 (Conditional Entropy H(Q |P)).
The Conditional Entropy H(Q |P) of the knowledge Q given by the knowledge P is expressed by:
Conditional entropy is nonnegative and non-symmetric, namely, H(Q |P) ≥ 0 and in general H(Q |P) = H(P|Q ). It measures the additional amount of information provided by Q if P is known.
Definition 4 (Mutual Information I(P; Q )).
Mutual information can be defined by using entropy and conditional entropy as follows:
Mutual information measures the decrease of uncertainty about Q caused by P, and its inverse is the same. It measures the amount of information about P contained in Q or Q contained in P. The amount of information contained in P about itself is obviously H(P), namely, I(P; P) = H(P).
Attribute reduction depends on a criterion determining the attribute importance. By calculating the change in mutual information when an attribute is added to the set of considered condition attributes, a measure of the significance of the attribute can be obtained. The higher the change in mutual information, the more significant the attribute is. [31] ).
Definition 5 (Significance of Condition Attribute
is a decision table and B ⊆ C . For an arbitrary condition attribute a ∈ C − B, its significance is expressed as: The rationale of choosing SGF can be explained as follows. Yao [32, 33] argued that the entropy of a subset of attributes measures the granularity or structuredness of the induced partition. The value of the entropy reflects the roughness of a partition. The larger the value of the entropy is, the finer the partition is, and vice versa. The conditional entropy measures one-way association between two sets of attributes. In Definition 5, the conditional entropy H(D|B) measures inversely the support to D provided by B. Similarly, H(D|B ∪ {a}) measures inversely the support to D provided by B ∪ {a}. The SGF is in fact the change of conditional entropy valued based on B ∪ {a} and B. In other words, it is the reduction of entropy provided by using attribute {a}. Thus, SGF can be used to select important attributes for discovering one-way association. A larger increase of SGF shows a stronger association between B ∪ {a} and D. SGF is a reasonable measure for attribute selection in an algorithm for constructing a reduct.
Attribute reduction
A reduct is a subset of condition attributes that is jointly sufficient and individually necessary for preserving the same information under consideration as provided by the entire set of attributes. MIBARK [31] (Mutual Information-Based Algorithm for Reduction of Knowledge) attempts to find a minimal reduct without exhaustively generating all possible subsets. It starts with relative core and adds one attribute in turn, those attributes that result in the greatest increase in SGF (a, B, D), until ending condition is met. This method does not always generate a minimal reduct, but it does result in a close-to-minimal reduct, which is still useful in reducing data set dimensionality. Step4. Condition attribute set B is a relative reduct we need.
In fact, the obtained reduct is a super reduct produced by addition strategy [35] . In order to obtain a reduct, we should apply deletion strategy on the super reduct. The algorithm MIBARK has the complexity of O(M
Fuzzy-rough attribute reduction
The MIBARK algorithm can only operate effectively with data sets containing discrete values. Since data sets containing real-valued attributes are prevalent, it is necessary to discretize the attributes first. However, this may cause loss of information so that the experimental results are not good enough. As a result, we consider subjective degrees of an object to every discretized values, i.e, fuzzificating the attributes to decrease the loss of information [34] , which results in a fuzzy decision table. Here the fuzzy information entropy and fuzzy conditional entropy are exploited in the process of dimensionality reduction. A corresponding algorithm is presented in this section, which is the main contribution of this paper.
Mathematical techniques for fuzzy-rough attribute reduction
A technique for fuzzy-rough attribute reduction based on the dependence degrees of attributes is studied [26] . We discuss first the information-theoretic expression of knowledge in a fuzzy decision table.
Firstly, we rewrite Formula (1) and (2) 
Thus, formula(1) can be rewritten as:
Formula (2) can be expressed as:
We could apply them in attribute reduction in fuzzy rough sets. 
is a fuzzy set. We call the information system S = (U,Ã) a fuzzy decision table.
In a fuzzy decision table, each object has various degrees of belonging to different classes. In a fuzzy decision table, the value of an object in an attribute is substituted by several subjective degrees depending on the number of classes of the attribute. Next, we describe the information entropy and conditional entropy in a fuzzy decision table.
Definition 7. Suppose a fuzzy decision table S = (U,Ã). P, Q are fuzzy equivalence relations. U/IND(P)
are all fuzzy sets on U, then the entropy of knowledge P can be defined as:
The conditional entropy H(Q |P) is expressed as:
is the membership function of a fuzzy set. uT
When the fuzzy equivalence relation degenerates to a crisp equivalence relation, H(P) also degenerates to the information entropy of knowledge P in crisp rough sets and H(Q |P) becomes the normal conditional entropy H(Q |P) as well. As with crisp rough sets, the information entropy of P is related to the proportion of objects that are discernible out of the entire data set. In our approach, this corresponds to determining the fuzzy cardinality divided by the total number of objects in the universe. Now, we extend the concept of mutual information to fuzzy rough sets, which is used to weigh the relative significance of a fuzzy attribute in fuzzy decision table.
Suppose a fuzzy decision table S = (U,Ã). R is a subset of fuzzy condition attributes. We add a fuzzy attributeÃ j . The increment of mutual information is:
Definition 8. Suppose a fuzzy decision table is S = (U,Ã). R is a subset of fuzzy condition attributes. Then for all thẽ A j ∈ C − R, the significance SGF (Ã j , R, D) could be expressed as:
. It means the mutual information of fuzzy attributeÃ j and fuzzy decision attribute D. Fuzzy attributeÃ j is more important on fuzzy decision attribute D when the value of SGF (Ã j , R, D) increases.
An attributes reduction algorithm based fuzzy rough sets
Based the introduced concept, we can present a detailed MIBAFRAR (Mutual Information-Based Algorithm for FuzzyRough Attribute Reduction) method. Starting with an empty set, it seeks the relative reduction from bottom to up. The process of this algorithm is: selecting the most significant attribute to add to relative potential reduct one by one, according to the significance of condition attribute SGF (Ã, R, D), until the ending condition is satisfied.
Algorithm: MIBARFRAR
Step 1. Compute the mutual information I(C ; D) between condition attribute set C and decision attribute set D in the fuzzy decision table;
Step 2. Let R = ∅, do{ (1) For every attributeÃ j ∈ C − R, compute the significance of fuzzy condition attributeÃ j , i.e. SGF (Ã j , R, D); (2) Select the attribute which brings the maximum of significance SGF (Ã j , R, D), then record it asÃ j (if exists multi attributes achieving the maximum at the same time, choose one having the least number of equivalence classes
Step 3. Condition attribute set R is a relative reduction we need. 
An example
To illustrate the operation of fuzzy-rough attribute reduction, an example is given here (see Table 1 ).
Using the fuzzy sets defined in Table 1 , for all the condition attributes (''Temperature'', ''Humidity'', ''Windy''), the following equivalence classes are obtained: However, in fuzzy-rough approach this is not satisfied strictly because of computing error in counting the value of fuzzy equivalence class membership. A possible way of combatting this would be to determine a precise degree as the terminative condition.
Here, we assume |I(C; D) − I(R; D)| ≤ 10 −3 . In this case, the algorithm stops and outputs the reduct ''Humidity'', ''Windy''. The fuzzy decision table can now be reduced as Table 2 .
Feature selection for cancer classification based on fuzzy rough sets
Two benchmark data sets, Leukemia [27] and colon microarray [28] , are adopted to demonstrate the validity of the proposed approach. The colon data set consists of 62 samples and 2000 genes, and the samples are composed of 40 tumor biopsies collected from tumors and 22 normal biopsies collected from the healthy part of the colons of the same patient. This means each sample has been preclassified: 40 normal and 22 cancer. The leukemia data set consists of 72 samples and 7129 genes, including 25 AML type of leukemia and 47 ALL type of leukemia. The samples are taken from 63 bone marrow samples and 9 peripheral blood samples.
As two data sets are real-valued, for convenience, every attribute of the two data sets is equal-depth (frequency) partitioned first, then the triangular membership function [34] is adopted to fuzzificate the attributes. After that, MIBARFRAR is run on the two data sets. For comparison, the rough set method is also operated on the two partitioned but unfuzzificated data sets. The genes selected by the two approaches are respectively listed in Tables 3 and 4 . Table 4 The selected genes of colon microarray.
Rough set approach Fuzzy-rough set approach   X63629  T71025  J05032  R34698  H08393  L11706  U32519  U32519  M76378  R08183  U09564 T70062 Table 5 The classification accuracy of leukemia data. Two factors need to be considered for comparing the fuzzy-rough set method and the rough set method. One is the number of selected genes, the other is classification accuracy of the selected genes. Table 3 and Table 4 show the number of selected genes is the same. We can only consider the classification accuracy. For comparison, the unreduct data sets are also conducted. Two classifiers, C5.0 and KNN, are respectively adopted. As there is a relatively small number of samples, leave-one-out accuracy is adopted. The results are shown in Tables 5 and 6 .
Experimental results show the selected genes by fuzzy-rough set approach have higher classification accuracy than the genes selected by rough set approach when we take KNN classifier. While C5.0 classifier is adopted, the classification accuracy of selected genes by the fuzzy-rough approach is highest of all. The reason may be DNA microarrays contain 40% noise data. Our approach can reduce the infection of the noise data while retaining the information hidden in the data as much as possible.
Conclusions
In this paper, we address attribute reduction of fuzzy rough set theory under the information-theoretic frame. The significance of a fuzzy attribute is presented. Based on the new measure, an approach of attribute reduction based on fuzzy rough sets is proposed. By constructing an example, we show how the technique works. This paper extends the research of information-theoretic frame to fuzzy rough sets and establishes one direction for seeking an efficient algorithm of knowledge acquisition in fuzzy decision systems. Our method is applied to the feature selection of cancer classification. Experimental results show its validity. In fact, the described method has many potential applications, which needs further investigation.
