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Preface 
The general aim of this thesis is to contribute to the development of the design and 
application of monitoring systems within the field of education. The first chapter 
introduces the concepts of monitoring and monitoring systems. Chapters 2-6 treat 
methodological and statistical problems of interest. The last chapter contains a 
discussion of the various chapters, especially as regards the implications for the 
construction of monitoring systems within the field of primary school education. 
Chapters 2-6 have originally been written in the format of journal or proceed-
ings articles and thus are self-contained. It has led to a considerable overlap, 
however, because in each chapter the formulation and parameter estimation of 
the SEM1 state space model is, to some extent, discussed. Furthermore, decisions 
concerning the references cited in the text had to be taken. Although a reference 
might have been cited in a previous chapter, in each chapter it is fully cited the 
first time it is referred to. In some cases, without mentioning, a reference is made 
to an article which is also part of the thesis (e.g. to chapter 2). 
In chapter 1 a general introduction of monitoring systems is given. Because 
of the rich variety of monitoring systems encountered in practice the subject is 
placed within a broad context first. Key concepts arc discussed, objectives, and 
other aspects that guide the process of monitoring in practice. Second, monitoring 
systems are placed within the context of educational assessment. The SEM state 
space model as a central approach to the monitoring of educational growth in 
primary school education is discussed as well as two other approaches. The first 
chapter contributes to the central theme of the thesis in two ways. It provides 
general background information on the rationale of monitoring and monitoring 
systems, and it marks out the relevant context of the methodological and statistical 
problems discussed in chapters 2-6. 
Chapter 2 treats the problem of missing data in panel data sets. Although 
missings may occur in all types of social science research, panel research is espe-
cially prone to produce incomplete data. Missing data often imply loss of infor-
mation, especially in case a researcher performs analyses on the basis of subjects 
having complete data only. After a number of repeated measurements attrition 
often results in a reduction of the sample size to less than 50% of the original size. 
Missingness often relates to the values of the outcome variables. For example, 
pupils whose achievements are low tend to have a higher nonresponse to tests at 
later occasions just because of their low achievement levels. As a result, data may 
be systematically missing, which in general leads to severe problems in obtaining 
correct population parameter estimates. Several missing data mechanisms are dis-
tinguished, which, depending on the missing data procedure used, can be defined 
1
 SEM is short for Structural Equation Modeling commonly known in social science 
methodology 
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to be ignorable or nonignorable. 
A missing data procedure is proposed for the SEM analysis of panel data 
sets, using the EM (Expectation-Maximization) algorithm in conjunction with 
the Kalman smoother for computing maximum likelihood estimates of longitudinal 
SEM models from varying missing data patterns. It is a model-based procedure 
assuming certain relationships between the variables of interest. The EM algo-
rithm allows the data to be missing at random (MAR) and has several advantages 
compared to so-called 'ad-hoc' procedures. 
Chapter 3 gives an extension of the longitudinal SEM model in the treatment 
of missing data. It is shown how the missing data procedure can be utilized in the 
construction of the pupil monitoring system LISKAL. Instead of a 'zero means' 
SEM a 'structured means' SEM is defined, implying that the state space model 
(SSM)2 is to be formulated in terms of latent and observed means processes as 
well. Also the Kalman filter part of the Kalman smoother is shown to accommo-
date for the latent and observed means processes. As a result, individual latent 
developmental curves can be estimated on an absolute scale. A pupil's level of 
achievement at a certain time can be compared to previous or later times in terms 
of absolute growth or decay. At the same time, however, his position can be 
assessed relatively in comparison to the absolute latent mean growth curve. In 
chapter 3 the term SEM instead of LISREL is used because the missing data 
procedure can also be performed by making use of any other SEM program than 
LISREL. 
In chapter 4 general nonstandard linear and nonlinear constraints are employed 
in longitudinal SEM modeling of panel data. First, nonstandard constraints are 
applied for the modeling of first-order and second-order stationary processes. Gen-
eral matrix algebraic expressions are derived and applied to constrain the first-
and second-order moments of the latent and observed variables of interest. The 
implications of stationarity for the time dependence of the model parameters are 
clarified. Second, nonstandard constraints are applied in the modeling of growth 
on the basis of the overlapping cohort design (OCD) or accelerated longitudinal 
design. Such a design is important in an efficient construction of monitoring sys-
tems and has been extensively used in the construction of LISKAL. By means of 
nonstandard constraints it can be tested whether the partially overlapping cohorts 
have common model implied characteristics in the form of latent mean trajecto-
ries and latent covariance functions, which subsequently can be estimated and 
used in the monitoring system. On the basis of common latent means and latent 
variances-covariances developmental curves can be extracted that cover the entire 
time span of interest. 
In chapter 5 different models are shown to be special cases of the basic SSM 
and to be translatable into SEM. The Kalman filter and Kalman smoother are 
2
 SSM is short for Stale Space Model. 
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applied to the structured means SEM model and the state-trait model. The SEM 
formulation and parameter estimation of the SSM with input-effects is discussed 
in detail. A comparison of the Kalman filter with two well-known cross-sectional 
factor score estimators is made. An important question to be answered is which 
of the two cross-sectional estimators should be used for initializing the Kalman 
filter as regards minimum variance and unbiasedness. The relationship of the 
Kalman smoother to the 'overall' regression estimator is shown as well as the ¿o-
conditional unbiasedness of the smoother. Finally, the problems of initialization 
of the Kalman filter on the basis of the state-trait model are solved by means of 
the Bartlett estimator. 
Chapter 6 discusses maximum likelihood estimation of the continuous time 
linear stochastic SSM by means of SEM. Under rather general conditions, assum-
ing the parameter matrices to be piecewise time-invariant or varying continuously 
over time according to a polynomial scheme, the so-called exact discrete model 
(EDM) is derived. As the parameters of the EDM are complicated nonlinear func-
tions of the original parameters of the continuous time system, complex nonlinear 
relationships must be employed in SEM during the estimation procedure. This 
procedure is also known as the 'direct method' and represents an alternative to 
the heavily criticized 'indirect method' formerly employed in SEM. 
Finally, in chapter 7 the major findings of the thesis are restated. The rela-
tionships between the contents of the different chapters are emphasized. Special 
attention is given to the relevance of the different contributions for the construction 
of monitoring systems within the field of primary education. Furthermore, critical 
comments are given on some of the results as well as a number of suggestions for 
future research. 
Chapter 1 
Monitoring systems 
1.1 Introduction 
There is a growing interest in the development ала application of monitoring 
systems in various fields like education (Plomp, Huijsman & Kluyfhout, 1992, 
Scheerens, Stoel, Vermeulen L· Pelgrum, 1988, Tuijnman & Postlethwaite, 1994), 
project management (Casley & Kumar, 1988, Pelgrum, 1990, Van der Putte, 
1991), and the study of environmental processes (Gosovic, 1992) In the field of 
the medical sciences monitoring systems are well known, as for example in quality 
improvement programs of health care (e g Jencks, 1994), and in the monitoring 
of physiological processes in cardiac surgery (e g Marangoni, 1994, Vitacca & 
Clini, 1994) 
Several reasons can be given for the increase in the use of monitoring systems 
For example, the wish of policy makers to gain control of a variety of social and 
global processes The growing complexity of modern society and the continuing 
changing conditions of life ask for elaborate methodologies to make monitoring and 
controlling activities effective At the same time, developments in the field of data 
collection and data processing, and in computer technology, provide the means by 
which these activities can be performed To give an impression of monitoring and 
monitoring systems, three examples from very different fields are presented first 
1.1.1 Examples 
Example 1 
R e s p i r a t o r y m o n i t o r i n g in an i n t e r m e d i a t e i n t e n s i v e u n i t , (source 
Vitacca, M & Clini, E 1994) 
The major goal of monitoring is continuous recording of indices that enhance our 
understanding of the underlying pathophysiology, in order to improve diagnosis 
and guide management, and identify trends that assist in assessing the therapeutic 
response and predicting prognosis Nowadays, technology has made it >i> > 
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possible to automatically sense and display a wide variety of physiological indices 
An ideal monitoring system should be pertinent to patient management, propose 
interpretable data, show high technical accuracy, high sensitivity, good repro­
ducibility, be practical to use 
The international literature, our personal experience, and cost considerations have 
proposed the following monitoring standards as the best for a noninvasive respi­
ratory intermediate intensive care unit (RIICU) 1) mandatory indices respira­
tory rate, oxygen saturation, haemogasanalysis, tidal volume, minute ventilation, 
maximum voluntary ventilation, forced expiratory volume in one second, forced 
vital capacity, vital capacity, maximal inspiratory pressure, heart rate and blood 
pressure, 2) second choice indices capnometry, respiratory inductive plethysmog­
raphy, transcutaneous monitoring of gases, haemodynamic monitoring, mechanics 
data by means of an oesophageal balloon, and central drive 
Pulmonary monitoring devices shorten the time for patients who remain on me­
chanical ventilators, a reduction both in the risk of associated complications and 
the costs involved is a natural consequence Continuous monitoring of significant 
physiological indices has the potential for predicting a critical event, and providing 
an opportunity for the institution of lifesavmg measures 
In conclusion, a RIICU where it is possible to admit patients from various other 
intensive care units (ICUs) or those requiring preventive care until aggressive ther­
apy is essential, must be equipped with adequate, noninvasive and less expensive 
bedside respiratory monitoring devices о о о 
Example 2 
A s y s t e m f o r M o n i t o r i n g a n d E v a l u a t i o n & M a n a g e m e n t I n f o r m a ­
t i o n ( M E M I S ) ; a n i n t e g r a t e d s y s t e m f o r p l a n n i n g p u r p o s e s i n d e ­
v e l o p i n g c o u n t r i e s (source Van Tilburg, De Haan & Giesberts, 1995) 
MEMIS is a combined system of m o n i t o r i n g S¿ e v a l u a t i o n and m a n a g e m e n t 
i n f o r m a t i o n , The system has in the first place been developed in support 
of a large-scale integrated rural development project in Zaire, involving many dif-
ferent fields of activity, like medical care, agricultural productions and processing, 
education and emancipation, water facilitation, road maintenance, garage and 
transport The project area comprised of a territory as large as Benelux, covering 
a target-group of about half a million people The initial aim of MEMIS was to be 
a tool for project management enabling it to perceive the successes and failures 
of the project as a whole, as well as its individual working-units or institutions At 
the same time MEMIS makes regular information on the progress of the project, 
including related costs, available for the donor organizations The system > t> > 
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makes use of a specifically designed software package for storage and tabulation of 
data for decision-making purposes In other words, MEMIS is a system complying 
with the following sequence of activities (storage and presentation of data), and 
again manual activities (analysis and decision taking) 
MEMIS, as a monitoring and management tool for project management as well as 
for donors, can be used to monitor and, based on a consensus between manage­
ment and donor, possibly adjust the project This applies to large and structurally 
complex projects, but to more modest ones as well 
MEMIS as a system refers to the overall package, covering all the mentioned 
phases Moreover, the MEMIS-program is an integrated part of the system and 
its mathematical core This is a tailor-made software package in which data 
are imported and stored, and which makes all required tables and questionnaires 
The MEMIS-program is an extremely user friendly package, protected as much as 
possible against mistakes and comcidentally made mis-tappings о о о 
Example 3 
(source Van der Putte, 1991 ) 
ARTEMIS (African Real Time Environmental Monitoring System), developed by 
the Food and Agriculture Organization of the United Nations (FAO) in collabora­
tion with NASA (North America Space Agency), ESA (European Space Agency) 
and NOAA (National Ocean and Atmospheric Administration), is a system to 
monitor precipitation and vegetation conditions on a continental scale Its de­
velopment was made possible by the technological developments in the field of 
remote sensing which made operational use of satellite imagery feasible, and the 
development of computers, that permitted the processing of vast quantities of 
data using complex formulas It was initiated as a reaction to the recurring prob­
lems in food production and the recurrent locust plagues in large parts of the 
African continent 
The ARTEMIS monitoring system is fed with data from Meteosat (a geo­
stationary weather satellite from ESA) and by NOAA polar orbiting satellites The 
Meteosat data are directly received by the Meteosat Primary Data User Station 
(PDUS) NOAA satellite data are received on tape Other data sources include 
maps and observations from weather stations in the region The processing of 
the data acquired by ARTEMIS is orientated towards the two main products of 
the system > t> > 
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(1) rainfall estimation per dekad (10 day period) and month using hourly data 
from Meteosat, 
(2) vegetation monitoring based on NOAA data using the Normalized Difference 
Vegetation Index (NDVI). 
ARTEMIS provides maps on a continental scale and for sub-areas as well as 
statistical data on geographic locations. The output comprises (Hielkema and 
Howard, 1986): 
(1) raw data of both Meteosat and NOAA/AVHRR (Advanced Very High Res-
olution Radiometer), 
(2) NDVI, estimated rainfall and estimated rain-days per ten day period and 
per month, 
(3) monthly estimated rainfall anomaly map, 
(4) a ten day potential locust breeding activity factor. 
The output should allow users to identify eventual problems to be expected with 
regards to agricultural production and to assess breeding conditions for the desert 
locust. The former should support the prediction of food deficiencies, and hence 
would support the management of food stocks. The assessment of the breed-
ing conditions for the desert locust supports the management of locust control 
programs. 
The system is still under development as are the applications of the systems 
output. In the initial phase of systems design the following has been said about 
the system users (Hielkema and Howard, 1986): 
"The potential users group of the ARTEMIS information products is very 
heterogeneous and consists of both operational users and users of the data for 
research purposes. So far the following have shown interest as users: 
* FAO Global Information and Early Warning System (GIEWS) 
* FAO Emergency Center for Locust Operations (ECLO) 
* FAO Office for special relief Operations (OSRO) 
* FAO Agro-meteorology Group 
* FAO Land and Water Development, Forestry and Fisheries develop-
ment/monitoring programs > >> 
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* Regional/national Early Warning· Projects 
* Regional/national Desert Locust Organizations 
* Other UN Agencies, e.g WFP, UNEP, UNESCO, WMO." o o o 
As the examples 1, 2 and 3 show, monitoring systems can be employed for 
various reasons but also differ substantially in the way the monitoring function 
is implemented. In general, monitoring relates to a number of concepts which 
characterize the process of monitoring. 
1.2 Concepts and definitions 
As several authors indicate, there does not exist a generally accepted and consis-
tent theoretical basis of monitoring (Van de Putte, 1991; Van Tilburg & De Haan, 
1995). Much of the literature on the subject describes experiences with monitoring 
systems in practical situations. As the context and the objective(s) of monitoring 
give a monitoring system its meaning (Casley h Kumar, 1988), these can be very 
diverse. Monitoring involves repeated assessment and the repeated collection of 
data, possibly consisting of independent replications in the cross-sectional dimen-
sion (Hsiao, 1986). It supposes a time frame in which the process takes place, 
and utilizes objective criteria and standardized procedures. A monitoring system 
is user-oriented, providing a user or a number of users with information. Users 
may be individuals, the public, organizations or a number of individuals within an 
organization, depending on the type of inquiry and the objective(s) of monitoring. 
Monitoring is related to concepts like assessment, evaluation, intervention, 
control, and the systems perspective. Within the behavioral sciences a feasible 
definition of monitoring can be given. Monitoring commonly refers to systematic 
and regular procedures for the repeated collection and interpretation of assessment 
data of important aspects of the subject under study. It is not necessarily restricted 
to outcome variables, but can also involve contextual information and measures 
of inputs and processes (Husén & Tuijnman, 1994; Scheerens et al., 1988). 
Whereas assessment refers to techniques of determining outcomes, either by 
subjective judgments or by means of standardized objective tests, evaluation in-
volves the making of a judgment as to the achievements of the outcomes, and is 
therefore subjective (Van der Putte, 1991, p. 33). Just like monitoring, evaluation 
has a different meaning in different contexts and can be performed in several ways 
(e.g. Casley & Kumar, 1987, 1988; Husén & Tuijnman 1994). For example, it can 
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provide feedback on an intervention that has been completed (ex-post evaluation), 
or it can be an activity during the monitoring of an intervention (ongoing evalua-
tion). Evaluation can take place from a comparative point of view. For example, 
outcomes of different learning programs may be evaluated in terms of students' 
performances. It can also be performed in terms of standards or a predefined set 
of goals. A standard, for example, is applied in case a mean score of a well-defined 
student population on a set of test items is used to assess how well individual 
students perform over time. 
Evaluation and monitoring are related concepts. Monitoring, at various levels 
of detail, provides information that ultimately defines the focus of the evaluation 
activity. For this reason evaluation is sometimes defined as a part of the monitoring 
function (Pelgrim, 1990, p. 8; Plomp et al., 1992; Van de Putte, 1991). Note, that 
although evaluation is liable to subjective judgments, objective criteria can be 
employed in the evaluation process. 
The general objective of a monitoring system is to provide a user or a number 
of users with several sources of information with regard to the process being inves-
tigated. Information may give a cause to intervene (Casley & Kumar, 1988), that 
is, to take some steps or measures to influence or to control future behavior or 
developments. Monitoring based intervention is an important means of controlling 
both behavioral and nonbehavioral processes. 
A basic model for conceptualizing the various aspects of a monitoring sys-
tem is derived from the systems perspective (Pelgrum, 1990; Plomp et al., 1992; 
Schecrens, et al., 1988). A system is a model of reality which consists of a set 
of entities that evolve and interact as time progresses. The interaction between 
the system and its surrounding is realized via inputs and outputs. There exists 
a mapping between the inputs and outputs which defines the process or through-
put of the system. A system can be characterized by a set of goals. These often 
determine the feedback mechanism within the monitoring system. Discrepancies 
between system goals and system outputs ask for adjustments to be made in terms 
of inputs or throughputs. Providing feedback is sometimes referred to as the main 
function of monitoring (Pelgrum, 1990, p. 7). The systems perspective is very use-
ful even in complex surroundings in which many variables interact and influence 
the outcomes of a process. Moreover, it allows the use of mathematical represen-
tations. Mathematical representations of dynamic phenomena are flexible and can 
involve highly complex systems (Luenberger, 1979; Willems, 1991). 
Two other concepts, which often are crucial in monitoring, are to be mentioned 
also. First, a monitoring system may be utilized for the objective of forecasting. 
It presupposes a model in which the mechanisms, which are thought to underlie 
the processes of interest, are more or less formalized. In case the model is fed by 
repeated measurement data, forecasts are obtainable on the basis of the knowledge 
already contained in the system. Second, monitoring techniques may be employed 
for the objective of problem signaling and diagnosing. For example, a monitoring 
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system points out (or predicts) a problem at a certain time because a standard 
or set of standards has not been satisfied. In case the system is equipped with 
diagnostic tools, problems may additionally be analyzed for the purpose of problem 
solving and the facilitation of remedial action (e.g. Aarnoutse, van Leeuwe, Oud, 
Voeten & van Kan, 1996a; Casley & Kumar, 1988). 
As the concepts above indeed characterize the process of monitoring, there are 
numerous other aspects which determine the scope of monitoring and the final 
shape of a monitoring system. The three examples above reflect the potentially 
rich variety of monitoring systems. Decisive, however, are the objectives of mon-
itoring, the focus of the monitoring function, and the organizational setting in 
which monitoring is to be performed. 
1.3 The scope of monitoring 
1.3.1 Objectives of monitoring 
Within the context of a monitoring system the perspective of monitoring and 
its objectives become defined. The general objective of monitoring relates to 
'quality' and 'control' of the process(es) being monitored (e.g. Casley & Kumar, 
1988; Scheerens et al., 1988). It implies that monitoring relates to policy making 
processes. In fact, monitoring is seen as a management tool in a broad sense (e.g. 
in project management, Van der Putte , 1991, but also in guiding management 
in respiratory monitoring, Vitacca & Clini, 1994). It can be employed for the 
preparation of policies and the evaluation or implementation of policy measures. 
The general objective of what is termed 'quality' and 'control' gets its precise 
meaning within its context. In example 1 (see page 1), the major objective is 
to enhance the understanding of the underlying pathopsysiology, which is further 
decomposed into four other objectives (i.e. improve diagnosis, guide management, 
identify trends in assessing therapeutic response, and predicting prognoses). As 
each context of monitoring ha*s its specific characteristics and requirements, a 
complete overview of objectives can impossibly be given (e.g. Van der Putte, 
1991; Van Tilburg & De Haan, 1995, pp. 9-11). 
As the objectives of monitoring serve as guidelines in determining the foci of 
the monitoring function, these also determine how monitoring is to be performed 
in practice. Monitoring practices, however, also depend on the nature of the 
information, the setting in which this information is to be obtained, and the state 
of knowledge. 
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1.3.2 Foci of monitoring practices 
Monitoring may be directed at the inputs, processes or outputs (Plomp et al., 
1992; Scheerens et al., 1988). Input monitoring concerns the repeated assessment 
of the input of a process (e.g. individual or group background, or financial and 
material resources of an organizational unit). Process monitoring, which obviously 
relates to the processes of interest, is performed to assure that these contribute 
to the (expected) outcomes. It can involve various aspects, such as characteristics 
of the organization (e.g. decision-making procedures) or the curriculum in case 
of monitoring the quality of education. Finally, output monitoring is directed at 
the outcomes of a process, such as the assessment of project achievements, also 
called performance monitoring (e.g. in MEMIS, see example 2 on page 2), or the 
assessment of project efficiency (e.g. 'Have the means been sufficient to realize the 
goals?'). 
In project management monitoring often is a control procedure for the imple-
mentation of interventions, also called implementation monitoring. It is associ-
ated with short-term objectives (Van der Putte, 1991) and directly supports the 
decision-making process. Strategic monitoring is based on long-term objectives. 
It has been developed in the context of regional and national planning and aims 
at sustaining strategic management. It operates in highly complex environments 
and provides a framework in which other monitoring systems, at lower levels of 
management, function. Its immediate objectives may not be clear but are to 
be defined at the lower levels. For example, in implementing regional economic 
developmental programs (Casley & Kumar, 1988). 
A monitoring system is descriptive in case there are not any assumptions with 
regard to the specific effects between the variables of interest. A causal model can 
also underlie the monitoring system, however, aiming at a causal explanation of 
the outcomes of a process. Whether or not causal schemes are involved depends 
on the state of knowledge. In modeling variables by means of causal relationships 
an effort is made to enhance the understanding of the process under study. 
The registration or assessment of outcomes may be the only function of moni-
toring, meaning that no actions or interventions with respect to the processes being 
monitored are undertaken. For example, the precipitation conditions monitored 
by ARTEMIS (see example 3 on page 3) cannot be controlled by any means. How-
ever, it provides insight into the changing conditions of vegetation, and because 
these conditions relate to agricultural production and vica versa, the monitoring 
information is crucial in supporting management. 
Monitoring information is usually obtained by making use of formal standard-
ized procedures of data collection, data processing and assessment. However, 
sometimes an informal approach is advocated; if information is highly unstruc-
tured or if it is unclear how and from which persons or settings it is obtainable. 
In these cases data collection and data processing procedures are less structured 
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and require a pragmatic approach, as for example in day-to-day management (e.g. 
Plomp et al., 1992). Nonstructured informally obtained data can provide useful 
insights to supplement the formal system of monitoring (Casley & Kumar, 1988). 
Monitoring practices obviously are very diverse. A monitoring system, how-
ever, can only be successful if its tailored to the requirements of the organizational 
setting in which it is meant to function. 
1.3.3 The organizational setting of monitoring 
Monitoring systems are naturally placed within an organizational structure and of-
ten function within different segments of an organization. Several authors (Casley 
& Kumar, 1988; Van der Putte, 1991) state that at each segment the monitoring 
function and the information which results from it should be tuned to the spe-
cific requirements of that organizational unit. That is, the information should be 
indicative for the specific functions and responsibilities of the persons who make 
use of it. Only if the flow of information is integrated within the segments of the 
organization, and only if the objectives of monitoring within these segments are 
clearly defined, a monitoring system can be successful (Van der Putte , 1991). 
Information at higher levels of the hierarchy normally ask for higher levels of 
data aggregation (Casley L· Kumar, 1988). In education, for example, a teacher 
is primarily interested in the students' performances, whereas the school princi-
pal is interested in the average school performances (averaging over the students' 
achievements attending the school), as to make between school comparisons pos-
sible (e.g. Scheerens et al., 1988). 
The organizational surrounding of a monitoring function thus provides infor-
mation about its objectives, actual content, and design of the monitoring system. 
In general, the selection of information in monitoring is based on the knowledge of 
the process(es) of interest and, in fact, defines the critical variables of the moni-
toring system. The measurability of the variables or proxies also determine which 
variables are to be used (Van der Putte, 1991; Scheerens et al., 1988). Measura-
bility can be limited by practical conditions. At schools, for example, it is usually 
too demanding to perform extensive measurement procedures because of the size 
and relevance of the learning program (Gillijns, 1991). Additionally, the choice of 
the variables and the nature of the measurements (quantitative versus qualitative) 
relate to the choice of data processing techniques (Casley L· Kumar, 1988; Van 
der Putte, 1991). 
A final remark considers the time schedule of monitoring and the actual con-
struction and implementation of a monitoring system in relation to the organi-
zational setting. The construction of a monitoring system involves a number of 
activities, such as the development and testing of measurement instruments, the 
planning of sampling and data collection, and the planning of data processing. 
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These and other activities have to be geared to one another as well as to the rel-
evant organizational setting in which the monitoring system is going to operate. 
1.4 Monitoring educational growth 
In the past decades much effort, national as well as international, has been given 
to questions about the quality of education. In many countries this has led to 
programs for the implementation of national assessment studies of educational 
progress (Husén & Tuijnman, 1994; Pelgrum, 1990). In the Netherlands the advi-
sory council of primary education (ARBO, 1988) has stressed the importance of 
a national pupil monitoring system and gave the initial impetus for defining its 
objectives and content. Whereas the objectives and content have been more or less 
clarified, several methodological approaches exist to design a national monitoring 
system (e.g. Gillijns, 1991). 
This study focuses on the development and application of methodological and 
statistical tools within the SEM state space approach for the analysis of behavioral 
processes and the construction of monitoring systems. Although the SEM state 
space approach is generally applicable to the modeling of processes, it has been 
mainly employed for the development of the pupil monitoring system LISKAL 
(Aamoutse et al., 1996a). In fact, a number of problems were raised at schools 
while working with the LISKAL system. These problems, which have been ad-
dressed in this study, are methodological in nature and are especially relevant 
within behavioral science applications of monitoring. The study is restricted to 
behavioral science processes and more specifically to the construction of moni-
toring systems in primary school education. The relevant context is the primary 
school in which monitoring aims at registering individual learning progresses on 
the contents of the curriculum. 
In stating the research problems and introducing the SEM state space model, 
a description of other methodological approaches to the monitoring of educational 
growth is appropriate. In fact, all of these systems have to provide answers to 
the same type of research questions, although these have been solved differently. 
First, the SEM state space model as a general approach to the modeling of dy-
namic processes is introduced. Second, two other approaches to systematically 
monitoring educational growth at the primary school level are discussed. The first 
approach is only addressed for the sake of completeness but is not extensively 
discussed because it does not involve any elaborate statistical test theory. The 
second approach utilizes Item Response Theory (IRT), which has a rich tradition 
in the field of psychometric» (Hambleton & Swaminathan, 1985). 
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1.4.1 The SEM state space approach 
The SEM state space model combines two approaches from different fields. Where-
as the SSM results from system and control theory and has its roots in the physical 
sciences, the SEM model originates from disciplines within the social sciences. 
Because of its generality and flexibility the combined approach of the SEM and 
the SSM model seems promising, especially for behavioral science applications 
(MacCallum & Ashby, 1986). Monitoring systems based on this approach are one 
of its recent results. 
The SSM covers a broad class of dynamic models (e.g. Oud, 1996; Singer, 
1992) and is widely used for the analysis of stochastic processes in engineering, 
econometrics, time-series analysis and other related areas (Caines, 1988; Jazwinski, 
1970). Application of the SSM allows the use of optimal filtering and smoothing 
techniques as well as procedures for optimal control (Jazwinski, 1970; Rauch, Tung 
h Striebel, 1965). The linear stochastic discrete time SSM consist of a dynamic 
state equation and a measurement or output equation. Because these equations 
and its properties are extensively discussed later on, these are not presented here. 
Instead, a number of essential characteristics of state space modeling are discussed. 
As the term indicates, system theory employs a systems perspective. A dynam-
ical system consists of inputs, outputs and states, often functions of time (Caines, 
1988; Zadeh & Desoer, 1963). Its relationships, possibly functions of time as well, 
can be mathematically formalized to study the behavior of dynamic phenomena. 
Mathematical system theory, which involves the theory on difference and differ-
ential equations and linear algebra, provides the technical means for modeling 
and analyzing stochastic and non-stochastic dynamic processes. There exist many 
applications, which range from purely technical matters, such as in optimal con-
trol theory (e.g. satellite orbit estimation, Lewis, 1986), to sociological types of 
phenomena (e.g. reciprocal effects of interclass marriages and social structure, 
Luenberger, 1979). 
A dynamic system is externally represented by a mathematical description of 
the input and output functions and its mutual relationships. An internal descrip-
tion involves the definition of the system's state or more generally, the system in 
state space form. The notion of 'state' is fundamental in system theory. It summa-
rizes the system's past behavior which together with the future inputs determine 
all future states and system outputs. Whereas the state points to a condition 
of a measured quality at a certain time, space points to the set of all possible 
conditions of that state. In addition to the state space there exist an input and 
output space as well (sec Willems, 1991). There are a number of properties which 
underlie the SSM (e.g. Caines, 1988, appendix 2) of which a few are mentioned 
here. 
The non-anticipativity property holds that the state is non-anticipating, ex-
cluding effects going backward in time. It is also referred to as the causality 
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principle and coincides with the generally held conception of processes evolving 
in time, namely, that the past influences or determines present and future states 
instead of the other way round. The state separation property, which is essential 
for defining the concept of state, holds that the state contains all the information 
on the past behavior of the system. If the state is completely known, all past 
information can be disregarded. It implies that effects between states exceeding 
more than one time lag are not allowed. In case this property is violated (e.g. 
models containing higher-order between-state effects such as autoregressive mov-
ing average models or ARMA), the model is easily reformulated as to satisfy this 
property, however (Caines, 1988, p. 111). Finally, the instantaneous-output-map 
property holds that the effects between the states and the outputs are not only 
unidirectional but also instantaneous. There exist many applications as well as 
variations of SSM modeling. For a general treatment, see for example Caines 
(1988) and Luenberger (1979) and the literature cited therein. 
Structural equation models (SEMs) have been widely used in fields like psycho-
metrics, econometrics, biometrics, and sociology. It is from these fields that many 
scholars contributed to its development (Dentier, 1980; Bollen, 1989; also Bollen 
& Long, 1993; MacCallum & Ashby, 1986). SEMs have become very general and 
flexible which explains its past and present popularity. Much of its development 
is indebted to the pioneering work of Karl Jöreskog (1967, 1969, 1973). 
An important advantage of SEM, also with regard to the SSM, is that it 
combines confirmatory factor analysis models with simultaneous equation systems. 
The general SEM, however, includes a whole range of statistical techniques, such 
as regression analysis, path analysis, multiple indicator analysis, and panel data 
analysis. It allows measurement errors in both the exogenous and endogenous 
variables. It can handle latent and observed variable models with correlated errors, 
as well as metric and nonmetric data, and allows general linear and nonlinear 
constraints to be made. 
In SEM a clear distinction is made between the measurement and structural 
model. The measurement model relates the observed variables to the unobserved 
latent ones by means of a set of parameters. The structural model specifies rela-
tions and effects, also known as parameters, between a number of latent or possibly 
observed variables. In fact, a whole range of models can be specified (Jöreskog fe 
Sörbom, 1989) of which the model parameters are estimated in a SEM analysis. 
Analyses proceed on the basis of the sample covariance or moment matrices 
of observations, assuming the sample consists of independent replications in the 
cross-sectional dimension (e.g. Hsiao, 1986). The fundamental hypothesis to 
be tested is that differences between the sample covariance/momcnt matrix and 
the covariance/moment matrix implied by the set of structural and measurement 
equations and its accompanying parameters are minimal (Bollen, 1989). If these 
differences are minimal, the model approximates the observed covariance/moment 
matrix very well. It yields a chi-squared ( \ 2) value to evaluate the goodness-of-fit 
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of the model to the data, and standard errors which reflect the sampling variability 
of each parameter estimate. Based on the χ2-value, a number of fit indices can be 
employed for model selection and evaluation (for a treatment see Oud, Haughton 
& Jansen, 1996; Ilaugthon, Oud L· Jansen, 1996). 
The SEM model is a linear model. Several estimation procedures may be 
utilized (e.g. Jöreskog &; Sörbom, 1989, p. 16-23; Neale, 1995, p. 54-59). A 
well-known and very often used procedure is the maximum likelihood estimation 
method. It maximizes the likelihood of the parameters given the data, and assumes 
the observed variables to be jointly multinormally distributed. It is also known to 
be quite robust against deviations from normality, however (e.g. Boomsma, 1983; 
Muthén & Kaplan, 1985). 
As has been shown in a number of papers (MacCallum h Ashby, 1986; Oud, 
1996; Oud, Van den Bereken & Essers, 1990) the SSM can be represented as 
a special case the SEM model. Because in SSM modeling a number of restric-
tions apply, the SEM model can be seen as the most general one. Because in the 
physical sciences the model parameters and states are mostly known in advance, 
SSMs often are constructed by engineers themselves. In the behavioral sciences, 
however, this is not the case. Procedures are necessary to estimate the model 
parameters and the unobserved states. The SEM model provides a general and 
flexible framework in which the modeling questions can be answered and para-
meter estimation can be performed. One of the most important results in linear 
system and control theory has been the introduction of the Kalman filter (Kalman, 
1960; Kalman & Buey, 1961) and Kalman smoother (Rauch, et al., 1965). These 
methods, which are generally applicable for SSMs, can be employed for the es-
timation of the unobserved states, and possibly for a small number of unknown 
parameters in the model. The SEM state space approach allows the application of 
the Kalman filter on the basis of the SEM model as to provide optimal estimates of 
the latent states. Also, because SEM models accommodate for time-varying and 
time-invariant model parameters, the SEM state space approach has substantial 
value in longitudinal behavioral science investigations. 
1.4.2 The pupil monitoring system LISKAL 
The 'Nijmegen pupil monitoring system LISKAL' is a computer based pupil mon-
itoring system designed for primary school children from grade 3 up to grade 8. It 
allows teachers to monitor the pupils' achievements with regard to reading, lan-
guage and arithmetic skills and accurately predicts future developments. Because 
of this, LISKAL is able to recognize learning problems in an early stage such that 
timely help can be provided when needed. 
LISKAL employs a number of tests with regard to reading comprehension, 
spelling, decoding speed, arithmetic, and vocabulary (Aarnoutsc et al., 1996a; 
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Aarnoutse, van Leeuwe, Voeten, van Kan & Oud, 1996b). It systematically reg-
isters and assesses the outcomes of pupils' test scores. It provides guidelines in 
examining the nature and cause of learning problems (diagnosing), as well as pro-
grams for solving these problems (remedies). Finally, the effects of remedies can 
be evaluated by comparing the predicted developments with the actual develop-
ments, that is, after the corrective measures have been taken and test scores have 
been obtained. 
LISKAL employs several linear causal dynamic SSMs which take the form of 
overlapping cohort designs and are analyzed by means of SEM. It uses the Kalman 
filter for the estimation of individual latent developmental curves. Each of the 
three successive cohorts (from grade 3 up to grade 5) consists of a representative 
sample of the Dutch population of primary school pupils (Aarnoutse et al., 1996a). 
By now, pupils have been monitored for a period of three years, with two mea-
surements each year. The cohorts provide information on the population mean 
development and factor score standard deviations over time with regard to the 
contents of the curriculum. The population mean information serves as a norm of 
reference in assessing pupils' individual or average (sub)groups achievements over 
time. 
For each of the five skills, absolute and relative developmental curves can be 
estimated. Inter- and intraindividual comparisons as well as comparisons between 
various (sub)groups can be made. Standard errors of estimation indicate the 
preciseness of individual estimates. By means of the Kalman filter, predictions of 
the expected achievement levels are obtained. Also, in case test scores are missing, 
the Kalman filter provides estimates on individual achievements. If LISKAL is 
employed for the whole primary school period, and combined with additional 
background information, it can provide information about school effectiveness. 
Figure 1.1 displays an example of a graph obtained by the LISKAL program. 
The fat line represents the population's absolute mean developmental curve of 
decoding speed. The white band consists of the area plus and minus one standard 
deviation from the mean representing 68% of the population. The areas outside 
the white band each consist of, respectively, the 16% highest and lowest scoring 
pupils in the population. Pupils of which the latent scores lie within the area 
below the white band are assumed to have learning problems. The developmental 
curve of one pupil is represented by the thin line with filled in circles. The lines 
around it represent the standard errors of estimation (i.e. plus and minus one 
standard error). 
The population mean development (fat line) shows an absolute growth over 
time. Between time points 4.1 and 4.2 absolute mean growth is highest. The 
pupil's developmental curve displays absolute growth also. From time point 3.2 
to 4.1, the pupil's level increases, but individual growth is less than the average 
growth in the population. From time point 4.1 to 4.2 the individual growth is 
higher than the average growth, although the pupil's level is still below average. 
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Fig. 1.1: Absolute latent individual and population mean development of decoding 
speed. 
1.4.3 Other approaches 
Pupil monitoring systems based on educational age 
A number of pupil monitoring systems, such as the SAVU system (Melis & Son-
sma, 1989), are based on educational age (EA)1. The concept of educational age 
has been developed in analogy with the concept of mental age (MA). Mental age 
originally was introduced by Binet in 1908 (Wechsler, 1974, p. 1). It was di-
vided by chronological age (CA) by William Stern in 1912, and finally used in 
the famous intelligence quotient, IQ = (MA/CA)100, by Terman in the first ver-
sion of the Stanford-Binet in 1916. Analogously, educational age is used for the 
computation of the educational quotient (EQ), linking educational age to the di-
dactical age (DA, the number of months a pupil has been educated) as follows: 
EQ = (EA/DA)100. Because of the serious problems connected with the use of 
IQ all serious intelligence tests as, for example, the Wechsler scales changed to 
standard scores (Wechsler, 1974, p. 1). The same problems apply to educational 
1
 In Dutch it is refered to as 'didactische leeftijdsequivalent' or DLE. 
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age and the educational quotient, as explained by Moelands, Mommers and Oud 
(1990), Oud and Mommers (1990). Three main points are: 
1. In using the E A and EQ a linear mean raw score development must be as-
sumed over time and the raw score standard deviation must be assumed to 
be invariant over time. If, in terms of standard scores, a pupil's position 
in the raw score distribution remains the same over time, but the standard 
deviation increases, the pupil's position above (below) the mean is wrongly 
concluded to increase (decrease) in terms of EA and EQ. Comparable prob-
lems occur in the case of a nonlinear mean raw score development. 
2. On the basis of the mean raw scores in the reference group, linear inter- and 
extrapolations of the mean development are made. If real development is 
not linear these estimates, and the EAs and EQs based on them, are biased, 
especially in case of large intervals between the measurement time points. 
3. Educational age does not take into account the errors of measurement known 
from classical test theory. Lack of standard errors leads to the interpretation 
of meaningless differences between pupils and time points. 
A pupil monitoring system based on IRT 
The Cito pupil monitoring system (Gillijns, 1994), which is more recent than the 
SAVU system, consists of a descriptive nonlinear measurement part utilizing IRT, 
and a causal dynamic explanatory part utilizing the state space model (SSM). 
The measurement and structural model are explicitly separated and estimated 
separately. The measurement model makes use of the One Parameter Logistic 
Model (OPLM; Verhelst & Eggen, 1992) for the estimation of the item parameters 
and the individual abilities over time (Eggen, Engelen & Kamphuis, 1991). The 
individual abilities or latent scores and its standard errors of estimation can be 
graphically displayed and allow to make inter- and intraindividual or (sub)group 
comparisons on an absolute scale (e.g. Gillijns, 1991). 
An IRT model specifies a relationship between the observable test performance 
and the unobservable trait or ability which is assumed to underlie the performance 
on the test. The items of a test and the individual abilities are placed on the same 
scale. The ability estimate gives information about item and test performance 
and allows a content oriented interpretation of test results. Ability estimates are 
independent of the particular choice and number of items that have been taken. It 
makes that individual abilities which are estimated on the basis of different subsets 
of items are comparable. In some estimation procedures (conditional maximum 
likelihood procedures) no assumptions have to be made about the distribution of 
the latent ability for the estimation of the item parameters. 
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Although the characteristics of IRT make it a flexible approach in test taking, 
because in adaptive testing each pupil is given its own selection of test items (e.g. 
Eggen et al., 1996), it is based on much stronger assumptions than classical test 
models (Hambleton &¿ Swaminathan, 1985). The IRT model assumes unidimen-
sionality of the latent trait. In case a trait is known to be composed of several 
dimensions (e.g. reading comprehension), the assumption is violated and the IRT 
model cannot be applied (e.g. Traub, 1983). In using IRT models for assessing 
growth, the unidimensionality assumption has to be checked at each time point. 
For making sure that the same latent trait is being measured over time, item para-
meters must be assumed to be constant over the entire time range. In IRT models 
it is also assumed that the individual responses to items in a test are statistically 
independent. This assumption of local independence states that the probability 
of any pattern of item scores of an individual is just the product of the probabil-
ity of the occurrence of scores on each test item given a fixed ability level. The 
local independence and unidimensionality assumptions are equivalent (Hambleton 
& Swaminathan, 1985, p. 24). In case an IRT model satisfies these assumptions 
the advantages of this approach can be fully gained. However, the assumptions 
of the model are probably reasonable only if there is a close fit of the IRT model 
and the test data of interest. 
The structural model utilizes the SSM and the Kalman filter for the estimation 
of individual growth curves. It consists of a causal explanatory scheme possibly 
involving several domains of the curriculum. Instead of a linear measurement 
model, however, it employs the nonlinear IRT model. As in standard Kalman 
filtering the conditional expectations of the state and state covariance matrix are 
derived under the assumption of a linear measurement model, the nonlinearities 
in the Cito approach lead to integrals which have no closed form and have to 
be evaluated numerically. Furthermore, the problem of estimation of the model 
parameters has to be solved, because standard SEM programs cannot be used 
(Kamphuis, 1992). 
In studying growth by means of the SEM state space model, the latent vari-
ables have to keep the same content over time. In the LISKAL pupil monitoring 
system this requires the use of congeneric measurement instruments. Congeneric 
instruments measure the same underlying variables, meaning that the latent vari-
ables underlying the observed ones correlate one (Jöreskog, 1974). Although this 
imposes rather strong requirements for the instruments involved, the measure-
ments of the same latent variable may be in different observed scale units and 
observed scale origins, with different reliabilities and even with a different number 
of observed variables. The congenericity concept is quite different from the unidi-
mensionality assumption in IRT. It applies to whole instruments or tests instead 
of single test items, and therefore is far less restrictive. Furthermore, while in IRT 
individual items have to be unidimensional and have to measure the same trait 
over the entire time range, in LISKAL each instrument only needs to be congeneric 
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at the time points it is applied to, often being not more than two consecutive time 
points. Finally, no local independence is required for the instruments applied at 
the same point in time. In fact, in the SSM, the measurement errors of instruments 
taken at the same point in time may correlate. 
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Longitudinal LISREL model estimation 
from incomplete data using the EM 
algorithm and the Kalman smoother1 
Abstract 
Longitudinal data sets with the structure T(time points) x iV(subjects) are often 
incomplete because of data missing for certain subjects at certain time points. The 
EM algorithm is applied in conjunction with the Kalman smoother for comput­
ing maximum likelihood estimates of longitudinal LISREL models from varying 
missing data patterns. The iterative procedure uses the LISREL program in the 
M-step and the Kalman smoother in the Ε-step. The application of the method 
is illustrated by simulating missing data on a data set from educational research. 
2.1 Introduction 
The occurrence of missing data is a general problem for both cross-sectional and 
longitudinal research. Dempster, Laird and Rubin (1977) first introduced the EM 
algorithm, which is a statistically well-founded and broadly applicable algorithm 
for computing maximum likelihood estimates from incomplete data. The EM al­
gorithm has been employed in maximum likelihood estimation of a wide range 
of models (Little & Rubin, 1987). Shumway and Stoffer (1982) used the EM 
algorithm in conjunction with the Kalman smoother as an approach to parame­
ter estimation, smoothing and forecasting for stationary time series with missing 
observations. A similar approach has been followed by Singer (1990, 1992, 1993). 
1
 Reprint of Jansen, R A RG , & Oud, J H L (1995) Longitudinal LISREL model esti­
mation from incomplete data using the EM algorithm and the Kalman smoother Statistica 
Neerlandica, 49, 362-377 Received May 1994 Revised May 1995 
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Shumway and Staffer's procedure, however, is restricted to the N = 1 case 
(one single time series). Many data sets, especially in the behavioral sciences, 
have а Τ χ N structure with N > I. Further, in time series analysis, the number 
of time points Τ must be large to obtain estimates with reasonably low variances. 
This causes problems in fields with typically small numbers of repeated measures 
like the behavioral sciences. In addition, Shumway and Staffer's time series model 
is stationary, which is a rather unrealistic restriction for many problems in the 
study of development (Oud, van Leeuwe, & Jansen, 1993). In the procedure 
proposed here for Τ χ N structured data, a general non-stationary model is used 
and there are no requirements concerning the number of time points T. The model 
is the longitudinal LISREL model as derived from the discrete-time non-stationary 
(time-varying) linear stochastic state space model (SSM). 
The proposed EM procedure uses the LISREL program in the M-step and the 
Kalman smoother in the Ε-step. The application of the method is illustrated by 
simulating missing data on a data set from educational research. For the com­
putations the computer program LISMIS is developed. This repeatedly runs the 
LISREL program and computes Kalman smoother estimates between successive 
LISREL runs. 
2.2 LISREL and state space modeling 
The LISREL model to be estimated is formulated in terms of the SSM to make the 
Kalman smoother accessible for the proposed missing data procedure. Although 
this imposes certain restrictions on the LISREL model because of the causality 
principle inherent in state space modeling, it does not imply any substantial re­
duction in generality (Oud et al., 1993). The causality principle only requires 
the state to be nonanticipating, excluding effects going backward in time. The 
SSM consists of two equations: the dynamic part or state equation (Equation 2.1), 
which describes the dependence of the latent state variables in x ( on their lagged 
values in x (_i and the static part or output equation, which connects the latent 
state variables to the observables in y ( (Equation 2.2): 
x¡ = A ( _ I X Í _ I + w(_] with c<w(w(_;i) = Q (_! , (2.1) 
y t = C,x ( + v, with cov(vt) = Ri . (2.2) 
The state transition matrix A (_i in Equation 2.1 contains the autoregressive and 
cross-lagged effects between the state variables at successive discrete time points 
t and í — 1: t,t — 1 € {t0,to + I,... ,to + Τ — 1} for integers t0 and Τ > 2, with 
¿o the initial time point and Τ the total number of time points considered. The 
output or measurement equation (Equation 2.2) is equivalent to the factor model 
equation in factor analysis with C t the factor pattern matrix. 
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Instead of Equation 2.1, many econometric and social science models choose 
a so-called structural equation, which has x ( at its right-hand side as well as its 
left-hand side. Before applying the Kalman smoother, however, such a structural 
equation can be reduced to Equation 2.1 (Oud, van den Bereken, h Essers, 1990). 
The process errors in successive vectors w ( and the measurement errors in 
successive vectors v ( are assumed to have (a) zero expectations: E(v/t) = E(vt) = 
0 for all t, (b) zero covariances between vectors: E(wt v't,) = 0 for all t and 
t', E(vTt w¡/) = E(vt v{,) = 0 for all t φ t' (nonzero variances and covariances 
for errors within vectors are in Q< and R t ) , and (c) zero covariances with the 
initial state: E(wt x'(o) = E(vt x'to) = 0 for all t. Further, (d) the error vectors 
and the initial state are assumed to be jointly multinormally distributed. Finally, 
it is assumed (e) E(xta) — E(yio) = 0, implying E(xt) = E(yt) = 0 for all t. 
(see Meditch, 1969, pp. 168-169). Assumptions (a) through (d) are essential in 
LISREL modeling as well as Kalman smoothing. Assumption (e) leads to the so-
called 'zero means' LISREL model. In dropping this assumption, the 'structured 
means' LISREL model can be obtained, which enables the estimation of the mean 
structure in addition to the covariance structure (Jöreskog L· Sörbom, 1989, p. 
273). Accordingly, the SSM as well as the Kalman smoother are to be extended 
by the specification of additional input-effects (Lewis, 1986, pp. 69, 134; Oud et 
al., 1990, pp. 399-400; Oud et al., 1993). This paper, however, is restricted to the 
'zero means' LISREL model and to the zero-input SSM. 
Instead of using the full LISREL model, comprised of three equations and 
eight parameters matrices, the following submodel is used, comprised of only two 
equations and four parameter matrices (Jöreskog & Sörbom, 1989, p. 10). 
η = Βη + ζ with οον(ζ) = Φ , (2.3) 
y = Λτ/ + e with cov(e) = Θ . (2.4) 
Somewhat paradoxically, all conceivable LISREL models can be put in Equa­
tions 2.3 and 2.4 by combining all observed variables in у and all latent vari­
ables in η. Equations 2.3 and 2.4, in fact, represent a more general model 
than the full LISREL model (Jöreskog & Sörbom, 1989, p. 190). By taking 
4 = К x U i · · · χ ίο+τ-ι1 ' and У = [y'to Vto+i • • • Ум-т-іі ' w i t h *o the initial time 
point and Τ the total number of time points considered, and putting the parame­
ter matrices of Equations 2.1 and 2.2 on the appropriate places in the LISREL 
parameter matrices В, Λ, Φ , and Θ, the LISREL model is easily formulated as 
a SSM. Notice, that the initial state x t o , being exogenous or unexplained in the 
SSM, has its covariance matrix Φ
ί ο
 = E(xt(¡ x'io) specified in Φ. The other nonzero 
elements of Φ are the process error variances and covariances in successive ma­
trices Q ( with t = t0,...,to + T — 2. Because all and only all the assumptions 
of the SSM are specified in the LISREL model, the LISREL model becomes fully 
equivalent to the SSM. 
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2.3 Maximum likelihood estimation of the LISREL model 
Several estimation methods can be used in the LISREL program (Jöreskog & 
Sörbom, 1989, p. 16). Here we apply the ML method which maximizes the 
loglikelihood function of the free parameters in parameter matrices Β, Λ, Φ and 
Θ, for given data in Y: 
£(Θ\Υ) = - | l o g | Σ | - y t r t S E - 1 ) - ^ 1 ο
δ
2 π . (2.5) 
θ in Equation 2.5 contains the free parameters, Ypxjv is the data matrix (N 
columns of independent replications of the p-variate vector y, typically originating 
from a sample of randomly drawn subjects), Σ
ρ χ ρ
 is the model implied covariance 
matrix: 
Σ = Λ ( Ι - Β ) - 1 Φ ( Ι - Β ' ) ~ 1 Λ ' + Θ , (2.6) 
which is a function Σ ( 0 ) of Θ, and S p x p = ^ Y Y ' is the sample covariance 
matrix. The ML-estimator θ = argmax £(Θ\Ύ) chooses that value of θ which 
maximizes £(Θ\Υ). However, instead of maximizing Equation 2.5 the LISREL 
program minimizes fit function 
FML = log | Σ | H-t^SE" 1 ) - log | S | - ρ , (2.7) 
with the same result. Equation 2.7 only differs from Equation 2.5 in the negative 
multiplying constant — j^ and an additive constant; S is based on the data and 
thus constant in the LISREL fit function. 
2.4 Kalman smoother 
The Kalman smoother (Jazwinski, 1970; Lewis, 1986; Rauch, Tung, & Striebel, 
1965) uses past, present, and future information for optimally estimating the latent 
state x¡ (Equation 2.1) for an individual subject on the basis of its specific data 
sequence y i o , У(0+ь . . . , y t o + T-i · Writing t0 + T — 1 = s, the optimal estimator or 
Kalman smoother turns out to be the conditional expectation (Meditch, 1969, p. 
206) 
x? = E(xt\[y'to y ; 0 + 1 . . . y X « ) with t < s , (2.8) 
which depends on the data [у{0у£0+1 . . .y'3]' and via the model on the parameter 
values . It is obtained by minimizing the trace of the error covariance matrix 
(Shumway & Stoffer, 1982, p. 256) 
Pi = ß ( e ; e r | [ y ; o y i o + 1 . . . y X 0 ) , (2.9) 
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for estimation error e" = x ( — x ' . The conditional covariance matrix P* turns out 
to be independent of the data and can therefore be written as the unconditional 
covariance matrix: PJ = E(e3t e ' ') . 
The Kalman smoother estimates can be calculated as follows. First, the 
discrete-time Kalman filter x ( = x{ is run in a forward recursion. The Kalman 
filter differs from the Kalman smoother in neglecting future information for the 
estimation of x¡ , optimizing only over the information at time points t' < t. The 
Kalman filter in turn uses the predictor x (_ — x^ - 1 (based on and optimal only for 
the information from past time points t' < t — 1) with associated error covariance 
matrix P(_ = E(et- ej_) for prediction error e(_ = x< — х<_. These are shown in 
Equations 2.10 and 2.11. 
x,_ = Xt-ikt-i , (2.10) 
P,_ = A ^ J P ^ A ; . , + Q,- ! . (2.11) 
The Kalman filter measurement update x¡ and associated error covariance 
matrix P( = E(et e't) for filter error e ( = x ( — x¡ are contained in Equations 2.14 
and 2.15. Using the Kalman gain weighting matrix H t 
H ( = Р ( _ С ' ( ( С , Р , _ С ; + Я , ) " 1 , (2.12) 
and defining M ( : 
M, = I - H ( Q , (2.13) 
the Kalman filter equations can be written as follows 
x t = M t x , _ + H , y , , (2.14) 
P ( = M t P ( _ M ' ( + H ( R ( H ; . (2.15) 
Also important in the missing data procedure is the Kalman filter error covariance 
matrix of errors e ( and e f_t at different points in time: 
Р , , , _ І = M f P t _, ,_t 
= М,А,_, М ( _!А ( _ 2 . . . Mt-k+1At-k Pt_jt . (2.16) 
Its derivation is based on the recursive relation e ( = М ( А ( _іе ( _і + M t w ( _i — Н ( (. 
At the initial time point í = <o where the first data are present and no past 
information is available, an estimator can be derived from Equation 2.14, assuming 
A(_i = 0. This implies x(_ = E(xt), P j_ = Ф ( = cov(xt) which results in: 
x( = Mt£(xt) + H,y( . (2.17) 
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By substituting Φ< for P<_ in Equations 2.12 and 2.15, the weighting matrix H ( 
and the initial error covariance matrix P ( can be computed. Writing Equations 
2.12 and 2.15 in another form, 
H, = P.CJRT 1 , (2.18) 
P t = ( P r i + C Î R T ' C , ) - 1 
= Ρ , - ί Ι + Ο ' , Ι Ι Γ ' Ο , Ρ , - ) - 1 , (2.19) 
it can be seen that Equations 2.17-2.19 for E(xt) = 0 (as assumed at initial time 
point t — to) and P(_ = Φ(, represent the well-known cross-sectional regression 
estimator (Lawley & Maxwell, 1971; Oud et al., 1993). This, and more generally 
Equations 2.17-2.19 for E(x,) φ 0, is optimal for information at the single point 
in time t only (Singer, 1992, p. 141). 
Second, the backward smoother algorithm is applied. It consists of three equa­
tions with F¡ the backward gain matrix: 
x¡ = х( + ВД+1-х((+1)_), (2.20) 
Ρ? = Pt + Ft(P¡+l-P(t+i)_)F't, (2.21) 
F« = Ρ,ΑίίΡμ+υ-Γ1 . (2.22) 
The Kalman smoother state estimate x' (Equation 2.20) and Kalman smoother 
error covariance matrix PJ (Equation 2.21) require the Kalman filter estimate x t 
and covariance matrix P ( with x s and P s as initial conditions (Jazwinski, 1970, 
p. 217; Lewis, 1986, p. 134; Rauch et al., 1965, p. 1447). 
2.5 Inserting the Kalman smoother in the model implied 
covariance matrix 
The model implied covariance matrix Σ = E {y y') of the LISREL model can be 
expressed in terms of the Kalman smoother xj. The diagonal blocks of Σ, obeying 
Equation 2.2, are 
E{yt У/) = CtE(xt x/)C/ + R( . (2.23) 
Rewriting E{xt x't) as £[(x? + e?)(xf + ef)] = E(xst x f ) + P* in view of Kalman 
smoother property E{x't e't') = 0 (Jazwinski, 1970, p. 217 -218; Meditch, 1969, p. 
209) one finds 
E(yt y,') = е д е ; o c / + CeP?c(' + R( . (2.24) 
For the off-diagonal blocks E(yt y't_k) it is observed that E(xt x't_k) = E[(x* + 
e
' )(^i-Jt + e?-it)] — ^ ( ^ i *t-k) + E(est x't_h) because of Kalman smoother property 
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E(kst e¡'_k) = 0 (Jazwinski, 1970, p. 217), which leads to 
E(yt y U ) = С . В Д xr_fc)C;_t + C . G ^ C U . (2.25) 
Analogously to PJ, G't_k = E(eJ х^ _&) may be determined in a backward recur­
sion from G3t+lt_k 
G?,.* = F t G t ' + l i t _ , + (I - F(At)P«,«-* , (2.26) 
starting with G?+ 1 (_ f c = G ^ _ t _ ! = bXe.x',.^!) = E(e, e ^ J + ^ e , χ',_λ_ι) = 
PSis_A:_i because of Kalman filter property E(e3 Xj_4_j) = 0. Equation 2.26 re­
sults from the fact that the smoother error e¡ follows the same backward recursion 
as the smoother estimate x* 
ej = e( + F t(e;+1 - e(t+1)_) , 
and that 
e(<+1)_ = x i+i - X(i+i)_ = Ai(x< - it) + W( = Atet + wt , 
implying 
E(ei xî_ t) = E(et x U ) + Ft[E(e¡+l х[_
к
) - AtE(et x'(_,)] . 
Equation 2.26 follows because of 
£(e< х '(-к) = p t , í - t · 
Note that G¡t_k = E(e¡ x¡Lk) = E(e¡ e¡'_k) = Р*,
г
_
к
 because of Kalman smoother 
property E(e' Si°'_k) = 0. 
The relevance of Equations 2.24 and 2.25 for the missing data problem and 
the implementation of the EM algorithm is that they show the expectations of ob­
served yt y't and y t y't-k to be equal to the expectations of C(x* xf C t ' + C t P f C 4 ' + 
Ri and C(X' x°'_kC't_k + CiG*t_fcC'e_A. The latter quantities are computable for 
individual subjects on the basis of complete as well as incomplete data. In the case 
of missing data at time points t' in the forward recursion, xt< and Pj» (Equations 
2.14 and 2.15) are simply replaced by predictive values x(>_ and P t '_ (Equations 
2.10 and 2.11). 
2.6 E M algorithm 
The basic idea of the application of the EM algorithm is to estimate in the E-step 
the latent states and missing parts of the data by means of the Kalman smoother, 
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based on the available data and parameter estimates from the M-step. Then, in 
the next M-step, parameters are estimated on the basis of the completed data from 
the Ε-step. These steps are iterated until the parameter estimates θ converge. 
Instead of the complete data loglikelihood function ί(θ\Υ) = ((θ\Υ0ι,3, F m i s ) in 
Equation 2.5, the loglikelihood function £( \У0ь,), given the observed data, must be 
maximized. As this cannot be done directly, the pseudo-likelihood or conditional 
loglikelihood expectation is determined. It depends on the observed data Y
ob3 and 
parameter values BT of the preceding M-step. The EM algorithm thus consists of 
two steps: 
Ε-step: If θ = BT in the r
th
 iteration of the algorithm, determine the pseudo-
likelihood 
QiP\h) = EYm,Me\Y)\Yobs,eT] - EymMb\Y)\YobsA] · (2.27) 
The expectation is taken over the distribution of the missing data Y
mts given the 
observed data Y
ob3 and the current estimate BT. 
M-step: 
0
r + 1 = argmax Q{B\BT) = argmax EYmil[e{B\Y)\Yubs,BT} . (2.28) 
As the second term in the pseudo-likelihood (Equation 2.27) does not depend on Θ, 
it suffices to maximize the conditional loglikelihood expectation 
EYm^\í(B\Y)\Yobs,BT\. It can be proven that iteration of these steps yields succes-
sive pairs of estimates Br and 0 r + 1 with non-decreasing loglikelihoods t(BT\iob3) 
and i(BT+i\Y0bs), converging to θ = argmax £(B\Yobs) (see Dembo & Zeitouni, 
1986; Dempster et al., 1977; Little к Rubin, 1987; Singer, 1993). 
For implementation of the EM algorithm the conditionally expected moment 
or covariance matrix S
r + i = EYml!(S\Yobs,er) is to be calculated in the E-step 
and inserted for S in Equation 2.5. This is due to the fact that the loglikelihood 
function in Equation 2.5 is linear in S. Except for the replacement of S by S
r + i , 
EYmli[i{B\Y)\Yob3,BT\ does not differ from £{B\Y) in Equation 2.5 (which is han-
dled in the LISREL program by means of Equation 2.7, where again S is to be 
replaced by S r + i ) . Note, that in case of no missing data EYmis(S\Yobs,Br) = S, 
and EYmje{B\Y)\Yobs,Br} becomes equal to ({B\Y) of Equation 2.5. 
Because missing data occur in subject specific patterns, dependent on the 
observed data vector y,l0bs for subject i, the conditional expectations x^ and x^_fc 
and covariance matrices P ¡ and Gstt_k (see Equations 2.21 and 2.26) become 
subject specific too. They depend on the specific history of time points at which 
Kalman filter predictions (missing data: H t = 0 => M¡ = I) and Kalman filter 
measurement updates (observed data: H¡ φ 0 => M ( φ I) are to be made. As S 
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can be written as the mean of subject specific matrices S,: 
S = ^ES. = ^ Ey.y:- (2-29) 
only the S, of subjects with missing data, and only at the places where missing 
data occur, need to be changed to S,,
r
+i for the calculation of S
r + i . In each S,,r+i 
the missing blocks y1 ( yt'( and y,( y[ t_k are filled out with conditional expectations 
Щуи y',t\y,,obs, h) = c,xf( х*;с; + c ( p ; ( c ; + R t , (2.30) 
and 
E(ytt y , ' i t _ t | y „ * , i r ) = C ( x ' Ki-kC't-k + C ( G ; i i t _ t C ' f _ 4 . (2.31) 
For simplicity we omitted subscript r at the right hand sides of Equations 2.30-
2.31. Blocks combining observed y ( with missing y ( _t or missing yt with observed 
y(_jt become, respectively, for subject г: 
E(y,t y',,t-k\y>,ob„Ôr) = У« E{y[,t-k\y>,ob„eT) 
= У , ( < ( _ , С и , (2.32) 
and 
Е(Уа y',,t-k\y<,cbs ,Ôr) = E(y,t\yil0b„eT) y',¡t_k 
= Ctrtty[it_k. (2.33) 
Above we tacitly assumed that the observations within vectors yt are either 
completely missing or not missing at all. However, it can happen that the observa-
tions at t, t — к or both are only partially missing. As a consequence, only part of 
the information can be used in the Kalman filter measurement update (Equation 
2.14) or initial estimator (Equation 2.17). This is done by entering zeroes in these 
equations for the partially missing observations in y t, and fixing the corresponding 
factorloading rows of the C ( matrix at zero (Shumway & Stoffer, p. 259) in the 
computation of matrices H ( (Equation 2.12) and M ( (Equation 2.13). In this way 
only the available measurement information is processed by the Kalman filter and 
smoother. If R(i2)t = 0 (no measurement error correlations between observed part 
У(і)( and missing part у(2)( in each y ( ) . Equations 2.30-2.33 remain valid (with the 
full matrices Ct and Ct-k entered), except of course that the nonmissing elements 
in the blocks y¡ yj and y¡ y | _ t are not to be replaced by their conditional expecta-
tions and that the elements combining missing with nonmissing data are handled 
analogously to Equations 2.32-2.33. R(i2)t ^ 0 requires a modification of Equation 
2.30, which is given by Shumway and Stoffer (1982, p. 257). 
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An interesting alternative for the maximization of £(Θ\Υ) in Equation 2.5 is 
offered by Singer (1993). Employing EM even when Y contains complete data, it 
allows to replace the LISREL program by any observed variables SEM program 
that uses the maximum likelihood method. Combining all latent states in the 
τηΤ χ N matrix X (m the number of state variables in state vector x ( and τηΤ the 
total number of state variables in η), it consists of considering the latent unknown 
X as the missing data. Bayes' formula enables one to decompose the complete 
data loglikelihood £(Θ\Υ,Χ) into separate loglikelihoods for the structural (state 
equation) and measurement (output equation) parts of the LISREL model: 
/ (0 |Y,X) = / ( 0 | X ) + / ( 0 | Y | X ) 
= £(Θ
Β
,*\Χ) + £{Θ
Α
,
Θ
\Υ\Χ) . (2.34) 
Writing Σ„ = (I - B ) - 1 * ^ - B')-\ S„ = 1/JVX X', and S£ = 1/W(Y -
A X ) ( Y - A X ) ' = S+AS„A'-(l/JV)YX'A'-(l/./V)AXY' one derives the separate 
loglikelihoods: 
N /V mTN 
/(β
Β
,·|Χ) = -ylog|E„|-i-tr(S,,E-1)-_L^log27r, 
(2.35) 
Ν N TÌN 
/ ( β
Α ι θ
| Υ | Χ ) = - i . i
o g | e | - i . t r ( S . e - 1 ) - ^ - I o g 2 T . 
The measurement part in Equation 2.36 now takes the form of a regression 
analysis problem. 
The conditional loglikelihood expectation to be maximized iteratively in EM 
decomposes accordingly: 
£ * [ / ( β | Υ , Χ ) | Υ Λ ] = Ε
Χ
[£(Θ
Β
^\Χ)\Υ,Θ
Τ
} + 
£ χ [ * ( β
Α
, β | Υ | Χ ) | Υ Λ ] . (2.36) 
Implementation of the EM algorithm by maximizing Equation 2.36 in the M-
step requires substitution of the unknown S, and X in Equations 2.35 and 2.36 
by S 4 i r + 1 = Ex(STI\Y,eT) and X r + i = £ χ ( Χ | Υ , β Γ ) , and leads to the Kalman 
smoother in the Ε-step. S
n > r +i consists of diagonal blocks 
J V
 1 = 1 
and off-diagonal blocks 
jjO%t<t-k + G«,t-ki- (2-37) 
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Again it can be proven that (Singer, 1993) the successive EM estimates θ
Γ+χ = 
[
 в ф л
 ]'г+і = argmax Εχ[ί(θ\Υ,Χ)\Υ,θ
τ
] converge to the maximum likeli­
hood estimate argmax ί(θ\Υ). This implies that the separate maximization of 
Equations 2.35 and 2.36 (e.g. by means of the LISREL program but also by 
means of any observed variables SEM program), using and iteratively inserting 
Kalman smoother estimates, leads to the same parameter estimates as the direct 
maximization of Equation 2.5 by means of the LISREL program. Disadvantages 
of the indirect decomposition procedure are that no cross-restrictions between the 
parameters in 0β,ψ and 0л, are possible and that the Kalman smoother estimates 
need to be computed for all subjects, not only for subjects with missing data in 
Y. In the case of missing data in Υ, Εχ[£(θ\Ύ,Χ.)\Υ,θ
τ
] in Equation 2.36 is 
replaced by £V
miSijr[£(0|Y,X)|YD(,s,θτ], S in Equation 2.36 by the matrix S r+i 
explained previously, and blocks with missing ytt in YX' by C(xft x*(' + CtPfj, 
cí*?f *?'t-* + CtG,*tit_fc and C(X,st x*' t+ t + C(GfM+lt. 
2.7 An educational research example 
The missing data procedure was applied to a sample of 838 pupils from primary 
school for whom measurements with respect to the ability of decoding speed had 
been taken at four points in time, covering a two year period. At each point in 
time the two test forms A and В for measuring decoding speed (Brus & Voeten, 
1979) had been used. The data set of eight observed variables contained 3.9% 
missing scores, only 740 or 88.3% of the 838 cases had complete observations. 
The LISREL model, using state space notation, is shown in Figure 2.1. The 
squares represent the observed variables (tests A and B) at different points in time, 
loading on the four latent decoding speed variables represented by the circles. 
The factorloadings as well as the measurement error variances of the same test at 
different occasions were assumed to be equal. The latent variables were scaled by 
fixing the factorloadings of test A at one. Ten parameters had to be estimated, 
which resulted in a LISREL model with 26 degrees of freedom. 
The EM algorithm was initialized by means of the LISREL solution of the 
JV=740 complete cases analysis (CC). The results of both the EM and CC analysis 
are shown in Table 2.1. The EM algorithm took four iterations before convergence 
was reached. By convergence is meant that additional iterations did not result in 
any change of any of the LISREL parameter estimates. 
The autoregressive parameter estimates of both the EM and CC solutions are 
very high, indicating that the latent decoding speed curves of individual pupils 
are almost parallel and regression toward the population mean negligible. For the 
EM solution, autoregression turns out to be somewhat higher between the first 
and second, and the second and third time point than for the CC solution. From 
the third to the fourth time point, CC shows the highest autoregression. Other 
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Fig. 2.1: LISREL model in state space form for decoding speed development of 
pupils. 
2/i,t0+3 ΐ/2,ίο+3 
differences between both solutions include the measurement error variances of the 
instruments being higher in EM than in CC. 
The computation of the standard errors (indicated between parentheses in 
Table 2.1) is somewhat problematic in EM. In the last M-step of the algorithm, 
LISREL yields standard errors based on the ML covariance matrix estimate. The 
problem is, what value should be inserted for ./V in the denominator of the standard 
errors. The standard errors will become too small, if the total TV (in the example 
JV=838) is inserted. Little к Rubin (1987, p. 157) suggest using the TV of the 
number of subjects which have observed values on all variables involved in the 
analysis, that is the CC TV (in the example TV=740). This will give an upper 
bound to the correct standard errors. Both sets of standard errors were computed, 
next to a set based on a compromise TV, obtained by dividing the total number 
of nonmissing scores by the total number of observed variables in the model (in 
the example TV=805). It results in approximate standard errors between the lower 
and upper bound. 
It can be seen in Table 2.1 that the differences between the sets of standard 
errors are negligible and in several cases even not noticeable with the number of 
digits reported. Considering the large samples required in LISREL analyses, this 
will rather generally be the case and the use of different sets will seldom lead to 
different decisions. For safety, however, it is recommendable to compute all three 
sets and to check whether they indeed lead to the same decisions. 
In order to illustrate the behavior of EM missing data procedure under different 
missing data mechanisms and amounts of missing data, a few simulations were 
conducted starting from the sample of complete cases: TV = 740. Four missing 
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data mechanisms (A, B, C, D) were applied and made to yield, respectively, 20% 
and 30% missing scores. The aim was to find out whether the EM algorithm was 
able to reproduce the known ML estimates of the N=740 CC analysis under each 
of these mechanism and percentage of missings conditions. 
Tab. 2.1: LISREL parameter estimates for the model in Figure 2.1 from the EM 
and CC solution with standard errors between parentheses. 
Latent autoregressive 
parameters 
EM 
CC 
Latent initial 
variance and 
unexplained variances 
EM 
CC 
Factor loadings 
EM 
CC 
Measurement error 
variances 
EM 
CC 
N 
(838) 
(805) 
(740) 
(740) 
N 
(838) 
(805) 
(740) 
(740) 
N 
(838) 
(805) 
(740) 
(740) 
N 
(838) 
(805) 
(740) 
(740) 
< 
188.74 
(9.55) 
(9.75) 
(10.17) 
180.68 
(9.72) 
Cl 
1.000 
1.000 
η 
11.14 
(0.46) 
(0.47) 
(0.49) 
10.34 
(0.46) 
°<0 
0.952 
(0.015) 
(0.015) 
(0.016) 
0.948 
(0.016) 
9io 
24.69 
(1.66) 
(1.70) 
(1.77) 
24.71 
(1.74) 
<=2 
1.017 
(0.006) 
(0.006) 
(0.006) 
1.024 
(0.006) 
гг 
9.70 
(0.45) 
(0.46) 
(0.48) 
9.19 
(0.46) 
α <ο+1 
0.959 
(0.014) 
(0.014) 
(0.015) 
0.952 
(0.015) 
<?<ο+ι 
20.64 
(1.43) 
(1.46) 
(1.52) 
20.89 
(1.50) 
α
ί ο + 2 
0.916 
(0.012) 
(0.012) 
(0.012) 
0.921 
(0.013) 
9«0+2 
12.70 
(1.07) 
(1.09) 
(1.13) 
13.38 
(1.14) 
In mechanism A missing scores were assigned to the cells of the data matrix 
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on the basis of a simple random scheme. This was also done for mechanism 
B, but if a missing occurred at a specific point in time for a specific variable, 
all following scores were assigned missing too. As a result, some cases, which 
happened to be assigned a missing in the first variable at the first point in time, 
dropped from the data set. Both mechanisms A and В are examples of the MCAR 
(Missing Completely At Random) mechanism defined by Rubin (1976) and Little 
and Rubin (1987). 
Mechanism С was applied for simulating a MAR (Missing At Random) mech­
anism. The key issue in the distinction between MCAR and MAR mechanisms 
is whether and how missingness is related to data values (Little, 1992, pp. 1229-
1230). In contrast to a MCAR mechanism, in which missingness does not depend 
on data values at all, neither in Y
mia nor Y0bs, missingness in a MAR mechanism 
does depend on the data values in Y but only through the observed values in Y0ba-
In the С mechanism missings were not directly assigned, but for each observed 
score below some criterion at time point t missings were assigned to both observed 
variables at time point t + 1. The criterion used was the z-score for the variable 
at time point t in the sample of JV=740 pupils. To obtain the desired percentages 
of 20% and 30% missing data z-scores of -0.13 and 0.66 respectively had to be 
used as criteria. In order to prevent the procedure to assign missings mainly at 
the second and fourth time point (caused by the fact that no missings are possible 
for mechanism С at the first time point), checking z-scores started randomly at 
the first or second time point. 
Tab. 2.2: N of pupils having all data missing, N of initializing CC analysis, and 
number of EM iterations needed for convergence for each combination 
of missing data mechanism and percentage. 
A 20% missing 
В 20% missing 
С 20% missing 
D 20% missing 
A 30% missing 
В 30% missing 
С 30% missing 
D 30% missing 
N all missing N initializing 
0 131 
37 490 
0 304 
60 484 
0 54 
52 373 
0 117 
120 397 
CC No. of iterations 
10 
5 
11 
6 
14 
10 
24 
6 
Finally, a non-MAR mechanism was applied to the data set. In a non-MAR 
mechanism missingness is dependent on the values of the very missing data. In 
non-MAR mechanism D every score below the ζ criterion value was assigned miss­
ing itself, z-scores of -0.90 and -0.64 had to be used for obtaining, respectively, 
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20% and 30% missing data. Because the variables are highly correlated, mecha­
nism D also led to a number of pupils having all data missing (see the first column 
in Table 2.2). 
The second column in Table 2.2 gives the numbers of complete cases left after 
application of the four mechanisms with each of both percentages of missings. 
The CC LISREL solutions based on those data sets were used to initialize the 
EM algorithm. Whereas MCAR and MAR mechanisms are ignorable in EM, non-
MAR mechanisms are not. For this reason the EM results under mechanisms A, 
B, and С were expected to be satisfactory in contrast to those under mechanism 
D. The numbers of iterations needed for reaching convergence are given in the 
third column of Table 2.2. These are highest for mechanism C, under which EM 
had the formidable but, according to the theory, feasible task of adjusting the 
strongly deviating initial solution. 
Tables 2.3 and 2.4 contain the results. As a measure of deviance of the para­
meter estimates, the 95% and 99% confidence intervals of the iV=740 CC solution 
were used. All parameter estimates of the MCAR mechanisms A and В turned 
out to be within the 95% confidence intervals. For the С mechanism all para­
meter estimates were within the 99% confidence intervals, except for qto+\ in the 
30% missing data case. In general, the results illustrate the expected behavior 
of missing data procedure. They are quite satisfactory for the MCAR and MAR 
mechanisms even with 30% missings. For the non-MAR mechanism D considerable 
deviations from the N — 740 CC solution resulted. Especially the autoregressive 
parameters and unexplained variances are strongly underestimated. 
2.8 Discussion 
The missing data procedure presented has several advantages compared to the so-
called 'ad-hoc' methods (see Little &: Rubin, chap. 4, 1987): (a) the statistically 
correct ML estimate is obtained, (b) each Ε-step of the EM algorithm produces 
a Gramian covariance matrix (in contrast to e.g. the 'covariance matrix ' based 
on so-called pairwise deletion), thus avoiding various kinds of improper solutions 
(Bentler h Jamshidian, 1994), and (c) all available measurement information is 
processed by the algorithm. In addition, it provides optimal values to be imputed 
for the missing values. If an appropriate model has been used, the resulting con­
ditional expectations C(xf( from the last Ε-step of the algorithm may be imputed. 
A stochastic extension (Little & Rubin, 1987, p. 61) consists in adding error 
components to the imputed values, drawn from a multinormal distribution with 
covariance matrix C¡P'C' ( + R< (see Equation 2.30). 
It has been observed that the EM algorithm is slow near the solution (Shumway 
h Stoffer, 1982, p. 255; Singer, 1990, 1992). The computing time needed for the 
LISREL jobs, however, can be shortened if in each M-step the parameter estimates 
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of the preceding M-step are used as starting values. This is especially useful for 
complex models in which the computation of the initial estimates provided by the 
LISREL program demands a considerable amount of computing time. 
Tab. 2.3: EM state equation parameter estimates for the model in Figure 2.1 un­
der four missing data mechanisms and two missing data percentages, 
compared to the N=740 CC estimates. 
Latent autoregressive 
parameters 
GC 
A 20% missing 
В 20% missing 
С 20% missing 
D 20% missing 
A 30% missing 
В 30% missing 
С 30% missing 
D 30% missing 
Latent initial 
variance and 
unexplained variances 
CC 
A 20% missing 
В 20% missing 
С 20% missing 
D 20% missing 
A 30% missing 
В 30% missing 
С 30% missing 
D 30% missing 
< 
180.68 
(9.72) 
179.52 
180.06 
181.44 
151.49** 
181.28 
180.49 
181.48 
146.56** 
a
u, 
0.948 
(0.016) 
0.957 
0.955 
0.943 
0.888** 
0.943 
0.951 
0.935 
0.880** 
4h 
24.71 
(1.74) 
23.59 
22.75 
25 58 
19.87** 
24.51 
25.24 
25.57 
18.94** 
a¡0 + l 
0.952 
(0.015) 
0.947 
0.947 
0.949 
0.889** 
0.949 
0.951 
0.954 
0.891** 
9<o+i 
20.89 
(1.50) 
21.46 
21.32 
21.71 
17.81* 
20.56 
21.37 
24.81"* 
17.01** 
α<ο+2 
0.921 
(0.013) 
0.921 
0.917 
0.909 
0.898 
0.923 
0.906 
0.898 
0.901 
9¡0+2 
13.38 
(1.14) 
13.27 
13.50 
15.86* 
11.66 
14.23 
13.18 
15.84* 
10.78* 
* Outside of 95% confidence interval around CC (N = 740) estimate. 
** Outside of 99% confidence interval around CC (N=740) estimate 
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Tab. 2.4'- EM state equation parameter estimates for the model in Figure 2.1 un-
der four missing data mechanisms and two missing data percentages, 
compared to the N=740 CC estimates. 
Factor loadings C\ c¿ 
~ C C 1.000 1.024 
(0.006) 
A 20% missing 
В 20% missing 
С 20% missing 
D 20% missing 
A 30% missing 
В 30% missing 
С 30% missing 
D 30% missing 
1.022 
1.019 
1.018 
1.020 
1.026 
1.019 
1.019 
1.017 
Measurement error 
variances r
x
 r2 
CC 10.34 9.19 
(0.46) 0.46) 
A 20% missing 
В 20% missing 
С 20% missing 
D 20% missing 
A 30% missing 
В 30% missing 
С 30% missing 
D 30% missing 
10.37 
10.08 
10.52 
10.72 
9.90 
10.14 
9.87 
10.85 
9.57 
9.49 
9.78 
9.59 
9.56 
9.09 
10.26* 
9.85 
* Outside of 95% confidence interval around CC (N=740) estimate. 
** Outside of 99% confidence interval around CC (N=740) estimate. 

Chapter 3 
Handling missing data in the construction 
of the pupil monitoring system LISKAL1 
Abstract 
In an early version of the pupil monitoring system LISKAL, the Kalman filter was 
implemented for the estimation of individual latent developmental curves based 
on a longitudinal zero means SEM model. A pupil's developmental level was 
estimated relatively in terms of its deviation from the population zero mean de-
velopment. In a recent improved LISKAL version individual latent developmental 
curves can be obtained on an absolute scale. The Kalman filter estimates are 
based on a structured means SEM model. In the case of missing data, the SEM 
model can be estimated using the EM (Expectation-Maximization) algorithm in 
conjunction with the Kalman smoother. It is shown which adjustments are nec-
essary to implement this algorithm for the structured means SEM model. An 
example illustrates how the algorithm can be made useful in the construction of 
the pupil monitoring system LISKAL. 
3.1 Introduction 
The last decade, monitoring systems are increasingly used for assessing and diag-
nosing the development of pupils' abilities throughout the primary school period 
(Moelands, Mommers & Oud, 1990). In the pupil monitoring system LISKAL2, 
1
 Adapted version of Jansen, R A R G , & Oud, J H L (1995) Handling missing data in 
the construction of the pupil monitoring system LISKAL In I Partchev (Ed ), Proceedings of 
the SMABS 1994 conference Multivariate analysis tn the behavioral sciences Philosophic to 
technical (pp 39-48) Sofia Prof Mann Drinov Publishing House 
2
 LISKAL refers to the combination of the LISREL program and the Kalman filter Although 
LISREL was employed in the construction of the pupil monitoring system LISKAL, other struc-
tural equation modeling or SEM programs may be used also 
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the Kalman filter is implemented for the estimation of individual latent develop-
mental curves based on the maximum likelihood (ML) solution of a longitudinal 
SEM model (Oud, van den Bereken & Essers, 1990; Oud, van Leeuwe S¿ Jansen, 
1993). In an early version these estimates were based on the standardized solution 
of the so-called zero means SEM model (Oud, Mommers, Smitshuis, Doppenberg, 
Devilee & Heijmans, 1993). Intra-individual change could only be interpreted rel-
atively in terms of deviations from the population's unknown mean development. 
In the new LISKAL version, individual latent developmental curves can be esti-
mated on an absolute scale. The position of a pupil's level of achievement at a 
certain time point can be compared to previous or later time points in terms of 
growth or decay on an absolute scale. At the same time, its position can also be 
assessed relatively in comparison to the absolute latent mean growth curve. Hence, 
in Kalman filtering on the basis of a structured means SEM model (Jöreskog L· 
Sörbom, 1989), the absolute as well as the relative position of a pupil's level of 
development can be assessed. 
As has been noticed by many authors (Dempster, Laird k, Rubin, 1977; Jöres-
kog, 1993; Little к Rubin, 1987; Rubin, 1976), missing data pose severe problems 
in obtaining correct ML estimates. These problems are solvable for a wide range 
of models by means of the EM algorithm. For the estimation of longitudinal 
SEM models from incomplete data, Jansen and Oud (1995) implemented the EM 
algorithm, combining a SEM program with the Kalman smoother. It is based on 
the zero means SEM model. The purpose of the paper is to show how the missing 
data procedure is implemented for the construction of the new LISKAL version, 
based on the structured means SEM model. 
First, the structured means SEM model is formulated in terms of the SSM 
in order to make the Kalman smoother accessible for the proposed missing data 
procedure. Second, we summarize the SEM ML estimation method. Third, we 
present the modifications relevant for the missing data procedure in case Kalman 
smoothing is to be based on a structured means SEM model. For further details 
on the implementation of the EM algorithm we refer to Jansen and Oud (1995), 
Oud and Jansen (1996), Shumway and Stoffer (1982) and Singer (1990, 1992). 
Finally, the modified missing data procedure is applied to an educational research 
example to show how it can be employed for the construction of LISKAL. We 
conclude with a short comment on the results. 
3.2 State space modeling and SEM 
The linear stochastic discrete-time SSM consists of two parts: the dynamic part or 
state equation (Equation 3.1), and the static part or output equation (Equation 
3.2), 
X( = A Í _ I X / _ I + В ( _ ! и і _ і + w , _ i with cotj(w,_!) = Q t _! , (3.1) 
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y, = С ( х, + DíU( + ν , with cov{vt) = R( . (3.2) 
The state equation describes the dependence of the latent state variables in the 
m-vector x ( on their lagged values in x<_i, with A t_i (m χ m) the system matrix, 
containing the autoregressive and cross-lagged effects between the state variables 
at successive discrete time points t and t — 1: t,t — 1 Ç. {ίο,^ο + 1,... ,to + T — 1} 
for integers ¿o and Τ > 2, with t0 the initial time point and Τ the total number 
of time points considered. B t _ ! (m χ q) is the input-effect matrix with u t _i 
(q χ 1) representing the fixed input-variables. w¡_i ~A/"(0,Q (_1) is the m-vector 
of random forcing terms. 
The instantaneous output equation connects the latent state variables to the 
observables in the p-vector y t . It is equivalent to the factor model equation in 
factor analysis with C¡ (ρ x m) the factor pattern matrix. D ( (ρ χ q) describes the 
influence of the fixed input-variables in the g-vector u ( . Finally, v ( ~ Af(0, R() is 
a p-vector of random measurement errors. 
For the error vectors, it is assumed that E(wt v't,) = 0 for all t and t', E(vrt w¡,) 
= £ ( v , vj,) = 0 for all t φ t'. Furthermore, £ ( w , x' io) = £(v< x' io) = 0 for all t 
with X(0 the initial state vector. Finally, the error vectors and the initial state are 
jointly multinormally distributed. 
While the model of Equations 3.1 and 3.2 represents the general case as regards 
the fixed input-variables in \it, only the special case of щ = 1 for all t, being 
the so-called unit input-variable, is needed to define the structured means SEM 
model. As the unit input-variable is constant over times and common to all 
subjects in the sample, B¡_i and D ( become, respectively, b (_i representing the 
latent growth intercepts, and d( representing the location parameters (origins) 
of the measurement instruments. In another special case the input-variables are 
all constant over time (u( = ut-k for all t and к > 0) but, apart from the unit 
input-variable, varying over subjects (e.g. gender). Finally, in the general case, 
additional input-variables are specified that vary over time points as well as over 
subjects. 
For representing the SSM as a SEM model, a submodel of two equations and 
four parameter matrices is used instead of the full SEM model comprised of three 
equations and eight parameters matrices (Jöreskog & Sörbom, 1989). 
η = Βη + ζ with cov{C) = Φ , (3.3) 
у = \η + ε with cov(e) = Θ . (3.4) 
Paradoxically, Equations 3.3 and 3.4 represent a more general model than the full 
SEM model. All conceivable SEM models can, in fact, be put in Equations 3.3 
and 3.4 (Jöreskog L· Sörbom, 1989, p. 10, 190). For deriving the SEM model and 
the form of its parameter matrices Β, Φ, Λ and Θ, the SSM (Equations 3.1 and 
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3.2) is reformulated as follows, 
x« 
U( 
' A t_! B (_! ' 
0 0 
with E ( 
yt 
U( = 
W t _ i 
u t 
' C, D ( 
0 I 
X i - i 
Ui-l J 
+ 
K_: uî]) = 
x« 
U( + 
v4 
0 
W t _ ! 
L Ui 
Qt-i о 
0 Ф
Ц[ 
(3.5) 
with E Vf 
О 
[ν; о'] Ri О 
О О 
(3.6) 
Putting the fixed input-variables in u, possibly consisting of the unit input-variable 
only, and defining, 
η = [χ' u ' ] ' with χ = [x;
o
 x;
o + 1 . . . χ ί 0 + τ _ ι ] ' , 
У = [ y ; u ' ] ' with y 0 = [y;o y ; o + 1 . . . y ^ ^ ] ' , 
С = [W u ' ] ' with w = [(x(0 - E(xt0)Y w ; o . . . < + r _ 2 ] ' , 
e = ν ' ОТ with ν = 
the SEM model is derived. Notice, that the initial state x i o ) being exogenous 
or unexplained in the SSM, has its covariance matrix Φ
ί ο
 specified in Φ, and 
its mean at the place of В corresponding to the unit input-variable. The other 
nonzero elements of Φ are the process error variances and covariances in successive 
matrices Q t with t = t0,... ,t0 + T — 2, and Ф и — jj Σ ϋ ι u , u't. 
3.3 Maximum likelihood estimation of the SEM model 
(M-step) 
The ML estimation method is employed in the M-step of the EM algorithm (Jansen 
& Oud, 1995). For complete data, ML maximizes the loglikelihood function: 
Ν Ν ΌΝ 
ί(θ\Υ) = - - l o g Ι Σ I - y M S E - 1 ) - Ρ
Ύ
 1о
ё
2тг , (3.7) 
where θ contains the free parameters in matrices Β , Φ , Λ, and Θ. YPXN is the 
data matrix (N replications of the p-variate vector y), Σ
ρ χ ρ
 = E(y y') is the 
model implied augmented moment matrix expressed as follows 
Σ = Λ(Ι - B ) - ^ ( I - В ' ) ~ 1 л ' + Θ (3.8) 
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It is a function Σ ( 0 ) of Θ. S p x p = -^Y Y ' is the sample augmented moment 
matrix. The ML-estimator is θ — argmax £(Θ\Υ), choosing the value of θ that 
maximizes ί(θ\Υ). Instead of maximizing Equation 3.7, however, the SEM pro­
gram minimizes fit function 
FML = log | Σ | + t r ( S E " 1 ) - log | S | - ρ , (3.9) 
with the same result. Equation 3.9 only differs from Equation 3.7 in the negative 
multiplying constant — ^ and an additive constant; S is based on the data and 
thus invariant in the fit function. With q input-variables, the number of random 
variables in y is, in fact, p — q. However, whether u is considered random or fixed 
in a SEM analysis, makes no difference. In both cases, the input part Ф
и
 in Σ is 
set equal to the input part of S (Jöreskog & Sörbom, 1989, p. 140). That is, the 
input part Φ„ is just the mean product over the set of input values in the sample: 
jj 53ÍLi u¿ u í i a n d minimizing F ML gives the maximum likelihood estimate. 
3.4 Kalman smoothing based on the structured means SEM 
model (E-step) 
The Kalman smoother uses past, present and future information for optimally 
estimating the latent states xt for an individual subject on the basis of its specific 
data sequence y0 = [y{0 y ¡ 0 + 1 · · · У ! 0 + Т - І ] ' a n ( ^ ^ e SEM parameter estimates
 г 
in the Tth iteration of the EM algorithm. The state estimates are utilized to fill in 
the missing data points in the data set. The completed data in turn are used to 
calculate an adjusted augmented moment matrix to be entered in the next M-step. 
For Kalman smoothing on the basis of the structured means instead of the 
zero means SEM model, adjustments have to be made for the Kalman filter part 
of the smoother algorithm, adding fixed inputs B (_iU (_i and D ( u¡ to the filter 
Equations 3.10 and 3.12 only. The filter consists of a measurement update, x t 
with associated error covariance matrix P t 
x ( = x (_ + H t (y ( - y,_) with y t_ = C(Xt_ + D t u t , (3.10) 
p( = м(Р(_м'( + н,11(н;, (3.11) 
for filter error e t = x t — x t, and a time update, x t_ with associated error covariance 
matrix P t _ 
x{_ = Α,- ιΧ,^ + Β,-,ιι, . ! , (3.12) 
P ( _ = A ^ P ^ i A U + Q i - ! . (3.13) 
Mi = ( I - H , C , ) while H ( = P ( _ C ' i ( C t P t _ C ' ( + R , ) " 1 is the Kalman gain matrix. 
The state and output predictors х*_ and y¡_ utilize past information, whereas the 
measurement update x¡ additionally processes current observations in y ( . 
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At the initial time point t = to where the first data are present, no past 
information is available. By substituting the unconditional mean E(xto) for x<0_ 
and the unconditional covariance matrix cov(xt¡¡) for P(0_, both obtainable from 
the SEM output, the Kalman filter in Equations 3.10 and 3.11 leads to an estimator 
which is optimal for information at the single time point <0 (Singer, 1992, p. 141). 
It is also known as the regression estimator in factor analysis (Lawley L· Maxwell, 
1971). 
The adjustments for the input-variables in the Kalman filter result in the cor-
rect smoother state estimates, to be used in the Ε-step of the EM algorithm. It 
means that the backward smoother formulation is the same for the structured 
means as for the zero means process (Jansen & Oud, 1995; Rauch et al., 1965). 
As is shown by Jansen and Oud (1995), subject specific moment matrices need 
to be computed on the basis of the smoother state estimates, using the parameter 
estimates 0
r
 from a previous iteration. As S can be written as a sum of subject 
specific matrices S t: 
J V
 1 = 1 • " 1 = 1 
only the S, of subjects with missing data, and only at the places where missing 
data occur, need to be changed to S,,
r+i for the calculation of S r + 1 . Here also, few 
adjustments are needed for the computation of subject specific moment matrices. 
In each S,ir+i the missing blocks y t ( y(( and y1( yj t_k are filled out with conditional 
expectations 
£(y.t У,'(ІУ.,0ь,Л) = Ktr У& + CtrPs,tTC'tT + Rtr , (3.14) 
and 
E(y,t y,',,_*|y.,,*.,в
т
) = y,V y,a,U,
r
 + C(rPf(i(_fcirCÎ_tir . (3.15) 
The ysttT = Cirxfir + D(rU( represent the estimates (conditional expectations) of 
the subject specific missing data points. D ( ru ( is seen to accommodate the modi-
fications for the structured means process. x,str is the vector of the smoother state 
estimates, while the P*(r represent the diagonal blocks of the smoother estima-
tion error covariance matrix. The role of Р,5(^_^ T for the off-diagonal blocks is 
analogous to PsltT for the diagonal blocks (see Jansen & Oud, 1995). The blocks 
combining observed y,(l0¡,j with missing у,,і_ь missing y l t with observed y,,(-t,06s, 
and fixed observed u, with missing y,( become, respectively: 
E(y,t,ob3 у',,(-к\У<,оЬ*, т) = y.i,o6s E(y'ht_k\y,tObs,0r) 
= y„,rt.yf¿_tr, (3.16) 
Е{УаУ',
Л
-к,оЬ*\Уг,оЬа,вт) = Е(Уіі\Уг,оЬ^ г) y',,t-k,ob> 
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= У,» y',,t-k,obs , (3-17) 
£ ( u . y,'ily.,o**Â) = u, Е(у'„\у
г><л„ г) 
= u . y í , · (3-18) 
In the next section, it is shown how the procedure outlined above is used in the 
construction of the pupil monitoring system LISKAL. 
3.5 Educational research example of decoding speed 
The missing data procedure was applied to a longitudinal SEM model describing 
the latent mean development of decoding speed for a sample of N = 1412 pupils, 
drawn from the Dutch population of primary school pupils. Tests on the ability of 
decoding as many words as possible from a list within a one minute period were 
taken two times a year over a period of three years with a total of six observation 
time points. At each observation time point two test forms, A and В (Brus S¿ 
Voeten, 1979) were used. The data set covered a period from grade 4 to grade 
6 at the primary school level. The distribution of missing data over the total of 
twelve variables is shown in Table 3.1. For η = 674 pupils no missing observations 
appeared. The total percentage of missings over Ν χ ρ Χ Τ observations was 
32.3%. It was assumed that the data were missing at random or MAR (Little 
к Rubin, 1987; Rubin, 1976). 
The SEM path diagram is shown in Figure 3.1. It is a first-order autoregressive 
scheme with the circles representing the latent decoding speed variables xt. Be­
cause the model accounts for the measurement errors т
х
 and Ti in the observables 
At and Bt, the estimates of the autoregressive coefficients at and latent intercept 
terms bt are disattenuated for unreliability. The small squares contain the unit 
input-variable which can be seen to affect both the latent states and output vari­
ables. Because it is constant over time and common to all sample units, it only 
needs to be specified once in the SEM model. 
Because the same pair of tests was used over time, the measurement parameters 
were constrained to be time-invariant; constant loadings C\ and C2, measurement 
origins d\ and d2, and measurement error variances ri and r 2 . Identification of the 
Tab. 3.1: Number and distribution of the missing observations, and total percent­
age of missing observations in the sample of N = 1412 units. 
No. of missing 
observations 0 1 2 3 4 5 6 7 8 9 10 
No. of cases 674 7 68 0 83 1 28 0 341 4 206 
Percentage of missing observations = 32.3% 
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Fig. 3.1: Structured means SEM model for decoding speed. 
9(o 9¡o+x 9to+2 9<о+з 9ίο+4 
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· ο + 2 ^ t n + 3 В, Ί | 0 + 1 B , 0 + 1 Л,0+ь Bio+s 
model was obtained by fixing d-i to zero and Cj to unity. As a result, the initial 
latent mean μ
χ
,
ο
 equaled the observed mean μΑ,0, and the initial latent variance 
equaled the initial observed variance minus its measurement error variance; σ2
Χι
 = 
a\t — r i . In this way the latent decoding speed development was defined in terms 
of the scale units and measurement origins of the first instrument Ato. Except 
for the initial latent variance σί. , the latent and observed means and variances 0 
are not displayed in Figure 3.1. Altogether 21 parameters had to be estimated 
on the basis of a moment matrix of 13 observed variables (including the unit 
input-variable), leaving 70 degrees of freedom in the model. 
3.6 Results and discussion 
The results of the EM missing data procedure are shown in Table 3.2. A total 
of 16 EM iterations were needed for the parameter solution to converge, meaning 
that additional iterations did not change the SEM parameter estimates. The 
initial estimates were based on a SEM analysis of the subsample of η = 674 pupils 
having complete data. Table 3.2 shows that all the autoregressive coefficients 
are above .91, indicating that pupils tend to keep almost the same achievement 
level over time; pupils with high or low scores at one time point have high or 
low scores at other time points as well. The latent mean values are based on the 
latent intercept terms bt and autoregressive coefficients e ( , and can be calculated 
by means of Equation 3.19 (Jörcskog & Sörbom, 1985). 
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Tab. 3.2: Converged parameter estimates and standard errors for the structured 
means SEM model of decoding speed, after application of EM algorithm. 
Autoregressive coefficients 
Initial latent variance 
Process error variances 
Initial latent mean 
and intercepts 
Latent means 
Factorloadings 
Measurement origins 
Coefficients 
at0 
α<ο+ι 
° ίο+2 
α
ί о+З 
at0+i 
< 
<7to 
<7to+i 
9¡0+2 
9(о+з 
9ìo+4 
μ*.ο 
к 
K+i 
4 + 2 
4 + 3 
К+л 
/<*.„ 
/ ^ , ο + ι 
/ ^ t „ + 2 
/^іо+э 
Рхіц+І 
/^,„+5 
Cl 
Cl 
dy 
d2 
Measurement error variances г
г 
Number of EM iterations = 
гг 
16 
Estimates 
.978 
.953 
.915 
.998 
.965 
195.25 
24.90 
20.91 
11.84 
12.33 
8.45 
30.07 
13.86 
8.77 
11.46 
5.39 
8.26 
30.07 
43.28 
50.04 
57.27 
62.54 
68.62 
1.000 
1.014 
0.000 
-1.792 
10.93 
11.00 
s.е. 
(.012) 
(.010) 
(.009) 
(.009) 
(.008) 
(7.57) 
(1.31) 
(1.12) 
(.75) 
(.78) 
(.68) 
(.38) 
(.38) 
(.47) 
(.45) 
(.55) 
(.53) 
(.003) 
(.151) 
(0.27) 
(0.27) 
E(xt) = atE(xt-i) + Ь(-і (3.19) 
The latent means as well as the latent standard deviations are easily obtainable 
from the SEM output. Figure 3.2 displays the estimated latent mean developmen­
tal curve, plus and minus one standard deviation (lines with white circles), and 
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an individual developmental curve (line with black circles), plus and minus the 
standard errors of estimation (vertical lines). The population mean developmental 
curve shows an absolute increase of the ability of decoding speed over time. The in­
dividual growth curve starts just below the mean curve at the initial point in time 
and remains below it. Relatively, the pupil's achievement decreases over the first 
two periods. On an absolute scale, however, the pupil's ability increases as time 
proceeds. From the third time point onwards, the pupils' ability level approaches 
the mean curve, implying that the individual absolute growth is somewhat higher 
than the mean absolute growth. 
The missing data procedure is very general. It can be applied to all recur­
sive longitudinal SEM models, including higher order ARMA models (Oud et al., 
1993). An advantage compared to other types of methods (for an overview see 
Little L· Rubin, 1987, chap. 4.) is that all available data is processed and that the 
correct maximum likelihood estimates are obtained. Moreover, the moment ma­
trices, computed in each Ε-step, are kept Gramian, which prevents various kinds 
of improper solutions (Bentler & Jamshidian, 1994) 
Fig. 3.2: Latent mean development ± the standard deviations (white circles) for 
decoding speed based on a structured means SEM model; individual 
growth curve (black circles) ± the standard errors of estimation (ver­
tical lines). 
Chapter 4 
Nonstandard constraints in SEM state 
space analysis of panel data: modeling 
stationarity and overlapping cohort 
commonness ' 
Abstract 
Nonstandard linear and nonlinear constraints are applied in SEM state space 
analysis for modeling first-order and second-order stationary processes, and for 
modeling commonness (common model implied means and/or variances-covarian-
ces) in cohorts of the overlapping cohort design by means of a multi-sample SEM 
analysis. General matrix algebraic constraint formulas are derived which restrict 
the latent means and covariance functions over time and between different cohorts. 
The implications of stationarity with regard to the time-varying properties of the 
model parameters are clarified. The specification and testing of commonness in 
successive cohorts is pointed out to solve the initialization problem in the overlap-
ping cohort design. Finally, the implications of stationarity for commonness in an 
overlapping cohort analysis are treated. 
4.1 Introduction 
SEM modeling is frequently employed in the analysis of panel data. In addition 
to models with polynomial random effects (Meredith & Tisak, 1990; Rogosa & 
Willet, 1985; Willett & Sayer, 1994), the causally dynamically orientated SSM 
has been used in SEM panel data analysis (MacCallum & Ashby, 1986; Oud, 
1
 This article has been submitted Jansen, R A R G , & Oud, J H L (1996) Nonstandard 
constraints in SEM state space analysis of panel data modeling stationarity and overlapping 
cohort commonness 
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van den Bereken & Essers, 1990). Originating from system and control theory, 
the SSM became popular in time series analysis, econometrics and related areas 
(Caines, 1988). Application of the SSM allows the use of optimal filtering and 
smoothing techniques for estimating latent characteristics of individual subjects 
as well as optimal control procedures for controlling output behavior (Jazwinski, 
1970; Rauch, Tung h Striebel, 1965). The generality of the SSM stems from the 
fact that for each autoregressive moving-average (ARMA) structure of arbitrary 
order, whether time-invariant or time-varying, a SSM can be found reproducing its 
behavior (Caines, 1988, p. 111). For implementing higher-order ARMA structures 
by means of SEM see Oud and Jansen (1995). 
SEM software packages traditionally offer two kinds of standard constraints: 
fixing parameters at specific values and restricting different parameters to be equal 
(e.g. Jöreskog & Sörbom, 1989, p. 13). The use of indirect techniques, for 
example, employing so-called phantom or imaginary variables (Rindskopf, 1984), 
gave some opportunity to extend the class of standard constraints. Nowadays, 
several packages offer the possibility of applying nonstandard linear and nonlinear 
constraints directly (see Dolan h Molenaar, 1993). While often constraints can 
only be specified in scalar form in terms of single parameters (e.g. Cardon, Fulker, 
& Jöreskog, 1991), Neale's (1995) Mx software package, used in this paper, allows 
standard and nonstandard constraints to be formulated using matrix algebraic 
expressions. 
Processes modeled by the SSM may be second-order stationary (constant mean 
trajectories and covariance functions depending on the time interval only), first-
order stationary (constant mean trajectories only), or nonstationary. Nonstandard 
linear and nonlinear constraints are applied in two related fields of SEM-SSM 
modeling. First, for the implementation of stationarity. Second, in a multi-sample 
SEM analysis of the overlapping cohort design (OCD). Here constraints are applied 
for testing and estimating commonness (common model implied means and/or 
variances-covariances) of the partly overlapping cohorts. While (second-order) 
stationarity is based on parameters specified invariant over time, commonness is 
to be specified by parameters invariant over the cohorts. 
4.2 Longitudinal SEM model in state space form 
The linear stochastic discrete time SSM consists of two equations. The dynamic 
part or state transition equation describing the latent state's development over 
time, and the static part or measurement equation describing what is actually 
observed. 
x¡ = A,_iX(_i + B ( _ 1 u , _ i + G(_iw (_1 . (4.1) 
y, = Cxf + DiUi + H ^ , . (4.2) 
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X( represents the m-vector of the state variables at time t. m χ m matrix Α (_ι 
contains the autoregressive and cross-lagged effects describing how the state at 
time point f — 1 changes into the state at the next time point t ( ί , ί — 1 £ 
{ίο, ίο + 1,· · · )ίο + Τ — 1} where integers ί0 and Γ > 2 are, respectively, the 
initial time point and the total number of t ime points considered). Vectors u ( _i 
and u t contain the fixed input-variables, and B (_i and D t their effects. w (_i is 
a vector of standardized errors with mean vector E(ynt_i) = 0 and covariance 
matrix cou(w i_ 1) = I. The advantage of the parameterization of the process error 
covariance matrix Q (_i Ξ cot>(Gt_iWt_i) = Gf_iGJ_j in terms of G ( _i is that 
negative variance estimates are avoided by the SEM program. The state equation 
may be modeled in SEM such that G ( _i and thus Qt_i are diagonal. G ¡ _ ! may 
also be modeled as part of the reduced form of a recursive structural equation 
(G4_i triangular) or an interdependent structural equation (G (_! nontriangular). 
The pxm matrix C¡ defines how the unobserved state variables are related to 
the observables in y ( . v< is another vector of standardized errors, having E(vt) = 0 
and cov(\t) = I. The measurement error covariance matrix R ( = cow(HtV4) = 
HJH'J relates in the same way to H t as the process error covariance matrix Q¡_! 
does to G t - i . 
It is assumed that the errors in different vectors w t and v ( have zero covari-
ances: £ ( w t vj,) = 0, E(xvt w{,) = 1(<5(-*<, E(vt v¡,) = I A _ Í < for all í and i' (6t_ti 
Kronecker's delta, being 0 'lit φ t' and 1 if ί = ί'), and have zero covariances with 
the initial state: E(-wt x'i(j) = E(vt x'to) = 0 for all t. Finally it is assumed that 
the error vectors and the initial state are jointly multinormally distributed. 
A process x ( is said to be stationary up to order η if, for any admissible 
set of time points ί ] , ί 2 , ...,ί., and time interval k, all the joint moments up to 
order η of χ ( ) ,Χ( 2 , ...,x t j exist and equal the corresponding joint moments up to 
order η of X(1+fc,xt3+)t, ...,x¡j+A; (Priestly, 1981, p. 105-106). Therefore, first-
order stationarity is defined by E(xt) = £(x< +^) for all t and к (constant mean 
trajectories), and second-order stationarity by the additional condition Φ
ί
,ν = 
Ф І + І , ( ' + * = * t - í ' f° r au M ' and к, where Ф
м
> = E([xt - E(xt)][xt> - E(xt,)]') 
(covariance function depending on the time interval t — t' only). 
According to the above definition second-order stationarity implies first-order 
stationarity, where the first-order stationaiy process may be a zero-means or 
nonzero-means process. This gives four types of stationary processes to be treated 
in this paper: a first-order zero-means and a first-order nonzero-means stationary 
process, a second-order stationary process for either a first-order zero-means or a 
first-order nonzero-means stationary process. Stationarity can be applied to the 
observed and latent variables processes. Our focus is on the the latent variables 
processes which are easily transformed into observed variables processes of the 
same type. 
By specifying B Í _ I U ( _ I = DiU( = 0 and E(xto) = E(yto) = 0, implying 
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E(xt) = E(yt) = 0, the SSM becomes first-order zero-means stationary. It allows 
the model to be kept second-order nonstationary, however, meaning that E(xt x't,) 
and E(yt y'f) may vary across time even for equal intervals t — t'. In dropping 
the assumption of first-order zero-means stationarity, specifying B (_iU t_i φ 0, 
D(u< φ 0, and possibly E(xto) φ 0, the nonzero-means of the latent and observed 
variables are modeled as follows: 
E(xt) = Α , ί ο ^ Κ ) + Σ Л,*+іВ*и* , 
k=to 
(-1 
E(yt) = C(А,<„£(х/„) + С, Σ Ан-iBítUjt + D t U í . 
fc=É0 
(4.3) 
(4.4) 
A,to = nUí-A-f-zt is the well-known state transition matrix, also defined for t — t0: 
А І , І „ = Α , ί Ξ I (Desoer, 1970, p. 71). 
In one case only a single so-called unit input-variable is specified (ut = 1 for 
all t), which is constant over time as well as over subjects in the sample. Here 
vectors b ( _i represent the latent growth intercepts and vectors d t the location 
parameters (origins) of the measurement instruments. The model implies a means 
process which is common to all subjects in the sample. In another case the input-
variables are all constant over time (u t = ut_jt for all t and к > 0) but, apart 
from the unit input-variable, varying over subjects (e.g. background variables 
like gender or socioeconomic status). Finally, additional input-variables may be 
specified that vary over time points as well as over subjects. 
Whether E(xto) — 0 or E(xto) φ 0, the initial state mean E(xto) may be 
modeled by means of an additional matrix B ( o _i, to be specified zero except, in 
the case of E(xt0) φ 0, for the elements corresponding to the unit input-variable 
in u t 0 _ i : 
E(xt0) = B^-jUt,,-! , 
Я(Уіо) = C í o £(x t o ) + D t ou ( o , 
(4.5) 
(4.6) 
In deriving the SEM model, first write Equations 4.1 and 4.2 as follows: 
+ Xt 
Ut 
A (_, 
0 
B t _ , 
0 
Xt-i 
Ut-1 
G t - i W i - i 
Ut 
У* 
Ut 
C ( D ( 
0 I 
x« 
u ( + 
H t v t 
0 
(4.7) 
(4.8) 
Then, collecting all input-variables in the input-vector u but specifying the con­
stant (e.g. the unit i η put-vari able) and other exactly linearly related input-
variables only once in u, and defining 
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*-f0+l · · ·
 x ( o + r - l J η = [χ' u ' ] ' with 
y = [ y > ' ] ' with y_0 = [ у ; 0 у ; 0 + і - - - у ; „ + т - і і ' -
С = [(Gw)' u ' ] ' with G w = [ ( G ^ w ^ ) ' ( G ( o w ( o ) ' . . . ( G ( o + r _ 2 w ( o + T _ 2 ) ' ] ' , 
e = [ (Ην) ' ОТ with Η ν = [(H í ov t o) ' (H t 0 + 1 v í 0 + 1 ) ' · -. ( H ^ r ^ v , , ^ ) ' ] ' , 
the SEM model is derived: 
χ 
u 
= A B 
0 0 
χ 
u 
+ Gw 
u 
»7 + С with cov(C) = Φ 
(4.9) 
Уо 
u 
= C D 
0 I 
X 
u 
+ Hv 
0 (4.10) 
+ ε ith cov(s) — © 
where all parameter matrices A t_i, B (_i, C ( , D ( are put on the appropriate places 
in A, B, C, D , respectively. Notice that in χ the initial slate χ
ί ο
 gets zero rows 
in A but B ( o_i in В for modeling its mean E(xto), which therefore is subtracted 
from X(0 so that G t o_iW ( o_i = x i o — E(xto)· The upper left corner of Φ contains 
the initial latent covariance matrix Φ
ί ο
 = cou(x ío). 
For estimation of the SEM model the maximum likelihood fit function 
FML = log | Σ | + t r ( S E - 1 ) - log | S | - ρ , 
is applied in the SEM program. Where 
Σ Ξ E(y y') = A(I - Β ) - χ Φ ( Ι - S ' ) " 1 A' + Θ , 
on the basis of the sample moment matrix 
(4.11) 
>(p*p) = -i-Y Y ' = 
—
 N ι ι -
Ν N 
1 = 1 
Ν 
1 = 1 •-"УО« 
^Eu=yó. uEu>u! 
l - l 1 = 1 
with ρ = po + q and q the number of (fixed) elements in u (the set of N' < N 
distinct fixed values u, in the sample must contain at least q linearly independent 
ones). 
It should be noted that G G 7 in Φ and Η Η ' in Θ (Equations 4.9 and 4.10) 
imply nonlinear constraints between parameters in Φ and G, and Θ and H, 
respectively. These constraints which cause negative estimates of the variances 
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in Φ and Θ to be avoided, require a rather complicated reparametrization when 
only traditional standard equality constraints are available (Jöreskog к. Sörbom, 
1989, p. 239-240, 344), but can easily and directly be implemented by means of 
the nonstandard constraints offered by a program like Mx. 
4.3 First-order stationarity 
The first-order zero-means stationary SSM leads to the standard covariance struc-
ture SEM as presented, for example, by Jöreskog and Sörbom (1989, p. 1) and does 
not require any nonstandard constraints. In both the zero-means and nonzero-
means first-order stationary model the constant observed means processes are 
assumed to be generated by constant latent means processes. Thus, the means of 
the latent state vector x ( at time point i, expressed as 
E(xt) = A t_,£ ' (x i_i) + B t_iu (_i , (4.12) 
or more succinctly for all time points simultaneously as £ ( x ) = A E(x) + B11 (see 
Equation 4.9) or 
£ ( x ) = ( I - A ) _ 1 B u , (4.13) 
must obey E(xt) = E(xt-i) for all i. The constraints may be expressed as E(x) = 
NE(x) with N a square shift matrix consisting of zero and identity matrices of 
order m, shifting each subvector E(x.t) in E(x) one subvector position downwards: 
N = 
0 . . . 0 1 0 
Then first-order stationarity is realized by constraints formula 
[(I - A ) - 1 - N ( I - А Г Ч В и = 0 , (4.14) 
which has to be specified in SEM for every value of и being present in the sample. 
This can be done in a multi-sample SEM analysis by specifying Equation 4.14 
separately for every group of individuals with the same input-value u. A sufficient 
condition for first-order stationarity is 
( I - N ) ( I - A ) - 1 B = 0 . (4.15) 
For the input being the unit input-variable (u — 1), Equation 4.14 becomes (I — 
N ) ( I - A ) - 1 b = 0. 
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4.4 Second-order stationarity 
A second-order stationary latent process implies that the covariance matrix Φ
χ
 = 
c<w(x) = (I — A ) - 1 G G (I — A ) _ I has a so-called Toeplitz structure (Caines, 
1988, p. 12). Φ
χ
 must be invariant with respect to shifts in the direction of its 
main diagonal. For example, Φ
ί ο
 = c<w(xto) representing the initial latent covari­
ance matrix in Φ
χ
, equals Φ ( ο + ι = c<w(x ( o + 1), which equals Φ(ο+2 = сог>(х(о+2), 
etc. But also, Φ < 0 + ι ι ί ο = Φ ί ο +2,ι0+ι = . . . . Suppose that Φ χ consists of 2 χ 2 
submatrices: 
Φχ 
г 
Ф<о 
*<о+1,<о 
*«ο+2,ίο 
φ' 
Γ Φίο+1 
L Φ<ο+2,<ο+1 
1 
J 
φ' 
φ' 
Фіо+2 
ι 
J J 
| ψ2\ ψ22 
ψ3\ ψ32 Γ V33 V « 
ЗІ ψ'*\ 1 Υ>51 бі 
32 ΨΑ2 I V'b2 Ψβ2 
[ ψ Al ψ42 
<PSl ψΒ2 
| ψΑ3 ψΑΑ J 
| ¥>53 V54 
ψβΐ ψβ2 L бЗ б4 
Ψε3 Ψ'β3 1 
¥>54 ΨβΑ Ι 
55 ψ'β5 Ι 
65 ¥>66 J 
Then second-order stationarity is implemented by subtracting the upper-left and 
lower-right 4 x 4 submatrices of the 6 x 6 matrix Ф
х
 and constraining the result 
to be zero. The constraints formula is as follows, 
s^,si-s^
x
si = o. (4.16) 
Sj and S 2 both are rectangular selection matrices, consisting of zero and identity 
matrices of order m, and have the following form, 
S, = 
I 
0 
0 
0 
0 I 
0 " 
0 
, s 2 = 
0 
0 
I 0 
0 
0 
0 
I 
Second-order stationarity implies time-invariance of the parameter matrices 
A t and Q(, which can be proven as follows. Assume a second-order stationary 
process, then: 
ВЫ x'(0) = Я(х(о+і x't0+i) = £(xto+2 < + г ) (4.17) 
(4.18) 
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S ( x t . < + i ) = E(xt0+l x;o+2) = . . . (4.19) 
•Ε(χίο х*0+г) = £(x<o+i хі0+з) = · · · 
Because of first-order stationarity, it follows from Equation 4.17, that 
Φ
ί ο
 = Φ
ί 0 + ι = Α ί 0Φ ( 0Α' ( 0 + Q t 0 = 
Φ < 0 + 2 = Α < 0 + 1 Φ ί 0 + 1 Αί 0 + 1 + ς ί 0 + 1 = . . . (4.20) 
and further from Equation 4.19, that 
Ф
І О
А;
О
 = Ф
І О + 1 А ; 0 + 1 = . . . (4.2i) 
Therefore, A(o = A t o +i = . . . (Equation 4.21) because Φ ( ο = Φ ί ο +ι = Φι0+2 = · · ·, 
and Q(0 = QÍ0+I = . . . , because of Equation 4.20. 
Although this time-invariance property is a necessary condition for obtaining 
second-order stationarity, it is not sufficient. If At = A and Q¡ = Q for all t, then 
Ф(о+1 = *<o+2 
or 
АФ (0А' + Q = ΑΦ ί 0 + 1 A' + Q = .. . 
iff additionally Φ ( ο = Φ(0+ι = Φί0+2 = .. . = Φ, so that second-order stationarity 
is equivalent to first-order stationarity plus time-invariance and equal covariance 
matrices at the main diagonal of Φ
χ
. 
Because -4<,<0 (see Equation 4.3) becomes the matrix exponential A'_ t°, Φί 
propagates according to Equation 4.22 
Φ4 = А'-'°Ф(0А"-'° + Σ A ' - ^ Q A " - ' - 1 . (4.22) 
t=ío 
It can be seen that a second-order stationary process involves highly nonlinear 
restrictions on the parameters in the matrices A, Q and Φ
ί ο
: 
Φ
ί 0 = А'-
(
°Ф(0А"-'° + ¿ A ' - ^ Q A " - * - 1 . (4.23) 
fc=ío 
Because of Q being positive definite, A must be stabilizing (all eigenvalues of A 
within the unit circle of the complex plane) for Equation 4.23 to be true. Equation 
4.23, in fact, reduces to 
Φ
ί 0 = Α Φ ί ο Α ' + ς , (4.24) 
for t — 1 = <oi so that the condition Φ
ί ο
 = Φ(0+] = .. . = Φ can be replaced 
by the constraints on the initial latent covariance matrix parameters given in 
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Equation 4.24. In the scalar case, Equation 4.24 becomes the well-known condition 
<ptB = φ = (1 - a?)-xq (Priestly, 1981, p. 119). 
Analogously, the constraints on the initial latent mean vector E(xto), implied 
by second-order stationarity via At = A and the constancy of Btu< over all t > ¿o 
(say BtU( = C) (cfr. Equation 4.3), are given by 
£(x , 0 ) = ( I - A ) - 1 C . (4.25) 
To summarize, different sets of constraints can be formulated to impose second-
order stationarity in SEM-SSM analysis. Equations 4.24 and 4.25 make clear 
that the nonlinearities reside in the constraints to be imposed on the initializing 
parameters. 
It should be noted that constraints formula 4.14, which realizes first-order 
stationarity, does not necessarily imply time-invariance. However, if A ( = A for 
all i, as in the case of second-order stationarity, it is easily seen that, because of 
(I — A)JE(xt) = С for all t > t0, first-order stationarity (E(xt<¡) = Ь '(х і о + 1 ) = . . . ) 
implies B t u t = B t_iU (_i = С which, in case u t is constant over time, is realized 
by a time-invariant B. 
Although above the stationarity constraints are applied to the latent processes 
only, the observed processes become stationary as follows. If in addition to the 
process x¡ being first-order stationary, Ct and D ( are time-invariant (Ct — С 
and D( = D, and in case of щ = и = 1, D a time-invariant vector d ) , the 
observed process becomes first-order stationary too. Moreover, if in addition to 
Xi being second-order stationary, R< is time-invariant (R t = R ) , the observed 
process becomes second-order stationary. 
4.5 The overlapping cohort design 
Nonstandard linear and nonlinear constraints are also necessary in modeling the 
OCD adequately. Figure 4.1 shows an example of the OCD. We assume samples to 
be randomly drawn from different cohorts (populations defined by time of birth). 
Each cohort covers a particular age period whose observation time points overlap 
with one or more other cohorts. At the overlapping time points (3 and 4, 5 and 
6, and 7 and 8) in Figure 4.1, the same variables are observed in the overlapping 
cohorts. The samples are observed over the same historical time period (1 —+ 2 
—» 3 —» 4 in cohort 1 represents the same historical period a s 3 — » 4 - > 5 - • 6 in 
cohort 2, etc.). 
The use of an OCD in longitudinal research can be advocated for two reasons. 
First, it provides a method for studying long term development and change in a 
relatively short period of time because it allows the data collection period to be 
chosen as a fraction only of the total age period covered by the model. Second, it 
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considerably limits panel attrition; for example in Figure 4.1, the subjects of the 
four adjacent samples need only be questioned four times, instead of questioning 
the subjects of one sample ten times repeatedly. In cohort 1, for example, no 
attrition can take place at time points 5 — 10. 
Fig. 4-1: Overlapping cohort design. 
Cohort 1 
Cohort 2 
Cohort 3 
Cohort 4 
1 -> 2-4 3-> 4 
1 1 1 1 1 1 
3 - * 4 - » 5 - » 6 
1 1 1 1 1 1 
5 - » 6 - » 7 - » 8 
1 1 1 1 I 1 
7-> 8 10 
The OCD has been used in growth curve analysis (Bell, 1953, 1954; Duncan, 
Duncan & Hops, 1996; McArdle к Hamagami, 1991; Meredith & Tisak, 1990; 
Raudenbush & Chan, 1992), in hierarchical linear modeling (Raudenbush & Chan, 
1993), and in SEM modeling (Horn k. McArdle, 1980; Oud, van Leeuwe & Jansen, 
1993). It typically involves the specification and testing of common measurement 
and structural characteristics for the overlapping model parts of the cohorts, as 
is explained below. Besides that, we treat the problem of initialization of the 
different samples and the implications of within-group stationarity restrictions for 
the commonness specification of different cohorts. 
The OCD is a special case of the general model for the analysis of longitudinal 
data from multiple populations (Jöreskog & Sörbom, 1985). It has ρ variables 
in each cohort g measured over Τ historical time points. The response yj¡ is a 
function of the cohort g = l,2,...,Gto which the individual belongs, an observed 
variable г = 1,2,... ,p, and time point t. The model of Equations 4.1 and 4.2 is 
formulated for each cohort separately, 
x (
( s )
 = A i ^ x Ä + B i i U ^ i + G f t w W , (4.26) 
y\g) = C[g)x[g) + D[s)u<3) + H < s 4 9 ) • (4-27) 
The historical time of measurement minus the time of birth known for each cohort 
g, gives the age. t in Equations 4.26 and 4.27 is typically interpreted as represent-
ing age. Figure 4.1 can then be interpreted in terms of the model parameters. The 
arrows within each sample represent the dynamic parameters A j _ t , В{і\ and G}і\ 
of the structural equation going from t — 1 to t, whereas the numbers represent 
the static parameters C¡ , Dj and Hj of the measurement equation, and the 
vertical solid lines the constraints between the parameters of different cohorts. 
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Before it can be tested whether the OCD has common model implied latent 
characteristics in the form of latent mean trajectories and covariance functions, 
the measurement part of the OCD must obey two requirements which are assumed 
to be satisfied. First, the latent scale origins and units arc kept identical over time, 
for example, by taking the same measurement instruments and equaling the C ( 
and D¡ parameters for all t. An alternative procedure is given in Oud et al. (1993, 
pp. 15-16). Second, at the overlapping time points, identical latent scale origins 
and units are obtained by equaling the C¡ and DJ parameters for different 
adjacent cohorts g. 
4.5.1 Modeling common latent means 
In modeling commonness with regard to latent nonzero means and variances-
covariances, the constraints are restricted to the overlapping parts of the model. 
Because the constraints are applied to the results of recursive processes, however, 
the whole model preceding the time point of a constraint is, in fact, involved. We 
assume the fixed input to consist of the unit input-variable (B (u ( = b ( ) . The 
procedure is easily generalized, however, to other input-variables which vary over 
subjects (e.g. gender), that is, to several input defined groups, which have to be 
kept separate in a multi-sample SEM analysis. In this way, the total number of 
samples in the OCD analysis is the number of cohorts times the number of distinct 
input-values. 
Consider a first-order nonzero-means stationary OCD. A common latent non-
zero-mean trajectory over cohorts implies that E(x.t+ty = £(х<+а) f° r aN 
г € { 0 , . . . , T J i S_i}, where TJi3_i is the total number of overlapping time points of 
cohorts g and g — 1. For i = 0, calling x ( , the initial state vector in cohort g, and 
χ\ζ~ the initial state vector in cohort g — 1, 
£ ( x ( l ) W = £(х ( 1 ) ( г - г ) 
= A(?,7„1)S(xi„)('-1) + Σ Gl ' ibi '- 1 * (4.28) 
which for г = 1 results in, 
£ ( x i l + 1 ) ( 9 ) = Βίχ,,+ι)«*- 1 ' 
А\?Е(х
и
)М + Ъ\? = А ' Г ^ Ю ^ + г^ 1 ' 
Alfw^-1» + b(
(f = AÍf - 1^·3-1 ' + bíf_1) , (4.29) 
and involves the product term Ai,<0 = TYk=i0^-u-k- Equation 4.28, in fact, solves 
an initialization problem in cohort g. There is no past information available for 
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modeling E(x.ti ) ' s ' , except for the information in Ь я'9~л\ handed over from cohort 
g — 1 to cohort g by means of a nonstandard constraint. The constraints formula 
for restricting the latent means at the overlapping parts of the model according 
to Equation 4.29 (cfr. Equation 4.13) is 
N ( 9 ) [ ( I • • x{9))-^9)) N^'KI-A^Vb^Vo, (4.30) 
with N ' s ) and N ^ _ 1 ' both matrices consisting of zeroes except for one unit ele­
ment in each row, selecting the appropriate latent mean values from b '(x) ' 3 ' and 
i ? ( x ) ' s _ 1 ' , respectively. For Figure 4.1, for example, the left-hand side of Equation 
4.30 could be of the form 
N<5> £(x)W N(s-i) E(x) (3-D 
1 0 0 0 
0 1 0 0 
\E(xt) 1 
£ ( X Í + I ) 
E(xt+2) 
. E(xt+3) . 
ш 
- 0 0 1 0 
0 0 0 1 
Γ ^(Xf-2 
£ ( X f - l 
E(xt) 
. E(xt+i 
-, (9-1) 
Note from Equation 4.29 that in case AJ*' equals At
g
~ , then b | , equals b ( , , 
but not necessarily so conversely. It should be noted that through Equations 
4.28-4.29, Equation 4.30 imposes rather complex constraints on the parameter 
matrices A (_i and b ( _i, which cannot be imposed, specifically not as regards the 
initial mean £ ( x t l ) ' s \ by means of standard constraints. 
4.5.2 Modeling common latent variances and covariances 
Commonness of latent covariance matrices means that Ф;^., = Ф;+7 and Φ ; ' ,
 ( + ! + j . 
= Φ{+,
 t + t + t for all i and k. Then for г = 0, the initial state covariance matrix of 
cohort g, φ\9', can be written as 
*(*) -
Φ
(
Γ
υ 
— ^ b i o *<o *^ь«о + 2—, " ^ i ,i+l 4 * **t¡,k+l 
k=t0 
= y ( i . J - l ) 
(4.31) 
which for г — 1 results in, 
φ ( ί ) _ ф ( * - і ) 
*<1+1 — * í l + l 
AJf)v(M-1)A{;)' + QÍf' = M^V^-^A^' + QS?-" (4.32) 
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It shows the recursive relation over time of the latent covariance matrices, again 
involving the state transition matrix. Here also the initialization problem, which 
concerns the estimation of the initial latent covariance matrix Φ|, (see Equation 
4.31), not having any past information in cohort g, is solved by handing over this 
information from cohort g — 1 in v ' 3 ^ - 1 ' to cohort g. Note that the constraints 
between latent off-diagonal covariance matrices &\g+tt+l+k = Φ'+7ί+ι+*> ^ the be­
tween time points interval with 1 < к < max(i), imply that A; 3+, = Ats+t'. For 
i = 0 and к = 1, for example, 
• W = *ir1)Air,,\ (4.33) 
also implying that Q<3+, = Qíf+ι ( s e e Equation 4.32). The constraints formula 
for restricting the latent variances and covariances between two adjacent cohorts 
is (cfr. Equation 4.16) 
δ
ω
φ
ω
δ
ω ' _ s'
3
-
1
^-
1
^
3
-
1
*' = ο , (4.34) 
with Sj and S 2 S _ selecting the appropriate elements to be constrained. Sj 
and S 2
3 _
 have the same form as Si and S 2 above, but with roworders equal to 
m T M . i . 
Latent means and variances-covariances can both be constrained to be common 
for two adjacent cohorts by combining constraints formulas 4.30 and 4.34 in one 
analysis. Because A; 9 = At
9
~ , it is then implied that b ; 3 = b\9~ ' (see Equation 
4.29). 
Constraints concerning common cohort characteristics may be combined with 
within-cohort stationarity constraints. For example, combining constraints for­
mulas 4.15 and 4.30, a first-order nonzero-means stationary OCD results, yielding 
equal latent means within and between cohorts, while still allowing the autore­
gressive and cross-lagged parameters and latent intercepts to be time-varying. 
Restricting then between cohorts A.\s+l = A,
3
+ 1 yields Ь\
я
'+г = bj 3^, , and in case 
of common latent covariance matrices (constraints formula 4.34) Q;f|, = Q ' S + , . 
Additionally constraining the model parameters to be time-invariant, one writes 
A(s) = A*3"1», b<s) = Б**"1) and Q<3> = Q» 3 " 1 ' for all cohorts g. Then, if the 
model of the first cohort is second-order stationary by the additional specification 
of the initializing condition in Equation 4.31, the whole model over all cohorts 
becomes second-order stationary. 
4.6 Examples 
To illustrate the application of nonstandard constraints in SEM state space model­
ing, two data sets were simulated, assuming a second-order zero-means stationary 
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process, and a second-order nonzero-means stationary process. Each data set com­
prised two different age cohorts. For implementation of the constraints the SEM 
program Mx was used. In one cohort (cohort 1) five analyses were performed, in­
volving, respectively, a zero-means process (implying first-order stationarity) and 
a nonzero-means (nonstationary) process, a first-order nonzero-means stationary 
process, and a second-order zero- and nonzero-means stationary process. For the 
OCD, consisting of cohorts 1 and 2, four analyses were performed for the zero-
means processes, and six analyses for the nonzero-means processes. With regard 
to these processes, additional between cohort constraints were imposed upon the 
model, starting with a model 1) not involving any between cohort constraints, 
and subsequently specifying 2) common measurement characteristics, 3) common 
latent means in case of nonzero-means, 4) common latent covariance matrices, 
5) within-cohort first-order stationarity in case of nonzero-means, and finally, 6) 
within-cohort second-order stationarity. 
The data were generated on the basis of simulated latent variable processes. 
First, the model equations, the initial means and covariance matrices, and the 
parameter values were specified (see Table 4.1). Then a number of iterations (No. 
it. in Table 4.1) or time propagation steps were performed until the processes 
were stationary up to order two, meaning that the latent covariance and moment 
matrices had a Totplitz structure. The observed covariance and moment matrices 
were obtained by applying the parameter matrices of the measurement models, 
and were then used to randomly generate data for a sample size of N = 500. Four 
raw data sets were generated for each of the four columns in Table 4.1. Table 
4.1 only displays the first columns of the latent covariance and moment matrices 
because these contain all the information of a Toeplitz structured matrix. 
Figure 4.2 displays the nonzero-means model of cohort 1. The squares represent 
the observed variables at different points in time, being explained by the latent 
variables represented by the circles, σ^ 1 ' represents the initial latent variance 
with μ№ the initial latent mean. q¡0 , 9t0+i and ç}0+2 represent the process error 
variances at successive points in time, and a\J, a\0'+l and a\0+2 the between time 
points autoregressive coefficients. The latent intercepts are given by 6¡0 , % + ] , 
and 6(0+2· The factorloadings cltC2, measurement origins ¿1,^2, and measurement 
error variances Гі,г 2 were assumed to be equal for the same tests used over time. 
For identification the d\ parameter in the nonzero-means model was fixed to zero. 
Combined with the unit factorloading ci, it made the initial latent mean /4' ' equal 
the initial observed mean μ
υίιίο
> a n ( ^ the initial latent variance equal the true initial 
observed variance σ^ 1 ' = <т
уі
 /0 — Τχ. 
In the nonzero-means model a total of 16 parameters had to be estimated on 
the basis of 9 observed variables (the unit input-variable included), leaving 29 
degrees of freedom. In the zero-means model the mean and intercept parameters 
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were omitted from the model, as well as the moment of the unit input-variable, 
and d-i. A total of 10 parameters had to be estimated on the basis of 8 observed 
variables, leaving 26 degrees of freedom. 
Tab. \.l: True parameter values and latent stationary covariance and moment 
matrices of the zero- and nonzero-means model of cohort 1 and 2 (i > 0, 
and No. it. the number of iterations needed to reach stationarity). 
Oto+i 
i > t 0 - l 
K+i 
9<o+< 
< 
Cl 
Ci 
¿1 
d2 
η 
T2 
Latent 
Latent 
variances 
covariances 
Latent moments 
Latent means 
Zero-i 
Cohort 1 
.9 
0 
0 
20 
200 
1 
.7 
0 
0 
10 
8 
105.26316 
94.736842 
85.263158 
76.736842 
No. it. 45 
means 
Cohort 2 
.9 
0 
0 
19 
199 
1 
.7 
0 
0 
12 
9 
100.00 
90.00 
81.00 
72.90 
No. it. 44 
Nonzero 
Cohort 1 
.9 
30 
4 
20 
200 
1 
.8 
0 
-2 
10 
8 
1705.2632 
1694.7368 
1685.2632 
1676.7368 
40.0 
No. it. 84 
-means 
Cohort 2 
.9 
32 
4.2 
19 
199 
1 
.8 
0 
-2 
12 
9 
1864.00 
1854.00 
1845.00 
1836.90 
42.0 
No. it. 83 
Table 4.2 shows the parameter estimates and model fit of both the zero- and 
nonzero-means models. Evidently, these models fit very well. Almost all estimated 
values are within the intervals of true values (see Table 4.1) ± 1 standard error. 
The upper section of Table 4.3 contains the results of the other SEM models of 
cohort 1. Note that the first-order zero-means stationary model is the same as the 
zero-means model of Table 4.2. The second-order zero-means stationary model has 
five additional degrees of freedom in comparison to the corresponding first-order 
stationary model, because of the time-invariance of the autoregressive coefficients 
and process error variances implied by constraints formula 4.16, and because of 
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Fig. 4-2: Nonzero-means SEM model of cohort 1. 
У ι,to 2/2,to Уі,<о+і !/2,(o+l !/ι,*ο+2 !/2,ί0+2 !/l,<0+3 ϊ/2,<ο+3 
one extra degree of freedom resulting from the restrictions on the latent variances 
and covariances (see Equation 4.24). The x2-difference test (Jöreskog L· Sörbom, 
1989, p. 244-246): χ 2 = χ^ - χ\6 = 3.02 which for df = 5 is not significant, 
indicates that the second-order stationary zero-means model better fits the data. 
This is in accordance with the true parameter values in Table 4.1. 
The first-order nonzero-means stationary model of cohort 1 (Table 4.3) has 
T —1 = 3 additional degrees of freedom in comparison to the nonzero-means model 
of Table 4.2, each of the restrictions, E(xto) = E(xto+i), E(xto+i) = E(xto+2), 
E(xto+2) = E(xto+3) yielding one degree of freedom. With a x2-value of 32.33 
and df — 32 the model fits reasonably well. In applying constraints formula 4.16 
a second-order stationary process is estimated. Time-invariance is implied for 
three autoregressive coefficients, three process error variances, and three latent 
intercepts, yielding six additional degrees of freedom. Furthermore, as Equation 
4.24 indicates, one degree of freedom results from the restrictions on the initial 
latent variances and covariances. On the basis of χ2 = χ | 9 — χ\2 = 15.17 which 
for df = 7 is not significant, the second-order nonzero-means stationary model is 
not rejected as it should not (see true values in Table 4.1). 
Next the OCD was estimated and tested for the zero- and nonzero-means 
processes (lower section Table 4.3). Interest was in commonness of the two par­
tially overlapping age-cohorts. Figure 4.3 displays the zero-means OCD. (time 
subscripts of уі and y2 are omitted). The cohorts overlap at two points in time. 
That is, at io + 2 and t0 + 3, the ages of the cohorts coincide. Whereas each 
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cohort covers four measurement times, the cohorts together cover a total of six 
measurement times. Only four measurement time points are needed to provide 
the information of six points in time. 
Tab. 4-2: Parameter estimates of the zero-means and nonzero-means model of co­
hort 1 (N = 500), with standard errors between parentheses. 
Latent autoregressi 
Zero-means 
Nonzero-means 
ve parameters 
Initial latent variance and 
unexplained variances 
Zero-means 
Nonzero-means 
Factor loadings 
Zero-means 
Nonzero-means 
Measurement error 
Zero-means 
Nonzero-means 
Initial latent mean 
Nonzero-means 
variances 
and intercepts 
Origins observed variables 
Nonzero-means 
Zero-means 
Nonzero-means 
σ1η 
97.94 
(6.66) 
113.62 
(7.61) 
c.\ 
1.000 
1.000 
r i 
9.54 
(.67) 
9.22 
(.61) 
Ρ*.» 
40.57 
(.49) 
¿1 
0.000 
χ' 
24.20 
28.03 
α<ο 
.886 
(.026) 
.852 
(.025) 
9«ο 
20.05 
(1.96) 
23.46 
(2.05) 
C2 
.691 
(.009) 
.790 
(.009) 
гг 
8.22 
(.39) 
7.55 
(.41) 
Κ 
5.68 
(1.03) 
d2 
-1.601 
(.365) 
df 
26 
29 
α<ο+1 
.926 
(.026) 
.885 
(.024) 
9to+i 
18.46 
(1.84) 
19.02 
(1.75) 
Κ+ι 
4.28 
(.98) 
AIC 
-27.80 
-29.98 
α<0+2 
.873 
(.026) 
.845 
(.024) 
9<ο+2 
21.47 
(2.05) 
17.97 
(1.70) 
6 (ο+2 
6.44 
(.97) 
Starting with the zero-means OCD, a multi-sample SEM analysis was per­
formed without the application of any between- and within-cohort constraints. 
It yielded a reasonably well fitting model, γ 2 = 56.27 and df = 52 (Table 4.3). 
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Next, several tests of commonness in the two cohorts were performed. As the data 
sets were generated as samples from 'very' similar true processes (see Table 4.1), 
no or only very few rejections of commonness were expected for sample sizes of 
N — 500. First, commonness in measurement scale characteristics was tested at 
the overlapping time points: С = С . A total of 19 parameters had to be 
estimated leaving 53 degrees of freedom. The χ2 = χ\3 — χ\2 = .73 for df — 1 is 
not significant. The AIC values (Akaike, 1974) indicate a slightly better fit. The 
commonness in measurement characteristics is in accordance with the true values 
in Table 4.1. 
Tab. 4.3: Model fit of the first-
stationary model for 
and second order zero-means and nonzero-means 
cohort 1 and for the OCD, (TV = 500). 
SEM 
Cohort 1 
OCD 
Zero-means 
X2 
24.20 
27.22 
df 
26 
31 
AIC 
-27.80 
-34.78 
Zero-means 
X2 
56.27 
57.00 
59.53 
71.47 
df 
52 
53 
56 
65 
AIC 
-47.73 
-49.00 
-52.47 
-58.53 
Nonzero-1 
X2 
32.33 
47.50 
df 
32 
39 
Tieans 
AIC 
-31.67 
-30.50 
Nonzero-means 
X2 
52.54 
52.85 
68.06 
70.12 
73.18 
94.61 
df 
58 
60 
62 
66 
71 
80 
AIC 
-63.46 
-67.15 
-55.94 
-61.88 
-68.82 
-65.39 
l s i order 
2nd order 
stationary 
stationary 
No constraints 
c < , ) = c< 2 ) . 
Common 
Common 
variances 
D * 1 ^ Б*2' 
latent means 
latent 
-«»variances 
1'Order stationary 
2nd order stationary 
Next, commonness in the latent variances and covariances at the overlapping 
time points was tested for, leading to three additional degrees of freedom: that is, 
%+2 = «io+2 and q\l{2 = 9(
(2
І2, and φ^\2 = φ
{2)
+2 implying also that <р\Ц3 = φ^\3 
(cfr. Equations 4.31 and 4.32). It gave a χ 2 = χ ν 2 
Λ 53 
2.53 which is not 
significant for df = 3 (see Table 4.3). 
In a final analysis, it was tested whether the processes were additionally second-
order stationary implying that, a\ = a\ = a and q\ = q\ ' — q for all t > ¿o, 
yielding eight additional degrees of freedom, and one extra degree of freedom 
because of the conditions on the initial latent variances and covariances of the 
first cohort. The results gave a χ2 = χ15 — χ
2
6 = 11.94, which again is not 
significant for df = 9. In fact, the final model fitted quite well, also indicated 
by the AIC value of —58.53, being smaller than the AIC value of the previous 
model. 
The analysis proceeded with the nonzero-means OCD. The model differs from 
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Fig. 4-3: Zero-means overlapping cohort model, cohort 1 and 2. 
o
( I )
 o
( 1 ) 
T\ r2 Гі Гг Г! Г2 Г! Г2 
Cohort 1 
Cohort 2 
9*0+4 
ГЗ 
гз r4 r3 гз U 
the OCD in Figure 4.3 by the addition of the unit input-variable (see Figure 4.2). 
Again the analyses started with the nonconstrained OCD. First, commonness in 
the measurement scale characteristics was tested for; С = С and D = D . 
It gave a nonsignificant increase of χ 2 = χ | 0 — χ\Β = .31 for df = 2 (see Table 4.3). 
The model was further analyzed by additionally testing whether the latent 
means coincided at the overlapping time points. Because of the additional con­
straints £ ( x ( 0 + 2 ) ( 1 ) = £ ( x i 0 + 2 ) ( 2 ) and £ ( x t o + 3 ) ( 1 ) = £ ( x , 0 + 2 ) < 3 \ it led to two 
additional degrees of freedom. With a x2-value of 68.06 and df — 62, the model 
still fitted reasonably well. 
Next, commonness in the variances and covariances at the overlapping time 
points was additionally tested for. It yielded four additional degrees of freedom, 
because of а\Ц2 = а\Ц2, сЩ2 = q^\2, and b\]\2 = Ь[Ц2, and because of <Д^ 2 = 
VÍO+2 implying that φ\0+3 = φ\0+3 (cfr. Equations 4.31 and 4.32). With a χ 2 = 
Хбб
 —
 X&2 = 2.06, which is not significant for df — 4, and an Л/C-decrease of 5.94, 
a slightly better fitting OCD resulted. 
Two final analyses were performed, involving a number of highly complex con­
straints. First, first-order stationarity over both cohorts was additionally tested 
for. It yielded 2 χ (T — 1) — 1 = 5 extra degrees of freedom. That is, because of 
the common latent means E(xt0+2Y^ = JS(x ( o + 2 ) ' 2 ' and ¿ ( х ^ + з ) ' 1 ' = £(х ( о +з) ' 2 ' 
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implemented in a previous step, £ ,(x i o + 2) '2 ' = Е(х(о+з)^ is already implied by 
£ ( x i o + 2 ) ( 1 ) = E(xt0+3)W. A nonsignificant χ 2 = χ271 - χ 2 6 = 3.06 for df = 5 
resulted. Second, second-order stationarity constraints were finally applied. De-
cause of af — a and q\g — q, it yielded 8 additional degrees of freedom plus 
one extra because of constraining the latent variances and covariances over time 
(see Equation 4.24). With a χ 2 = χ | 0 - \jX = 21.43 for df = 9, which is not 
significant again, a slightly worse fit was obtained. The AIC value increased from 
—68.82 to —65.39. To sum up, the results in Table 4.3 show that the hypothesis 
of commonness in the latent parts of the OCDs and stationarity up to order two 
can be confirmed. In testing for cohort commonness, the small differences in the 
true values of Table 4.1 are not significant in the corresponding random samples. 
However, as can be seen from Table 4.4, with the results for a sample size of 
N = 5000, these differences tend to become significant. Especially the differences 
in the latent nonzero-means of the two overlapping cohorts are salient in Table 
4.4. Additional constraints for the nonzero-means model, that is, common latent 
variances-covariances and first-order stationarity, make that the increase in the 
X2-value is higher than the increase in the number of degrees of freedom. 
Tab. 4-4'· Model fit of the. first- and second order zero-means and nonzero-means 
stationary model for cohort 1 and f or the OCD, (N = 5000). 
SEM 
Cohort 1 
OCD 
Zero-means 
X2 
14.20 
21.35 
df 
26 
31 
AIC 
-37.80 
-40.65 
Zero-means 
X2 
54.64 
55.05 
58.72 
70.90 
df 
52 
53 
56 
65 
AIC 
-49.36 
-50.95 
-53.28 
-59.10 
Nonzero-means 
X2 
21.31 
24.08 
df 
32 
39 
AIC 
-42.69 
-53.92 
Nonzero-means 
X2 
44.88 
46.72 
114.76 
124.55 
143.12 
145.60 
df 
58 
60 
62 
66 
71 
80 
AIC 
-71.12 
-73.28 
-9.24 
-7.46 
1.12 
-14.41 
l 5 i order stationary 
2nd order stationary 
No constraints 
С
0
' - C < 2 ) . D « " - D< 2> 
Common latent means 
Common latent 
variances-covariances 
I s ' order stationary 
2nd order stationary 
4.7 Conclusion 
It is shown how nonstandard linear and nonlinear constraints are applied in two 
central areas of SEM-SSM modeling of panel data. The testing of both stationar­
ity and of overlapping cohort commonness in the OCD are made possible by the 
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availability of nonstandard constraints in recent SEM programs. Only some SEM 
software packages as, for example, Mx do allow complex nonstandard constraints 
to be made by means of matrix algebraic expressions. As applications of (longi-
tudinal) SEM models are becoming more comprehensive, there will be a greater 
need for SEM programs which can handle these type of problems. 
The OCD shortens the data collection period and is much less vulnerable for 
panel attrition. These advantages of the OCD, however, are based on cohort com-
monness. Thus not only the testing and estimation of common model parameters, 
as is traditionally possible in SEM by means of standard constraints, but also 
simultaneously of common model implied latent means and variances-covariances 
is essential. The nonlinearities have been shown to reside in the way the initial 
latent means and variances-covariances in subsequent cohorts are connected to the 
parameters in preceding cohorts. 

Chapter 5 
Filtering and smoothing on the basis of the 
SEM state space model1 
Abstract 
The basic discrete-time SSM is introduced and shown to represent a very general 
class of dynamic models. For the extended (additional input-effects) version of the 
SSM it is shown in detail how it can be represented as a SEM model and estimated 
by means of a SEM program. The essentials of the discrete-time Kalman filter in 
comparison to the traditional cross-sectional factor score estimators are explained, 
stressing unbiasedness considerations and initialization of the Kalman filter. The 
Kalman smoother is discussed next, especially as regards its connection to the 
'overall' regression estimator and unbiasedness as well. Finally, two examples are 
presented which show how the Kalman filter and Kalman smoother can be further 
enhanced for behavioral science applications. The first example shows how the tra-
ditional 'zero means' SEM model is replaced by the more complicated 'structured 
means' SEM model, enabling the Kalman filter or Kalman smoother to estimate 
absolute as well as relative developmental curves. The second example shows how 
random subject effects or trait variables, defining over time constant subject spe-
cific intercept values, are included in the SEM model and can be estimated by 
means of the Kalman filter. 
5.1 Introduction 
Modeling efforts in the behavioral sciences, especially on the basis of SEM, are typ-
ically theoretically orientated by aiming at causal interpretations of reality. After 
1
 Adapted version of Oud, J H L , van Leeuwe, J F J , & Jansen, R A R G (1993) Kalman 
filtering in discrete and continuous time based on longitudinal LISREL models In J II L Oud 
& A W van Blokland-Vogelesang (Eds ), Advances in longitudinal and multivariate analysis in 
Me behavioral sciences (pp 3-26) Nijmegen ITS 
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drawing the causal picture in accordance with or inspired by the model and giving 
recommendations for the construction of improved models, most studies finish. 
When in longitudinal research the model is written in the form of the dynamic 
SSM, it can be made practically useful by employing the Kalman filter (Kalman, 
1960; Kalman L· Buey, 1961) and Kalman smoother (Lewis, 1986; Rauch, Tung 
& Striebel, 1965) for the optimal estimation of individual latent developmental 
curves. 
While the Kalman filter, which is an on-line estimator, utilizes past and current 
information, the Kalman smoother additionally utilizes future information for the 
estimation of latent developmental values at previous points in time. Because 
of this, filtering is sometimes preferred to smoothing. In case observations are 
lacking, the filter provides optimal latent estimates by its built-in model based 
predictor. In addition, by comparing the estimated actual development under 
some intervention condition (intervention curve) with the previously model based 
prediction of development (control curve), the evaluation of intervention effects 
in individual cases becomes possible. In this respect the Kalman filter is more 
appropriate then the Kalman smoother: the smoother state estimates at a previous 
time point change as a result of the intervention at later points in time (more future 
information becomes available), and thus the latent state estimates are influenced 
by the intervention even before it takes place. In case of missing values, however, 
the Kalman smoother is to be preferred as it utilizes all available information for 
the optimal reconstruction of the latent score lacking current observations (e.g. 
Jansen & Oud, 1995; Oud & Jansen, 1996). 
In earlier studies (Molenaar & Oud, 1991; Oud, Van den Bereken, & Essers, 
1990) the advantages of the Kalman filter as a factor score estimator were dis-
cussed. Also, the SSM, originating from control theory, was shown to be translat-
able into SEM form (Jöreskog & Sörbom, 1989). In this way the SSM parameters, 
entering the Kalman filter, were shown to be estimable for behavioral science data 
by means of a SEM program. The Kalman filter was implemented in an early 
version of the pupil monitoring system LISKAL (Oud, Mommers, & Heijmans, 
1991), which was based on a longitudinal SEM model for reading and spelling. 
Replacement of the cross-sectional Bartlett estimator (Lawley & Maxwell, 1971, 
p. 110) by the Kalman filter considerably reduced the estimation error variances 
of the latent reading and spelling scores. In a recent version of LISKAL the filter 
is applied on the basis of longitudinal SEM modeling of decoding speed, read-
ing comprehension, spelling, arithmetic, and vocabulary (Aarnoutse, van Leeuwe, 
Oud, Voeten & van Kan, 1996a; Aarnoutse, van Leeuwe, Voeten, van Kan h Oud, 
1996b). 
In this article the discrete-time linear SSM and the SEM model are explained 
first. The SSM is shown to represent a very general class of dynamic models. 
Autoregressive moving-average (ARMA) models of arbitrary order can be refor-
mulated as to fit into the SSM model. The SSM model allows the inclusion of 
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random subject-effect or trait variables, also known as 'unobserved heterogeneity'. 
Finally, so-called (fixed) input-variables can be specified, allowing many different 
types of inputs to become part of the model. A special and relatively simple 
case is the inclusion of the unit input-variable, to be employed for the modeling 
of means processes. This case corresponds to the structured means SEM model. 
Second, the essentials of the Kalman filter in comparison to the regression and 
Bartlett factor score estimators are explained, stressing unbiasedness considera­
tions. Third, the Kalman smoother is discussed as well as how it relates to the 
so-called Overall' regression estimator and to one form of unbiasedness. Finally, 
two examples are presented which show how the usefulness of the Kalman filter 
and smoother can be further enhanced for behavioral science applications. The 
first example discusses Kalman filtering on the basis of the structured means SEM 
model, which enables the estimation of absolute as well as relative developmental 
curves. The SEM model construction and identification of the means parameters 
are illustrated. The second example discusses filtering and smoothing on the ba­
sis of the random subject effects or 'state-trait' model. In adding trait variables 
to the SSM, traits or constant subject specific intercept values can be estimated 
by application of the Kalman filter. The state-trait model leads to each subject 
having its own intercept value and, therefore, its own mean curve towards which 
its state regresses or from which it egresses. It can be statistically tested whether 
traits underlie development and must be included in the model. 
5.2 State space modeling 
5.2.1 Basic model 
The discrete-time linear stochastic SSM consists of two equations: the measure­
ment equation (Equation 5.2), which is equivalent to the factor model equation of 
factor analysis with y t the vector of observed variables and C ( the factor pattern 
matrix, and the state equation (Equation 5.1), which describes the dependency of 
the latent state variables or factors in vector x ( on their lagged values in vector 
Χι = А ( _ І Х І _ ! + w t _! with coi;(w,_i) = Q(_! , (5.1) 
y ( = CfXi + v, with cov(vt) = R ( . (5.2) 
Matrix A¡_i contains the autoregressive and cross-lagged effects between the state 
variables at successive discrete time points t and t— 1 ; í, í — 1 € {to,t0+l,... ,t0 + 
Г— 1} for integers ¿o and 7' > 2 with /0 the initial time point and Γ the total num­
ber of time points considered. Because of the time subscripts of the four model 
matrices the model is specified time-varying. This means that the causal charac­
teristics of the system are allowed to change over time. The following assumptions 
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are made concerning the process errors in successive vectors w<_i and the mea-
surement errors in successive vectors v t : a) zero expectations, b) zero covariances 
between vectors (covariances within vectors are in matrices Q¡ and R ( ) , c) zero 
covariances with the initial state x<0. Further, d) the initial state is supposed to 
have zero expectations, and finally, e) the random variables in the error vectors 
and the initial state are supposed to be jointly multinormally distributed. 
Because the complete dynamics of the evolution of factor scores over time in 
addition to their instantaneous manifestation in the observables yt (called output 
variables in the state space approach) is recursively described in as few as four 
model matrices, the SSM represents a very parsimoniously formulated though 
general dynamic factor model. When instead of the state equation the more 
complicated, so-called structural equation is formulated for the evolution of the 
factor scores or state variables over time, 
x t = K ( x t + A*_!X(_i + w*_! , (5.3) 
the state equation can nevertheless be derived as its reduced form. Premulti-
plying both sides by M< = (I — K¡)~ where I — K t is assumed to be nonsin-
gular, Equation 5.3 reduces to Equation 5.1: A (_i — M<A°_j, w (_i = MiW*^, 
Q(_i = MfQJLjMJ. Depending on whether or not the matrix K t , containing 
instantaneous effects between the state variables, can be chosen as a strictly tri-
angular matrix in combination with a diagonal matrix QJLj (covariance matrix of 
w ^ j ) , the structural equation model is called recursive or interdependent. 
Although the causal interpretation of the instantaneous effects in K¡ of Equa-
tion 5.3 poses some difficulties, especially in interdependent systems where the 
causal chain principle does not hold (Wold, 1954), their specification in discrete-
time models is a natural consequence of the choice of a discrete time interval 
between observations that overlaps the minimum time lag in causal dependencies 
(Bergstrom, 1984, p. 1147). In estimating the SSM, one could skip the structural 
equation and directly address Equation 5.1. However, estimating first the struc-
tural form matrices in Equation 5.3 with the appropriate theoretical restrictions 
incorporated and then deriving the reduced form matrices, typically leads to a 
considerable precision gain over estimating directly the matrices in Equation 5.1 
but unconstrained (Bergstrom, 1984, pp. 1146-1147). 
5.2.2 ARMA extension 
The whole class of observed as well as latent ARMA models with arbitrary maxi-
mum lag к > 1 is covered by the SSM. An example is the following latent ARMA 
model (latent because of the specification Ct φ I and v t / 0) with maximum lag 
к = 2 (2nd-order autoregressive because of A*_2, and lst-order moving average 
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because of G*_2): 
X i — A. (_1XÍ_¡ + A t_2X t_2 + t » f _ l w j _ l + C*t_2wf_2 , 
y« = C*x· + ν , . 
This model is reformulated in correct state space form as follows: 
w : 
w : 
X( 
A* G' A* a* 
Λ
ί - 1 ^ i - l Λ ί - 2 u t - 2 
0 0 0 0 
1 0 0 0 
0 1 0 0 
A t _i 
г χ?-ι ι 
w?-i 
X < - 2 
L Wt*-2 -
+ 
" 0 ' 
w? 
0 
L 0 J 
X i - i + w t_i 
(5.4) 
(5.5) 
(5.6) 
y t = C* 0 0 0 x, + v t 
У« c< Xt + vt 
(5.7) 
The idea behind the reformulation is that by putting the lag 1 vectors x*_
x
 and 
w*_j in the newly defined current state x< the lag 2 vectors x*_2 and w*_2 become 
available in the new lagged state x t _i. It is easily generalized to ARMA models 
of arbitrary maximum lag. Equations 5.6 and 5.7 show that the ARMA model 
(Equations 5.4 and 5.5) can be written in the form of the SSM model of Equations 
5.1 and 5.2. In fact, it can be proven that any time-varying or time-invariant 
ARMA structure can be reproduced as a SSM model (e.g. Caines, 1988, p. 111). 
It is noticed that as a consequence of the identities introduced in the model 
above, the new process error vector w ( _! contains elements identically zero and 
consequently its associated covariance matrix cov(v/t-i) contains diagonal zeroes. 
For identification of the moving-average parameters in GJ_X and G*_2 of Equation 
5.6, instead of or in addition to restricting these parameters themselves (e.g. GJ_j 
diagonal), the process errors in successive matrices w* are specified as standardized 
uncorrected variables: ctw(w*) = I. Parameters in G*_j and G'_2 are then 
providing scaling factors accounting for arbitrary variances and possibly nonzero 
covariances. For identification and parameter estimation of ARMA models by 
means of SEM see Oud and Jansen (1995). 
5.2.3 State-trait model 
The SSM including trait variables is as follows, 
x? = AUxU + i + vtU, 
y ( = C X + v«. 
(5.8) 
(5.9) 
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with ξ the vector of trait variables. A trait variable may be specified for each 
dimension of the latent state vector. It is characterized as a random but constant 
over time intercept term and zero mean normally distributed over the population 
of subjects. As trait variables represent latent variables also, ζ can be put into 
the state vector x¡ . 
Xt 
A0 
0 
A t_ Xi-i 
+ 
+ 
w Í - 1 
0 
W(_i 
(5.10) 
yi = [ с ; ο ] χ, + ν, 
У« = Ct x« + V( 
(5.11) 
Evidently, the state-trait model is just a special case of the SSM of Equations 5.Ι­
δ.2. Specification of ζ is such that it does not affect the vector of observables y< but 
influence the state variables only ('unobserved heterogeneity'). As in accordance 
with Equation 5.8 the initial state vector must be expressed as x°0 = A°o_jX°0_j + 
It leads to the initial state _!, £ should also be considered part of x°0. 
covariance matrix becoming: 
* + < „ -
*<„ = (5.12) 
Significance tests on the existence of the random constant subject effects in ζ 
can be easily performed by testing the trait variances in Φξ and initial state-trait 
covariances in Ф
г
» ¿ to differ from zero. 
Because the trait influences the propagation of the state, it is interesting to 
see which value a subject's state regresses to in the state-trait model. Defining 
the state transition matrix as ДІ,< 0 = ПІ='і° A.(_jt, which is also defined for t = t0: 
•4t0,t0 = At,t = I (Luenberger, 1979), and assuming stabilizing feedback between 
t — 1 and t (all eigenvalues of A (_i within the unit circle of the complex plane), 
the subject's state regression, 
£ ( χ , | χ
ί 0 , ξ ) 
i - l 
•4t,iox'o + ¿ ^ ·4ί,*+ι€ > 
fc=(o 
(5.13) 
is between t — 1 and t towards the subject specific mean Σ ¡l'i'. ·4(,*+ιί· Because 
the first term at the right-hand side of Equation 5.13 decreases between t — 1 and 
t its Euclidian distance to zero, the mean value a subject's state regresses to (or 
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egresses from in case of increasing Euclidian distance), becomes the zero-initial-
state mean 
Ε(χ
ί
\χ{ο = 0,ξ)=ΣΑίΜιξ. (5.14) 
fc=fo 
The subject specific mean keeps a subject specific distance T2\~¡}to »4<,*+ι£ from the 
zero population mean. The state-trait model in a sense specifies a N = 1 model 
for each subject in the population of subjects separately, preventing the state to 
regress to (or egress from) the population mean value as would be the case in 
longitudinal SEM models without any traits specified. 
5.3 SSM with input effects 
The SSM of Equations 5.1 and 5.2 can be extended by the specification of deter­
ministic input-variables. It is realized by adding a vector u f_i of input-variables 
with input-effect matrix B (_i to the state equation, and analogously by adding u ( 
with input-effect matrix D¡ to the measurement equation. 
Xi = At- iXi- i + Bf-iUf,! + w ( _ ! , (5.15) 
y, = C,x ( + D i U t + v, . (5.16) 
Equations 5.15 and 5.16, in fact, represent a more general SSM model. The latent 
states in vector x ( are stochastically driven by its lagged state vector xt-i and 
error vector w (_i , and deterministically by the inputs in u ( _i . It should be noted 
that the models of, respectively, Equations 5.4-5.5 and 5.8-5.9, which have been 
shown to be special cases of the SSM of Equations 5.1 and 5.2, can also be adapted 
as to include input-variables. 
The SSM with input-effects, B t_iU (_i φ 0 and Otut φ 0, implies a nonzero 
means development, E(xt) φ 0 and E(yt) φ 0 for t > to, while E(xto) φ 0 and 
E(yto) φ 0 are allowed also. The expectations of the latent and observed variables 
or mean trajectories are expressed as follows, 
E(xt) = A , t „ b ' ( x t „ ) + ¿ А л + і В * Щ , (5.17) 
h=t0 
t-l 
E(yt) = С(А,<„£(х,„) + С( Σ Α , Μ - Ι Β ^ + Ό,ΙΙ, , (5.18) 
к=іо 
Equations 5.13 and 5.14 should be replaced by 5.19 and 5.20, showing that the 
subject's state 
(-1 Í - 1 
£(χ ( |χ ί 0 , ί) = Л, і ох ( о + Σ Afc+iÉ + Σ At,k+1Bkuk , (5.19) 
fc=Í0 k=t<3 
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regresses towards (egresses from) the subject specific zero-initial-mean 
i - l i - l 
£(x( |x(0 = 0,ξ) = ]T A,*+i€ + Σ At+iBitUfc , (5.20) 
k=to k=to 
which keeps a subject specific distance 5Zfc=t0 Α,/t+i í from the corresponding 
nonzero means trajectory Y?¡~}to .4*,*+ιΒ*ιι* (cfr- Equations 5.13 and 5.14) in 
the subpopulation of subjects sharing the same input history. 
The model of Equations 5.15 and 5.16 allows different types of input-effects. 
In one special case, which is treated in section 5.7.1, only a single so-called unit 
input-variable is specified (ut = 1 for all t) which is constant over time points as 
well as over subjects in the sample (Jöreskog & Sörbom, 1989, pp. 273-275). Here 
the vectors b4_i represent latent growth intercepts and the vectors d t location 
parameters (origins) of the measurement instruments. The model implies a means 
process which is common to all subjects in the sample. In another special case 
the input-variables are all constant over time (u( = и<_* for all t and к > 0) but, 
apart from the unit input-variable, varying over subjects. It corresponds to the 
longitudinal SEM model with background variables (e.g. gender). In the general 
case, for which the derivation and estimation of the SEM model is considered 
here, additional input-variables are specified that vary over time points as well as 
over subjects. The flexibility of the model implies that from a subpopulation of 
subjects sharing the same input history only one subject could be present in the 
sample. 
By writing the expectations of the initial latent and observed variables as 
£?(x,0) = Bfc-jUfc-i , (5.21) 
£(y i 0 ) = C í o £(x í o ) + D í o u i o , (5.22) 
the initial state mean E(xto) is modeled by means of an extra matrix B ( o_i, to 
be specified zero except, in the case of E(xto) φ 0, for the elements corresponding 
to the unit input-variable in u ( o _i . The value and identifiability of ¿?(x(0) depend 
on the choice of D ( o as well as of the factor loading matrix C ( o . The choice 
of the latter additionally determines the value and identifiability of the initial 
state covariance matrix Φ
ί ο
 = b'([x ío — £(x<0)][xto — E(x4o)]'). In fact, these 
choices determine the measurement scales (origins and measurement units) of the 
latent state variables. For example, by specifying values 0 and 1 on specific places 
of, respectively, D i o and C<0, the latent measurement scales are chosen equal to 
those of specific observed variables in y<0. Special identification techniques are 
needed, however, to guarantee that the latent measurement scales maintain the 
same origins and measurement units across the whole time range (see section 
5.7.1). 
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5.4 SEM formulation and parameter estimation 
In order to derive the SEM model of the extended SSM, in Equations 5.15 and 
5.16, these are written in the following form: 
(5.23) Uf 
x< 
u( 
У* 
— 
0 
B < -
[ I 
D< 
Э 
ι A t_i 
о 1 
C| 
Uf 
x« 
u,_ 
x<-i 
+ 
+ 
[ ° 1 
v¡ 
u< 
W i _ ! 
(5.24) 
In collecting all input-variables in the input-vector u but specifying the constant 
input-variables (e.g. the unit input-variable) and other exactly linearly related 
input-variables only once in u, and defining 
T} = [u' x']' with X = [ « + ! · ·. χί 0 + τ-ι] ' , 
С = к w']' with w = [[х„ - £(x í0)]'w;o... w;o+T_2]', 
У = [u' Уо]' with yo = [y;„yí0+1. -. У(0+т-і]', 
e = [o'v']' with ν = [ ν ;
ο
ν ;
ο + 1 . . . ν ; ο + τ _ 1 ] ' , 
the SEM model is derived: 
u 
χ 
= 0 
В 
0 
А 
u 
χ 
+ u 
w 
1 + 
(5.25) 
u 
. y°. 
— [ I 
D 
0 
С 
u 
X 
-Ι­
Ο 
V 
+ 
(5.26) 
where all parameter matrices A (_!, B (_i, C t , D 4 are put on the appropriate places 
in A, B, C, D, respectively. Notice that in χ the initial state x ( o gets zero rows 
in A but B ( o_i in В for modeling its mean £(x¡ 0 ) , which therefore is subtracted 
from x io in w. From Equations 5.25-5.26 one derives 
u 
Уо 
У 
Defining 
I 0 
C(I-X) - I B-|-D Ü ( I - Ä ) - 1 
Λ ( Ι - Β ) - 1 
u 
w 
+ 
+ 
Do = C ( I - A ) ' B + D and C O E C ( I - A ) " 1 , 
(5.27) 
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Equation 5.27 becomes 
u 
Уо 
I 0 
Do Co 
u 
w 
+ 
0 ' 
V 
(5.28) 
Writing the random vector у о in terms of D 0 and C 0 : 
y 0 = DQU + C 0 w + ν , 
its mean and covariance matrix are found to be: 
μ0 = Е{уо) 
Σο = сои(уо) 
= Dou , 
= £[(Уо - Д О Х У О -
= СоФоС 0 + Θο , 
μ0) 
(5.29) 
(5.30) 
where Φ 0 = Ε (ν/ w') and Θ 0 = Ε (ν ν ' ) . 
The logli kelihood function then becomes 
ЩУ) = - f b g Ι Σ 0 | - Í ¿ ( y o . - /*о,№(Уо, · - Mo,) 
- ^ l o g 2 x , (5.31) 
where both y 0, and μ0ι have subscript i because u may vary over subjects. In 
contrast to μ0ι, however, Σ 0 is assumed to be common to all subjects. In fact, 
each subject in the sample is considered to be drawn from one of Λ'' < Λ' distinct 
but, apart from the specific u, equally distributed populations, having in particular 
E(xto), Φ(0 and all other parameter values equal. If q is the number of (fixed) 
elements in u, the set of N' fixed values u, in the sample must contain at least 
q linearly independent ones. An important advantage of u being fixed is that no 
distribution needs to be specified for its elements, which even need not be interval 
scale variables (e.g. income) but may also be dummy variables representing just 
group membership (e.g. gender). 
While SEM programs do not maximize the loglikelihood function as given in 
Equation 5.31, it can, however, be proven (see Oud, in press, appendix A) that 
minimizing the SEM maximum likelihood fit function 
FML = log Ι Σ Ι + Ϊ Γ ( 8 Σ - 1 ) - log | S | - ρ 
for Σ = Λ(Ι - В)~1Я>{1 - ß ' ) " ' A ' + Θ 
(5.32) 
Φ , ФиО 0 
ΌοΦη ϋ ο Φ ^ ο + Σο 
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on the basis of the sample augmented moment matrix, 
Ν N 
S(w+<j)x(po+g) - j y Y Y - 1=1 N 1=1 
£ Е У ° . U'' ^ЕУО'УО. 
Φ S 
s s 
gives the same result as maximizing Equation 5.31. In fact, — y times the SEM 
fit function (Equation 5.32) is equal to the loglikelihood function (Equation 5.31) 
plus a constant. 
5.5 The Kalman filter and its relationship to two 
cross-sectional estimators 
The optimal or minimum variance estimator of the latent state x (, given past and 
current observations in yo, leads to the conditional mean or Kalman filter (Lewis, 
1986, p. 11; Otter, 1984, p. 61) 
*t = E(xt\[y'tyt0+l...y>t]>), 
with error covariance matrix 
Р ( = Е[(Х-Х ( )(Х-ХО'І[У; 0 У; 0 + І. . .У;Г], 
The filter equations consist of a measurement update 
x t = х 4 _ + Н , ( у 4 - у « _ ) with y(_ = C < X i _ + D ( u t , (5.33) 
P« = (Ρ,-.1 + C j R r ' C « ) - 1 , (5.34) 
which represents the effects of the measurements y¡ , and a time update 
Xi_ = А(_іХ(_і + B(_iu f_i , (5.35) 
P t _ = At- iPt- iA ' , . ! + Q i - ! , (5.36) 
which represents the effects of the system dynamics. The filter, which is recursively 
based on past observations y ( _ 1 ,y i _2, . . . ,y<0, has a predictor-corrector structure. 
The correction depends on the 'innovation' y ( — y t_ = y ( — С ( х ( _ — D (Uj = 
C((x ( — x (_) + V( which is weighted by the Kalman gain matrix H ( defined as 
H ( = P ( C ( R ( (5.37) 
While the recursive computation of the filter estimates x t requires knowledge of the 
observations y (, this is not required for the recursive computation of the covariance 
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matrices P ¡ . The quality of the filtering results is known in advance before the 
actual processing of the observations takes place. 
There exist many alternative formulations for H t and P ( . When P t_ is singular 
(which is the case, for example, when the successive Q t matrices have diagonal 
zeroes as in the model of Equations 5.4 and 5.5) or R< is singular (for example, 
when some of the observed variables are without measurement error), the following 
formulations are useful: 
H , - P . - C H C P . - C i + R O - 1 , (5.38) 
P t = ( 1 - Н ( С ( ) Р < - ( 1 - Н ( С ( ) ' + Н ( К ( Н ' ( . (5.39) 
Equation 5.38 shows that only one matrix, the innovations covariance matrix 
C ( P Í _ C ¡ + R(, must be inverted. This matrix may be invertible even when P ( _ 
or R( are singular. 
Consideration of cross-sectional estimators is important in view of the initial-
ization of the Kalman filter: how to start the Kalman filter recursion at the initial 
time point io when no past observations are available? Because of the small num-
ber of time points typically used in behavioral science, the initial values x i o and 
P ¡ 0 do matter and must be chosen carefully. On the basis of their properties one 
could choose a cross-sectional estimator as initial estimator instead of starting the 
recursion with arbitrary values as is often done in control engineering. Depend-
ing on how the absent past is mathematically defined, that is, the way past time 
points t' < t do not convey information about the state at time t, the Kalman 
filter reduces to the regression or to the Bartlett estimator (Lawley & Maxwell, 
1971, p. 109-110). 
If it is specified A (_i = 0 and, as in Equations 5.21-5.22, E(x.t) = B(_iU<_i, 
one derives x (_ — E(xi) and P ( _ = E([x.t — E(xt)][xt — £(x f)] ' ) = Ф (. Then the 
Kalman filter reduces to the regression estimator (Jansen L· Oud, 1995), and its 
error covariance matrix to the regression error covariance matrix (cfr. Equations 
5.33 and 5.34): 
x t = £ (x ( ) + H « [ y t - C , £ ; ( x « ) - D ( u t ] 
= (I - HtCt)E(xt) + Н ( ( У і - D t u t ) , (5.40) 
Pt = (ФГ1 + C Î V C , ) - 1 
= ФДІ + ОД-^Ф,)-1 . (5.41) 
For the case of E(xt) — 0 for all i, Equations 5.40 and 5.41 reduce to those of the 
regression estimator known from factor analysis (see Lawley L· Maxwell, 1971, p. 
109), 
х*я = H ( y ( , (5.42) 
PtR = Ф ^ І + ед-^Ф,)-1, (5.43) 
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where Р ( д equals P ( in Equation 5.41. 
However, in assuming Q (_i —• oo, P<_ —• oo (Equation 5.36), and P | —• 
( C J R ( _ 1 C ( ) _ 1 (Equation 5.34). Then the weighting matrix H ( (Equation 5.37) 
becomes (C¡R Í _ 1C ()_ 1CÍR¿"1 , causing the Kalman filter equations (Equations 5.33 
and 5.34) to reduce to those of the Bartlett estimator (see Lawley & Maxwell, 1971, 
p. 109): 
xfB = x(_ + (c;Rr1cl)-1c;Rr1(yi-c1x(_) 
= (C ' ( R ( - 1 C ( ) - 1 C;Rr 1 y i , (5.44) 
PlB = ( C J R , - 1 ^ ) - 1 · (5.45) 
The interpretation of Q<_i —» oo is that the information from the past is com-
pletely unreliable, so that the filter utilizes present information only. Suppose on 
the other hand, that Rf 1 —> 0, then P ( —+ P¡_ because of P¿¿ —» 0 (cfr. Equa-
tion 5.34). Now Hi -» 0 (Equations 5.37 and 5.38) and the Kalman estimator 
(Equation 5.33) utilizes past information only because of the present information 
being completely unreliable (Lewis, 1986, p. 77). 
Calling inverse P f г the information matrix, it becomes clear from Equation 
5.34, that the information given by the Kalman filter is simply the sum of the 
information from two other estimators: the predictor x(_ with information matrix 
Pf_? and the cross-sectional Bartlett estimator with information matrix P¿¿ = 
C ( R t C ( . 
The Kalman filter is derived as optimal in the sense that the error covari-
ance matrix of any other linear estimator exceeds the error covariance matrix of 
the Kalman filter estimator by a non-negative definite matrix (Otter, 1984, p. 
61). Because Pf_! in Equation 5.34 exceeds Ф71 in Equation 5.41, (assuming P ^ 1 
exceeds Φί" 1 ), and Φ ^ 1 exceeds 0 (Equation 5.45) with non-negative definite ma­
trices, it is clear not only that the Kalman filter has less variance than each of the 
cross-sectional estimators, but also that the regression estimator has less variance 
than the Bartlett estimator. From this point of view the regression estimator is 
preferable to the Bartlett estimator for initializing the Kalman filter. Choosing 
the regression estimator as initial estimator and thus P i o = P ¡ 0 H also guarantees 
P ^ 1 to exceed Φ (~' and thus the Kalman filter to have least variance of the three 
estimators. 
However, there are more criteria on the basis of which to choose an estima­
tor than estimation error variance alone. As a second important criterium un-
biasedness is considered. The weakest form is unconditional or populationwise 
unbiasedness: 
£ ( * , ) = E(xt) . (5.46) 
The strongest form is conditional or individualwise unbiasedness: 
£(x(|x() =X( , (5.47) 
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(see Lawley & Maxwell, 1971, p. 108), making sure that the estimator x ( does not 
only hit the true mean E(xt) over the population of individuals considered, but 
also (over repeated measurements) the true value x ( for each individual or group of 
individuals with the same true value x ( . This is important, because the estimator, 
although unconditionally unbiased, could perform very poorly (conditionally) for 
extreme high and extreme low true values. An intermediate form is to-conditional 
or modelwise unbiasedness: 
£ ( χ , | χ
ί ο
) = Д(х ( | х ( 0 ) . (5.48) 
Here, for individuals with true value x t o at the initial time point to, the estimator 
is required to hit the predicted value ¿J(x t |x (o), to which the value x<0 regresses 
(or egresses from), according to the true underlying dynamic model. According 
to the basic linear SSM (see Equation 5.1), for example, the predicted value is 
£(x, |x , 0 ) = At_i A(_2 . . . AioX(0. 
As is proven below, the regression estimator turns out to be unbiased in none 
of the three senses, while the Bartlett estimator is unbiased in all of the three 
senses. The Kalman filter turns out to be <o-conditionally as well as uncondition-
ally unbiased, provided the initial estimator is conditionally unbiased. For proving 
these statements, the cross-sectional part of the Kalman filter (Equation 5.33) is 
rewritten as follows, assuming for convenience D¡u ( = 0 or writing y ( — D ( u t as 
x, = H,y t = H ( (C ( x ( + v f) = Р 4 С ' ( К ( - г С ( х ( + Htvt 
= Ρ,Ρ,^Χί + H ( v t . (5.49) 
Taking the expectations of Equations 5.46, 5.47, and 5.48: 
E{it) = Р . Р Г . ' В Д , 
£(x,|x<) = Ρ Ι Ρ , Β Χ * . 
£(x ( | x í 0 ) = PtP;¿E{xt\xto) , 
it follows immediately that the Bartlett estimator (P ( = Р«в) is intrinsically 
unbiased in all three senses and the regression estimator ( P ( = P ( R φ Pf в) in 
none of them. Of course, the regression estimator is unconditionally unbiased in 
assuming that E(xt) = 0, or by compensating the unconditional bias through the 
addition of a corresponding correction term (I — JitCt)E(xt) = (I — Р(Р(~д)/?(х() 
(cfr. Equation 5.40 which is a more general version of Kelley's true score estimator, 
Lord L· Novick, 1968, p. 152). This, however, does not take away the regression 
estimator's conditional as well as ¿0-conditional bias towards the mean trajectory, 
causing serious underestimation for high-achievers and serious overestimation for 
low-achievers. 
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Because the Barllett estimator has minimum variance in the class of unbiased 
estimators (Lawley & Maxwell, 1971 pp 110-111), it seems preferable to the 
regression estimator for initializing the Kalman filter Note that although the 
regression estimator has less variance than the Bartlett estimator and thus at t0 
P ( 0 B exceeds Р< о я , immediately at the next time point io+1 the Bartlett initialized 
Kalman filter already performs better than the regression estimator (assuming Ф(0 
exceeds P t o B but this will be the case except for extremely high measurement error 
variances in R i o ) It should be noted also, that while the Kalman filter is based 
on the orthogonality principle, meaning that E(et x'<) = 0, the Bartlett estimator 
has E(et x[) = 0 but E(et x't) φ 0 Under rather mild conditions, however, it 
can be proven that E(et x't) —> 0 as time proceeds, implying that eventually the 
Bartlett initialized filter again gets the same covanance matrix as the regression 
initialized filter (see Oud et al , 1990, pp 407 408) Also it can be proven, that 
when initializing by means of the Bartlett estimator the Kalman filter recursion 
in Equations 5 38-5 39 remains valid 
The proof of the ¿0-conditional unbiasedness of the Kalman filter is recursive 
with two substeps in each recursion 1 if the previous filter xt-i is io-conditionally 
unbiased, then the predictor х<_, 2 if the predictor x(_ is ίο conditionally unbi­
ased, then the new filter x ( Thus, for the Kalman filter to be io-conditionally 
unbiased as a whole, the recursion must start with an initial estimator x t o which 
is ¿o conditionally unbiased, that is £(x t o |x<0) = £(x4 o |x i o) = x¡ 0 , which means 
that the initial estimator must be conditionally unbiased The proof of substep 1 
uses the equalities 
£(xi_ |x t 0 ) = £(Ai_iXf_i|x t o) , 
£(х( |х( 0 ) = E(At-ixt-i\xto) 
Introducing the premise E(xt-i\xt0) = E(xt-i\xto), ' n e conclusion £ (x t _ |x ( o ) = 
E(xt\xto) follows immediately For substep 2 we take the i0-conditional expecta-
tion of both sides of Equation 5 33 
£(x ( | x i 0 ) = (I - Н ( С ( ) £ ( х ( - | х ( 0 ) + ВДУі|х<0) 
Introducing the premise £(x¡_ |x í o) = £ (x ( | x ( o ) and using yt = Ctxt + ve and 
£ (
 ( | х і о ) = 0, one derives 
£(x ( |x ( 0 ) = (I - Н (С<)£;(х/|х< 0) + Н ( С ( £ ( х ( | х ( 0 ) = Д(х«|хі„) , 
which is the desired conclusion 
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5.5.1 Initialization of the filter on the basis of the state-trait 
model 
Because in the state-trait model trait variables are added to the state vector (cfr. 
Equations 5.10 and 5.11), a specific problem turns up as regards the initialization 
of the filter. In considering the Bartlett estimator (Equations 5.44 and 5.45), it 
is seen from Equation 5.11 that the factorloading matrix C t = [C° 0] contains a 
zero columnvector. It leads to the Bartlett error covariance matrix P ¡ B becoming 
noninvertible, implying that it cannot be used for the initialization of the filter. 
The cross-sectional regression estimator (Equations 5.42 and 5.43), however, can 
be applied without any problems but, as has been shown, it is conditionally as well 
as ¿o-conditionally biased. Therefore another approach is proposed, guaranteeing 
fo-conditional unbiasedness. 
Using Equation 5.38 for C ( = [Ct° 0], and 
P t - = Í.*?- P i 
(5.50) 
(cfr. Equation 5.12) one derives 
P . f C y ' R r ' C ? 
H , C t = P i , I»_P Io P r»C° R, C° 0 
(5.51) 
Then applying x¿ = Н ( у ( as in Equation 5.49, but using the Bartlett estimator 
for the state vector x° only and thus substituting P ° B = (C°'Ht ' C p ' 
Equation 5.51, it follows that 
for P
r
» in 
H , C t = 
•«.«ί­
ο 
Ρ : .
1
 О 
(5.52) 
causing X( = H¡y¡ = H(C¡X( + H<v( in Equation 5.49 to become 
'iK 
0 
ρ;.1 о 
P<.*?_P<_X? 
+ H(V( . 
+ H(v( 
(5.53) 
Then, at t = to inserting Pç,i»_ = Φ^,χ0 and P
x
<>_ = Φ
χ
» (see Equation 5.12) and 
taking the conditional expectation (see Equation 5.47), one derives for x°
o 
ВД0|х°0,О = х°0, 
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and for 
which for multinormally distributed variables turns out to be equal to the linear 
regression problem of £ on x°
o
 : 
£(£K0,£) = £(£K)· 
So, using the Bartlett estimator for estimating the state x°0 at i 0 leads to a condi­
tionally unbiased estimator of x°0 as well as of ζ at to (both conditional on x to) and 
next to ίο-conditional unbiasedness of the Kalman filter at later points in time, 
as an estimator of both the state and the trait. The accompanying initial error 
covariance matrix turns out to be 
P i n = 
(с^кГо'Ч)-1 о 
о Ф( - Ф * І ? Φ;.
1
 Φ' 
«•*?„ J 
(5.54) 
5.6 The Kalman smoother and the 'overall' regression 
estimator 
By making use of the normal-correlation theorem (Liptser & Shiryayev, 1978, 
chap. 13; see also Lewis, 1986, ex. 1.1-2), writing for convenience t0 + Τ — 1 = s 
and yo = у (see page 77), the optimal estimator of the latent states in vector 
χ = [xj0x¡0+1 .. . x'J' for observations y = [y¡oyí0+1 · · -Уа]' is the conditional mean 
χ = £(x|y) 
= £(Х) + Ф
Х У
Ф
У
"
1[У-£(У)], (5-55) 
with conditional error covariance matrix 
Ρ = £ [ ( x - x ) ( x - x ) ' | y ] 
= Φ - Φ , , Φ ^ Φ ; , , (5.56) 
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for Ф
х у
 = ctw(xy), Ф
у
 = cou(y), and Φ = cov(x). This 'overall' regression 
estimator utilizes past, current and future information. The estimate of x ( in χ 
for t < s is called the Kalman smoother (Meditch, 1969, p. 206) and is written as 
*? = S(xt|[yí0yí.+,.·./.]'), (5-57) 
P't = £(e?ef|[y;oy;o+1...y:n, (5.58) 
for estimation error e¿ = xf — x ¡ . A special case of x° is x* or the (cross-sectional 
regression estimator initialized) Kalman filter. 
By writing out Equations 5.55 and 5.56 on the basis of the overall output 
equation y = C x + Du + ν ; С consisting of submatrices C ( o , C( 0 + i , . . . , C s ; 
D and u, respectively, of D i o , D i o + 1 , . . . , D s , and u ( o , u ( o + i , . . . , u s , and 
E(v v') — R consisting of submatrices R t o , R( 0 +i, . . . , R s on the diagonal (cfr. 
Equations 5.25-5.30), the estimator takes the following form (e.g. Lewis, 1986, ex. 
1.1-3), 
χ = £ ( x ) + Ф С ' ( С Ф С ' + R ) - ' [ y - Ü £ ( x ) ] , (5.59) 
Ρ = Ф - Ф и ' ( С Т ф С ' + Й ) _ 1 С Ф (5.60) 
= ( Φ ^ + ϋ ' ϊ Γ ' ϋ ) - 1 . (5.61) 
The input-effects in D u are both in y and E(y), meaning that y — C £ ( x ) at the 
right-hand side of Equation 5.59, in fact, equals y — E(y). As Equations 5.59-
5.61 involve complex operations, such as inverting very large matrices, it often 
is recommended (Molenaar L· Oud, 1991; Singer, 1992) to use the numerically 
more efficient recursive Kalman smoother algorithm involving much smaller ma­
trices than the 'overall' regression estimator. The off-diagonal matrices Y3tt_k for 
smoother errors est and e$_k and к φ 0, are given by Jansen and Oud (1995). Note 
that one gets the Kalman filter (Equations 5.33-5.34) from Equations 5.59-5.61 by 
taking t = s in xj and the cross-sectional regression estimator by taking t = s — t0. 
The Kalman smoother can be seen as a backward filtering problem, starting 
at the point the forward filter finishes. A convenient scheme which incorporates 
the forward filter and the backward filter, is the Rauch-Tung-Striebel formulation 
(Rauch et al., 1965; also Lewis, 1986, chap. 2.8). It only uses the Kalman filter 
state estimates x ( and Xt_, and its error covariance matrices P f and P ( _ . That is 
x? = x ( + F t ( x J + 1 - x ( ( + 1 ) _ ) , (5.62) 
P¡ = P t + F f ( P ; + 1 - P , t + 1 ) _ ) F Í , (5.63) 
with the smoother gain matrix being 
F ( = Ρ , Α ί ί Ρ ι , + ι ) - ) - 1 · (5.64) 
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The Kalman smoother state estimate x¡ (Equation 5.62) and error covariance 
matrix P ¡ (Equation 5.63) require the Kalman filter estimate x ( and covariance 
matrix P ( with x s and P 3 as initial conditions (Jazwinski, 1970, p. 217; Lewis, 
1986, p. 134; Rauch et al., 1965, p. 1447). Note that x s = x^ and P s = P3S 
(the Kalman filter coinciding with the Kalman smoother at t = s\ no future 
information available), and that because of the Kalman smoother being equivalent 
to the 'overall' regression estimator, the Kalman filter estimates at í = s coincide 
with the estimates of the 'overall' regression estimator at t = s as well. 
Also for the Kalman smoother it is crucial to consider i0-conditional unbiased-
ness to make sure that inserting the Bartlett estimator at the starting point of the 
Kalman filter leads to t0-conditional unbiasedness even in the backward smoother 
recursion. Because the smoother is initialized by the Kalman filter estimates, the 
initial smoother estimates can be assumed to be ίο conditionally unbiased (see 
page 83). Then, for / + 1 = <o + Τ — 1 = s, the smoother state equation (Equation 
5.62) is written as 
xj = x ( + F ( ( x ( 4 1 - X( t+i)_) , (5.65) 
with initial condition xst+1 = Xt+i- Taking the conditional expectation, 
E(x¡\xto) = £ (x t | x í 0 ) + F ( [£ (x i + 1 | x í 0 ) - £ ( x ( t + l b | x i o ) ] , (5.66) 
and decomposing the state estimates of Equation 5.65 as follows, 
X( = xt - e¡ , 
X(+i = X(+i — e i+i ι 
χ(ί+1)- = χ ί+1 — e (i+l)- ι 
it follows that, because of E(e¡|x (o) = £ (e t + 1 | x í o ) = £(e( í + i)_|x¡0) = 0, 
E(Si¡\xio) = £(x , |x t 0 ) + F t [£ (x ( + 1 | x t 0 ) - £ (x i + 1 | x t o ) ] , (5.67) 
or 
£ (x ' | x ( 0 ) - E(xt\xt0) = E(xt\xt0) , (5.68) 
which proves the ¿0-conditionally unbiasedness of xf (cfr. Equation 5.48). As x^ is 
¿o-conditionally unbiased, recursively the smoother state estimates X(_x, x?_2i · · · > 
x* in the backward recursion can be proven to be <0-c°nditionally unbiased also. 
Moreover, at t0, xf0 turns out to be as conditionally unbiased as the Bartlett 
estimator, because E(x3to\xto) = Xt0, but with less variance than the Bartlett 
estimator. 
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5.7 Two examples 
Both the Kalman filter and Kalman smoother can be applied on the basis of the 
SEM state space model. First, it is shown how filtering and smoothing is to be 
performed on the basis of the structured means SEM model, assuming the input 
to consist of the unit input-variable only and no trait variables to be present 
in the model. An adapted version of the zero means Beginning Reading model 
(Oud et al., 1990) is discussed with respect to model construction and parameter 
identification. Second, filtering and smoothing is performed on the basis of the 
state-trait model. The adapted version of the Kalman filter estimator is used with 
conditionally unbiased initial estimates of both the states and traits and yielding 
ίο-conditional unbiased estimates of the states and traits at later time points. 
5.7.1 The structured means SEM model: an example 
The structured means SEM model assumes that the input-vector u of the SEM 
model in Equations 5.25 and 5.26 consists of the unit input (ut = 1 for all t) 
only. The associated subvectors b ( _i in b and d< in d contain the intercepts 
which make it possible to model absolute latent growth on the basis of observed 
growth. The d ( coefficients are central in keeping information about the origins of 
the measurement instrument scales in relation to the latent scales in the model. 
The b¡_i coefficients define mean latent growth. If b = 0, E(x) — 0, and the 
means, E(yo) = d, are typically left unconstrained in the model. Restricting 
the d ( coefficients appropriately, however, and allowing b¡_] φ 0, nonzero mean 
development, E(x) φ 0, is defined. 
The estimation of absolute latent developmental curves relates to the iden­
tification procedures of the longitudinal SEM model, requiring the scales of the 
latent variables to maintain the same unit and origin over the entire time range. 
This must be the case if absolute latent growth is to make sense at all. As the C ( 
coefficients are central in determining the latent standard deviations and thus the 
latent scale units and the dt coefficients in combination with the b t_i coefficients 
in determining the latent means and thus the latent scale origins, it is clear that 
for identification arbitrary restrictions on the C ( and d ( coefficients are not al­
lowed, except at the initial point in time. For identification in an absolute growth 
model, all Ct and d ( coefficients at later points in time must be linked in some 
way to those at the initial point in time. 
First, for measuring a particular latent variable over time, one or several iden­
tical instruments can be used at each time point. The equality restrictions over 
time between the d ( coefficients and C ( coefficients of a single instrument generally 
suffice for the identification of the b<_i coefficients as well as the latent standard 
deviations of a single underlying latent variable. This situation, however, often is 
no solution to the identification problem. Many past longitudinal research projects 
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in behavioral science failed, just because the measuring instruments chosen at the 
start turned out to have insufficient ceiling at later developmental stages and 
became useless. In many cases the identification problem can be solved more 
realistically in the following way. Only at pairs of successive points in time the 
same measuring instruments are chosen: instrument A applied at times 1 and 2, 
instrument В at times 2 and 3, instrument С at times 3 and 4, etc. Between pairs 
of successive time points the C t and dt coefficients of the same instrument must 
be specified equal over time. At the same time point the C t and d ( coefficients of 
different instruments are linked to one another by the common latent variable. 
That different instruments at the same time point indeed measure the same 
latent content can be checked by Jöreskog's congenericity test (Jöreskog, 1974, 
pp. 5-12). Congeneric instruments measure the same underlying variable, which 
is meant in the sense that the underlying latent components of the observed vari-
ables correlate 1. Although congenericity imposes rather strong requirements on 
the instruments involved, the measurement of the same underlying variables may 
nevertheless be in different C ( coefficients or observed scale units, different d t co-
efficients or observed scale origins, also with different reliabilities, and a different 
number of observed variables. Congenericity is less restrictive than parallelism, 
r-equivalence or essential τ-equivalence of instruments (Lord L· Novick, 1968, pp. 
47-50). 
Both identification procedures were applied to the adapted version of the Be­
ginning Reading model in Figure 5.1 (see Oud, et al., 1990). For a sample of 
N = 225 primary school pupils the latent decoding speed (DS) and spelling (SP) 
development was modeled over five measurement time points. Figure 5.1 shows all 
nonzero fixed and estimated free parameters values in В and Л (cfr. Equations 
5.25 and 5.26). The latent intercept values b t _i are given in the circles of the 
latent variables (except for the initial latent means 20.64 and 25.75 of DSi and 
S Pi in b t o _ i ) , while the values of all d t coefficients are given in the squares of 
the observed variables. Parameter values in the matrices Φ and 0 are not given 
(except for the initial non-explained latent variances 67.75 and 15.43 and initial 
covariance 19.64 of DSi and SP\ in Φ ) . These matrices were specified diagonal 
(except for the initial covariance between DSi and S Pi in Φ ) . 
The autoregressive effects for the D5-variables are much higher than for the 
S P-variables, except between the third and fourth time point in the model. Fur­
thermore, autoregressive effects are much higher than the instantaneous effects 
between the DS- and SP-variables. As regards identification of the d ( , C ( , and 
b(_i coefficients, the first situation applied to the DS part of the model. The d ( 
and C( coefficients of the same observed variables yi, y 4, ye, уіг, and y i 6 were 
constrained to be equal over time (this is indicated by the curved lines in Figure 
5.1). In additionally fixing ¿i = .00 and ci:ps1 = 1-00 for yi at the initial time 
point, all parameters of DS in b became identified. Also its initial mean in b ¡0_i 
became equal to the mean observed value of yi (20.64), and the latent variance of 
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Fig. 5.1: Structured means SEM model for Beginmng Reading (nonstandardized 
solution). 
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DS\ in Φ became equal to the true variance of yi. Other initial value restrictions 
could have been chosen and would have led to different values for the initial latent 
mean and variance (e.g., zero mean and unit variance), but it seems advantageous 
to be able to interpret the absolute latent development in terms of the mean and 
true standard deviation of a real instrument at the start. 
In the same way, with regard to the SP part of the model, the latent mean 
and variance of S Pi at the initial time point (25.75 and 15.43, respectively) were 
provided by the spelling instrument used in y 2 by means of restrictions d2 — 
.00 and C2,sPi = 1-00. Apart from these initial value restrictions, however, the 
quite different identification procedure of situation two was followed. Different 
instruments were used over time, but with overlap between successive times as 
indicated by the five curved lines at the bottom of Figure 5.1. The corresponding 
pairs of equality constraints between the d ( and C ( coefficients were introduced 
and led to the identification of all b (_i coefficients and indirectly determined the 
latent means and latent standard deviations as given. 
The 5 pairs of equality constraints for the observed SP variables together with 
the fixations at the initial time point formed 6 pairs of restrictions, one more pair 
than necessary for identification: going from time point 3 to time point 4 two 
instruments were used twice (i.e. y 9 and уіз, and y u and yu, respectively, came 
from the same instrument). The two overidentifying restrictions could be tested 
by the usual ^-difference test of the SEM program: χ2 ч2 
λ 14] 
λ'Ϊ39 = · 4 . w h i c h 
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for df = 2 is not significant. Also, on the basis of the estimated Λ and Θ, the cor­
relations between the latent components of the observed variables were computed 
in a subsequent SEM analysis. The 13 congenericity correlations between observed 
SP variables at identical time points (between уг and уз, between y5, ye and ут, 
etc.) turned out to be all at least .974 and, when restricted to the value of 1, not 
to differ significantly from that value: χ2 = 4.02 for df = 13. The tests and the 
uniformly high congenericity correlations confirmed that the latent SP variables 
keep the same content over time and that the absolute latent development may 
be interpreted in terms of this same content. 
Figure 5.2 gives an example of the filter and smoother estimates. Because in 
addition to the pupil's estimates with associated standard errors (square roots 
of the diagonals of the Kalman covariance matrices), the population mean ± 1 
standard deviation is shown at each of the 5 time points, the graphs allow the 
absolute information to be interpreted relatively, in relation to the population's 
development, as well. While absolutely the pupil's spelling ability is decreasing 
only between time points 1 and 2 and between time points 3 and 4, relatively the 
position of the pupil in the population goes down over the whole time range. The 
relatively large standard error at the initial time point results from the Bartlett 
estimator, which was used as initial estimator for the Kalman filter. The Kalman 
filter estimates at later time points, which are based on more and more informa­
tion, show a substantial increase in precision. The interpretation of the smoother 
estimates is practically the same, except that the developmental curve is smooth 
(no sudden updates at observation time points) and that its associated standard 
errors for the first four points in time are somewhat smaller. 
5.7.2 The state-trait SEM model: an example 
Filtering and smoothing can also be performed on the basis of a structured means 
SEM model which includes trait variables (cfr. Equations 5.19-5.20). Within an 
educational context a trait or constant subject specific intercept characterizes a 
pupil's general ability level for the schoolperiod to which the state-trait model 
applies. It gives a constant contribution to the ability development and is to be 
compared to a zero mean over the population of pupils. 
A state-trait model, including the unit input-variable, was estimated for de­
coding speed (DS) on the basis of a sample of N = 740 primary school pupils from 
grade 4 to grade 5. The model consisted of four measurement time points. Because 
of the constancy over time the DS trait variable only needed to be specified once 
in the SEM model. The regression effects of the states (DS2, DS3, DS4) on the 
trait were fixed to unity whereas the variance of the trait and its covariance with 
the initial state DSi were specified to be free. The SEM output indicated that 
both the trait variance (35.05) and initial state-trait covariance (64.38) differed 
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from zero and were significant (a = .05). 
Fig. 5.2: A pupil's Kalman filter and Kalman smoother estimates (black circles) 
of absolute latent spelling scores with associated standard errors (verti-
cal lines encompassing estimates ±1 standard error) in addition to the 
population's means ± 1 standard deviation (white circles). 
40 
to t, t3 
Time 
Subject specific intercept terms were estimated by application of the Kalman 
filter and Kalman smoother, and by making use of the initial estimate as proposed 
in section 5.5.1. Figure 5.3 shows the filter and smoother estimates of the latent 
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decoding speed development and of the associated trait value of one pupil. The 
filter estimates of the decoding speed development show an absolute increase over 
time, but relatively the pupil's level keeps the same over the four time points. The 
Fig. 5.3: A pupil's Kalman filter and Kalman smoother estimates (black circles) 
of absolute latent decoding speed scores with associated standard errors 
(vertical lines encompassing estimates ± 1 standard error), and its asso-
ciated trait value with ± 1 standard error (black squares), in addition to 
the population's means ± 1 standard deviation (white circles). 
Filter 
Smoother 
80 -r— 
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smoother decoding speed estimates, in fact, yield the same picture. At each time 
point, the Kalman filter processes additional information for the estimation of 
the constant trait value, leading to a more precise estimate. At the final time 
point, when all information has been processed, there is no precision gain left in 
the estimation of the trait value. It results in the subject specific estimate to be 
unaltered in the backward recursion, meaning that the Kalman smoother does not 
improve upon the results of the Kalman filter. The subject specific trait effect is 
just below the population zero mean value of the trait variable. It confirms that 
the pupil's average achievement level for decoding speed is below the population's 
absolute mean level. 
5.8 Discussion 
To finish three problems as yet unsolved in the proposed Kalman filter and smoo-
ther procedure are mentioned: (a) the way the sampling variability of the SEM 
parameter estimates can be systematically accounted for in the standard errors of 
the Kalman filter and smoother estimates, (b) how to derive SSM based standard 
errors for means of Kalman filter and smoother estimates over groups of individ-
uals, (c) the construction of a statistical test to evaluate whether and where the 
Kalman filter estimated actual curve differs from the Kalman predicted curve. 
Chapter 6 
Continuous time state space modeling of 
panel data by means of SEM ' 
Abstract 
Maximum likelihood parameter estimation of the continuous time linear stochastic 
SSM is considered on the basis of multiple subject discrete time data using a suit-
able SEM program. The exact discrete model (EDM) is employed which links the 
discrete time model parameters to the underlying continuous time model parame-
ters by means of complex nonlinear restrictions. The SEM procedure covers the 
stationary as well as the nonstationary case. Nonstationarity is implemented by 
stepwise time-varying (piecewise time-invariant) parameter matrices and by para-
meter matrices varying continuously over time according to a polynomial scheme. 
The identification problem associated with continuous time state space modeling 
is treated and random subject effects are allowed to be part of the model. 
6.1 Introduction 
Over the past decades the study of change has become increasingly popular in 
the behavioral sciences. For the analysis of panel data SEM often is employed 
(Jöreskog, 1978; Jöreskog & Sörbom, 1985). It allows the specification of a dy-
namic causal structure in terms of latent variables underlying the discretely ob-
served data. Although interest in the application of continuous time stochastic 
models is growing, SEM panel data analysis still typically relies on discrete time 
modeling. 
By formulating the discrete time SEM model as a SSM (MacCallum h Ashby, 
1986; Oud, van den Bereken, &¿ Essers, 1990), the model can be made practically 
1
 This article has been submitted: Oud, J.H.L., & Jansen, R.A.R.G. (1996). Continuous time 
state space modeling of panel data by means of SEM. 
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useful by employing techniques from control theory. Notable are the Kalman filter 
and Kalman smoother (Jazwinski, 1970), which allow the optimal estimation of 
the latent states or factor scores over time for individual subjects (Oud et al., 
1990; Oud, van Leeuwe, & Jansen, 1993), as well as the application of optimal 
control procedures for controlling output behavior. The Kalman filter has been 
implemented in procedures for monitoring latent developmental characteristics of, 
for example, pupils and patients. The discrete time SSM covers a broad class of 
dynamic models. Examples are observed as well as latent ARMA and ARMAX 
models (the latter adding exogenous or input-variables to the ARMA model) of 
arbitrary order, longitudinal factor analysis models and state-trait models which 
include random subject effects. All can be estimated by means of a SEM program 
and can be used to estimate corresponding underlying continuous time versions. 
Panel data, containing a large number N of independent replications of the 
entire vector of observed variables, allow the specification of a nonstationary model 
by means of time-varying parameters. This accommodates for gradual or sudden 
changes in developmental mechanisms. The option of time-invariance is retained 
in SEM state space modeling, however, by the possibility of specifying equality 
constraints between parameters. 
Although, presumably because of the discrete time character of the data, con-
tinuous time models are not popular in behavioral science, several compelling 
reasons exist for using them. First, real life processes evolve in continuous time 
and are not restricted to the discrete observation time points the researcher hap-
pens to choose. Second, continuous time modeling provides the common base for 
an accurate comparison of differently spaced models of the same real life process. 
Furthermore, an effective solution of the missing data problem caused by different 
time sampling schemes for different subjects also requires consideration of contin-
uous time modeling. Finally, the time points of the measurements in monitoring 
development by means of the Kalman filter or of the interventions for controlling 
output behavior, seldom coincide exactly with the time points of the discrete time 
model. In these cases too, it is important to be able to fill the gaps between 
the discrete time points of the model in order to use and process information at 
intermediate time points. 
An overview of continuous time modeling in econometrics is given by Bergstrom 
(1988). In 1961-1962 Bergstrom (1988, p. 370) introduced the EDM which became 
central in many approaches to continuous time modeling. In social science deter-
ministic differential equation models were first proposed by Coleman (1968). Oud 
(1978) adapted and used his procedure in structural equation modeling by means 
of the LISREL program (Jöreskog L· Sörbom, 1989). Later, a systematic treatment 
of stochastic differential equation models was given by Tuma and Hannan (1984). 
Extending this approach, Arminger (1986) and Oud et al. (1993) employed the 
so-called 'indirect' method which consists of first estimating the discrete time pa-
rameters by means of a SEM program, and then in a second step deriving the 
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continuous time parameter values using the EDM. The indirect method was heav-
ily criticized by Hamerle, Nagl and Singer (1991). Because SEM programs like 
LISREL were not able to impose the nonlinear constraints between the continuous 
time and discrete time parameters in the EDM directly during estimation, they 
concluded that the "parameter estimates (which should not be computed!) are 
misleading, useless and wrong" (p. 212). 
In the present article, we show that within the SEM approach maximum like-
lihood estimates of the continuous time parameters can be obtained by using the 
option of nonlinear constraints on parameters offered by recent versions of some 
SEM programs. We use the SEM program Mx (Neale, 1995), which in contrast 
to LISREL8 (Jöreskog & Sörbom, 1993) and most other programs utilizes ma-
trix algebraic operations in the formulation of constraints. In addition to the 
time-invariant parameter matrices chosen by Singer (1993) and estimated by his 
program LSDE (Singer, 1991), our continuous time SSM also allows for differ-
ent kinds of time-variance: piecewise ti me-invariant parameter matrices as well 
as parameter matrices varying continuously over time according to a polynomial 
scheme. These accommodate, respectively, for sudden and gradual changes in de-
velopmental mechanisms. We start with a discussion of the discrete time SSM. 
Then the EDM is derived from the linear stochastic differential equation. Next the 
special identification problems associated with continuous time state space mod-
cling and the estimation procedure are explained. Finally, an educational research 
example is presented. 
6.2 Discrete time SSM 
The discrete time time-varying linear stochastic SSM consists of two equations: 
the dynamic part or state equation (Equation 6.1), which describes the dependence 
of the latent state variables in x4 on their lagged values in x t_i and the static part 
or output equation, which connects the latent state variables to the observables 
in y¡ (Equation 6.2): 
x t = A ^ i X t - i + B j - i U t - i + w t _ ! with aw(w f_i) = Q t_i , (6.1) 
y ( = C t x t + D(U( + v t with cov(vt) - R ( . (6.2) 
The m χ m matrix A<_i in Equation 6.1 specifies the autoregressive and cross-
lagged effects between the m state variables at successive discrete time points t 
and í — 1: t, t — 1 Ç {to, to + 1 , . . . ,<o + Τ — 1} for integers t0 and Τ > 2, with 
¿o the initial time point and Τ the total number of time points considered. The 
pxm matrix C ( in Equation 6.2 contains the loadings of the latent state variables 
on the ρ observed output variables in y¡ . Both equations allow for input-effects 
B(_iU(_i and D(U(, respectively, from r fixed input-variables in the input-vectors 
Uj_i and u ¡ . 
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The process errors in successive vectors w ( and the measurement errors in 
successive vectors v< are assumed to have (a) zero expectations: E(wt) = E(vt) = 
0 for all t, (b) zero covariances except, possibly, within vectors: E(v/t v{,) = 0, 
J5(wt wj,) = Qt6t-ti, E{\t v{() = Rt¿t-c for all t and t' (<5t_t< Kronecker's delta, 
being 0 if t φ t' and 1 if t = i '), (c) zero covariances with the initial state: 
£ ( w t xj0) = E(vt x'¡o) = 0 for all t. Finally, it is assumed that (d) the error 
vectors and the initial state are jointly multinormally distributed. 
By specifying B i ^ U t - ! = D ( u ( = 0 and E(xto) = E(yto) = 0, implying 
E(xt) = E(yt) = 0 for all t, the SSM becomes zero-means first-order stationary. 
Under rather restrictive conditions, by specifying all four remaining matrices time-
invariant ( A , Q , C , R instead of A i . ^ Q t - i . C ^ R t ) and constraining E(xt x't) = 
E{xh x J J = Φ and thus E(yt y't) = E(yto y'io) = С Ф С ' + R to be equal for all 
i, the model becomes additionally second-order stationary. 
First-order nonstationarity or nonconstant mean trajectories E(xt) and E(yt) 
result from the specification of input-variables and input-effects B(_iUf_i φ 0 
and DfUf φ 0. In one case only a single, so-called unit input-variable is specified 
(ut = 1 for all <), which is constant over time points as well as over subjects 
in the sample. Here the vectors b ( _i represent latent growth intercepts and the 
vectors d t location parameters (origins) of the measurement scales. C ( relates the 
measurement scale units to those of the latent state variables. The model implies 
a mean trajectory which is common to all subjects in the sample. In another case 
the input-variables are all constant over time (u ( = u ( _i for all t and к > 0) but, 
apart from the unit input-variable, varying over subjects (gender, socioeconomic 
status, etc.). Finally, additional input-variables may be specified that vary over 
time points as well as over subjects. 
For nonconstant mean trajectories E(xt) and E(yt), the initial latent state 
means as well as the initial latent state variances may be chosen arbitrarily. Spec­
ifying 
£(x t 0 ) = B ( 0 _ l U i 0 _ , , (6.3) 
E(yh) = C t o £(x ( o ) + D í ou í o , (6.4) 
E(xto) is modeled by means of an additional matrix B ^ - j , to be specified entirely 
zero in case E(xto) = 0 but with just the elements corresponding to the unit input-
variable in u (o_i free in case E(xto) φ 0. The value and identifiability of E(xto) 
depend on the choice of D l o as well as of the factor loading matrix C ( o . The latter 
additionally determines the value and identifiability of the initial state covariance 
matrix Φ(0 = E([xto — £(x ( o )][x i o — E(xto)]'). In fact, these choices determine the 
measurement scales (origins and scale units) of the latent state variables. Special 
identification techniques are needed to guarantee that the latent scales maintain 
the same origins and measurement units across the whole time range (Oud et al., 
1993, pp. 15-16). 
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In deriving the SEM model first write Equations 6.1-6.2 as follows: 
U i 
X« 
U ( 
y< 
= 
= 
0 0 
B ( _ ! A 
I 0 
D, Ci 
i - 1 
U i 
x« 
U t -
X ( -
+ 
1 
1 
+ 
0 
Vi 
U ( 
W t - 1 
(6.5) 
(6.6) 
Collecting all input-variables in the input-vector u but specifying the constant 
(e.g. the unit input-variable) and other exactly linearly related input-variables 
only once in u, and defining 
η = [u' X']' With X = [X;o X'(0+1 . . . X'to+T-J'. 
С = [u' w'] ' with w = [(x i0 - E(xt0)Y w ; o . . . w ; o + T _ 2 ] ' , 
у = [u' УО]' with yo = [y;0 y i 0 + i . . . y;0 + T-i]'> 
e = [0' ν ' ] ' with ν = [\ 
the SEM model is derived as follows: 
"io+T-U > 
u 
X 
= 0 
В 
0 
A 
u 
χ 
+ u 
w 
n + 
(6.7) 
(6.8) 
u 
. У° . 
= I 0 
D С 
u 
χ 
+ 0 " 
V 
+ 
(6.9) 
where all parameter matrices A4_i, B t _i, C ( , D ( are put on the appropriate places 
in A. B, C, D, respectively. Notice that in χ the initial state x i o gets zero rows 
in A but B t o_i in В for modeling its mean E(xto), which therefore is subtracted 
from X|0 in w (see Equation 6.2). 
In maximum likelihood fitting of the discrete time SSM to the data in Y the 
SEM program minimizes 
FML = log Ι Σ I + t r ( S E - a ) - log | S | - (p + q) , (6.10) 
for 
Σ = E(y y') = Λ(Ι - В ) _ 1 Ф ( І - _В')_ 1Л' + Θ , (6.11) 
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where Φ = Ε(ζ ζ') and Θ = Ε(ε ε'), on the basis of the sample moment matrix 
Ν N 
1 = 1 1 = 1 
Ν Ν 
jv Σ УОІ u't Λ Γ Σ УО· УОІ 
»(р+і)х(р+?) " Υ Υ ' = (6.12) 
where g is the number of (fixed) elements in u. The set of distinct fixed values u, 
in the sample must contain at least q linearly independent ones. 
Adding to the state equation (Equation 6.1) random subject effects к 
Χί = A Í _ I X ¡ _ I + к + Bf-iUt-! + w t_i (6.13) 
leads lo a model which became very popular in econometric panel analysis (e.g. 
Baltagi, 1995). Because of their constancy over time, the added normally distrib­
uted variables in к are sometimes called 'trait ' variables and the model a 'state-
trait ' model. A trait variable may be specified for each of the state variables. 
It can be characterized as a random (but constant over time) intercept term, to 
be contrasted to the fixed (but possibly time-varying) intercept associated with 
the unit input-variable. Because of the specification Е(к) — 0, к may be viewed 
as the subject specific deviation from the common fixed intercept. As the trait 
variable causes each subject's state to regress to or egress from the subject specific 
mean instead of the population mean, in a sense a subject specific JV = 1 model 
is specified within the state-trait model for each of the subjects. 
The state-trait model can be reformulated as a special case of the model in 
Equations 6.1-6.2 
, (6.14) 
X i 
к 
= [A,-! 
0 
I 
I 
Xf-i 
к 
+ [ ^ 1 1 0 U í - l + W i _ ! 0 
-О 
χ°,_ι + B V , U,_! + W V J 
y t = [ C(0 ] x°( + D (u ( + vt , (6.15) 
and its parameters estimated by means of a SEM program. The constancy over 
time makes that к should also be considered part of the initial state x¡ 0 , so that к 
and x ( o cannot be assumed to be uncorrelated. The initial state covariance matrix 
in the SEM model becomes: 
Ф°(, 
φ 
φ
χ (6.16) 
Significance tests on the existence of constant random subject effects can easily be 
performed: both the variances of the trait variables in Φ
κ
 and their covariances 
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with the initial state variables in Φ
χ
,0,κ are testable quantities, required to be dif­
ferent from 0 (Baltagi, 1995, p. 125). Being constant variables, the trait variables 
need not be repeated for successive time points in the SEM model but may be 
specified once, while trait variables with nonsignificant variances may be deleted. 
6.3 Continuous time SSM 
Preparing the replacement of the discrete time state equation (Equation 6.13) by 
its continuous time analogue, we first give two reformulations of Equation 6.13. 
The first one changes nothing except the time scale: 
Xt = Αί_ Δ <Χ(-Δί + K + Β ( _ Δ ί 4 { _ Δ < + W(_ A ¡ . (6.17) 
By means of Equation 6.17 researchers working with different time intervals be-
tween their measurements have the opportunity to put their interval on a common 
time scale as, for example, years, instead of each giving a different interpretation 
to interval 1. By labeling the parameter matrices with the appropriate Δ ί , it 
becomes immediately clear that an autoregression coefficient of .30, found over a 
period with Δ ί = 1 (a whole year), implies a stronger autoregression than the 
same coefficient found with only Δ ί = .75 (three quarters of a year). The second 
reformulation: 
^ = Α ; _ Δ ί Χ ί _ Δ ( + к* + Β*_ Δ ί ι ι ( _ Δ ί + G*t_bt-^f- , (6.18) 
is in terms of -£• = * '~ Δ ~
Α
' , the average increase over the interval, and has 
Α*_Δ ί = Δ Γ Η Α , . Δ ί - Ι ) , к* = Δ ί - 1 « , Β (*_Δί = Δ ί - Ή , - Δ , , w (_A Í = G't_AtAw¡ 
where w* is the standard discrete time random walk process. It enables a direct 
comparison of the results over different time intervals, although still in the form 
of a linear approximation of the underlying continuous time processes. 
In continuous time w* is replaced by the famous Wiener process W ( i ) or 
limiting form of the discrete time random walk process (Jazwinski, 1970, pp. 70-
74) and Equation 6.18 by stochastic differential equation 
^ = A(í)x(í) + 7 + B(í)u(í) + G ( í ) ^ l . (6.19) 
W( í ) is defined by having (Arnold, 1974, p. 46) stationary independent normally 
distributed increments W( i ) — W ( s ) over nonoverlapping intervals with E[W(t) — 
W(s)] = 0 and COÜ[W(¿) - W(s)] = |i - s|I for all s φ Í and W(0) = 0 a.s. 
In contrast to the increments, W ( i ) is itself nonstationary: £ [ W ( i ) W'(s)] = 
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min(í, s)I and thus E[W(t) W'(i)] = tl. Whereas the variance of the increments 
depends on \t — s\ only, the variance of the elements of W(¿) depends on i. 
Although the sample trajectories of W( i ) are continuous a.s., the indepen-
dence of the increments over arbitrarily small intervals and the resulting un-
bounded variation (infinite length of the trajectory) over any finite interval in 
[0,oo) (Arnold, 1974, p. 48), makes them nowhere differentiable in the traditional 
sense. £(i) =
 d ' ' or the 'white noise' process in continuous time is therefore not 
a stochastic process in the ordinary sense. Used in many fields as a mathematical 
idealization of a rapidly fluctuating force, whose autocorrelation between instants 
t and s goes to zero rapidly for increasing |i — s\, ζ(ί) exists within the theory 
of 'generalized functions' as a 'generalized stochastic process' (see Arnold, 1974, 
pp. 50-57; Ruymgaard L· Soong, 1985, p. 85). It is the derivative of the Wiener 
process in this generalized function sense, having mean and covariance matrix 
£[£(<)] = 0 and E[£(t) £'(s)] = I6(t — s), in terms of Dirac's delta function 
A delta correlated force, occurring at isolated instant t' = t — s = 0 only, must be, 
in a certain sense, of infinite strength or variance to result in a unit integrated area. 
If S(t — s) is a narrow impulse of unit area, IS(t — s) its matrix valued analogue, 
the sifting property of the delta function results in J^ E[Ç(t) £'(s)]ds = I and for 
nonstochastic G(i) in 
Γ E[G(t)t(t) ?{s)G'(s)]ds = Γ G(s)G'(s)6{t - s)ds = G(í)G'( í) . 
J—00 J—00 
So, while the standard white noise impulse has area I, its nonstandard version has 
area G(i)G'(<). 
Rewriting Equation 6.19 as 
dx(f) = [A(<)x(<) + 7 + B{t)u(t)]dt + G[t)dW{t) , (6.20) 
and next in stochastic integral form as 
x(f ) = x(f„) + i\A{s)x{s) + 7 + B(e)u(í)]«fa + / ' G( j )dW(j ) , (6.21) 
Jt0 Jto 
the problem encountered in the definition of white noise £(i) shows up again 
in the second integral at the right hand side. The sample trajectories of the 
Wiener process being of unbounded variation prevents its definition as an ordi-
nary Riemann-Stieltjes integral. However, ƒ,' G[s)dW(s) is generally defined and 
solvable as an [to stochastic integral with own rules of integration. In case G(<) 
is nonstochastic, the Ito integral coincides with the Wiener integral and can be 
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solved by using the formula for integration by parts (Arnold, 1974; Ruymgaard & 
Soong, 1985), resulting in 
E{ f G(i)¿W(i)[ f G(u)«fW(u)]'} = f G{s)G'(s)ds , (6.22) 
Jto Jto Jto 
and replacing G(i) by Ф(<',і)С(і), used in the next section, in (Arnold, 1974, p. 
131) 
E{ [* Φ(ί, 5)G(í)¿W(a)[ / ' Φ(ί, u)G(«)dW(u)]'} = 
Jto Jto 
f Ф(і, s)G(s)G'{s)&{t, s)ds . (6.23) 
Jto 
6.4 Deriving the E D M 
The EDM relates the discrete time SSM parameters exactly to the underlying 
continuous time parameters. It is derived under much more general conditions for 
the continuous time parameter matrices than usually found in the literature (see 
e.g. Bergstrom, 1984, p. 1168; Hamerle et al., 1991, p. 214). In particular, B(£) 
and G(i) are allowed to vary continuously over the integration interval according 
to a general polynomial scheme. Furthermore, the input u(<) is allowed to vary 
linearly over the interval instead of being constant. To obtain an analytic solution, 
A(i) is assumed to be constant over the interval. As explained in the next section, 
however, it may vary over different intervals (stepwise time-varying or piecewise 
time-invariant). Thus, 
A(<) = A , 
B(i) = £ ( ί - ί ο ) ' Β , , 
G(<) = ¿ ( í - í o ) ' G , , 
1=0 
u(<) = u(ío) + bU ( i o l ](<-í0) with bU(lo l l = U{t)t I " o ( M . (6.24) 
The explicit solution of the stochastic integral Equation 6.21 is given by (Ar-
nold, 1974, pp. 128-134; Ruymgaard к Soong, 1985, pp. 80-99) 
x(i) = Φ(ί,ΐ0)χ(*ο)+ ƒ * ( M h « f e + ƒ *(*,ji)B(s)u(s)ds + 
./io Jto 
/ 4 ( Í , S ) G ( Í ) ¿ W ( S ) , (6.25) 
Jto 
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in terms of the state transition matrix Φ ( ί , ί 0 ) . and next, introducing the con­
ditions of Equation 6.24, in particular Φ(ί ,/ 0 ) = exp[//0 A(s)ds] = eA^~to\ such 
that ƒ/ A(s)ds and A(i) commute (Zadeh & Desoer, 1963, p. 340), by 
x(t) = eA ( <- t o )x(i0) + Г е А ( < _ з ) ^ 7 + 
п
ь
 r
t 
Τ / eA<'-s>(s - ¿o) !^B,u(ío) + 
,=о
Л
° 
£ ƒ еА«-*>(, - ío)!+1^B,bU([0jll + Σ wGl,(ÍOií] 
ι=0 -"о 1=0 
for w G i , ( M = / <
(
-*'(5 - í0)*G.dW(s) . (6.26) 
Writing Át_<0 Ξ eA(<-<°) and 
Á O T < - Í 0 = f e^-'Us = A " 1 [Á(_í0 - I] , (6 27) 
•Ito 
one finds for 
Ä,,(_(o = Гем*~% - t0)'ds = Г*° e^-^s'ds , 
Λο -Ό 
in view of the recursive relation 
ƒ e~AV</s = - Α - ν Α ν + «A"1 f e'^s^ds , 
the recursive relation 
A,,,.«, - »Α-ΜΑ,-ι,ί-,, - r \ t - ¿ο)Ί] , (6.28) 
for г > 0 and to be started with A 0 , Í - Í 0 . 
For WG0((0 I (] in the error term ИГіо^о,,(го,'] in Equation 6.26 one finds in view 
of Equation 6.23 and using r o w ( M 1 M 2 M J ) = Μι ® Μ ^ π ^ Μ 2 ('row' the rowvec 
operation, putting the elements of a matrix rowwise in a column vector, 'irow' the 
inverse operation), 
Qo, t_(o = COÜ(WGOI(Í0) Í ]) = f еА^С0С'0еА'^аз 
= irow / Í e A ( , - s ) ®e A ( í - s ) row(GoGÍ ) ) á s 
= інп [/'е< А » І + І ® А >е-)^п™-(СоС;,)] -
Jto 
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Next, writing 
Α ( _ ί 0 Ξ e(A®W®A)(t-to) > ( 6 2 9 ) 
and 
A0, (_ (o = f c№+to*W-)ds = (A ® I + I ® A ) " 1 [A (_ (o - I ® I] , (6.30) 
./to 
Qo,i-io c a n be written as 
Q 0 l i _ t 0 = irow[Á0lí- iorow(G0GÍ,)] . (6.31) 
For arbitrary wCl,((o,t] in ΣΓ=ο*σ.,(*<,,<] 
Q,,t-f0 = coi>(wGi,(ÍOií]) 
= / ' e^'-^is - < O ) ' G , G ; ( S - <o)'eA ' ( i_ , )d5 
= irow f
 e(*eW8>A.)(t-)(3 _ í0)2' r o w(G,GO(Í5 
= irow[A2,,(_(orow(G,GO] , (6.32) 
computed recursively from Ao,t_t0 by means of 
ÁJi(_(0 = j(A®I + I® A)-l[A}.^h -j-\t-t0yi®î\ , (6.33) 
until j = 2i. 
Fixing finally t — to at the discrete time observation interval At the state 
equation of the EDM is derived 
•Kt = ΑΔ ίΧ(-Δ( + « + ^ [ Α , , Δ ί Β , Α,+ 1,Δ (Β,]ιι*_Δ < + νν ( _ Δ ί , (6.34) 
1=0 
which is in the form of Equation 6.17 for extended input-vector 
"i-Δί 
and 
Ut-Δί 
. "«(Ι-ΔΙ.ΙΙ 
Α,_Δ < = А Л і = е
А Л
' , 
Фч = Α 0 ι Δ ί Φ 7 Α ό ι Δ ί 
with Αο,Δ ( = Α
_ 1 [ Α Δ ί - I] , 
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Bt-Δί = ¿ ^ [ Α , , Δ Ι Β . Α
Ι +ι,Δ(Β,] 
ι=0 
with Α,, Δ ί = JA'
1
 [Α,_ι,Δ ί - Γ 1 Δ t3l] , 
Qt-At = E(wt.Atw't_At) = Σ irow[Â,+,.,Atrow(G,GÎ,)] 
ι=0,ι'=0 
with Α Δ ί = β<
Α® Ι + Ι®Α>Δ ( 
Αο,Δί = (Α ® Ι + 1 ® Α ) " 1 [ Α Δ ί - 1 ® Ι] 
Α;,Δ* = І ( А ® Ι + 1 ® Α ) " 1 [Α,_ 1 ι Δ ( - j ^ A í ' I ® Ι] . (6.35) 
It should be noted that all the continuous time constraints imposed on the discrete 
time parameter matrices Α<_Δ ί, Φ«, Βί_ Δ < ) and Q Í - Δ Ι by Equation 6.35 can be 
expressed and applied during estimation by means of a SEM program like Mx. 
Special cases of the EDM state equation 6.34 are given by Bergstrom (1984, 
p. 1168) and Hamerle, Singer and Nagl (1993, p. 292-293). For B(/) = B 0 and 
G(<) = Go Equation 6.34 becomes 
X( = ΑΔ<Χ«-Δί + « + Αο,ΔίΒοΙΙ^Δί + 
Α~
1 [ΔΓ 1 Αο,Δί - I]Bo(u t - 11(_Δ() + Wt-Δί 
with Qf-Δί = irow[Ao^írow(GoG0)] , (6.36) 
where Α Δ ί , Φ Κ , ΑΟ,Δ<, and ΑΟ,Δ< are as in Equation 6.35. If additionally the 
input is assumed constant over each observation interval (u t — ιΐ ί_ Δ ί = 0) and 
thus taking the form of piecewise constant trajectories, the fourth term at the 
right hand side disappears. 
6.5 Identification and estimation of the continuous time SSM 
parameters 
The EDM in Equations 6.34-6.35 connects discrete time parameter matrices to 
continuous time analogues by complex nonlinear restrictions based on the ma­
trix exponentials e A A ' and
 β
( Α ® Ι + Ι ® Α ) Δ ί . p 0 r evaluating the identification sta­
tus of the continuous time parameters, it is assumed that the discrete time pa­
rameters are all identified, independently of the EDM restrictions. Preferably, 
in the first step of the proposed procedure, an independent discrete time SEM 
analysis actually is performed, yielding estimates of 6T — 1 parameter matrices: 
Α ( ι_Δί,,Β ( ι_Δί,, Q t . - Δ ί , ι C ( l , D ( | , and R 4 l for each of the observation time points 
i i , . . . ,<т-ь and E(x°t0), Ф°«0, C i o , D ( o , and R t o for initial observation time point 
¿o- E(x°ta) combines E(x.to) and Е(к) = 0 (see Equation 6.14), while Φ°
ί ο
 com­
bines Ф
І 1 ( , Φ κ , and Ф*,х1о (see Equation 6.16). It should be noted that the time 
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sampling scheme may be irregular in the sense of observation intervals At, of 
varying length between successive observation time points i,. 
As the next step in the procedure it is recommended to introduce in a new 
SEM analysis the continuous time parameter matrices and the associated non­
linear EDM restrictions according to Equation 6.35 in a piecewise time-invariant 
(stepwise time-varying) fashion, that is, applying the restrictions for each observa­
tion time point and associated observation interval separately, yielding estimates 
of 'ST — 1 continuous time parameter matrices: a possibly distinct set A, B 0 , Go, 
to be called Αί,,Βο,*,, G 0 I Í , , for each of the time points ^ , . . . , ί τ - i , and E(x°to) 
and Φ°(0, for initial observation time point t0. £(x ° ( o ) combines .Efx^o)] and 
E(f) — 0, while Φ°(0 combines Φι( ί ο ), Φ 7 , and Φ 7 Ι ( ί ο ) . To get Φ 7 at the place 
of Φ
κ
 in Φ°(0 (see Equation 6.16), at each i, the appropriate Ао.дг (see Equation 
6.35) instead of I has to be specified in Equation 6.14 (in the upper right hand 
corner of A°i_i). 
As the replacement of the ЗГ — 1 discrete time parameter matrices of the state 
equation by the 3T — 1 continuous time parameter matrices does not increase the 
number of distinct parameters, the necessary identification condition is fulfilled. 
Hamerle et al. (1993) have argued convincingly that sufficiency is not guaranteed, 
however. Calling for convenience arbitrary A (, A and assuming all eigenvalues of 
the real matrices A and At-ді = е А Л 1 distinct, A and At-At can be diagonalized: 
A = T A T - 1 and А<_д< = Т е л л ' Т _ 1 , respectively, with Τ the common matrix of 
eigenvectors and Λ the diagonal matrix of possibly complex eigenvalues a ± bj (j 
the imaginary number ·\/—T). Writing A = A 0 + A.bj with Λα containing the real 
part coefficients a and At the imaginary part coefficients ± 6 in conjugate pairs, 
it is easily seen that adding ±k2ic Δ t _ 1 for arbitrary positive к to the conjugate 
pairs ±6 in Aj, does not change А (_д(- Each к leads to a different A but to 
the same A(_At = e
A A i
 and thus an identification problem is implied (Hamerle 
et al., 1991; Phillips, 1973). This identification problem only arises in the case 
of complex eigenvalues, however, and, because complex eigenvalues show up in 
conjugate pairs for a real A, only if the number of state variables m (number of 
rows or columns in m χ m matrix A) is greater than one. Complex eigenvalues 
imply oscillatory movements which in different frequencies may coincide at certain 
time points and therefore become observationally indistinguishable at those time 
points. In some fields oscillatory movements can be excluded a priori, so that the 
restriction Aj, = 0 would solve the problem. 
Even when for m > 1 complex eigenvalues cannot be excluded, the problem 
is limited in the sense that there exists only a finite number of positive integers 
к for which A leads to a real G 0 (positive definite G 0 G 0 ; Hansen & Sargent, 
1983). The size of the finite set of observationally equivalent structures or 'aliases' 
additionally depends on the observation interval Δ/, a smaller Δ ί leading to less 
aliases and a sufficiently small Δ ί to identification (Bergstrom, 1988, p. 379). 
One could inspect the set of aliases and reject theoretically improbable ones a 
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posteriori. It can be argued, however, that aliases should be excluded a priori by 
imposing extra restrictions on the parameters in A, Go or other continuous time 
parameter matrices. 
The identification problem is solved in an alternative way (Hamerle, et al., 
1993, pp. 293-294), when instead of the frequent assumption of piecewise con-
stant input trajectories: u< = ut_At and thus b U ( t / i l t. = 0 in Equation 6.24, the 
trajectories of some or all input-variables are approximated by piecewise linear 
functions: b U ( t û t , , φ 0 and thus u t — u(_At φ 0 in Equation 6.36, and when at 
the same time the submatrix BJ of Bo corresponding to those input-variables has 
column rank > m — 1. The latter part of the condition is automatically satisfied 
for models with the number of state variables m < 2. This identification condition 
follows from Equation 6.36, showing that observâtionally equivalent A must have, 
in addition to equal А Д І and ΑΟ,ΔΙΒ^, also equal 
Α - Μ Δ Γ ' Α ο , Δ ί - Ι ΐ Β ^ 
ΔΓ'Α^ΑΟ,Δ.Β; - А-а[А
д
, - іГЧАд, - і]в* = 
Δ Γ ' Α - ^ ο , Δ ί Β ; - [Α Δ ί - I J - ' Â O . A Î B S , 
( A - 1 commutes with [Адг — I ] - 1 ) · Hence, for an observationally equivalent Ak of 
A 
Δ ί ^ Α ^ Α ο , Δ ί Β ο 1 = А і ^ А - Ч о ^ В З , 
or 
A Î 1 [ Â O ^ B ; ] = A - 1 [ Â 0 ^ I B ; ] , 
or (Ak commutes with A) 
Α
λ
[Α0,ΔίΒ^] = Α[Α0,ΔίΒ2] . 
If BJ and thus [Αο,ΔίΒ^] has column rank > m — 1, this can only be the case when 
At = A, as for Ak φ A Ak — A has rank > 2. Therefore A is identified. 
As the next step in the procedure, after guaranteeing identification of the con­
tinuous time parameters, it is recommended to use again Equations 6.34-6.35 in a 
new run of the SEM program but introducing complete time-invariance over the 
entire time range considered by imposing the equality constraints A ( l = A, Bo,f, = 
Bo,Go,i, = G 0 for all i,·. If the fit of this SEM model is judged not to deterio­
rate in comparison to the stepwise time-varying model estimated in the previous 
step, a particularly easily interpretable and parsimonious continuous time model 
is found and the analysis could be finished. If, however, the fit is judged to dete­
riorate unacceptably, B(i) and G(i) could be made continuously time-varying by 
introducing successively higher order matrices B, and G, in Equations 6.24 and 
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6.34-6.35 until the fit becomes satisfactory. In comparison to the stepwise time-
varying model, this offers not only the advantage of avoiding sudden parameter 
changes when not meaningful theoretically, but yields also a more parsimonious 
model, when the number of higher order matrices can be kept small. The model 
keeps being identified as long as щ and ng do not exceed Г — 1 and the appro­
priate constraints are applied between the observation time points t,. These extra 
constraints are explained for B(£) below but are to be applied analogously for 
G(t). 
A linearly time-varying B(<) has between initial observation time point <o and 
the next observation time point <i, for all t0 < t < <i, 
B(t) = B o , t l + B l l t l ( i - i o ) . 
Next, for all <i < t < t2 in the second observation interval, going from t\ to t2, 
B(/) = B 0 , Í 2 + B 1 , Í 2 ( ¿ - i 1 ) , 
which for a continuously time-varying matrix B(<) over successive observation 
intervals according to the same linear scheme should be equal to 
B(<) = Β ο , , , + Β , , , , ί ί - ^ + ^ - ί ο ) 
= [Βο,ι, + Β ι
Λ
( ί ι - ¿о)] + В 1 Л ( < - h) 
= [B0ltl+BlitlAtl] + Bl,tl{t-t1) . 
This means that the constraints to be introduced in the SEM model for observation 
interval At2 = t2 —1\ should read 
Bo,(2 = [B0 l < 1 + B l i t l Δ h] 
Bi.tj = B i t , , 
and generally for arbitrary observation interval Δί , = t, — <,_i 
Βο,ί, = [Bo,t,_, + Βι, ( |_, Δ i,_i] 
Bi,,. = В
и
, _ , . (6.37) 
Analogously, the constraints appropriate for higher order polynomial schemes 
are derived. Identification is a result of the constraints imposed on the para­
meter matrices of later observation intervals by the parameter matrices of pre­
ceding observation intervals. As all А^д (, are identified and invertiblc, and all 
Β(,_Δ(, = ΣΓ'^οΓ-^ι'.Δί,Β,',ί, Α,ζ+ι/^,Β,',ί,] (see Equation 6.35) are identified, a 
general solvable linear system results. For the linear scheme (щ = 1), for in­
stance, identified Β
ί 2_Δί2 and Βί,_Δί, contain identified submatrices 
М
І 2-ді2 = Αο,Δί2Βο,ί2 + Αι,Δΐ,Βι,ί, 
= Αο,Δί2Βο,(, + [ΑΟ,ΔΙ2 Δ ¿ι + Αι,ΔίΐΙΒι,ί! , 
Μ ( ]_Δ(ι = Αο.Δ<ιΒ0,ί, + А і д і і В ц , , 
по 
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and in general these equations can be solved for Βο,ί, and Βι,ι,, for A 0 Δ ί А І . Д І , = 
Α ^ - Δ ί , Ι Α Δ , , - Ι ] - 1 and Α ί ^ Μ , , , - Δ , , - Α ^ , , Μ , , - Δ ΐ , = ( Δ Μ + Δ ^ Α Δ « , -
I ] - 1 - Δ ί 2 [ Α Δ ί ι - Ι] _ 1 )Βι,(, . Thus B(<) = Bo.ij + Bi, t l(í - ί0) is automatically 
identified for Ati = Δ<2· For special cases, when Δ ί ι φ Δ<2, extra restrictions 
could be necessary, the simples ones being inequality constraints Δ ί ι + Δ ί ι ( β λ | Δ < 1 — 
Ι ) - 1 — Δ ί 2 ( β Α , Δ < 2 — Ι ) - 1 φ 0 with respect to all distinct eigenvalues λ; of A. 
Fig. 6.1: Discrete time SEM model for decoding speed. 
Уі,<о 3/2,lo Уі,«і У2.І1 !Ί,<2 !/2,t2 Уі,*з 
9Í3 - I 
г/2,<э 
6.6 Educational research example 
At each of four half year distant time points two forms of a decoding speed test, 
were taken from 740 primary school pupils during first and second grade. The 
purpose of the study was estimating and evaluating the pupils' progress in de­
coding speed on a continuous time scale. First a discrete time SSM (Equation 
6.14 or 6.17 and Equation 6.15) was specified and put in SEM form. Figure 6.1 
shows the SEM model. The circles represent the latent decoding speed or state 
variables xti. The time points i 0 = h — 1, f ι = ¿2
 —
 1, ¿2 = ¿з — 1>'з are separated 
by a constant unit time interval Δ ί , = 1, corresponding to the constant half year 
period between the measurements. First-order nonstationarity (changing latent 
Continuous time Modeling 111 
and observed means) is realized by the specification of the unit input-variable, 
shown in the small square and defining intercepts in the state and output equa­
tions. In addition to the autoregressive parameters α ( | _ι, latent growth intercepts 
6 t l_i, and process error variances qt,-i, which are all time-varying parameters, the 
state equation also contains the trait variable it, which for each subject has a 
constant value over time. Its variance and covariances with the state variables are 
brought into the model by specifying φ
κ
 and ф
к
,х,0, respectively, in matrix Ф° ( о 
(see Equation 6.16). 
For disattenuating the state equation parameter estimates for measurement 
errors in the observed variables yii(> and i/2,t|, an output equation or measure­
ment model was specified as part of the SEM model. All the measurement model 
parameters were chosen time-invariant, making the latent measurement scale char­
acteristics constant over time. Because the two forms of the decoding speed test 
had the property of so-called 'essential tau-equivalence', the factorloadings Ci and 
C2, representing the effects of the latent variables on the observed variables, were 
both fixed to unity but the measurement equation intercepts di and d^ as well as 
the measurement error variances г
г
 and r 2 were allowed to differ between both 
instruments. The choices of C\ = 1 and d\ = 0 for the first instrument cause the 
scale unit and origin of the latent measurement scale to become equal to those of 
the first instrument. 
The total number of distinct free parameters in the SEM model is 17, which 
for 9 observed variables (8 observed decoding speed variables plus the unit input-
variable) leaves 28 degrees of freedom for the model as a whole. Not mentioned 
in Figure 6.1 are the initial state mean E(xto), initial state variance фх<0, trait 
variance ф
к
, and moment 1 of the unit input-variable. Estimating the latter, 
whose estimate should be exactly 1, is one of the checks on the correctness of the 
maximum likelihood estimate. 
By means of the SEM program Mx we estimated several models, starting 
with the time-varying discrete time model (DM) explained above. The parameter 
estimates of the DM and other models are shown in Table 6.1. Each time point in 
Table 6.1 indicates the end point of the observation interval the parameter refers 
to. The estimates of the time-varying autoregressive parameters in the DM show a 
moderate decrease over time, those of the intercepts increase, especially from t2 to 
<з, and those of the unexplained variances first increase and then decrease. In view 
of the standard errors, all parameter estimates in Table 6.1, including those for 
the trait variance and state-trait covariance, are highly significant, for the DM as 
well as for the other models. The parameter estimates of the measurement model, 
that is, the estimates of «¿2, ri and r2 in Figure 6.1, are not present in Table 6.1. 
These parameter estimates and their standard errors showed only minor differences 
between the models. The ¿2 estimates all equaled —1.075 with a standard error 
of 0.082, meaning that the second test form is more difficult than the first one. 
Those for Г! ranged from 10.056 to 10.171 with standard errors from 0.476 to 
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0.495, whereas the estimates of гг ranged from 9.604 to 9.821 with standard errors 
from 0.474 to 0.488. 
Next, in accordance with the procedure recommended above, the continuous 
time parameters and associated nonlinear restrictions were introduced into the 
DM in a piecewise time-invariant fashion, leading to the EDM with continuous 
time parameter estimates given in the fourth column of Table 6.1. As the EDM 
replaces the DM discrete time parameters by continuous time parameters in a 
one-to-one way, the degrees of freedom and model fit values do not differ from 
those of the DM. 
Next, complete time-invariance was introduced into the EDM by specifying all 
corresponding continuous time parameters to be equal over time. So, the sudden 
jumps implied by piecewise time-invariance (stepwise time-variance) were avoided 
by forcing strict constancy over time. This model, however, called EDMO in Table 
6.1, led to a serious fit deterioration (χ2 increases from 120.54 to 295.50, while the 
increase in df is only 6; also the A1C (Akaike, 1974) shows a large increase). The 
most conspicuous difference with the EDM is the much higher drift parameter 
value (less negative feedback), which clearly is compensated by a much smaller 
trait variance. 
To improve model fit, we made the model time-varying again but now con­
tinuously instead of stepwise and as parsimoniously as possible. Because of the 
relatively large difference in the estimated latent intercept values over time in the 
EDM, we decided to concentrate on the intercept only, keeping other model para­
meters time-invariant. First a single linear component was added to the intercept, 
b(t) = bo + &i(< — ίο), leading to model EDM1. This did not realize an important 
model fit improvement, however. It had the opposite effect on the drift parameter 
value and trait variance in comparison to the EDM: a much lower drift parameter 
value of -.925 (very high negative feedback) and a much higher trait variance of 
152.80, explaining almost all state variance. Finally, we added a quadratic compo­
nent to the intercept, b{t) = &o + &i(i — *o) + b2(t — ¿0)2. This model, called EMD2 
in Table 6.1, was judged to reproduce the observed moment matrix relatively well. 
With 1 df less than in the EDM1, it realizes a χ 2 drop of 92. In addition, the drift 
parameter and trait variance regained the order of magnitude found in the EDM. 
To illustrate some of the results with regard to modeling latent intercepts in dis­
crete and continuous time and its effects on the latent means, we plotted in Figure 
6.2 the latent intercepts and latent means of three relatively well-fitting models in 
Table 6.1: time-varying discrete time model DM, piecewise time-invariant model 
EDM, and model EDM2 with the quadratically time-varying intercept. Figure 
6.2a shows the intercepts of the DM. At <o the intercept ò ( l_! of the first time 
interval is shown. This influences additively the latent mean value at time point 
fi in Figure 6.2b (cfr. Equation 6.17), the same is true for the intercepts 6Í2_i and 
6
ί3_! at time points t\ and t2, influencing additively the latent mean values at time 
points Í2 and ¿3, respectively. In Figure 6.2c the continuous time intercept values 
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are plotted for the piecewise time-invariant model EDM. Here the same pattern 
arises as for the discrete time intercepts of the DM, both sets showing comparable 
differences between the values at to, i i , and ¿2· However, the continuously and 
rather smoothly changing latent means in Figure 6.2d arise as complex nonlinear 
Γαο. 6.1: SEM solutions of the latent parts of the discrete time model (DM) 
and four continuous time exact discrete models (EDM, EDMO, EDM1, 
EDM2); standard errors are indicated between parentheses. 
Autoregressive 
or drift 
parameters 
Intercepts 
Unexplained 
variances 
Initial state 
mean 
State means 
Initial state 
variance 
Trait variance 
Initial state-
trait covariance 
х
г 
df 
AIC 
U 
<2 
* 3 
i i 
Í2 
Í3 
h 
tl 
<3 
¿0 
í l 
*2 
*3 
DM 
0.604 
(0.047) 
0.567 
(0.050) 
0.524 
(0.049) 
25.95 
(1.49) 
26.11 
(2.25) 
31.92 
(2.53) 
11.08 
(1.66) 
14.51 
(1.65) 
9.34 
(1.18) 
31.51 
(0.51) 
44.97 
51.59 
58.96 
184.94 
(9.88) 
35.05 
(7.58) 
64.38 
(9.09) 
120.54 
28 
64.54 
EDM 
-0.503 
(0.079) 
-0.552 
(0.083) 
-0.609 
(0.085) 
32.96 
(3.14) 
33.42 
(4.09) 
41.24 
(4.78) 
17.46 
(2.27) 
24.39 
(2.80) 
16.71 
(2.53) 
31.51 
(0.51) 
44.97 
51.59 
58.96 
184.93 
(9.88) 
56.54 
(16.41) 
81.57 
(14.51) 
120.54 
28 
64.54 
EDMO 
-0.391 
(0.018) 
27.63 b 
(0.88) 
h 
22.18 
(1.37) 
31.59 
(0.51) 
44.25 
52.82 
58.62 
186.60 
(9.95) 
27.38 
(3.14) 
54.93 
(4.71) 
295.50 
34 
227.50 
EDM1 
-0.925 
(0.084) 
Ό 46.18 òo 
(3.04) 
4 4.63 h 
(0.70) 
62 
26.17 
(1.89) 
31.56 
(0.51) 
44.37 
52.47 
58.70 
186.88 
(9.98) 
152.80 
(28.92) 
144.70 
(16.39) 
244.62 
33 
178.62 
EDM2 
-0.563 
(0.08) 
38.42 
(2.79) 
-7.71 
(1.26) 
3.03 
(0.29) 
20.32 
(1.44) 
31.51 
(0.51) 
44.97 
51.59 
58.96 
187.00 
(10.04) 
57.83 
(16.43) 
84.08 
(14.35) 
152.17 
32 
88.17 
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Fig. 6.2: Latent intercepts and latent state means in the DM, EDM, and EDM2. 
(a) Latent intercepts DM (b) Latent state means DM 
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(с) Latent intercepts EDM (d) Latent state means EDM 
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functions of t h e piecewise t ime- invar iant in tercept values and the complete ly t ime-
invariant drift p a r a m e t e r (using Equa t ion 6.34 for increasing At). Nevertheless, 
t h e sudden in tercept value changes in F igure 6.2c, especially at ¿2, are still clearly 
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visible in the resulting means curve in Figure 6.2d. In Figure 6.2e the quadratically 
changing intercepts are plotted for the EDM2. While the EDM2 intercept values 
are comparable in magnitude to those of the EDM at t b <2, and Í3, the rather 
artificial discrete time lag inherent in discrete time modeling makes that the EDM2 
values at <i, t^, and <з should be compared to the DM values at lagged time points 
¿0, ii, and <2- In contrast to the DM and the EDM both the intercepts and means 
(Figure 6.2f) change as perfectly smooth, continuous functions of time. 
Finally, in Figure 6.3, on the basis of EDM2 the Kalman filter and smoother 
estimates are plotted of the latent state and trait trajectories of one individual 
pupil in the sample. While the updates at observation time points ¿i, <2, and 
<з make the filter trajectories discontinuous and diminish the confidence interval 
widths at those time points, the backward recursion of the smoother, which starts 
at the last filter update at Í3, eliminates the discontinuities. By definition the 
trait trajectory is a constant curve (with zero mean in the population), but the 
filter is seen to improve the estimate of this constant value at successive time 
points. The smoother confidence interval bands show that the trait value of this 
particular subject is significantly below population mean zero and also its state 
is everywhere significantly below the population mean (cfr. Figure 6.2f). On the 
basis of continuous time modeling this conclusion is made validly for the entire 
continuous time range and need not be restricted to the discrete observation time 
points only. 
6.7 Discussion 
While for more than three centuries continuous time modeling by means of differ-
ential equations is the standard approach of dynamic phenomena in the physical 
sciences, in social and behavioral science continuous time modeling is still rare. 
The reasons are, most probably, that the theory of stochastic differential equa-
tions has been developed mainly for application in specific fields of physics and 
that the nonlinear constraints needed for estimating the parameters of stochastic 
differential equations on the basis of discrete time data were not generally available 
in statistical application software. In this article it is shown that an appropriate 
SEM program can be used to do the job on the basis of discrete time panel data. 
We illustrated the procedure by means of a simple unidimensional SSM where 
the intercept is modeled to influence the individual subject's state and popula-
tion's state mean in the form of a continuous process, time-invariant as well as in 
different ways time-varying. 
The proposed SEM procedure allows also missing data and irregular time sam-
pling schemes to be processed. For SEM estimation purposes, the EDM can be 
considered just a special case of the discrete time SSM. Therefore, in the case 
of missing data the same EM procedure is applicable as in the discrete time case 
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(Jansen S¿ Oud, 1995) The EM procedure can also easily be extended to irregular 
time sampling for different subjects, as due to continuous time modeling condì 
tional expectations (Kalman smoother values) can be computed at arbitrary time 
points and thus for all subjects at identical time points 
Λ topic for further research concerns the drift matrix A(i) We showed how 
the matrices B(f ) and G(i) of the stochastic differential equation (Equation 6 19) 
can be modeled m continuous time in a time varying way, namely by defining and 
solving the relevant integrals of (Equation 6 25) in terms of a polynomial scheme 
We did not handle the drift matrix A(¿) in this way, because introducing the drift 
matrix as a function of polynomial terms yields integrals which cannot be solved 
analytically It is worthwhile, however, to look for an appropriate numerical solu-
tion In the behavioral sciences, the hypothesis of autoregression effects varying 
over time, from observation period to observation period, seems a plausible one 
and is often entertained in discrete time research projects It is important to be 
able to generalize this hypothesis to continuous time by means of continuously 
time varying parameters 
Fig 6 3 EDM2 Kalman filter and smoother estimates of one pupil's state (upper 
solid cm ve) and trait (lower solid curve) trajectories with 95% confidence 
interval bands (dashed curves) 
(a) EDM2 Kalman filter estimates (b) EDM2 Kalman smoother estimates 
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Chapter 7 
Conclusions, implications for monitoring 
and future research 
In chapters 2-6 a number of research topics in SEM state space modeling of panel 
data have been discussed. Each contribution, in fact, illustrates the use of the 
SEM state space approach in the analysis of behavioral science data. Both SEM 
and the state space model can be employed for the modeling of dynamic stochastic 
processes and both cover a wide range of dynamic systems. The SEM approach 
provides information on the (sub)population level, and is an important means for 
model construction and testing, model selection and parameter estimation. The 
state space model model allows the application of the Kalman filter and Kalman 
smoother as optimal state estimators. These estimators combine the population 
information in the form of the estimated state space model parameters with subject 
specific observations. It is shown that the combined approach of SEM and the 
state space model is useful for the construction of monitoring systems on the 
basis of repeated measurements data. Below the relevance of each chapter as 
regards the construction of monitoring systems within primary school education 
is stressed. The major findings are restated as well as a number of topics that 
have implications for future research. 
Several findings of the introductory chapter are important for the construction 
of monitoring systems in primary school education. In practice monitoring can be 
very diverse. Especially in the early phase practical aspects and insights guide the 
process of the development of a monitoring system. The objectives of monitoring, 
the foci of the monitoring function, and the organizational setting have been found 
to be decisive for the final shape of a monitoring system. In monitoring the 
quality of education, for example, it is important to know for which reason(s) a 
primary school wants to employ monitoring. Is the main objective assessment of 
the pupils' achievements over time, the evaluation of the school learning program, 
or to establish that the financial and other resources contribute to the school's 
output? Moreover, what exactly is going to be monitored, the achievements of 
various skills or the pupils' or teachers' individual well-being. Furthermore, can 
the monitoring system be practically implemented, and finally, which persons in 
which functions are going to use or will depend on the monitoring information? 
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These type of questions need to be answered before a monitoring system can be 
successfully constructed. 
The methodological and statistical problems which have been discussed in 
chapter 2-6 are especially relevant for the refinement and implementation of the 
monitoring function in the pupil monitoring system LISKAL. Although the first 
chapter provides general information on monitoring systems the theoretical ratio-
nale for the monitoring of the quality of education could be further elaborated 
(e.g. Scheerens et al., 1988; also Tuijnman & Postlethwaite, 1994). 
The study of missing data in panel research has led to a number of findings. 
First, it has been shown that the 'overall' model implied covariance matrix of the 
SEM model can be expressed in terms of Kalman smoother state estimates over 
all subjects in the sample. Not only between pairs of successive time points (diag-
onal blocks) the covariance matrices can be reproduced by means of the Kalman 
smoother algorithm, such as in time-series analysis (e.g. Oud, in press), but also 
between all other pairs (off-diagonal blocks) of time points over which the SEM 
fit function is to be minimized. This finding is essential for the implementation of 
the EM algorithm in conjunction with the Kalman smoother within the context 
of SEM modeling. Second, the SEM fit function was decomposed, which showed 
the possibility of the M-step of the EM parameter estimation procedure to reduce 
to an ordinary observed variables structural equation and regression problem. 
For several reasons a solution to the problem of missing data is important for a 
pupil monitoring system to be successful. First, in case individual test scores are 
missing there is a problem in assessing a pupil's individual achievement level at one 
or a number of times. Second, in case a monitoring system has to provide norms of 
reference or baseline information for the assessment of pupils' individual or average 
(sub)groups achievements over time, it essential that these norms are accurately 
estimated. Because panel research is typically prone to produce incomplete data 
and panel attrition can easily lead to biased norm estimates (in case data is not 
missing completely at random or MCAR), it important to provide answers to these 
problems. Note that the overlapping cohort design, in a sense, can be seen as an 
alternative approach to limiting the effects of attrition in repeated measurement 
designs. 
The missing data procedure as proposed in chapter 2 presupposes a causal 
model of the processes of interest. In fact, the knowledge of these processes is 
utilized in the missing data procedure. In case of little knowledge less restrictions 
could be imposed onto the model and on the basis of interpretations of a less 
restricted model a number of competing models could be estimated and tested 
for model selection and evaluation. It should be mentioned, however, that in 
longitudinal research the assumption of the future not influencing the present and 
past states is a plausible one. From this perspective one could argue that EM as 
a model based procedure is not as restrictive as is sometimes suggested. 
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Although the EM algorithm provides a flexible method of solving a rather 
general problem in social science research, there are still some issues to be solved. 
First, non-MAR (missing at random) mechanisms cannot be ignored in the EM 
missing data procedure. More research should be devoted to detecting non-MAR 
mechanisms in educational data and how these should be handled. Second, the 
computation of the standard errors is somewhat problematic in EM. In the last 
M-step standard errors are computed on the basis of the maximum likelihood 
solution. The problem, however, is what value should be inserted for N in the 
denominator of the standard errors. 
In chapter 3 it has been shown how the EM missing data procedure is adapted 
as to accommodate for the latent and observed means processes of the structured 
means SEM model. Also the Kalman filter accommodates for means processes, 
allowing the estimation of growth curves on an absolute scale. Especially in as-
sessing educational progress by means of LISKAL it is important not only to be 
able to assess individual growth relatively in comparison to the population mean 
growth curve, but also to assess progress in terms of absolute growth and decay. 
Furthermore, by explicitly modeling the latent means over time, and thus making 
use of raw test scores, in the case of missings, the correct maximum likelihood 
estimates of the means parameters (latent intercepts and location parameters) arc 
obtained. In contrast, in subtracting the observed means from the raw test scores, 
deviation scores may become distorted as the observed means are possibly biased 
because of a 'listwise' or 'pairwise' deletion of cases in the sample. This could, for 
example, happen in case of a MAR missing data mechanism. 
In chapter 4 nonstandard linear and nonlinear constraints have been applied in 
SEM state space analysis for the modeling of first-order and second-order station-
ary processes and for the modeling of common means and/or variances-covarianccs 
in cohorts of the overlapping cohort design. It has been shown that nonstandard 
constraints can be employed for constraining both the first- and second-order mo-
ments of the latent as well as observed variables processes. The implications of the 
stationarity constraints, that constrain the latent variables processes, for the time 
dependence of the model parameters have been clarified. Also the initialization 
problem, in case no past information is available in the SEM model, is shown to 
be solvable by means of nonstandard, possibly nonlinear, constraints. 
Nonstandard constraints are especially important in the construction of the 
pupil monitoring system LISKAL. Because LISKAL uses population mean esti-
mates to determine the norms of reference with regard to the contents of the 
curriculum, and employs this information for the assessment of pupils' achieve-
ment levels over time, it is important this information not to be obsolete. This 
is one of the two major reasons for applying the overlapping cohort design be-
cause the data collection period can be considerably shortened. For keeping a 
pupil monitoring system, that is constantly used in practice, up to date, it has 
to be regularly fed by new information about the developments in the population 
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of interest. However, in order to obtain the population mean information on the 
basis of several partly overlapping cohorts, and thus over the entire time zone 
that is covered by these cohorts, it is important to be able to estimate and to 
test for commonness in the latent means and latent variances-covariances at the 
overlapping parts of the overlapping cohort design. 
Because SEM applications become more comprehensive it is desirable that 
SEM programs allow the specification of nonstandard linear and nonlinear con-
straints by means of matrix algebraic expressions (e.g. in Mx). As has been shown 
in chapter 4 and also in chapter 6, in which the matrix exponential function is 
employed as well as higher order polynomial schemes for the modeling of input-
effects and stochastic error terms, it allows the use of very complex nonlinear 
constraints. A complication in the application of nonstandard linear and nonlin-
ear constraints is that it can be a difficult task to determine the exact number 
of degrees of freedom in the model, which depends on the dimensionality of the 
maximum likelihood solution. 
Chapter 5 relates to previous chapters in the following way. It relates to chapter 
1 in that it has been shown how a pupil monitoring system can be constructed 
from a methodological point of view. Furthermore, some of the results are already 
implied by the findings in chapter 3, as for example, the formulation and estimation 
of the structured means SEM model, and filtering and smoothing on the basis of 
the structured means SEM. However, there is a number of other problems in the 
construction of LISKAL, that have been postponed until chapter 5. 
Because in the behavioral sciences the number of measurement time points is 
usually small, it is important to be able to initialize the Kalman filter by means 
of an unbiased estimator. The cross-sectional Bartlett estimator, which has min-
imum variance in the class of conditionally unbiased estimators, turned out to 
be an appropriate candidate. In fact, the Bartlett initialized Kalman filter has 
been proven to be i0-conditionally unbiased as well as the Kalman smoother, if 
initialized by means of the ¿o-conditionally unbiased Kalman filter. In contrast 
the minimum variance cross-sectional regression estimator has been shown to be 
conditionally as well as ^-conditionally biased. It has been pointed out that the 
recursive Kalman smoother algorithm is equivalent to the 'overall' regression es-
timator, but that the latter is numerically less efficient. Finally, an alternative 
unbiased estimator has been derived for the initialization of the Kalman filter in 
case trait variables are added to the state vector. 
The construction of a monitoring system by means of the SEM state space ap-
proach, the estimation of the population mean development and of the individual 
state trajectories have been treated for the structured means as well as for the 
state-trait model. The state trajectories in the state-trait model have been shown 
to regress towards (or to egress from) the subject specific zero-initial-mean instead 
of the population mean as is usually the case in longitudinal SEM models. Two 
approaches that guarantee the latent measurement scales to maintain the same 
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origins and measurement units across the entire time zone of the SEM model have 
been explained. These contributions emphasize the importance of the choice of 
the measurement instruments; first to be able to construct the latent variables, 
and second to be able to assess educational growth in terms of well-defined latent 
scales. 
In chapter 6 it has been clarified that for a wide range of state space models, 
that are translatable into SEM, continuous time versions can also be estimated by 
means of a suitable SEM program. The continuous time version of the discrete 
time state-trait model has been shown to be estimable by means of SEM. The 
constant subject specific effects and the continuous time stale trajectories are 
estimable on the basis the exact discrete model by application of the discrete time 
(over arbitrary time intervals) Kalman filter and Kalman smoother. In addition to 
deriving the exact discrete model under the condition of time-invariance, it has also 
been derived for parameter matrices being pieccwise time-invariant or continuously 
time-varying according to a polynomial scheme. The matrix exponential function 
for varying Δ< can be implemented for SEM programs that employ general matrix 
algebraic constraints such as Mx. 
Although there are several compelling reasons for the use of continuous time 
models it has special relevance for the monitoring of educational progress. While 
in discrete time modeling measurements must be taken at the specific discrete 
time points as defined in the model, teachers often are not able to comply with 
the prescribed sampling schemes, possibly because of other priorities as regards 
the school learning program (see chapter 1 on the practical implementability of 
monitoring systems). As a result pupils' test scores often cannot be assigned to 
these prescribed discrete time points. Continuous time sampling makes the time 
points at which tests are taken by teachers virtually arbitrary. 
It has been shown that irregular sampling can be employed in continuous 
time modeling by means of the SEM state space approach. Thus, the spacing of 
observation time points may be irregular over time within subjects but, in model 
estimation, is assumed to be the same between subjects in the sample. As this 
does not cover the case of different time sampling schemes for different subjects, 
an alternative approach is suggested below. It makes use of the EM missing data 
procedure. 
The EM missing data procedure is applicable for the exact discrete model 
as well. By adapting the Ε-step of the EM procedure different time sampling 
schemes of different subjects can additionally be handled within the SEM state 
space model. The Ε-step is adapted as follows. 
First, in computing the Kalman filter and smoother estimates the exact discrete 
model is adapted by varying the time interval At to match the true observation 
time points of each specific subject. For measurements at time points t[ preceding 
the planned observation time point ί,, Δ ί is reduced accordingly to ¿\t = t[ — tt_x 
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and for measurements at later points in time it is increased accordingly, so that 
in both cases each true observation time point t'¡ on the continuous time scale is 
matched exactly by the exact discrete model. Next, a second, corrective exact 
discrete model is applied with Δ ί = ί,- — t'¿, going from the true observation time 
point t\ to the planned observation time point i,- (where the data is missing), 
to compute predictive Kalman filter and smoother estimates at t¿. For missing 
data (no true observation time point at all in the planned interval for the specific 
subject), only one exact discrete model is used with Δ ί = ί, — ί,_ι, going directly 
from the preceding planned observation time point to the next planned observation 
time point. As all available information is processed in each iteration of the EM 
algorithm and the corrections toward the planned observation time points are the 
conditional expectations on the basis of the continuous time model estimated, the 
results converge again to the maximum likelihood estimate of the continuous time 
model. 
A problem still to be solved in continuous time modeling is how the drift matrix 
A(i), which was assumed to be (piece-wise) time-invariant, can be modeled in 
continuous time in a time-varying way. A numerical solution may be necessary. 
As in the behavioral sciences the hypothesis of autoregression effects varying over 
time seems a plausible one, it is important to be able to generalize this hypothesis 
analogously to continuous time. 
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Samenvatting 
Constructie van Volgsystemen in de Gedragswetenschappen: D e SEM 
Toestand Ruimte Benadering 
Het doel van het proefschrift is een bijdrage te leveren aan de ontwikkeling van vol-
gsystemen op het terrein van het onderwijs. In hoofdstuk 1 worden de belangrijk-
ste onderdelen van 'monitoring' (volgen) en 'monitoring systems' (volgsystemen) 
besproken. De methodologische en statistische problemen komen aan de orde in 
hoofdstukken 2-6. Hoofdstuk 7, tenslotte, bestaat uit een opsomming en een dis-
cussie van de onderzoeksresultaten in termen van implicaties voor de constructie 
van volgsystemen in het basisonderwijs. 
In hoofdstuk 1 wordt een inleiding gegeven over volgsystemen in het algemeen. 
Vanwege de grote variëteit van volgsystemen in de praktijk wordt het onderwerp 
in een breed kader geplaatst. Aan de orde komen hoofdonderdelen, doelstellingen 
en andere aspecten van volgsystemen. Vervolgens worden volgsystemen besproken 
binnen de context van het onderwijs, ofwel het vaststellen van onderwijsvorderin-
gen. Naast het SEM1 toestand ruimte model, dat centraal staat in het onderzoek, 
worden twee andere benaderingen voor het volgen van onderwijsvorderingen in het 
basisonderwijs besproken. Het eerste hoofdstuk draagt op twee manieren bij aan 
het centrale thema van het proefschrift. Het geeft algemene achtergrond infor-
matie over 'monitoring' en 'monitoring systems', en het stelt de relevante context 
vast van de methodologische en statistische problemen die onderwerp zijn van 
hoofdstukken 2-6. 
In hoofdstuk 2 wordt het probleem 'missing data' (ontbrekende gegevens) in 
panel data sets behandeld. Het ontbreken van gegevens is een algemeen prob-
leem in sociaal wetenschappelijk onderzoek maar doet zich met name voor in 
panel onderzoek. 'Missing data' impliceren het verlies van informatie, namelijk 
wanneer statistische analyses beperkt worden tot de groep van onderzoekseen-
heden waarvan geen gegevens ontbreken. Na een aantal herhaalde metingen kan 
panel 'attrition' (uitval) ertoe leiden dat de omvang van de steekproef afneemt 
tot een fractie van de oorspronkelijke omvang. Het ontbreken van gegevens is 
vaak gerelateerd aan de scores op de gemeten variabelen. Bijvoorbeeld, leerlingen 
die een laag niveau hebben, hebben een grotere kans op uitval juist vanwege het 
lage niveau. Als gevolg hiervan kunnen gegevens systematisch ontbreken, het-
geen tot vertekening kan leiden in populatie parameter schattingen. Er worden 
verschillende 'missing data' mechanismen onderscheiden, die, afhankelijk van de 
voorgestelde 'missing data' procedure, genegeerd dan wel niet genegeerd kunnen 
worden. 
De 'missing data ' procedure die wordt voorgesteld voor de SEM analyse van 
panel data sets, maakt gebruik van het EM (Expectation-Maximization) algoritme 
1
 SEM staat voor 'Structurele Vergelijkingen Model'. 
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gecombineerd met de Kalman smoother ter berekening van maximum likelihood 
schattingen van het longitudinale SEM model op basis van variërende missing data 
patronen. Het is een modelgebaseerde procedure die bepaalde relaties veronder-
stelt tussen de variabelen die bestudeerd worden. Het EM algoritme staat toe dat 
de data 'missing at random' (MAR) zijn, en heeft een aantal voordelen vergeleken 
met zogenaamde 'ad-hoc' procedures. 
Hoofdstuk 3 geeft een uitbreiding aan het longitudinale SEM model in de 
behandeling van ontbrekende gegevens. Getoond wordt hoe de 'missing data' 
procedure kan worden toegepast in de constructie van het leerlingvolgsysteem 
LISKAL. In plaats van het 'zero means' wordt het 'structured means' SEM model 
gedefinieerd, hetgeen impliceert dat het SSM2 geformuleerd dient te worden in 
termen van latente en geobserveerde gemiddelden processen. Bijgevolg kunnen 
individuele latente ontwikkelingscurven worden geschat op een absolute schaal. 
Het niveau van een leerling op een tijdstip kan worden vergeleken met eerdere of 
latere tijdstippen in termen van absolute groei of afname in groei. In hoofdstuk 
3 wordt de term SEM gebruikt in plaats van LISREL omdat de 'missing data' 
procedure ook kan worden toegepast met behulp van een ander SEM programma 
dan LISREL. 
In hoofdstuk 4 wordt aangetoond hoc algemene niet-standaard lineaire en 
nonlineaire restricties kunnen worden toegepast in longitudinale SEM modellen. 
Niet-standaard restricties worden toegepast voor het modelleren van eerste- en 
tweede-orde stationaire processen. Algemene matrix algebraishe expressies wor-
den afgeleid en toegepast om de eerste- en tweede-orde momenten van de la-
tente en geobserveerde variabelen te restricteren. De implicaties van stationariteit 
voor de tijdsafhankelijkheid van de model parameters worden toegelicht. Niet-
standaard restricties worden toegepast voor het modelleren van groei op basis 
van het overlappende cohort model (OCD) ook wel het geaccelereerde longitu-
dinale design genoemd. Een dergelijke aanpak is van belang voor een efficiënte 
constructie van volgsystemen en is uitgebreid toegepast voor de constructie van 
LISKAL. Met behulp van niet-standaard restricties kan worden getest of partieel 
overlappende cohorten gemeenschappelijke model geïmpliceerde karakteristieken 
hebben in de vorm van latente gemiddelde trajecten en latente covariantie functies, 
die achtereenvolgens kunnen worden geschat en worden gebruikt in een volgsys-
teem. Op basis van gemeenschappelijke latente gemiddelden en latente varianties-
covarianties kunnen ontwikkelingscurven worden bepaald die de gehele relevante 
tijdsperiode bestrijken. 
In hoofdstuk 5 worden verschillende bijzondere gevallen van het basis SSM 
besproken, en er wordt aangetoond hoe deze modellen vertaald kunnen worden in 
SEM. De Kalman filter en Kalman smoother worden toegepast voor het 'struc-
tured means' SEM en het 'state-trait ' model. De SEM formulering en parameter 
2
 SSM staat voor 'Toestand Ruimte Model' 
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schatting van het SSM met input-effecten worden in detail besproken. Er wordt 
een vergelijking gemaakt tussen het Kalman filter en twee bekende cross-sectionele 
factorscore schatters. Een belangrijke vraag richt zich op de keuze van één van 
de cross-sectionele schatters voor de initialisatie van het Kalman filter en heeft 
betrekking op de criteria van minimale variantie en zuiverheid van een schatter. 
Er wordt gewezen op de relatie tussen de 'overall' regressieschatter en de Kalman 
smoother, alsmede i0-conditionele zuiverheid van de smoother. Tenslotte, wordt 
getoond hoe het probleem van de initialisatie van het Kalman filter voor het 'state-
trait ' model kan worden opgelost met behulp van de Bartlctt schatter. 
In hoofdstuk 6 wordt ingegaan op de vraag hoe met behulp van het SEM 
maximum likelihood schattingen verkregen kunnen worden van het lineaire sto-
chastische continu tijd SSM. Het zogenaamde exact discrete model (EDM) wordt 
afgeleid onder vrij algemene condities: parameter matrices mogen variëren volgens 
een stuksgewijs tijd-invariant schema, dan wel volgens een continu tijdvariërend 
polynoom schema. Aangezien de parameters van het EDM complexe nonlineaire 
functies zijn van de parameters van het continu tijd systeem, dienen complexe 
nonlineaire relaties opgelegd te worden tijdens de SEM schattingsprocedure. Deze 
aanpak, die bekend staat als de 'directe methode', vormt een alternatief voor de 
sterk bekritiseerde 'indirecte methode', die in het verleden in SEM toepassingen 
gebruikt werd. 
Tenslotte worden in hoofdstuk 7 de belangrijkste bevindingen opgesomd. De 
relaties tussen de inhoud van de verschillende hoofdstukken worden benadrukt. 
Speciale aandacht gaat uit naar de relevantie van de verschillende bijdragen voor 
de constructie van volgsystemen op het terrein van het basisonderwijs. Een aan-
tal resultaten wordt van kritische commentaren voorzien en er wordt een aantal 
suggesties gedaan voor toekomstig onderzoek op dit terrein. 
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