The influential cover set (ICS) problem is a hot research issue in social networks and road networks. Considering that existing methods cannot take into account both the efficiency and the accuracy of results, we propose a partition-based influential cover set mining algorithm with the index. Firstly, we create the inverted index for each attribute to be queried, thus avoiding traversing all nodes while querying the node covered attributes and reducing the query time with high accuracy. Then, we design the pruning strategy according to the upper bound of cover-group for filtering, which reduces the number of the partition combination in the treatment on each tuple in the linked list of partitions, reduces the overall computation, and improves the processing speed and efficiency. Our experimental results on 15 real datasets verify the efficiency of our method in terms of different metrics, including indexing time, accuracy of results, influence of results, and query processing time.
Introduction
Graphs are popular models for representing complex structure data that are widely used in many applications, including semantic networks [1] [2] [3] , road networks [4] [5] [6] , social networks [7] [8] [9] [10] [11] , and protein networks [12] . In the social network, the complex user relationship can be abstracted into a graph model, in which each user can be regarded as a node, and the edge can represent the relation of the two users to each other. The road network itself is a graph, the nodes of the graph can be user points, target points, query points, intersections of roads, etc., and the edges can be paths or routes. Analyzing road networks and social networks with graphs has become one of the hot spots in current researches.
The problem of cover set [8, 10] is a prevalent issue in the management of graph data and one of the core operations of various data management application, which can solve the semantic matching problem in semantic networks, the optimal location problem in road networks, and the user relationship problem in social networks. Finally, users look forward to the emergence of optimal combinations.
Mining the influential cover set (ICS) [13] [14] [15] [16] [17] [18] focuses on finding k keywords in a social network (or other application networks) G, which together can cover all of the given attributes in Q and have the maximum influence.
There are two categories of existing researches on mining the influential cover set [19] ： (1) The greedy algorithm: the main representative ones are the greedy algorithm based on score (ScoreGreedy) and the greedy algorithm based on pigeonhole (PigeonGreedy). ScoreGreedy selects k seed nodes in a greedy manner by considering both the number of newly covered attributes and marginal influence increase incurred by a candidate node. The PigeonGreedy algorithm leverages the pigeonhole principle to cover |Q| attributes with k nodes, and we know at least one node in the selected seed set should cover more than |Q|/k attributes.
While the greedy algorithms are efficient, they may not be able to return a seed set that covers all attributes in the query even if such a set exists. This is because the top k nodes are always returned with the highest score of influence, but the top k nodes do not necessarily guarantee that their attribute sets cover the given attribute set Q.
(2) The influential cover set based on the partition algorithm: the most representative algorithms are the PICS algorithm and the PICS+ algorithm.
PICS divides the given attribute set Q into partitions. For each partition of the given attribute Q, we find a seed set of size k in which the attributes of each node cover a subset of the partition and they have the maximum influence spread. Finally, it returns the seed set with the maximum influence spread. Despite the benefits of PICS to address the ICS problem, a key limitation is that the number of partitions can be very large when |Q| is large (e.g., 115,975 when |Q|= 10), making it computationally expensive.
The PICS+ algorithm leverages the concept of cover-group to re-group the partition set. It is the partition based on the number instead of the attribute value; thus, the number of partitions is greatly reduced, and the efficiency is improved. The disadvantage is the expensive cost of each query.
Aiming at the problem of the existing methods that the efficiency and the accuracy of query results cannot be taken into account, we propose a method based on the index, which is the influential cover set of the partition algorithm, named PICS-IN. Specifically, the main contributions of this paper are as follows:
(1) According to the keywords of a given query attribute set, we create an inverted index for the attributes, which is an offline index. It avoids traversing nodes when each query node can cover the attributes, thus reducing the search time and improving the query speed.
(2) We propose the pruning strategy according to the upper bound of the cover group to help filtering, so as to reduce the number of nodes that need to be accessed and ensure the efficiency of the algorithm.
(3) By applying the proposed algorithms to 15 real datasets, we demonstrate their efficiency and effectiveness in discovering influential cover sets.
Preliminaries and Related Work

Preliminaries
This paper is mainly illustrated by the directed acyclic graph of social networks, but the research result can be extended to the undirected acyclic graph of the road network. Definition 1 (Directed Acyclic Graph, DAG) A DAG is defined as a tuple G=(V, E, w, A), where V is the node set, E is the set of edges, |V| is the number of nodes of G, and |E| is the number of edges. If (u, v) is in E, then there is an edge from u to v. w (u, v) is the probability from u to v, and the value range is (0,1]. A represents the set of attributes of nodes.
Definition 2 (Attribute-cover) Given a DAG G, we denote the set of attributes of a node v by A(v). If attribute a i ∈A(v), we say that node v has (or covers) attribute a i ; otherwise, v does not have (or cover) attribute a i . A set of nodes V⊆V covers a set of attributes A={a 1 , a 2 , ⋯, a m }. If for any attribute a i ∈A, there exists at least one node v (v∈V´) such that v has a i . We use V(A) to denote the set of nodes such that each node in the set can cover A. (1) for each i∈ [1,m] , attribute set A i ⊆Q is not empty; (2) for any i≠j (i, j∈ [1,m] ), A i ∩A j =∅; (3) ∪ i∈ [1,m] 
Given two sets of attributes Q 1 and Q 2 , Q 1 ⊆Q 2 , if Q 1 is a partition P , then P is a partial partition of Q 2 .
Definition 4 (Cover-group) Consider a set of attributes Q and a partial partition of Q P={A 1 , A 2 , ⋯, A m }, and r i =|A i | (i∈ [1,m] ) is the number of attributes of A i . The set R={r 1 , r 2 , ⋯, r m } is the cover-group of P. Q={a, b, c, d , e}. (1) P 1 ={{c, d}, {e}} is a partial partition of Q, and its cover-group is {2, 1}. (2) P 2 ={{c, e}, {d}} is also a partial partition of Q, and its cover-group is {2, 1}. Obviously, although P 1 and P 2 are different partial partitions of Q, they have the same cover-group. Definition 5 (Free set) In the set of nodes V Q , the nodes selected directly form a set, where these nodes must satisfy the need to be able to cover arbitrary attributes in a given attribute set Q and the influence must be greatest. The set is called the free set, denoted as P S . Definition 6 (Constrained set) In the attribute set Q, the attribute node in the free set is deleted and re-groups the rest of the attributes to form a new set. For each attribute set, node sets that can cover it are chosen, and the influence must be greatest. The set is called the constraint set, denoted as P S .
Example 2 Consider
Definition 7 (Combination) Given a cover-group R and a set of tuple lists
The definition of the influential cover set (ICS) is given below.
Definition 8 (Influential cover set (ICS)
) Given a set of attributes Q and parameter k, the influential cover set (ICS) problem aims to select the k seed nodes S from G(V, E, w, A):
Where σ G (S) is the influence spread of S on G, i.e., the number of nodes influenced by nodes in S, and A(s) denotes the set of attributes associated with node s.
Related Work
Mining the influential cover set, the existing methods are mainly divided into two categories: one is based on the greedy strategy to select the nodes matching the condition, and recent related works include the score-based greedy algorithm (ScoreGreedy) and PigeonGreedy algorithm (PigeonGreedy). The other is the influential cover set algorithm based on partition, and the most recent works include the PICS and PICS+ algorithm.
(1) ScoreGreedy: considering both the coverage of attributes and the change of influence, according to the number of attributes covered by the nodes and the marginal influence of the nodes in the attribute set, the algorithm selects the top k nodes with the highest score by the ranking function. If all the attributes in the given set of attributes are covered by the nodes in the selected seed set, the correct result is returned; otherwise, the null value is returned. in the set of nodes L, where Q is the set of uncovered attributes and S is the set of seed nodes. Then, it selects the node with the maximum marginal influence increase from L. The algorithm invokes this procedure iteratively until k nodes are added to the seed set. If all attributes are covered by the k selected nodes, PigeonGreedy returns the k nodes as the result; otherwise, it returns the null value.
The two algorithms based on the greedy strategy are efficient; however, neither of them can guarantee to return a seed set if such a set exists.
(3) PICS algorithm: the algorithm is a mining ICS algorithm based on partition. It divides the given attribute set Q into partitions, the number of partitions is determined by k, and it needs to enumerate all possible partitions. For each partition of the given attributes Q, it needs to find the seed set in which the attributes of k nodes can cover the attribute set of query and have the maximum influence spread. Finally, it returns the seed set with the maximum influence.
PICS can guarantee to find the ICS. The disadvantage is that if the scale of a given attribute set is large, the number of |P| is also particularly large, so the time cost of this algorithm is particularly expensive.
(4) PICS+: the algorithm leverages the concept of cover-group to re-group the partition set, and the partition is based on the number instead of the attribute value. Thus, the number of partitions is greatly reduced and the efficiency is improved, but the disadvantage is the expensive cost of each query.
PICS-IN Algorithm
In this paper, we propose the construction method of the inverted index for the given attributes, which is an offline index structure. When we query the node covering a specific attribute m each time, we only directly search the inverted list of attribute m, so as to reduce the number of access nodes and the query time. At the same time, we introduce the efficient pruning strategy based on upper bound to improve the overall performance of the algorithm. Then, we propose the PICS-IN algorithm in order to obtain the better performance.
The Offline Index
Given a DAG G=(V, E, w, A) as shown in Figure 1 , there are 23 nodes. Each node has the label of attributes, the attribute number of each node is different, and the label can be empty. The same attribute may appear in multiple nodes; for example, the attribute set of node 1 is {a, b, c, d}, the attribute set of node 2 is {a, b, c, e}, and duplicate attributes are {a, b, c}. If the graph is converted into a graph for road networks, the attributes of the nodes can represent the attributes of the query targets, and the weights can represent the path distances. The index is the non-overlapping attribute set A(V) for the nodes, that is, an offline index. The construction of the offline index takes three steps: firstly, it traverses the node set V, and for each node v, traverses any attribute in the attribute set. Then, it puts node v into the inverted table of the attribute. Finally, when all the nodes and the attribute set of each node are traversed in the set, the attribute inverted list is constructed.
For example, as shown in Figure 1, the node set is V={1, 2, 3, 4, ⋯,23} and non-repetitive attributes are {a, b, c, d , e, f}. We put the node containing some attribute into the attribute inverted table. When we traverse any node in set V, the attribute set of the node is added into the inverted list. The index is shown in Table 1 , and the inverted list of attribute a contains the nodes that have attribute a. 
Efficient Pruning Strategy based on the Upper Bound
The combination between tuples in different depths of each list based on cover-group finds tuples covering full combinations of the remaining attributes as well as the most influential nodes as a constrained set. In the choice of combination, we should consider the tuples of different depths in the list and calculate the influence of nodes, so the time cost is high and the efficiency is low. In this paper, based on the NRA [7] algorithm, we propose a pruning strategy and an improved PS-UA algorithm to improve efficiency by reducing the number of tuples that need to be calculated. t have overlay attributes with a tuple t of T in C, as the number of tuples from all combinations is fixed, each list should choose a tuple. If an attribute is repeatedly covered, then some attributes are not covered. Then, the combination must not cover the attributes completely, so there is no need to create a new combination; Similarly, in (2) of Theorem 1, if the tuples are from the same linked list, then the node number of combinations is not equal to the node number of alloying to be covered, so there is no need to create such a combination.
(1) In the inverted index, we find the top k attributes to cover the attributes in the given attribute set Q, which have the maximum influence;
(2) For each cover-group R, select top k-|R| nodes from the selected set of nodes in Q as the solution of a free set P S , and the group has been divided to remove attributes from the cover-group covered by free set P S ; (3) According to the method of constructing an online index list in the PICS+ algorithm, it constructs the index list, putting the nodes with the same number of covered attributes into the same list and putting the nodes into groups. Table 2 is the index list according to Figure 2 . Then, different columns of the tuples in the list are combined, and using the upperbound algorithm we find the nodes that cover these attributes and have the maximum influence, which can be calculated by Equation (1) . Finally, we obtain the nodes in the constrained set, and the returned k nodes are a union consisting of a free set and a controlled set. The construction algorithm is shown in Algorithm 1. 
10.
if T  is a full combination then 11.
As shown in Figure 2 , suppose cover-group R={1, 2, 3} and the free set P S is empty. The graph is G, the nodes set is {V 1 , V 2 , V 3 }, and the attribute set is Q={a, b, c, d, e, f}.
Initially, set C is empty. At the first level, the upper bound of the null influence is 40+60+70=170. Suppose the current maximum influence value is 180; then, the PS-UA algorithm will remove the null from set C, because the case satisfies the pruning conditions (line 4). Then, according to the judge condition of new combination (line 8), first inspect the tuple of the first line in List 1 t 1 , because t 1 does not satisfy the pruning condition of Theorem 1. It is also not a full combination, so it adds t 1 to set C directly, forms a new combination T 1 ={t 1 }(line 15), and then inspects the tuple of the first line in List 1 t 2 . Similarly, t 2 does not satisfy the pruning conditions of Theorem 1 and is also not a full combination, so it adds t 2 to set C directly and forms a new combination T 2 ={t 2 } (line 15), while forming a new combination of T 3 ={t 1 , t 2 } with T 1 . As t 1 has the repeated attributes {a, b} with t 2 , which satisfies the first pruning condition of Theorem 1, the combination T 3 is invalid. In accordance with the above steps, operate on tuple t 3 in List 3 , add t 3 to set C to form T 3 ={t 3 }, re-combine with T 1 ={t 1 } to form a new combination T 4 ={t 1 , t 3 }, and re-combine with T 2 ={t 2 } to form a new combination T 5 ={t 2 , t 3 }. These are not the full combinations, so plus 1 in depth.
At the second level, the algorithm repeats the above process, adds the tuple t 4 in List 1 to set C, where t 4 does not satisfy the pruning condition, and forms a new combination T 6 ={t 4 }. By the judgment condition (1) of Theorem 1, T 6 and T 1 cannot form the new combination because the number of attributes they covered is the same. By the judgment condition (2) of Theorem 1, T 6 and T 2 cannot form the new combination, because the attributes they covered have overlay. Even if they can form a new combination, the new combination is not a full combination, so we prune these invalid combinations. The new combination T 7 ={t 4 , t 2 , t 3 } is not a full combination, and T 7 is removed. It adds tuple t 5 to set C to form combinations including T 8 ={t 5 }, T 9 ={t 1 , t 4 } and T 10 ={t 1 , t 5 , t 3 }, where T 10 is a full combination. We can compute the seed set with the maximum influence using the PartitionSelect algorithm (line 11) so the seed node set is {15, 19, 13}, and we calculate the influence value as 150 (line 12). The loop is executed until the algorithm terminates, and the result is {15, 19, 13}.
The Description of PICS-IN Algorithm
The cell images are first preprocessed, including gray-scale and denoising. The RGB images are transformed into grayscale images by collapsing the three color channels into one channel and then passing the images through a median filter to remove the unwanted noise. The median of the intensity levels of the pixel neighborhood subsequently replaces the gray level of every pixel while preserving edge sharpness.
[ ] arg max ( , )
9. return S 10. end
Experiments
Experimental Setup
All the algorithms were implemented using Microsoft Visual C++. The experiments were run on a PC with an Intel Pentium 2.9GHz CPU and 4GB memory with a 500GB disk, running the Windows 7 Professional 64-bit operating system.
We use 15 datasets in our experiments, which include PC (plancast.com), DBLP, FX (flixster.com), Agrocyc, Anthra, Ecoo, Human, Mtbrv (the five datasets are from ecocyc.org), Amaze, Kegg, Nase, Arxiv (arxiv.org), Citeseer (citeseer.ist.psu.edu), Go (geneontology.org), and MeetUp (meetup.com). THeir properties are given in Table 3 , where |V| is the number of nodes in DAG, |E| is the number of edges, Attr. distinct denotes the number of different attribute in dataset, and Attr. pernode denotes the average number of attributes for each node.
We compare our method (PICS-IN) with three state-of-the-art approaches: ScoreGreedy (SG for short), PigeonGreedy (PG for short), and PICS+. In order to compare the performance of different algorithms in different aspects, each dataset is tested by different methods. Finally, the calculated running time of the algorithm is the average value of five queries. 
The Index Construction Time
The index proposed in this paper is an offline index, and the index construction time has no concern with the number of result sets k or the scale of the given attribute set Q; it depends on the number of different attributes in the dataset (Attr. distinct ). In addition, the execution time of the algorithm does not contain the index construction time. The time required to construct the index for the given 15 datasets is shown in Table 4 . 
Performance Comparison
The Accuracy of Query Results
The accuracy of ICS results is compared with experimental results, as shown in Table 5 and Table 6 . Table 5 shows the comparison of the accuracy of the results of different methods in the case of k invariant and |Q| changing. As shown in the table, with the change of |Q| of the attribute set, the accuracy of these methods changes. PICS and PICS-IN can guarantee the correct results, but ScoreGreedy and PigeonGreedy cannot guarantee to return the correct results. Meanwhile with the increase in |Q| value, i.e., the number of attributes covered, the accuracy rate of the correct result is lower. Table 6 shows the accuracy of the results by changing the k value. The range of the k value changes from 5 to 13. It can be seen from the table that with the increase in the k value, the accuracy is better; this is because for larger k values, the property with more nodes covers the given set, and it is more easy to implement and has higher accuracy. The experimental results of the 15 datasets we selected agree with each other. In order to save space, we only list the experimental results of the first four datasets.
Comparison of Query Results Influence
The influence comparison of ICS query results is shown in Table 7 and Table 8 . As shown in Table 7 , with the increase in the |Q| value, the influence of the nodes gradually decreases. The rule is more obvious in DBLP and MeetUp. When the |Q| value increases, it is more difficult to find ICS covering Q, and the number of combinations is relatively less, so the influence of the nodes shows a decreasing trend with the increase in the |Q| value. 
The influence comparison of ICS query results is shown in Table 7 and Table 8 . As shown in Table 7 , with the increase in the |Q| value, the influence of the nodes gradually decreases. The rule is more obvious in DBLP and MeetUp. When the |Q| value increases, it is more difficult to find ICS covering Q, and the number of combinations is relatively less, so the influence of the nodes shows a decreasing trend with the increase in the |Q| value.
As shown in Table 8 , the influence increases with the increase in the k value. Because the number of returned nodes is larger with the increase in the k value, the influence of the nodes is greater. The influence of ScoreGreedy and PigeonGreedy is lower, because these two kinds of node selection algorithms are based on certain conditions. ScoreGreedy ranks the fraction size based on node sorting after selection. Thus, if you can choose the node coverage set of properties, then the influence is not necessarily a set of nodes in the set that can be covered. Similarly, PigeonGreedy selects the node, which is based on the number of attributes that can or cannot be covered by screening. The influence is not necessarily a group of nodes that can cover the attribute set or the greatest influence. The partition PICS-IN algorithm based on partition and PICS+ is proposed in this paper. The method divides the set of attributes that need to be covered and then finds the node combination that can completely cover the attribute set and is the most influential, so the influence is larger than that of the PigeonGreedy and ScoreGreedy algorithms. Therefore, the query time growth is relatively slow. In addition, PICS-IN is superior to PICS+ due to the efficient pruning strategy. 
Conclusion
Considering that existing methods on the influential cover set problem cannot take into account both efficiency and accuracy, we propose the inverted index construction for each attribute to be queried, which can avoid traversing all nodes when querying the node covered attributes, so as to reduce the query time greatly. Then, we propose the efficient pruning strategy based on upper bound in order to reduce the overall computation. The experimental results show that the proposed method can effectively improve the overall efficiency of the algorithm while ensuring the accuracy of the query results.
