The mixed event technique was initially proposed [1] for the generation of uncorrelated pion pairs for the intensity interferometry of identical bosons.
1 particle is used in generation of many "events"; thus produced "events" are not totally independent. Our goal is to evaluate the fluctuations in the produced distributions. In this note we consider particularly the case of the distribution of pairs of particles in their relative momentum, but the method can be applied to any distribution generated by event mixing. 
Note that n depends only on the particle distribution in momentum and bin with a mean value X and variance σ X ;
To get the variance we have to calculate
In the first term of the last expression all four indices (i, j, k, l) are different; consequently n ij n kl = n 2 . Due to this the first term equals to zero and does not contribute to the variance. Let us go now to the last term. Its contribution is
where we used the equality n 2 ik = n, following from the definition (1). Usually n ≪ 1, thus the contribution of the last term to the variance is just the mean number of pairs in the bin; the value which we would expect if the pairs were totally independent. But it is known that the pairs are really correlated because each pion is used in generation of (M − 1) pairs. The price for this is the second term in the expression for the variance. Let us denote by a = n ik n kl − n 2 . Note that this value, like n, does not depend on M. Then for the variance we have:
If aM ≫ n the first term becomes dominant and
The fluctuations in this case are proportional to (N bin pairs ) 3/4 , and can be much larger than for the case of totally independent pairs 2 .
The parameters a and n can be expressed using one-particle density:
N 3 dp i dp l dp k ρ
where N is the mean number of particles (the value one-particle density is normalized to). We used the fact that the individual particles in our tech-nique are independent, and we can express two-and three-particle densities as a product of one-particle densities.
In the analysis of the experimental data these parameters should be substituted by their estimators (denoted by ) directly using the data. For example, one can use
where in the last sum all three indices (i, k, l) are different. Since a does not depend on M, the average does not need to be carried out over the entire sample.
Once we have seen that the fluctuations in the number of mixed pairs can be rather large it becomes worthwhile to recall that the estimator usually used for the correlation function defined as a ratio of estimators for the numbers of the true and mixed pairs is biased: 
