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Resumo
Nesta tese, estudamos treˆs modelos distintos de sistemas de evoluc¸a˜o do tipo Schro¨dinger
na˜o lineares modeladas sobre variedades riemannianas compactas pM, gq de dimensa˜o
d ě 2. Nosso principal interesse foi estudar questo˜es de boa colocac¸a˜o local e global para
problemas de valor inicial (PVIs) associados com os dados iniciais em espac¸os de Sobolev
fraciona´rios de baixa regularidade.
O primeiro PVI que abordamos e´ associado ao sistema de Schro¨dinger-Debye que descreve
a interac¸a˜o atrasada na˜o-ressonante de uma onda eletromagne´tica com um meio na˜o
homogeˆneo em vista da me´trica na˜o-euclideana g. Usamos as estimativas do tipo Strichartz
com perda de derivadas estabelecida por Burq, Gera´rd e Tzvetkov [30] no contexto de
variedades compactas para provar boa colocac¸a˜o local para dado inicial com regularidade
s ą d´ 12 , d ě 2. Tambe´m, em dimensa˜o 2, usamos desigualdade de Gagliardo-Nirenberg
o´tima estabelecida por Ceccon e Montenegro [38] para provar boa colocac¸a˜o global em
H1pMq.
O segundo PVI que estudamos e´ associado a um sistema formado por duas equac¸o˜es de
Schro¨dinger cu´bicas acopladas. Este sistema modela o comportamento de duas ondas
o´pticas de diferentes frequeˆncias propagando em um meio na˜o homogeˆneo interagindo de
forma na˜o linear atrave´s dele. Usando as mesmas te´cnicas como no sistema de Schro¨dinger-
Debye, obtivemos resultados ana´logos de boa colocac¸a˜o tambe´m neste caso. Alem disso,
em dimensa˜o 3, provamos existeˆncia e unicidade de soluc¸o˜es fracas em H1pMq.
Por u´ltimo, estudamos o PVI associado a um sistema de interac¸o˜es quadra´ticas que
aparece em o´ptica na˜o linear que em ingleˆs, e´ chamado Second Harmonic Generation
(SHG). Estudamos este sistema modelado sobre Sd, d ě 2 e sobre variedades bidimensional
do tipo Zoll. Definimos os espac¸os de Bourgain associados a` formulac¸a˜o do problema e
usamos estimativas de Strichartz do tipo bilinear espectralmente localizado a fim de obter
estimativas bilineares para os termos de interac¸o˜es quadra´ticas. Finalmente, usamos estas
estimativas para provar boa colocac¸a˜o local em HspMq, s ą s0pMq. Tambe´m, no caso
de dimenso˜es 2 e 3, usando quantidades conservadas e uma desigualdade de Gagliardo-
Nirenberg o´tima, obtemos boa colocac¸a˜o global em HspMq, s ě 1.
Palavras-chave: Equac¸o˜es de Schro¨dinger; Problema de valor inicial; Boa colocac¸a˜o local
e global; Estimativa de Strichartz; Variedades compactas, Operador de Laplace-Beltrami,
Espac¸os de Bourgain; Localizac¸a˜o espectral.
Abstract
In this thesis, we considered three distinct systems consisting of nonlinear Schro¨dinger type
evolution equations modeled on d-dimensional compact riemannian manifolds pM, gq. We
focused our work in studying the local and global well-posedness issues for the associated
initial value problems (IVPs) with given initial data in suitable low regularity Sobolev
spaces.
The first IVP that we addressed is associated with the Schro¨dinger-Debye system which
describes the interaction of the non-resonant delay of an electromagnetic wave with a
non-homogeneous medium. We used the Strichartz type estimates with derivative loss
established by Burq, Gera´rd and Tzvetkov [30] in the context of compact manifolds to
obtain local well-posedness for initial data with regularity s ą d´ 12 , d ě 2. Also, we use
a sharp version of Gagliardo-Nirenberg inequality established by Ceccon and Montenegro
[38] to prove global well-posedness result in H1pMq in dimension 2.
The second IVP we studied is associated with a system consisting of two cubic nonlinear
Schro¨dinger equations. This system models the behavior of two nonlinearly interacting
optical waves of different frequencies propagating in a non-homogeneous medium. Using the
same techniques as in the Schro¨dinger-Debye system, we obtained analogous well-posedness
results to this system as well. Moreover, in three-dimensional case, we proved the existence
and uniqueness of a weak solution in H1pMq.
Finally, we studied the IVP associated with a system consisting of Schro¨dinger type
equations with interacting quadratic nonlinearities. This system appears in nonlinear
optics and is commonly known as Second Harmonic Generation (SHG). We studied this
system modeled on Sd, d ě 2 and on two-dimensional Zoll manifolds. We defined the
Bourgain’s spaces associated with the problem and proved some bilinear Strichartz type
estimates for spectrally localized functions. These localized Strichartz estimates are used
to obtain bilinear estimates for the quadratic interacting terms in order to prove the
local well-posedness result for the initial data in HspMq, s ą s0pMq. Also, in the case of
dimensions 2 and 3, using conserved quantities and a sharp version of Gagliardo-Nirenberg
inequality we obtained global well-posedness in HspMq, s ě 1.
Keywords: Nonlinear Schro¨dinger equation; Initial value problem; Local and global well-
posedness; Strichartz estimates; Compact manifolds; Laplace-Beltrami operator; Bourgain’s
space; Spectral localization.
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Introduc¸a˜o
Nesta tese, apresentaremos novos resultados sobre a teoria de boa colocac¸a˜o
local e global para alguns problemas de valor inicial (PVIs) associados a treˆs modelos
matema´ticos relacionados a` equac¸a˜o de Schro¨dinger, que modelam diferentes fenoˆmenos
em F´ısica. Nosso espac¸o f´ısico sera´ uma variedade riemanniana compacta M “ pM, gq de
dimensa˜o d ě 2 ao inve´s do espac¸o euclideano Rd. Vamos descrever com mais detalhes os
problemas estudados.
O primeiro problema que abordaremos e´ o PVI associado ao sistema de
Schro¨dinger-Debye (SD),$’’’&’’’%
iBtu`∆gu “ uv, pt, xq P r0,8q ˆM,
κ Btv ` v “ λ|u|2,
up0, xq “ u0, vp0, xq “ v0,
(0.1)
onde u “ upt, xq e´ uma func¸a˜o complexa, v “ vpt, xq e´ uma func¸a˜o real e λ “ ˘1. O
sistema (0.1) aparece em o´ptica na˜o-linear, sendo obtido do sistema de Maxwell-Debye
via reescaling (veja [18]) e descreve a interac¸a˜o atrasada na˜o-ressonante de uma onda
eletromagne´tica com um meio (veja [43, 91] para mais detalhes). A constante 0 ă κ ăă 1
e´ chamada retardo, e por considerac¸o˜es f´ısicas deve ser considerada pequena.
De acordo com nosso conhecimento da literatura, questo˜es de boa colocac¸a˜o
para o modelo (0.1) modelado sobre Rd foram estudadas inicialmente em [18, 19]. Mais
tarde, um melhoramento foi obtido em [43] via uma aplicac¸a˜o o´tima das estimativas de
Strichartz, sendo que no caso pd “ 1q uma aplicac¸a˜o dos efeitos regularizantes tipo Kato
permitiu obter resultados de boa colocac¸a˜o em espac¸os de Sobolev fraciona´rios. Ale´m
disso, outro ponto importante e´ que propridedades de persisteˆncia para a func¸a˜o v foram
obtidos. Ja´ em [46], em dimenso˜es 2 e 3, um substancial melhoramento de resultados
de boa colocac¸a˜o local, via uma aplicac¸a˜o dos espac¸os Xs,b foi obtido. Outros trabalhos
relevantes envolvendo melhoramentos e abordando outras questo˜es podem ser encontrados
em [36, 44, 45, 47]. Por outro lado, no caso de variedades compactas, o u´nico trabalho
que temos conhecimento e´ [4] onde (0.1) foi estudado no caso M “ Td, via modificac¸o˜es
das te´cnicas conhecidas para a equac¸a˜o de Schro¨dinger na˜o linear (NLS) sobre Td, (veja
[23, 24, 25]). Isto motivou nosso interesse em investigar questo˜es de boa colocac¸a˜o para o
sistema SD no caso em que M e´ uma variedade compacta arbitra´ria, tendo em vista as
te´cnicas desenvolvidas em [30, 32, 33] para a NLS.
O segundo sistema que estudaremos e´ um sistema na˜o linear de equac¸o˜es do
tipo Schro¨dinger com interac¸o˜es cu´bicas, modelados sobre uma variedade compacta M de
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dimensa˜o d ě 2, $’’’&’’’%
iBtu`∆gu “ λp|u|2 ` β|v|2qu,
iBtv `∆gv “ λp|v|2 ` β|u|2qv,
pup0q, vp0qq “ pu0, v0q,
(0.2)
onde u, v : RˆM Ñ C, β ą 0 e´ um paraˆmetro de acoplamento e λ “ ˘1.
O sistema (0.2) aparece, por exemplo, em o´ptica na˜o linear no estudo de
propagac¸a˜o de feixes de laser em um meio birrefringente (ver [2]). Ale´m disso, uma gama
de fenoˆmenos na˜o-lineares podem ser modelados usando (0.2) (ver por exemplo [1] e [2] e
as refereˆncias contidas neles). No nosso caso, a me´trica na˜o euclideana g corresponderia a
meios com ı´ndice o´ptico varia´vel. Note que quando v “ 0 e λ “ 1 o sistema (0.2) se reduz
a equac¸a˜o de Schro¨dinger cu´bica$&%iBtu`∆gu “ |u|2u,up0q “ u0 (0.3)
que foi estudada em [30, 33, 59, 58]. Diversas questo˜es podem ser abordadas quanto ao
comportamento das soluc¸o˜es do sistema (0.2). Por exemplo, baseando-se em resultados ja´
conhecidos no caso euclideano, somos motivados a estabelecer uma teoria local, pelo menos
no espac¸o de energia H1. Quando λ “ ´1 uma questa˜o interessante e´ derivar uma condic¸a˜o
suficiente para existeˆncia de soluc¸o˜es globais, que seja dada em termos da constante o´tima
da desigualdade de Gagliardo-Nirenberg sobre variedades compactas, a qual e´ provada em
[38]. Ja´ no caso euclideano, tal condic¸a˜o e´ dada em termos de soluc¸o˜es estaciona´rias (NLS
ground states) veja [100] para uma breve exposic¸a˜o. Para mais detalhes sobre o estudo de
(0.2) em Rd veja [51, 94] e suas refereˆncias.
Nas palavras de [51], tem-se que a ideia do estudo de equac¸o˜es do tipo Schro¨din-
ger na˜o lineares acopladas em domı´nios limitados ou em variedades compactas e´ interessante
no intuito de ampliar os resultados que sa˜o conhecidos no caso de uma u´nica equac¸a˜o.
Motivados por isso, estaremos interessados em extender os resultados que ja´ sa˜o conhecidos
no caso da equac¸a˜o (0.3) e em estabelecer resultados similares para o sistema (0.2) no
contexto riemanniano.
Finalmente, estudaremos o seguinte PVI$’’’&’’’%
iBtv ˘∆gv ´ v “ 1uv¯
iσBtu˘∆gu´ αu “ 22 v
2
pvp0q, up0qq “ pv0, u0q,
(0.4)
onde v “ vpt, xq e u “ upt, xq sa˜o func¸o˜es complexas com pt, xq P RˆM , e representam
respectivamente as amplitudes dos envelopes do primeiro e do segundo harmoˆnicos de uma
onda o´ptica. A constante σ ą 0 mede as taxas de disperso˜es/difrac¸o˜es. O paraˆmetro α ą 0
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e´ adimensional, sendo que o modelo f´ısico exige que 0 ă α ă 1. Consideramos a princ´ıpio
que 1, 2 P C.
O sistema (0.4) aparece no estudo da o´ptica na˜o-linear, sobretudo em estudos
relacionados a gerac¸a˜o do segundo harmoˆnico. A gerac¸a˜o de segundo harmoˆnico (SHG) e´
um processo o´ptico na˜o linear no qual dois fo´tons com a mesma frequeˆncia interagem com
um material na˜o linear, sa˜o “combinados” e geram um novo fo´ton com o dobro da energia
dos fo´tons iniciais (equivalente a duas vezes a frequeˆncia e metade do comprimento de onda)
para mais detalhes veja [115] e suas refereˆncias. Tendo em vista alguns resultados sobre
sistemas de equac¸o˜es com interac¸o˜es na˜o lineares quadra´ticas em Rd (veja [6, 73, 84] e suas
refereˆncias) estaremos interessados neste trabalho, em estudar as questo˜es de boa colocac¸a˜o
para PVI (0.4) modelado sobre uma certa classe de variedades compactas bidimensionais
e sobre esferas de dimensa˜o d ě 2.
A seguir, vamos descrever a noc¸a˜o de boa colocac¸a˜o de PVIs. Existem na
literatura matema´tica diversas definic¸o˜es deste conceito. A grosso modo, podemos defini-la,
sem preju´ızo teo´rico, do seguinte modo.
piq (Existeˆncia). Para todo dado inicial u0 P X, onde X e´ um determinado espac¸o
de func¸o˜es, existe um intervalo de tempo r0, T s e uma soluc¸a˜o u “ uptq (chamada
evoluc¸a˜o) que resolve (em algum sentido) o PVI que esta´ sendo estudado;
piiq (Unicidade). A soluc¸a˜o encontrada em piq e´ u´nica;
piiiq (Persisteˆncia). A soluc¸a˜o u descreve uma curva cont´ınua de r0, T s para X;
pivq (Dependeˆncia cont´ınua dos dados iniciais). A aplicac¸a˜o u0 :“ up0q ÞÑ uptq que leva o
dado inicial em uma soluc¸a˜o e´ cont´ınua.
Notemos que em todos este modelos a descric¸a˜o matema´tica envolve o operador
laplaceano ∆g, conhecido na literatura como operador de Laplace-Beltrami. Este operador
laplaceano agindo sobre as func¸o˜es suaves definidas sobre M “ pM, gq possue uma expressa˜o
que pode ser descrita em uma parametrizac¸a˜o local de coordenadas xi, por meio da expressa˜o
∆g “
ÿ
ij
gij
˜
B2
BxiBxj ´
ÿ
k
Γkij
B
Bxk
¸
,
onde gij sa˜o os coeficientes da me´trica na˜o euclideana g, e Γkij denota os s´ımbolos de
Christoffel (veja [40, 74, 79, 35] para uma introduc¸a˜o aos conceitos ba´sicos e terminologias
geome´tricas no contexto de variedades riemannianas). Este operador generaliza o operador
laplaceano do espac¸o euclideano Rd, uma vez que neste caso gij “ δij e Γkij “ 0, de modo
que se obtem a expressa˜o conhecida:
∆ “ B
2
Bx21 ` ...`
B2
Bx2d
.
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0.1 O laplaceano sobre variedades compactas e consequeˆncias
Evidentemente, se desejamos estudar os modelos descritos anteriormente sobre
variedades, devemos buscar por uma forma flex´ıvel de definir o ana´logo dos espac¸os de
Sobolev fraciona´rios W s,ppRdq e estabeler para estes espac¸os, o maior nu´mero poss´ıvel de
resultados que sa˜o conhecidos no caso euclideano, como por exemplo as imerso˜es de Sobolev.
Entretanto, algumas bibliografias (veja Hebey, [74] pa´gina 21) definem o espac¸os de Sobolev
W s,ppMq com ı´ndices inteiros, isto e´, s “ k P N via derivadas covariantes de ordem k.
Pore´m, esta formulac¸a˜o na˜o e´ muito atraente para fazer algumas estimativas mesmo no
contexto de equac¸o˜es el´ıpticas e nem esta˜o bem definidos para s P R. Uma maneira de
superar esta dificuldade de introduzir os espac¸os de Sobolev de ordem fra´ciona´ria no caso
na˜o-euclideano, foi dada num trabalho pioneiro de Strichartz [102]. Neste trabalho, usando
generalizac¸a˜o do potencial de Bessel, pI ´ ∆gq´s{2, ele introduziu os espac¸os W s,ppMq
(onde M e´ uma variedades riemanniana completa) estabelecendo propriedades ba´sicas,
tais como as imerso˜es de Sobolev de acordo com os ı´ndices s, p.
Consideremos agora o caso em que M e´ compacta. Neste caso, existe um
certo contraste entre propriedades de func¸o˜es definidas sobre M se comparadas ao caso
euclideano. Com efeito, pelo lema de Hopf (veja [93]), se uma func¸a˜o f sobre M cumpre
∆gf ě 0 enta˜o f e´ constante, o que vale em particular se f for harmoˆnica. Por outro lado,
se nosso ambiente for por exemplo R2, sabemos que fpx, yq “ ex sin y e´ harmoˆnica, bem
como a parte real ou imagina´ria de qualquer func¸a˜o holomorfa.
Entretanto, o estudo das propriedades espectrais de operadores, tais como o
laplaceano, mostrou-se um meio conciso e elegante para estudar equac¸o˜es diferenciais
parciais sobre variedades compactas, como por exemplo, o estudo da equac¸a˜o do calor
(veja [65]) dentre outras equac¸o˜es. Sobre uma variedade compacta (que vamos supor sem
bordo, isto e´, BM “ H), e´ conhecido que o espectro do operador laplaceano (positivo)
´∆g, e´ discreto1, sendo formado por uma sequeˆncia na˜o decrescente
0 “ µ0 ă µ1 ď µ2 ď ... ď µk ď ..., (0.5)
onde lim
k
µk “ `8. Ale´m disso, a sequeˆncia (0.5) esta´ associada a sequeˆncia de autofunc¸o˜es
tekukě0 (que cumprem ´∆gek “ µkek) as quais sa˜o suaves e densas em L2pMq. Uma
relac¸a˜o entre o par pµk, ekq e´ obtida usando-se a fo´rmula de Green generalizada, da qual
obte´m-se
µk “ }ek}´2L2
ż
M
|∇gek|2gdg ě 0.
Para exemplificar, tomemos M “ S1. Neste caso ´∆S1 “ ´ d
2
dθ2
e o espectro consiste na
sequeˆncia SpecpS1q “ tk2, k P Nu, onde cada autovalor k2 ‰ 0 possui multiplicidade 2. As
1 Existe tambe´m o interesse em fornecer condic¸o˜es necessa´rias e suficientes para se tenha a discretizac¸a˜o
do espectro do laplaceano em variedades riemannianas na˜o compactas. Deste modo, a propriedade de
∆ possuir espectro discreto na˜o e´ somente restrito ao caso de variedades compactas.
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autofunc¸o˜es sa˜o ekpθq “ eikθ, de modo que
"
eikθ?
2pi
*
kPZ
forma uma base para L2pS1q, e da˜o
origem a expansa˜o em se´rie de Fourier
fpθq “
ÿ
kPZ
eiθk pfpkq.
Logo, a natural generalizac¸a˜o das expanso˜es em se´ries de Fourier, sa˜o dadas pelas de-
composic¸o˜es espectrais do operador de Laplace-Beltrami. Mais especificamente, veremos
no Cap´ıtulo 1 que tekukě0 e´ denso em L2pMq. Isto permitira´ escrever f P L2 como
f “ lim
NÑ`8
Nÿ
k“0
ekck. As consequeˆncias desta propriedade em nosso trabalho sa˜o de grande
importaˆncia, uma vez que os principais operadores com que trabalharemos, por exemplo, o
semigrupo associado a equac¸a˜o de Schro¨dinger linear sobre M , eit∆g e o potencial de Bessel
generalizado pI ´ ∆gqs{2, podem ser definidos usando expanso˜es sobre L2. O potencial
de Bessel permite definir o espac¸o de Sobolev HspMq, o qual se torna o espac¸o natural
para estudar questo˜es de boa colocac¸a˜o, pois eit∆g age isometricamente nele, dentre outras
propriedades. Usando estas propriedades, introduziremos no Cap´ıtulo 1 funco˜es de corte
espectral ϕp´N´2∆q (que podem ser visto como sendo o ana´logo dos multiplicadores
de Fourier PN , veja por exemplo [109] pa´gina 332) e estabeleceremos o ana´logo das esti-
mativas do tipo Bernstein e Littlewood-Paley (que sa˜o muito importantes, e utilizadas
extensivamente em Rd e Td ” Rd{Zd).
0.2 A equac¸a˜o de Schro¨dinger em meios na˜o homogeˆneos
A equac¸a˜o na˜o-linear de Schro¨dinger (0.3) (veja os livros [54, 107] para uma
introduc¸a˜o), esta´ vinculada a estudos em o´ptica ou mecaˆnica quaˆntica, onde esta´ relacionado
condensac¸a˜o de Bose-Einstein ou superfluidez.
Questo˜es de boa colocac¸a˜o e estudos de outros comportamentos qualitativos
das soluc¸o˜es para o PVI (0.3) sa˜o amplamente estudados na literatura desde os anos 70,
considerando M como Rd ou Td, veja por exemplo [23, 24, 58, 59, 62, 63, 66, 80] e suas
refereˆncias.
No entanto e´ bastante relevante, nas aplicac¸o˜es acima, considerar esta equac¸a˜o
em meios na˜o homogeˆneos, que podemos pensar como sendo uma variedade riemanniana
compacta, com me´trica fixada g (veja [58] para mais detalhes). Na o´ptica, por exemplo,
isso corresponde naturalmente a um ı´ndice o´ptico varia´vel; mais especificamente, a hetero-
geneidade espacial tem sido usada recentemente na modelagem de Lasers semicondutores
de a´rea ampla (veja [76]). Uma das principais questo˜es matema´ticas e´ enta˜o avaliar o
impacto da falta de homogeneidade na dinaˆmica da equac¸a˜o, em particular no que diz
respeito a` teoria de boa colocac¸a˜o para (0.3).
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Para descrever melhor a situac¸a˜o, consideremos o PVI para a equac¸a˜o de
Schro¨dinger linear
iBtu`∆u “ 0, up0, xq “ u0pxq. (0.6)
Uma forma de avaliar o impacto da geometria da variedade M (que esta´ intimamente
relacionada ao operador ∆g) e´ estudar o ana´logo das chamadas estimativas de Strichartz,
que em sua forma mais geral, afirmam que a soluc¸a˜o u de (0.6) satisfaz
}u}Lppr´T,T s;LqpMqq ď C}u0}HspMq, (0.7)
onde Hs denota o espac¸o de Sobolev sobre M , s P R, e 2 ď p, q ď `8 satisfazem
2
p
` d
q
“ d2 pd, p, qq ‰ p2, 2,`8q.
Tais estimativas sa˜o bem estabelecidas no espac¸o euclideano flat, M “ Rd e gij “ δij,
caso em que podemos tomar s “ 0, e T “ `8, veja por exemplo o trabalho pioneiro de
Strichartz [101], Ginibre e Velo [64], Keel e Tao [81], e refereˆncias neles. Estimativas para
o toro bidimensional T2 (e mais geralmente em Td) foram provadas por Bourgain [23], e
valem para todo s ą 0.
Se M e´ compacta de dimensa˜o d ě 2 e sem bordo, um trabalho pioneiro
relacionado ao PVI (0.3) foi realizado em [30] por Burq, Gera´rd e Tzvetkov, onde mostrou-
se que (0.7) vale com s “ 1
p
com p ą 2 com g P C8 (me´trica suave). Neste ponto, tambe´m
mencionamos o trabalho de Blair, Smith e Sogge [20, 21], considerando agora uma variedade
compacta com bordo com me´trica g Lipschitz onde o ı´ndice de perda obtido e´ s “ 43p .
Neste caso, a condic¸a˜o de bordo sobre o problema (0.3) e´ a de Dirichlet ou Neumann. Ha´
mais melhorias e extenso˜es desses resultados, levando-se em conta va´rias considerac¸o˜es
geome´tricas sobre M , ver [59, 68, 71, 77] e suas refereˆncias.
0.3 Resultados principais obtidos
Nesta sec¸a˜o daremos uma breve descric¸a˜o dos resultados obtidos neste trabalho,
bem como organizac¸a˜o destes ao longo dos cap´ıtulos. Uma introduc¸a˜o detalhada e resultados
concretos sobre os modelos abordados esta˜o contidos em cada cap´ıtulo correspodente. A
seguir, M denota uma variedade riemanniana compacta, sem bordo, de dimensa˜o d ě 2.
No Cap´ıtulo 1, apresentaremos alguns resultados preliminares que sera˜o as
ferramentas para o trabalho que sera´ feito nos cap´ıtulos seguintes. Por exemplo, uma base
sobre Ca´lculo Funcional, Espac¸os de Sobolev e uma exposic¸a˜o detalhada das estimativas
de Strichartz no contexto de variedade riemannianas.
No Cap´ıtulo 2, estudaremos o PVI associado ao sistema de Schro¨dinger-Debye,
que e´ descrito em (0.1). Para este sistema, estabelecemos os seguintes resultados.
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Teoria local: Utilizaremos as estimativas de tipo Strichartz com perda de derivadas e
algumas propriedades dos espac¸os de Sobolev generalizados W σ,qpMq que sera˜o dadas
no Cap´ıtulo 1. A adequada formulac¸a˜o integro-diferencial para (0.1) e uso da condic¸a˜o
v0 P L8pMqXHspMq junto com a estimativa de Strichartz local possibilitara´ aplicar
o princ´ıpio de contrac¸a˜o para provar boa colocac¸a˜o local com regularidade s ą d´ 12 ,
d ě 2. Tambe´m provamos propriedades de persisteˆncia para a func¸a˜o v em (0.1).
Teoria global: Em dimensa˜o d “ 2 na˜o sa˜o conhecidas outras leis de conservac¸a˜o
para (0.1) ale´m da norma L2. Entretanto, podemos provar (veja Proposic¸a˜o 2.8) uma
relac¸a˜o envolvendo o termo gradiente, dada por
d
dt
ˆż
M
|∇gupt, xq|2g `
ż
M
|upt, xq|2vpt, xq
˙
“ 1
κ
ˆ
´
ż
M
|upt, xq|2vpt, xq ` λ
ż
M
|upt, xq|4
˙
,
onde ∇g e | ¨ |g sa˜o respectivamente, o gradiente e a norma associada a` me´trica g.
Utilizando uma desigualdade de Gagliardo-Nirenberg o´tima juntamente com algumas
propriedades da soluc¸a˜o em H1pMq deduzimos uma estimativa a priori dada por
}u}L8pp0,T q;H1pMqq À }u0}H1pMq ` }u0}L2pMq}v0}L2pMq,
que possibilitou provar boa colocac¸a˜o global neste espac¸o.
No cap´ıtulo 3, estudaremos o sistema na˜o linear de equac¸o˜es do tipo Schro¨dinger
dado em (0.2) e extendemos alguns resultados ja´ conhecidos2 para (0.3) para o sistema
(0.2), os quais sa˜o os seguintes.
Teoria local: Com um procedimento ana´logo usado no estudo de PVI associado
ao sitema SD, provamos tambe´m, boa colocac¸a˜o local para pu0, v0q P HspMq :“
HspMq ˆ HspMq, s ą d´ 12 , d ě 2. Ale´m disso, no caso d “ 3, provaremos a
existeˆncia e unicidade de soluc¸o˜es fracas em H1, pois neste caso, na˜o temos boa
colocac¸a˜o local no sentido usual.
Teoria global: Para o modelo (0.2) existe conservac¸a˜o de massa e energia para soluc¸o˜es
suficientemente regulares. Nomeadamente,
‚ (Massa)
Mpu, vq :“ }u}2L2 ` }v}2L2 “Mpu0, v0q. (0.8)
‚ (Energia)
Epu, vq :“ 12p}∇u}
2
L2`}∇v}2L2q`λ4 p}u}
4
L4`2β}uv}2L2`}v}4L4q “ Epu0, v0q. (0.9)
2 Veja por exemplo [30].
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Se d “ 2, ha´ existeˆncia local em H1pMq. Note que se λ “ 1, temos que tal soluc¸a˜o
e´ global. Se λ “ ´1, (0.8) e (0.9) na˜o fornecem diretamente uma limitac¸a˜o para a
norma H1pMq. Entretanto, usando a desigualdade de Gagliardo-Nirenberg o´tima
vamos estabelecer uma condic¸a˜o suficiente envolvendo a norma L2pMq de soluc¸a˜o,
segundo a qual podemos provar que a soluc¸a˜o e´ global em H1pMq. Para d “ 3 e s ą 1
provamos que as soluc¸o˜es sa˜o globais em HspMq adaptando um me´todo aplicado
em [30, 33] para o estudo da NLS cu´bica. Este me´todo e´ uma extensa˜o do resultado
cla´ssico de Bre´zis-Galloue¨t (veja [17]) desenvolvido para o estudo da NLS em R2.
No Cap´ıtulo 4, estudaremos o PVI dado em (0.4). Os resultados estabelecidos
sa˜o os seguintes.
Teoria local: Estabelecemos estimativas do tipo Strichartz bilineares espectralmente
localizadas associada a modulac¸a˜o produzida pelos grupos unita´rios associados ao
problema (0.4). Estas estimativas sa˜o essenciais para obter estimativas bilineares
para interac¸o˜es quadra´ticas no espac¸os de Bourgain generalizados Xs,bδ . Com estas
estimativas provamos boa colocac¸a˜o local em HspSdq, s ą s0pdq, onde s0p2q “ 1{4 e
s0pdq ą pd ´ 2q{2 se d ě 3. Ale´m disso, provamos boa colocac¸a˜o local para s ą 14
quando M “MZoll, e´ uma variedade Zoll bidimensional.
Teoria global: O fluxo do sistema (0.4) satisfaz as seguintes leis de conservac¸a˜o para
i “ ˘1:
Mptq “ }vptq}2L2 ` 2σ}uptq}2L2 “Mp0q,
Eptq “ }∇vptq}2L2 ` }∇vptq}2L2 ` }vptq}2L2 ` α}uptq}2L2 ` 1Rexv2ptq, uptqyL2 “ Ep0q,
onde Re denota a parte real. Usando estas quantidades conservadas mostraremos
que a norma H1 e´ controlada uniformemente para as soluc¸o˜es locais encontradas
em caso de Sd, d “ 2, 3 e MZoll bidimensional. Deste modo, provamos boa colocac¸a˜o
global para s “ 1. Utilizando as estimativas bilineares da teoria local, mostramos
que as soluc¸o˜es sa˜o globais para s ą 1.
No Cap´ıtulo 5 sera˜o apresentadas concluso˜es referentes aos Cap´ıtulos 2, 3 e 4,
mostrando as limitac¸o˜es das te´cnicas utilizadas, generalizac¸o˜es e comenta´rios sobre poss´ıveis
trabalhos futuros. No Apeˆndice, sera´ fornecido exposic¸a˜o de alguns fatos importantes e
complementares ao texto.
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1 Resultados preliminares
1.1 Definic¸o˜es e resultados ba´sicos
Listaremos a seguir alguns resultados que sera˜o utilizados ao longo dos pro´ximos
cap´ıtulos. As demonstrac¸o˜es sera˜o omitidas por se tratarem de resultados ja´ conhecidos.
Entretanto, daremos, em cada caso, refereˆncias ou indicac¸o˜es da demonstrac¸a˜o. Ademais,
alguns resultados importantes tambe´m se encontram no Apeˆndice, e sera˜o indicados de
forma clara ao longo do texto.
Proposic¸a˜o 1.1. (Interpolac¸a˜o Lp) Sejam a, b, c P p0,8s tais que 0 ă a ă b ă c ď 8,
enta˜o La X Lc Ă Lb e
}f}Lb ď }f}θLa}f}1´θLc
onde θ P p0, 1q e´ definido por
θ “
1
b
´ 1
c
1
a
´ 1
c
.
Demonstrac¸a˜o. Veja [55], pa´gina 185. 2
Proposic¸a˜o 1.2. (Lema de Gronwall). Sejam γ P L1pra, bs;Rq, γ ě 0 e α, β P Cpra, bs;Rq,
tais que
αptq ď βptq `
ż t
a
γp`qαp`qd`, a ď t ď b.
Enta˜o,
αptq ď βptq `
ż t
a
γp`qe
şt
` γprqdrβp`qd`, a ď t ď b.
Em particular, se βptq “ c (func¸a˜o constante em ra, bs) temos
αptq ď c e
şt
a γp`qd`, a ď t ď b.
Definic¸a˜o 1.3. Uma tripla de Hilbert consiste de treˆs espac¸os de Hilbert separa´veis
V ãÑ H ãÑ V 1,
tal que V e´ densamente imerso em H, H e´ densamente imerso em V 1, e
xf, vyV 1,V “ xf, vyH
para todo f P H e v P V , onde xf, vyV 1,V : V 1 ˆ V Ñ R denota o pareˆntese de dualidade
entre V 1 e V e x¨, ¨yH : H ˆH Ñ R denota o produto interno em H.
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Proposic¸a˜o 1.4. Seja V ãÑ H ãÑ V 1 uma tripla de Hilbert. Se u P L2p0, T, V q e ut P
L2p0, T, V 1q enta˜o u P Cpr0, T s, Hq. Ale´m disso,
paq Para qualquer v P V , a func¸a˜o a valores reais t ÞÑ puptq, vqH e´ fracamente diferen-
cia´vel em p0, T q e
d
dt
puptq, vqH “ xut, vy.
pbq A func¸a˜o real t ÞÑ }uptq}2H e´ fracamente diferencia´vel em p0, T q e
d
dt
}uptq}2H “ 2xut, uy.
Demonstrac¸a˜o. Veja [110], pa´gina 260. 2
Definic¸a˜o 1.5. (Partic¸a˜o equidistante de um intervalo). Seja I “ ra, bs com 0 ă a ă
b ă `8. Para θ ą 0 e Nab :“ tb´ a
θ
u, isto e´, Nab :“ maxtn P N : n ď b´ a
θ
u, a famı´lia
pIjqNabj“0 definida por
Ij :“ ra` jθ, a` pj ` 1qθs, j P t0, 1, ..., Nab ´ 1u, INab “ ra`Nabθ, bs,
e´ chamada θ-partic¸a˜o de I. Observe que1 |Ij| ď θ , j “ 0, 1, ..., Nab,
I “
Nabď
j“0
Ij, I
o
k X Ioj “ H, k ‰ j,
onde Io “ interior de I.
1.2 Elementos de ca´lculo funcional
Dada uma matriz quadrada A PMdˆdpRq e uma func¸a˜o f podemos associa´-la
(sob certas condic¸o˜es) a uma “func¸a˜o matriz” fpAq. Em dimensa˜o finita, define-se por
exemplo: senpAq, A100, eA. No estudo de equac¸o˜es diferenciais ordina´rias, sabemos que a
soluc¸a˜o do problema linear $&%
d~xptq
dt
“ A ¨ ~x
~xp0q “ ~x0,
(1.1)
e´ dada pela exponencial ~xptq “ etA ~x0, em que etA :“
ÿ
ně0
tn
n!A
n. O Ca´lculo funcional sobre
espac¸os de dimensa˜o infinita visa introduzir e definir adequadamente certas classes de
operadores e formalizar o conceito de “func¸a˜o de operadores” fpLq onde f e´ cont´ınua por
1 No caso de INab , note que |INab | “ b´ a´Nabθ. Enta˜o, |INab | ď θ se, e so´ se, b´ aθ ď Nab ` 1, o que
e´ verdadeiro, pois vale a desigualdade x ă txu` 1.
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partes e L e´ um operador diferencial de ordem n. Estes operadores esta˜o associados ao
estudo de equac¸o˜es diferenciais cla´ssicas definidas sobre tais espac¸os, como por exemplo,
equac¸a˜o do calor, equac¸a˜o da onda e a equac¸a˜o de Schro¨dinger.
Seguindo [22], pa´gina 228 (veja tambe´m [49]), temos que se L e´ um operador
auto-adjunto (e portanto tem espectro em r0,8q), podemos construir operadores fpLq
para qualquer func¸a˜o mensura´vel f : r0,8q Ñ C de crescimento polinomial ao menos. Em
particular, pode-se definir poteˆncias fraciona´rias L
s
2 e pI`Lq s2 , e tambe´m propagadores tipo
Schro¨dinger e´itL e operadores Littlewood-Paley (ou operadores de localizac¸a˜o espectral)
sobre L. Tem-se que esses operadores comutam entre si e sa˜o limitados em L2, se seu
s´ımbolos sa˜o limitados. Dessa forma, se f e´ uma func¸a˜o cont´ınua (ou cont´ınua por partes)
e com SpecpLq :“ t`kukě0, podemos definir fpLq por
fpLq “
ÿ
k
fp`kqPk,
como um operador ilimitaddo cujo domı´nio e´
DompfpLqq “
!
w P L2 |
ÿ
k
|fp`kq|2}Pkw}2L2 ă `8
)
.
Usaremos com frequeˆncia o caso em que ftpxq “ eitx e fpxq “ xs{2.
1.2.1 Propriedades espectrais de operadores envolvendo o laplaceano em
variedades compactas
Seja pM, gq uma variedade Riemanniana completa (se M e´ compacta, sabemos
pelo teorema de Hopf-Rinow que M e´ completa) de dimensa˜o d. Considere o operador de
Laplace-Beltrami sobre M , ∆g : C8pMq ÞÑ C8pMq. Uma das propriedades importantes
de operadores e´ poder extendeˆ-los (unicamente) a domı´nios mais gerais, preservando
propriedades do domı´nio de definic¸a˜o. E´ conhecido (veja [57]) que com o domı´nio de
definic¸a˜o D “ C80 pMq, ∆g e´ essencialmente auto-adjunto, ou seja, sua (u´nica) extensa˜o
a` H2pMq (veja sec¸a˜o 2.4 para a definic¸a˜o dos espac¸os de Sobolev sobre M) ainda e´ um
operador auto-adjunto. Ale´m disso, ricas propriedades espectrais desse operador sobre
variedades riemannianas sa˜o conhecidas, veja [12].
Observac¸a˜o 1.6. A partir daqui, (a menos que seja indicado explicitamente) o operador
de Laplace-Beltrami ∆g, sera´ denotado apenas por ∆.
O Teorema abaixo fornece a existeˆncia de autovalores e autofunc¸o˜es para uma
classe de operadores que sa˜o pertubac¸o˜es do operador de Laplace-Beltrami e nos mostra
que eles sa˜o essencialmente auto-adjuntos.
Teorema 1.7. (Autovalores e autofunc¸o˜es do operador de Laplace-Beltrami perturbado).
Seja M compacta, e V P C8pM ;Rq “ C8pMq. Enta˜o, se 0 ă h ď 1, temos:
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piq O operador ∆h,V :“ ´h2∆` V com Domp∆h,V q “ C8pMq e´ essencialmente auto-
adjunto; e possui domı´nio de extensa˜o como sendo H2pMq (para definic¸a˜o dos espac¸os
de Sobolev veja Sec¸a˜o 1.3).
piiq Para cada h ą 0, existe uma base ortonormal tehj u8j“1 Ă C8pMq de L2pMq formada
por autofunc¸o˜es de ∆h,V
∆h,V ehj “ λhj ehj pj “ 1, 2, ...q
onde λhj Ñ 8 quando j Ñ 8.
Demonstrac¸a˜o. Veja [117], pa´gina 356. 2
Teorema 1.8. (Fo´rmula assinto´tica de Weyl). Sob as mesmas hipo´teses do Teorema 1.7,
temos:
piq Para todo a ă b, se λh denotam os autovalores de ∆h,V , enta˜o
7tλh | a ď λh ď bu “ 1p2pihqd
`
volT˚Mta ď |ξ|2g ` V pxq ď bu ` op1q
˘
,
quando hÑ 0.
piiq Se V “ 0, e 0 “ λ0 ă λ1 ď λ2 ď ... ď λj Ñ 8 sa˜o os autovalores do operador ´∆
sobre M , enta˜o
7tj P N | λj ď Au „ αpdqvolpMq ¨ A
d
2
quando AÑ 8, onde αpdq e´ o volume da bola unita´ria em Rd.
Demonstrac¸a˜o. Veja [117] pa´gina 361. 2
Definic¸a˜o 1.9. Seja ϕ P L8pRq. Definimos o operador ϕp∆h,V q : L2pMq Ñ L2pMq por
ϕp∆h,V qf :“
8ÿ
j“1
ϕpλhj qxf, ehj yL2pMqehj
“
8ÿ
j“1
ϕpλhj q
ż
M
fehj dge
h
j
“
8ÿ
j“1
ϕpλhj qP hj f,
(1.2)
onde
P hj f :“ ehj
ż
M
fehj dg,
e´ a projec¸a˜o ortogonal sobre ehj .
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Observac¸a˜o 1.10. Seja tehj ujPN base ortonormal de L2. Enta˜o, ϕp∆h,V q : L2pMq Ñ
L2pMq. De fato, dada f P L2, temos
}ϕp∆h,V qf}2L2 ď
8ÿ
j“1
|ϕpλhj q|2|xf, ehj yL2 |2}ehj }2L2
ď }ϕ}28
8ÿ
j“1
|xf, ehj yL2 |2 “ }ϕ}28}f}2L2 ,
(1.3)
onde na u´ltima equac¸a˜o usamos a identidade de Parseval.
O seguinte lema estabelece uma importante estimativa do tipo Littlewood-Paley
sobre func¸o˜es em LqpMq, cujo demonstac¸a˜o encontra-se em [30], pa´gina 577.
Lema 1.11. (Littlewood-Paley) Seja M compacta e f P LqpMq. Seja ϕ˜ P C80 pRq e
ϕ P C80 pRzt0uq tal que
ϕ˜pλq `
8ÿ
k“1
ϕp2´mkλq “ 1, λ P R,
e P um operador diferencial el´ıptico autoadjunto de ordem2 m ą 0 sobre M , e q P r2,8q.
Enta˜o existe Cq ą 0 tal que
}f}LqpMq ď Cq
¨˝
}ϕ˜pP qf}LqpMq `
˜ 8ÿ
k“1
}ϕp2´mkP qf}2LqpMq
¸ 1
2 ‚˛. (1.4)
O Lema 1.11 indica a importaˆncia de estimar os operadores da forma ϕph2P q
para h P p0, 1s. No lema a seguir, com P “ ´∆, veremos como eles se comportam
entre os espac¸os Lq ´ Lr e nos espac¸os de Sobolev generalizados que sera˜o definidos na
Sec¸a˜o 1.3. Denote por PN a projec¸a˜o smooth sobre |ξ| „ N . Definida via zPNfpξq “
pϕpξ{Nq ´ ϕp2ξ{Nqq pfpξq. Para s ě 0 e 1 ď p ď q ď `8, as seguintes estimativas do tipo
Bernstein sa˜o va´lidas sobre Rd (veja [109] pa´gina 333)
1. }PNf}LqpRdq Àp,q,d N dp´ dq }PNf}LppRdq,
2. }PN |∇|˘sf}LppRdq „p,s,d N˘s}PN |∇|˘sf}LppRdq.
2 Um operador P de segunda ordem (m “ 2) el´ıptico sobre M toma a forma
P “ P px, BBx q “
ÿ
i,j
´aijpxq BBxi
B
Bxj ` b
ipxq BBxi ` cpxq
em cordenadas locais, onde aij , bi , c sa˜o coeficientes reais (suaves) e paijqij e´ sime´trica e positiva
definida. Isto e´, o s´ımbolo principal σpP qpx, ξq “
ÿ
i,j
aijpxqξiξj de P satisfaz
σpP qpx, ξq ě γ|ξ|2gx , px, ξq P T˚M,
para algum γ ą 0. Como M e´ compacta, operadores el´ıpticos sa˜o uniformemente el´ıpticos.
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A seguir temos o ana´logo sobre M , dessas estimativas cujas demonstrac¸o˜es sa˜o
na˜o triviais e utilizam va´rias ferramentas de Ca´lculo Funcional.
Proposic¸a˜o 1.12. (Estimativas tipo Bernstein). As seguintes afirmativas sa˜o verdadeiras:
piq Assuma que 1 ď q ď r ď `8. Defina para h P p0, 1s, o operador ∆h :“ ´h2∆ e seja
ϕ P C80 pRq. Enta˜o, para toda f P LqpMq, existe Cr,q ą 0 tal que
}ϕp∆hqf}LrpMq ď Cr,qhdp 1r´ 1q q}f}LqpMq. (1.5)
piiq Suponha p P p1,`8q e s ě 0. Enta˜o, para toda ϕ P C80 pRzt0uq, existe C ą 0 tal que
}ϕp∆hqf}LppMq ď Chs}ϕp∆hqf}W s,ppMq, (1.6)
para toda f P W s,ppMq.
Demonstrac¸a˜o. Para a parte piq, veja [88] pa´gina 1187 e para piiq veja [28] pa´gina 7. 2
Como consequeˆncia deste resultado, vamos deduzir a seguinte estimativa.
Proposic¸a˜o 1.13. Sob as hipo´teses da Proposic¸a˜o 1.12, temos
}ϕp∆hq}LrÑLr ď Chdp 1r´ 1q q}ϕp∆hq}LqÑLq . (1.7)
Demonstrac¸a˜o. Usando a Proposic¸a˜o 1.12 com q “ r, para f P LrpMq, obtemos
}ϕp∆hqf}LrpMq ď Cr}f}LrpMq,
e portanto,
}ϕp∆hq}LrpMq ď Cr.
Agora, seja rϕ P C80 pRq tal que rϕ ¨ ϕ “ ϕ. Novamente, usando a Proposic¸a˜o 1.12 com rϕ no
lugar de ϕ e ϕp∆hqf no lugar de f , obtemos
}rϕp∆hqϕp∆hqf}LrpMq ď Cr,qhdp 1r´ 1q q}ϕp∆hqf}LqpMq. (1.8)
Usando a Definic¸a˜o 1.9 para o operador ϕp∆hq, obtemos
rϕp∆hqϕp∆hqf “ 8ÿ
j“1
rϕpλhj qxϕp∆hqf, ehj yL2ehj
“
8ÿ
j“1
rϕpλhj q
˜ 8ÿ
`“1
ϕpλh` qxf, eh` yL2δ`j
¸
ehj
“
8ÿ
j“1
rϕpλhj qϕpλhj qxf, ehj yL2ehj
“
8ÿ
j“1
ϕpλhj qxf, ehj yL2ehj “ ϕp∆hqf.
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Retornando a desigualdade (1.8), obtemos que para 1 ď q ď r ď `8, vale
}ϕp∆hqf}LrpMq ď Cr,qhdp 1r´ 1q q}ϕp∆hqf}LqpMq. (1.9)
Como consequeˆncia, se f P Lr, segue que
}ϕp∆hqf}LrpMq ď Cr,qhdp 1r´ 1q q}ϕp∆hqf}LqpMq
ď Chdp 1r´ 1q q}ϕp∆hq}LqÑLq}f}LqpMq
ď Chdp 1r´ 1q q}ϕp∆hq}LqÑLq}f}LrpMq,
e portanto, segue a relac¸a˜o (1.7). 2
1.3 Espac¸os de Sobolev sobre variedades riemannianas
Dada M compacta, podemos considerar um atlas finito A “ pUν , κνqkν“1 e
uma partic¸a˜o da unidade phνqkν“1 sobre M , subordinada a` uma cobertura finita tUνukν“1,
cumprindo suppphνq Ă Bpyν , rq Ă Uν , (onde Bpyν , rq denota a bola aberta de centro yν
e raio r ą 0), 0 ď hν ď 1 e
ÿ
ν
hν “ 1 em M . Com isso, define-se o espac¸o de Sobolev
HspMq :“ W s,2pMq de ordem s ě 0 como sendo o completamento do espac¸o de func¸o˜es
suaves DpMq :“ tf : M Ñ C : f P C8pMqu com a norma
}f}HspMq “
˜ÿ
ν
}phνfq ˝ κν}2HspBpxν ,r˜qq
¸ 1
2
. (1.10)
Note que considerando as cartas locais κν : Bpxν , r˜q Ă Rd Ñ Bpyν , rq ĂM , temos
phνfq ˝ κν : Bpxν , r˜q Ă Rd Ñ C.
Logo, phνfq ˝ κν possui suporte em
κ´1ν psuppphνfqq Ă Bpxν , r˜q Ă Rd.
Deste modo, podemos assumir que phνfq ˝ κν seja extendida como sendo zero fora do seu
suporte e sua norma pode de fato ser calculada em Rd.
Ana´logo aos espac¸os de Sobolev sobre Rd, tem-se a seguinte estimativa na˜o
linear no contexto riemanniano cuja prova segue usando as cartas locais.
Lema 1.14. Sejam f, g P HspMq X L8pMq, ps ą 0q. Enta˜o existe C ą 0 tal que
}fg}HspMq ď C
`}f}HspMq}g}L8pMq ` }f}L8pMq}g}HspMq˘ . (1.11)
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De um ponto de vista geral, dados σ ą 0 e q ě 1 podemos definir os espac¸os
de Sobolev generalizados W σ,qpMq de ordem σ baseados sobre LqpMq, com norma
}f}Wσ,qpMq :“ }p1´∆qσ{2f}LqpMq. (1.12)
Por definic¸a˜o, HσpMq :“ W σ,2pMq e a norma definida em (1.10) e´ equivalente a definida
em (1.12) via a equivaleˆncia
}f}HspMq « }f}L2pMq ` }p´∆qs{2f}L2pMq « }p1´∆qs{2f}L2pMq. (1.13)
Para detalhes dessa equivaleˆncia de normas, veja [88] e [95]. Usaremos ainda a seguinte
equivaleˆncia dada em [88], pa´gina 1187. Suponha que tenhamos ϕ P C80 pRq, suppϕ Ă
p1{4, 4q, 0 ď ϕ ď 1,
8ÿ
j“0
ϕp2´2jtq “ 1 para t ě 1 e uma partic¸a˜o 4-a´dica da unidade sobre
r1,8q, enta˜o vale a seguinte equivaleˆncia de normas:
}f}HspMq « }f}L2pMq `
´ 8ÿ
j“0
22sj}ϕp´2´2j∆qf}2L2pMq
¯1{2
. (1.14)
Definidos os espac¸os de Sobolev, listaremos a seguir propriedades importantes
que sera˜o utilizados com frequeˆncia nos pro´ximos cap´ıtulos.
Proposic¸a˜o 1.15. (Imerso˜es de Sobolev).
paq Para s ă d{2 e s ě d{2´ d{p, 2 ă p ă 8, o espac¸o HspMq e´ continuamente imerso
no espac¸o LppMq. Se a desigualdade e´ estrita, a imersa˜o e´ compacta;
pbq Para σ ą s o espac¸o HσpMq e´ continuamente imerso em HspMq. Em particular, se
s ě 0 enta˜o os elementos de HspMq sa˜o func¸o˜es de quadrado integra´vel;
pcq Para σ ą s a imersa˜o HσpMq Ă HspMq e´ compacta;
pdq O espac¸o C8pMq e´ denso em HspMq. O espac¸o C`pMq e´ denso em HspMq para
s ď `. O espac¸o HσpMq e´ denso em HspMq para σ ą s.
Demonstrac¸a˜o. Veja [3], pa´gina 29. 2
Proposic¸a˜o 1.16. Seja M compacta de dimensa˜o d. Seja p, q ě 1 e k P Nzt0u e suponha
que
1{q “ 1{p´ k{d.
Enta˜o W k,ppMq e´ continuamente imerso em LqpMq e vale
}u}LqpMq ď C}u}Wk,ppMq.
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Proposic¸a˜o 1.17. (Rellich-Kondrashov). Seja M compacta de dimensa˜o d. Seja p ě 1
e k P Nzt0u tal que kp ă d. Seja q ě 1 e m P N tal que m ă k e 1 ď q ă dp
d´ pk ´mqp .
Enta˜o a imersa˜o W k,ppMq ãÑ Wm,qpMq e´ compacta. Em particular, para p P r1, dq e
q P r1, dp
d´ pq, a imersa˜o W
1,ppMq ãÑ LqpMq e´ compacta.
Demonstrac¸a˜o. Veja [74], pa´gina 37. 2
Proposic¸a˜o 1.18. (Fo´rmula de integrac¸a˜o por partes). Suponha que u P H2pMq e v P
H1pMq enta˜o, ż
M
x∇gu,∇gvygdg “ ´
ż
M
∆uvdg. (1.15)
Demonstrac¸a˜o. Veja [40], pa´gina 153. 2
Sera´ de grande utilidade nos pro´ximos cap´ıtulos a seguinte versa˜o da desigual-
dade de Gagliardo-Nirenberg sobre variedades riemannianas compactas.
Proposic¸a˜o 1.19. Seja M compacta de dimensa˜o d ě 2 e 1 ă p ď 2. Se 1 ď q ă r ă
p˚ “ dp
d´ p e θ “ θpp, q, rq “
dppr ´ qq
rpqpp´ dq ` dpq P p0, 1s, enta˜o
}u} pθLrpMq ď
´
Aopt}∇gu}pLppMq `B}u}pLppMq
¯
}u}
pp1´θq
θ
LqpMq (1.16)
onde
Aopt “ inf
!
A P R : existe B P R tal que p1.16q e´ va´lida
)
. (1.17)
Demonstrac¸a˜o. Veja [38], pa´gina 854. 2
Observac¸a˜o 1.20. O valor expl´ıcito de Aopt e´ conhecido no caso em que q ą p e r “
ppq ´ 1q
p´ 1 , veja [38] pa´gina 853.
1.4 Estimativas de Strichartz
Seja pM, gq uma variedade riemanniana completa de dimensa˜o d ě 2. Esti-
mativas de Strichartz sa˜o uma famı´lia de estimativas dispersivas sobre soluc¸o˜es upt, xq :
r´T, T s ˆM ÝÑ C para a equac¸a˜o de Schro¨dinger linear
iBtu`∆u “ 0, up0, xq “ u0pxq. (1.18)
Na forma mais geral, as estimativas de Strichartz afirmam que
}u}Lppr´T,T s;LqpMqq ď C}u0}HspMq, (1.19)
para algum s ě 0 e com os pares pp, qq obedecendo a seguinte definic¸a˜o3
3 Para o caso p “ 2, veja [81].
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Definic¸a˜o 1.21. Diremos que um par pp, qq P r1,8s ˆ r1,8s e´ d-admiss´ıvel (d ě 2) se
2
p
` d
q
“ d2 (1.20)
com p ě 2, pp, qq ‰ p2,8q.
Consideremos primeiro M “ pRd, δijq. Neste caso, sabemos que o grupo linear
de Schro¨dinger pode ser escrito na forma expl´ıcita
Sptqfpxq “ 1p4ipitq d2
ż
Rd
ei|x´y|
2{4tfpyqdy. (1.21)
De (1.21), obtemos a seguinte estimativa de dispersa˜o
}Sptqf}L8pRdq ď C|t|d{2 }f}L1pRdq. (1.22)
Usando argumentos funcional-anal´ıticos e a propriedade de dispersa˜o (1.22) obtem-se as
estimativas de Strichartz no caso euclideano.
Proposic¸a˜o 1.22. Se pp, qq e´ um par d-admiss´ıvel, existe uma constante C ą 0 tal que˜ż
R
ˆż
Rd
|Sptqfpxq|qdx
˙p{q
dt
¸1{p
ď C}f}L2pRdq. (1.23)
Demonstrac¸a˜o. Veja [86], pa´gina 68. 2
Por exemplo, note que se d “ 2, o par p4, 4q e´ admiss´ıvel. Logo,
f P L2pR2q ùñ Sptqf P L4pRˆ R2q.
A famı´lia de estimativas (1.22) tem consequeˆncias importantes na teoria de boa colocac¸a˜o
da equac¸a˜o de Schro¨dinger na˜o linear sobre Rd, para dado inicial com baixa regularidade.
Para deltalhes completos veja [37, 86, 22] e refereˆncias contidas neles.
1.4.1 Estimativas de Strichartz em geometrias na˜o euclideanas
Considere agora a situac¸a˜o hipote´tica em que M e´ compacta. Primeiramente,
notemos que pela parte paq da Proposic¸a˜o 1.15, com s “ 2{p “ d{2´d{p, temos H 2p pMq :“
W
2
p
,2pMq ãÑ LqpMq. Logo,
}eit∆u0}LqpMq À }eit∆u0}
H
2
p pMq “ }u0}H 2p pMq.
Tomando a norma Lppr´T, T sq, temos
}eit∆u0}Lppr´T,T s;LqpMqq ď CT }u0}
H
2
p pMq.
Portanto, estimativas do tipo Strichartz em variedades compactas, sa˜o interessantes apenas
se a perda de derivadas for menor que
2
p
. Ale´m disso, temos dois pontos importantes a
destacar:
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‚ Se u “ 1, tem-se que u e´ soluc¸a˜o da equac¸a˜o de Schro¨dinger linear sobre M
iBtu`∆u “ 0, u0 “ 1, (1.24)
onde pt, xq P RˆM . Deste modo, se tivermos uma estimativa de dispersa˜o semelhante
a` (1.22), teremos
}eit∆u0}L8 ď C|t| d2 }u0}L1pMq “
CvolpM, gq
|t| d2 .
Usando que L8 ãÑ L2, uma vez que M e´ compacta, segue que
pvolpM, gqq1{2 “ }u0}L2 “ }eit∆u0}L2 À }eit∆u0}L8 À volpM, gq|t| d2 .
Portanto, para tÑ `8, vemos que uma estimativa de dispersa˜o sobre M ana´loga
ao caso euclideano na˜o faz sentido globalmente.
‚ Usando fo´rmula de Weyl enunciada no item (ii) da Proposic¸a˜o 1.8, podemos mostrar
que para todo t, o operador eit∆ : L1pMq Ñ L8pMq na˜o e´ limitado (Confira Apeˆndice
A).
As estimativas do tipo Strichartz no caso em que M ‰ pRd, δijq (geometrias
na˜o flat ) tem sido muito estudadas ao longo dos anos 2000. Entretanto, impondo algumas
restric¸o˜es sobre a geometria da variedade, estimativas sem perda de derivadas foram
obtidas (isto e´, s “ 0 em (1.19)). Para melhor expor o progresso nesta a´rea de pesquisa,
vamos listar com mais detalhes importantes resultados.
p1q M “ Td, toro d-dimensional, [23].
p2q Variedades assintoticamente coˆnicas, com a condic¸a˜o non-trapping, [71].
p3q Variedades compactas com bordo suave estritamente geodesicamente coˆncavo, [77].
p4q Variedades com geode´sicas hiperbolicamente fechadas, [34].
p5q Domı´nios euclideanos, [8].
p6q Domı´nios Poligonais, [14].
p7q Variedades assintoticamente euclideanas, [48].
p8q Toro irracional, [68].
p9q Espac¸os localmente sime´tricos, [56].
p10q Variedades compactas com bordo, [20].
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1.4.2 Estimativa de dispersa˜o local para dado inicial espectralmente localizado
e consequeˆncias
Nesta subsec¸a˜o vamos focar no estudo de estimativas de Strichartz com perda
na˜o trivial apresentadas em [30]. O seguinte resultado e´ devido a Burq, Ge´rard, Tzvetkov
(veja [30] pa´gina 579), e e´ uma das pec¸as fundamentais para estebeler as estimativas de
Strichartz sobre variedades compactas. Por uma questa˜o de clareza, vamos fazer um esboc¸o
da prova.
Lema 1.23. Seja M compacta de dimensa˜o d ě 2. Seja ϕ P C80 pRq. Existem α˚ ą 0 e
C ą 0 tal que, para todo u0 P C8pMq e todo4 h P p0, 1s›››eit∆ϕp´h2∆qu0›››
L8pMq
ď C|t| d2 }u0}L1pMq (1.25)
para todo t P r´α˚h, α˚hs.
Demonstrac¸a˜o. Primeiro, denote o tempo semicla´ssico5 por t “ hs, e introduza
wps, xq :“ vphs, xq “ ϕph2∆qeihs∆v0pxq.
Se v e´ uma soluc¸a˜o da equac¸a˜o$&%iBtv `∆v “ 0vp0, xq “ ϕp´h2∆qv0pxq, (1.26)
sobre um intervalo de tempo Ia,b :“ ra, bs com pa ă bq, enta˜o, w satisfaz a equac¸a˜o
semicla´ssica $&%ihBsw ` h2∆w “ 0wp0, xq “ ϕp´h2∆qv0pxq, (1.27)
sobre o intervalo Ih,a,b :“ ra{h, b{hs, onde h P p0, 1s. O segundo passo e´ construir uma
soluc¸a˜o aproximada
w˜ P C8pr´α˚, α˚s ˆB2q,
para (1.27) em coordenadas locais, compactamente suportada, onde B2 Ă Rd e´ uma bola
aberta induzida com a me´trica euclideana g e α˚ ą 0 e´ adequado, satisfazendo$&%ihBsw˜ ` h2∆w˜ “ rw˜p0, xq “ χ0pxqψphDqw0pxq, (1.28)
com χ0 P C80 pB2q, ψ P C80 pRdq e
ψphDqw0pxq “ 1p2pihqd
ż
RdˆRd
e
i
h
xx´y,ξyψpx` y2 , ξqw0pyqdydξ,
4 A escolha que faremos para o paraˆmetro h nas estimativas a seguir e´ h “ 2´`, ` P N.
5 O termo semicla´ssico se refere a uma teoria na qual uma parte do sistema e´ descrita quaˆntico-
mecanicamente enquanto a outra e´ tratada classicamente.
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e´ um operador pseudodiferencial (veja [117] pa´gina 3 para a definic¸a˜o).
Usando a fo´rmula de Duhamel, podemos escrever a soluc¸a˜o de (1.28) como
w˜ps, xq “ eihs∆pχ0ψphDqw0pxqq ´ i
h
ż s
0
eihps´τq∆rpτ, xqdτ.
Por outro lado, usando o me´todo WKB6 pode-se provar que w˜ pode ser escrito como um
operador integral de Fourier, e que w˜ satisfaz o sistema (1.28) com
}r}L8pr´α˚,α˚s;HσpRdqq ď ChN`2´d´σ}w0}L1pB1q
para algum σ ą d2 , N ą 0, e
}w˜psq}L8pB2q ď Cph|s|qd{2 }w0}L1pB1q, |s| ď α com B2 ĂĂ B1.
A parte final se resume em aproximar a soluc¸a˜o w por w˜ em coordenadas locais, usando a
definic¸a˜o da norma Hσ em (1.10) para obter (1.25). 2
O seguinte resultado geral sera´ utilizado para transformar uma estimativa de
dispersa˜o para dado inicial espectralmente localizado em uma famı´lia de estimativas de
Strichartz.
Lema 1.24. (Keel-Tao [81]). Seja pX,A, µq um espac¸o de medida σ-finita, e U : R Ñ
BpL2pX,A, µqq uma aplicac¸a˜o fracamente mensura´vel satisfazendo, para algum A, σ ą 0,
piq }Uptq}L2ÑL2 ď A, t P R,
piiq }UptqUpτq˚f}L8 ď A|t´ τ |σ }f}L1, t, τ P R.
Enta˜o, para todo par p, q P r1,8s satisfazendo
2
p
` 2σ
q
“ σ, (1.29)
com p ě 2, pp, qq ‰ p2,8q, temosˆż
R
}Uptqf}pLqdt
˙ 1
p ď B}f}L2 . (1.30)
Ale´m disso, B depende somente de A, σ, p, q.
6 Em f´ısica matema´tica, a aproximac¸a˜o WKB ou me´todo WKB e´ um me´todo de encontrar soluc¸o˜es
aproximadas de equac¸o˜es diferenciais parciais com coeficientes variando no espac¸o. E´ geralmente
utilizado para ca´lculos quase-cla´ssicos na mecaˆnica quaˆntica, na qual a func¸a˜o de onda e´ reescrita como
uma func¸a˜o exponencial, quase-classicamente expandida, e em seguida a amplitude ou a fase e´ variada
lentamente. O nome e´ um acroˆnimo para Wentzel-Kramers-Brillouin.
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Agora se p˜ P r1,8s e denotando por p˜1 o expoente conjugado de p˜, ou seja,
1
p˜
` 1
p˜1
“ 1, vale a seguinte versa˜o na˜o-homogeˆnea de (1.30),
ˆż
R
››››ż t´8 UptqU˚pτqfpτqdτ
››››p
Lq
dt
˙ 1
p
ď C}f}Lp˜1 pR;Lq˜1 q (1.31)
para todos pares pp, qq, pp˜, q˜q que satisfazem a condic¸a˜o (1.29).
Como consequeˆncia da estimativa (1.25), e do Lema 1.24, temos
Proposic¸a˜o 1.25. Seja pp, qq um par d-admiss´ıvel, enta˜o dada ϕ P C80 pRq existe C ą 0
tal que para qualquer h P p0, 1s e qualquer intervalo de comprimento |J | ď α˚h,ˆż
J
}eit∆ϕp´h2∆qu0}pLqdt
˙1{p
ď C}u0}L2 . (1.32)
Demonstrac¸a˜o. Seja h P p0, 1s, ϕ P C80 pRq, e J qualquer intervalo com |J | ď α˚h e
defina o operador
Uptq “ χJptqeit∆ϕp´h2∆q.
Note que dada f P L2, ϕp´h2∆q : L2 Ñ L2 e´ cont´ınuo, e assim
}Uptqf}L2 ď }eit∆ϕp´h2∆qf}L2 “ }ϕp´h2∆qf}L2 Àϕ }f}L2 .
Portanto, }Uptq}L2ÑL2 Àϕ 1. Agora, note que
UptqU˚pτq “ χJptqχJpτqeit∆ϕp´h2∆qpeiτ∆ϕp´h2∆qq˚
“ χJptqχJpτqϕp´h2∆qeipt´τq∆ϕp´h2∆q,
onde usamos o fato que eit∆ e ϕp´h2∆q comutam. Agora, usando a estimativa (1.5) com
r “ `8 “ q e a estimativa (1.25), obtemos que para f P C8pMq, tem-se
}UptqUpτq˚f}L8 ď }ϕp´h2∆qeipt´τq∆ϕp´h2∆qf}L8
ď }ϕp´h2∆q}L8ÑL8}eipt´τq∆ϕp´h2∆qf}L8
À 1|t´ τ |d{2 }f}L1 ,
se |t´ τ | ď α˚h. Finalmente, aplicando o Lema 1.24 para o operador Uptq, obtemosˆż
J
}eit∆ϕp´h2∆qu0}pLqdt
˙ 1
p Àϕ,d,p,q }u0}L2 , onde |J | ď α˚h.
2
Observe que a estimativa (1.32) ficou restrita a um intervalo J de comprimento
ď α˚h. Podemos estabelecer tal estimativa em intervalo de comprimento maior. Sem perda
Cap´ıtulo 1. Resultados preliminares 33
de generalidade, consideremos I “ r´1, 1s. Usando uma α˚h–partic¸a˜o (veja Definic¸a˜o 1.5),
podemos escrever I “ r´1, 1s “ J1 Y . . . Y JL, com |Jk| ď α˚h e L ď 2
α˚h
. Portanto,
aplicando a estimativa (1.32) sobre os intervalos Jk, segue queż 1
´1
}eit∆ϕp´h2∆qu0}pLqdt ď
Lÿ
k“1
ż
Jk
}eit∆ϕp´h2∆qu0}pLqdt
ď LCp}u0}pL2
ď 2C
p
α˚h
}u0}pL2 .
(1.33)
Portanto, de (1.33) segue
}eit∆ϕp´h2∆qu0}Lppr´1,1s;LqpMqq ď C˜
h1{p
}u0}L2 , (1.34)
onde podemos trocar u0 por ϕp´h2∆qu0 no lado direito.
A demonstrac¸a˜o do resultado a seguir e´ feita em [30]. Vamos reproduzir a prova
aqui com mais detalhes com o intuito de apresentar como sa˜o utilizadas algumas das
estimativas que foram introduzidas nas sec¸o˜es anteriores. O objetivo e´ utilizar a estimativa
de dispersa˜o local para dado inicial espectralmente localizado (1.34) para obter uma
estimativa de Strichartz local sem restric¸a˜o sobre localizac¸a˜o do dado inicial.
Proposic¸a˜o 1.26. Seja M compacta de dimensa˜o d ě 2. A soluc¸a˜o u “ eit∆u0 da
equac¸a˜o de Schro¨dinger linear, satisfaz, para qualquer intervalo de tempo finito I, e pp, qq
d-admiss´ıvel, com q ă 8,
}u}LppI,LqpMqq ď CpIq}u0}
H
1
p pMq. (1.35)
Demonstrac¸a˜o. Considere I :“ r´1, 1s. Pela decomposic¸a˜o de Littlewood-Paley dada
pelo Lema 1.11, no caso particular em que P “ ´∆ e 2 ď q ă 8, obtemos
}f}LqpMq À }ϕ˜p´∆qf}LqpMq `
˜ 8ÿ
k“1
}ϕp´2´2k∆qf}2LqpMq
¸ 1
2
. (1.36)
Substituindo f “ eit∆u0 em (1.36), e em seguida tomando a norma Lp “ Lpr´1, 1s, segue
que ›››eit∆u0›››
Lppr´1,1s;LqpMqq
À
›››ϕ˜p´∆qeit∆u0›››
Lppr´1,1s,LqpMqq
`
››››››
˜ 8ÿ
k“1
}ϕp´2´2k∆qeit∆u0}2LqpMq
¸ 1
2
››››››
Lppr´1,1sq
“: A1 ` A2.
(1.37)
Tomando h “ 1 em (1.34) podemos estimar o termo A1 no lado direito de (1.37) por
A1 “
›››eit∆ϕ˜p´∆qu0›››
Lppr´1,1s;LqpMqq
À }u0}L2pMq. (1.38)
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Para estimar o termo A2, usamos p ě 2 e o fato que os operadores eit∆ e ϕp´2´2k∆q
comutam para obter
A2 ď
˜ 8ÿ
k“1
›››ϕp´2´2k∆qeit∆u0›››2
Lppr´1,1s,LqpMqq
¸ 1
2
“
˜ 8ÿ
k“1
›››eit∆ϕp´2´2k∆qu0›››2
Lppr´1,1s,LqpMqq
¸ 1
2
.
(1.39)
Agora, usando a estimativa (1.34) com h “ 2´k, teremos que
A2 ď
¨˝
8ÿ
k“1
˜
C˜` 1
2k
˘1{p ›››ϕp´2´2k∆qu0›››L2
¸2‚˛12 “ C˜ ˜ 8ÿ
k“1
2
2k
p
›››ϕp´2´2k∆qu0›››2
L2
¸ 1
2
. (1.40)
Assim, conclu´ımos de (1.38), (1.40) e da equivaleˆncia de normas (1.14), que
›››eit∆u0›››
Lppr´1,1s,LqpMqq
À }u0}L2pMq `
˜ 8ÿ
k“1
2
2k
p
›››ϕp´2´2k∆qu0›››2
L2pMq
¸ 1
2
À }u0}
H
1
p pMq.
2
Observac¸a˜o 1.27. Em alguns casos, a 1{p-perda de derivada mostrou-se ser inevita´vel,
como no caso em que M “ pSd, canq, veja [30] pa´ginas 596–599.
Observac¸a˜o 1.28. Existe tambe´m, (veja [88]) estimativas do tipo Strichartz com perda
de derivadas no caso de me´tricas degeneradas, isto e´, a matriz rgijs dos coeficientes da
me´trica g na˜o e´ necessariamente positiva definida. Isto inclui por exemplo operadores na˜o
el´ıpticos, e pode-se provar que em alguns casos, como por exemplo, M “ S3 ˆ S3 que o
resultado e´ de fato o´timo, (veja [88] pa´gina 1191).
Observac¸a˜o 1.29. (Estimativas de Strichartz versus ı´ndice da imersa˜o de Sobolev).
Podemos nos perguntar sobre como o ı´ndice de perda de derivadas 1{p dado em (1.35) esta´
relacionado com o ı´ndice σ ą d
q
da imersa˜o de Sobolev W σ,qpMq ãÑ L8pMq. Considere
estimativas de Strichartz com
δ
p
-perda (por exemplo, no caso de (1.35), temos δ “ 1),
enta˜o
}eit∆f}Lppr0,T s;LqpMqq ď C}f}
H
δ
p pMq,
onde 0 ă δ ă 2. Como nos cap´ıtulos seguintes estaremos interessados na teoria de boa
colocac¸a˜o local, e´ importante considerar s ą d2 ´ x onde x ą 0 e´ maior poss´ıvel
7. Seja
s :“ δ
p
` σ, enta˜o
δ
p
` σ ą d2 ´ x.
7 Lembre que se s ą d{2, temos Hs ãÑ L8.
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Como o par pp, qq e´ d-admiss´ıvel, d2 “
2
p
` d
q
, portanto,
σ ` x ą 2
p
` d
q
´ δ
p
“ 2´ δ
p
` d
q
.
Consequentemente,
σ ´ d
q
ą 2´ δ
p
´ x.
Podemos tomar σ “ d
q
` , com  ą 0 arbitra´rio. Logo, conclu´ımos que uma boa escolha e´
x “ 2´ δ
p
. Logo, para as estimativas que faremos para boa colocac¸a˜o local, uma escolha
compat´ıvel para o ı´ndice de Sobolev e´
s ą d2 ´
´2´ δ
p
¯
.
1.5 Aplicac¸o˜es das estimativas de Strichartz
1.5.1 Estimativas de Strichartz na˜o homogeˆneas
Se pp, qq e´ um par d-admiss´ıvel, podemos utilizar a estimativa de dispersa˜o local
(1.35) para estabelecer algumas estimativas lineares e na˜o lineares que sera˜o aplicadas para
obter resultados de boa colocac¸a˜o no contexto de variedades compactas. Vamos enunciar
as estimativas na forma de lemas.
Lema 1.30. Se pp, qq e´ d-admiss´ıvel, e q ă 8, enta˜o››››ż t
0
eipt´τq∆F pτqdτ
››››
Lppr0,T s;LqpMqq
ď CT }F }
L1pr0,T s;H 1p pMqq. (1.41)
Demonstrac¸a˜o. A prova e´ feita em [30], pa´gina 584. Vamos reproduzir a prova aqui. Seja
Ftpτq :“ χr0,tspτqeipt´τq∆F pτq, usando a desigualdade de Minkowski, segue que››››ż t
0
eipt´τq∆F pτqdτ
››››
Lppr0,T s;LqpMqq
“
›››››
››››ż T
0
Ftpτqdτ
››››
LqpMq
›››››
Lppr0,T sq
ď
››››ż T
0
}Ftpτq}LqpMq dτ
››››
Lppr0,T sq
ď
ż T
0
›››}Ftpτq}LqpMq›››
Lppr0,T sq
dτ “
ż T
0
}Ftpτq}Lppr0,T s;LqpMqq dτ.
Agora,ż T
0
}Ftpτq}Lppr0,T s;LqpMqq dτ ď
ż T
0
››eipt´τq∆F pτq››
Lppr0,T s;LqpMqq dτ ď CT
ż T
0
}F pτq}
H
1
p
dτ,
o que prova o lema. 2
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Lema 1.31. Seja pp, qq um par d-admiss´ıvel, e σ :“ s ´ 1
p
, onde s ą d2 ´
1
p
(p ą 2).
Enta˜o, temos
}eit∆u0}Lppr0,T s;Wσ,qpMqq “ }p1´∆qσ2 eit∆u0}Lppr0,T s;LqpMqq À }u0}HspMq. (1.42)
Demonstrac¸a˜o. Como os operadores p1´∆qσ2 e eit∆ comutam, temos
}p1´∆qσ2 eit∆u0}Lppr0,T s;LqpMqq “ }eit∆p1´∆qσ2 u0}Lppr0,T s;LqpMqq.
Agora, aplicando a estimativa de Stricharz (1.35), obtemos
}eit∆p1´∆qσ2 u0}Lppr0,T s;LqpMqq ÀT }p1´∆qσ2 u0}H1{ppMq.
Por definic¸a˜o, temos
}p1´∆qσ2 u0}H1{ppMq “ }p1´∆q
1
2p p1´∆qσ2 u0}L2pMq.
Finalmente, aplicando a propriedade de semigrupo p1´∆qαp1´∆qβ “ p1´∆qα`β, obtemos
}p1´∆q 12p p1´∆qσ2 u0}L2pMq “ }p1´∆q 12 p 1p`σqu0}L2pMq
À }u0}
H
1
p`σpMq “ }u0}HspMq.
2
Lema 1.32. Seja pp, qq um par admiss´ıvel e σ :“ s´ 1
p
ą d
q
. Enta˜o temos
››››ż t
0
eipt´τq∆F pupτqqdτ
››››
Lppr0,T s;Wσ,qpMqq
À }F puq}L1pr0,T s;HspMqq, (1.43)
onde s ą 1
p
` d
q
“ d2 ´
1
p
.
Demonstrac¸a˜o. Basta imitar a prova de (1.41) aplicando (1.42). 2
Observac¸a˜o 1.33. Note que no Lema 1.31 temos s ą d2 ´
1
p
, e no Lema 1.32 temos
s ą 1
p
` d
q
. Como utilizaremos ambos lemas com o mesmo par pp, qq d-admiss´ıvel, temos
2
p
` d
q
“ d2 ùñ
d
2 ´
1
p
“ 1
p
` d
q
.
Portanto, na˜o ha´ divergeˆncias na escolha de s neste caso.
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Proposic¸a˜o 1.34. (Estimativa na˜o-homogeˆnea geral). Seja M uma variedade riemanniana
compacta de dimensa˜o d ě 2 e p1, p2, q1, q2 P r2,8s com
2{pi ` d{qi “ d{2, ppi, qi, dq ‰ p8, 2, 2q.
Para qualquer ϕ P C80 pRq existe α˚ ą 0 e C ą 0 tal que para qualquer h P p0, 1s e qualquer
intervalo J de comprimento |J | ď α˚h{2, temos››››ż t´8 eipt´τq∆ϕp´h2∆qF pτqdτ
››››
Lp1 pJ ;Lq1 pMqq
ď C}ϕp´h2∆qF }
L
p12 pJ ;Lq12 pMqq (1.44)
Demonstrac¸a˜o. Segue da estimativa (1.31), considerando Uptq “ eit∆ϕp´h2∆qχJptq. 2
1.5.2 Estimativas do tipo Lq para autofunc¸o˜es do laplaceano
Seja M uma variedade compacta de dimensa˜o d ě 2. Podemos aplicar as
estimativas de Strichartz para obter estimativas Lq para as autofunc¸o˜es do laplaceano. De
fato, observe que aplicando (1.35) com u0 “ ek, temos
}eit∆ek}Lppr0,1s,LqpMqq ď }ek}
H
1
p pMq.
Agora, notemos que
eit∆pekq “
ÿ
j
eitλjPjpekq “
ÿ
j
eitλjejxek, ejyL2 “ eitλkek
e
}ek}2H1{p À
ÿ
j
p1` λ2jq1{2p}Pjpekq}2L2 “ p1` λ2kq1{2p.
Retornando a desigualdade acima, obtemos que
}ek}LqpMq ď p1` λ2kq1{2p À λ1{pk . (1.45)
Como pp, qq e´ d- admiss´ıvel, note que 1{p “ d{4´ d{2q. Estimativas da forma (1.45) foram
obtidas por C. Sogge em [103, 104, 105] e sa˜o conhecidas como estimativas de Sogge.
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2 Sistema de Schro¨dinger-Debye sobre varie-
dades compactas
2.1 Introduc¸a˜o
Neste Cap´ıtulo, abordaremos o PVI associado ao sistema de Schro¨dinger-Debye,
que e´ descrito matematicamente pelo sistema de equac¸o˜es a seguir$’’’&’’’%
iBtu`∆u “ uv, pt, xq P r0,8q ˆM,
κ Btv ` v “ λ|u|2,
up0, xq “ u0, vp0, xq “ v0,
(2.1)
onde M “ pMd, gq e´ uma variedade riemanniana compacta, sem bordo (BM “ H), de
dimensa˜o d ě 2, u “ upt, xq e´ uma func¸a˜o complexa, v “ vpt, xq e´ uma func¸a˜o real, κ ą 0
e´ uma constante, λ “ ˘1. Os casos λ “ ´1 e λ “ 1 sa˜o chamados caso focalizante e
desfocalizante, respectivamente. Este modelo aparece em o´ptica na˜o-linear e descreve a
interac¸a˜o atrasada na˜o-ressonante de uma onda eletromagne´tica com um meio (veja [43, 91]
para mais detalhes). No caso euclideano, o modelo descrito em (2.1) foi muito estudado
ao longo dos anos 2000 por diversos autores (veja [18, 19, 43, 44, 46, 36, 45] e refereˆncias
contidas neles) e no caso perio´dico M “ Td em [4].
No modelo em que nos propomos a estudar, a me´trica na˜o-euclideana pgijq
corresponderia essencialmente a um meio com ı´ndice o´ptico varia´vel, ou seja, um meio na˜o
homogeˆneo (veja [58, 59] para mais detalhes). De acordo com [18, 19], no caso euclideano,
o caso de interesse f´ısico ocorre quando d “ 1, 2. Vamos considerar aqui o caso em que
d ě 2. Note que na auseˆncia de retardo pκ “ 0q, o que corresponde a uma resposta de
polarizac¸a˜o instantaˆnea, o sistema (2.1) se reduz a equac¸a˜o na˜o linear de Schro¨dinger
pNLSq cu´bica $&%iBtu`∆u “ λ|u|2u, pt, xq P RˆMup0, xq “ u0pxq, (2.2)
que e´ estudada em dimenso˜es arbitra´rias em [30] e sob um ponto de vista mais espec´ıfico
em [31, 32, 33].
Para dado inicial suficientemente regular, temos que a massa da soluc¸a˜o u do
sistema (2.1) e´ conservada ao longo de seu tempo de existeˆncia, ou seja,
mptq :“
ż
M
|upt, xq|2dg “
ż
M
|u0pxq|2dg “ mp0q. (2.3)
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Ao contra´rio do que acontece no caso da equac¸a˜o (2.2), outras leis de conservac¸a˜o
para o sistema (2.1), como por exemplo, conservac¸a˜o de energia, na˜o sa˜o conhecidas. Esta
e´ uma das principais diferenc¸as entre estes dois modelos. Entretanto, podemos provar (veja
Proposic¸a˜o 2.8 a seguir) uma relac¸a˜o envolvendo o termo gradiente, dada por
d
dt
ˆż
M
|∇gupt, xq|2g `
ż
M
|upt, xq|2vpt, xq
˙
“ 1
κ
ˆ
´
ż
M
|upt, xq|2vpt, xq ` λ
ż
M
|upt, xq|4
˙
,
(2.4)
onde ∇g e | ¨ |g sa˜o respectivamente, o gradiente e a norma associada a` me´trica g, e | ¨ |
denota o mo´dulo de nu´meros complexos.
Note que a segunda equac¸a˜o em (2.1) e´ uma EDO de primeira ordem, de modo
que podemos resolveˆ-la para obter a expressa˜o expl´ıcita de v,
vpt, xq “ e´ tκv0pxq ` λ
κ
ż t
0
e´
pt´`q
κ |up`, xq|2d`. (2.5)
Obtida a expressa˜o de v dada em (2.5), podemos desacoplar o sistema (2.1) de modo a
obter a seguinte equac¸a˜o integro-diferencial$’&’%iBtupt, xq `∆upt, xq “ e
´ t
κupt, xqv0pxq ` λ
κ
upt, xq
ż t
0
e´
pt´`q
κ |up`, xq|2d`,
up0, xq “ u0pxq.
(2.6)
Obtida esta formulac¸a˜o, nosso interesse sera´ abordar questo˜es de boa colocac¸a˜o para o
PVI (2.6) sobre M . Utilizaremos algumas estimativas obtidas no Cap´ıtulo 1.
2.1.1 Resultados principais
Nesta subsec¸a˜o, apresentaremos alguns resultados obtidos em relac¸a˜o a boa
colocac¸a˜o local e global para o PVI (2.1). Vamos considerar a equac¸a˜o integro-diferencial
(2.6) e usar o argumento de ponto fixo em um espac¸o de Banach adequado. Se s ą d2 ,
podemos usar a imersa˜o de Sobolev HspMq ãÑ L8pMq e obter boa colocac¸a˜o local do
PVI (2.6) para dado inicial pu0, v0q P HspMq ˆ HspMq. Portanto, nosso interesse aqui
e´ considerar os dados iniciais com regularidade s ă d2 , caso em que geralmente, usa-se
estimativas de Strichartz para executar o princ´ıpio de contrac¸a˜o. No entanto, ha´ uma
dificuldade extra no nosso caso, porque, como vimos no Cap´ıtulo1, o ana´logo exato das
estimativas de Strichartz no caso euclideano na˜o e´ va´lida sobre M , pois ha´ uma perda de
1
p
derivadas. Dessa forma, para estabelecer a boa colocac¸a˜o local, vamos seguir abordagem
usada em [30], o que implicara´ na imposic¸a˜o de uma condic¸a˜o extra sobre a func¸a˜o v0. A
noc¸a˜o de boa colocac¸a˜o que usaremos e´ a seguinte
Definic¸a˜o 2.1. ([58]) Dizemos que o PVI (2.6) e´ localmente bem colocado no espac¸o
HspMq se, para todo subconjunto limitado B de HspMq, existe T ą 0 e um espac¸o de
Banach XT continuamente imerso em Cpr0, T s;HspMqq tal que:
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iq Para qualquer dado inicial u0 P B, (2.6) tem uma u´nica soluc¸a˜o u P XT tal que
up0q “ u0.
iiq Se u0 P HrpMq para r ą s, enta˜o u P Cpr0, T s;HrpMqq.
iiiq A aplicac¸a˜o u0 P B ÞÑ u P XT e´ cont´ınua.
Se as propriedades iq, iiq e iiiq acima sa˜o verdadeiras para qualquer tempo
T ą 0, dizemos que o PVI (2.6) e´ globalmente bem colocado em HspMq.
Agora, vamos enunciar o primeiro resultado principal deste cap´ıtulo que lida
com a boa colocac¸a˜o local do PVI (2.1).
Teorema 2.2. Seja M de dimensa˜o d ě 2, p ą 2 satisfazendo (1.20) e s ą d2 ´
1
p
. Seja
v0 P HspMq X L8pMq. Enta˜o, para qualquer u0 P B Ă HspMq, B limitado, o PVI (2.6) e´
localmente bem colocado, isto e´, existe um tempo T “ T pκ, }v0}HsXL8 , }u0}Hsq ą 0, e um
espac¸o de Banach
XT :“ Cpr0, T s;HspMqq X Lppr0, T s;L8pMqq,
tal que as condic¸o˜es i), ii) e iii) da Definic¸a˜o 2.1 sa˜o satisfeitas. Ale´m disso, a aplicac¸a˜o
u0 P B ÞÑ u P XT e´ Lipschitz cont´ınua.
Como discutido acima, para provar esse teorema, usamos o princ´ıpio de contra-
c¸a˜o na formulac¸a˜o integral associada a` (2.6), assim como feito no caso euclidiano, bem
como no caso de M “ Td. No entanto, em nosso contexto, o termo na˜o linear envolvendo
upt, xqv0pxq na formulac¸a˜o integral (2.6) na˜o se comporta bem ao aplicar a estimativa de
Strichartz com perda
}eit∆u0}LppI,LqpMqq ď CpIq}u0}
H
1
p pMq.
Esse fato nos obriga a impor uma condic¸a˜o extra v0 P HspMqXL8pMq sobre o dado inicial
v0 (veja as estimativas (2.25), (2.26)). Tambe´m mostramos que esta condic¸a˜o adicional
sobre v0 e´ preservada pela evoluc¸a˜o acoplada de t ÞÑ vptq durante o tempo de existeˆncia,
(veja Observac¸a˜o 2.7). Nesse sentido, essa condic¸a˜o extra sobre v0 na˜o e´ ta˜o inusual.
O resultado sobre propriedade de persisteˆncia para t ÞÑ vptq e´ o seguinte.
Corola´rio 2.3. Considere a expressa˜o da func¸a˜o v dada por (2.5). Se v0 P Hs X L8 e
u0 P HspMq, enta˜o
v P Cpr0, T s;HspMqq X Lppr0, T s;L8pMqq,
onde s, p e T sa˜o como no Teorema 2.2.
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A partir do Teorema 2.2, observamos que se d ě 3, o requisito de regularidade
no dado inicial para obter o boa colocac¸a˜o local e´ s ą d2 ´
1
p
ą 1. No entanto, para d “ 2,
obtemos boa colocac¸a˜o local em H1pM2q porque neste caso, o requisito de regularidade e´
s ą 1 ´ 1
p
, de modo que e´ poss´ıvel tomar s “ 1. Esse tipo de situac¸a˜o tambe´m aparece
no estudo da equac¸a˜o NLS quando dimpMq “ 3. Agora, uma questa˜o natural e´: Como
podemos provar boa colocac¸a˜o global em H1pM2q para o sistema (2.1)?
Geralmente, quantidades conservadas sa˜o os principais ingredientes na prova
de resultados envolvendo boa colocac¸a˜o global no caso da NLS. Entretanto, em nosso
caso, na˜o temos dispon´ıvel uma lei de conservac¸a˜o de energia. Como discutido acima, no´s
derivamos uma relac¸a˜o envolvendo o gradiente para a soluc¸a˜o upt, ¨q (veja Proposic¸a˜o 2.8)
e usamos uma versa˜o da desigualdade de Gagliardo-Nirenberg no contexto de variedades
riemannianas compacta para obter a seguinte estimativa a priori
}u}L8pp0,T q;H1pMqq À }u0}H1pMq ` }u0}L2pMq}v0}L2pMq, (2.7)
para algum T ą 0 (veja Proposic¸a˜o 2.9 abaixo). Usaremos esta estimativa a priori para
fornecer uma resposta afirmativa a` questa˜o sobre existeˆncia global apresentada acima.
Mais precisamente, provamos o seguinte resultado quando dimpMq “ 2.
Teorema 2.4. Seja u0 P H1pM2q, v0 P H1`εpM2q e u P XT :“ Cpr0, T s, H1pM2qq X
Lppr0, T s, L8pM2qq a soluc¸a˜o local para a equac¸a˜o integro-diferencial (2.6) obtido no
Teorema 2.2. Enta˜o u e´ uma soluc¸a˜o global, isto e´, para qualquer T ą 0 limitado u pode
ser extendido ao intervalo r0, T s.
A demonstrac¸a˜o do Teorema 2.2 e´ dada na Subsec¸a˜o 2.2.2. O Corola´rio 2.3 e´
provado na Subsec¸a˜o 2.2.3. A estimativa a priori 2.7 e´ deduzida na Subsec¸a˜o 2.3.1. A
prova do Teorema 2.4 e´ feita na Subsec¸a˜o 2.3.2. Uma estimativa para o crescimento da
norma H1 no caso λ “ 1 e v0 ě 0 e´ dada na Subsec¸a˜o 2.3.3. Uma comparac¸a˜o envolvendo
a teoria global entre a NLS e o sistema SD e´ dada na Subsec¸a˜o 2.3.4.
2.2 Teoria local
2.2.1 Formulac¸a˜o integral
Para iniciar a prova do resultado de boa colocac¸a˜o local enunciada no Teorema
2.2, vamos introduzir uma formulac¸a˜o integral para (2.6). Como no caso euclideano (veja
[19, 43]), consideramos tambe´m aqui a formulac¸a˜o integro–diferencial (2.6) do PVI (2.1).
Para dado inicial u0 P HspMq usamos a fo´rmula de Duhamel para escrever (2.6) como
upt, xq “ Sptqu0pxq ´ i
ż t
0
Spt´ `qGp`, xqd`, pt, xq P r0,8q ˆM, (2.8)
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onde Sptq “ eit∆ e´ o grupo linear associado a equac¸a˜o de Schro¨dinger linear, e
Gp`, xq “ e´ `κup`, xqv0pxq ` λ
κ
up`, xq
ż `
0
e´
p`´t1q
κ |upt1, xq|2dt1 “: G1p`, xq `G2p`, xq. (2.9)
No intuito de provar o resultado de existeˆncia local, vamos usar o cla´ssico princ´ıpio de
contrac¸a˜o em um espac¸o de Banach apropriado XT Ă Cpr0, T s;HspMqq. Em sequeˆncia,
vamos utilizar algumas estimativas feitas no Cap´ıtulo 1 para estabelecer um lema te´cnico
que sera´ u´til na demonstrac¸a˜o do Teorema 2.2.
Lema 2.5. Considere a expressa˜o
Iptq :“
››››fptq ż t
0
e´
pt´t1q
κ gpt1qhpt1qdt1
››››
Hs
. (2.10)
Enta˜o, tem-se
Iptq À }fptq}Hsx }g}LpTL8x }h}LpTL8x ` }fptq}L8x }h}L8T Hsx}g}LpTL8x T
γp
` }fptq}L8x }g}L8T Hsx}h}LpTL8x T γp ,
(2.11)
onde γp :“ 1´ 1
p
pp ą 2q. Em particular, se } ¨ }XT :“ } ¨ }L8pr0,T s;HspMqq`} ¨ }Lppr0,T s;L8pMqq,
enta˜o
Iptq À }fptq}Hs }g}XT }h}XT ` 2 }fptq}L8x }g}XT }h}XTT γp . (2.12)
Demonstrac¸a˜o. Primeiro aplicamos o Lema 1.14 em (2.10) para obter
Iptq ď }fptq}Hs
››››ż t
0
e´
pt´t1q
κ gpt1qhpt1qdt1
››››
L8x
` }fptq}L8x
››››ż t
0
e´
pt´t1q
κ gpt1qhpt1qdt1
››››
Hs
.
(2.13)
Usando a desigualdade de Minkowski para integrais em (2.13), obtemos
Iptq À }fptq}Hs
ż t
0
e´
pt´t1q
κ }gpt1q}L8x }hpt1q}L8x dt1
` }fptq}L8x
ż t
0
e´
pt´t1q
κ }gpt1qhpt1q}Hs dt1.
(2.14)
Como e´
pt´t1q
κ ď 1 para 0 ď t1 ď t ă T ď 1, obtemos de (2.14) que
Iptq À }fptq}Hs
ż T
0
}gpt1q}L8x }hpt1q}L8x dt1
` }fptq}L8x }h}L8T Hs
ż T
0
}gpt1q}L8x dt1 ` }fptq}L8x }g}L8T Hs
ż T
0
}hpt1q}L8x dt1.
(2.15)
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Notando que p ą 2, aplicamos a desigualdade de Ho¨lder em (2.15), para obter
Iptq ď }fptq}Hs }g}L2TL8x }h}L2TL8x
` }fptq}L8x }h}L8T Hs}g}LpTL8x T γp ` }fptq}L8x }g}L8T Hs}h}LpTL8x T γp
ď }fptq}Hs }g}LpTL8x }h}LpTL8x
` }fptq}L8x }h}L8T Hs}g}LpTL8x T γp ` }fptq}L8x }g}L8T Hs}h}LpTL8x T γp ,
(2.16)
o que prova (2.11). A estimativa (2.12) segue de (2.16) usando a definic¸a˜o da }¨}XT -norma.
2
2.2.2 Prova do resultado de existeˆncia local
Demonstrac¸a˜o do Teorema 2.2. Seja d ě 2 e assuma d´ 12 ă s ă
d
2 . Selecione p ą 2
tal que s ą d2 ´
1
p
. Tambe´m, sejam v0, v˜0 P HspMq X L8pMq fixados e u0, u˜0 P HspMq
dados. Considere o espac¸o de func¸o˜es dado por
XT :“ tu P Cpr0, T s;HspMqq X Lppr0, T s;L8pMqq : }u}XT ă 8u
onde
}u}XT :“ }u}L8pr0,T s;HspMqq ` }u}Lppr0,T s;L8pMqq.
Note que XT Ă Cpr0, T s, HspMqq e´ subespac¸o completo. Levando em conta a fo´rmula de
Duhamel, podemos considerar a aplicac¸a˜o Φ : XT Ñ XT dada por
Φpuptqq “ Sptqu0 ´ i
ż t
0
Spt´ t1qGpt1qdt1, (2.17)
onde G e´ definida em (2.9). Vamos mostrar que existem um tempo T ą 0 e R ą 0 tal que
Φ e´ uma contrac¸a˜o sobre alguma bola BRT Ă XT , dada por
BRT :“ tu P XT : }u}XT ď Ru.
Usando que Sptq e´ uma isometria em Hs e a desigualdade de Minkowski para integrais,
obtemos que
}Φpuptqq ´ Φpu˜ptqq}Hs ď }Sptqpu0 ´ u˜0q}Hs `
››››ż t
0
Spt´ t1qpGpt1q ´ G˜pt1qqdt1
››››
Hs
ď }u0 ´ u˜0}Hs `
ż t
0
}Gpt1q ´ G˜pt1q}Hsdt1,
onde rGpt1q “ e´ t1κ rurv0 ` 1
κ
ru ż t1
0
e´
pt1´t2q
κ |rupt2q|2dt2 “ G˜1pt1q ` G˜2pt1q. (2.18)
Portanto, temos
}Φpuq ´ Φpu˜q}L8T Hs ď }u0 ´ u˜0}Hs `
ż T
0
}Gpt1q ´ G˜pt1q}Hsdt1. (2.19)
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Do mesmo modo, calculando a norma } ¨ }Lppr0,T s;Wσ,qq, obtemos
}Φpuq ´ Φpu˜q}Lppr0,T s;Wσ,qq ď }Sptqpu0 ´ u˜0q}Lppr0,T s;Wσ,qq
`
››››ż t
0
Spt´ t1qpG´ G˜qpt1qdt1
››››
Lppr0,T s;Wσ,qq
.
(2.20)
Aplicando as estimativas (1.42) e (1.43) em (2.20), e em seguida usando a imersa˜o
W σ,qpMq ãÑ L8pMq segue que
}Φpuq ´ Φpu˜q}Lppr0,T s;L8pMqq À }u0 ´ u˜0}Hs `
ż T
0
}Gpt1q ´ G˜pt1q}Hsdt1. (2.21)
Usando as estimativas (2.19) e (2.21), e a definic¸a˜o da norma XT , vem que
}Φpuq ´ Φpu˜q}XT À }u0 ´ u˜0}Hs `
ż T
0
}Gpt1q ´ G˜pt1q}Hsdt1. (2.22)
Agora, usando (2.9) e (2.18) teremosż T
0
}Gpt1q ´ rGpt1q}Hsdt1 ď 2ÿ
k“1
ż T
0
}Gkpt1q ´ rGkpt1q}Hsdt1
ď
ż T
0
e´
t1
κ }uv0 ´ rurv0}Hsdt1`
` 1
κ
ż T
0
›››››upt1q
ż t1
0
e´
pt1´t2q
κ |upt2q|2dt2 ´ rupt1q ż t1
0
e´
pt1´t2q
κ |rupt2q|2dt2›››››
Hs
dt1
“: IA ` 1
κ
IB.
(2.23)
Vamos majorar cada uma das parcelas de (2.23) separadamente:
‚ Usando desigualdade triangular e o Lema 1.14, segue que
}uv0 ´ rurv0}Hs ď }upv0 ´ rv0q}Hs ` }v˜0pu´ u˜q}Hs
À }u}L8}v0 ´ rv0}Hs ` }u}Hs}v0 ´ rv0}L8
` }v˜0}L8}u´ u˜}Hs ` }u´ u˜}L8}v˜0}Hs .
(2.24)
Integrando (2.24) em r0, T s, supondo 0 ă T ď 1, e usando a desigualdade de Ho¨lder,
obtemosż T
0
}uv0 ´ rurv0}Hsdt1 À ż T
0
}u}L8}v0 ´ rv0}Hsdt1 ` ż T
0
}u}Hs}v0 ´ rv0}L8dt1
`
ż T
0
}v˜0}L8}u´ u˜}Hsdt1 `
ż T
0
}u´ u˜}L8}v˜0}Hsdt1
À }v0 ´ rv0}Hs}u}LpTL8x T 1´ 1p ` }u}L8T Hs}v0 ´ rv0}L8T
` }v˜0}L8}u´ u˜}L8T HsT ` }v˜0}Hs}u´ u˜}LpTL8T
1
p
´1.
(2.25)
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Denotando γp :“ 1´ 1
p
ą 0 e usando a definic¸a˜o da norma } ¨ }XT em (2.25), obtemosż T
0
}uv0 ´ rurv0}Hsdt1 À }v0 ´ rv0}Hs}u}XTT γp ` }u}XT }v0 ´ rv0}L8T γp
`}v˜0}L8}u´ u˜}XTT γp ` }v˜0}Hs}u´ u˜}XTT γp .
Portanto,
IA À }v0 ´ rv0}HsXL8}u}XTT γp ` }v˜0}HsXL8}u´ u˜}XTT γp . (2.26)
‚ Agora, estimamos IB. Usando a desigualdade triangular, obtemos
IB :“
ż T
0
›››››upt1q
ż t1
0
e´
pt1´t2q
κ |upt2q|2dt2 ´ rupt1q ż t1
0
e´
pt1´t2q
κ |rupt2q|2dt2›››››
Hs
dt1
ď
ż T
0
›››››rupt1q
ż t1
0
e´
pt1´t2q
κ
`|upt2q|2 ´ |rupt2q|2˘ dt2›››››
Hs
dt1
`
ż T
0
›››››pupt1q ´ rupt1qq
ż t1
0
e´
pt1´t2q
κ |upt2q|2dt2
›››››
Hs
dt1.
(2.27)
Agora, usando a decomposic¸a˜o |u|2 ´ |u˜|2 “ pu´ u˜qu` u˜pu´ u˜q, e inserindo na primeira
parcela do lado direito de (2.27), obtemos
IB ď
ż T
0
›››››u˜pt1q
ż t1
0
e´
pt1´t2q
κ pu´ u˜qpt2qupt2qdt2
›››››
Hs
dt1
`
ż T
0
›››››u˜pt1q
ż t1
0
e´
pt1´t2q
κ u˜pt2qpu´ u˜qpt2qdt2
›››››
Hs
dt1
`
ż T
0
›››››pu´ u˜qpt1q
ż t1
0
e´
pt1´t2q
κ |upt2q|2dt2
›››››
Hs
dt1
“: IB1 ` IB2 ` IB3 .
(2.28)
Para estimar os termos IBj (j “ 1, 2, 3), usaremos uma majorac¸a˜o para uma expressa˜o
gene´rica do integrando dos termos IBj , que e´ do tipo
Ipt1q “
›››››fpt1q
ż t1
0
e´
pt1´t2q
κ gpt2qhpt2qdt2
›››››
Hs
,
de forma que podemos usar a estimativa do Lema 2.5. Identificando em cada caso, quais
sa˜o as func¸o˜es f, g e h, obtemos
IB1 À }u´ u˜}XT }u}XT
ż T
0
}u˜pt1q}Hsdt1 ` 2T γp}u´ u˜}XT }u}XT
ż T
0
}u˜pt1q}L8x dt1, (2.29)
IB2 À }u˜}XT }u´ u˜}XT
ż T
0
}u˜pt1q}Hsdt1 ` 2T γp}u˜}XT }u´ u˜}XT
ż T
0
}u˜pt1q}L8x dt1, (2.30)
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IB3 À }u}2XT
ż T
0
}pu´ u˜qpt1q}Hsdt1 ` 2}u}2XTT γp
ż T
0
}pu´ u˜qpt1q}L8x dt1. (2.31)
Usando (2.29), (2.30) e (2.31) em (2.28), segue que
IB À }u´ u˜}XT }u˜}XT }u}XTT γp ` 2}u´ u˜}XT }u}XT }u˜}XTT 2γp
` }u˜}2XT }u´ u˜}XTT γp ` 2}u˜}2XT }u´ u˜}XTT 2γp
` }u´ u˜}XT }u}2XTT γp ` 2}u´ u˜}XT }u}2XTT 2γp .
(2.32)
Relembrando (2.23), (2.28) e simplificando (2.32), obtemos
1
κ
IB À 3
κ
p}u}2XT ` }u}XT }u˜}XT ``}ru}2XT q}u´ u˜}XTT γp . (2.33)
Portanto, retornando a` (2.22), vemos que as estimativas (2.23), (2.26) e (2.33) implicam
}Φpuq ´ Φpu˜q}XT À }u0 ´ u˜0}Hs `
ż T
0
}Gpt1q ´ G˜pt1q}Hsdt1
À }u0 ´ u˜0}Hs ` IA ` 1
κ
IB
À }u0 ´ u˜0}Hs ` }v0 ´ rv0}HsXL8}u}XTT γp ` }v˜0}HsXL8}u´ u˜}XTT γp
` 3
κ
}u´ u˜}XT p}u}XT }u˜}XT ` }u}2XT ` }ru}2XT qT γp .
(2.34)
Obtida a estimativa (2.34), temos as seguintes consequeˆncias:
paq Φ mapeia o conjunto BRT em si pro´prio para T,R ą 0 adequados. De fato, se
u˜0 “ 0 “ v˜0 e u˜ “ 0 em (2.34), obtemos
}Φpuq}XT ď C}u0}Hs ` Cp}v0}HsXL8}u}XTT γp ` 3}u}3XTT γpq. (2.35)
Agora, defina R :“ 2C}u0}Hs ą 0 e considere u P BT :“ BTR Ă XT . Com estas
considerac¸o˜es, (2.35) fornece
}Φpuq}XT ď C}u0}Hs ` C
´
}v0}HsXL8RT γp ` 3
κ
R3T γp
¯
“ R2 ` C
ˆ
}v0}HsXL8 ` R
2
κ
˙
T γpR.
(2.36)
Agora, escolhemos T ą 0 de tal forma que
C
ˆ
}v0}HsXL8 ` R
2
κ
˙
T γp ă 12 ,
ou seja,
T »
ˆ
1
}v0}HsXL8 ` 1κ}u0}2Hs
˙ 1
γp
. (2.37)
Usando estas escolhas em (2.36) conclu´ımos que Φ mapeia BT em si pro´ria, ou seja,
Φ : BT Ñ BT .
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pbq Tem-se que Φ : BRT Ñ BRT e´ uma contrac¸a˜o. De fato, usando (2.34) com u, u˜ P BT ,
temos
}Φpuq ´ Φpu˜q}XT À }v0}HsXL8}u´ u˜}XTT γp
` 3
κ
p}u}XT }u˜}XT ` }u}2XT ` }ru}2XT q}u´ u˜}XTT γp
ď Cp}v0}HsXL8 ` R
2
κ
q}u´ u˜}XTT γp .
(2.38)
Portanto, escolhendo T (possivelmente menor do que o escolhido em paq) tal que
Cp}v0}HsXL8 ` R
2
κ
qT γp ă 1, isto e´ ,
0 ă T ă
˜
1
C
`}v0}HsXL8 ` R2κ ˘
¸ 1
γp
, (2.39)
conclu´ımos que Φ : BT Ñ BT e´ uma contrac¸a˜o. Portanto, aplicando o teorema do
ponto fixo de Banach, obtemos que existe uma u´nica soluc¸a˜o u P BT Ă XT que
resolve a equac¸a˜o integral (2.8).
pcq O fluxo gerado pela soluc¸a˜o e´ Lipschitz em subconjuntos limitados de Hs. Sejam
u, u˜ P XT duas soluc¸o˜es da equac¸a˜o integral correspondentes a dois dados iniciais
u0, u˜0 P HspMq (notando que v0 e´ o mesmo para as duas soluc¸o˜es). Com um
procedimento similar usado para obter (2.38), obtemos
}u´ u˜}XT ď C}u0 ´ u˜0}Hs
` C
´
}v0}HsXL8 ` 1
κ
´
}u}2XT ` }u}XT }u˜}XT ` }ru}2XT¯¯}u´ u˜}XTT γp .
(2.40)
Relembre que nos itens paq e pbq tinhamos escolhido T ą 0 e R ą 0 tal que
Cp}v0}HsXL8 ` 3
κ
R2qT γp ă 1 . Usando estas escolhas deduzimos de (2.40) que, se
u, u˜ P BRT , enta˜o existe C ą 0 tal que
}u´ u˜}XT ď C}u0 ´ u˜0}Hs .
Portanto, conclu´ımos a propriedade que a soluc¸a˜o e´ Lipschitz sobre subconjuntos
limitados de HspMq.
pdq (Persisteˆncia de regularidade). Resta verificar que vale a propriedade piiq da Definic¸a˜o
2.1. Usando (2.21) para uma soluc¸a˜o u “ Φpuq com dado inicial u0 P HrpMq com
r ą s, temos
}uptq}Hr À }u0}Hr `
ż T
0
}Gpt1q}Hrdt1. (2.41)
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Agora, note queż T
0
}Gpt1q}Hrdt1 ď
ż T
0
}upt1qv0pxq}Hrdt1 `
ż T
0
›››››upt1q
ż t1
0
e´pt
1´t2q{κ|upt2q|2dt2
›››››
Hr
dt1
“: A1 ` A2.
(2.42)
Usando (2.25) com v˜0 “ 0 e s “ r, obtemos
A1 À }v0}Hr}u}LpTL8x T γp ` }u}L8T pHrq}v0}L8x T. (2.43)
Por outro lado, usando (2.11) com r “ s, f “ u “ g e h “ u e p ą 2, obtemos
A2 À T }u}L8T pHrq}u}2LpT pL8x q ` 2}u}L8T pHrq}u}LpT pL8x qT γp
ż T
0
}upt1q}L8x dt1.
Usando a desigualdade de Ho¨lder, na varia´vel t1, conclu´ımos que
A2 À pT ` 2T 2γpq}u}L8T pHrq}u}2LpT pL8x q.
Como p ą 2, temos 2γp “ 2´ 2
p
ą 1. Logo, se T ď 1, temos
A2 À 3T }u}L8T pHrq}u}2LpT pL8x q. (2.44)
Combinando as estimativas (2.41), (2.42), (2.43) e (2.44), obtemos
}uptq}Hr À }u0}Hr `}v0}Hr}u}LpTL8x T γp `T }u}L8T pHrq}v0}L8x ` 3T }u}L8T pHrq}u}2LpT pL8x q.
(2.45)
Denote por Tr o tempo de existeˆncia local e por T
˚
r o tempo de existeˆncia maximal
para a soluc¸a˜o u correspondente ao dado inicial u0 P Hr. Temos que T ˚r satisfaz a
alternativa de blow-up1 com respeito a norma } ¨ }Hr . Como Hr ãÑ Hs, temos que
fazer distinc¸a˜o entre soluc¸o˜es nestes espac¸os, pois u e´ vista como soluc¸a˜o em Hs
tambe´m. Denote por Ts o tempo de existeˆncia local de soluc¸a˜o em H
s, e por u˜ a
soluc¸a˜o neste espac¸o. Por unicidade, temos que u “ u˜ em J˚r :“ r0, T ˚r q. Queremos
mostrar que T ˚s “ T ˚r , onde T ˚s denota o tempo maximal de existeˆncia da soluc¸a˜o u.
Claramente, T ˚s ě T ˚r . Suponha que T ˚s ą T ˚r , e considere 0 ă ε ă L ď 1 de tal
forma que Iε :“ rT ˚r ´ L, T ˚r ´ εs, satisfac¸a Iε Ă J˚r e
|Iε| “ T ˚r ´ ε´ pT ˚r ´ Lq “ L´ ε ą 0.
Usando a estimativa (2.45) e notando que u “ u˜ sobre o intervalo Iε, obtemos
}u˜ptq}Hr À }upT ˚r ´ Lq}Hr ` }v0}Hr}u˜}LppIε,L8x qLγp
` L ¨ }u˜}L8pIε,Hrq
´
}v0}L8x ` 3}u˜}2LppIε,L8x q
¯
.
(2.46)
1 Isto quer dizer que Tr˚ < + 8 implica lim
tÑTr˚
}uptq}Hr “ `8.
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Como u˜ “ u em J˚r e u existe em r0, T ˚s q Ą J˚r , temos
}u˜}LppJr˚ ,L8x q “ }u}LppJr˚ ,L8x q ă 8.
Segue de (2.46) que
}u˜}L8pIε,Hrq ď C}upT ˚r ´ Lq}Hr ` C}v0}Hr}u}LppJr˚ ,L8x qLγp
` CLp}v0}L8x ` 3}u}2LppJr˚ ,L8x qq ¨ }u˜}L8pIε,Hrq.
(2.47)
Logo, se CLp}v0}L8x ` 3}u}2LppJr˚ ,L8x qq ă
1
2 e L ď 1 segue que
}u˜}L8prTr˚ ´L,Tr˚ ´εs,Hrq ď 2C}upT ˚r ´ Lq}Hr ` 2C}v0}Hr}u}LppJr˚ ,L8x q. (2.48)
Portanto, lim
tÑTr˚
}u˜ptq}Hr ă 8. Mas, pela alternativa de blow-up, dever´ıamos ter T ˚r “ 8,
o que e´ uma contradic¸a˜o, pois supomos T ˚r ă T ˚s , (isto e´, T ˚r ă 8). Logo, devemos ter
T ˚r “ T ˚s como quer´ıamos. 2
Observac¸a˜o 2.6. Para s ą d2 , usando a imersa˜o de Sobolev H
spMq ãÑ L8pMq, e´ poss´ıvel
provar que, para todo pu0, v0q P HspMqˆHspMq, existe um tempo T “ T pκ, }v0}Hs , }u0}Hsq
e uma u´nica soluc¸a˜o u P XT “ Cpr0, T s;HspMqq de (2.6). Tambe´m, pode ser mostrado
que o tempo de existeˆncia T obedece a relac¸a˜o
T »
´ 1
}v0}Hs?κ` }u0}2Hs
¯ 1
2
.
Logo, no limite quando κ ÝÑ 0`, temos que T » 1}u0}Hs , que e´ um contraste com o tempo
de existeˆncia local no caso s ă d2 (veja (2.36)). Isto nos permite pensar sobre questo˜es
relacionadas a convergeˆncia de soluc¸o˜es do sistema SD para soluc¸o˜es da NLS quando o
paraˆmetro κ tende a zero, assim como apontado em [18] pa´gina 18 e [47] pa´gina 308.
2.2.3 Propriedades de persisteˆncia para vptq
Nesta sec¸a˜o, provaremos o Corola´rio 2.3, e estabeleceremos uma propriedade
adicional para a evoluc¸a˜o vptq.
Demonstrac¸a˜o do Corola´rio 2.3. Suponha que v0 P Hs X L8. De acordo com o
Teorema 2.2, tem-se que
u P Cpr0, T s, Hsq X Lppr0, T s, L8q.
Mostremos que v P Cpr0, T s, Hsq. Considere t0 P p0, T q e 0 ă ε ! 1. Agora,
usando a expressa˜o para v dada em (2.5), obtemos
}vpt0 ` εq ´ vpt0q}Hs ď e´ t0κ |e´ εκ ´ 1|}v0}Hs ` C
κ
ż t0`ε
t0
e´
pt0´`q
κ }up`q}L8}up`q}Hsd`
ď |e´ εκ ´ 1|}v0}Hs ` C
κ
}u}L8prt0,t0`εs,Hsq
ż t0`ε
t0
e´
pt0´`q
κ }up`q}L8d`.
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Seja p ą 2 e p1 seu expoente conjugado. Usando a desigualdade de Ho¨lder, segue que
}vpt0 ` εq ´ vpt0q}Hs ď |e´ εκ ´ 1|}v0}Hs
` C
κ
}u}L8prt0,t0`εs,Hsq}u}Lpprt0,t0`εs,L8q
´ ż t0`ε
t0
e´
pt0´`q
κ
p1d`
¯ 1
p1
ď |e´ εκ ´ 1|}v0}HsXL8
` C
κ
}u}L8pr0,T s,Hsq}u}Lppr0,T s,L8q
´ κ
p1
¯ 1
p1
´
e
εp1
κ ´ 1
¯ 1
p1
.
Passando ao limite quando εÑ 0` obtemos a continuidade a` direita. De modo ana´logo,
podemos provar a continuidade a` esquerda. Isto nos leva a concluir que v P Cpr0, T s, Hsq.
Prosseguindo, para mostrar que v P Lppr0, T s, L8pMqq tomamos a norma L8 de v em
(2.5) e usamos a desigualdade de Ho¨lder para obter
}vptq}L8 ď e´tκ }v0}L8 ` κ´ 2p
´p´ 2
p
¯ p´2
p }u}2Lppr0,T s,L8q.
Tomando a LpT - norma, obtemos que
}v}Lppr0,T s,L8q ď }e´tκ }Lppr0,T sq}v0}L8 ` κ´ 2p
´p´ 2
p
¯ p´2
p }u}2Lppr0,T s,L8qT
1
p
ď p1´ e´Tpκ q 1p
´κ
p
¯ 1
p }v0}HsXL8 ` κ´ 2p
´p´ 2
p
¯ p´2
p }u}2Lppr0,T s,L8qT
1
p .
Isto mostra que v P Lppr0, T s, L8q para v0 P Hs X L8, como quer´ıamos. 2
Observac¸a˜o 2.7. Tem-se que v permanece no espac¸o L8 X Hs ao longo do tempo de
existeˆncia da func¸a˜o u. De fato, seja u P XT “ Cpr0, T s, HspMqq X Lppr0, T s, L8pMqq a
soluc¸a˜o da equac¸a˜o integro-diferencial. Enta˜o, temos
}vptq}L8pMq ď e´tκ }v0}L8pMq ` 1
κ
ż t
0
e
´pt´t1q
κ }upt1q}2L8dt1
ď }v0}L8pMq ` 1
κ
ż T
0
}upt1q}2L8dt1
ď }v0}L8pMq ` 1
κ
ˆż T
0
}upt1q}pL8dt1
˙ 2
p
ˆż T
0
dt1
˙1´ 2
p
ď }v0}L8pMq ` 1
κ
}u}2Lppr0,T s;L8qT 1´
2
p ă 8.
2.3 Teoria global
Nesta sec¸a˜o vamos estabeler a prova do Teorema 2.4. Estudaremos primeiro
a variac¸a˜o da norma H1 da soluc¸a˜o u da equac¸a˜o integro-diferencial. Com isso, seremos
capazes de deduzir uma estimativa a priori para esta soluc¸a˜o.
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2.3.1 Estimativas preliminares
Para estabeler uma estimativa a priori, comec¸amos mostrando uma proprie-
dade da soluc¸a˜o u. Tal propriedade pode ser vista como uma generalizac¸a˜o da Proposi-
c¸a˜o 5, pa´gina 710 de [4], (veja tambe´m [19] pa´gina 315) que estenderemos para o modelo
Schro¨dinger-Debye no contexto riemanniano.
Proposic¸a˜o 2.8. Seja u uma soluc¸a˜o suficientemente suave para (2.1). Enta˜o,
d
dt
ˆż
M
|∇uptq|2g `
ż
M
|uptq|2vptq
˙
“ 1
κ
ˆ
´
ż
M
|uptq|2vptq ` λ
ż
M
|uptq|4
˙
. (2.49)
Demonstrac¸a˜o. Daremos uma prova para d “ 2. A prova vale igualmente para d ě 3 apo´s
escolhermos pu0, v0q adequadamente de modo a obtermos uma soluc¸a˜o u suficientemente
suave. Seja u “ upt, xq a H2-soluc¸a˜o com u0, v0 P H2pMq. Consideremos o funcional energia
de Dirichlet dado por
Eptq :“
ż
M
|∇gupt, ¨q|2gdg.
Enta˜o, tem-se que
Ept` εq ´ Eptq
ε
“
ż
M
|∇gupt` ε, ¨q|2g ´ |∇gupt, ¨q|2g
ε
dg.
Usando a fo´rmula de integrac¸a˜o por partes (1.15) e levando em conta que BM “ H,
obtemos
´
´Ept` εq ´ Eptq
ε
¯
“
ż
M
upt` εq ´ uptq
ε
∆u¯pt` εqdg `
ż
M
u¯pt` εq ´ u¯ptq
ε
∆uptqdg.
Agora, defina
E˜ptq “ ´
ż
M
pBtuptq∆u¯ptq `∆uptqBtu¯ptqqdg “ ´2
ż
M
Re
´
Btuptq∆u¯ptq
¯
dg.
Portanto,ˇˇˇ
E˜ptq ´ Ept` εq ´ Eptq
ε
ˇˇˇ
“
ˇˇˇEpt` εq ´ Eptq
ε
´ E˜ptq
ˇˇˇ
ď
ˇˇˇ ż
M
Btuptq∆u¯ptq ´ upt` εq ´ uptq
ε
∆upt` εqdg
ˇˇˇ
`
ˇˇˇ ż
M
Btu¯ptq∆uptq ´ u¯pt` εq ´ u¯ptq
ε
∆uptqdg
ˇˇˇ
“: E1 ` E2.
(2.50)
Por um lado,
E1 ď
ˇˇˇ ż
M
Btuptqp∆u¯ptq ´∆u¯pt` εqq
ˇˇˇ
`
ˇˇˇ ż
M
´
Btuptq ´ upt` εq ´ uptq
ε
¯
∆upt` εqdg
ˇˇˇ
ď }Btu}L2}upt` εq ´ uptq}H2 ` }upt` εq}H2
›››Btuptq ´ upt` εq ´ uptq
ε
›››
L2
.
(2.51)
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Usando o fato que u P Cpr0, T s, H2pMqq XC1pr0, T s, L2pMqq, conclu´ımos que E1 converge
a zero quando εÑ 0. Por outro lado,
E2 ď }uptq}H2
›››Btuptq ´ upt` εq ´ uptq
ε
›››
L2
,
e segue que E2 converge a zero quando εÑ 0. Isto mostra que,
1
2
d
dt
Eptq “ ´
ż
M
Re
´
Btuptq∆u¯ptq
¯
dg. (2.52)
Agora, escreva u “ α` iβ. Como u satisfaz a primeira equac¸a˜o em (2.1), comparando as
partes real e imagina´ria, obtemos$&%Btα “ ´∆β ` βv,Btβ “ ∆α ´ αv. (2.53)
Portanto, de (2.52) obtemos que
1
2
d
dt
Eptq “ ´
ż
M
pBtα∆α ` Btβ∆βqdg
“ ´
ż
M
vpβ∆α ´ α∆βqdg,
(2.54)
onde usamos a relac¸a˜o (2.53). Agora, usando um procedimento ana´logo ao usado para
calcular
d
dt
Eptq, obtem-se
1
2
d
dt
ż
M
|uptq|2vptqdg “ 12
ż
M
vptqBtp|uptq|2qdg ` Btv|uptq|2dg. (2.55)
Usando (2.53) novamente, obtemos
Btp|uptq|2q “ 2pβ∆α ´ α∆βq. (2.56)
Ale´m disso, da segunda equac¸a˜o em (2.1), segue que
Btv “ 1
κ
p´v ` λ|u|2q. (2.57)
Usando (2.56) e (2.57) em (2.55), obtemos
1
2
d
dt
ż
M
|uptq|2vptqdg “
ż
M
vpβ∆α ´ α∆βqdg ´ 12κ
ż
M
|uptq|2vptqdg ` λ2κ
ż
M
|uptq|4dg.
(2.58)
Finalmente, adicionando (2.52) e (2.58) obtemos a identidade desejada:
d
dt
ˆż
M
|∇uptq|2gdg `
ż
M
|uptq|2vptqdg
˙
“ ´1
κ
ˆż
M
|uptq|2vptqdg ´ λ
ż
M
|uptq|4dg
˙
.
2
Agora, vamos deduzir uma estimativa a priori para a H1-soluc¸a˜o:
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Proposic¸a˜o 2.9. (Estimativa a priori ). Seja u “ upt, xq a H1-soluc¸a˜o de (2.6). Se u
existir em um intervalo r0, T s, onde 0 ă T ă min
!
1, κ12CAopt,B}u0}2L2
)
, enta˜o
}uptq}2H1 ď 2}u0}2H1 ` 18CAopt,B}u0}2L2}v0}2L2 , (2.59)
para todo t P p0, T q, onde CAopt,B :“ maxtAopt, Bu.
Demonstrac¸a˜o. Por densidade, (veja Proposic¸a˜o 1.15), dado u0 P H1pMq, existe uma
sequeˆncia sequeˆncia pun0 qn em H2pMq tal que un0 Ñ u0 em H1pMq. Denote por punptqqn
a sequeˆncia de soluc¸o˜es correspondentes ao dados iniciais pun0 qn. Devido a propriedade
de persisteˆncia de regularidade dada pelo Teorema 2.2, temos que unptq satisfaz (2.49)
para todo t sobre o intervalo de existeˆncia de uptq. Integrando (2.49) sobre um intervalo
p0, tq Ă r0, T s, e passando ao limite, deduzimos que uptq satisfazż
M
|∇uptq|2dg `
ż
M
|uptq|2vptqdg “
ż
M
|∇u0|2dg `
ż
M
|u0|2v0dg`
` 1
κ
ż t
0
ˆ
´
ż
M
|upt1q|2vpt1qdg ` λ
ż
M
|upt1q|4dg
˙
dt1.
(2.60)
Agora, usando (2.3) (conservac¸a˜o da norma L2), segue de (2.60) que
}uptq}2H1 “ }u0}2H1 `
ż
M
|u0|2v0dg ´
ż
M
|uptq|2vptqdg
´ 1
κ
ż t
0
ż
M
|upt1q|2vpt1qdg ` λ
κ
ż t
0
ż
M
|upt1q|4dgdt1.
(2.61)
Portanto,
}uptq}2H1 ď }u0}2H1 `
ż
M
|uptq|2|vptq|dg `
ż
M
|u0|2|v0|dg`
`
ż t
0
ż
M
|upt1q|2|vpt1q|dgdt1 ` 1
κ
ż t
0
ż
M
|upt1q|4dgdt1
“: }u0}2H1 ` I1 ` I2 ` I3 ` I4.
(2.62)
A seguir vamos majorar cada um dos termos Ij (j = 1,. . . ,4) em (2.62).
‚ Usando a desigualdade de Cauchy-Schwarz, temos
I1 ď }uptq}2L4}vptq}L2 . (2.63)
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Usando a desigualdade de Minkowski e a desigualdade de Cauchy-Schwarz em (2.5),
conlu´ımos que
}vptq}L2 À }v0}L2 ` 1
κ
ż t
0
}|upt1q|2}L2dt1
ď }v0}L2 ` 1
κ
ż T
0
}upt1q}2L4dt1
ď }v0}L2 ` 1
κ
ˆż T
0
}upt1q}4L4dt1
˙1{2
T 1{2.
(2.64)
Isto mostra que precisamos introduzir uma limitac¸a˜o para a norma L4. Deste modo,
tomando d “ 2, r “ 4 e p “ 2 “ q na Proposic¸a˜o 1.19, temos
θ :“ 4p4´ 2q4p2p2´ 2q ` 4q “
2
p0` 4q “
1
2 .
Portanto, segue de (1.16) que
}u}4L4 ď
`
Aopt}∇u}2L2 `B}u}2L2
˘ }u}2L2 . (2.65)
Assim, denotando CAopt,B :“ maxtAopt, Bu, segue que
}u}4L4 ď CAopt,B}u}2H1}u}2L2 . (2.66)
Portanto,
}u}L4 ď C1{4Aopt,B}u}1{2H1}u}1{2L2 . (2.67)
Usando (2.66) em (2.64) e a conservac¸a˜o da norma L2 (2.3), obtemos
}vptq}L2 ď }v0}L2 ` 1
κ
ˆż T
0
CAopt,B}upt1q}2H1}u0}2L2dt1
˙1{2
T 1{2
ď }v0}L2 ` T
κ
C
1{2
Aopt,BΘT }u0}L2 ,
(2.68)
onde ΘT :“ sup
0ďt1ďT
}upt1q}H1pMq. Por outro lado, usando p2.66q segue que
}uptq}2L4 ď C1{2Aopt,BΘT }u0}L2 . (2.69)
Aplicando as estimativas (2.68) e (2.69) em (2.63), obtemos que
I1 ď
´
}v0}L2 ` T
κ
C
1{2
Aopt,BΘT }u0}L2
¯´
C
1{2
Aopt,BΘT }u0}L2
¯
“ C1{2Aopt,BΘT }u0}L2}v0}L2 `
T
κ
Θ2TCAopt,B}u0}2L2 .
(2.70)
‚ Para estimar o termo I2 usamos a desigualdade de Cauchy-Schwarz e em seguida
p2.67q para obter
I2 “
ż
M
|u0|2|v0|dg ď }u0}2L4}v0}L2
ď C1{2Aopt,BΘT }u0}L2}v0}L2 .
(2.71)
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‚ Para majorar o termo I3, usamos a majorac¸a˜o do termo I1 em (2.70), e obtemos
I3 ď
ż T
0
C
1{2
Aopt,BΘT }u0}L2}v0}L2 `
T
κ
Θ2TCAopt,B}u0}2L2dt1
ď C1{2Aopt,BTΘT }u0}L2}v0}L2 `
T 2
κ
Θ2TCAopt,B}u0}2L2 .
(2.72)
‚ Para limitar o termo I4, usamos (2.66), para obter
I4 ď 1
κ
ż T
0
}upt1q}4L4dt1
ď CAopt,B 1κ
ż T
0
}upt1q}2H1}u0}2L2dt1
ď T
κ
CAopt,BΘ2T }u0}2L2 .
(2.73)
Segue de (2.62) e das estimativas (2.70), (2.71), (2.72) e (2.73) que
}uptq}2H1 À }u0}2H1 `
´
C
1{2
Aopt,BΘT }u0}L2}v0}L2 `
T
κ
Θ2TCAopt,B}u0}2L2
¯
`
´
C
1{2
Aopt,BΘT }u0}L2}v0}L2
¯
`
´
C
1{2
Aopt,BTΘT }u0}L2}v0}L2 `
T 2
κ
Θ2TCAopt,B}u0}2L2
¯
`
´T
κ
CAopt,BΘ2T }u0}2L2
¯
.
(2.74)
Deste modo, usando que T ď 1, e simplificando a estimativa (2.74), obtemos
}uptq}2H1 ď }u0}2H1 ` 3C1{2Aopt,BΘT }u0}L2}v0}L2 `
T
κ
Θ2TCAopt,B}u0}2L2
` T
2
κ
Θ2TCAopt,B}u0}2L2 ` TκCAopt,BΘ
2
T }u0}2L2 .
ď }u0}2H1 ` 3C1{2Aopt,BΘT }u0}L2}v0}L2 ` T
´3
κ
CAopt,B}u0}2L2
¯
Θ2T .
(2.75)
Aplicando a desigualdade ab ď εa2 ` b
2
4ε p@ε ą 0q, com ε “ 1{4 no segundo termo do lado
direito de (2.75), obtemos
3C1{2Aopt,BΘT }u0}L2}v0}L2 ď
Θ2T
4 `
´
9CAopt,B}u0}2L2}v0}2L2
¯
. (2.76)
Logo, se
0 ă T ď min
!
1, κ12CAopt,B}u0}2L2
)
,
segue de (2.75) e (2.76) que
Θ2T ď }u0}2H1 ` 12Θ
2
T ` 9CAopt,B}u0}2L2}v0}2L2 ,
a qual fornece a estimativa (2.59) que deseja´vamos. 2
Cap´ıtulo 2. Sistema de Schro¨dinger-Debye 56
2.3.2 Prova do resultado de boa colocac¸a˜o global
Nesta sec¸a˜o, vamos usar a estimativa (2.59) para deduzir a existeˆncia de soluc¸a˜o
global enunciada no Teorema 2.4.
Demonstrac¸a˜o do Teorema 2.4. Pelo Teorema 2.2, segue que para todo u0 P H1 e
v0 P H1` (que deve ser visto como sendo fixado) existe T “ T p}u0}H1 , }v0}H1` , κq ą 0 e
uma u´nica soluc¸a˜o em H1, u P XT de (2.6). Seja T ˚ ą 0 o tempo de existeˆncia maximal
de soluc¸a˜o para o qual
u P Cpr0, T ˚q, H1pM2qq X Lppr0, T ˚q, L8pM2qq. (2.77)
Queremos provar que T ˚ “ `8. Suponha por contradic¸a˜o que T ˚ ă `8. Seja t0 ě 0 fixo,
tal que
0 ă T ˚ ´ t0 ă min
!
1, κ12CAopt,B}u0}2L2
)
.
Escolha uma sequeˆncia crescente tptnqnPNu Ă pt0, T ˚q, com tn Õ T ˚. Como tn`1 ´ t0 ă
T ˚ ´ t0, podemos aplicar a estimativa a priori (2.59) sobre qualquer intervalo da forma
In :“ rt0, tn`1s, para obter
}uptnq}2H1 ď 2}upt0q}2H1 ` F pt0q, (2.78)
onde F ptq “ 18CAopt,B}uptq}L2}vptq}L2 . Considere o problema$’&’%iBtu˜`∆gu˜ “ u˜e
´ t
κv0pxq ` λ
κ
u˜
ż t
0
e´
pt´t1q
κ |u˜pt1q|2dt1,
u˜p0q “ uptnq P H1pM2q.
(2.79)
Relembre de (2.37) e (2.39) que a func¸a˜o r0,8q Ñ p0,8q, R ÞÑ T pR, }v0}H1` , κq, onde R
depende de }u0}H1 e´ descrescente, e fornece o tempo de existeˆncia da soluc¸a˜o u. No caso
de tempo de existeˆncia para (2.79), consideramos Rn :“ }uptnq}H1 . De (2.78), obtemos
Rn ď R0 para todo n P N, onde
R0 :“
b
2}upt0q}2H1 ` F pt0q.
Portanto, se Tn :“ T pRn, }v0}H1` , κq, denota o tempo de existeˆncia local para a soluc¸a˜o de
(2.79), (que e´ dada pelo Teorema 2.2) temos
0 ă c0 :“ T pR0, }v0}H1` , κq ď Tn para todo n P N, (2.80)
com u˜ P Cpr0, Tns, H1pMqqXLppr0, Tns, L8pMqq sendo a u´nica soluc¸a˜o para (2.79). Escolha
n0 de tal forma que T
˚ ´ tn0 ă c0 e considere as func¸o˜es definidas por
u˘ptq :“
$&%uptq se 0 ď t ď tn0 ,u˜pt´ tn0q se tn0 ď t ď tn0 ` Tn0 , (2.81)
Cap´ıtulo 2. Sistema de Schro¨dinger-Debye 57
e
v˘ptq :“
$&%vptq se 0 ď t ď tn0 ,v˜pt´ tn0q se tn0 ď t ď tn0 ` Tn0 , (2.82)
onde para 0 ď ` ď Tn0 ,
v˜p`q “ e´ `κ v˜p0q `
ż `
0
e´
p`´t1q
κ |u˜pt1q|2dt1. (2.83)
Por compatibilidade, v˜p0q “ vptn0q. Para mostrar que u˘ satisfaz a equac¸a˜o integral, usamos
a definic¸a˜o de u˘ para concluir que para 0 ď t ď tn0 ` Tn0 ,
u˘ptq “ Sptqu0 ´ i
ż t
0
Spt´ `qu˘p`qv˘p`qd`.
Mostremos que u˘ P Lppr0, tn0 ` Tn0s, L8pMqq. Usando as definic¸o˜es de u e u˘, podemos
escrever
}u˘}pLppr0,tn0`Tn0 s,L8pMqq “
ż tn0
0
}upt1q}pL8pMqdt1 `
ż tn0`Tn0
tn0
}u˘pt1q}pL8pMqdt1.
Como u P Lppr0, tn0s, L8pMqq, temos
ż tn0
0
}upt1q}pL8pMqdt1 ă 8. Fazendo a mudanc¸a de
varia´veis ` “ t1 ´ tn0 , temosż tn0`Tn0
tn0
}u˘pt1q}pL8pMqdt1 “
ż tn0`Tn0
tn0
}u˜pt1 ´ tn0q}pL8pMqdt1 “
ż Tn0
0
}u˜p`q}pL8pMqd` ă 8.
Agora, para mostrar que u˘ P Cpr0, tn0 ` Tn0s, H1pMqq, e´ suficiente verificar a continuidade
em tn0 , que e´ o “ponto de colagem”. Para termos a continuidade a` direita, devemos provar
que
}u˘ptn0 ` εq ´ u˘ptn0q}H1 ÝÑ 0,
quando ε ÝÑ 0`. Note que
u˘ptn0 ` εq “ u˜pεq “ Spεqu˜p0q ´ i
ż ε
0
Sptn0 ´ `qu˜p`qv˜p`qd`, (2.84)
onde
u˜p0q “ uptn0q “ Sptn0qu0 ´ i
ż tn0
0
Sptn0 ´ `qup`qvp`qd`. (2.85)
Enta˜o, segue de (2.84) e (2.85) que
u˘ptn0`εq “ Sptn0`εqu0´i
ż tn0
0
Sptn0`ε´`qup`qvp`qd`´i
ż ε
0
Sptn0´`qu˜p`qv˜p`qd`. (2.86)
Por outro lado, usando (2.81) temos
u˘ptn0q “ uptn0q “ Sptn0qu0 ´ i
ż tn0
0
Sptn0 ´ `qup`qvp`qd`. (2.87)
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Fazendo a subtrac¸a˜o (2.86) –(2.87) na norma H1, usando que Sptq e´ uma isometria em
H1, obtemos
}u˘ptn0 ` εq ´ u˘ptn0q}H1 ď }Spεqu0 ´ u0}H1 `
ż tn0
0
}Spεqup`qvp`q ´ up`qvp`q}H1d`
`
ż ε
0
}u˜p`qv˜p`q}H1d`
“: A1pεq ` A2pεq ` A3pεq.
(2.88)
Como tSptqutPR e´ um semigrupo cont´ınuo,
A1pεq ÝÑ 0 quando ε ÝÑ 0`. (2.89)
Para provar a convergeˆncia do termo A2pεq usamos o teorema da convergeˆncia dominada.
Primeiro, usando a propriedade de semigrupo,
}Spεqup`qvp`q ´ up`qvp`q}H1 ÝÑ 0 quando ε ÝÑ 0`, (2.90)
pontualmente para ` P p0, tn0q. Agora, note que
}up`qvp`q}H1 ď C}u}L8pr0,tn0 s,H1q}vp`q}L8 ` C}up`q}L8}v}L8pr0,tn0 s,H1q. (2.91)
Logo,ż tn0
0
}up`qvp`q}H1d` ď C}u}L8pr0,tn0 s,H1q}v}L1pr0,tn0 s,L8q ` C}u}L1pr0,tn0 s,L8q}v}L8pr0,tn0 s,H1q.
(2.92)
Usando (2.77) e o Corola´rio 2.3 (propriedade de persisteˆncia para v), conclu´ımos que o lado
direito de (2.92) e´ finito. Assim, a func¸a˜o ` ÞÑ }up`qvp`q}H1 para ` P p0, tn0q e´ integra´vel.
Aplicando o teorema da convergeˆncia dominada, conclu´ımos que lim
εÑ0`
A2pεq “ 0. Agora,
note que
A3pεq “
ż Tn0
0
χr0,εsp`q}u˜p`qv˜p`q}H1d`.
Para usar o mesmo procedimento aplicado ao termo A2, primeiro note que u˜ P XTn0 :“
Cpr0, Tn0s, H1pMqq X Lppr0, Tn0s, L8pMqq. Como uma consequeˆncia da propriedade de
persisteˆncia para v˜ temos que v˜ P XTn0 . Assim, usando o teorema da convergeˆncia
dominada, conclu´ımos que lim
εÑ0`
A3pεq “ 0.
Em seguida, para mostrar continuidade a` esquerda, devemos mostrar que
}u˘ptn0 ´ εq ´ u˘ptn0q}H1 ÝÑ 0,
quando ε ÝÑ 0`. Pela definic¸a˜o de u˘, tem-se que
u˘ptn0q “ Sptn0qu0 ´ i
ż tn0
0
Sptn0 ´ `qu˜p`qv˜p`qd`. (2.93)
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e
u˘ptn0 ´ εq “ Sptn0 ´ εqu0 ´ i
ż tn0´ε
0
Sptn0 ´ ε´ `qu˜p`qv˜p`qd`. (2.94)
Logo, fazendo a subtrac¸a˜o (2.93)–(2.94), teremos
}u˘ptn0q ´ u˘ptn0 ´ εq}H1 ď }Sptn0 ´ εqu0 ´ Sptn0qu0}H1`
`
››› ż tn0´ε
0
Sptn0 ´ ε´ `qup`qvp`qd`´
ż tn0
0
Sptn0 ´ `qup`qvp`qd`
›››
H1
“: B1pεq `B2pεq.
(2.95)
Claramente, lim
εÑ0`
B1pεq “ 0. Agora, para o termo B2pεq, temos
B2pεq ď
››› ż tn0
0
Sptn0 ´ ε´ `qup`qvp`qd`´
ż tn0´ε
0
Sptn0 ´ ε´ `qup`qvp`qd`
›››
H1
`
››› ż tn0
0
Sptn0 ´ ε´ `qup`qvp`q ´ Sptn0 ´ `qup`qvp`qd`
›››
H1
.
(2.96)
Assim,
B2pεq ď
ż tn0
tn0´ε
›››up`qvp`q›››
H1
d``
ż tn0
0
›››Sp´εqup`qvp`q ´ up`qvp`q›››
H1
d`. (2.97)
Usando o teorema da convergeˆncia dominada, conclu´ımos que lim
εÑ0`
B2pεq “ 0. Logo,
lim
εÑ0`
}u˘ptn0q ´ u˘ptn0 ´ εq}H1 “ 0.
Isto nos leva a concluir que
u˘ P Cpr0, tn0 ` Tn0s, H1pMqq X Lppr0, tn0 ` Tn0s, L8pMqq.
Isto mostra que u˘ e´ uma u´nica soluc¸a˜o para a equac¸a˜o integro diferencial (2.6) sobre o
intervalo r0, tn0 ` Tn0s, o que contradiz a maximalidade de T ˚, uma vez que pela escolha
de n0, tem-se
T ˚ ă tn0 ` c0
e por (2.80), temos
T ˚ ă c0 ` tn0 ď Tn0 ` tn0 .
Enta˜o, devemos ter T ˚ “ `8, ou seja, u e´ uma soluc¸a˜o global no tempo. 2
2.3.3 Uma estimativa de crescimento para a H1-soluc¸a˜o
Suponha λ “ 1 , v0 ě 0 e κ “ 1 (para simplificar). Enta˜o, vptq ě 0 e neste caso,
a estimativa p2.61q se reduz a
}uptq}2H1 ď }u0}2H1 `
ż
M
|u0|2v0 `
ż t
0
}upt1q}4L4dt1.
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Aplicando a estimativa (2.66) segue
}uptq}2H1 ď }u0}2H1 ` }u0}2L4}v0}L2 `
ż t
0
CAopt,B}u0}2L2}upt1q}4H1dt1.
Novamente, usando (2.66), obtemos
}u0}2L4}v0}L2 ď
CAopt,B}u0}2L2
2 }v0}L2 `
}u0}2H1
2 }v0}L2 .
Seja A0 :“ CAopt,B}u0}2L2 , enta˜o
}uptq}2H1 ď C0 `
ż t
0
A0}upt1q}2H1dt1, (2.98)
onde
C0 :“ }u0}2H1 ` A02 }v0}L2 `
}u0}2H1
2 }v0}L2 .
Aplicando a desigualdade de Gronwall em (2.98) obtemos que para 0 ď t ă T ˚, vale a
estimativa
}uptq}2H1 ď C0 ¨ e
şt
0 A0dt
1 “ C0 ¨ eA0t.
2.3.4 Boa colocac¸a˜o global: SD versus NLS
Consideremos dimpMq “ 2. Vamos comparar aqui o nosso resultado de boa
colocac¸a˜o global em H1pMq para o PVI (2.6) com o da NLS cu´bica (2.2) no caso focalizante,
isto e´,
iBtu`∆u “ ´|u|2u; up0, xq “ u0pxq. (2.99)
Relembre que no caso desfocalizante usando conservac¸a˜o de energia, tem-se que a H1–
soluc¸a˜o local para (2.99) pode ser extendida globalmente no tempo, isto e´, u P Cpr0, T s;H1pMqq
para qualquer T ą 0 limitado2. Entretanto, no caso focalizante, a soluc¸a˜o upt, ¨q da equac¸a˜o
(2.99) tem a seguinte quantidade conservada
Epuptqq :“ 12}∇uptq}
2
L2 ´ 14}uptq}
4
L4 “ Epu0q, (2.100)
mostrando que Epuq na˜o controla a norma H1 da soluc¸a˜o. Na intenc¸a˜o de contornar este
problema, note que de (2.100), temos
}∇uptq}2L2 “ 12}uptq}
4
L4 ` 2Epu0q. (2.101)
Agora, aplicando (2.65) (que e´ uma consequeˆncia da desigualdade de Gagliardo-Nirenberg
o´tima (1.16)) em (2.101), segue que
}∇uptq}2L2 ď A0}∇uptq}2L2 `B0,
2 Na verdade, para dimpMq “ 2, pode-se provar que, se G e´ um polinoˆmio com coeficientes reais tal que
lim
xÑ`8Gpxq “ `8 enta˜o u P CpR, H
1pMqq veja [30], pg. 571.
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onde A0 :“ Aopt2 }u0}
2
L2 e B0 :“ 2B}u0}2L2Epu0q. Se no´s impormos a condic¸a˜o sobre a norma
L2 de modo que
A0 ă 1 ðñ }u0}L2 ă
d
2
Aopt
,
poderemos obter uma estimativa H1 a priori via (2.3.4) e consequentemente boa colocac¸a˜o
global em H1 para a NLS no caso focalizante. A discussa˜o acima revela um fenoˆmeno
novo em relac¸a˜o a boa colocac¸a˜o global do PVI (2.6) no caso de focalizante. A estrutura
do termo na˜o-linear da equac¸a˜o integro-diferencial (2.6) nos permitiu obter um resultado
de boa colocac¸a˜o global nos casos desfocalizante e focalizante sem qualquer hipo´tese de
pequenez envolvendo a norma L2 do dado inicial. Essa diferenc¸a sutil entre a equac¸a˜o NLS
e o sistema SD (2.1) ocorre porque a evoluc¸a˜o (acoplada) de v “ vpt, ¨q em (2.6) permite
derivar uma estimativa a priori para a norma H1 de u, embora na˜o tenhamos outras
quantidades conhecidas conservadas (ale´m da norma L2).
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3 Um sistema de interac¸o˜es cu´bicas
3.1 Introduc¸a˜o
Neste cap´ıtulo, vamos considerar o seguinte sistema na˜o linear de equac¸o˜es do
tipo Schro¨dinger com na˜o-linearidades cu´bicas$’’’&’’’%
iBtu`∆u “ λp|u|2 ` β|v|2qu,
iBtv `∆v “ λp|v|2 ` β|u|2qv,
pup0q, vp0qq “ pu0, v0q,
(3.1)
onde u, v : MˆRÑ C sa˜o desconhecidas, β e´ uma constante real positiva e M “ pMd, gq e´
uma variedade compacta, sem bordo de dimensa˜o d ě 2. Ale´m disso, λ “ ˘1 e classificamos
λ “ 1 como caso desfocalizante e λ “ ´1 como caso focalizante. O sistema (3.1) aparece
em muitas situac¸o˜es f´ısicas, especialmente na o´ptica na˜o linear. Por exemplo, quando duas
ondas o´pticas de diferentes frequeˆncias propagam em um meio (no nosso caso, a me´trica
na˜o euclideana g corresponderia a meios com ı´ndice o´ptico varia´vel) e interagem de forma
na˜o linear atrave´s do meio, ou quando dois componentes de polarizac¸a˜o de uma onda
interagem na˜o linearmente em alguma frequeˆncia central [2, 1]. Note que quando v “ 0 e
λ “ 1 (caso desfocalizante) o sistema (3.1) se reduz a equac¸a˜o na˜o linear de Schro¨dinger
cu´bica
iBtu`∆u “ |u|2u, (3.2)
que e´ estudada em [30]. No caso euclideano, sistemas do tipo Schro¨dinger sa˜o amplamente
estudados sob diferentes pontos de vista, para se ter uma evideˆncia desse fato, veja
[41, 53, 85, 87, 90, 92, 94, 98, 106], e refereˆncias contidas.
Usaremos as estimativas do tipo Strichartz enunciadas no Cap´ıtulo 1, combinado
com o me´todo do ponto fixo em um espac¸o de Banach adequado, para estabelecermos o
teorema de boa colocac¸a˜o local para o sistema (3.1).
3.2 Definic¸o˜es e resultados auxiliares
Em todo este cap´ıtulo, vamos denotar HspMq :“ HspMq ˆ HspMq ps ě 0q,
LppMq :“ LppMq ˆ LppMq pp ą 0q e Wσ,qpMq :“ W σ,qpMq ˆ W σ,qpMq (σ, q ą 0).
Relembremos que se X e´ um espac¸o de Banach, o espac¸o produto X ˆX tambe´m e´ um
espac¸o de Banach com a norma
}pf1, f2q}XˆX “ p}f1}pX ` }f2}pXq1{p » }f1}X ` }f2}X ,
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para 1 ă p ă 8. No caso de H1, definimos o produto interno por
xpu, vq, pz, wqyH1 “
ż
M
∇u∇z ` uz `∇v∇w ` vwdg,
de qual obtemos
}pu, vq}2H1 “ xpu, vq, pu, vqyH1 “ }u}2H1 ` }v}2H1 .
Definic¸a˜o 3.1. Seja X um espac¸o de Banach. Dizemos que u : I Ă RÑ X e´ fracamente
cont´ınua, e escrevemos u P CwpI,Xq se, para todo t0 P I,
lim
tÑt0
|ϕpuptqq ´ ϕpupt0qq| “ 0 para todo ϕ P X˚.
Proposic¸a˜o 3.2. Sejam X ãÑ Y dois espac¸os de Banach e I um intervalo limitado, aberto
de R. Seja tununPN limitada em CpI, Y q. Assuma que unptq P X para todo pn, tq P pN, Iq e
que
sup
pn,tqPNˆI
}unptq}X “ K ă 8.
Assuma, ale´m disso, que un e´ uniformemente equicont´ınua em Y . Se X e´ reflexivo, enta˜o
as seguintes propriedades valem:
piq Existe u P CpI¯ , Y q X CwpI,Xq e uma subsequeˆncia pnkqk tal que
unkptq á uptq,
quando k Ñ `8 em X para todo t P I.
piiq Se existe um espac¸o de Banach uniformemente convexo B tal que X ãÑ B ãÑ Y e
se punqnPN Ă CpI, Bq e }unkptq}B Ñ }uptq}B quando k Ñ `8, uniformemente em
I, enta˜o, tambe´m u P CpI, Bq e unk Ñ u em CpI, Bq quando k Ñ `8.
Demonstrac¸a˜o. Veja [37], pa´gina 2. 2
Proposic¸a˜o 3.3. Seja 1 ď p ď `8 e X um espac¸o de Banach. Seja pfnqnPN uma sequeˆncia
limitada em LppI,Xq. Se existe f : I ÞÑ X tal que, fnptq á fptq para quase todo t P I em
X quando nÑ `8, enta˜o f P LppI,Xq e
}f}LppI,Xq ď lim inf
nÑ8 }fn}LppI,Xq.
Demonstrac¸a˜o. Veja [37], pa´gina 6. 2
Definic¸a˜o 3.4. Defina os nu´meros dia´dicos N “ 2j, j P N. Denotaremos por
ÿ
N
EpNq a
soma dia´dica sobre todos os valores de N onde EpNq e´ uma expressa˜o envolvendo N .
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3.3 Resultados principais
Fixada as definic¸o˜es e resultados auxiliares, podemos enunciar os resultados
principais deste cap´ıtulo. O primeiro resultado e´ sobre boa colocac¸a˜o local.
Teorema 3.5. (Teoria local em Hs). Seja s ą d2 ´
1
2 . Dado pu0, v0q P H
spMq existe
T “ T p}pu0, v0q}Hsq ą 0 e uma u´nica soluc¸a˜o do problema (3.1) no intervalo r´T, T s tal
que
pu, vq P Cpr´T, T s;HspMqq X Lppr´T, T s;L8pMqq.
Ale´m disso,
paq A aplicac¸a˜o Bppu0, v0q, δq Q pu˜0, v˜0q ÞÑ pu˜ptq, v˜ptqq e´ Lipschitz cont´ınua, para algum
δ ą 0 onde Bppu0, v0q, δq Ă Hs e´ uma bola aberta.
pbq Se pu0, v0q P HrpMq para r ą s enta˜o pu, vq P Cpr´T, T s;HrpMqq.
Em dimensa˜o d “ 2 como ha´ existeˆncia local em H1, a conservac¸a˜o de energia
fornece uma limitac¸a˜o uniforme para a norma H1 da soluc¸a˜o pu, vq no caso defocalizante
(λ “ 1), o que fornece soluc¸a˜o global. Ja´ no caso focalizante pλ “ ´1q, como as quantidades
conservadas na˜o fornecem diretamente uma limitac¸a˜o para a norma H1, faremos uso da
desigualdade de Gagliardo-Nirenberg o´tima para estabeler um crite´rio envolvendo a norma
L2, segundo o qual podemos dizer que a soluc¸a˜o e´ global em H1.
Em dimensa˜o d “ 3, ja´ na˜o temos boa colocac¸a˜o local em H1 e podemos
pensar no que ocorre para s ą 1. Vamos mostrar que neste caso, tais soluc¸o˜es sa˜o de fato
globais em HspMq. Para isso, faremos uso do me´todo usado em [30, 33] para o estudo da
NLS cu´bica e aplicaremos ao estudo do sistema (3.1). Por sua vez, este me´todo e´ uma
extensa˜o do me´todo de Bre´zis-Galloue¨t (veja [17]) para o estudo da NLS sobre domı´nios
em R2. Superficialmente falando, o me´todo apresentado em [17] consiste em mostrar que,
sob certas hipo´teses, sobre um domı´nio Ω Ă R2, pode-se obter uma imersa˜o de Sobolev
logar´ıtmica, dada por
}v}L8pΩq À }v}H1pΩq
´
1`
b
logp2` }v}H2pΩqq
¯
, (3.3)
para toda v P H2pΩq. Isto e´ utilizado para provar que a soluc¸a˜o da NLS sobre Ω e´ global
em H2. No contexto geral de variedades compactas, uma estimativa ana´loga a` (3.3) e´ mais
dif´ıcil de se obter, uma vez que na˜o temos a transformada de Fourier na varia´vel espacial x.
Para contornar este problema, usaremos o ana´logo da decomposic¸a˜o de Littlewood-Paley
(Lema 1.11 do Cap´ıtulo 1), leis de conservac¸a˜o (3.6), (3.7) e estimativas do tipo Bernstein
relacionadas aos operadores ϕhp∆q :“ ϕp´h2∆q com h „ N´1 e estimativa de Strichartz
na˜o homogeˆneas estudadas no Cap´ıtulo 1, para obter
}pϕNp∆qu, ϕNp∆qvq}L2pra,bs;L6q À N´ 12 }pϕNp∆qu, ϕNp∆qvq}L2pra,bs;H1q
`N´ 32 Λp}pu, vq}L8pra,bs;H1qq,
(3.4)
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onde Λ e´ uma func¸a˜o positiva na˜o decrescente (veja o Lema 3.13). A estimativa (3.4) e´
uma das pec¸as fundamentais para obtermos a seguinte estimativa logar´ıtmica, que pode
ser vista como uma versa˜o da estimativa (3.3) de Bre´zis-Galloue¨t em dimensa˜o 3 ps ą 1q
}pu, vq}L2pp0,T q;L8q À 1`
b
T log
`
2` }pu, vq}L8pp0,T q,Hsq
˘
. (3.5)
Desta forma, usando (3.5) obteremos uma estimativa a priori para a soluc¸a˜o de (3.1),
dada por
}pu, vq}L8pp0,T q;Hsq À }pu0, v0q}Hs ` }pu0, v0q}2Hs ,
para qualquer s ą 1 e para algum T ą 0. Esta estimativa sera´ u´til para provar a existeˆncia
de soluc¸o˜es globais.
Teorema 3.6. (Teoria global em Hs). Considere a soluc¸a˜o local pu, vq dada pelo Teorema
3.5. Enta˜o,
paq Se dimpMq “ 2, a soluc¸a˜o pu, vq e´ global no caso desfocalizante (λ “ 1) (como
consequeˆncia das leis de conservac¸a˜o) e tem-se que
pu, vq P CpR;H1q X LplocpR;L8pMqq.
Ale´m disso, a soluc¸a˜o pu, vq tambe´m e´ global no caso focalizante pλ “ ´1q se a norma L2
do dado inicial obedece a condic¸a˜o
}pu0, v0q}L2 ă
d
1
p1` βqAopt ,
onde Aopt ą 0 (veja (1.17)) e´ a constante o´tima da desigualdade de Gagliardo-Nirenberg.
pbq Se dimpMq “ 3 e s ą 1, enta˜o a soluc¸a˜o pu, vq e´ de fato global, com pu, vq P
CpR;HspMqq.
Para enunciar o pro´ximo resultado, precisaremos introduzir a definic¸a˜o de
soluc¸a˜o fraca que adotaremos. Tal definic¸a˜o e´ baseada na definic¸a˜o dada em [37] pa´gina 56.
Definic¸a˜o 3.7. Seja pu, vq : I Ñ H1pMq.
1. pu, vq e´ dita uma soluc¸a˜o forte para (3.1)sobre I, se pu, vq P CpI;H1q X C1pI;H´1q
resolve o PVI sobre H´1 para todo t P I,
2. pu, vq e´ dita uma soluc¸a˜o fraca para (3.1)sobre I, se pu, vq P L8pI;H1qXW 1,8pI;H´1q
resolve o PVI sobre H´1 para quase todo t P I.
A func¸a˜o pu, vq : RÑ H1 e´ dita uma soluc¸a˜o global forte ou fraca, se para todo intervalo
limitado I Ă R a restric¸a˜o pu, vq |I e´ uma soluc¸a˜o forte ou fraca, respectivamente.
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No sentido da Definic¸a˜o 3.7, provaremos o seguinte resultado.
Teorema 3.8. (Soluc¸o˜es fracas em H1). Considere o sistema (3.1) e dimpMq “ 3. Enta˜o,
paq Para qualquer pu0, v0q P H1pMq, existe uma soluc¸a˜o fraca global pu, vq P L8pR;H1pMqqX
W 1,8pR,H´1q;
pbq A soluc¸a˜o obtida no item paq e´ u´nica;
pcq Temos que a soluc¸a˜o fraca pu, vq satisfaz a lei de conservac¸a˜o de energia, e con-
sequentemente, pu, vq P CpR;H1pMqq X C1pR;H´1pMqq, de modo que pu, vq e´ uma
soluc¸a˜o forte (no sentido da Definic¸a˜o 3.7).
Na prova do Teorema 3.6, bem como na prova do Teorema 3.8, faremos uso
constante do fato que as soluc¸o˜es do sistema (3.1) possuem algumas quantidades conserva-
das, ao menos para soluc¸o˜es suficientemente regulares, nomeadamente,
Massa:
Mpu, vq :“ }u}2L2pMq ` }v}2L2pMq “ }u0}2L2pMq ` }v0}2L2pMq “Mpu0, v0q (3.6)
e Energia:
Epu, vq :“ 12p}∇u}
2
L2pMq`}∇v}2L2pMqq` λ4 p}u}
4
L4pMq` 2β}uv}2L2pMq`}v}4L4pMqq “ Epu0, v0q.
(3.7)
A prova do Teorema 3.5 e´ feita na sec¸a˜o 3.4. A prova do Teorema 3.6 e´ feita na sec¸a˜o 3.5.
A prova do Teorema 3.8 e´ dada na sec¸a˜o 3.6.
3.4 Teoria local
3.4.1 Preliminares
Sem preju´ızo ao resultado de boa colocac¸a˜o local, podemos assumir que β “
1 “ λ. Deste modo, podemos reescrever o sistema (3.1) como$’’’&’’’%
iBtu`∆u “ F pu, vq,
iBtv `∆v “ Gpu, vq,
pup0q, vp0qq “ pu0, v0q,
(3.8)
onde
F pu, vq “ p|u|2 ` |v|2qu e Gpu, vq :“ F pv, uq “ p|v|2 ` |u|2qv. (3.9)
Seja d ě 2. Para todo s ą d{2, usando a imersa˜o de Sobolev HspMq ãÑ L8pMq, e´ fa´cil pro-
var que, para todo pu0, v0q P HspMq existe uma u´nica soluc¸a˜o pu, vq P Cpr´T, T s;HspMqq
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para (3.1) para algum T ą 0 dependendo somente de }pu0, v0q}Hs . Portanto, tambe´m em
vista da parte pbq do Teorema 3.5, podemos assumir que s ă d2 . Se s ą
d
2 ´
1
2 , podemos
encontrar p ą 2 tal que s ą d2 ´
1
p
. Considere o espac¸o de Banach ZT :“ YT ˆ YT onde
YT :“ Cpr´T, T s;HspMqq X Lppr´T, T s;L8pMqq.
Para pu, vq P ZT definimos a norma }pu, vq}ZT :“ }u}YT ` }v}YT , com
}w}YT :“ }w}L8pr´T,T s;HspMqq ` }w}Lppr´T,T s;L8pMqq. (3.10)
Usando a fo´rmula de Duhamel, podemos considerar o seguinte sistema de equac¸o˜es integrais$’’&’’%
uptq “ Sptqu0 ´ i
ż t
0
Spt´ τqF pupτq, vpτqqdτ,
vptq “ Sptqv0 ´ i
ż t
0
Spt´ τqGpupτq, vpτqqdτ,
(3.11)
onde, Sptqp¨q :“ eit∆p¨q denota o fluxo linear e F , G sa˜o dados em (3.9). Agora, para R ą 0
a ser escolhido, defina a bola em ZT por
BR :“ tpu, vq P ZT ; }pu, vq}ZT ď Ru.
Definamos a aplicac¸a˜o Φ :“ pΦ1,Φ2q com$’’&’’%
Φ1pu, vqptq “ Sptqu0 ´ i
ż t
0
Spt´ τqF pupτq, vpτqqdτ,
Φ2pu, vqptq “ Sptqv0 ´ i
ż t
0
Spt´ τqGpupτq, vpτqqdτ.
(3.12)
O principal objetivo e´ mostrar que Φ : BR Ñ BR e´ uma contrac¸a˜o para algum R ą 0
e T ą 0 adequados. Para isso, precisaremos utilizar algumas estimativas lineares e na˜o
lineares. A seguir, vamos enunciar as estimativas principais que vamos utilizar na prova do
teorema de boa colocac¸a˜o local para o sistema (3.12).
3.4.2 Estimativas lineares e na˜o lineares
3.4.2.1 Estimativas lineares
Lema 3.9. Para p ą 2 e s ą d2 ´
1
p
, valem as seguintes estimativas
piq }Sptqu0}YT À }u0}HspMq,
piiq }
ż t
0
Spt´ τqF pτqdτ}YT ÀT }F }L1pr0,T s;HspMqq.
Demonstrac¸a˜o. Segue de uma aplicac¸a˜o direta dos Lemas 1.31 e 1.32 e do fato que
tSptqutPR age isometricamente em HspMq. 2
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3.4.2.2 Estimativas na˜o lineares
Lema 3.10. Seja s ě 0 e u, v P L8pMq XHspMq, enta˜o:
piq }|u|2u}Hs À }u}2L8}u}Hs,
piiq }u2u¯}Hs À }u}2L8}u}Hs,
piiiq }|u|2v}Hs À }u}Hs}u}L8}v}L8 ` }u}2L8}v}Hs.
Demonstrac¸a˜o. Basta aplicar a desigualdade (1.11) do Lema 1.14. 2
Lema 3.11. Seja s ě 0, e u1, u2, v1, v2 P L8pMqXHspMq. Enta˜o, as seguintes estimativas
sa˜o verdadeiras
piq }|u1|2pu1 ´ u2q}Hs À }u1}Hs}u1}L8}u1 ´ u2}L8 ` }u1}2L8}u1 ´ u2}Hs,
piiq }u1u2pu1 ´ u2q}Hs À }u1}L8}u2}L8}u1 ´ u2}Hs ` }u1}Hs}u2}L8}u1 ´ u2}L8
` }u2}Hs}u1}L8}u1 ´ u2}L8,
piiiq }u22pu1 ´ u2q}Hs À }u2}2L8}u1 ´ u2}Hs ` }u1 ´ u2}L8}u2}L8}u2}Hs,
pivq }|v1|2pu1 ´ u2q}Hs À }v1}Hs}v1}L8}u1 ´ u2}L8 ` }v1}2L8}u1 ´ u2}Hs,
pvq }v1u2pu1 ´ u2q}Hs À }v1}L8}u2}L8}u1 ´ u2}Hs ` }v1}Hs}u2}L8}u1 ´ u2}L8
` }u2}Hs}v1}L8}u1 ´ u2}L8,
pviq }v2u2pu1 ´ u2q}Hs À }v2}Hs}u2}L8}v1 ´ v2}L8 ` }u2}Hs}v2}L8}v1 ´ v2}L8
` }v2}L8}u2}L8}v1 ´ v2}Hs.
Demonstrac¸a˜o. Basta aplicar diretamente a desigualdade (1.11) do Lema 1.14. 2
3.4.3 Prova do resultado local
Nesta sec¸a˜o, provaremos o resultado local enunciado no Teorema 3.5.
Demonstrac¸a˜o do Teorema 3.5. Seja s ą d2 ´
1
2 e pu0, v0q P H
spMq. Consideremos
Φ “ pΦ1,Φ2q como definido em (3.12). Sem perda de generalidade, podemos fazer os
ca´lculos com a expressa˜o Φ1 e o mesmo procedimento se aplica a` Φ2 (por simetria). Para
comec¸ar, aplicamos a norma YT em Φ1, e obtemos
}Φ1pu, vq}YT ď }Sptqu0}YT `
››››ż t
0
Spt´ τqF pupτq, vpτqqdτ
››››
YT
. (3.13)
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Portanto, aplicando o Lema 3.9 em (3.13) segue que
}Φ2pu, vq}YT ď }u0}Hs `
ż T
0
}F pupτq, vpτqq}HspMqdτ. (3.14)
Agora, aplicando o Lema 3.10 em (3.14), temos
}Φ1pu, vq}YT À }u0}Hs ` }u}L8pHsq
ż T
0
}u}2L8dτ ` }v}L8pHsq
ż T
0
}u}L8}v}L8dτ
` }u}L8pHsq
ż T
0
}v}2L8dτ
À }u0}Hs ` T γ}u}L8pHsq}u}2LppL8q ` T γ}v}L8pHsqp}u}2LppL8q ` }v}2LppL8qq
` T γ}u}L8pHsq}v}2LppL8q
À }u0}Hs ` T γp}u}3YT ` }v}3YT q ` T γp}v}YT }u}2YT ` }u}YT }v}2YT q,
onde γ :“ 1´ 2
p
ą 0 (pois p ą 2). Portanto,
}Φ1pu, vq}YT À }u0}Hs ` p}u}3YT ` }v}3YT qT γ ` p}v}YT }u}2YT ` }u}YT }v}2YT qT γ. (3.15)
Por simetria, conclu´ımos que os mesmos argumentos podem ser usados para concluir que
}Φ2pu, vq}YT À }v0}Hs ` p}v}3YT ` }u}3YT qT γ ` p}u}YT }v}2YT ` }v}YT }u}2YT qT γ. (3.16)
Logo, usando (3.15) e (3.16), conclu´ımos que existe C ą 0 tal que
}Φpu, vq}ZT ď C}pu0, v0q}Hs ` C}pu, vq}3ZTT γ. (3.17)
Isto mostra que, se escolhermosR :“ 2C}pu0, v0q}Hs , podemos escolher T pequeno suficiente
tal que Φ mapeia BR em si pro´pria. Resta provar que T pode ser escolhido de forma que
Φ : BR Ñ BR e´ uma contrac¸a˜o. De fato, procedendo do mesmo modo que fizemos para
mostrar que Φ mapeia BR em si pro´pria, usamos o Lema 3.9 para obter
}Φ1pu1, v1q ´ Φ1pu2, v2q}YT À
››››ż t
0
Spt´ τqpF pu1pτq, v1pτqq ´ F pu2pτq, v2pτqqqdτ
››››
YT
À
ż t
0
}F pu1pτq, v1pτqq ´ F pu2pτq, v2pτqq}Hsdτ.
(3.18)
Como F pu, vq “ p|u|2 ` |v|2qu, temos que
F pu1, v1q ´ F pu2, v2q “ p|u1|2 ` |v1|2qu1 ´ p|u2|2 ` |v2|2qu2
“ |u1|2u1 ´ |u2|2u2 ` |v1|2u1 ´ |v2|2u2.
(3.19)
Para os nossos propo´sitos, devemos escrever as diferenc¸as em (3.19) envolvendo pu1, u2q e
pv1, v2q como$&%|u1|2u1 ´ |u2|2u2 “ |u1|2pu1 ´ u2q ` u1u2pu1 ´ u2q ` u22pu1 ´ u2q|v1|2u1 ´ |v2|2u2 “ |v1|2pu1 ´ u2q ` v1u2pv1 ´ v2q ` v2u2pv1 ´ v2q. (3.20)
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De maneira ana´loga que fizemos no caso do sistema SD na demonstrac¸a˜o do
Teorema 2.2, e´ facil obter
}Φ1pu1, v1q´Φ1pu2, v2q}YT À p}pu1, v1q}2ZT `}pu2, v2q}2ZT q}pu1, v1q´pu2, v2q}ZTT γ
1
. (3.21)
Analogamente, podemos repetir os ca´lculos com a expressa˜o Φ2 para obter
}Φ2pu1, v1q´Φ2pu2, v2q}YT À p}pu1, v1q}2ZT `}pu2, v2q}2ZT q}pu1, v1q´pu2, v2q}ZTT γ
1
. (3.22)
Logo, de (3.21) e (3.22) conclui-se que
}Φpu1, v1q ´ Φpu2, v2q}ZT ď C
´
}pu1, v1q}2ZT ` }pu2, v2q}2ZT
¯
}pu1, v1q ´ pu2, v2q}ZTT γ1
ď 2CR2T γ1}pu1, v1q ´ pu2, v2q}ZT .
(3.23)
Dessa forma, escolhendo 0 ă T ă
ˆ
1
2CR2
˙ 1
γ1
(que e´ possivelmente menor
do que aquele escolhido apo´s (3.17)), obtemos que Φ e´ uma contrac¸a˜o em BR Ă ZT , e
pelo Teorema do ponto fixo em espac¸os de Banach, segue que existe um u´nico ponto fixo
pu, vq P BR que e´ soluc¸a˜o local do sistema integral (3.11).
A continuidade Lipschitz segue de (3.23) e isso termina a demostrac¸a˜o. 2
3.5 Teoria global
Nesta sec¸a˜o, vamos provar todas as afirmac¸o˜es do Teorema 3.6. Comec¸aremos
por provar a afirmac¸a˜o paq.
3.5.1 Soluc¸o˜es globais para d “ 2
Pelo Teorema 3.5, para d “ 2, existe uma soluc¸a˜o local
pu, vq P Cpr´T, T s;H1pMqq X Lppr´T, T s;L8pMqq
para algum p ą 2, onde T »
ˆ
1
}pu0, v0q}H1
˙γppq
, e γppq ą 0. Como foi discutido antes,
vamos considerar somente o focalizante pλ “ ´1q e obter cota superior para a norma H1
(e consequentemente uma cota inferior para T ). Usando a definic¸a˜o da norma H1 e (3.6)
podemos escrever
}pu, vq}2H1 » }∇pu, vq}2L2 `Mpu0, v0q,
onde usamos a notac¸a˜o }∇pu, vq}2L2 :“ }∇u}2L2 ` }∇v}2L2 . Pela expressa˜o da conservac¸a˜o
de energia (3.7), temos
}∇pu, vq}2L2 “ 12p}u}
4
L4 ` 2β}uv}2L2 ` }v}4L4q ` 2pu0, v0q. (3.24)
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Usando a desigualdade de Gagliardo-Nirenberg o´tima (1.16) para controlar a norma L4,
obtemos
}u}4L4 ` 2β}uv}2L2 ` }v}4L4 ď p2` 2βq
´
Aopt}∇pu, vq}2L2Mpu0, v0q `BM2pu0, v0q
¯
. (3.25)
Substituindo (3.25) em (3.24) encontramos
}∇pu, vq}2L2 ď p1`βqAoptMpu0, v0q}∇pu, vq}2L2`Bp1`βqM2pu0, v0q`2Epu0, v0q. (3.26)
Portanto, se p1` βqAoptMpu0, v0q ă 1, ou seja, se
}pu0, v0q}L2 ă
d
1
p1` βqAopt ,
temos que a soluc¸a˜o pode ser extendida globalmente no tempo.
3.5.2 Soluc¸o˜es globais em d “ 3
Nesta sec¸a˜o, vamos provar a existeˆncia de soluc¸o˜es globais para o sistema (3.1)
enunciada na parte (b) do Teorema 3.6, considerando s ą 1 e dimpMq “ 3.
3.5.2.1 Estimativas ba´sicas
Vamos comec¸ar estabelecendo um lema u´til para nossas estimativas. Denote por
N “ 2k (k P N) um nu´mero dia´dico. Consideremos aqui a classe de operadores introduzidos
na Definic¸a˜o 1.9, onde consideramos o caso particular em que h “ N´1 e V “ 0. Para
simplificar a notac¸a˜o, definamos para ϕ P C80 pRzt0uq e f P L2pMq
ϕNp∆qf :“ ϕp´N´2∆qf “
ÿ
k:µkPSpecp´∆q
ϕ
´ µk
N2
¯
Pkf,
a qual e´ chamada func¸a˜o corte espectral sobre a frequeˆncia „ N .
Lema 3.12. Sejam u, v P H1pMq. Enta˜o
}|u|2v}
L8
`
ra,bs;W 1, 65
˘ ď CΛ´}pu, vq}L8pra,bs;H1q¯. (3.27)
onde Λ e´ uma func¸a˜o na˜o decrescente.
Demonstrac¸a˜o. Usando que o gradiente ∇ :“ ∇g satisfaz a regra de Leibniz, temos
∇pfgq “ f∇g ` g∇f.
Portanto,
|∇p|u|2vq|g ď |u|2|∇v|g ` 4|u||v||∇u|g. (3.28)
Agora, note que
}|u|2v}
W 1,
6
5
„ }|u|2v}
L
6
5
` }∇p|u|2vq}
L
6
5
. (3.29)
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‚ Para a primeira parcela do lado direito de (3.29), temos
}|u|2v} 65
L
6
5
“
ż
M
||u|2v| 65dg ď
ż
M
p|u| 125 ` 1q|v| 65dg “
ż
M
|u| 125 |v| 65dg `
ż
M
|v| 65dg.
(3.30)
Aplicando a desigualdade de Ho¨lder em (3.30), obtemos
}|u|2v} 65
L
6
5
ď
ˆż
M
|u|6dg
˙ 2
5
ˆż
M
|v|2dg
˙ 3
5 `
ż
M
|v| 65dg.
Usando a imersa˜o cont´ınua H1 ãÑ L6, segue que
}|u|2v}
L
6
5
ď }u}2L6}v}L2 ` }v}L 65 ď C}pu, vq}3H1 ` C}pu, vq}H1 . (3.31)
‚ Agora, usando (3.28), teremos
}∇p|u|2vq} 65
L
6
5
“
ż
M
|∇p|u|2vq| 65dg ď
ż
M
´
|u|2|∇v| ` 4|u||v||∇u|
¯ 6
5
dg.
Portanto,
}∇p|u|2vq} 65
L
6
5
ď C
ż
M
´
|u|2
¯ 6
5 |∇v| 65dg ` C
ż
M
´
|u||v||∇u|
¯ 6
5
dg. (3.32)
Aplicando a desigualdade de Ho¨lder em (3.32), vem que
}∇p|u|2vq}
L
6
5
ď C}|u|2}L3}∇u}L2 ` C}|v||u||∇u|}L 65
ď C}u}2L6}∇u}L2 ` C}|u||v|}L3}∇u}L2
ď C}u}2L6}∇u}L2 ` C}v}L6}u}L6}∇u}L2
ď C}pu, vq}3H1 .
(3.33)
De (3.31) e (3.33) podemos concluir que existe C ą 0 tal que
}|u|2v}
W 1,
6
5
ď Cp}pu, vq}H1 ` }pu, vq}3H1q.
Denotemos Λpxq :“ x` x3, (que e´ na˜o decrescente em R`). Enta˜o,
}|u|2v}
L8
`
ra,bs;W 1, 65
˘ ď CΛ´}pu, vq}L8pra,bs;H1q¯.
2
Lema 3.13. Seja ϕ P C80 pRzt0uq. Enta˜o existe C ą 0 tal que para qualquer a ă b com
b´ a ď 1 e pu, vq P Cpra, bs;H1q uma soluc¸a˜o de$&%iBtu`∆u “ p|u|2 ` |v|2quiBtv `∆v “ p|v|2 ` |u|2qv, (3.34)
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vale a seguinte estimativa
}pϕNp∆qu, ϕNp∆qvq}L2pra,bs;L6q ďCN´ 12 }pϕNp∆qu, ϕNp∆qvq}L2pra,bs;H1q`
` CN´ 32 Λp}pu, vq}L8pra,bs;H1qq,
(3.35)
onde Λ : R` ÝÑ R` e´ a func¸a˜o na˜o decrescente dada pelo Lema 3.12. Em particular, pelas
leis de conservac¸a˜o (3.6), (3.7), (veja tambe´m o Lema 3.18), temos
Λp}pu, vq}L8pra,bs;H1qq ď C
`}pu0, v0q}H1pMq˘ ,
de modo que
}pϕNp∆qu, ϕNp∆qvq}L2pra,bs;L6q À}pu0,v0q}H1pMq
N´
1
2 }pϕNp∆qu, ϕNp∆qvq}L2pra,bs;H1q `N´ 32 .
(3.36)
Demonstrac¸a˜o. O primeiro passo para obtermos a estimativa (3.35) e´ reduzir o sistema
(3.34) a` sistemas sobre intervalos menores de comprimento „ N´1, com dado inicial nulo.
Mais especificamente, considere uma
α˚
4N - partic¸a˜o no sentido da Definic¸a˜o 1.5. Logo,
podemos escrever o intervalo ra, bs como a seguinte unia˜o de subintervalos com interiores
disjuntos:
ra, bs “ ra, a˜s Y J1 Y ...Y JNab´1 Y rb˜, bs, (3.37)
onde |J`| ď α
˚
4N para ` “ 0, 1, ..., Nab. Denote por J
1
` o intervalo dado pela seguinte soma
aritme´tica de intervalos
J 1` :“ pJ` `
„
´ α
˚
8N ,
α˚
8N

q X ra, bs. (3.38)
Seja
c` :“ a` `α
˚
4N `
α˚
8N para ` “ 0, 1, ..., Nab.
Observando a definic¸a˜o dos subintervalos J` dados pela Definic¸a˜o 1.5, podemos escrever
J` “
„
c` ´ α
˚
8N , c` `
α˚
8N

.
Defina a sequeˆncia de func¸o˜es
´
χJ`
¯Nab
`“0
Ă C80 pr0,8qq por
χJ`ptq :“ χ
´pt´ c`qN
α˚
¯
para alguma χ P C80 pRq tal que χ “ 1 sobre r´1{8, 1{8s e supppχq Ă r´1{4, 1{4s. Enta˜o,
temos que $’’’&’’’%
χJ` “ 1 sobre J`,
supppχJ`q Ă J 1`,
}χ1J`}L8pRq ď
N
α˚
}χ1}L8pRq Àα˚,χ1 N.
(3.39)
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Ale´m disso, avaliando χJ` no extremo inferior do intervalo J
1
` “ rt`0, t`1s, onde t`0 :“ c`´ α
˚
4N ,
e t`1 :“ c` ` α
˚
4N , teremos
χJ`
`
t`0
˘ “ χ˜Npc` ´ α˚4N ´ c`q
α˚
¸
“ χ
´
´ 14
¯
“ 0, (3.40)
pois ´14 R supppχq. Agora, defina para t P J
1
`,
pW`ptq, W˜`ptqq :“
´
χJ`ptqϕNp∆quptq, χJ`ptqϕNp∆qvptq
¯
. (3.41)
Note que
BtW` “ χ1J`ϕNp∆qu` χJ`ϕNp∆qBtu. (3.42)
Usando que os operadores ϕNp∆q e ∆ comutam, obtemos
∆W` “ χJ`ϕNp∆q∆u. (3.43)
Portanto, segue de (3.42) e (3.43) e da primeira equac¸a˜o de (3.34) que
iBtW` `∆W` “ iχ1J`ϕNp∆qu` iχJ`pϕNp∆qBtuq ` χJ`ϕNp∆q∆u
“ iχ1J`ϕNp∆qu` χJ`ϕNp∆qpiBtu`∆uq
“ iχ1J`ϕNp∆qu` χJ`ϕNp∆qp|u|2u` |v|2uq.
(3.44)
Analogamente, fazendo o mesmo procedimento com W˜`ptq e considerando a segunda
equac¸a˜o de (3.34), obtemos
iBtW˜` `∆W˜` “ iχ1J`ϕNp∆qv ` χJ`ϕNp∆qp|v|2v ` |u|2vq. (3.45)
Portanto, de (3.44) e (3.45) segue que o par pW`ptq, W˜`ptqq satisfaz o sistema$&%iBtW` `∆W` “ iχ1J`ϕNp∆qu` χJ`ϕNp∆qp|u|2u` |v|2uqiBtW˜` `∆W˜` “ iχ1J`ϕNp∆qv ` χJ`ϕNp∆qp|v|2v ` |u|2vq, (3.46)
sobre J 1` com dado inicial nulo. Como consequeˆncia da estimativa (1.6) e do fato que
supppχJ`q Ă J 1` com χJ` ď 1, temos
}χJ`ϕNp∆qp|u|2vq}2L2`J 1
`
;L
6
5
˘ “ ż
J 1
`
}χJ`ϕNp∆qp|u|2vq}2L 65 dt
ď }χJ`ϕNp∆qp|u|2vq}2L8pJ 1
`
;L
6
5 q|J
1
`|
ď CN´1}ϕNp∆qp|u|2vq}2
L8pJ 1
`
;L
6
5 q
ď CN´3}|u|2v}2
L8pJ 1
`
;W 1,
6
5 q.
(3.47)
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Segue de (3.47) que
}χJ`ϕNp∆qp|u|2vq}L2pJ 1
`
;L
6
5 q ď CN´
3
2 }|u|2v}
L8pJ 1
`
;W 1,
6
5 q ď CN´
3
2 }|u|2v}
L8pra,bs;W 1, 65 q.
(3.48)
Finalmente, usando a relac¸a˜o (3.27) em (3.48), obtemos que
}χJ`ϕNp∆qp|u|2vq}L2pJ 1
`
;L
6
5 q ď CN´
3
2 Λ
´
}pu, vq}L8pra,bs;H1q
¯
. (3.49)
A estimativa (3.49) vale (por simetria) para os termos restantes presentes nas duas equac¸o˜es
de (3.34), os quais sa˜o: ϕNp∆qp|u|2uq, ϕNp∆qp|v|2vq e ϕNp∆qp|v|2uq. Consideremos a
primeira equac¸a˜o de (3.46). Pela fo´rmula de Duhamel, temos que W` satisfaz
W`ptq “ eit∆W`pt`0q ´ i
ż t
t`0
eipt´τq∆
´
F1pu, vq ` F2pu, vq ` F3pu, vq
¯
dτ (3.50)
para todo t P rt`0, t`1s “: J 1` Ą J`, onde
F1pu, vq`F2pu, vq`F3pu, vq :“ iχ1J`ϕNp∆qv`χJ`ϕNp∆qp|v|2vq`χJ`ϕNp∆qp|u|2vq. (3.51)
Como vimos em (3.40), W`pt`0q “ 0 e segue de (3.50) que
}W`}L2pJ`;L6q ď
3ÿ
k“1
›››››
ż t
t`0
eipt´τq∆Fkpu, vqdτ
›››››
L2pJ`;L6q
. (3.52)
‚ Como |J`| “ α
˚
4N ă
α˚
2N e supppχJ`q Ă J
1
`, podemos usar a Proposic¸a˜o 1.34 para
concluir que existe C ą 0 tal que
3ÿ
k“2
›››››
ż t
t`0
eipt´τq∆Fkpu, vqdτ
›››››
L2pJ`;L6q
ď C
3ÿ
k“2
}Fkpu, vq}
L2pJ`;L 65 q. (3.53)
‚ Seja pp˜1, q˜1q “ p1, 2q. Enta˜o pp˜, q˜q “ p8, 2q e´ um par 3-admiss´ıvel, de modo que
podemos aplicar Proposic¸a˜o 1.34 para obtermos›››››
ż t
t`0
eipt´τq∆F1pu, vqdτ
›››››
L2pJ`;L6q
ď C}F1pu, vq}L1pJ`;L2q. (3.54)
Aplicando a estimativa (3.49) ao lado direito de (3.53) obtemos
3ÿ
k“2
›››››
ż t
t`0
eipt´τq∆Fkpu, vqdτ
›››››
L2pJ`;L6q
ď CN´ 32 Λ
´
}pu, vq}L8pra,bs;H1q
¯
. (3.55)
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Consideremos agora a estimativa (3.54). Aplicando a desigualdade de Cauchy-Schwarz e
usando que |χ1J`ptq| ď CN , obtemos
}F1pu, vq}L1pJ 1
`
;L2q “
ż
J 1
`
}χ1J`ptqϕNp∆qvptq}L2dt
ď
´ ż
J 1
`
}χ1J`ptqϕNp∆qvptq}2L2dt
¯1{2|J 1`|1{2
ď CN´1{2 sup
tPJ 1
`
p|χ1J`ptq|q }ϕNp∆qv}L2pJ 1`;L2q
ď CN1{2}ϕNp∆qv}L2pJ 1
`
;L2q
ď CN´1{2}ϕNp∆qv}L2pJ 1
`
;H1q.
(3.56)
Portanto, segue de (3.52), (3.55) e (3.56) que
}W`}L2pJ`;L6q ď CN´1{2}ϕNp∆qv}L2pJ 1`;H1q ` CN´
3
2 Λ
´
}pu, vq}L8pra,bs;H1q
¯
. (3.57)
Estabelecidas as estimativas (3.57) em J`, precisamos obter a estimativa global em ra, bs.
Note que
}ϕNp∆quptq}L2pra,bs;L6q ď }ϕNp∆quptq}L2pra,a˜s;L6q `
Nab´1ÿ
`“1
}χJ`ϕNp∆quptq}L2pJ`;L6q
` }ϕNp∆quptq}L2prb˜,bs;L6q
ď }ϕNp∆quptq}L2pra,a˜s;L6q ` CpNab ´ 1q
”
N´1{2}ϕNp∆qv}L2pJ 1
`
;H1q
`N´ 32 Λ
´
}pu, vq}L8pra,bs;H1q
¯ı
` }ϕNp∆quptq}L2prb˜,bs;L6q.
(3.58)
Agora, precisamos estimar os termos relacionados aos extremos do intervalo ra, bs, que sa˜o:
}ϕNp∆quptq}L2pra,a˜s;L6q e }ϕNp∆quptq}L2prb˜,bs;L6q. Consideremos Waptq :“ ϕNp∆quptq. Logo,
piBt `∆qWa “ ϕNp∆qp|u|2 ` |v|2qu. (3.59)
Aplicando a fo´rmula de Duhamel em (3.59), obtemos que Wa satisfaz
Waptq “ eit∆ϕNp∆qupaq ´ i
ż t
a
eipt´τq∆
´
G1pu, vq `G2pu, vq
¯
dτ (3.60)
para todo t P ra, a˜s, onde
G1pu, vq `G2pu, vq :“ ϕNp∆qp|u|2vq ` ϕNp∆qp|v|2uq. (3.61)
Segue de (3.60) que
}Wa}L2pra,a˜s;L6q ď }eit∆ϕNp∆qupaq}L2pra,a˜s;L6q `
2ÿ
k“1
››››ż t
a
eipt´τq∆Gkpu, vqdτ
››››
L2pra,a˜s;L6q
.
(3.62)
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‚ Como |ra, a˜s| ď α
˚
N
usamos a Proposic¸a˜o 1.25 para mostrar que existe C ą 0 tal que
a primeira parcela de (3.62) e´ majorada por
}eit∆ϕNp∆qupaq}L2pra,a˜s;L6pMqq ď C}ϕNp∆qupaq}L2pMq. (3.63)
‚ Como |ra, a˜s| ď α
˚
N
, a Proposic¸a˜o 1.34 mostra que existe C ą 0 tal que
2ÿ
k“1
››››ż t
a
eipt´τq∆Gkpu, vqdτ
››››
L2pra,a˜s;L6q
ď C
2ÿ
k“1
}Gkpu, vq}
L2pra,a˜s;L 65 q. (3.64)
Portanto, segue de (3.62), (3.63) e (3.64) que
}Wa}L2pra,a˜s;L6q ď C}ϕNp∆qupaq}L2pMq ` C
2ÿ
k“1
}Gkpu, vq}
L2pra,a˜s;L 65 q. (3.65)
Agora, note que
}ϕNp∆qupaq}L2pMq ď CN´1}upaq}H1pMq ď CN´1}u}L8pra,bs;H1pMqq. (3.66)
Aplicando as mesmas estimativas usadas para estimar os termos Fk, obtemos
2ÿ
k“1
}Gkpu, vq}
L2pra,a˜s;L 65 q ď CΛ
´
}pu, vq}L8pra,bs;H1q
¯
. (3.67)
Segue de (3.65), (3.66) e (3.67) que
}Wa}L2pra,a˜s;L6q ď CN´1}u}L8pra,bs;H1pMqq ` CN´1{2Λ
´
}pu, vq}L8pra,bs;H1q
¯
. (3.68)
Como Λ e´ uma func¸a˜o na˜o decrescente (note que a expressa˜o de Λ e´ importante neste
ponto) e N´1 ă N´1{2, segue de (3.68) que
}Wa}L2pra,a˜s;L6q ď CN´1{2Λ
´
}pu, vq}L8pra,bs;H1q
¯
. (3.69)
Note que o mesmo racioc´ınio pode ser aplicado no caso da segunda equac¸a˜o onde Wb˜ptq :“
ϕNp∆qvptq, que resolve a equac¸a˜o
piBt `∆qWb˜ “ ϕNp∆qp|v|2 ` |u|2qv,
em rb˜, bs. Com isso, conclu´ımos que a estimativa (3.35) segue das estimativas (3.58) e
(3.69). 2
Com o Lema 3.13 em ma˜os, vamos comec¸ar estabelecendo a existeˆncia global de
soluc¸o˜es cla´ssicas suaves pu, vq P CpR;Hsq, para s suficientemente grande, para o sistema
(3.8).
No intuito de utilizar o Lema 3.13, precisaremos de introduzir uma decomposic¸a˜o
dia´dica para a soluc¸a˜o pu, vq. Isso e´ o que faremos no seguinte lema.
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Lema 3.14. (Decomposic¸a˜o dia´dica da soluc¸a˜o pu, vq). Seja pu, vq a soluc¸a˜o de (3.1).
Enta˜o, podemos escrever
pu, vq “
´
ϕ˜p´∆qu`
ÿ
N
ϕNp∆qu, ϕ˜p´∆qv `
ÿ
N
ϕNp∆qv
¯
, (3.70)
onde ϕ˜ P C80 pRq , ϕ P C80 pRzt0uq sa˜o escolhidas de forma que
ϕ˜pλq `
8ÿ
k“1
ϕp2´2kλq “ 1, (3.71)
para todo λ P R.
Demonstrac¸a˜o. Considere o operador P phq :“ ´h2∆. Enta˜o o espectro de P phq e´ dado
por th2λkuk . Neste caso, se ek e´ uma autofunc¸a˜o de ´∆, correspondente ao autovalor λk,
temos
P phqek “ h2λkek.
Logo os pares pautovalor, autofunc¸a˜oq para o operador P phq sa˜o dados por ph2λk, ekq.
Usando (3.71), podemos decompor a projec¸a˜o espectral Pk da seguinte forma
Pku “ xu, ekyL2ek “
C
ϕ˜pλqu`
8ÿ
`“1
ϕp2´2`λqu, ek
G
L2
ek
“ ϕ˜pλq xu, ekyL2 ek `
8ÿ
`“1
ϕp2´2`λq xu, ekyL2 ek.
(3.72)
Fazendo λ “ λk em (3.72) usando que u P L2pMq, e depois somando em k, obtemos
8ÿ
k“1
ϕ˜pλkqPku`
8ÿ
k“1
˜ 8ÿ
`“1
ϕp2´2`λkqPku
¸
“
8ÿ
k“1
Pku “ u.
Observando que
8ÿ
k“1
˜ 8ÿ
`“1
ϕp2´2`λkqPku
¸
“
8ÿ
`“1
˜ 8ÿ
k“1
ϕp2´2`λkqPku
¸
“
8ÿ
`“1
ϕp2´2`∆qu,
segue
ϕ˜p´∆qu`
8ÿ
`“1
ϕp´2´2`∆qu “ u,
como desejado. 2
3.5.3 Estimativa a priori
Comec¸aremos provando uma estimativa a priori para soluc¸o˜es cla´ssicas, mais
precisamente provaremos o seguinte lema.
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Lema 3.15. Suponha s ě 2. Enta˜o, existe 0 ă T ď 1 tal que a soluc¸a˜o pu, vq do sistema
(3.1) satisfaz a estimativa a priori
}pu, vq}L8pp0,T q,Hsq À }pu0, v0q}Hs ` }pu0, v0q}2Hs . (3.73)
Demonstrac¸a˜o. Denotemos N` :“ 2` para algum ` P N. Enta˜o, usando a decomposic¸a˜o
dia´dica (3.70) para a soluc¸a˜o pu, vq, podemos escrever que
}pu, vq}L2pp0,T q;L8q ď }pϕ˜p´∆qu, ϕ˜p´∆qvq}L2pp0,T q;L8q `
ÿ
NďN`
}pϕNp∆qu, ϕNp∆qvq}L2pp0,T q;L8q
`
ÿ
NąN`
}pϕNp∆qu, ϕNp∆qvq}L2pp0,T q;L8q
“: A1 ` A2 ` A3.
(3.74)
Vamos a seguir estimar os termos Aj pj “ 1, 2, 3q no lado direito de (3.74).
‚ Para estimar A1, aplicamos (1.5) com q “ 2, r “ `8, d “ 3 e h “ 1, para obter
A1 ď }ϕ˜p´∆qu}L2TL8 ` }ϕ˜p´∆qv}L2TL8
ď
ˆż T
0
}ϕ˜p´∆qu}2L8dt
˙1{2
`
ˆż T
0
}ϕ˜p´∆qv}2L8dt
˙1{2
Àr,q
ˆż T
0
}u}2L2dt
˙1{2
`
ˆż T
0
}v}2L2dt
˙1{2
.
Usando a conservac¸a˜o de massa (3.6), teremos
A1 À 2
ˆż T
0
Mpu0, v0qdt
˙1{2
“ 2pMpu0, v0q ¨ T q 12 .
Logo, se T ď 1,
A1 “ }pϕ˜p´∆qu, ϕ˜p´∆qvq}L2pp0,T q;L8q ÀMpu0,v0q 1. (3.75)
‚ Para limitar A2, aplicamos (1.5) com r “ `8, q “ 6, h “ N´1 e d “ 3, para obter
}pϕNp∆qu, ϕNp∆qvq}L2pp0,T q;L8q ď }ϕNp∆qu}L2TL8 ` }ϕNp∆qv}L2TL8
“
ˆż T
0
}ϕNp∆qu}2L8dt
˙1{2
`
ˆż T
0
}ϕNp∆qv}2L8dt
˙1{2
À N1{2
”
}ϕNp∆qu}L2TL6 ` }ϕNp∆qv}L2TL6
ı
À N1{2}pϕNp∆qu, ϕNp∆qvq}L2T pL6q.
(3.76)
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Agora, aplicando a estimativa (3.36) e o Lema 3.13, no u´ltimo termo de (3.76),
obtemos
N
1
2 }pϕNp∆qu, ϕNp∆qvq}L2T pL6q À N
1
2
´
N´
1
2 }pϕNp∆qu, ϕNp∆qvq}L2pp0,T q;H1q `N´ 32
¯
À }pϕNp∆qu, ϕNp∆qvq}L2pp0,T q;H1q `N´1.
(3.77)
Segue de (3.77) que
A2 À
ÿ
NďN`
}pϕNp∆qu, ϕNp∆qvq}L2pp0,T q;H1q ` C`
À
˜ ÿ
NďN`
}pϕNp∆qu, ϕNp∆qvq}2L2pp0,T q;H1q
¸1{2
¨
˜ ÿ
NďN`
1
¸1{2
` C`
À
˜ ÿ
NďN`
ż T
0
}ϕNp∆qu}2H1 ` }ϕNp∆qv}2H1dt
¸1{2?
`` C`
À
ˆż T
0
}u}2H1 ` }v}2H1dt
˙1{2
¨ ?`` C`
À }pu, vq}L8pp0,T q;H1q
?
T`` C`
À}pu0,v0q}H1
?
T`` 1.
(3.78)
‚ Para limitar A3, aplicamos o Lema 3.13 e a desigualdade (confira a Proposic¸a˜o B.2
no Apeˆndice B)
}pϕNp∆qu, ϕNp∆qvq}L2pp0,T q;H1q ď N´ps´1q}pϕNp∆qu, ϕNp∆qvq}L2pp0,T q;Hsq,
para obtermos
}pϕNp∆qu, ϕNp∆qvq}L2pp0,T q;L8q À N1{2}pϕNp∆qu, ϕNp∆qvq}L2T pL6q
À }pϕNp∆qu, ϕNp∆qvq}L2T pH1q `N´1
À N´ps´1q}pϕNp∆qu, ϕNp∆qvq}L2T pHsq `N´1.
(3.79)
Considerando a expressa˜o de A3 e (3.79), aplicamos a desigualdade de Cauchy-
Schwarz para obter
A3 À
ÿ
NąN`
´
N´ps´1q}pϕNp∆qu, ϕNp∆qvq}L2T pHsq `N´1
¯
.
À
˜ ÿ
NąN`
N´2ps´1q
¸1{2
¨
˜ ÿ
NąN`
}pϕNp∆qu, ϕNp∆qvq}2L2T pHsq
¸1{2
` C`
(3.80)
Portanto, somando a se´rie geome´trica e usando um procedimento similar ao que foi
usado em (3.78), obtemos
A3 À N
´ps´1q
`a
N s´1` ´ 1
¨ }pu, vq}L2T pHsq ` C`
À N´ps´1q` ¨ }pu, vq}L2T pHsq ` 1.
(3.81)
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Finalmente, considerando (3.74) e as estimativas obtidas em (3.75),(3.78) e (3.81), teremos
}pu, vq}L2T pL8q À 1`
?
T``N´ps´1q` }pu, vq}L2T pHsq. (3.82)
Observe que N
´ps´1q
` “ 2´ps´1q`. Devido a presenc¸a da poteˆncia 2 e do termo }pu, vq}L2T pHsq,
consideremos
` » D logp2` }pu, vq}L2T pHsqq
em que D e´ uma constante (positiva) a ser determinada. Com esta escolha,
N
´ps´1q
` }pu, vq}L2T pHsq » 2
´ps´1qD logp2`}pu,vq}
L2
T
pHsqq}pu, vq}L2T pHsq.
Considere a func¸a˜o f : r0,8q Ñ r0,8q dada por fpxq :“ 2´ps´1qD logp2`xqx. Fazendo
mudanc¸a de base 2 na func¸a˜o log, obtemos
fpsqpxq “ xp2` xqps´1qD log 2 .
Pela regra de L’Hoˆpital, temos
lim
xÑ`8 fpsqpxq “ 0,
sempre que
ps´ 1qD log 2 ą 1 ðñ D ą 1ps´ 1q log 2 .
Isto mostra que 0 ă sup
0ďxă`8
fspxq ď C ă `8. Escolha1 D “ t 1ps´ 1q log 2u ` 1. Como `
deve ser um nu´mero natural, escolhemos ` “ tD logp2` }pu, vq}L2T pHsqqu` 1. Dessa forma,
N
´ps´1q
` }pu, vq}L2T pHsq “ 2´ps´1q`}pu, vq}L2T pHsq
ă 2´ps´1qD logp2`}pu,vq}L2T pHsqq}pu, vq}L2T pHsq
“ fpsqp}pu, vq}L2T pHsqq
ď }fpsq}L8pr0,8qq ă 8.
(3.83)
Enta˜o, substituindo ` em (3.82), obtemos
}pu, vq}L2T pL8q À 1`
?
D
b
T logp2` }pu, vq}L2T pHsqq
` 2´ps´1qD logp2`}pu,vq}L2T pHsqq}pu, vq}L2T pHsq
ă 1`?D
b
T logp2` }pu, vq}L2T pHsqq ` fpsqp}pu, vq}L2T pHsqq
ď 1` C
c
T log
´
2` }pu, vq}L2T pHsq
¯
` }fpsq}L8pr0,8qq.
(3.84)
Logo, em vista de (3.83) e (3.84), temos
}pu, vq}L2T pL8q À 1`
c
T log
´
2` }pu, vq}L2T pHsq
¯
. (3.85)
1 Aqui t¨u : RÑ Z denotada a func¸a˜o piso.
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Segue de (3.85) que existe C ą 0, tal que
}pu, vq}2L2T pL8q ď C ` log
´
2` }pu, vq}L2T pHsq
¯CT
. (3.86)
Tomando a norma Hs em cada uma das equac¸o˜es de (3.11) e aplicando os itens piq e piiiq
do Lema 3.10, obtemos
}pu, vqptq}Hs ď }pu0, v0q}Hs ` C
ż t
0
}pu, vqpτq}2L8}pu, vqpτq}Hsdτ. (3.87)
Considerando $’’’&’’’%
αptq :“ }pu, vqptq}Hs P Cpr0, T sq,
βptq :“ }pu0, v0q}Hspconstanteq,
γpτq :“ C}pu, vqpτq}2L8 P L1pr0, T sq,
e aplicando a Proposic¸a˜o 1.2 (Lema de Gronwall) na expressa˜o (3.87), obtemos
}puptq, vptqq}Hs ď }pu0, v0q}Hs exp
´
C
ż t
0
}pu, vqpτq}2L8dτ
¯
ď }pu0, v0q}Hs ¨ eC}pu,vq}
2
L2pp0,T q,L8q .
(3.88)
Usando a estimativa (3.86) em (3.88), obtemos
}puptq, vptqq}Hs ď }pu0, v0q}Hs ¨ eC`logp2`}pu,vq}L2T pHsqq
CT
ď C}pu0, v0q}Hsp2` }pu, vq}L2T pHsqqC2T .
(3.89)
Se C2T ă 12 (observe que C2 depende apenas de }pu0, v0q}H1 e de constantes universais)
conclu´ımos que
}puptq, vptqq}Hs ď C}pu0, v0q}Hsp2` }pu, vq}L2T pHsqq1{2.
Usando a desigualdade elementar pa` bq1{2 ď a1{2 ` b1{2, obtemos
}pu, vq}L8T pHsq ď C}pu0, v0q}Hs ` C}pu0, v0q}Hs}pu, vq}1{2L8T pHsq. (3.90)
Finalmente, usando a desigualdade ab ď εa2 ` b
2
4ε p@ε ą 0q, com ε “ 1{2 em (3.90),
teremos que existe C ą 0 tal que
}pu, vq}L8T pHsq ď C}pu0, v0q}Hs `
1
2}pu, vq}L8T pHsq ` C}pu0, v0q}
2
Hs ,
ou seja,
}pu, vq}L8T pHsq ď Cp}pu0, v0q}Hs ` }pu0, v0q}2Hsq.
2
A estimativa a priori (3.73) preserva a soluc¸a˜o pu, vq do blow-up na norma Hs
em seu intervalo de existeˆncia maximal. Logo, }pu, vq}L8T pHsq permanece limitado em r0, T s
para todo 0 ă T ă 8 (e tambe´m em r´T, 0s de modo similar). Assim, a soluc¸a˜o pu, vq e´
global no caso de soluc¸a˜o cla´ssicas (suaves).
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3.5.3.1 Passando ao limite para soluc¸o˜es em H1`pMq
Na subsec¸a˜o anterior obtemos a estimativa a priori (3.73) para soluc¸o˜es com
regularidade s ě 2. Suponha que temos regularidade menor, digamos s “ 1 ` . Na˜o
sabemos se tal estimativa ainda e´ va´lida para soluc¸o˜es com esta regularidade. Para verificar
esta propriedade para tais soluc¸o˜es, consideremos uma sequeˆncia de soluc¸o˜es pun, vnqn P
CpR;H2pMqq correspondentes a uma sequeˆncia de dados iniciais pun0 , vn0 qn P H2pMq , e
passaremos ao limite.
Proposic¸a˜o 3.16. A sequeˆncia de soluc¸o˜es pun, vnqn e´ limitada em L8locpR;HsqXL2locpR;L8q.
Demonstrac¸a˜o. De fato, seja I Ă R um intervalo limitado. Tome pIjqkj“1 como sendo
uma subdivisa˜o de I em subintervalos tais que |Ij| ď T . Aplicando a estimativa (3.73)
sobre os intervalos Ij “ rtj, tj`1s, obtemos
}pun, vnq}L8pIj ;Hsq ď Cp}punptjq, vnptjqq}Hs ` }punptjq, vnptjqq}2Hsq (3.91)
para (j “ 1, ..., k). Logo,
}pun, vnq}L8pI;Hsq ď C max1ďjďkp}pu
nptjq, vnptjqq}Hs ` }punptjq, vnptjqq}2Hsq ă 8. (3.92)
Usando a estimativa (3.85) aplicada sobre o intervalo Ij, e (3.92), obtemos
}pun, vnq}2L2pI;L8q “
kÿ
j“1
}pun, vnq}2L2pIj ;L8q
À
kÿ
j“1
´
1`
b
T logp2` }pun, vnq}L2pIj ;Hsqq
¯
À k
´
1`
b
T logp2` }pun, vnq}L8pI;Hsqq
¯
ă 8.
(3.93)
2
Proposic¸a˜o 3.17. A estimativa a priori e´ va´lida para a H1`-soluc¸a˜o.
Demonstrac¸a˜o. Seja pu0, v0q P Hs para algum s “ 1 ` . Como H2 e´ denso em H1`
podemos tomar uma sequeˆncia de dados iniciais em pun0 , vn0 q P H2 tal que pun0 , vn0 q Ñ pu0, v0q
em Hs. Portanto,ˇˇˇ
}pun0 , vn0 q}Hs ´ }pu0, v0q}Hs
ˇˇˇ
ď }pun0 , vn0 q ´ pu0, v0q}Hs ÝÑ 0,
quando nÑ 8. Agora, se pu, vq denota a Hs-soluc¸a˜o, podemos escrever
}pu, vq}L8pp0,T q;Hsq ď }pu, vq ´ pun, vnq}L8pr0,T s;Hsq ` }pun, vnq}L8pr0,T s;Hsq. (3.94)
Usando dependeˆncia cont´ınua dos dados iniciais para a soluc¸a˜o pu, vq e (3.73) segue que
}pu, vq}L8pp0,T q;Hsq ď }pu0, v0q ´ pun0 , vn0 q}Hs ` Cp}pun0 , vn0 q}Hs ` }pun0 , vn0 q}2Hsq. (3.95)
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Passando ao limite em (3.95) segue
}pu, vq}L8pp0,T q;Hsq ď Cp}pu0, v0q}Hs ` }pu0, v0q}2Hsq. (3.96)
Isto mostra que a soluc¸a˜o pu, vq satisfaz a mesma estimativa a priori que e´ va´lida no caso
de soluc¸o˜es cla´ssicas, logo, tambe´m e´ global. 2
Finalmente, tem-se que H1`-soluc¸a˜o pu, vq satisfaz as mesmas estimativas
(3.92), (3.93) satisfeitas pelas soluc¸o˜es pun, vnq. De fato, dado um intervalo limitado I Ă R,
podemos fazer uma subdivisa˜o de I em intervalos Ij com |Ij| ď T , e concluir que$&%}pu, vq}L2pI;L8q À }pu, vq ´ pun, vnq}L2pI;L8q ` }pun, vnq}L2pI;L8q ă 8,}pu, vq}L8pI;Hsq ă 8, apo´s aplicar p3.96q sobre Ij.
Logo, pu, vq P L8locpR;Hsq X L2locpR;L8q, e usando a formula de Duhamel sobre
o intervalo gene´rico I obtemos que pu, vq P CpR;Hsq.
3.6 Soluc¸o˜es fracas em H1pMq
Nesta sec¸a˜o, provaremos o Teorema 3.8. Utilizaremos algumas definic¸o˜es e
resultados presentes em [37], para construir a teoria.
3.6.1 Existeˆncia de soluc¸o˜es fracas
Nesta sec¸a˜o, vamos provar o Teorema 3.8. Comec¸aremos construindo uma
sequeˆncia de soluc¸o˜es que sa˜o usadas como uma sequeˆncia de soluc¸o˜es aproximadas.
Seja pu0, v0q P H1pMq e considere uma sequeˆncia pun0 , vn0 q P H2pMq tal que
pun0 , vn0 q ÝÑ pu0, v0q em H1pMq. (3.97)
Pela teoria de boa colocac¸a˜o global estudada na sec¸a˜o anterior, podemos considerar uma
sequeˆncia de soluc¸o˜es geradas por pun0 , vn0 qnPN, dadas por
punptq, vnptqq P CpR;H2pMqq X C1pR;L2q, (3.98)
que resolvem o seguinte sistema (aqui estamos considerando β “ 1 e λ “ 1)$&%iBtun `∆un “ F pun, vnq,iBtvn `∆vn “ Gpvn, unq, punp0q, vnp0qq “ pun0 , vn0 q, (3.99)
onde F pun, vnq “ p|un|2 ` |vn|2qun e Gpvn, unq “ F pvn, unq. O resultado a seguir fornece
uma limitac¸a˜o uniforme na norma H1para a sequeˆncia de func¸o˜es pun, vnqn.
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Lema 3.18. A sequeˆncia de soluc¸o˜es de (3.99) cumpre
sup
nPN
psup
tPR
}punptq, vnptqq}2H1q ă C ă 8. (3.100)
Demonstrac¸a˜o. Primeiro, notemos que
}punptq, vnptqq}2H1 À }unptq}2H1 ` }vnptq}2H1
À }unptq}2L2 ` }vnptq}2L2 ` }∇unptq}2L2 ` }∇vnptq}2L2
ÀMpun0 , vn0 q ` Epun0 , vn0 q.
(3.101)
Agora, relembre que por (3.6), tem-se para todo n P N que
Mpun, vnq :“ }unptq}2L2 ` }vnptq}2L2 “ }un0}2L2 ` }vn0 }2L2 “Mpun0 , vn0 q. (3.102)
Por outro lado, usando (3.7), tem-se para todo n P N que
Epun, vnq :“ 12
`}∇un}2L2 ` }∇vn}2L2˘` 14p}un}4L4 ` }vn}4L4 ` 2}unvn}2L2q “ Epun0 , vn0 q.
(3.103)
Logo, aplicando (3.102) e (3.103) em (3.101) conclu´ımos que
}punptq, vnptqq}2H1 À }pun0 , vn0 q}H1 ` }pun0 , vn0 q}2H1 ` }pun0 , vn0 q}4H1 . (3.104)
Finalmente, usando que pun0 , vn0 q ÝÑ pu0, v0q em H1pMq, segue que
sup
nPN
psup
tPR
}punptq, vnptqq}2H1q ă C ă 8. (3.105)
2
Observac¸a˜o 3.19. Seja X um espac¸o reflexivo e considere pxnqnPN sendo uma sequeˆncia li-
mitada em X. O teorema de Eberlein-Smulian implica que existe uma subsequeˆncia pxnkqkPN
e x P X tal que xnk á x em X quando k ÝÑ 8. Note que a sequeˆncia punptq, vnptqq e´
limitada em X “ L8pI,H1pMqq pI Ă Rq. Entretanto, como X “ L8pI,H1pMqq na˜o e´
reflexivo em geral, na˜o podemos dizer que a sequeˆncia pun, vnqn possui uma subsequeˆncia
que converge fracamente em H1 para todo t P I.
Em vista da observac¸a˜o anterior, nos sera´ u´til utilizar a Proposic¸a˜o 3.2. Nesta
Proposic¸a˜o, a hipo´tese de que un e´ uniformemente equicont´ınua em Y e´, em geral, mais
dif´ıcil de ser verificada. Entretanto, no nosso caso, ela se verifica de acordo com o seguinte
lema.
Lema 3.20. Seja I Ă R um intervalo aberto e limitado. Enta˜o a sequeˆncia pun, vnqn e´
uniformemente equicont´ınua em H´1, isto e´, para todo ε ą 0 existe δ ą 0 tal que para todo
pn, t, τq P Nˆ I ˆ I temos
}punptq, vnptqq ´ punpτq, vnpτqq}H´1 ď ε se |t´ τ | ď δ. (3.106)
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Demonstrac¸a˜o. Para provar a condic¸a˜o (3.106), multiplicamos a primeira equac¸a˜o do
sistema (3.99) por ϕ P H1 e a segunda equac¸a˜o por ψ P H1. Integrando sobre M e
denotando por x¨, ¨y o pareˆntese de dualidade H´1-H1, note que, como un, vn P H2 e
unt , v
n
t P L2, podemos utilizar o fato que x¨, ¨y coincide com o produto interno em L2 em
alguns casos. Logo, $&%ixunt , ϕyL2 ` x∆un, ϕy “ xF pun, vnq, ϕyL2 ,ixvnt , ψyL2 ` x∆vn, ψy “ xGpun, vnq, ψyL2 . (3.107)
Para na˜o haver confusa˜o, enfatizamos que em (3.107) x∆f, ¨y : H1 ÝÑ C denota o funcional
linear cont´ınuo dado por
x∆f, φy :“ ´
ż
M
x∇f,∇φygdg
para φ P H1. Note que a norma do funcional definido por ∆ e´ tal que
}∆f}H´1 :“ sup
}φ}H1ď1
|x∆f, φy| ď }f}H1 .
Consequentemente, segue de (3.107) que$&%}unt }H´1 ď }∆un}H´1 ` }F pun, vnq}H´1 ,}vnt }H´1 ď }∆vn}H´1 ` }Gpun, vnq}H´1 . (3.108)
Logo,
}punt , vnt q}L8pI;H´1q ď }pun, vnq}L8pI;H1q`}F pun, vnq}L8pI;L2q`}Gpun, vnq}L8pI;L2q. (3.109)
Note que usando a continuidade da imersa˜o de Sobolev H1 ãÑ L6, temos
‚ }F pun, vnq}L2 “ }p|un|2 ` |vn|2qun}L2 ď }|un|2un}L2 ` }|vn|2un}L2
‚ }|un|2un}L2 “ }un}3L6 ď C}un}3H1
‚ }|vn|2un}2L2 “
ż
M
|vn|4|un|2dg ď
ż
M
2
3 |v
n|4¨ 32 ` 13 |u
n|2¨3dg ď Cp}vn}6H1 ` }un}6H1q.
Assim,
}F pun, vnq}L2 ď C
`}vn}3H1 ` 2}un}3H1˘ ă 8. (3.110)
Do mesmo modo, podemos concluir que
}Gpun, vnq}L2 ď C
`}un}3H1 ` }vn}3H1˘ ă 8. (3.111)
Portanto, segue de (3.110) e (3.111) que
}F pun, vnq}L8pI;L2q ` }Gpun, vnq}L8pI;L2q ď C}pun, vnq}3L8pI;H1q. (3.112)
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Segue de (3.112) e (3.100) que existe C ą 0 tal que
}F pun, vnq}L8pI;L2q ` }Gpun, vnq}L8pI;L2q ď C ă 8. (3.113)
Usando novamente (3.105) e a estimativa (3.113) segue de (3.109) que existe C ą 0 tal
que
}punt , vnt q}L8pI;H´1q ď C ă 8. (3.114)
Portanto, segue de (3.114) que existe uma constante absoluta C ą 0 tal que
}pun, vnq}W 1,8pI;H´1q :“ }pun, vnq}L8pI;H´1q ` }punt , vnt q}L8pI;H´1q ď C ă 8. (3.115)
Agora, usando a imersa˜o2 W 1,8pI,H´1q ãÑ C0,1pI;H´1q, segue que de (3.115) que
}punptq, vnptqq ´ punpτq, vnpτqq}H´1 ď C|t´ τ | (3.116)
para todo pt, τq P I ˆ I, o que completa a prova do lema. 2
Considerando (3.105), (3.106) e definindo os espac¸os3
X “ H1pMq ãÑ L2pMq ãÑ H´1pMq “ Y,
temos pela parte piq da Proposic¸a˜o 3.2, que existe pu, vq P CpI¯ ,H´1pMqq XCwpI¯ ,H1pMqq
e uma subsequeˆncia pnkqk tal que
punkptq, vnkptqq á puptq, vptqq, (3.117)
quando k ÝÑ 8 em H1pMq para todo t P I.
Agora, consideremos a primeira equac¸a˜o do sistema (3.99). Dados ϕ P H1pMq,
e β P C80 pIq, temos no sentido das distribuic¸o˜es queż
I
p´xiunptq, ϕyH´1,H1β1ptq ` x∆unptq ´ F punptq, vnptqq, ϕyH´1,H1βptqqdt “ 0. (3.118)
Usando as decomposic¸o˜es para F dadas em (3.19) e (3.20), podemos mostrar que
F pun, vnq á F pu, vq em L2pMq. (3.119)
Portanto, usando (3.117), (3.119) e o teorema da convergeˆncia dominada, podemos passar
o limite em (3.118) para obter que u satisfazż
I
p´xiuptq, ϕyH´1,H1β1ptq ` x∆uptq ´ F puptq, vptqq, ϕyH´1,H1βptqqdt “ 0. (3.120)
2 Veja [37], pa´gina 11.
3 Observe que eles formam uma tripla de Hilbert, no sentido da Definic¸a˜o 1.3.
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Observe que considerando (3.105) e (3.117), temos pela Proposic¸a˜o 3.3 que
pu, vq P L8pI;H1pMqq, e ale´m disso,
}pu, vq}L8pI;H1pMqq ď lim infkÝÑ8 }pu
nk , vnkq}L8pI;H1pMqq ď C ă `8. (3.121)
Logo, F pu, vq P L8pI;H´1q, e temos que ∆u ´ F pu, vq P L8pI;H´1q. Portanto, como u
satisfaz (3.120), tem-se que u P W 1,8pI;H´1q. Repetindo a mesma ideia para a segunda
equac¸a˜o do sistema (3.99), obtemos que pu, vq P L8pI;H1q XW 1,8pI;H´1q resolve o PVI
(3.1) sobre H´1 para quase todo t P I, e portanto, e´ uma soluc¸a˜o fraca no sentido da
Definic¸a˜o 3.7.
Observac¸a˜o 3.21. (Interpretac¸a˜o do dado inicial relativo a` soluc¸a˜o fraca). Considerando
que o intervalo I contenha t “ 0, tem-se que
punkp0q, vnkp0qq á pup0q, vp0qq em H1pMq.
Por outro lado, por (3.139), esta mesma subsequeˆncia e´ tal que punkp0q, vnkp0qq Ñ pu0, v0q
fortemente em H1pMq. Portanto, por unicidade, temos que pup0q, vp0qq “ pu0, v0q.
3.6.2 Unicidade de soluc¸o˜es fracas em L8pH1q
Nesta subsec¸a˜o, vamos provar a unicidade de soluc¸o˜es fracas. Comec¸aremos por
provar o seguinte lema auxiliar.
Lema 3.22. Seja p P r6,8q e T ď 1. Enta˜o, a soluc¸a˜o fraca pu, vq do sistema (3.1)
satisfaz a estimativa
}pϕNp∆qu, ϕNp∆qvq}L2pr0,T s;Lpq ď C
´
N´
3
p }pϕNp∆qu, ϕNp∆qvq}L2pr0,T s;H1q `N´1´ 3p
¯
(3.122)
Demonstrac¸a˜o. Observe que
}pϕNp∆qu, ϕNp∆qvq}L2pr0,T s;Lpq À
ˆż T
0
}ϕNp∆qu}2Lp ` }ϕNp∆qv}2Lpdt
˙1{2
À }ϕNp∆qu}L2pr0,T s;Lpq ` }ϕNp∆qv}L2pr0,T s;Lpq.
(3.123)
Suponha por um momento que
}ϕNp∆qu}L2pr0,T s;Lpq ď CpN´ 3p }ϕNp∆qu}L2pr0,T s;H1q `N´1´ 3p q. (3.124)
Assim, usando a desigualdade
?
a`?b ď 2?a` b para a, b ě 0, teremos
}pϕNp∆qu, ϕNp∆qvq}L2pr0,T s;Lpq À N´ 3p p}ϕNp∆qu}L2pr0,T s;H1q ` }ϕNp∆qv}L2pr0,T s;H1qq `N´1´ 3p
À N´ 3p
´ ż T
0
}ϕNp∆qu}2H1 ` }ϕNp∆qv}2H1dt
¯1{2 `N´1´ 3p
“ CpN´ 3p
´ ż T
0
}pϕNp∆qu, ϕNp∆qvq}2H1dt
¯1{2 `N´1´ 3p q
“ CpN´ 3p }pϕNp∆qu, ϕNp∆qvq}2L2pr0,T s;H1q `N´1´
3
p q.
(3.125)
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Agora, vamos provar (3.124). Usando (1.9) com r “ p e d “ 3, obtemos
}ϕNp∆qu}Lp ď CN 12´ 3p }ϕNp∆qu}L6 . (3.126)
Tomando a norma L2pr0, T sq, segue que
}ϕNp∆qu}L2pr0,T s;Lpq ď CN 12´ 3p }ϕNp∆qu}L2pr0,T s;L6q. (3.127)
Usando (3.126) e a estimativa (3.35) com v “ 0, obtemos
}ϕNp∆qu}L2pr0,T s;Lpq ď CN 12´ 3p pN´ 12 }ϕNp∆qu}L2pr0,T s;H1q `N´ 32 q.
ď CN´ 3p p}ϕNp∆qu}L2pr0,T s;H1q `N´1q.
2
Agora, usando a informac¸a˜o dada pelo Lema 3.22 e a estimativa do tipo
Littlewood-Paley dada pelo Lema 1.11, estabeleceremos o seguinte lema.
Lema 3.23. Seja pu, vq a soluc¸a˜o fraca de (3.1). Enta˜o, tem-se que
}pu, vq}L2pr0,T s;Lpq ď Cp
a
pT ` 1q,
onde C “ Cp}pu, vq}L8pr0,T s;H1qq ă `8, em vista de (3.121).
Demonstrac¸a˜o. Usando a estimativa (1.4) do Lema 1.11 com q “ p ě 6 ą 2, temos
}u}Lp À }ϕ˜p´∆qu}Lp `
˜ÿ
N
}ϕNp∆qu}2Lp
¸ 1
2
.
Em seguida, tomando a norma L2pr0, T sq, e usando desigualdade triangular, obtemos:
}u}L2pr0,T s;Lpq À }ϕ˜p´∆qu}L2pr0,T s;Lpq `
ÿ
N
}ϕNp∆qu}L2pr0,T s;Lpq. (3.128)
Agora, substituindo a estimativa (3.122) em (3.128) segue que
}u}L2pr0,T s;Lpq À }ϕ˜p´∆qu}L2pr0,T s;Lpq`
ÿ
N
N´
3
p }ϕNp∆qu}L2pr0,T s;H1q`
ÿ
N
N´p1`
3
p
q. (3.129)
A seguir, vamos majorar os treˆs termos do lado direito de (3.129). Para limitar
o termo }ϕ˜p´∆qu}L2pr0,T s;Lpq usamos (1.5) com r “ p, q “ 6 e h “ 1, para obter
}ϕ˜p´∆qu}Lp ď C}u}L6 .
Portanto, tomando a norma L2pr0, T sq e usando a imersa˜o H1 ãÑ L6, obtemos
}ϕ˜p´∆qu}L2pr0,T s;Lpq ď C}u}L2pr0,T s;L6q ď C}u}L2pr0,T s;H1q ď C
?
T }u}L8pr0,T s;H1q. (3.130)
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Agora, vamos majorar os dois somato´rios do lado direito de (3.129). Usando a desigualdade
de Cauchy-Schwarz, obtemosÿ
N
N´
3
p }ϕNp∆qu}L2pr0,T s,H1q “
8ÿ
k“1
p2kq´ 3p }ϕp2´2k∆qu}L2pr0,T s,H1q
ď
´ 8ÿ
k“1
´ 1
2
6
p
¯k¯ 12´ ż T
0
8ÿ
k“1
}ϕp2´2k∆qu}2H1dt
¯ 1
2
ď
´ 1
2
6
p ´ 1
¯ 1
2
´ ż T
0
}u}H1dt
¯ 1
2
ďapT ¨ }u}L8pr0,T s;H1q,
(3.131)
onde usamos que
1b
2
6
p ´ 1
ă ?p (para p ě 6) na u´ltima desigualdade. Usando que
1 ă 2 3p`1 podemos somar a se´rie geome´trica e obter
ÿ
N
N´p1`
3
p
q “
8ÿ
k“1
2´p
3
p
`1qk ď
8ÿ
k“0
ˆ
1
2
3
p
`1
˙k
“ 2
3
p
`1
2
3
p
`1 ´ 1 . (3.132)
Substituindo as estimativas (3.130), (3.131) e (3.132) em (3.129), segue que
existe C ą 0 tal que
}u}L2pr0,T s;Lpq ď Cp1`
a
pT q. (3.133)
Finalmente, notando que
}pu, vq}L2pr0,T s;Lpq ď Cp}u}L2pr0,T s;Lpq ` }v}L2pr0,T s;Lpqq,
e repetindo as mesmas estimativas com v no lugar de u, conclu´ımos a prova do lema. 2
3.6.2.1 Prova da unicidade de soluc¸o˜es fracas
Pela sec¸a˜o anterior, sabemos que soluc¸o˜es fracas em H1 para o sistema (3.1)
existem. Vamos provar aqui a unicidade de soluc¸o˜es. Sejam pu, vq e pu˜, v˜q duas soluc¸o˜es
fracas com o mesmo dado inicial. Introduza
Φptq :“ }pu, vqptq ´ pu˜, v˜qptq}2L2 “ }uptq ´ u˜ptq}2L2 ` }vptq ´ v˜ptq}2L2 ,
enta˜o, Φp0q “ 0. Note que pu, vq P L2pI,H1q e put, vtq P L2pI,H´1q, (e o mesmo valendo
para pu˜, v˜q) e dado que ambas resolvem o sistema (3.1) no sentido fraco em H1, para quase
todo t P I Ă R. Logo, pela Proposic¸a˜o 1.4, obtemos
d
dt
Φptq “ 2Imxp|u|2u´ |u˜|2u˜` |v|2u´ |v˜|2u˜qptq, uptq ´ u˜ptqyL2
` 2Imxp|v|2v ´ |v˜|2v˜ ` |u|2v ´ |u˜|2v˜qptq, vptq ´ v˜ptqyL2
“: P1 ` P2.
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Usando bilinearidade do produto interno em L2, podemos escrever
P1 “ 2Imx|u|2u´ |u˜|2u˜, u´ u˜yL2 ` 2Imx|v|2u´ |v˜|2u˜, u´ u˜yL2 .
Note que para as duas parcelas de P1 acima, podemos usar, respectivamente, as decompo-
sic¸o˜es
‚ |u|2u´ |u˜|2u˜ “ |u|2pu´ u˜q ` uu˜pu´ u˜q ` u˜2pu´ u˜q
‚ |v|2u´ |v˜|2u˜ “ |v|2pu´ u˜q ` u˜vpv ´ v˜q ` u˜v˜pv ´ v˜q.
Assim, inserindo tais decomposic¸o˜es e usando a desigualdade Im z ď |z|, vemos que existe
C ą 0 tal que
P1 ď C
ż
M
p|u|2 ` |v|2 ` |u˜|2 ` |v˜|2qp|u´ u˜|2 ` |v ´ v˜|2qdg.
O mesmo racioc´ınio se aplica a P2, e a estimativa obtida e´ a mesma. Logo, aplicando a
desigualdade de Ho¨lder e em seguida a desigualdade triangular para a norma Lp, obtemos
d
dt
Φptq ď C}|u|2 ` |v|2 ` |u˜|2 ` |v˜|2}Lp }|u´ u˜|2 ` |v ´ v˜|2}Lp1
ď C `}u}2L2p ` }v}2L2p ` }u˜}2L2p ` }v˜}2L2p˘ `}u´ u˜}2L2p1 ` }v ´ v˜}2L2p1˘
ď C `}pu, vq}2L2p ` }pu˜, v˜q}2L2p˘ }pu, vq ´ pu˜, v˜q}2L2p1 .
(3.134)
Agora, suponhamos que a, b, c P p0,8s com a ă b ă c ď 8. Usando a Proposic¸a˜o 1.1
(interpolac¸a˜o Lp), teremos que dada pu, vq P La X Lc,
}pu, vq}bLb “ }u}bLb ` }v}bLb
ď p}u}θLa}u}1´θLc qb ` p}v}θLa}v}1´θLc qb
ď 2p}pu, vq}θLa}pu, vq}1´θLc qb.
Portanto, pu, vq P Lb, com
}pu, vq}Lb ď 2 1b }pu, vq}θLa}pu, vq}1´θLc . (3.135)
Consideremos agora a escolha de paraˆmetros a “ 2, b “ 2p1 “ 2p
p´ 1 e c “ 6. Claramente,
se p ą 32 , temos 0 ă a ă b ă c. De acordo com a Proposic¸a˜o 1.1,
θ “
1
2p1 ´ 16
1
2 ´ 16
“
ˆ
3
p1
´ 1
˙
1
2 “ 1´
3
2p.
Observe que a norma L6 e´ limitada grac¸as a imersa˜o cont´ınua H1 ãÑ L6. Pela Observac¸a˜o
3.121 e (3.135) segue que
}pu, vq ´ pu˜, v˜q}L2p1 ď 2
1
2p1 }pu, vq ´ pu˜, v˜q}1´
3
2p
L2 }pu, vq ´ pu˜, v˜q}
3
2p
L6
À 2 12p1 }pu, vq ´ pu˜, v˜q}1´
3
2p
L2 p}pu, vq}L6 ` }pu˜, v˜q}L6q
3
2p
À 2 12´ 12p }pu, vq ´ pu˜, v˜q}1´
3
2p
L2 pC}pu, vq}L8pr0,T s;H1q ` C}pu˜, v˜q}L8pr0,T s;H1qq
3
2p
À 2 12´ 12pC
3
2p
1 pΦptqq
1
2´ 34p .
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Portanto,
}pu, vq ´ pu˜, v˜q}2L2p1 À 21´
1
pC
3
p
1 pΦptqq1´
3
2p . (3.136)
Substituindo (3.136) em (3.134), segue que existe C ą 0 tal que
d
dt
Φptq ď C `}pu, vqptq}2L2p ` }pu˜, v˜qptq}2L2p˘ 21´ 1pC 3p1 pΦptqq1´ 32p .
Ou seja,
pΦptqq 32p´1 d
dt
Φptq ď CC
3
p
1 21´
1
p
`}pu, vqptq}2L2p ` }pu˜, v˜qptq}2L2p˘ . (3.137)
Multiplicando ambos os membros de (3.137) por
3
p
, podemos “completar a derivada” no
lado esquerdo, e obter
d
dt
pΦptqq 32p ď CC
3
p
1 21´
1
p
3
2p
`}pu, vqptq}2L2p ` }pu˜, v˜qptq}2L2p˘ . (3.138)
Integrando (3.138) de 0 a t e usando que Φp0q “ 0, vemos que
pΦptqq 32p ď C 32pC
3
p
1 21´
1
p
`}pu, vq}2L2pr0,ts;L2pq ` }pu˜, v˜q}2L2pr0,ts;L2pq˘ .
Portanto, usando o Lema 3.23, obtemos
pΦptqq 32p ď C 32pC
3
p
1 21´
1
p p1` ptq ď CC
3
p
1 21´
1
p
ˆ
t` 1
p
˙
.
Logo,
Φptq ď pC
3
p
1 21´
1
p q 2p3
ˆ
C
ˆ
t` 1
p
˙˙ 2p
3
“ pC212´ 23 q
ˆ
2C
ˆ
t` 1
p
˙˙ 2p
3
“ C3
ˆ
C2
ˆ
t` 1
p
˙˙ 2p
3
.
Finalmente, se escolhermos t “ 14C2 e p ą p0 onde
1
p0
ă 14C2 , segue queˆ
C2
ˆ
t` 1
p
˙˙ 2p
3 ă
ˆ
1
2
˙ 2p
3
.
Portanto, teremos
lim
pąp0
ˆ
C2
ˆ
t` 1
p
˙˙ 2p
3 “ 0.
Isto mostra que Φptq “ 0 se 0 ď t ď 14C2 . Prosseguindo, podemos repetir o mesmo
procedimento agora para o intervalo r 14C2 ,
1
2C2
s, e mostrar que Φ “ 0 nele. Portanto,
conclu´ımos que Φ “ 0 em qualquer intervalo I Ă R, donde segue a unicidade de soluc¸o˜es
fracas.
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3.6.2.2 Conservac¸a˜o de energia via unicidade de soluc¸o˜es e consequeˆncias
Denotemos (com abuso de notac¸a˜o) pun, vnqn, como sendo a subsequeˆncia
encontrada em (3.117), tal que punptq, vnptqq á puptq, vptqq em H1, a qual e´ gerada pela
sequeˆncia de dados iniciais
pun0 , vn0 q Ñ pu0, v0q em H1. (3.139)
Usando convergeˆncia fraca e o lema de Fatou, temos que, a menos de subsequeˆncia,
Epuptq, vptqq ď lim inf
nÑ8 Epunptq, vnptqq.
Agora, usando a conservac¸a˜o de energia (3.7), temos Epunptq, vnptqq “ Epun0 , vn0 q, logo
Epuptq, vptqq ď lim inf
nÑ8 Epun0 , vn0 q.
Pela convergeˆncia em norma (3.139) segue que
Epuptq, vptqq ď lim inf
nÑ8 Epun0 , vn0 q “ Epu0, v0q. (3.140)
Teorema 3.24. A H1-soluc¸a˜o fraca pu, vq para (3.1) satisfaz a identidade de conservac¸a˜o
de energia, isto e´, para todo t P R, vale
Epuptq, vptqq “ Epu0, v0q.
Demonstrac¸a˜o. Seja pru, rvq a soluc¸a˜o fraca do sistema$’’’&’’’%
iBtu˜`∆u˜ “ F pu˜, v˜q,
iBtv˜ `∆v˜ “ F pv˜, u˜q,
pu˜p0q, v˜p0qq “ pupt0q, vpt0qq.
(3.141)
Seja t0 ą 0, denote ψ˜ptq :“ pruptq, rvptqq e a considere em r0, t0s. Usando (3.140) obtemos
Epu˜pt0q, v˜pt0qq ď Epu˜p0q, v˜p0qq “ Epupt0q, vpt0qq. (3.142)
Note que }prupt0q, rvpt0qq}H1 ď C seja qual for t0. Agora, seja
ψp`q :“ pupt0 ´ `q, vpt0 ´ `qq.
Enta˜o ψ e´ bem definida em r0, t0s e e´ uma soluc¸a˜o fraca com ψp0q “ pupt0q, vpt0qq e
ψpt0q “ pu0, v0q. Usando a unicidade de soluc¸o˜es fracas temos que ψ “ ψ˜ em r0, t0s.
Portanto, no ponto t “ t0, temos
pu˜pt0q, v˜pt0qq “ pupt0q, vpt0qq “ pu0, v0q. (3.143)
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Substituindo (3.143) em (3.142), obtemos
Epu0, v0q ď Epupt0q, vpt0qq. (3.144)
Como t “ t0 e´ arbitra´rio, (note que se considerarmos r´t0, 0s o resultado e´ analogo), segue
de (3.140) e (3.144) que
Epuptq, vptqq “ Epu0, v0q,
o que fornece a conservac¸a˜o de energia. 2
Corola´rio 3.25. Sob as hipo´teses do Teorema 3.24, tem-se que pu, vq P CpR;H1q. Conse-
quentemente, como pu, vq resolve o sistema 3.8 no sentido das distribuic¸o˜es, temos que
pu, vq P C1pR;H´1q.
Demonstrac¸a˜o. Fixe t0 P R e considere uma sequeˆncia tn Ñ t0. Devemos mostrar que
}puptnq, vptnqq ´ pupt0q, vpt0qq}H1 ÝÑ 0, quando n ÝÑ 8. (3.145)
Como pu, vq P CwpR,H1q, tem-se que
puptnq, vptnqq á pupt0q, vpt0qq em H1 quando n ÝÑ 8. (3.146)
Agora, como H1 e´ um espac¸o de Hilbert, para mostrar (3.145), dado que (3.146) ocorre,
basta provar que
}puptnq, vptnqq}H1 ÝÑ }pupt0q, vpt0qq}H1 quando n ÝÑ 8. (3.147)
Usando a conservac¸a˜o de energia (3.7), temos
Epuptnq, vptnqqq “ Epupt0q, vpt0qq “ Epu0, v0q.
Segue disso que
}∇uptnq}2L2 ` }∇vptnq}2L2 ´ }∇u0}2L2 ´ }∇v0}2L2 “ λ2
”
}u0}4L4 ` 2}u0v0}2L2 ` }v0}4L4 (3.148)
´p}uptnq}4L4 ` 2}uptnqvptnq}2L2 ` }vptnq}4L4q
ı
.
Como pu, vq P CpR;L2q, para mostrar que ocorre (3.147), basta mostrar que o lado direito
de (3.148) converge a zero quando nÑ 8. Para isso, e´ suficiente mostrar que:
piq
ˇˇˇ
}uptnqvptnq}2L2 ´ }u0v0}2L2
ˇˇˇ
ÝÑ 0 quando n ÝÑ 8.
piiq
ˇˇˇ
}wptnq}4L4 ´ }w0}4L4
ˇˇˇ
ÝÑ 0 quando n ÝÑ 8, (onde w “ u ou v).
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Para provar piq, note que
}uptnqvptnq}2L2 ´ }u0v0}2L2 “
ż
M
|uptnq|2|vptnq|2 ´ |u0|2|v0|2dg
“
ż
M
|uptnq|2p|vptnq|2 ´ |v0|2qdg `
ż
M
p|uptnq|2 ´ |u0|2q|v0|2dg.
Enta˜o, usando desigualdade de Ho¨lder e a imersa˜o H1 ãÑ L6 obtemos:ˇˇˇˇż
M
|uptnq|2p|vptnq|2 ´ |v0|2qdg
ˇˇˇˇ
ď
ż
M
|uptnq|2 ||vptnq| ´ |v0|| p|vptnq| ` |v0|qdg
ď }uptnq2}L3}vptnq ´ v0}L2}|vptnq| ` |v0|}L6
À }uptnq}2H1}vptnq ´ v0}L2p}vptnq}H1 ` }v0}H1q.
(3.149)
Analogamente ao ca´lculo de (3.149),ˇˇˇˇż
M
|v0|2|uptnq|2 ´ |u20|dg
ˇˇˇˇ
ď
ż
M
|v0|2|uptnq ´ u0|p|uptnq| ` |u0|qdg
ď }v20}L3}uptnq ´ u0}L2p}uptnq}L6 ` }u0}L6q
À }v0}2H1}uptnq ´ u0}L2p}uptnq}H1 ` }u0}H1q.
(3.150)
Usando o fato que pu, vq P CpR;L2q e as estimativas (3.149) e (3.150) obtemos
piq. O caso piiq segue de piq tomando v “ u e v0 “ u0 no caso de w “ u. Portanto, segue a
convergeˆncia (3.147), o que finaliza a prova do corola´rio. 2
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4 Um sistema de interac¸o˜es quadra´ticas
4.1 Introduc¸a˜o
Neste cap´ıtulo, estudaremos o seguinte problema de valor inicial (PVI)$’’’&’’’%
iBtv ˘∆v ´ v “ 1uv¯, t P R, x PM,
iσBtu˘∆u´ αu “ 22 v
2, σ ą 0, α P R, i P Cpi “ 1, 2q,
pvp0q, up0qq “ pv0, u0q,
(4.1)
onde v “ vpt, xq e u “ upt, xq, sa˜o func¸o˜es complexas, M e´ uma variedade riemanniana
compacta de dimensa˜o d ě 2. O modelo descrito pelo sistema de equac¸o˜es (4.1) aparece
no estudo da o´ptica na˜o-linear, mais especificamente em estudos relacionados a segunda
gerac¸a˜o harmoˆnica do tipo 1, tambe´m chamada de Frequency Doubling ou abreviada SHG,
que e´ um processo o´ptico na˜o-linear descoberto no in´ıcio da de´cada de 1960 (veja [115]).
Naquela e´poca, grac¸as a` invenc¸a˜o dos lasers, cientistas e f´ısicos experimentais obtiveram
uma poderosa fonte de luz coerente, de modo que muitos dos efeitos o´pticos na˜o-lineares,
como SHG, foram demonstrados. As func¸o˜es v e u representam, respectivamente, as ampli-
tudes dos envelopes do primeiro e do segundo harmoˆnicos de uma onda o´ptica. O sistema
(4.1) descreve a interac¸a˜o desses harmoˆnicos em um meio em que o ı´ndice o´ptico e´ varia´vel,
em vista da me´trica na˜o euclideana g. Temos quatro possibilidades de combinac¸a˜o de
sinais p˘,˘q. Estes sinais sa˜o determinados pelos sinais de disperso˜es/difrac¸o˜es (casos
temporal/espacial respectivamente). A constante σ ą 0 mede as taxas de disperso˜es/difra-
c¸o˜es. O paraˆmetro α ą 0 e´ adimensional, sendo que o modelo f´ısico unidimensional exige
0 ă α ă 1 (veja [113]). Para soluc¸o˜es suficientemente regulares, as seguintes quantidades
sa˜o conservadas (para isso deve-se ter 1 “ ˘1 “ 2), nomeadamente, a massa:
Mptq “
ż
M
|vptq|2 ` 2σ|uptq|2dg “Mp0q, (4.2)
e a energia,
Eptq “
ż
M
´
|∇vptq|2g ` |∇uptq|2g ` |vptq|2 ` α|uptq|2 ` 1Repv2ptquptqq
¯
dg “ Ep0q, (4.3)
onde Re denota a parte real.
As dimenso˜es f´ısicamente real´ısticas sa˜o (d “ 1 e d “ 2). Por simplicidade,
vamos considerar aqui a combinac¸a˜o de sinais p`,`q. Na literatura, ate´ o momento, temos
conhecimento de que o sistema (4.1) foi estudado no casos em que M “ Rd, p1 ď d ď 5q
em [115], onde o foco e´ sobre questo˜es variacionais ou em [6], onde e´ considerado o caso
M “ T, e provado boa colocac¸a˜o local para pu0, v0q P HspTq com s ě 0 se 1{σ ą 0 e
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s ą ´1{2 se 1{σ ‰ 1. Ale´m disso, devido a conservac¸a˜o de massa, provou-se em [6] boa
colocac¸a˜o global para s ě 0. Tambe´m, podemos citar [72] onde questo˜es sobre a teoria de
espalhamento em Rd, d ě 3 sa˜o estabelecidas para um sistema de formulac¸a˜o semelhante a
(4.1), e [73] onde um estudo de boa colocac¸a˜o e blow-up e´ realizado. Mediante a escolha de
sinais p`,`q e sendo σ ą 0, podemos reescrever o sistema (4.1) da seguinte forma$’’’&’’’%
iBtv `∆v ´ v “ 1uv¯
iBtu` 1
σ
∆u´ α
σ
u “ 22σv
2
pvp0q, up0qq “ pv0, u0q.
(4.4)
Nosso principal objetivo sera´ o estudo de boa colocac¸a˜o de (4.4) para dado inicial em um
espac¸o de Sobolev adequado. Na˜o encontramos na literatura trabalhos sobre a teoria de
boa colocac¸a˜o para (4.4) sobre variedades compactas em dimensa˜o d ě 2.
Utilizando a fo´rmula de Duhamel, podemos considerar a seguinte formulac¸a˜o
para o problema (4.4).$’’&’’%
vptq :“ V ptqv0 ´ i1
ż t
0
V pt´ t1qvpt1qupt1qdt1,
uptq :“ Uσptqu0 ´ i 22σ
ż t
0
Uσpt´ t1qv2pt1qdt1,
(4.5)
onde V ptq “ eitp∆´1q e Uσptq “ eitp 1σ∆´ασ q sa˜o os respectivos grupos unita´rios associados ao
problema linear. Para enunciar nossos resultados, precisamos introduzir algumas definic¸o˜es.
Recapitulemos por convenieˆncia, algumas noc¸o˜es dadas no Cap´ıtulo 1.
Denote por tekukě0 Ă L2pM,Cq uma base ortonormal formada por autofunc¸o˜es
de ´∆, com autovalores tµkukě0 e por Pk : L2pMq Ñ L2pMq a projec¸a˜o ortogonal sobre
ek, dada por
Pkf “ xek, fyL2pMqek.
Deste modo, podemos definir o espac¸o de Sobolev HspMq como sendo o completamento
do espac¸o C80 pMq com respeito a norma
}u}2HspMq :“
ÿ
kě0
xµkys}Pku}2L2pMq » }p1´∆q s2u}2L2pMq. (4.6)
A seguir, temos uma generalizac¸a˜o dos espac¸os Xs,bpR ˆ Tdq que foram in-
troduzidos por Bourgain em [23]. Tal generalizac¸a˜o foi introduzida por Burq, Ge´rard e
Tzvetkov em [31, 32, 33] para o estudo da NLS sobre variedades compactas. A definic¸a˜o
usa fortemente a estrutura do espectro de ´∆.
Definic¸a˜o 4.1. Sejam s, b P R. O espac¸o Xs,bpRˆMq e´ o completamento de C80 pRˆMq
com respeito a norma
}u}2
Xs,b´∆pRˆMq
“
ÿ
k
}xτ ` µkybxµky s2 yPkupτq}2L2pR;L2pMqq “ }Sp´tqupt, ¨q}2HbpRt;HsxpMqq, (4.7)
Cap´ıtulo 4. Sistema de interac¸o˜es quadra´ticas 98
onde Sp´tq :“ e´it∆ e yPkupτq denota a transformada de Fourier da func¸a˜o t ÞÑ Pkupt, ¨q.
Agora, vamos introduzir uma famı´lia de espac¸os associados a` estrutura do
problema (4.5) tendo como refereˆncia a classe de espac¸os Xs,b dadas pela Definic¸a˜o 4.1. A
nossa definic¸a˜o e´ adequada aos fatores de modulac¸a˜o produzida pelos semigrupos V ptq,
Uσptq.
Definic¸a˜o 4.2. Seja δ, γ P R fixados. Dados s, b P R, definimos os espac¸os Xs,bδ,γpRˆMq,
como sendo o completamento do espac¸o C80 pRˆMq com respeito a norma
}u}2
Xs,b´δ∆`γpRˆMq
“
ÿ
k
›››xτ ` δµk ` γybxµky s2 yPkupτq›››2
L2pR;L2pMqq
“
ÿ
k
xµkys
ż
R
xτ ` δµk ` γy2b}yPkupτq}2L2pMqdτ
“ ››eitp´δ∆`γqupt, ¨q››2
HbpRt;HsxpMqq .
(4.8)
Em particular, se δ ‰ 0 e γ “ 0, denotamos este espac¸o por Xs,bδ .
De acordo com o propo´sito de estabelecer a teoria local, necessitamos definir
uma versa˜o local dos espac¸os Xs,bδ,γpRˆMq em relac¸a˜o a varia´vel t P I Ă R.
Definic¸a˜o 4.3. Seja I Ă R um intervalo compacto. Definimos o espac¸o restrito Xs,bδ,γpIˆMq
como o espac¸o de func¸o˜es u sobre I ˆM que admite extenso˜es ao espac¸o R ˆM em
Xs,bδ,γpRˆMq. Xs,bδ,γpI ˆMq e´ equipado com a seguinte norma
}u}Xs,b
δ,γ
pIˆMq :“ inf
wPXs,b
δ,γ
pRˆMq
t}w}Xs,b
δ,γ
pRˆMq | w “ u em Iu.
Observac¸a˜o 4.4. A definic¸a˜o (e a norma) dos espac¸os Xs,bδ,γ dependem claramente do
operador P :“ ´δ∆ ` γ. Entretanto, se existe um operador Q da mesma ordem que P ,
tendo as mesmas autofunc¸o˜es e tal que os autovalores pk e qk de P e Q respectivamente,
obedecem a condic¸a˜o
|pk ´ qk| ď C0,
para alguma constante C0 ą 0, enta˜o podemos mostrar facilmente que existe C ą 0 tal
que, para todo k P N, para todo τ P R,
1
C
xτ ` pky ď xτ ` qky ď Cxτ ` qky
e consequentemente, Xs,bP e X
s,b
Q possuem normas equivalentes.
Em particular, tem-se que os espac¸os Xs,b´δ∆`γ X
s,b
´δ∆, possuem normas equiva-
lentes,
} ¨ }Xs,b´δ∆`γ » } ¨ }Xs,b´δ∆ “: } ¨ }Xs,bδ .
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De acordo com a equivaleˆncia de normas dada pela Observac¸a˜o 4.4, podemos
trabalhar somente com os espac¸os Xs,bδ e X
s,b.
Considerando o sistema (4.5), e os espac¸os Xs,bδ,γ e suas propriedades ba´sicas
estabeleceremos que as estimativas cruciais para aplicar o teorema do ponto fixo sa˜o dadas
por
}u1u2}Xs,´b1´∆`1 ď C}u1}Xs,b´ 1σ∆`ασ
}u2}Xs,b´∆`1 ,
e
}v1v2}Xs,´b1´ 1σ∆`ασ
ď C}v1}Xs,b´∆`1}v2}Xs,b´∆`1 ,
para algum C ą 0 e pb, b1q P R2 satisfazendo b` b1 ă 1 e 0 ă b1 ă 1{2 ă b. Pela Observac¸a˜o
4.4, ficamos restritos a provar que
}u1u2}Xs,´b1 ď C}u1}Xs,b1{σ}u2}Xs,b , (4.9)
e
}v1v2}Xs,´b11{σ ď C}v1}Xs,b}v2}Xs,b . (4.10)
Entretanto, para provar (4.9) e (4.10) usamos o procedimento cla´ssico de dualidade e
realizamos decomposic¸o˜es dia´dicas para as func¸o˜es uj . Apo´s isso, o fato crucial e´ estabelecer
uma ana´lise que permite analisar as decomposic¸o˜es de u1 e u2 quando estas esta˜o localizadas
sobre frequeˆncias „ N e „ L respectivamente, com N ăă L ou L ăă N .
Devido a equivaleˆncia que sera´ dada pelo Lema 4.20, veremos que tais estimati-
vas esta˜o em conexa˜o com as estimativas bilineares de Strichartz onde discrepaˆncia entre
as frequeˆncias e´ “controlada” por pminpN,Lqqs, onde s ą s0pMq. Mais especificamente,
mostraremos que
}u˜1u2}L2pRˆMq ď CpminpN,Lqqs}u1}X0,b1{σpRˆMq}u2}X0,bpRˆMq, (4.11)
com u˜1 “ u1 ou u1, e´ equivalente a
}e˘i tσ∆u0 eit∆v0}L2pp0,1qtˆMq ď CpminpN,Lqqs}u0}L2pMq}v0}L2pMq, (4.12)
onde N,L sa˜o nu´meros dia´dicos de acordo com localizac¸o˜es espectrais de u0 e v0. Por sua
vez, a demonstrac¸a˜o de (4.12) utiliza dois ingredientes principais.
‚ Primeiro, precisamos de estimativas bilineares para projetores espectrais que foram
provadas por Burq, Gera´rd, Tzvetkov em [32] no caso de superf´ıcies compactas (veja
Proposic¸a˜o 4.15) e tambe´m no caso de variedades de dimenso˜es maiores em [31, 33]
(veja Proposic¸a˜o 4.16 para o caso de Sd d ě 2).
‚ Segundo, conhecimento do espectro aliado a` algumas estimativas advindas da teoria
anal´ıtica dos nu´meros. Neste ponto, ressaltamos que em trabalhos como em [23, 31,
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32], resultados sobre cotas superiores para nu´mero de interserc¸o˜es de uma curva
fechada, sobre um reticulado sa˜o fortemente utilizados. Por exemplo, cotas para o
nu´mero de pontos de intersec¸a˜o de el´ıpses com Z2. No caso geral de curvas fechadas
de formato oval, tem-se o seguinte resultado devido a Bombieri, Pila [16].
Teorema 4.5. Suponha φ : S1 Ñ R2 anal´ıtica. Enta˜o para todo ε ą 0,
|tφpS1q X Z2| ď Cpφ, εqtε.
Pore´m, no caso de curvas alge´bricas planas do tipo tpx, yq : ax2 ´ by2 “ mu onde
m P Zzt0u e a, b P R o Teorema 4.5 na˜o e´ aplica´vel. Entretanto, esse obsta´culo pode
ser superado usando a seguinte ideia. Suponhamos que px, yq P Z2 sa˜o tais que x e
y pertencem a intervalos dia´dicos r´N,N s e r´L,Ls respectivamente, com L ď N .
Note que
ax2 ´ by2 “ mðñ p?ax´?byqp?ax`?byq “ m.
Portanto, existe uma correspondeˆncia um-a-um entre o conjunto dos pontos px, yq
satisfazendo as condic¸o˜es acima e um subconjunto Bpmq tal que
Bpmq Ă Apmq :“ tpx1, x2q P Z2; |x1|, |x2| ď 2 maxp?a,
?
bqN e x1x2 “ mu.
Notemos enta˜o que
7Apmq ď 2 ¨ 7t divisores de p2 maxp?a,?bqNq2u Àa,b, N ,
onde utilizamos uma cota superior para o nu´mero de divisores de um nu´mero natural
(veja [108] para uma exposic¸a˜o detalhada). Isto mostra que devemos restringir a
escolha de a, b de modo que
?
a,
?
b P N.
No nosso caso, uma restric¸a˜o semelhante sera´ feita (veja Proposic¸a˜o 4.19). Com efeito,
como por exemplo no caso de S2, precisaremos determinar o nu´mero de soluc¸o˜es da
equac¸a˜o diofantina
k2 ` k ´ σp`2 ` `q “ σm (4.13)
onde N ď k ď 2N , L ď ` ď 2L e m P Z. Isto nos levara´ a escolher σ “ β{θ com
β, θ P tn2, n P Nu, e a estimar o nu´mero de soluc¸o˜es da equac¸a˜o
p?θp2k ` 1qq2 ´ paβp2`` 1qq2 “ 4βm` θ ´ β,
pois caso contra´rio, na˜o temos ideia de como estimar o nu´mero de soluc¸o˜es de (4.13).
A seguir, vamos enunciar os principais resultados nesta direc¸a˜o para (4.1)
modelado sobre uma classe espec´ıfica de superf´ıcies compactas de dimensa˜o 2 e sobre
esferas de dimensa˜o d ě 2.
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4.1.1 Resultados principais
Vamos considerar o problema (4.1) para dado inicial pu0, v0q P HspMq, onde
M “ Sd com a me´trica canoˆnica (me´trica induzida de Rd`1) d ě 2 ou uma superf´ıcie
compacta do tipo Zoll, que passaremos a descrever a seguir. Lembre que se a esfera S2 esta´
induzida com a me´trica canoˆnica enta˜o suas geode´sicas sa˜o fechadas (grandes c´ırculos) e
tem per´ıodo 2pi. Existe uma classe maior de superf´ıcies do qual a esfera esta´ inclu´ıda, cuja
definic¸a˜o e´ a seguinte.
Definic¸a˜o 4.6. Definimos a classe de superf´ıcies do tipo Zoll1 como sendo aquela formada
por todas superf´ıcies compactas pMZoll, gq tais que todas geode´sicas2 sa˜o fechadas e tem o
mesmo per´ıodo.
Para M “ Sd, d ě 2, estabeleceremos boa colocac¸a˜o local em HspSdq para
s ą s0pdq onde
s0pdq :“
$’’’’&’’’’%
1
4 se d “ 21
2 ` ε se d “ 3
d´ 2
2 se d ě 4.
(4.14)
Mais precisamente, provaremos o seguinte resultado local.
Teorema 4.7. Seja pM, gq “ pSd, canq, d ě 2 e σ “ β
θ
com β, θ P tn2, n P Nu. Para
qualquer pv0, u0q P HspSdq, com s ą s0pdq onde s0pdq e´ definido em (4.14), existe T “
p}pv0, u0q}HspSdqq ą 0 e uma u´nica soluc¸a˜o pvptq, uptqq do problema (4.1), sobre o intervalo
r0, T s, tal que para algum b ą 12
piq pv, uq P Xs,bT pSdq ˆ pXs,b1{σqT pSdq,
piiq pv, uq P Cpr0, T s,HspSdqq.
Ale´m disso, para qualquer T 1 P p0, T q existe uma bola aberta Bppv0, u0q, rq Ă
HspSdq tal que a aplicac¸a˜o
Φ : Bppv0, u0q, rq Q pv˜0, u˜0q ÞÑ pv˜, u˜q P Cpr0, T 1s,HspSdqq,
e´ Lipschitz-cont´ınua para algum r ą 0.
Em dimensa˜o 2, obtemos boa colocac¸a˜o local quando M “MZoll. Mais precisa-
mente, provamos o seguinte resultado.
1 Veja [15], Cap´ıtulo 4 para uma exposic¸a˜o rigorosa.
2 Em uma variedade riemanniana pM, gq, uma geode´sica fechada e´ uma curva γ : R Ñ M que e´ uma
geode´sica para a me´trica g e e´ perio´dica.
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Teorema 4.8. Seja pMZoll, gq uma variedade Zoll bidimensional e σ “ β
θ
com β, θ P
tn2, n P Nu. Para qualquer pv0, u0q P HspMZollq, com s ą 14 , existe T “ p}pv0, u0q}Hsq ą 0
e uma u´nica soluc¸a˜o pvptq, uptqq do problema (4.1), sobre o intervalo r0, T s, tal que para
algum b ą 12
piq pv, uq P Xs,bT pMZollq ˆ pXs,b1{σqT pMZollq,
piiq pv, uq P Cpr0, T s,HspMZollqq.
Ale´m disso, para qualquer T 1 P p0, T q existe uma bola aberta Bppv0, u0q, rq Ă HspMZollq tal
que a aplicac¸a˜o
Φ : Bppv0, u0q, rq Q pv˜0, u˜0q ÞÑ pv˜, u˜q P Cpr0, T 1s,HspMZollqq,
e´ Lipschitz-cont´ınua para algum r ą 0.
Note que o sistema (4.4) possui conservac¸a˜o de massa dada por (4.2) e energia
dada por (4.3). Para s ě 1 usamos estas quantidades conservadas juntamente com a
desigualdade de Gagliardo-Nirenberg o´tima (veja Proposic¸a˜o 1.19) para provar que as
soluc¸o˜es dadas pelo Teorema 4.7 no caso d “ 2 e 3 e pelo Teorema 4.8 sa˜o de fato globais.
Isto e´ o conteu´do do seguinte teorema.
Teorema 4.9. Seja s ě 1 e T ˚ ą 0 o tempo maximal de existeˆncia local para uma soluc¸a˜o
pv, uq P Cpr0, T ˚q,H1pMqq dado pelo Teorema 4.7 quando M “ Sd, d “ 2, 3 e Teorema
4.8 quando M “MZoll. Enta˜o T ˚ “ `8, isto e´, a soluc¸a˜o e´ global.
Na sec¸a˜o 4.2 apresentamos agumas propriedades dos espac¸os Xs,b. Nas sec¸o˜es
4.3 e 4.4 estudaremos as estimativas bilineares. A prova dos Teoremas 4.7 e 4.8 e´ feita na
subsec¸a˜o 4.5.1.2 e a prova do Teorema 4.9 e´ feita na subsec¸a˜o 4.5.2.
4.2 Propriedades ba´sicas dos espac¸os Xs,b
Comec¸aremos explorando algumas propriedades funcionais dos espac¸os Xs,b.
Tendo em vista a equivaleˆncia de normas dada pela Observac¸a˜o 4.4, podemos provar as
estimativas enunciadas nesta sec¸a˜o com δ “ 1, e considerar os espac¸os Xs,b ao inve´s de
Xs,bδ .
Proposic¸a˜o 4.10. Valem as seguintes propriedades
(i) Para s1 ď s2 e b1 ď b2, tem-se Xs2,b2pRˆMq ãÑ Xs1,b1pRˆMq.
(ii) X0,
1
6 pRˆMq ãÑ L3pR, L2pMqq.
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(iii) Se b ą 12 , enta˜o vale a inclusa˜o X
s,bpRˆMq ãÑ CpR, HspMqq.
Demonstrac¸a˜o. A parte piq segue diretamente da Definic¸a˜o 4.1. A parte piiq segue do
fato que u P Xs,bpR ˆMq se, e somente se, Sp´tqupt, ¨q P HbpR, HspMqq e da imersa˜o
H1{6pRq ãÑ L3pRq, veja [9] pa´gina 1866 para mais detalhes. Para provar piiiq, note que
dada u P C80 pRˆMq, podemos escrever que
Pkuptq “ 12pi
ż
R
xτ ` µkyb
xτ ` µkyb
yPkupτqeitτdτ.
Multiplicando por xµky s2 e aplicando a desigualdade de Cauchy-Schwarz na varia´vel τ ,
obtemos
xµky s2 |Pkuptq| ď
ˆż
R
dτ
xτ ` µky2b
˙ 1
2
ˆż
R
xµkysxτ ` µky2b|yPkupτq|2dτ˙ 12 .
Elevando ao quadrado, integrando sobre M e somando sobre k, obtemos para b ą 12 ,ÿ
k
xµkys
ż
M
|Pkuptq|2dg ď Cb
ÿ
k
xµkys}xτ ` µkybyPkupτq}2L2pRˆMq.
Consequentemente,
}u}CpR;HspMqq ď Cb}u}Xs,bpRˆMq.
2
Proposic¸a˜o 4.11. Seja u P C80 pRˆMq e ps, bq P R2. Considerando a expressa˜o
wptq “ 12pi
ÿ
kPN
xµky s2
ż
R
xτ ` µkybyPkupτqeitτdτ, (4.15)
tem-se que
uptq “ 12pi
ÿ
kPN
xµky´ s2
ż
R
xτ ` µky´byPkwpτqeitτdτ. (4.16)
Ale´m disso,
}w}L2pRˆMq “ }u}Xs,bpRˆMq. (4.17)
Demonstrac¸a˜o. Aplicando a projec¸a˜o ortogonal P` em (4.15) e em seguida o teorema de
Fubini, obtemos
P`pwptqq “ 12pi
ÿ
kPN
xµky s2P`
´ ż
R
xτ ` µkybyPkupτqeitτdτ¯
“ 12pi
ÿ
kPN
xµky s2 e`pxq
ż
M
´ ż
R
xτ ` µkybyPkupτqeitτdτ¯e`pyqdg
“ 12pi
ÿ
kPN
xµky s2
ż
R
xτ ` µkyb
´
e`pxq
ż
M
Pkpupτqe`pyqdg¯eitτdτ
“ 12pi
ÿ
kPN
xµky s2
ż
R
xτ ` µkybP`pPkpupτqqeitτdτ
“ 12pi xµ`y
s
2
ż
R
xτ ` µ`ybP`pupτqeitτdτ.
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Portanto,
xµ`y´ s2P`pwptqq “ 12pi
ż
R
xτ ` µ`ybP`pupτqeitτdτ “ pxτ ` µ`ybP`pupτqq_ptq. (4.18)
Aplicando a transformada de Fourier em (4.18), segue que
xτ ` µ`ybyP`upτq “ xµ`y´ s2 yP`wpτq,
ou seja, yP`upτq “ xµ`y´ s2´xτ ` µ`y´byP`wpτq¯. (4.19)
Agora usando a transformada de Fourier inversa em (4.19), obtemos
P`puptqq “ xµ`y´ s2
´
xτ ` µ`y´byP`wpτq¯_ptq. (4.20)
Finalmente, somando em ` e usando a definic¸a˜o da transformada de Fourier inversa,
obtemos a identidade (4.16)
uptq “ 12pi
ÿ
`PN
xµ`y´ s2
ż
R
xτ ` µ`y´byP`wpτqeitτdτ.
Para provar (4.17), consideramos (4.15), e definimos
ck “ 12pi
ż
R
xτ ` µkybyPkupτqeitτdτ.
Usando o teorema de Fubini e transformada de Fourier inversa, obtemos
ck “ 12pi
ż
R
xτ ` µkybPkpupτqeitτdτ
“ 12pi
ż
R
xτ ` µkyb
´
ekpxq
ż
M
pupτqekpyqdg¯eitτdτ
“ ekpxq
ż
M
´ 1
2pi
ż
R
xτ ` µkybpupτqeitτdτ¯ekpyqdg
“ ekpxq
ż
M
`
J bkpτq
˘_ptqekpyqdg
“ Pk
“`
J bkpτq
˘_ptq‰pxq,
(4.21)
onde J bkpτq :“ xτ ` µkybpupτq. Substituindo a identidade (4.21) na equac¸a˜o (4.15) temos
wptq “
ÿ
kPN
xµky s2Pk
“`
J bkpτq
˘_ptq‰pxq. (4.22)
Usando L2-ortogonalidade, segue de (4.22) que
}w}2L2pRˆMq “
ż
R
xwptq, wptqyL2pMqdt
“
ż
R
ÿ
pk,`qPNˆN
xµky s2 xµ`y s2
A
Pk
“`
J bkpτq
˘_ptq‰pxq, P`“`J b` pτq˘_ptq‰pxqE
L2pMq
dt
“
ż
R
ÿ
kPN
xµkys
››Pk“`J bkpτq˘_ptq‰››2L2pMq dt
“
ÿ
kPN
xµkys
ż
R
››Pk“`J bkpτq˘_ptq‰››2L2pMq dt.
(4.23)
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Aplicando o teorema de Fubini e em seguida o teorema de Plancherel segue de (4.23), que
}w}2L2pRˆMq “
ÿ
kPN
xµkys
ż
M
ż
R
|rPkpJ bkpτqqs_ptq|2dtdg
“
ÿ
kPN
xµkys
ż
M
ż
R
|PkpJ bkpτqq|2dτdg
“
ÿ
kPN
xµkys
ż
M
ż
R
|Pkpxτ ` µkybpupτqq|2dτdg
“
ÿ
kPN
xµkys
ż
R
xτ ` µky2b}yPkupτq}2L2pMqdτ “ }u}2Xs,bpRˆMq.
2
4.2.1 Projetores espectrais
Nesta sec¸a˜o, vamos introduzir e mostrar algumas propriedades ba´sicas envol-
vendo alguns operadores de localizac¸a˜o espectral usados nas decomposic¸o˜es de func¸o˜es e
estimativas que sera˜o feitas especialmente na sec¸a˜o seguinte, onde faremos estimativas envol-
vendo localizac¸a˜o espectral de func¸o˜es relativas aos espac¸os Xs,bδ,γ . A seguir, N “ 2n, L “ 2`,
n, ` P N, denotam inteiros dia´dicos, e por clareza, consideramos δ “ 1 e γ “ 0.
Definic¸a˜o 4.12. Dado um inteiro dia´dico N , dizemos que uma func¸a˜o u sobre M e´
espectralmente localizada na frequeˆncia N se
u “ uN “ ΠNpuq :“
ÿ
k:Nďxµky1{2ă2N
Pkpuq. (4.24)
Ale´m disso, denotamos Π1 “
ÿ
k:0ďxµky1{2ă2
Pkpuq.
Seja u “ upt, xq P C80 pRˆMq. Usando a L2 -decomposic¸a˜o de upt, ¨q, podemos
escrever
u “
ÿ
k
Pku “
ÿ
Ně1
ΠNpuq.
Agora, aplicando o teorema de inversa˜o de Fourier a` func¸a˜o t ÞÑ ΠNupt, ¨q, segue que
u “
ÿ
Ně1
ˆ
1
2pi
ż
R
zΠNupτqeitτdτ˙ “ ÿ
Ně1
ÿ
Lě1
ΠNLpuq,
onde
ΠNLpuq :“
ÿ
k:Nďxµky1{2ă2N
1
2pi
ż
Lďxτ`µkyď2L
yPkupτqeitτdτ “: ÿ
k:Nďxµky1{2ă2N
Πk,Lpuq. (4.25)
De acordo com esta construc¸a˜o, podemos identificar dois tipos de operadores
de localizac¸a˜o, que sa˜o o da varia´vel espacial e o da varia´vel temporal. Mais explicitamente,
temos
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‚ Localizac¸a˜o com respeito a modulac¸a˜o ou varia´vel temporal-espacial:
uL “ 1Lďxτ`µkyď2Lpuq “ ΠLpuq :“
1
2pi
ż
ΛL
pupτqeitτdτ, (4.26)
onde ΛL :“ tτ P R;L ď xτ ` µky ď 2Lu.
‚ Localizac¸a˜o com respeito a varia´vel espacial:
uN “ ΠNpuq :“
ÿ
k:Nďxµky1{2ă2N
Pkpuq. (4.27)
Da expressa˜o (4.25), denotando ΠNLpuq por uNL, temos
uNL “ 12pi
ż
Lďxτ`µkyď2L
{¨˝ ÿ
k:Nďxµky1{2ă2N
Pku‚˛pτqeitτdτ “ 12pi
ż
Lďxτ`µkyď2L
xuNpτqeitτdτ.
(4.28)
Isto mostra que uNL pode ser visto como puNqL, e segue que
1Lďxτ`µkyď2LpΠNpuqq “
1
2pi
ż
ΛL
{pΠNpuqqpτqeitτdτ
“ 12pi
ż
ΛL
{¨˝ ÿ
k:Nďxµky1{2ă2N
Pku‚˛pτqeitτdτ
“ 12pi
ż
ΛL
ÿ
k:Nďxµky1{2ă2N
yPkupτqeitτdτ “ uNL.
Por outro lado, segue das definic¸o˜es e do teorema de Fubini que
ΠNp1xτ`µky„Luq “
ÿ
k:Nďxµky1{2ă2N
Pk
ˆ
1
2pi
ż
ΛL
pupτqeitτdτ˙
“
ÿ
k:Nďxµky1{2ă2N
ek
ż
M
ˆ
1
2pi
ż
ΛL
pupτqeitτdτ˙ ekdg
“
ÿ
k:Nďxµky1{2ă2N
1
2pi
ż
ΛL
Pkpupτqeitτdτ
“ 12pi
ÿ
k:Nďxµky1{2ă2N
ż
ΛL
{Pkpuqpτqeitτdτ “ uNL.
Assim, os operadores 1Lďxτ`µkyď2L e ΠN comutam entre si, e podem ser aplicados sobre
uma func¸a˜o em diferentes ordens.
Utilizando a expressa˜o do projetor ΠNL dado em (4.25), e a definic¸a˜o da norma
dos espac¸os Xs,b dada na Definic¸a˜o 4.1, podemos provar as seguintes estimativas ba´sicas.
Lema 4.13. Sejam s, b P R. Enta˜o existe C ą 0 tal que:
1
C
}uNL}Xs,bpRˆMq ď LbN s}uNL}L2pRˆMq ď C}uNL}Xs,bpRˆMq, (4.29)
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1
C
ÿ
N,L
L2bN2s}uNL}2L2pRˆMq ď }u}2Xs,bpRˆMq ď C
ÿ
N,L
L2bN2s}uNL}2L2pRˆMq, (4.30)
onde a soma e´ tomada sobre todos os valores dia´dicos de N e L.
4.3 Estimativas bilineares e aplicac¸o˜es
Nesta sec¸a˜o, vamos investigar a interac¸a˜o entre os semigrupos associados a`
parte linear do sistema (4.1) dados em (4.35).
Primeiramente, vamos nos referir ao trabalho de Bourgain em [27], no qual
um refinamento das estimativas de Strichartz no caso euclideano e´ feito, o qual passamos
a descrever agora. Suponha que u0, v0 sa˜o func¸o˜es possuindo frequeˆncias localizadas
respectivamente em tξ P Rd : |ξ| „ N1u e tξ P Rd : |ξ| À N2u, com N2 ď N1, enta˜o neste
caso, provou-se que
}eit∆u0eit∆v0}L2pRˆRdq À N
d´1
2
2
N
1
2
1
}u0}L2pRdq}v0}L2pRdq À minpN1, N2q d2´1}u0}L2pRdq}v0}L2pRdq.
(4.31)
Note que se u0 “ v0, N1 “ N2 e d “ 2, podemos usar a decomposic¸a˜o de Littlewood-Paley
usual do Rd para obter a estimativa ja´ conhecida (relembre (1.23))ˆż
R
ˆż
R2
|eit∆u0pxq|4dx
˙
dt
˙1{4
À }u0}L2pR2q. (4.32)
Para os nossos propo´sitos, sera´ necessa´rio introduzir a seguinte definic¸a˜o mais abrangente.
Definic¸a˜o 4.14. Sejam P , Q operadores diferenciais sobre M de ordem n, m respectiva-
mente. Enta˜o, dizemos que os semigrupos associados eitP , eitQ satisfazem uma estimativa
bilinear de ordem s0 “ s0pMq ě 0 se, para toda u0 localizada em uma frequeˆncia N1 e v0
localizada sobre uma frequeˆncia N2 tem-se que
}eitPu0eitQv0}L2pIˆMq À minpN1, N2qs0}u0}L2pMq}v0}L2pMq, (4.33)
onde I Ă R e´ um intervalo finito.
A seguir, vamos listar alguns exemplos de estimativas bilineares obtidas no
contexto de variedades compactas.
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Variedade Riemanniana pMd, gq Grupo 1 Grupo 2 Valor de s0pMq
S2 Burq, Ge´rard, Tzvetkov [32] eit∆ eit∆
1
4`
S3 Burq, Ge´rard, Tzvetkov [31] eit∆ eit∆
1
2`
S2 ˆ S1 Burq, Ge´rard, Tzvetkov [31] eitp∆`Bxxq eitp∆`Bxxq 34`
T2,T3 Bourgain [23, 24, 26] eit∆ eit∆ 0`, 12`
T˜3 “ R3{Π3j“1pajZq (aj P RzQ) Bourgain [26] eit∆ eit∆ 23`
BM ‰ H (d “ 2) Blair, Smith, Sogge [21, 78] eit∆ eit∆ 23`
Variedades compactas d ě 2 Hani [69] eit∆ e˘it|∇| d´ 12
Assim, como na metodologia de estudo no caso da NLS queremos obter informac¸o˜es sobre
estimativas bilineares para o grupo (agora misto) associado a` parte linear do sistema (4.4),
que e´ dada por $’’’&’’’%
iBtv `∆v ´ v “ 0,
iBtu` 1
σ
∆u´ α
σ
u “ 0,
pvp0q, up0qq “ pv0, u0q.
(4.34)
A soluc¸a˜o de (4.34) e´ dada pelo seguinte par de semigrupos
pV ptq, Uσptqq “
´
eitp∆´1qv0, eitp
1
σ
∆´α
σ
qu0
¯
. (4.35)
Para investigar melhor as propriedades dos operadores envolvidos nas expresso˜es destes
semigrupos, consideremos o operador
´∆δ :“ ´δ∆` γI “ ´δ∆` γ.
Note que se ek e´ uma autofunc¸a˜o de ´∆ correspondendo ao autovalor µk, enta˜o ek e´
tambe´m uma autofunc¸a˜o de ´∆δ correspondendo ao autovalor δµk ` γ. De fato,
´∆δek “ δp´∆ekq ` γek “ pδµk ` γqek.
Por outro lado, se µ e´ um autovalor de ´∆δ, existe u ‰ 0 tal que
´∆δu “ µu.
Como u P L2, podemos escrever u “
8ÿ
k“0
ckek (expansa˜o com respeito as autofunc¸o˜es de
´∆). Utilizando a L2´ ortogonalidade, e comparando os coeficientes podemos concluir
que µ “ δµk ` γ para algum k P N. Agora, como ja´ conhecemos o espectro de ´∆δ,
consideremos o caso em que δ “ 1
σ
e γ “ ´α
σ
. Observe que
eitp
1
σ
∆´α
σ
qu0 “ e´itασ eit 1σ∆u0.
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Logo, considerando o produto com o semigrupo gerado pela escolha de paraˆmetros β “ 1
e γ “ ´1, temos›››eitp 1σ∆´ασ qu0 eitp∆´1qv0›››
L2pIˆMq
“
›››eit 1σ∆u0 eit∆v0›››
L2pIˆMq
, (4.36)
mostrando que o produto dos grupos mistos na˜o e´ afetada pelos fatores de remodulac¸a˜o
e´it
α
σ , e´it, onde I Ă R.
4.3.1 Estimativas bilineares em superf´ıcies compactas
O resultado a seguir fornece uma estimativa bilinear para func¸o˜es localizadas
sobre diferentes regimes de frequeˆncia, no caso de superf´ıcies compactas.
Proposic¸a˜o 4.15. ([31], pa´gina 191) Seja pM, gq uma superf´ıcie compacta, e seja χ P
C80 pRq. Para cada A ą 0, introduza o operador
χA “ χp
?´∆´ Aq.
Enta˜o existe C ą 0 tal que, para todo λ, µ ě 1, e quaisquer f, g sobre M ,
}χλfχµg}L2pMq ď C minpλ, µq 14 }f}L2pMq}g}L2pMq. (4.37)
A seguir, vamos caracterizar melhor o operador de localizac¸a˜o χA.
‚ Selecione ?µk0 P Specp
?´∆q. Sabemos que o espectro de ?´∆ e´ discreto, e assim,
existe δ0 ą 0 tal que
Specp?´∆q X `r?µk0 ´ δ0,?µk0 ` δ0s “: I0˘ ‰ H.
Seja χ P C80 pRq tal que suppχ Ă p0, 2δ0q, χ ě 0 e χ “ 1 em rδ0{2, 3δ0{2s. Escolha
A0 “ ?µk0 ´ δ0, enta˜o χpt´ A0q ą 0 se t P I0. Ale´m disso, χpt´ A0q “ 1 se
t P r?µk0 ´ δ0{2,?µk0 ` δ0{2s “: I 10 Ă I0.
Deste modo,
χp?´∆´ A0qf “
ÿ
kPN
χp?µk ´ p?µk0 ´ δ0qqPkf “ Pk0f.
Esolhendo λ “ A0 e µ “ A˜0 “ p?µk˜0 ´ δ˜0q, com f “ Pk0 e g “ Pk˜0 de (4.37) temos
}Pk0fPk˜0g}L2pMq ď minp
?
µk0 ,
?
µk˜0q
1
4 }Pk0f}L2pMq}Pk˜0g}L2pMq. (4.38)
‚ Agora, seja χ P C80 pRq tal que suppχ Ă p0, Bq (B ą 0), χ ě 0 e χ “ 1 em rδ, B ´ δs
para algum 0 ă δ ă B{2. Logo, para A ą 0
χp?´∆´ Aqf “
`8ÿ
k“0
χp?µk ´ AqPkf,
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onde χp?µk ´ Aq ą 0 apenas para os valores de k P N tais que ?µk P pA,A`Bq e
χp?µk ´ Aq “ 1 se ?µk P rA` δ, A`B ´ δs. Dessa forma, podemos escrever
χAf “
ÿ
k:?µkPrA`δ,A`B´δs
Pkf `
ÿ
k:?µkPpA,A`δqYpB`A´δ,A`Bq
χp?µk ´ AqPkf. (4.39)
Notemos que Specp?´∆q X pA,A ` Bq “ t?µk`un`“1, onde ?µk` ď ?µk``1 para
1 ď ` ď n ´ 1. Enta˜o, se 0 ă δ ă mint|?µk1 ´ A|, |?µkn ´ pA ` Bq|u, temos que o
segundo somato´rio do lado direito de (4.39) e´ nulo. Assim, segue que os projetores
espectrais para os quais (4.37) valem sa˜o da forma
χAf “
ÿ
k:?µkPrA`δ,A`B´δs
Pkf “
nÿ
`“1
Pk`f. (4.40)
4.3.2 Estimativas bilineares sobre esferas
Comec¸amos com uma breve revisa˜o do conceito de esfe´ricos harmoˆnicos (para
mais detalhes, veja [39, 89, 96]). Seja P “ P px0, x1, ..., xdq um polinoˆmio homogeˆneo de
grau k em Rd`1. Se P e´ harmoˆnico, isto e´,
ÿ
i
B2P
Bx2i “ 0 enta˜o pode-se provar que a restric¸a˜o
H :“ P |Sd satisfaz ∆SdH ` µkH “ 0, onde
µk :“ kpk ` d´ 1q k P N, (4.41)
denotam os autovalores de ´∆Sd . Estas func¸o˜es sa˜o chamadas de esfe´ricos harmoˆnicos de
grau k, que sera˜o denotados por Hk.
A seguir, vamos enunciar um resultado que fornece estimativas espectrais
bilineares em dimenso˜es d ě 2, no caso de d-esferas.
Proposic¸a˜o 4.16. ([31, 32]). Sejam Hk, rH` esfe´ricos harmoˆnicos de graus k, ` ě 1, sobre
Sd (d ě 2). Enta˜o,
}Hk rH`}L2pSdq ď Cpminpk, `qqs0pdq}Hk}L2pSdq} rH`}L2pSdq, (4.42)
onde s0pdq e´ definido em (4.14).
4.3.3 Das estimativas espectrais a`s estimativas de evoluc¸a˜o
Nesta sec¸a˜o, utilizaremos as estimativas bilineares espectrais (4.37) e (4.42)
para inferir estimativas bilineares de evoluc¸a˜o envolvendo a interac¸a˜o dos semigrupos em
(4.36), dados por
S1{σp˘tq :“ e˘i tσ∆ e Sptq :“ eit∆. (4.43)
Enfatizamos aqui que a escolha de sinais ˘ em (4.43) e´ devido a presenc¸a de conjugado
complexo nas expresso˜es que vamos lidar adiante e na˜o tem relac¸a˜o com a escolha de sinais
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p`,`q que fizemos no in´ıcio do cap´ıtulo. Comec¸aremos estudando o caso de superf´ıcies
compactas. Note que sobre a esfera pS2, canq podemos tomar vantagem do conhecimento
preciso do espectro do operador ´∆S2 (veja (4.41) com d “ 2). Obtida a estimativa bilinear
no caso da esfera, vamos extender o resultado para variedades Zoll. Dado que a localizac¸a˜o
dos autovalores do operador ´∆MZoll e´ ainda bem compreendido (veja Proposic¸a˜o 4.21).
Introduziremos uma adequada perturbac¸a˜o abstrata do laplaceano, para reduzir a uma
ana´lise que sera´ feita no caso da esfera S2. Vamos ainda tratar de uma generalizac¸a˜o das
estimativas bilineares para o caso de esferas em dimenso˜es d ě 3, em vista do conhecimento
preciso do espectro (4.41).
O seguinte lema sera´ importante para o nosso trabalho, e sua prova usa
argumentos envolvendo o nu´mero de divisores em ane´is Gaussianos.
Lema 4.17. ([96] pg. 146, [60] pg. 1244). Para todo ε ą 0, existe Cε ą 0 tal que, dados
m P Z e um inteiro positivo K,
7tpx, yq P N2 | K ď x ď 2K, x2 ˘ y2 “ mu ď CεKε.
Tambe´m, usaremos o seguinte resultado cuja demonstrac¸a˜o encontra-se em [31].
Lema 4.18. Seja A Ă R um conjunto enumera´vel. Enta˜o, para todo T ą 0 existe CT ą 0
tal que para toda sequeˆncia paλq indexada por A, tem-se›››››ÿ
λPA
aλe
iλt
›››››
L2p0,T q
ď CT
¨˝ÿ
mPZ
˜ ÿ
λ:|λ´m|ď1{2
|aλ|
¸2‚˛1{2 .
Em seguida, vamos utilizar os Lemas 4.17, 4.18 e a estimativa (4.42) para
provar as estimativas bilineares de evoluc¸a˜o sobre esferas.
Proposic¸a˜o 4.19. (Estimativas bilineares de evoluc¸a˜o sobre Sd). Seja d ě 2 e s ą s0pdq.
Considere os semigrupos dados por (4.43) com σ “ β
θ
onde β, θ P tn2 : n P Nu. Enta˜o,
existe C ą 0 tal que para qualquer u0, v0 P L2pSdq satisfazendo as condic¸o˜es de localizac¸a˜o
espectral uN0 “ u0, vL0 “ v0 tem-se
}e˘i tσ∆u0eit∆v0}L2pp0,1qtˆSdq ď CpminpN,Lqqs}u0}L2pSdq}v0}L2pSdq. (4.44)
Demonstrac¸a˜o. Para clareza de exposic¸a˜o, inicialmente consideremos d “ 2. Vamos
considerar o sinal “ - ” uma demonstrac¸a˜o para o sinal “+ ” seguira´ de modo ana´logo.
Usando a expansa˜o em se´rie associada aos semigrupos (4.43) e que uN0 “ u0, vL0 “ v0,
podemos escrever
e´i
t
σ
∆u0e
it∆v0 “
ÿ
k:Nďxµky1{2ă2N
ÿ
`:Lďxµ`y1{2ă2L
eitp
µk
σ
´µ`qPkpu0qP`pv0q “: SNLσ ptq. (4.45)
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Usando o teorema de Fubini, obtemos
}SNLσ }2L2pp0,1qˆS2q “
ż 1
0
}SNLσ ptq}2L2pS2qdt “
ż
S2
}SNLσ }2L2p0,1qdS. (4.46)
Pelo Lema 4.18, temos
}SNLσ }2L2p0,1q ď C
ÿ
mPZ
¨˚
˚˝ ÿ
pk,`q:|m´pµkσ ´µ`q|ď 12
Nďxµky1{2ď2N,Lďxµ`y1{2ď2L
|Pkpu0qP`pv0q|
‹˛‹‚
2
.
Denote
ΛNLpmq :“
"
pk, `q P N2 :
ˇˇˇ
m´ pµk
σ
´ µ`q
ˇˇˇ
ď 12;N ď xµky
1{2 ă 2N ;L ď xµ`y1{2 ă 2L
*
.
(4.47)
Aplicando a desigualdade de Cauchy-Schwarz no somato´rio sobre pk, `q e a
desigualdade triangular para a norma L2pS2q, obtemos
}SNLσ }2L2pp0,1qˆS2q ď C sup
mPZ
7ΛNLpmq
ÿ
mPZ
¨˝ ÿ
pk,`qPΛNLpmq
}Pkpu0qP`pv0q}2L2pS2q‚˛.
Usando a Proposic¸a˜o 4.16, segue que
}SNLσ }2L2pp0,1qˆS2q ď C minpN,Lq1{2 sup
mPZ
7ΛNLpmq
ˆ
ÿ
mPZ
¨˝ ÿ
pk,`qPΛNLpmq
}Pkpu0q}2L2pS2q}P`pv0q}2L2pS2q‚˛. (4.48)
Por um lado, considerando σ :“ β
θ
com β, θ P tn2;n P Nu e µj “ j2 ` j (j P N), podemos
escrever
ΛNLpmq Ă
"
pk, `q P N2 : ˇˇk2θ ´ `2β ´ p4βm` θ ´ βqˇˇ ď 2β; N2 ď k ď 2N ; L2 ď ` ď 2L
*
,
(4.49)
onde kθ :“
?
θp2k ` 1q e `β :“
a
βp2`` 1q. Observe que a condic¸a˜o sobre σ e´ de cara´ter
te´cnico, pois precisamos completar o quadrado para obter a expressa˜o do conjunto dado
em (4.49)e tambe´m porque precisamos obter uma cota superior para a cardinalidade de
tal conjunto usando o Lema 4.17. Portanto,
7ΛNLpmq ď 7Λ˜NLpmq (4.50)
onde
Λ˜NLpmq :“  pk˜, ˜`q P N2 : ˇˇk˜2 ´ ˜`2 ´ p4βm` θ ´ βqˇˇ ď 2β;Nθ ď k˜ ď 4Nθ;Lβ ď ˜`ď 4Lβ( ,
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e Nθ :“
?
θpN ` 1q e Lβ :“
a
βpL` 1q. Seja β1 P pr´2β, 2βs X Zq enta˜o, usando o Lema
4.17 uniformemente com respeito a m, obtemos que o nu´mero de pares pk˜, ˜`q, satisfazendo
k˜2 ´ ˜`2 ´ p4βm` θ ´ βq “ β1, (4.51)
e´ limitado por OpminpN,Lqq. Dessa forma, como ha´ 4β` 1 possibilidades para β1, temos
7Λ˜NLpmq ď p4β ` 1qOpminpN,Lqq. (4.52)
Logo, segue de (4.48), (4.50) e (4.52) que
}SNLσ }2L2pp0,1qˆS2q À,β minpN,Lq1{2`
ÿ
mPZ
¨˝ ÿ
pk,`qPΛNLpmq
}Pkpu0q}2L2pS2q}P`pv0q}2L2pS2q‚˛.
(4.53)
Por outro lado, de acordo com (4.47), temos que ΛNLpmq “ H se
m R `“´4L2 ´ 1, 4N2{σ ` 1‰X Z˘ .
Portanto, para limitar os somato´rios no lado direito de (4.53), devemos considerarÿ
pk,`qP
´Ť
mPr´4L2´1,4N2{σ`1sXZ ΛNLpmq
¯ }Pkpu0q}2L2pS2q}P`pv0q}2L2pS2q.
Mas, ď
mPr´4L2´1,4N2{σ`1sXZ
ΛNLpmq Ă  pk, `q P N2 : N ď xµky1{2 ă 2N ;L ď xµ`y1{2 ă 2L( .
Portanto, os somato´rios no lado direito de (4.53) podem ser limitados por¨˝ ÿ
k:Nďxµky1{2ď2N
}Pkpu0q}2L2pS2q‚˛
¨˝ ÿ
`:Lďxµ`y1{2ď2L
}P`pv0q}2L2pS2q‚˛“ }uN0 }2L2pS2q}vL0 }2L2pS2q.
Ou seja,
}SNLσ }2L2pp0,1qˆS2q À,β minpN,Lq1{2`}uN0 }2L2pS2q}vL0 }2L2pS2q.
Tomando  :“ 2s´ 1{2 finalizamos a prova neste caso.
Para d ě 3, seguimos as mesmas linhas da prova para d “ 2. Primeiro, notamos
que devido ao conhecimento preciso do espectro de ´∆Sd (veja (4.41)), precisaremos
analisar a cardinalidade do conjunto
ΛNLd pmq :“
"
pk, `q P N2 :
ˇˇˇ
m´ pµk
σ
´ µ`q
ˇˇˇ
ď 12;N ď xµky
1{2 ď 2N ;L ď xµ`y1{2 ď 2L
*
,
(4.54)
com µk “ kpk ` d´ 1q e µ` “ `p`` d´ 1q.
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Analogamente ao que foi feito acima, devemos encontrar uma cota para o
nu´mero de soluc¸o˜es da equac¸a˜o
p?θp2k ` d´ 1qq2 ´ paβp2`` d´ 1qq2 ´ 4βm` pθ ´ βqpd´ 1q2 “ β2. (4.55)
Usando a estimativa para o nu´mero de soluc¸o˜es de (4.55) e a estimativa bilinear espectral
dada pelo Lema 4.16 para d ě 3, obtemos
}e˘i tσ∆u0eit∆v0}L2pp0,1qtˆSdq ď CpminpN,Lqqs}u0}L2pSdq}v0}L2pSdq.
para todo s ą s0pdq onde s0pdq e´ definido em (4.14). 2
O lema a seguir mostra que se vale uma estimativa bilinear obtida no Lema
4.19 para uma variedade compacta M no lugar de S2, enta˜o existe uma relac¸a˜o de tal
estimativa com a nova classe de espac¸os de func¸o˜es introduzidos na Definic¸a˜o 4.2.
Lema 4.20. Seja s ą 0 e σ ą 0 como no enunciado da Proposic¸a˜o 4.19. As duas
afirmac¸o˜es sa˜o equivalentes:
piq Para quaisquer u0, v0 P L2pMq satisfazendo uN0 “ u0 e vL0 “ v0, tem-se
}S1{σp˘tqu0 Sptqv0}L2pp0,1qtˆMq ď CpminpN,Lqqs}u0}L2pMq}v0}L2pMq. (4.56)
piiq Para todo b ą 1{2 e quaisquer func¸o˜es u1 P X0,b1{σpR ˆ Mq e u2 P X0,bpR ˆ Mq
satisfazendo uN1 “ u1 e uL2 “ u2 tem-se
}u˜1u2}L2pRˆMq ď C minpN,Lqs}u1}X0,b1{σpRˆMq}u2}X0,bpRˆMq, (4.57)
onde u˜1 “ u1 ou u˜1 “ u1.
Demonstrac¸a˜o. Se u1ptq “ S1{σp˘tqu0 e u2ptq “ Sptqu0, enta˜o para toda ψ P C80 pRq
tem-se que ψptqu1ptq P X0,b1{σpRˆMq, com
}ψu1}X0,b1{σpRˆMq ď C}u0}L2pMq,
e ψptqu2ptq P X0,bpRˆMq com
}ψu2}X0,bpRˆMq ď C}v0}L2pMq.
Isto mostra que (4.57) implica (4.56). Reciprocamente, suponha que
u1 P X0,b1{σpRˆMq e u2 P X0,bpRˆMq,
sa˜o func¸o˜es suportadas em p0, 1q ˆM . Considere S1{σptq “ ei tσ∆ e u˜1 “ u1. Observe que
u1pt, ¨q “ S1{σptqS1{σp´tqΠNpu1q “ S1{σp´tqS1{σptqĂΠNu1,
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com ĂΠNu1 “ ÿ
k:Nďxµky1{2ă2N
ĂPkpu1q,
onde ĂPk e´ a projec¸a˜o ortogonal3 sobre ek. Enta˜o,
u1pt, ¨q “ S1{σp´tqF1{σptq, onde F1{σptq :“ S1{σptqĂΠNu1.
Analogamente, sendo Sptq :“ eit∆, podemos escrever
u2pt, ¨q “ SptqGpt, ¨q onde Gpt, ¨q :“ Sp´tqu2pt, ¨q.
Multiplicando as func¸o˜es u1ptq e u2ptq e aplicando a transformada inversa de Fourier para
as func¸o˜es F1{σptq e Gptq obtemos
u1ptqu2ptq “ 1p2piq2
ż
R
ż
R
eitpτ`ηqS1{σp´tqyF1{σpτqSptq pGpηqdτdη.
Usando a desigualdade de Minkowski, (4.56) e a desigualdade de Cauchy-Schwarz obtemos
}u1u2}L2pp0,1qˆMq ď 1p2piq2
ż
RτˆRη
}S1{σp´tqyF1{σpτqSptq pGpηq}L2pRˆMqdτdη
Àσ minpN,Lqs
ż
RτˆRη
}yF1{σpτq}L2pMq} pGpηq}L2pMqdτdη
Àσ,b minpN,Lqs}x´τybyF1{σpτq}L2pRτˆMq}xηyb pGpηq}L2pRηˆMq
“ minpN,Lqs}xτyb}pS1{σp´tqΠNpu1qqppτq}L2pMq}L2pRτ q}xηyb pGpηq}L2pRηˆMq
“ minpN,Lqs}xτyb}pS1{σp´tqu1qppτq}L2pMq}L2pRτ q}xηyb pGpηq}L2pRηˆMq
“ minpN,Lqs}u1}X0,b1{σpRˆMq}u2}X0,bpRˆMq.
(4.58)
Para obter a desigualdade com R ao inve´s de p0, 1q, introduzimos uma func¸a˜o ψ P C80 pRq
suportada em p0, 1q, tal que
ÿ
nPZ
ψnptq “ 1, onde ψnptq :“ ψpt ´ n2 q . Com isso, podemos
decompor ujptq “
ÿ
nPZ
uj,n, com uj,n “ ψnptqujptq, pj “ 1, 2q e aplicar o resultado ja´ provado
para as func¸o˜es uj,n. Com efeito, usando a desigualdade triangular, o fato que os suportes
de ψn e ψm sa˜o disjuntos, e a desigualdade de Cauchy-Schwarz, obtemos
}u1u2}L2pRˆMq ď
ÿ
nPZ
}ΠNpu1,nqΠLpu2,nq}
L2
´
pn2 ,n2`1qˆM
¯
ď minpN,Lqs
˜ÿ
nPZ
}u1,n}2X0,b1{σpRˆMq
¸1{2
¨
˜ÿ
nPZ
}u2,n}2X0,bpRˆMq
¸1{2
.
3 Note que ek e´ tambe´m uma autofunc¸a˜o de ´ 1
σ
∆ com autovalor µk
σ
.
Cap´ıtulo 4. Sistema de interac¸o˜es quadra´ticas 116
A conclusa˜o segue da propriedade de quase ortogonalidade4 satisfeita pelos espac¸os de
Bourgain para 0 ď b ď 1: ÿ
nPZ
}uj,n}2X0,bpRˆMq ď C}uj}2X0,bpRˆMq.
2
Tendo em mente o Lema 4.20, vamos agora extender o resultado enunciado na
Proposic¸a˜o 4.19 para a classe de superf´ıcies compactas do tipo Zoll. Como ja´ dissemos, o
seguinte resultado sobre a localizac¸a˜o dos autovalores do laplaceano sobre estas variedades
(que denotaremos por ´∆Zoll), e´ crucial.
Proposic¸a˜o 4.21. (Colin de Verdie`re [42], Guillemin [67]). Se as geode´sicas de M sa˜o
2pi- perio´dicas5, existem Z0 P N e E ą 0 tal que o espectro de ´∆Zoll esta´ contido em`8ď
k“1
Ik onde
Ik :“
«ˆ
k ` Z04
˙2
´ E,
ˆ
k ` Z04
˙2
` E
ff
. (4.59)
Proposic¸a˜o 4.22. (Estimativas bilineares de evoluc¸a˜o sobre variedades Zoll). Seja s ą 1{4
e MZoll uma variedade Zoll. Considere os semigrupos dados por (4.43) com σ “ β
θ
onde
β, θ P tn2 : n P Nu. Enta˜o, existe C ą 0 tal que para qualquer u0, v0 P L2pMZollq
satisfazendo as condic¸o˜es de localizac¸a˜o espectral uN0 “ u0, vL0 “ v0 tem-se
}e˘i tσ∆u0eit∆v0}L2pp0,1qtˆMZollq ď CpminpN,Lqqs}u0}L2pMZollq}v0}L2pMZollq. (4.60)
Demonstrac¸a˜o. Denote por penqn a sequeˆncia de autofunc¸o˜es de ´ 1
σ
∆Zoll associada ao
autovalor λσn (de acordo com sua multiplicidade). Usando a Proposic¸a˜o 4.21, segue que
Specp´ 1
σ
∆Zollq Ă
`8ď
k“1
Iσk , onde I
σ
k :“ 1σIk. Devido a expressa˜o dos intervalos Ik, tem-se
que eles na˜o sa˜o necessariamente disjuntos. Deste modo, e´ fa´cil ver que se tomarmos
K0 :“ min
"
k P N | k ą E ´ Z04 ´
1
2
*
,
temos IσmX Iσ` “ H, para todo m, ` ě K0. Agora, fixemos N0 como sendo o menor nu´mero
natural para que se tenha
λσN0 ě
ˆ
K0 ` Z04
˙2
´ E.
Neste caso, como a sequeˆncia de autovalores e´ na˜o decrescente, tem-se para todo n ě N0,
que λσn pertence a somente um intervalo da forma I
σ
k (com k ě K0). Tome
L0 “ maxtN0, K0u.
4 Para mais detalhes, veja [31] pa´ginas 278-279.
5 Esta renormalizac¸a˜o e´ feita aplicando uma dilatac¸a˜o na me´trica riemmaniana g, isto e´, dado um
adequado escalar λ P r0,`8q consideramos a me´trica λg ao inve´s de g.
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Defina uma perturbac¸a˜o do operador laplaceano sobre L2pMq por meio das
relac¸o˜es
´ 1
σ
∆‹Zollen “
$’&’%
λσnen se n ď L0
1
σ
ˆ
k ` Z04
˙2
en se n ą L0 e λσn P Iσk .
(4.61)
De acordo com o Lema 4.20, para provar (4.60), basta provar que (4.57) e´
va´lida para para s ą s0pMq “ 1{4 e X0,b´ 1
σ
∆Zoll
, X0,b´∆Zoll . Mas, de acordo com a Observac¸a˜o
4.4, $’’&’’%
} ¨ }X0,b´ 1σ∆Zoll
» } ¨ }X0,b´ 1σ∆‹Zoll
} ¨ }X0,b´∆Zoll » } ¨ }X0,b´∆‹
Zoll
.
(4.62)
Enta˜o, usando agora o fato que piiq implica piq no Lema 4.20, e´ suficiente provar que (4.56)
e´ va´lida com s ą 1{4 e $&%S1{σp˘tq “ e˘it
1
σ
∆‹
Zoll
Sptq “ eit∆‹Zoll .
(4.63)
Substitua Pk em (4.45) por
6 ΠIk “
ÿ
nPN:λnPSpecp´∆‹ZollqXIk
Pn e (4.54) por
ΛNLZollpmq :“
"
pk, `q P N2 :
ˇˇˇ
m´ pµk
σ
´ µ`q
ˇˇˇ
ď 12;N ď xµky
1{2 ă 2N ;L ď xµ`y1{2 ă 2L
*
,
(4.64)
com µk “ pk ` Z0{4q2 e µ` “ p` ` Z0{4q2. Procedendo analogamente ao que foi feito no
caso de Sd, precisamos encontrar uma cota para o nu´mero de soluc¸o˜es da equac¸a˜o
p?θp4k ` Z0qq2 ´ p
a
βp4`` Z0qq2 ´ 16βm “ β˜. (4.65)
Logo, a prova dada na Proposic¸a˜o 4.19 vale igualmente para o par de
operadores p˘ 1
σ
∆‹Zoll,∆‹Zollq. 2
4.4 Estimativas bilineares para interac¸o˜es quadra´ticas
Nesta sec¸a˜o, vamos utilizar as estimativas obtidas na Proposic¸o˜es 4.19 e 4.22
e a equivaleˆncia dada pelo Lema 4.20 para obter estimativas na˜o lineares envolvendo as
interac¸o˜es quadra´ticas do sistema (4.1), que enunciaremos a seguir.
Proposic¸a˜o 4.23. (Estimativas bilineares). Seja s ą s0pMq com
s0pMq :“
$&%s0pdq se M “ Sd, d ě 2,1{4 se M “MZoll (4.66)
6 Note que este e´ um tipo de projetor espectral para o qual a estimativa (4.15) e´ va´lida, e o mesmo vale
se considerarmos ΠIσ
k
.
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e σ “ β
θ
com β, θ P tn2, n P Nu. Enta˜o existe pb, b1q P R2 satisfazendo 0 ă b1 ă 1{2 ă b,
b` b1 ă 1 e C ą 0 tal que
}u1u2}Xs,´b1 ď C}u1}Xs,b1{σ}u2}Xs,b , se 1 ą s ą s0, (4.67)
e
}v1v2}Xs,´b1 ď C}v1}Xs,b1{σ}v2}X1,b , se s ě 1. (4.68)
Ale´m disso, existe pb1, b11q P R2 satisfazendo 0 ă b11 ă 1{2 ă b1, b1` b11 ă 1 e C ą 0 tal que
}u1u2}
X
s,´b11
1{σ
ď C}u1}Xs,b1 }u2}Xs,b1 , se 1 ą s ą s0 (4.69)
e
}v1v2}
X
s,´b11
1{σ
ď C}v1}Xs,b1 }v2}X1,b1 , se s ě 1. (4.70)
Para provar a Proposic¸a˜o 4.23, necessitamos de alguns resultados ba´sicos que
enunciaremos em sequeˆncia.
4.4.1 Resultados auxiliares
Comec¸aremos provando um resultado que fornece uma estimativa para o produto
de treˆs func¸o˜es em M , localizadas em frequeˆncia sobre treˆs intervalos Ik tais que um dos
intervalos e´ muito deslocado em relac¸a˜o aos outros.
De acordo com [70] pa´gina 1203, temos que se M “ Td ou Sd,ż
M
ek0 e˜k1 e˜k2 e˜k3dg “ 0,
se µk0 ą µk1 ` µk2 ` µk3 onde e˜kj “ ekj ou ekj , de modo que o lema enunciado a seguir
na˜o e´ necessa´rio nesses casos.
Este tipo de propriedade e´ usada com frequeˆncia quando se faz decomposic¸o˜es de
func¸o˜es u sobre Sd com respeito aos esfe´ricos harmoˆnicos de grau k ou seja, decomposic¸o˜es
do tipo
upxq “
ÿ
k
Hkpxq P L2pSdq,
veja [96] pa´gina 145 para S4 e [83] pa´gina 819 para S3. Para tratar o caso de variedades
Zoll bidimensionais, sera´ portanto necessa´rio utilizar o seguinte resultado7 que vale para
qualquer variedade compacta bidimensional.
Lema 4.24. Se existe C ą 0 tal que, se Cpµk1 ` µk2q ď µk0 , enta˜o para todo p ą 0 existe
Cp ą 0 tal que, para todo wj P L2pMq, j “ 0, 1, 2,ˇˇˇˇż
M
Pk0w0Pk1w1Pk2w2dg
ˇˇˇˇ
ď Cpµ´pk0
2ź
j“0
}wj}L2pMq.
7 Veja [75] para o caso de variedades Zoll de dimensa˜o 3.
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Demonstrac¸a˜o. A demonstrac¸a˜o consiste em reduzir a estimativa do Lema 2.6 de [32], ao
caso de produto de 3 projec¸o˜es. Mais precisamente em [32], foi provado que se Cµkj ď µk0
para j “ 1, 2, 3, enta˜o para todo p ą 0 existe Cp ą 0 tal que, para todo wj P L2pMq,
j “ 0, 1, 2, 3, ˇˇˇˇż
M
Pk0w0Pk1w1Pk2w2Pk3w3dg
ˇˇˇˇ
ď Cpµ´pk0
3ź
j“0
}wj}L2pMq. (4.71)
Assim, se tomamos k3 “ 0 em (4.71), temos µk3 “ µ0 “ 0 (Primeiro autovalor de ´∆ com
correspondente autofunc¸a˜o e0 “ 1). Agora, se w3 “ e0 “ 1 P L2pMq, teremos
Pk3w3 “ ek3
ż
M
w3ek3dg “ e0
ż
M
1 ¨ e0dg “ volgpMq.
Portanto, se Cpµk1 ` µk2q ď µk0 , temosˇˇˇˇż
M
Pk0w0Pk1w1Pk2w2dg
ˇˇˇˇ
ď rCpµ´pk0 2ź
j“0
}wj}L2pMq.
2
A estimativa obtida no Lema 4.24 sera´ de suma importaˆncia para estabelecer
estimativas para uma integral envolvendo produto de treˆs func¸o˜es localizadas em diferentes
regimes de frequeˆncia que obedecem a condic¸a˜o N0 ě CpN1 `N2q.
Observac¸a˜o 4.25. A partir daqui, para simplificar a notac¸a˜o, usaremos para j “ 0, 1, 2,
xµky „ N2j para indicar que Nj ď xµky 12 ă 2Nj e xτ ` µ˜ky „ Lj para indicar que
Lj ď xτ ` µ˜ky ă 2Lj, onde µ˜k :“ µk
σ
.
Lema 4.26. Considere a expressa˜o
INL :“
ˇˇˇˇż
RˆM
uN0L00 u
N1L1
1 u
N2L2
2
ˇˇˇˇ
, (4.72)
onde
u
NjLj
j ptq “ 12pi
ÿ
k:Njďxµky1{2ă2Nj
xµkys˜{2
ż
Ljďxτ`µ˜kyă2Lj
xτ ` µ˜ky´b˜zPkwjpτqeitτdτ, (4.73)
com s˜ “ s se j “ 0, s˜ “ ´s se j “ 1, 2 e b˜ “ b se j “ 1, 2 e b˜ “ b1 se j “ 0. Seja s ą 0.
Enta˜o existe C1 ą 0 e p ą 0 tal que se N0 ě CpN1 `N2q,
INL ď C1N
s`6´p
0
N s1N
s
2
L
1{2
2
Lb
1
0 L
b
1L
b
2
2ź
j“0
}wj}L2pRˆMq, (4.74)
onde s` 6´ p ă 0.
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Demonstrac¸a˜o. Inserindo as expresso˜es dadas em (4.73) para j “ 0, 1, 2 em (4.72),
teremos
INL ď 1p2piq3
ÿ
k0:N20„xµk0y
ÿ
k1:N21„xµk1y
ÿ
k2:N22„xµk2y
xµk0ys
xµk1ysxµk2ysˆ
ˆ 1
Lb
1
0 L
b
1L
b
2
ˇˇˇˇ
ˇˇż
RˆM
¨˝¡
D
P˜k0xw0pτ0qPk1xw1pτ1qP˜k2xw2pτ2qeitpτ1´τ2´τ0qdτ0dτ1dτ2‚˛dgdt
ˇˇˇˇ
ˇˇ , (4.75)
onde
D :“ tpτ0, τ1, τ2q P R3 : xτ0 ` µk0y „ L0, xτ1 ` µk1σ y „ L1, xτ2 ` µk2y „ L2u.
Relembremos aqui a distribuic¸a˜o (temperada) de Dirac δ0, que para cada func¸a˜o ϕ P SpRq
retorna o valor ϕp0q, isto e´,
xδ0, ϕy “
ż `8
´8
ϕpyqδpyqdy “ ϕp0q.
Mais geralmente,
xδa, ϕy “
ż `8
´8
δpy ´ aqϕpyqdy “ ϕpaq. (4.76)
Utilizaremos a representac¸a˜o de δ dada por
δp`q “ 12pi
ż `8
´8
e´it`dt. (4.77)
Aplicando o teorema de Fubini, desigualdade triangular para integrais e a definic¸a˜o (4.77)
em (4.75), obtemos
INL À
ÿ
pk0,k1,k2qPΘpNq
N s0
N s1N
s
2
1
Lb
1
0 L
b
1L
b
2
ˆ
ˆ
ˇˇˇˇ
ˇˇż
M
¨˝¡
D
P˜k0xw0pτ0qPk1xw1pτ1qP˜k2xw2pτ2qδpτ1 ´ τ2 ´ τ0qdτ0dτ1dτ2‚˛dg
ˇˇˇˇ
ˇˇ
À N
s
0
N s1N
s
2
1
Lb
1
0 L
b
1L
b
2
ÿ
pk0,k1,k2qPΘpNq
¡
D
ˇˇˇˇż
M
Pk0xw0pτ0qP˜k1xw1pτ1qPk2xw2pτ2qdg ˇˇˇˇ dµ,
(4.78)
onde D esta´ equipado com a medida dµ :“ δpτ1 ´ τ2 ´ τ0qdτ0dτ1dτ2, e
ΘpNq :“ tpk0, k1, k2q | Nj ď xµkjy
1
2 ă 2Nj, j “ 0, 1, 2u.
Usando o Lema 4.24, e observando que µ´pk0 ď 2pN´p0 obtemos de (4.78), que
INL Àp N
s
0
N s1N
s
2
1
Lb
1
0 L
b
1L
b
2
ÿ
pk0,k1,k2qPΘpNq
¡
D
µ´pk0
2ź
j“0
}xwjpτjq}L2pMqdµ
Àp N
s
0
N s1N
s
2
CpN
´p
0
1
Lb
1
0 L
b
1L
b
2
ÿ
pk0,k1,k2qPΘpNq
¡
D
2ź
j“0
}xwjpτjq}L2pMqdµ. (4.79)
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Denotemos
ID :“
¡
D
2ź
j“0
}xwjpτjq}L2pMqdµ (4.80)
e
D1 :“ tpτ1, τ2q P R2 : xτ1 ` µk1
σ
y „ L1, xτ2 ` µk2y „ L2u.
Enta˜o, segue de (4.76) e (4.80) que
ID “
ĳ
D1
2ź
j“1
}xwjpτjq}L2pMq ż
xτ0`µk0y„L0
}xw0pτ0q}L2pMqδpτ1 ´ τ2 ´ τ0qdτ0dτ1dτ2
ď
ĳ
D1
2ź
j“1
}xwjpτjq}L2pMq´ ż
R
}xw0pτ0q}L2pMqδpτ1 ´ τ2 ´ τ0qdτ0¯dτ1dτ2
“
ĳ
D1
2ź
j“1
}xwjpτjq}L2pMq}xw0pτ1 ´ τ2q}L2pMqdτ1dτ2
ď
ż
xτ2`µk2y„L2
}xw2pτ2q}L2pMq ż
xτ1` 1σµk1y„L1
}xw1pτ1q}L2pMq}xw0pτ1 ´ τ2q}L2pMqdτ1dτ2.
(4.81)
Usando a desigualdade de Cauchy-Schwarz na varia´vel τ1, e em seguida, na varia´vel τ2, em
(4.81), obtemos
ID ď
ż
xτ2`µk2y„L2
}xw2pτ2q}L2pMq}xw1}L2pRˆMq}xw0}L2pRˆMqdτ2
ď }w1}L2pRˆMq}w0}L2pRˆMq
˜ż
xτ2`µk2y„L2
}xw2pτ2q}2L2pMqdτ2
¸ 1
2
˜ż
xτ2`µk2y„L2
dτ2
¸ 1
2
ď
2ź
j“0
}wj}L2pRˆMq p|tτ2 : xτ2 ` µk2y „ L2u|q
1
2
À L 122
2ź
j“0
}wj}L2pRˆMq.
(4.82)
Portanto, de (4.79) e (4.82) segue que
INL Àp N
s
0
N s1N
s
2
N´p0
1
Lb
1
0 L
b
1L
b
2
ÿ
pk0,k1,k2qPΘpNq
ID
À N
s
0
N s1N
s
2
N´p0
1
Lb
1
0 L
b
1L
b
2
L
1
2
2
2ź
j“0
}wj}L2pRˆMq ¨ 7ΘpNq
Àσ,p N
s
0
N s1N
s
2
N´p0
L
1
2
2
Lb
1
0 pL1L2qb pN0N1N2q
2
2ź
j“0
}wj}L2pRˆMq.
(4.83)
Na u´ltima linha de (4.83) usamos a Lei de Weyl para autovalores do laplaceano em
variedades compactas para encontrar uma estimativa para o nu´meros de elementos do
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conjunto ΘpNq. Mais especificamente, pela parte piiq do Teorema 1.8, temos que se d e´ a
dimensa˜o de M , enta˜o
7tautovalores de ´∆ ď Au „ ωdV olgpMqp2piqd A
d
2 .
Logo, uma estimativa para o nu´mero de autovalores num intervalo IA :“ rA, 2As e´ dada
por
7tautovalores de ´∆ ď 2Au ´ 7tautovalores de ´∆ ď Au „ Cpd,M, gqA d2 .
Considerando o conjunto ΘpNq, para dimensa˜o d “ 2, e usando xxy „ 1` |x|, vemos que
7tNj ď xµkjy
1
2 ď 2Nju „ N2j pj “ 0, 1, 2q. Assim,
7ΘpNq À pN0N1N2q2. (4.84)
Supondo N0 ą CpN1 `N2q, segue de (4.83) e (4.84) que
INL Àp N
s`6´p
0
N s1N
s
2
1
Lb
1
0 L
b
1L
b´ 12
2
2ź
j“0
}wj}L2pRˆMq.
Pelo Lema 4.24, podemos escolher p ą 0 tal que s` 6´ p ă 0. Logo,
INL À N
s`6´p
0
N s1N
s
2
1
Lb
1
0 L
b
1L
b´ 12
2
2ź
j“0
}wj}L2pRˆMq,
o que finaliza a demonstrac¸a˜o. 2
Como estaremos lidando com somas dia´dicas envolvendo diferentes regimes
sobre as varia´veis dia´dicas, sera´ u´til o seguinte lema, cuja demonstrac¸a˜o se encontra em
[31], pa´gina 34.
Lema 4.27. (Lema de Schur discreto) Para todo γ ą 0 e todo θ ą 0 existe C ą 0 tal que
se pcNq e pdN 1q sa˜o duas sequeˆncias de nu´meros na˜o negativos indexados pelos inteiros
dia´dicos, enta˜o ÿ
NďγN 1
ˆ
N
N 1
˙θ
cNdN 1 ď C
˜ÿ
N
c2N
¸ 1
2
˜ÿ
N 1
d2N 1
¸ 1
2
. (4.85)
4.4.2 Demonstrac¸a˜o das estimativas bilineares
Agora estamos prontos para provar estimativas bilineares relacionadas as inte-
rac¸o˜es quadra´ticas produzidas pelo sistema (4.1) enunciadas na Proposic¸a˜o 4.23.
Demonstrac¸a˜o da Proposic¸a˜o 4.23. Vamos provar primeiro (4.67). Por densidade,
podemos assumir que uj P C80 pRˆMq (j “ 1, 2). Defina as seguintes func¸o˜es:
w1ptq “ 12pi
ÿ
kPN
xµky s2
ż
R
A
τ ` µk
σ
Eb zPku1pτqeitτdτ
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w2ptq “ 12pi
ÿ
kPN
xµky s2
ż
R
xτ ` µkybzPku2pτqeitτdτ.
De acordo com a Proposic¸a˜o 4.11, podemos escrever
u1ptq “ 12pi
ÿ
kPN
xµky´ s2
ż
R
A
τ ` µk
σ
E´b zPkw1pτqeitτdτ
e
u2ptq “ 12pi
ÿ
kPN
xµky´ s2
ż
R
xτ ` µky´bzPkw2pτqeitτdτ,
com
}u1}Xs,b1{σ “ }w1}L2pRˆMq e }u2}Xs,b “ }w2}L2pRˆMq. (4.86)
Agora, usando a relac¸a˜o de dualidade entre Xs,´b
1
e X´s,b
1 « pXs,´b1q˚ e (4.15), segue que
para provar (4.67), e´ suficiente mostrar que
I :“
ˇˇˇˇż
RˆM
u0u1u2
ˇˇˇˇ
ď C}w1}L2pRˆMq}w2}L2pRˆMq}w0}L2pRˆMq, (4.87)
onde w0 P L2pRˆMq e´ arbitra´ria, e
u0ptq “ 12pi
ÿ
kPN
xµky s2
ż
R
xτ ` µky´b1zPkw0pτqeitτdτ.
O pro´ximo passo sera´ realizar uma estimativa para o termo I em (4.87). A seguir, N0, N1, N2
e L0, L1, L2 denotam inteiros dia´dicos, isto e´, Nj “ 2nj pnj P Nq Lj “ 2`j p`j P Nq,
j “ 0, 1, 2. Definimos N :“ pN0, N1, N2q, L :“ pL0, L1, L2q, e usaremos esta notac¸a˜o ao
longo desta demonstrac¸a˜o. O somato´rio ΣN significara´ somato´rio sobre todos os poss´ıveis
valores dia´dicos de N0, N1, N2. Convenc¸a˜o similar sera´ adotada para somato´rio sobre L.
Agora, note que podemos decompor8 as func¸o˜es uj de modo que
ujpt, ¨q “
ÿ
Nj
ÿ
Lj
u
NjLj
j pt, ¨q,
com as respectivas componentes
u
NjLj
j ptq “ 12pi
ÿ
k:Njďxµky1{2ă2Nj
xµky˘s{2
ż
Ljďxτ`µ˜kyă2Lj
xτ ` µ˜ky´b˜zPkwjpτqeitτdτ, (4.88)
onde µ˜k “ µk
σ
e b˜ “ b ou b1. Inserindo tais decomposic¸o˜es no lado esquerdo de (4.87),
obtemos que
I À
ÿ
L
ÿ
N
INL, (4.89)
onde
INL :“
ˇˇˇˇż
RˆM
uN0L00 u
N1L1
1 u
N2L2
2
ˇˇˇˇ
, (4.90)
8 Confira a subsec¸a˜o 4.2.1 para mais detalhes sobre estas decomposic¸o˜es espectrais.
Cap´ıtulo 4. Sistema de interac¸o˜es quadra´ticas 124
com
uN0L00 ptq “ 12pi
ÿ
N0ďxµkyă2N0
xµkys{2
ż
L0ďxτ`µkyă2L0
xτ ` µky´b1zPkw0pτqeitτdτ, (4.91)
uN1L11 ptq “ 12pi
ÿ
N1ďxµkyă2N1
xµky´s{2
ż
L1ďxτ`µkσ yă2L1
xτ ` µk
σ
y´bzPkw1pτqeitτdτ, (4.92)
e
uN2L22 ptq “ 12pi
ÿ
N2ďxµkyă2N2
xµky´s{2
ż
L2ďxτ`µkyă2L2
xτ ` µky´bzPkw2pτqeitτdτ. (4.93)
Olhando para (4.88) e aplicando o teorema de Fubini, notemos que
1
2pi
ż
xτ`µ˜ky„Lj
xτ ` µ˜ky´b˜zPkwjpτqeitτdτ “ 12pi
ż
R
χtτ :xτ`µ˜ky„Ljupτqxτ ` µ˜ky´b˜zPkwjpτqeitτdτ
“ 12pi
ż
R
χtτ :xτ`µ˜ky„Ljupτqxτ ` µ˜ky´b˜Pkxwjpτqeitτdτ
“ Pk
´
χtτ :xτ`µ˜ky„Ljupτqxτ ` µ˜ky´b˜xwjpτq¯_ptq.
(4.94)
Substituindo (4.94) em (4.88), e tomando a norma L2pRˆMq, obtemos
}uNjLjj }2L2pRˆMq “
ÿ
xµky„N2j
xµky˘s
ż
xτ`µ˜ky„Lj
xτ ` u˜ky´2b˜}zPkwjpτq}2L2pMqdτ
À N˘2sj L´2b˜j pcNjLjj q2,
(4.95)
onde,
pcNjLjj q2 :“
ÿ
xµky„N2j
ż
xτ`µ˜ky„Lj
}zPkwjpτq}2L2pMqdτ. (4.96)
Somando sobre as varia´veis dia´dicas Lj e Nj , e usando o teorema de Plancherel na varia´vel
temporal, obtemos ÿ
Lj
ÿ
Nj
pcNjLjj q2 À }wj}2L2pRˆMq. (4.97)
Obtido os coeficientes c
NjLj
j , precisamos estimar as componentes de uj dadas por (4.88)
na norma dos espac¸os Xs,b e Xs,b1{σ. Para isso, considerando uma adequada selec¸a˜o de
paraˆmetros reais a1, b1, a2, b2, podemos usar a estimativa (4.29) do Lema 4.13 e em seguida
(4.95) para obter
}uN0L00 }Xa2,b2 À Lb20 Na20 }uN0L00 }L2pRˆMq À Lb2´b10 Na2`s20 cL0N00 , (4.98)
}uN1L11 }Xa1,b11{σ À L
b1
1 N
a1
1 }uN1L11 }L2pRˆMq À Lb1´b1 Na1´s11 cN1L11 , (4.99)
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}uN2L22 }Xa1,b1 À Lb12 Na12 }uN2L22 }L2pRˆMq À Lb1´b2 Na1´s22 cN2L22 . (4.100)
Em virtude do Lema 4.26, usando (4.89), e´ conveniente escrevermos
I ď I1 ` I2, (4.101)
onde em I1 o somato´rio sobre N e´ restrito a N0 ě CpN1 `N2q e todas as outras possibili-
dades em I2.
Para majorar I1, note que o regime de frequeˆncia sobre N “ pN0, N1, N2q e´ tal
que N0 ě CpN1 ` N2q de modo que podemos aplicar a estimativa (4.74) do Lema 4.26
com p ą s` 6. Como b ą 12 e b
1 ą 0, podemos realizar uma soma de se´ries geome´tricas9
em todas varia´veis dia´dicas para concluir que
I1 À
ÿ
L
ÿ
N0ěCpN1`N2q
N s`6´p0
N s1N
s
2
1
Lb
1
0 L
b´1{2
1 L
b
2
2ź
j“0
}wj}L2pRˆMq À
2ź
j“0
}wj}L2pRˆMq. (4.102)
Obtido (4.102), resta-nos portanto majorar
I2 :“
ÿ
L
ÿ
N0ăCpN1`N2q
INL. (4.103)
Neste caso, como o regime de frequeˆncia satisfaz a condic¸a˜o N0 ď CpN1 `N2q,
na˜o podemos aplicar o Lema 4.26. Logo, devemos analisar separadamente os casos N1 ě N2
e N1 ď N2, encontrando as estimativas convenientes para cada caso.
Por simetria, basta considerarmos o caso em que N1 ě N2. Neste caso, N0 ď
2CN1. Fixado este regime de frequeˆncia, nosso pro´ximo passo sera´ obter duas maneiras
distintas para majorar o termo INL em (4.103). A primeira forma de majorar INL sera´
melhor com respeito a localizac¸a˜o sobre N . Para obteˆ-la, primeiro usamos a desigualdade
de Cauchy-Schwarz na expressa˜o (4.90), para obter
INL À }uL0N00 }L2pRˆMq}uL1N11 uL2N22 }L2pRˆMq. (4.104)
Aplicando (4.95) diretamente, segue que
}uL0N00 }L2pRˆMq À L´b10 N s0cL0N00 . (4.105)
Agora, usando a estimativa bilinear (4.57), com s1 ą s0pMq temos
}uL1N11 uL2N22 }L2pRˆMq À minpN1, N2qs1}uL1N11 }
X
0, 12`0
1{σ pRˆMq
}uL2N22 }X0, 12`0 pRˆMq. (4.106)
9 Com isto, queremos dizer que os somato´rios em questa˜o sa˜o da forma
8ÿ
k“0
ˆ
1
2γ
˙k
ă 8, pois γ ą 0.
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Usando as estimativas (4.99) e (4.100) com os valores ai “ 0, bi “ 12 ` 0 pi “ 1, 2q e
s1 “ s, (onde 0 ą 0 e b ą 1{2 sera˜o escolhidos adequadamente depois) obtemos
}uN1L11 }
X
0, 12`0
1{σ
Àσ L
1
2`0´b
1 N
´s
1 c
L1N1
1 , (4.107)
e
}uN2L22 }X0, 12`0 À L
1
2`0´b
2 N
´s2
2 c
L2N2
2 . (4.108)
Destacamos aqui que o valor de s2 em (4.108) sera´ escolhido de forma que s2 “ 1 se s ě 1
e s2 “ s se 0 ă s ă 1. Substituindo as estimativas (4.105) e (4.106) em (4.104), obtemos
INL À N s12 pL1L2q
1
2`0
Lb
1
0 L
b
1L
b
2
N s0
N s1N
s2
2
2ź
j“0
c
LjNj
j . (4.109)
Vamos agora fazer uma melhor estimativa com respeito a localizac¸a˜o sobre L. Com efeito,
aplicando a desigualdade de Ho¨lder em (4.90), teremos que
INL À }uL0N00 }L3pR;L2pMqq}uL1N11 }L3pR;L2pMqq}uL2N22 }L3pR;L8pMqq. (4.110)
Usando a imersa˜o de Sobolev H
d
2` 110 pMq ãÑ L8pMq em (4.110), obtemos que
}uL2N22 }L8pMq À }uL2N22 }H d2` 110 pMq À N
d
2` 110
2 }uL2N22 }L2pMq. (4.111)
Logo, segue de (4.110) que
INL À N d2` 1102 }uL0N00 }L3pR;L2pMqq}uL1N11 }L3pR;L2pMqq}uL2N22 }L3pR;L2pMqq. (4.112)
Usando a parte piiq do Lema 4.10, tem-se que }f}L3pR;L2pMqq À }f}Y onde Y “ X0,
1
6
1{σ pRˆMq
ou X0,
1
6 pRˆMq. Assim, usando as estimativas envolvendo os coeficientes cLjNjj dadas em
(4.98), (4.99) e (4.100), segue que
INL À N d2` 1102 }uL0N00 }X0, 16 }uL1N11 }X0, 161{σ }u
L2N2
2 }X0, 16
À N d2` 1102 L
1
6´b1
0 N
s
0L
1
6´b
1 N
´s
1 L
1
6´b
2 N
´s2
2
2ź
j“0
c
LjNj
j
“ N d2` 1102 pL0L1L2q
1
6
Lb
1
0 L
b
1L
b
2
N s0
N s1N
s2
2
2ź
j“0
c
LjNj
j .
(4.113)
Interpolando (4.109) e (4.113) (interpolac¸a˜o de escalares), segue que para todo θ P p0, 1q,
vale
INL À
´N0
N1
¯s
N
p d2` 110´s2qθ`p1´θqps1´s2q
2
pL0L1L2q θ6`p 12`0qθ
Lb
1
0 L
b
1L
b
2
2ź
j“0
c
LjNj
j . (4.114)
Consideremos agora um valor fixo do paraˆmetro s de modo que s1 ă s, onde 0 ă s0pMq ă
s1 ă 1. Sera´ conveniente analisar dois casos.
Cap´ıtulo 4. Sistema de interac¸o˜es quadra´ticas 127
(Caso 1) s P p0, 1q. Neste caso, s2 “ s, e (4.114) reduz-se a
INL À
´N0
N1
¯s
N
p d2` 110´sqθ`p1´θqps1´sq
2
pL0L1L2q θ6`p 12`0qθ
Lb
1
0 L
b
1L
b
2
2ź
j“0
c
LjNj
j . (4.115)
Para que o expoente de N2 seja negativo (necessa´rio para a convergeˆncia), basta
escolhermos θ de modo que 0 ă θ ă s´ s
1
d
2 ` 110 ´ s1
ă 1. Deste modo, escolha 0
tal que 0 ă 0 ă θ9´ 3θ . Assim, definimos b
1 :“ 12 ´ 20, e isto assegura que
b1 ą θ6 `p
1
2 ` 0qθ. Ale´m disso, tem-se b
1 ą 0 ðñ 0 ă 14 , o que ocorre naturalmente,
pois
θ
9´ 3θ ď
1
4 ðñ θ ď
9
7 “ 1 `
2
7 . Por fim, defina b :“
1
2 `
3
20 e note que com
esta escolha de paraˆmetros, as condic¸o˜es fundamentais sobre pb, b1q sa˜o verificadas:
0 ă b1 ă 12 ă b e b` b
1 ă 1.
(Caso 2) s P r1,`8q. Neste caso, s2 “ 1, e (4.114) reduz-se a
INL À
´N0
N1
¯s
N
p d2` 110´1qθ`p1´θqps1´1q
2
pL0L1L2q θ6`p 12`0qθ
Lb
1
0 L
b
1L
b
2
2ź
j“0
c
LjNj
j . (4.116)
Note que ´d
2 `
1
10 ´ 1
¯
θ ` p1´ θqps1 ´ 1q “ θ
´d
2 `
1
10 ´ s
1
¯
` ps1 ´ 1q.
Como 0 ă s1 ă 1, temos que a escolha do paraˆmetro θ para que o expoente de N2
seja negativo e´
0 ă θ ă 1´ s
1
d
2 ` 110 ´ s1
ă 1.
Portanto, neste ponto, podemos escolher os mesmos valores de 0, b
1 e b do Caso 1.
De acordo com as estimativas feitas apo´s a escolha adequada dos paraˆmetros
em (4.115) e (4.116), como b1 ă b, temos que em qualquer caso, existem γ1, ¨ ¨ ¨ , γ4 ą 0
tais que
INL À
´N0
N1
¯s 1
Nγ12
1
Lγ20 L
γ3
1 L
γ4
2
2ź
j“0
c
LjNj
j . (4.117)
Observac¸a˜o 4.28. Neste ponto, devemos ficar atentos ao fato que em (4.117) estamos
concatenando as informac¸o˜es de (4.115) e (4.116). Deste modo, ao realizar o somato´rio
sobre as varia´veis dia´dicas Lj, Nj o resultado final sera´ diferente, uma vez que a escolha
de s nos casos 1 e 2 esta´ impl´ıcito em cN2L22 . Assim, de acordo com (4.86), teremos
}w2}L2pRˆMq “ }u2}Xs,bpRˆMq se s0pMq ă s ă 1 e }w2}L2pRˆMq “ }u2}X1,bpRˆMq se s ě 1.
Prosseguindo, usando (4.117), segue de (4.103) que
I2 À
ÿ
L
ÿ
N :N0ď2CN1
´N0
N1
¯s 1
Nγ12
1
Lγ20 L
γ3
1 L
γ4
2
2ź
j“0
c
LjNj
j . (4.118)
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Os somato´rios sobre L0, L1, L2, N2 em (4.117) podem ser realizados via convergeˆncia de
se´ries geome´tricas. Denote os coeficientes associados a`s varia´veis dia´dicas N1, N0 e N2 por
pαN1q2 “
ÿ
L1
pcL1N11 q2, pβN0q2 “
ÿ
L0
pcL0N00 q2 e pγN2q2 “
ÿ
L2
pcL2N22 q2. (4.119)
Aplicando a desigualdade de Cauchy-Schwarz sobre cada uma das varia´veis Lj (j “ 0, 1, 2)
e usando as relac¸o˜es dadas em (4.119), obtemos
I2 À
ÿ
pN0,N1q:N0ď2CN1
´N0
N1
¯sÿ
N2
1
Nγ12
˜ ÿ
L0,L1,L2
1
Lγ20 L
γ3
1 L
γ4
2
2ź
j“0
c
LjNj
j
¸
À
ÿ
pN0,N1q:N0ď2CN1
´N0
N1
¯s
αN1βN0
ÿ
N2
1
Nγ12
γN2 .
(4.120)
Aplicando desigualdade de Cauchy-Schwarz sobre o somato´rio envolvendo N2 e usando a
relac¸a˜o (4.97), segue de (4.120) que
I2 À
ÿ
pN0,N1q:N0ď2CN1
´N0
N1
¯s
αN1βN0
˜ÿ
N2
γ2N2
¸1{2
ď }w2}L2pRˆMq
ÿ
pN0,N1q:N0ď2CN1
´N0
N1
¯s
αN1βN0 .
(4.121)
Agora, usando o Lema 4.27, segue queÿ
N0ď2CN1
´N0
N1
¯s
αN1βN0 ď }w0}L2pRˆMq}w1}L2pRˆMq. (4.122)
Logo, substituindo (4.122) em (4.121) vem que
I2 À }w0}L2pRˆMq}w1}L2pRˆMq}w2}L2pRˆMq.
Portanto, juntamente com (4.102), isso prova as estimativa bilineares (4.67) e (4.68).
A prova da estimativa bilinear (4.69) e´ semelhante a prova da estimativa (4.67)
mo´dulo algumas modificac¸o˜es. Vamos destacar as principais modificac¸o˜es aqui. Usando
a relac¸a˜o de dualidade entre X
s,´b11
1{σ e X
´s,b11
1{σ « pXs,´b
1
1
1{σ q˚ segue que para provar (4.69), e´
suficiente mostrar que
I˜ :“
ˇˇˇˇż
RˆM
u0u1u2
ˇˇˇˇ
ď C}u1}Xs,b1 pRˆMq}u2}Xs,b1 pRˆMq}u0}
X
´s,b11
1{σ pRˆMq
,
onde u0 P X´s,b
1
1
1{σ pRˆMq e´ arbitra´ria. Neste caso, assim como em (4.90), necessita-se fazer
estimativas com a expressa˜o
I˜NL :“
ˇˇˇˇż
RˆM
uN0L00 u
N1L1
1 u
N2L2
2
ˇˇˇˇ
.
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Uma parte importante e´ que o ana´logo da estimativa (4.88) e´ dado por
I˜NL À }uL0N00 }L2pRˆMq}uL1N11 uL2N22 }L2pRˆMq,
onde na˜o temos a presenc¸a de conjugados. Usando a estimativa bilinear (4.57) com σ “ 1,
teremos
}uL1N11 uL2N22 }L2pRˆMq À minpN1, N2qs}uL1N11 }X0, 12`10 pRˆMq}u
L2N2
2 }X0, 12`10 pRˆMq.
Do mesmo modo, podemos obter a estimativa (4.112) e as demais estimativas sa˜o feitas
analogamente. 2
4.5 Teoria local e global
Comec¸aremos introduzindo aqui algumas estimativas ba´sicas que sera˜o impor-
tantes para atingir nosso resultado de boa colocac¸a˜o local. Consideremos aqui a classe dos
espac¸os Xs,bδ,γ introduzidos na Definic¸a˜o 4.1 e os espac¸os de restrica˜o dados na Definic¸a˜o 4.3.
4.5.1 Teoria Local
4.5.1.1 Estimativas lineares
Proposic¸a˜o 4.29. (Estimativas lineares nos espac¸os Xs,b). Sejam b, s ą 0, v0 P HspMq
e ψ P C80 pRq tal que ψ “ 1 em r´1, 1s. Defina ψT :“ ψp ¨T q, enta˜o ψT “ 1 em r´T, T s.
Nestas condic¸o˜es, vale que›››ψT ptqeitpδ∆´γqv0›››
Xs,b´δ∆`γpRˆMq
ÀψT }v0}HspMq. (4.123)
Seja 0 ă b1 ă 12 e 0 ă b ă 1´ b
1. Enta˜o, para todo F P Xs,´b1δ,γ pMq,››››ψT ptq ż t
0
eipt´t
1qpδ∆´γqF pt1qdt1
››››
Xs,b´δ∆`γpRˆMq
À T 1´b´b1}F }
Xs,´b1´δ∆`γpRˆMq
, (4.124)
quando 0 ă T ď 1.
Demonstrac¸a˜o. Sem perda de generalidade podemos considerar δ “ 1 e γ “ 0. Para
provar (4.123), notemos que pela Definic¸a˜o 4.1,
}ψptqeit∆v0}2Xs,b “
ÿ
k
xµkys}xτ ` µkybpPkψT ptqeit∆v0qppτq}2L2pRτˆMq. (4.125)
Notemos ainda que
pPkψT ptqeit∆v0qppτq “ 12pi
ż
R
e´itτPkpψT ptqeit∆v0pxqqdt
“ 12pi
ż
R
e´itτψT ptqe´itµkPkv0pxqdt
“ Pkv0pxq pψT pτ ` µkq.
(4.126)
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Agora, por (4.125), tem-se que
}xτ ` µkybpPkψT ptqeit∆v0qppτq}2L2pRτˆMq “ }xτ ` µkybPkv0pxq pψT pτ ` µkq}2L2pRτˆMq
“
ż
R
´ ż
M
xτ ` µky2b|Pkv0pxq|2| pψT pτ ` µkq|2dg¯dτ
“ }Pkv0}2L2pMq
ż
R
´
xτ ` µky2b| pψT pτ ` µkq|2¯dτ
“ }Pkv0}2L2pMq}ψT }2HbpRq.
(4.127)
Finalmente, substituindo (4.127) na expressa˜o (4.125), temos
}ψptqeit∆v0}2Xs,b “ }ψT }2HbpRq
˜ÿ
k
xµkys}Pkv0}2L2pMq
¸
“ }ψT }2HbpRq}v0}2HspMq.
Para provar (4.124) vamos utilizar a desigualdade unidimensional:››››ψT ptq ż t
0
fpt1qdt1
››››
HbpRq
ď CT 1´b´b1}f}H´b1 pRq, (4.128)
cuja prova pode ser encontrada em [63]. De acordo com a definic¸a˜o, podemos usar a
seguinte expressa˜o para a Xs,b-norma:
}u˜}Xs,b “ }xτyb}{e´it∆u˜pτq}HspMq}LbpRq “ }Sp´tqu˜pt, ¨q}HbpR,HspMqq . (4.129)
Substituindo
u˜pt, ¨q “ ψT ptq
ż t
0
Spt´ t1qF pt1qdt1, (4.130)
em (4.129), obtemos››››ψT ptq ż t
0
Spt´ t1qF pt1qdt1
››››
Xs,b
“
››››››xτyb
›››››
ˆ
Sp´tqψT ptq
ż t
0
Spt´ t1qF pt1qdt1
p˙
pτq
›››››
HspMq
››››››
LbpRq
“
››››››xτyb
›››››
ˆ
ψT ptq
ż t
0
Sp´t1qF pt1qdt1
p˙
pτq
›››››
HspMq
››››››
LbpRq
“
››››ψT ptq ż t
0
Sp´t1qF pt1qdt1
››››
HbpR;HspMqq
.
(4.131)
Logo, em vista de (4.129) e (4.131), ficamos restritos a provar que››››ψT ptq ż t
0
Sp´t1qF pt1qdt1
››››
HbpR;HspMqq
ď CT 1´b´b1}Sp´tqF ptq}H´b1 pR,HspMqq. (4.132)
Agora, usando a estimativa unidimensional (4.128) com fpt1q “ PkGpt1, ¨q, onde
Gpt1, ¨q :“ Sp´tqF pt1, ¨q,
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multiplicando por xµkys, integrando sobre M e somando sobre k, obtemosÿ
k
xµkys
ż
M
››››ψT ptq ż t
0
PkGpt1qdt1
››››2
HbpRq
dg ď CT 1´b´b1
ÿ
k
xµkys
ż
M
}PkG}2H´b1 pRqdg. (4.133)
O termo no lado direito de (4.133) pode ser escrito comoÿ
k
xµkys
ż
M
}PkG}2H´b1 pRqdg “
ÿ
k
xµkys
ż
R
xτy´2b1
ż
M
|yPkGpτq|2dgdτ
“
ż
R
xτy´2b1
ÿ
k
xµkys}Pk pGpτq}2L2pMqdτ
“ }G}2
H´b1 pR;HspMqq.
(4.134)
Agora, para o termo no lado esquerdo de (4.133), temos
ż
M
››››ψT ptq ż t
0
PkGpt1qdt1
››››2
HbpRq
dg “
ż
R
ż
M
xτy2b
ˇˇˇˇ
ˇˇˆψT ptq ż t
0
PkpGpt1qqdt1
p˙
pτq
ˇˇˇˇ
ˇˇ
2
dgdτ
“
ż
R
xτy2b
››››››Pk
ˆ
ψT ptq
ż t
0
Gpt1qdt1
p˙
pτq
››››››
2
L2pMq
dτ.
Portanto,
ÿ
k
xµkys
ż
M
››››ψT ptq ż t
0
PkGpt1qdt1
››››2
HbpRq
dg “
ÿ
k
xµkys
ż
R
xτy2b
››››››Pk
ˆ
ψT ptq
ż t
0
Gpt1qdt1
p˙
pτq
››››››
2
L2pMq
dτ
“
ż
R
xτy2b
››››››
ˆ
ψT ptq
ż t
0
Gpt1qdt1
p˙
pτq
››››››
2
HspMq
dτ
“
››››ψT ptq ż t
0
Gpt1qdt1
››››2
HbpR;HspMqq
.
(4.135)
Finalmente, inserindo (4.134) e (4.135) em (4.133) obtemos a desigualdade (4.132). 2
4.5.1.2 Teoria local
Nesta subsec¸a˜o, vamos enunciar e provar os Teoremas 4.7 e 4.8, que fornecem
boa colocac¸a˜o local para o sistema (4.1) sobre esferas de dimensa˜o arbitra´ria e variedades
Zoll bidimensionais.
Demonstrac¸a˜o do Teorema 4.7. Seja M :“ Sd, d ě 2, pv0, u0q P HspMq com s ą s0pdq
e σ “ β
θ
com β, θ P tn2, n P Nu. Definamos o espac¸o X s,bT :“ Xs,bT ˆ pXs,b1{σqT . Considere a
bola fechada de raio R ą 0 em X s,bT dada por
BRT :“ tpv, uq P X s,bT ; }pv, uq}X s,bT ď Ru.
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Equipando BRT com a me´trica induzida pela norma
}pv, uq}X s,bT :“ }v}Xs,bT ` }u}pXs,b1{σqT ,
temos que BRT e´ um espac¸o me´trico completo. A constante positiva R ą 0, e T ą 0 sera˜o
escolhidos adiante. Para v, u P BRT defina os operadores$’’&’’%
Φ1pu, vqptq :“ ψ1V ptqv0 ´ i1ψT
ż t
0
V pt´ t1qvpt1qupt1qdt1,
Φ2pu, vqptq :“ ψ1Uσptqu0 ´ i2σ2ψT
ż t
0
Uσpt´ t1qvpt1q2dt1.
(4.136)
Usando as estimativas lineares (4.123) e (4.124), obtemos$&%}Φ1pu, vq}Xs,bT ď c0}v0}HspMq ` c1T
1´b´b1}uv}
Xs,´b1T
,
}Φ2pu, vq}pXs,b1{σqT ď c0}u0}HspMq ` c1T
1´b´b1}v2}pXs,´b1σ qT .
(4.137)
Agora, aplicando as estimativas na˜o lineares (4.67), (4.68) e (4.69), (4.70) em (4.137),
conclu´ımos $&%}Φ1pu, vq}Xs,bT ď c0}v0}HspMq ` c1T
1´b´b1}u}pXs,b1{σqT }v}Xs,bT ,
}Φ2pu, vq}pXs,b1{σqT ď c0}u0}HspMq ` c1T
1´b´b1}v}2
Xs,bT
.
(4.138)
Usando a definic¸a˜o da norma de X s,bT , e notando que u, v P BRT , obtemos$&%}Φ1pu, vq}Xs,bT ď c0}v0}HspMq ` c1T
1´b´b1R2,
}Φ2pu, vq}pXs,b1{σqT ď c0}u0}HspMq ` c1T
1´b´b1R2.
(4.139)
Considerando a aplicac¸a˜o Φpu, vq :“ pΦ1pu, vq,Φ2pu, vqq, por (4.139), temos
}Φpu, vq}X s,bT ď c0}pv0, u0q}HspMq ` c1T
1´b´b1R2. (4.140)
Escolhendo R :“ 2c0}pv0, u0q}HspMq, temos
}Φpu, vq}X s,bT ď
R
2 ` c1T
1´b´b1R2.
Logo, se escolhermos
0 ă T ă
´ 1
2c1R
¯ 1
1´b´b1
, (4.141)
teremos que Φ : BRT Ñ BRT . Agora, escrevendo
uv ´ u˜v˜ “ pu´ u˜qv ` pv ´ v˜qu˜,
obtem-se facilmente que
}Φ1pu, vq ´ Φ1pu˜, v˜q}Xs,bT ď CT
1´b´b1}uv ´ u˜v˜}
Xs,´b1T
ď CT 1´b´b1
´
}pu´ u˜qv}
Xs,´b1T
` }pv ´ v˜qu˜}
Xs,´b1T
¯
.
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Portanto, usando as estimativas bilineares da Proposic¸a˜o 4.23, temos
}Φ1pu, vq ´ Φ1pu˜, v˜q}Xs,bT ď CT
1´b´b1}u´ u˜}pXs,b1{σqT }v}Xs,bT ` CT
1´b´b1}v ´ v˜}Xs,bT }u˜}pXs,b1{σqT .
(4.142)
Analogamente, usando v2 ´ v˜2 “ vpv ´ v˜q ` pv ´ v˜qv˜, conclu´ımos que
}Φ2pu, vq ´ Φ2pu˜, v˜q}pXs,b1{σqT ď CT
1´b´b1}v2 ´ v˜2}pXs,´b11{σ qT
ď CT 1´b´b1p}vpv ´ v˜q}pXs,´b11{σ qT ` }pv ´ v˜qv˜}pXs,´b11{σ qT q
ď CT 1´b´b1p}v}Xs,bT ` }v˜}Xs,bT q}v ´ v˜}Xs,bT .
(4.143)
Segue de (4.142) e (4.143)
}Φpu, vq ´ Φpu˜, v˜q}X s,bT ď CT
1´b´b1R}pu, vq ´ pu˜, v˜q}X s,bT .
Portanto, escolhendo T “ T p}pv0, u0q}Hsq ą 0 (possivelmente menor do que o escolhido
em (4.141)), de maneira que
CT 1´b´b
1
R ď 12 ðñ T ď
ˆ
1
2CR
˙ 1
1´b´b1
, (4.144)
obtemos que Φ : BRT ÝÑ BRT e´ uma contrac¸a˜o. Pelo teorema do ponto fixo de Banach, Φ
possui um u´nico ponto fixo em BRT , ou seja, existe um u´nico pv, uq P BRT que resolve o
sistema integral (4.5) para t P r0, T s, com T ď 1.
Como b ą 12 , temos a imersa˜o X
s,b
T ãÑ Cpr0, T s,Hsq, de modo que para
T P p0, 1q e t P p0, T q,
pv, uq P Cpr0, T s;HspMqq.
Para finalizar a prova do teorema, mostremos que a aplicac¸a˜o
Φ : pv˜0, u˜0q P B ppv0, u0q, rq Ă Hs ÞÑ pv, uq P X s,bT
e´ Lipschitz cont´ınua para algum r ą 0. Dado T 1 ă T tome r ą 0 tal que
0 ă rγpb,b1q ă 12C
´ 1
T 1
´ 1
T
¯
onde γpb, b1q :“ 11´ b´ b1 ą 0 e C ą 0 aparecem em (4.144). Dado pv˜0, u˜0q, temos
que o tempo de existeˆncia da soluc¸a˜o correspondente pv˜, u˜q P HspMq, denotado por
T˜ “ T˜ p}pv˜0, u˜0q}q ą 0, satisfaz T 1 ă T˜ e assim, ambas as soluc¸o˜es esta˜o bem definidas em
p0, T 1q.
Deste modo, analogamente ao que fizemos para obter a estimativa (4.140),
podemos obter que
}pv, uq ´ pv˜, u˜q}X s,b
T 1
ď C}pv0, u0q ´ pv˜0, u˜0q}Hs ` CpT 1q1´b´b1R2}pv, uq ´ pv˜, u˜q}X s,b
T 1
.
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Como CpT 1q1´b´b1R2 ă 1, obtemos
}pv, uq ´ pv˜, u˜q}X s,b
T 1
ď C˜}pv0, u0q ´ pv˜0, u˜0q}Hs .
Agora pela imersa˜o X s,bT 1 ãÑ Cpr0, T 1s,Hsq, temos
sup
0ďtďT 1
}pv, uq ´ pv˜, u˜q}Hs ď C˜}pv0, u0q ´ pv˜0, u˜0q}Hs ,
o que prova nossa afirmac¸a˜o. 2
Demonstrac¸a˜o do Teorema 4.8. A demonstrac¸a˜o no caso de M “ MZoll segue as
mesmas ideias da prova do Teorema 4.7 utilizando as estimativas da Proposic¸a˜o 4.23 para
s ą s0 “ 1{4. 2
4.5.2 Teoria global
Obtida a existeˆncia de soluc¸o˜es locais para o sistema (4.1), podemos estabelecer
o resultado de boa colocac¸a˜o global, em dimenso˜es 2 e 3 enunciado no Teorema 4.9.
Demonstrac¸a˜o do Teorema 4.9. Primeiro, consideramos s “ 1. Seja d “ 2, 3. Esco-
lhendo p “ 2 “ q na expressa˜o da desigualdade de Gagliardo-Nirenberg (veja Proposic¸a˜o
1.19) segue que
}f}Lr ď Aθr{2opt }∇f}θrL2}f}1´θrL2 `Bθr{2}f}L2 , (4.145)
onde θr “ dp1{2 ´ 1{rq, 2 ă r ă 8 se d “ 2 e 2 ă r ă 2d{pd ´ 2q se d ě 3. Usando a
expressa˜o de conservac¸a˜o de energia (4.3), podemos escrever
Eptq “ }∇vptq}2L2 ` }∇uptq}2L2 ` }vptq}2L2 ` α}∇uptq}2L2 ` 1
ż
M
Repv2ptquptqqdg “ Ep0q.
Segue enta˜o que
}pv, uq}2H1 ď |1´ α|}u}2L2 `
ż
M
|v|2|u|dg ` |Ep0q|.
Repare que usando a desigualdade de Cauchy-Schwarz temos
Ipu, vq :“
ż
M
|v|2|u|dg ď }vptq}2L4}uptq}L2 . (4.146)
Usando a expressa˜o de conservac¸a˜o de massa (4.2), podemos concluir que
}uptq}2L2 ď Mp0q2σ e }vptq}
2
L2 ďMp0q.
Usando a estimativa (4.145) com r “ 4, obtemos
}v}2L4 ď 2Ad{4opt}∇v}d{2L2 }v}2´d{2L2 ` 2Bd{4}v}2L2 .
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Se d “ 2, 3, podemos majorar (4.146) por
Ipu, vq ď 2Ad{4opt}∇v}d{2L2 }v}2´d{2L2 }u}L2 ` 2Bd{4}v}2L2}u}L2 . (4.147)
Segue de (4.147) que
}pv, uq}2H1 ď |1´ α|}u}2L2 ` 2}v}2´d{2L2 }u}L2Ad{4opt}∇v}d{2L2 ` 2Bd{4}v}2L2}u}L2 ` |Ep0q|.
Observe que
2}v}2´d{2L2 }u}L2 “ 2p}v}2L2q1´d{4}u}L2 ď 2pMp0qq1´d{4
c
Mp0q
2σ “
c
2
σ
Mp0q 6´d4 .
Denote
Cσ,Aopt,d :“ Ad{4opt
c
2
σ
Mp0q 6´d4 .
Enta˜o, segue que
}pv, uq}2H1 ď |1´ α|}u}2L2 ` Cσ,Aopt,d}pv, uq}d{2H1 ` 2Bd{4}v}2L2}u}L2 ` |Ep0q|.
Pela desigualdade de Young, vemos queˆ
1´ d4
˙
}pv, uq}2H1 ď |1´α|}u}2L2 ` pCσ,Aopt,dq4{p4´dq
ˆ
4´ d
4
˙
` 2Bd{4}v}2L2}u}L2 ` |Ep0q|.
Ou seja,
}pvptq, uptqq}2H1 ď |1´ α|
ˆ
4´ d
4
˙´1 Mp0q
2σ ` pCσ,Aopt,dq
4{p4´dq
`
ˆ
4´ d
4
˙´1 ˜
Bd{4
c
2
σ
Mp0q 32 ` |Ep0q|
¸
.
(4.148)
Segue da estimativa (4.148), que a soluc¸a˜o pv, uq P Cpr0, T ˚q;H1pMqq e´ de fato global em
H1 em dimenso˜es 2 e 3, ou seja, T ˚ “ `8.
Agora, provemos o teorema para s ą 1. Usando as estimativas (4.68) e (4.70)
segue que $&%}Φ1pu, vq}Xs,bT ď c0}v0}HspMq ` c1T
1´b´b1}u}pXs,b1{σqT }v}X1,bT ,
}Φ2pu, vq}pXs,b1{σqT ď c0}u0}HspMq ` c1T
1´b´b1}v}Xs,bT }v}X1,bT .
(4.149)
Considerando a aplicac¸a˜o Φpu, vq :“ pΦ1pu, vq,Φ2pu, vqq. Enta˜o, por (4.139), temos
}Φpu, vq}X s,bT ď c0}pv0, u0q}HspMq ` c1T
1´b´b1}pv, uq}X s,bT }pv, uq}X 1,bT . (4.150)
Se pv, uq P BRT devemos fazer uma escolha de T de forma que
c1T
1´b´b1}pv, uq}X 1,bT ă
1
2 .
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Para isso, basta escolher
T “
˜
1
4c1}pv, uq}X 1,bT
¸ 1
1´b´b1
ą 0. (4.151)
Pela dependeˆncia cont´ınua em H1pMq, segue que
}pv, uq}X 1,bT ď C}pv0, u0q}H1 .
Assim, temos
ˆ
1
4c1C}pv0, u0q}H1
˙ 1
1´b´b1 ď
˜
1
4c1}pv, uq}X 1,bT
¸ 1
1´b´b1
“ T,
tal que a soluc¸a˜o existe sobre r0, T s, e
}pv, uq}L8pp0,T q;Hsq À }pv, uq}X s,bT À }pv0, u0q}Hs .
Como T depende somente da norma H1 do dado inicial, e existe por (4.148), uma constante
C “ Cpσ,Aopt, B, α, dq ą 0 fixa tal que
0 ă Cpσ,Aopt, B, α, dq ď 1}pvptq, uptqq}H1 ,
existe uma cota inferior para T de modo que podemos iterar este argumento para extender
a soluc¸a˜o pv, uq para qualquer intervalo de tempo r0, T s para s ą 1. 2
Observac¸a˜o 4.30. Suponha hipote´ticamente a existeˆncia de boa colocac¸a˜o local em uma
variedade compacta de dimensa˜o d “ 4. Note que neste caso, podemos majorar (4.146) por
Ipu, vq ď 2Aopt}∇v}2L2}u}L2 `B}u}L2}v}2L2 ,
de modo que seria necessa´rio uma condic¸a˜o de pequenez sobre a norma L2 da soluc¸a˜o para
provar a majorac¸a˜o para a norma em H1pM4q.
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5 Concluso˜es, limitac¸o˜es, e novas direc¸o˜es
para pesquisa
5.1 Sistema de Schro¨dinger-Debye
A condic¸a˜o adicional L8 usada no dado inicial v0 para obter o resultado de
boa colocac¸a˜o e´ de cara´ter te´cnico. Se trabalhamos sobre Rd, podemos tomar vantagem
em utilizar as estimativas de Strichartz sem perda de derivadas. Mais explicitamente, para
soluc¸o˜es u da equac¸a˜o de Schro¨dinger na˜o linear,
iBtu`∆Rdu “ F puq; up0, xq “ u0,
temos a seguinte estimativa na˜o homogeˆnea
}u}Lp1t Lq1x À }u0}L2x ` }F puq}Lp12t Lq12x
onde pp1, q1q e pp2, q2q sa˜o pares admiss´ıveis 1{p2 ` 1{p12 “ 1 e 1{q1 ` 1{q12 “ 1. Neste
contexto, se trabalharmos com o termo na˜o linear G como em (2.9) no lugar de F , tem-se
que a estrutura da norma dos espac¸os de Lebesgue misto permite lidar melhor com o termo
na˜o linear e´t{κupt, xqv0pxq, o que permite remover a condic¸a˜o extra imposta sobre v0.
Se trabalhamos em M “ Td pode-se tomar vantagem das expanso˜es em se´rie
de Fourier. De fato, se u P C80 pRˆ Tdq podemos escrever
upt, xq “
ÿ
mPZd
e2piix¨m
ż
R
pupτ,mqe2piitτdτ,
onde p¨ significa a transformada de Fourier em ambas as varia´veis t e x. Dessa forma
podemos usar os resultados sobre estimativas de Strichartz no caso perio´dico (veja [24, 44])
Quando M e´ uma variedade riemanniana compacta, a situac¸a˜o e´ a seguinte.
Como sabemos, a generalizac¸a˜o natural das expanso˜es em se´rie de Fourier e´ a decomposic¸a˜o
espectral de ´∆. Mais explicitamente, se u P C80 pRˆMq temos um ana´logo da expansa˜o
em se´rie de Fourier dado por
upt, xq “
ÿ
λPSpecp´∆gq
ż
R
yPλupτ, xqe2piitτdτ,
onde eλ sa˜o as autofunc¸o˜es de ´∆ dadas pela relac¸a˜o ´∆eλ “ λeλ e Pλ e´ a projec¸a˜o
espectral sobre o autoespac¸o relacionado ao autovalor λ. Portanto, a transformada de
Fourier no espac¸o-tempo pupτ,mq, no contexto geral, e´ substitu´ıda por Pλpup¨, τq que se
comporta mal quando usamos a convoluc¸a˜o na varia´vel temporal.
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Ale´m disso, o espectro e as autofunc¸o˜es do operador de Laplace-Beltrami em
variedades riemannianas arbitra´rias na˜o sa˜o bem conhecidos a ponto de adaptar o me´todo
de Bourgain. No entanto, em superf´ıcies compactas como as variedades Zoll temos bom
conhecimento da localizac¸a˜o do espectro, o qual e´ essencial para tentar adaptar o me´todo
de Bourgain. Estas propriedades sa˜o muito bem usadas no caso da equac¸a˜o NLS (veja por
exemplo [78, 69, 32] e refereˆncias). Motivado por esses trabalhos, estamos tentando adaptar
o me´todo de Bourgain para abordar as questo˜es de boa colocac¸a˜o para o PVI associado
ao sistema SD (2.1) modelado sobre superf´ıcies compactas do tipo Zoll. O trabalho nessa
direc¸a˜o esta´ em andamento.
5.2 Sistemas de interac¸o˜es cu´bicas
O sistema (3.1) pode ser generalizado para o sistema$’’’&’’’%
iBtu`∆u “ λp|u|2γ ` β|u|γ´1|v|γ`1qu,
iBtv `∆v “ λp|v|2γ ` β|u|γ`1|v|γ´1qv,
pup0q, vp0qq “ pu0, v0q,
(5.1)
onde γ ě 1. Note que γ “ 1, fornece o sistema (3.1). Um estudo de boa colocac¸a˜o tambe´m
pode ser feito para este caso. Apo´s isso, desejamos investigar quando as soluc¸o˜es de (5.1)
apresentam blow-up em tempo finito na norma H1, isto e´, para 0 ă T ˚ ă `8 ocorre
lim
tÑT˚ }puptq, vptqq}H1 “ `8. Este tipo de questa˜o foi estudada em [90] (veja tambe´m [51])
para a equac¸a˜o de Schro¨dinger sobre pS2, canq e sobre o espac¸o hiperbo´lico H2 e extendida
para dimenso˜es maiores. Podemos tambe´m pensar no estudo variacional do sistema el´ıptico
associado ao sistema (5.1), que e´ de interesse no estudo de sistemas de equac¸o˜es el´ıpticas
sobre variedades compactas.
5.3 Sistemas de interac¸o˜es quadra´ticas
De um modo geral, equac¸o˜es e sistemas do tipo Schro¨dinger com na˜o-linearidades
do tipo quadra´tico foram e sa˜o bastante estudados atualmente (veja [84] para uma
introduc¸a˜o sobre progressos feitos nessa direc¸a˜o). Para exemplificar, consideremos primeiro
d “ 1 e o problema de valor inicial dado por$&%iBtu` Bxxu “ N2puqup0q “ u0pxq. (5.2)
Em [82], para N2puq “ u2, obteve-se boa-colocac¸a˜o local em HspRq para s ą ´3{4, onde
tambe´m foram considerados os casos em que N2puq “ uu e N2puq “ u2. Um melhoramento
foi feito em [13] para Npuq “ u2, usando uma modificac¸a˜o dos espac¸os Xs,b onde foi provado
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que (5.2) e´ bem colocado para s ě ´1 e mal colocado para s ă ´1. Notemos ainda que a
regularidade das soluc¸o˜es pode mudar drasticamente de acordo com a interac¸a˜o quadra´tica
na˜o linear considerada. Com efeito, se N2puq “ |u|u, sabe-se que a menor regularidade
para boa-colocac¸a˜o e´ para u0 P L2pRq. Para mais detalhes, veja [13] e refereˆncias contidas
nele. Para dimenso˜es d ě 2, veja [86] pa´gina 119, para uma discussa˜o mais detalhada no
caso onde a parte na˜o linear e´ dada por
Nkpz1, z2q “
ÿ
a`b“k
ckz
b
1z
a
2 .
Por outro lado, no que se refere a extenso˜es para o modelo (4.1), temos o seguinte modelo,
chamado SHG tipo 2 que e´ descrito pela seguintes equac¸o˜es respresentando a fusa˜o de treˆs
ondas renormalizadas (veja [115] pa´ginas 2658-2659)$’’’&’’’%
iηBtv `∆v ´ v ` wu “ 0
ip2´ ηqBtu`∆u´ γu` wv “ 0
2iBtw `∆w ´ αw ` uv “ 0,
(5.3)
onde η, γ, α P R e pt, xq P Rˆ Rd. Tambe´m, em [73] estuda-se o seguinte modelo$’&’%
iBtu` 12m1 ∆u “ λvu
iBtv ` 12m2 ∆v “ µu
2,
(5.4)
onde pt, xq P Rˆ Rd, m1,m2 ą 0 e λ, µ P C.
Portanto, temos o interesse de adaptar as te´cnicas aplicadas no estudo do
sistema (4.1) para inferir resultados de boa colocac¸a˜o local e global para os sistemas (5.3)
e (5.4) modelados sobre variedades compactas.
5.4 Comparac¸a˜o com resultados obtidos em Rd e Td
Uma tabela de comparac¸a˜o entre os resultados obtidos para a NLS em HspRdq
e o sistema de Schro¨dinger-Debye em HspRdq ˆH`pRdq, onde ps, `q P R2 e´ dada em [47]
pa´gina 310, e tambe´m em [46] pa´gina 3498. No caso dos sistemas de iterac¸o˜es cu´bicas,
uma interessante comparac¸a˜o de resultados pode ser feita com a NLS em Rd, veja [59]
pa´ginas 125-126 e tambe´m [58] pa´gina 164. No caso da NLS M “ Td, veja [59] pa´ginas
127-128 e [23]. No caso do sistema de interac¸o˜es quadra´ticas, veja [84].
5.5 Outras questo˜es interessantes
Acompanhando os progressos realizados na a´rea de pesquisa de equac¸o˜es de
evoluc¸a˜o do tipo Schro¨dinger sobre variedades compactas, julgamos ser de relevaˆncia
entender e aplicar os seguintes me´todos para os sistemas que estudamos neste trabalho.
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‚ I-Me´todo ([70, 114]). Este me´todo visa estudar boa colocac¸a˜o global para regularidade
s ă 1. Lembre que no estudo do sistema de interac¸o˜es quadra´ticas (4.1) mostramos
que em alguns casos tem-se boa colocac¸a˜o global para s ě 1. Portanto, primeiramente
em dimensa˜o 2, seria interessante tentar aplicar este me´todo para ver o que ocorre
para
1
4 ă s ă 1.
‚ Estimativas de crescimento da soluc¸a˜o nas normas HkpMq pk ě 2, k P Nq ([97]).
Como sabemos, as leis de conservac¸a˜o fornecem em muitos casos uma limitac¸a˜o
uniforme para a norma H1pMq de soluc¸o˜es, isto e´,
sup
tPR
}upt, xq}H1pMdq ă `8.
No contexto mais geral pode-se provar que
sup
tPp0,T q
}upt, xq}HkpMq Àk,}u0}Hk ee
CT
,
e o objetivo e´ provar que isto pode ser melhorado para um crescimento polinomial
sup
tPp0,T q
}upt, xq}HkpMq À}u0}Hk CT β,
onde β “ βpd, p, kq depende de dimensa˜o d, k, e do ı´ndice p da poteˆncia da parte
na˜o linear (considerada em geral do tipo |u|p´1u).
‚ Estudo de ma´ colocac¸a˜o e instabilidade da dinaˆmica de soluc¸o˜es sobre esferas Sd
([11, 29, 59]).
‚ Estudo de estimativas bilineares para equac¸o˜es envolvendo o Biharmoˆnico. Neste
caso, consideramos a NLS de ordem 4 cu´bica
iBtu`∆u´∆2u “ λ|u|2u,
e tentamos estabelecer estimativas da forma
}e˘itp∆´∆2qu0eitp∆´∆2qv0}L2pIˆMq À minpN1, N2qs1}u0}L2pMq}v0}L2pMq, (5.5)
para algum valor de 0 ă s1 ă 1, com uN10 “ u0 e vN20 “ v0.
‚ Controle e estabilizac¸a˜o ([83]).
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Apeˆndice A
Neste apeˆndice, vamos mostrar que para qualquer t ‰ 0, o operador eit∆ na˜o e´
limitado de L1pMq para L8pMq. Isto e´ um contraste em vista da estimativa va´lida em Rd,
}eit∆}L1pRdqÑL8pRdq ď C|t|´ d2 .
Definic¸a˜o A.1. Sejam X, Y espac¸os de Banach. Seja T “ TK o operador integral
Tfpyq “ TKfpyq “
ż
X
Kpx, yqfpxqdµXpxq (A.1)
em que K : X ˆ Y Ñ C e´ uma aplicac¸a˜o mensura´vel. Enta˜o K e´ chamado kernel integral
ou simplesmente kernel do operador T .
Considere agora o operador T “ eit∆ϕp∆hq onde ϕ P C8pRzt0uq e ∆h :“ ´h2∆.
Se u P L2pMq, podemos usar o teorema de Fubini para concluir que
eit∆ϕp´h2∆qfpyq “
ÿ
λPSpecp´∆q
eitλϕph2λqPλfpyq
“
ÿ
λPSpecp´∆q
eitλϕph2λq
ˆż
M
fpxqeλpxqdx
˙
eλpyq
“
ż
M
˜ ÿ
λPSpecp´∆q
eitλϕph2λqeλpyqeλpxq
¸
fpxqdx.
(A.2)
Portanto, podemos concluir pela Definic¸a˜o A.1 que o operador eit∆ϕp∆hq e´ representado
pelo seguinte kernel C8
Khpt, x, yq :“
ÿ
λPSpecp´∆q
eitλϕph2λqeλpxqeλpyq,
e podemos denotar
TKhfpxq “
ż
M
Khpt, x, yqfpxqdx.
Proposic¸a˜o A.2. Seja 1 ď q ď 8 e K : X ˆ Y Ñ C. Suponha que }Kpx, ¨q}LqpY q e´
uniformemente limitado. Enta˜o o operador TK definido em (A.1) e´ do tipo forte p1, qq (e
absolutamente convergente em L1pXq), e tambe´m,
}TK}L1pXqÑLqpY q “ sup
xPX
}Kpx, ¨q}LqpY q.
Usando a Proposic¸a˜o A.2, e o fato que M e´ compacta, temos
}eit∆ϕp´h2∆q}L1pMqÑL8pMq “ }Khpt, ¨, ¨q}L8pMˆMq ě C ¨ }Khpt, ¨, ¨q}L2pMˆMq.
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Notando que tekpxqe`pyqupk,`q e´ uma base ortonormal de L2pM ˆMq, obtemos
}Khpt, ¨, ¨q}2L2pMˆMq “
ÿ
k,`
|pKhpt, x, yq, ekpxqe`pyqq|2
“
ÿ
k,`
ˇˇˇˇ
ˇ ÿ
m“1
eitλmϕph2λmq
´
empxqempyq, ekpxqe`pyq
¯ˇˇˇˇˇ
2
“
ÿ
j“1
ˇˇˇˇ
ˇ ÿ
m“1
eitλmϕph2λmq
´
empxqempyq, ejpxqejpyq
¯ˇˇˇˇˇ
2
“
ÿ
j“1
|eitλjϕph2λjq|2.
(A.3)
Observac¸a˜o A.3. Outra forma de verificar a validade de (A.3) seria notar que TKhf “ż
M
Khpt, x, yqfpyqdy e´ um operador de Hilbert-Schmidt1 em L2pMq, para Kh P L2pMˆMq.
De fato, se tejpxqu8j“1 e´ uma base ortonormal em L2pMq, enta˜o tejpxqekpyqu8j,k“1 e´ uma
base ortonormal em L2pM ˆMq, eÿ
j,k“1
|pTKhej, ekq|2 “
ż
M
ż
M
|Khpt, x, yq|2dxdy ă 8,
e´ identidade de Parseval em L2pM ˆMq.
Logo, como TKhej “ eitλjϕph2λjqejpxq, temos pTKhej, ekq “ eitλkϕph2λkqδkj.
Portanto, segue de (A.3) que
}eit∆ϕp´h2∆q}L1pMqÑL8pMq ě C
˜ÿ
j“1
|eitλjϕph2λjq|2
¸ 1
2
“ C
˜ÿ
j“1
|ϕph2λjq|2
¸ 1
2
ě C
h
d
2
,
(A.4)
onde usamos a parte piq do Teorema 1.8, e o fato que ϕ possui suporte compacto. Logo,
C
h
d
2
ď }eit∆ϕp´h2∆q}L1pMqÑL8pMq ď C˜|t| d2
e devemos ter |t| ď
ˆ
C˜
C
˙ 2
d
h. Ale´m disso, como existe C ą 0 tal que
}ϕp´h2∆q}L8pMqÑL8pMq ď C,
podemos usar a estimativa (A.4), para obter
C
h
d
2
ď }eit∆ϕp´h2∆q}L1pMqÑL8pMq
ď }ϕp´h2∆q}L8pMqÑL8pMq}eit∆}L1pMqÑL8pMq
ď }eit∆}L1pMqÑL8pMqC.
(A.5)
Assim, fazendo h Ñ 0`, conclu´ımos que o operador eit∆ : L1pMq Ñ L8pMq e´ ilimitado
para qualquer t.
1 Para mais detalhes, veja [50], pa´gina 302.
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Apeˆndice B
Neste apeˆndice, vamos introduzir algumas propriedades adicionais sobre os
espac¸os de Sobolev introduzidos no Cap´ıtulo 1.
Usando a resoluc¸a˜o espectral para f no domı´nio de p1´∆q s2 , podemos escrever
p1´∆gq s2f “
ÿ
`
p1` λ2`q s2P`f.
Usando ortogonalidade em L2, obtemos
}p1´∆q s2f}2L2pMq “
ÿ
`
p1` λ2`qs}P`f}2L2 .
Logo,
}f}HspMq „
˜ÿ
`
p1` λ2`qs}P`f}2L2
¸ 1
2
“
˜ÿ
`
xλ`y2s}P`f}2L2
¸ 1
2
.
Proposic¸a˜o B.1. Para todo t P R, tem-se que eit∆ e´ uma isometria em HspMq.
Demonstrac¸a˜o. De fato, se f P HspMq, usando que eit∆ e P` comutam e o fato que eit∆
e´ uma isometria em L2pMq temos:
}eit∆f}HspMq “
˜ÿ
`
xλ`y2s}P`eit∆f}2L2pMq
¸ 1
2
“
˜ÿ
`
xλ`y2s}eit∆P`f}2L2pMq
¸ 1
2
“
˜ÿ
`
xλ`y2s}P`f}2L2pMq
¸ 1
2
“ }u}HspMq.
(B.1)
2
Proposic¸a˜o B.2. (Norma Hs formato dia´dico). Considerando a norma Hs definida acima,
temos a seguinte equivaleˆncia de normas
}f}2HspMq „
ÿ
Ně1
N2s}ΠNf}2L2pMq „
ÿ
Ně1
}ΠNf}2HspMq. (B.2)
Demonstrac¸a˜o. Usando a ortogonalidade em L2, temos
}ΠNf}2L2pMq “
›› ÿ
kPN:Nďxλky 12ă2N
Pkf
››2
L2pMq “
ÿ
kPN:Nďxλky 12ă2N
}Pkf}2L2pMq.
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Notando que N ď xλky 12 ă 2N implica N2s ď xλkys ă 22sN2s, teremos
ÿ
Ně1
N2s}ΠNf}2L2pMq ď
ÿ
Ně1
¨˝ ÿ
kPN:Nďxλky 12ă2N
xλkys}Pkf}2L2pMq‚˛ď cs ÿ
Ně1
N2s}ΠNf}2L2pMq
onde cs :“ 22s. Portanto,ÿ
Ně1
N2s}ΠNf}2L2pMq ď }f}2HspMq ď cs
ÿ
Ně1
N2s}ΠNf}2L2pMq,
de onde segue a primeira equivaleˆncia de normas.
Para a estabelecer a segunda equivaleˆncia de normas, basta notar que
ΠNpΠMuq “
ÿ
Nďjă2N
Pj
˜ ÿ
Mď`ă2M
P`u
¸
“
ÿ
Nďjă2N
ÿ
Mď`ă2M
xu, e`yδj` ej.
Dessa forma, podemos observar que ΠNpΠMuq “ 0 se N ‰M e
ΠNpΠMuq “ ΠMu se M “ N . Enta˜o, temos que
}ΠMu}2HspMq „
ÿ
Ně1
N2s}ΠNΠMu}2L2pMq “M2s}ΠMu}2L2pMq.
Em particular, se s ą 1 temos que
}ΠMu}HspMq „M s´1}ΠMu}H1pMq.
2
Evidentemente, uma estimativa ana´loga vale com a versa˜o smooth de ΠN , que
e´ dada por ϕp´N´2∆q.
