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ON THE EULER-POINCARE´ EQUATION WITH NON-ZERO
DISPERSION
DONG LI, XINWEI YU, AND ZHICHUN ZHAI
Abstract. We consider the Euler-Poincare´ equation on Rd, d ≥ 2. For a large
class of smooth initial data we prove that the corresponding solution blows up
in finite time. This settles an open problem raised by Chae and Liu [1]. Our
analysis exhibits some new concentration mechanism and hidden monotonicity
formula associated with the Euler-Poincare´ flow. In particular we show the
abundance of blowups emanating from smooth initial data with certain sign
properties. No size restrictions are imposed on the data. We also showcase
a class of initial data for which the corresponding solution exists globally in
time.
1. Introduction
We consider the following Euler-Poincare´ equation on Rd, d ≥ 2:
∂tm+ (u · ∇)m+ (∇u)
Tm+ (divu)m = 0, t > 0, x ∈ Rd;
m = (1− α∆)u;
u(0, x) = u0(x), x ∈ R
d.
(1.1)
Here u = (u1, · · · , ud) : R
d → Rd represents the velocity and m = (m1, · · · ,md) :
Rd → Rd denotes the momentum. The parameter α > 0 in the second equation
of (1.1) corresponds to the square of the length scale. It is sometimes called the
dispersion parameter in the literature. The notation (∇u)T denotes the transpose
of the matrix ∇u. To avoid any confusion it is useful to recast equation (1.1) in
the component-wise form as
∂tmi + uj∂jmi + (∂iuj)mj + (∂juj)mi = 0. (1.2)
Here and throughout the rest of this paper we shall use the Einstein summation
convention. By using the tensor notation, one can combine the second and the last
term in (1.2) and write it more compactly as
∂tm+∇ · (m⊗ u) + (∇u)
Tm = 0. (1.3)
The last term in (1.3) is not in conservative form. Following Chae and Liu [1] (see
formula (1)–(4) on page 673 therein), one can introduce a stress-tensor Tij
Tij = miuj +
1
2
δij |u|
2 − α∂iu · ∂ju+
1
2
αδij |∇u|
2
and rewrite (1.3) as
∂tmi + ∂jTij = 0. (1.4)
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By the second equation in (1.1), we have
miuj = uiuj − α(∂kkui)uj
= uiuj − α∂k((∂kui)uj) + α(∂kui∂kuj).
Therefore the tensor Tij can be rewritten as
Tij = uiuj − α∂k((∂kui)uj) + α(∂kui∂kuj)
+
1
2
δij |u|
2 − α∂iu · ∂ju+
1
2
αδij |∇u|
2 (1.5)
Roughly speaking, the above expressions show that the tensor T is of the form
T = O(|u|2 + |∂u|2 + ∂(u∂u)).
Such a decomposition is very useful in deriving low frequency Lp estimates later
(cf. Proposition 1.1). For smooth solutions with enough spatial decay, there are
two natural conservation laws
d
dt
∫
Rd
mdx = 0,
d
dt
∫
Rd
(|u|2 + α|∇u|2)dx = 0. (1.6)
We shall only need the second one for later constructions.
The Euler-Poincare´ equations were first introduced by Holm, Marsden, and Ratiu
in [4, 5]. In 1D (d = 1) the Euler-Poincare´ equations reduce to the Camassa-Holm
equations of the form
∂tm+ u∂xm+ 2∂xum = 0, m = (1− α∂xx)u.
The well-posedness of local and global weak solutions of Camassa-Holm equations
have been intensively studied (see [8] and references therein). In 2D, the Euler-
Poincare´ equation is known as the averaged template matching equation in the
computer vision literature [2, 3, 6]. For the applications of Euler-Poincare´ equations
in computational anatomy, see [7, 9]. The rigorous analysis of the Euler-Poincare´
equations was initiated by Chae and Liu [1] who established a fairly complete
wellposedness theory for both weak and strong solutions. We summarize some of
their main results (relevant to our context) as follows (here α is the dispersion
parameter in the second equation of (1.1)):
• Let α ≥ 0 and u0 ∈ H
k(Rd) with k > d2 + 3.
1 Then, there exists T =
T (‖u0‖Hk) > 0 and a unique classical solution u = u(x, t) to (1.1) in the
space C([0, T ), Hk(Rd)).
• Let 0 < T ∗ ≤ +∞ be the maximal lifespan corresponding to the solution
u ∈ C0tH
k. If T ∗ <∞, then
lim sup
t−→T∗
‖u(t)‖Hk =∞⇐⇒
∫ T∗
0
‖S(t)‖B˙0∞,∞
dt =∞. (1.7)
Here S = (Sij) is the deformation tensor of u with Sij =
1
2 (∂iuj + ∂jui).
See (1.16) for the definition of the homogeneous Besov norm ‖ · ‖B˙0∞,∞
.
1For α = 0 one only needs k > d
2
+1 since the corresponding system is a symmetric hyperbolic
system of conservation laws with a convex entropy, see Theorem 1 in [1] for more details.
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• Let α = 0. Let u0 ∈ H
k(Rd), k > d2 + 2, and has the reflection symmetry
with respect to the origin, i.e.
u0(x) = −u0(−x), ∀x ∈ R
d.
If divu0(0) < 0, then the corresponding classical solution blows up in finite
time.
One should notice that the Chae-Liu blowup result stated above is only valid
for α = 0 in which case the Euler-Poincare´ equation reduces to a version of high-
dimensional Burgers system. The main idea of Chae-Liu is to consider the evolution
of divu at the origin. Namely by using the reflection symmetry and (1.2), one
obtains
d
dt
(divu(0, t)) = −2
( d∑
i,j=1
(∂iuj + ∂jui)
)2
− (divu(0, t))2
≤ −(divu(0, t))2,
and blowup follows from the assumption divu0(0) < 0. Unfortunately for the non-
degenerate case α > 0, this elegant argument does not work anymore due to some
extra high order terms which do not enjoy any monotonicity property. Thus Chae
and Liu raised the following
Problem: for the Euler-Poincare´ system (1.1) (α > 0), do there exist finite
time blowups from smooth initial data?
The main purpose of this paper is to settle the above problem in the affirmative.
Since we are mainly interested in the case α > 0, the actual value of α will play no
role in our analysis. Henceforth we shall set α = 1 throughout the rest of this paper.
We start by considering a special class of radial flows invariant under the Euler-
Poincare´ dynamics. More precisely let m = ∇φ where φ is a radial scalar-valued
function.2 By (1.2) and noting that ∂jmi = ∂imj for any i, j, we have
−∂tmi = mi∂juj + uj∂jmi + ∂iujmj
= mi∂juj + uj∂imj + ∂iujmj
= mi(∇ · u) + ∂i(m · u). (1.8)
Therefore the radial function φ satisfies
−∂tφ
′(r, t) = −φ(r, t)φ′(r, t) + φ′(r, t)((1 −∆)−1φ)(r, t)
+
(
(1−∆)−1∇φ · ∇φ
)′
, r = |x| > 0, (1.9)
with initial data φ(r, 0) = φ0(r). Here and throughout the rest of this paper, we
will slightly abuse the notation and denote any radial function f on Rd as f(x) =
f(|x|) = f(r) whenever there is no confusion. We also use the notation f ′ = f ′(r)
to denote the radial derivative. Assuming φ (and its derivatives) decays sufficiently
2By using the derivation below, it is not difficult to check that if initially m0 = ∇φ0 and φ0 is
a smooth radial function, then for any t > 0 we can write m(t) = ∇φ(t) with φ(t) being radial and
smooth as well. The radial assumption here is essential. In the general case one can not expect
that irrotational flows are preserved in time.
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fast at infinity, we may integrate (1.9) on the slab [r,∞) and obtain
∂tφ(r, t) =
1
2
φ(r, t)2 +
∫ ∞
r
φ′(s, t)((1 −∆)−1φ)(s, t)ds
−
(
(1−∆)−1∇φ · ∇φ
)
(r, t). (1.10)
At the cost of a nonlocal integration, the equation (1.10) simplifies greatly the
analysis and will be our main object of study in this paper. We begin with a simple
proposition which in some sense justifies the validity of the equation (1.10).
Proposition 1.1. Let the dimension d ≥ 2. Assume initially m0 = ∇φ0 where
φ0 is a radial function on R
d and φ0 ∈ H
k for some k > d2 + 4. If d = 2, we
also assume φ0 ∈ B˙
0
1,∞(R
2). Then for any t > 0 the solution m(t) = (1 −∆)u(t)
can be written as m(t) = ∇φ(t) where φ(t) is radial and φ(t) ∈ Hk(Rd) for d ≥ 3,
φ(t) ∈ Hk(R2) ∩ B˙01,∞(R
2) for d = 2. Each φ(t, r) solves (1.10) in the classical
sense. Moreover we have the growth estimate
‖φ(t, ·)‖L2(Rd) ≤ B1 · (1 + t)
1
2 , ∀ t ≥ 0, if d = 2, (1.11)
‖φ(t, ·)‖L2(Rd) ≤ B2 · (1 + t), ∀ t ≥ 0, if d ≥ 3. (1.12)
Here B1 > 0, B2 > 0 are some constants depending only on the initial data φ0.
With Proposition 1.1 in hand, we can control the low frequency part of the
solution and express the blowup/continuation (1.7) in terms of the scalar function
φ alone. Thus
Lemma 1.2. Let φ0 be radial. If d ≥ 3, we assume φ0 ∈ H
k(Rd) for some
k > d2 + 4. If d = 2, we assume φ0 ∈ H
k(R2) ∩ B˙01,∞(R
2) for some k ≥ 6. Let u
be the maximal lifespan solution corresponding to initial data u0 = (1−∆)
−1m0 =
(1−∆)−1∇φ0. If the maximal lifespan T
∗ <∞, then
lim sup
t−→T∗
‖u(t)‖Hk =∞⇐⇒
∫ T∗
0
‖φ(t)‖L∞(Rd)dt =∞.
We shall omit the proof of Lemma 1.2 since it follows directly from (1.7), (1.11)–
(1.12), and the embedding L∞ →֒ B˙0∞,∞.
We now state our main results. Apart from regularity assumptions, the first
result says that if initially φ0(0) ≥ 0, then the corresponding solution blows up in
finite time. It is a bit surprising in that such a local condition dictates the whole
nonlocal Euler-Poincare´ dynamics.
Theorem 1.3. Let the dimension d ≥ 2. Let φ0 be a radial real-valued function
on Rd such that φ0 ∈ H
k(Rd) for some k > d2 + 4. For d = 2 we also assume
φ0 ∈ B˙
0
1,∞(R
2). Let the initial velocity u0 = (1 − ∆)
−1m0 = (1 − ∆)
−1∇φ0. If
φ0(0) ≥ 0 and φ0 is not identically zero, then the corresponding solution blows up
in finite time.
The next result deals with the opposite scenario φ0(0) < 0. Under the assump-
tion that φ0(r) is monotonically increasing, we show the corresponding solution
exists globally in time. In some sense it reveals the nonlinear depletion mechanism
hidden in the Euler-Poincare´ dynamics.
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Theorem 1.4 (Global regularity for a class of non-positive monotone data). Let
the dimension d ≥ 2. Let φ0 be a radial real-valued function on R
d such that
φ0 ∈ H
k(Rd) for some k > d2 + 4. For d = 2 we also assume φ0 ∈ B˙
0
1,∞(R
2). If
φ0(0) ≤ 0 and φ0 is monotonically increasing on [0,∞) (i.e. φ
′
0(r) ≥ 0 for any
0 ≤ r <∞), then the corresponding solution u(t) = (1 −∆)−1∇φ(t) exists globally
in time. Moreover for any t > 0, φ(t, ·) is monotonically increasing on [0,∞).
We have the following corollary which computes the asymptotics of φ(0, t) as
t → ∞. To allow some generality we state it as a conditional result in that we
assume the corresponding solution exists globally in time.
Corollary 1.5 (Asymptotics of φ(0, t)). Let the dimension d ≥ 2. Let φ0 be a
radial real-valued function on Rd such that φ0 ∈ H
k(Rd) for some k > d2 + 4. For
d = 2 we also assume φ0 ∈ B˙
0
1,∞(R
2). Assume φ0(0) < 0, u0 = (1−∆)
−1∇φ0 and
the corresponding solution u(t) = (1 −∆)−1∇φ(t) exists globally on [0,∞). Then
φ(0, t) is strictly monotonically increasing in t and ddtφ(0, t) > 0 for any t ≥ 0.
There are some constants C1 > 0, C2 > 0 such that for d ≥ 3
0 < −φ(0, t) <
C1
1 + t
, ∀ t > 0; (1.13)
and for d = 2
0 < −φ(0, t) <
C2
log(10 + t)
, ∀ t > 0. (1.14)
In particular limt→∞ φ(0, t) = 0.
Remark 1.6. The decay rates in (1.13)–(1.14) is probably not optimal. It is an
interesting question to study the long time behavior of global solutions to such
systems with no damping or dissipation.
It is very tempting to conjecture that the single condition φ0(0) < 0 may yield
global wellposedness. Our last result rules out this possibility. We exhibit a family
of smooth negative initial data for which the corresponding solution blows up in
finite time. In particular the initial data φ0 will satisfy φ0(0) < 0.
Theorem 1.7. There exists a family A of smooth initial data such that the following
holds:
• For each φ0 ∈ A, we have φ0(x) < 0 for any x ∈ R
d.
• The corresponding solution u(t) = (1−∆)−1∇φ(t) blows up in finite time.
Moreover φ(0, t) is a monotonically increasing function of t for each t
within the lifespan of the solution.
We conclude the introduction by setting up some
Notations. For any two quantities X and Y , we shall write X . Y if X ≤ CY for
some harmless constant C > 0. Similarly we define X & Y . We write X ∼ Y if
both X . Y and X & Y hold.
We will need to use the Littlewood-Paley frequency projection operators. Let
ϕ(ξ) be a smooth bump function supported in the ball |ξ| ≤ 2 and equal to one on
the ball |ξ| ≤ 1. For each dyadic number N ∈ 2Z we define the Littlewood-Paley
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operators
P̂≤Nf(ξ) := ϕ(ξ/N)fˆ(ξ),
P̂>Nf(ξ) := [1− ϕ(ξ/N)]fˆ (ξ),
P̂Nf(ξ) := [ϕ(ξ/N)− ϕ(2ξ/N)]fˆ(ξ). (1.15)
Similarly we can define P<N , P≥N , and PM<·≤N := P≤N −P≤M , whenever M and
N are dyadic numbers.
We recall the following standard Bernstein inequality: for any 1 ≤ p < q ≤ ∞,
‖PNf‖Lq(Rd) . N
d( 1
p
− 1
q
)‖PNf‖Lp(Rd).
Here PN can be replaced by P<N or P≤N .
For any 1 ≤ p ≤ ∞, the homogeneous Besov norm B˙0p,∞ is defined as
‖f‖B˙0p,∞
= sup
M∈2Z
‖PMf‖Lp(Rd) (1.16)
We need the following interpolation inequality on R2:
‖f‖L2(R2) . ‖f‖
1
2
B˙0
1,∞(R
2)
· ‖∇f‖
1
2
L2(R2). (1.17)
The proof of (1.17) is a standard exercise in Littlewood-Paley calculus. We
sketch it here for the sake of completeness.
Proof of (1.17). Let N0 > 0 be a dyadic number whose value will be chosen later.
Then by Bernstein, we have
‖f‖2L2(R2) .
∑
N<N0
N2‖PNf‖
2
L1(R2) +
∑
N≥N0
N−2 · ‖∇PNf‖
2
L2(R2)
. N20 ‖f‖
2
B˙0
1,∞(R
2)
+N−20 ‖∇f‖
2
L2(R2).
Choosing N0 ∼
‖∇f‖2
‖f‖
B˙0
1,∞
then yields the result. 
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2. Proof of Proposition 1.1 and some intermediate results
In this section we first give the proof of Proposition 1.1. After that we shall de-
duce several weak blowup results some of which has certain concentration and/or
size restrictions on the initial data. However the proofs of these results are some-
what simpler and they serve to illustrate main difficulties in proving the sharp result
Theorem 1.3.
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Proof of Proposition 1.1. Since m = (1 −∆)u = ∇φ, we have u = (1 − ∆)−1∇φ.
By using (1.6), we obtain
‖(1−∆)−1∇φ(t)‖2 +
d∑
i,j=1
‖(1−∆)−1∂i∂jφ(t)‖2 . 1, ∀ t ≥ 0. (2.18)
From (2.18), we have
‖P≥1φ(t)‖2 . 1, ∀ t ≥ 0.
By using the local theory worked out in [1], we then only need to show the
persistence of negative regularity and estimate ‖P<1φ(t)‖2. By (1.4), we have
mi(t) = mi(0)−
d∑
j=1
∫ t
0
(∂jTij)(τ)dτ.
Therefore by (1.5) and Bernstein,
‖P<1φ(t)‖2 . ‖P<1∆
−1∇ ·m(t)‖2
. ‖φ(0)‖2 +
d∑
j=1
∫ t
0
‖P<1∆
−1∂i∂jTij(τ)‖2dτ
. ‖φ(0)‖2 +
∫ t
0
(
‖u(τ)‖22 + ‖∇u(τ)‖
2
2
)
dτ
. ‖φ(0)‖2 + C1t, ∀ t ≥ 0,
where C1 > 0 depends on ‖u0‖H1 , and we have used the conservation law (1.6).
Hence the estimate (1.12) follows.
Similarly by using the fact that
sup
N∈2Z
‖PN∆
−1∂i∂j‖L1→L1 <∞,
we obtain in the case d = 2,
‖P<1φ(t)‖B˙0
1,∞(R
2) ≤ C2(1 + t), ∀ t ≥ 0,
where C2 > 0 depends only on φ0. The growth estimate (1.11) then follows from
the above estimate, the conservation law ‖∇P<1φ‖2 . ‖P<1(1−∆)u‖2 . ‖u‖2 . 1,
and the interpolation inequality (1.17) (applied to f = P<1φ).
Finally we need to justify (1.10). In particular we need to show that the integral∫∞
r (φ
′)(s, t)((1 −∆)−1φ)(s, t)ds converges. Indeed this follows from the estimate∫ ∞
r
|φ′| · |(1−∆)−1φ|ds .
∥∥∥∥ |∇φ| · (1−∆)−1φ|x|d−1
∥∥∥∥
L1(Rd)
. ‖∇φ‖∞ · ‖(1−∆)
−1φ‖∞ + ‖∇φ‖2 · ‖(1−∆)
−1φ‖2
<∞.
Since φ ∈ Hk, φ is a smooth function. Since the above integral converges, it follows
that (1.10) holds in the classical sense. 
We now formulate a simple blowup result which requires three rather restrictive
conditions on the initial φ0: positivity, monotonicity and sufficient concentration at
the spatial origin. Due to these simplifying assumptions, the proof is much simpler
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compared to that of our main theorem 1.3 in later sections. Note that the case
dimension d = 1 is covered here which cannot be handled by Theorem 1.3.
Theorem 2.1. Let the dimension d ≥ 1. Assume φ0 is a radial
3 real-valued func-
tion on Rd and φ0 ∈ H
k(Rd) for some k > d2 + 4. Assume φ
′
0(r) ≤ 0 for any r > 0
and φ0 is not identically zero. There exists a constant C > 0 such that if
φ0(0) ≥ C‖φ0‖L2x(Rd)
and the initial velocity u0 = (1−∆)
−1m0 = (1−∆)
−1∇φ0, then the corresponding
solution blows up in finite time.
Proof of Theorem 2.1. Note that by assumption we have φ0 attains its global max-
imum at r = 0 and φ0(0) > 0. We first show that for any t > 0 within the lifespan
of the solution, we have φ′(r, t) ≤ 0 for any r > 0. Indeed by (1.9), we have
−∂tφ
′(r, t) = −φ(r, t)φ′(r, t) + φ′(r, t)((1 −∆)−1φ)(r, t)
+
(
((1−∆)−1φ)′ · φ′
)′
.
Set g(r, t) = φ′(r, t), then by using the above equation and grouping the coeffi-
cients, we see that
∂tg(r, t) + a1(r, t)g(r, t) + a2(r, t)∂rg(r, t) = 0, ∀r ≥ 0,
where a1, a2 are some smooth functions. Since g(r, 0) = φ
′
0(r) ≤ 0, a simple method
of characteristics argument then yields immediately that g(r, t) ≤ 0, ∀ r ≥ 0. Hence
φ′(r, t) ≤ 0, for any r ≥ 0.
Now set r = 0 in (1.10), we obtain
d
dt
φ(0, t) =
1
2
φ(0, t)2 +
∫ ∞
0
φ′(s, t)((1 −∆)−1φ)(s, t)ds. (2.19)
By using an argument similar to the derivation of (1.11)–(1.12) (here we are
treating all dimensions d ≥ 1), we have for all t ≥ 0,
‖φ(t)‖L2(Rd) . ‖P<1φ(t)‖L2(Rd) + ‖P≥1φ(t)‖L2(Rd)
. ‖φ0‖L2(Rd) + ‖u0‖H1(Rd)t
. ‖φ0‖L2(Rd)(1 + t), (2.20)
where we have used the relation u0 = (1−∆)
−1∇φ0.
Since φ′(r, t) ≤ 0 for any r ≥ 0, we have ‖φ(t)‖∞ = φ(0, t). Therefore by (2.20),
we have
‖(1−∆)−1φ‖∞ ≤ C‖φ(t)‖2 +
1
100
‖φ(t)‖∞
≤ C‖φ0‖2 +
1
100
φ(t, 0). (2.21)
Plugging (2.21) into (2.19) and using the fact that (1 −∆)−1φ ≥ 0, φ′ ≤ 0, we
have
d
dt
φ(0, t) ≥
1
4
φ(0, t)2 − C‖φ0‖2(1 + t) · φ(0, t). (2.22)
Clearly for φ0(0) > 0 sufficiently large (compared to ‖φ0‖2), φ(0, t) will blow up
in finite time. 
3In 1D, we simply require φ0 is an even function.
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Our next result refines Theorem 2.1 in that it removes the size assumption on
φ0. For some technical reasons (see Lemma 2.5), it only treats dimensions d ≥ 3.
Theorem 2.2. Let the dimension d ≥ 3. Assume φ0 is a radial real-valued function
on Rd and φ0 ∈ H
k(Rd) for some k > d2 + 4. Assume φ
′
0(r) ≤ 0 for any r > 0 and
φ0 is not identically zero. If the initial velocity u0 = (1−∆)
−1m0 = (1−∆)
−1∇φ0,
then the corresponding solution blows up in finite time.
The proof of Theorem 2.2 relies on the following lemma which can be regarded
as some type of Poincare´ inequality.
Lemma 2.3. Let the dimension d ≥ 1. For any C1 > 0, 1 ≤ p < ∞, there is a
constant ǫ0 > 0 depending only on C1, p and the dimension d such that the following
holds:
Suppose f : Rd → R is a function (not necessarily radial) such that
0 ≤ f(x) ≤ f(0), ∀x ∈ Rd.
If ‖f‖Lpx ≤ C1|f(0)| <∞, then
∣∣∣( ∆
1−∆
f)(0)
∣∣∣ ≥ ǫ0|f(0)|. (2.23)
Proof of Lemma 2.3. WLOG we may assume f(0) = 1. Denote the Bessel potential
K(x) = F−1((1 + |ξ|2)−1)(x). Note that K is a positive radial function on Rd and
K ∈ L1x ∩ L
q
x for any 1 < q <
d
d−2 (for d = 2 we have K ∈ L
1
x ∩ L
q
x for any q <∞,
and for d = 1 we have K ∈ L1x ∩ L
∞
x ). Then( −∆
1−∆
f
)
(0) = f(0)− (
1
1 −∆
f)(0)
=
∫
Rd
K(y)(f(0)− f(y))dy.
Assume the bound (2.23) is not true. Then there exists a sequence of nonnegative
functions fn such that fn(0) = 1, ‖fn‖L∞x ≤ 1, ‖fn‖Lpx ≤ C1 and∫
Rd
K(y)(1− fn(y))dy → 0. (2.24)
Now take a number r > p sufficiently large such that K ∈ L
r
r−1
x . Obviously
‖fn‖Lrx ≤ C2 < ∞ for some constant C2 > 0 independent of n. By passing to
a subsequence in n if necessary, we have fn ⇀ g weakly in L
r
x for some g ∈ L
r
x.
Furthermore we have ‖g‖L∞x ≤ 1. By (2.24) and the fact K ∈ L
r
r−1
x , we then obtain∫
Rd
K(y)(1− g(y))dy = 0
which implies g(y) = 1 for a.e. y ∈ Rd. This clearly contradicts to the fact that
g ∈ Lrx. The lemma is proved. 
Remark 2.4. It is also possible to give a constructive proof of Lemma 2.3. For
example in the 3D case, we have K(x) = F−1((1 + |ξ|2)−1)(x) = 14pi
e−|x|
|x| . Let
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p′ = pp−1 be the usual Ho¨lder conjugate of p. Let R > 0 be a number whose value
will be chosen later. Then we have∫
R3
K(y)f(y)dy =
∫
|y|<R
K(y)f(y)dy +
∫
|y|>R
K(y)f(y)dy
≤ ‖f‖L∞
∫ R
0
re−rdr +
(∫
|y|>R
Kp
′
dy
)1/p′
‖f‖Lp
≤
(
1− (R+ 1)e−R
)
‖f‖L∞
+
(
1
(4π)p′−1
∫ ∞
R
e−p
′rr2−p
′
dr
)1/p′
‖f‖Lp . (2.25)
To estimate (2.25), we compute (note that p′ > 1, and assume that R > 1)∫ ∞
R
e−p
′rr2−p
′
dr ≤ R1−p
′
e(1−p
′)R
∫ ∞
R
e−rrdr
= R1−p
′
e(1−p
′)R(R+ 1)e−R
≤ CR2−p
′
e−p
′R.
Plugging the above estimate into (2.25), we have∫
R3
K(y)f(y)dy ≤
(
1− (R + 1)e−R
)
‖f‖L∞ + CR
(2−p′)/p′e−R ‖f‖Lp .
Since p′ > 1 we have (2 − p′)/p′ < 1. Now if there is a constant C1 such that
‖f‖Lp ≤ C1 ‖f‖L∞ holds, then we can always choose R big enough to obtain∫
R3
K(y)f(y)dy ≤ (1− ε0) ‖f‖L∞ .
This then leads to (2.23).
For the proof of Theorem 2.2, we need a slightly modified version of Lemma 2.3.
Note the dimension restriction d ≥ 3 and see also Remark 2.6 below.
Lemma 2.5. Let the dimension d ≥ 3. For any C1 > 0, 1 ≤ p < ∞, there is a
constant ǫ0 > 0 depending only on C1, p and the dimension d such that the following
holds:
Suppose f : Rd → R satisfies
0 ≤ f(x) ≤ f(0), ∀x ∈ Rd.
If f ∈ L2x(R
d) and ∥∥∥ |∇|
1 + |∇|
f
∥∥∥
L2x
≤ C1|f(0)| <∞,
then
∣∣∣( ∆
1−∆
f)(0)
∣∣∣ ≥ ǫ0|f(0)|. (2.26)
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Remark 2.6. We stress that the dimension restriction d ≥ 3 is necessary in Lemma
2.5. In dimensions d = 1, 2, there exist counterexamples which are made of approx-
imating sequences of the constant functions. To see this, let t > 0 and define
ft(x) = e
−t|x|2 , x ∈ Rd.
Then obviously ft(0) = 1 and
fˆt(ξ) = const · t
− d
2 e−
|ξ|2
4t , ξ ∈ Rd.
When d = 1, 2, it is not difficult to check that∥∥∥ |∇|
1 + |∇|
ft(x)
∥∥∥2
L2x
.
∫
Rd
|ξ|2
1 + |ξ|2
· t−de−
|ξ|2
2t dξ
.t1−
d
2 . 1, as t→ 0.
Similarly we have ∣∣∣( ∆
1−∆
ft)(0)
∣∣∣
.
∫
Rd
|ξ|2
1 + |ξ|2
· t−
d
2 e−
|ξ|2
4t dξ
. t2 → 0, as t→ 0.
Obviously (2.26) cannot hold in this case.
Proof of Lemma 2.5. Again we will argue by contradiction. Assume (2.26) does
not hold. Then we can find a sequence of nonnegative functions fn ∈ L
2
x(R
d) with
‖fn‖∞ = fn(0) = 1 such that ∥∥∥ |∇|
1 + |∇|
fn‖L2x ≤ C1, (2.27)
and ∫
Rd
K(y)(1− fn(y))dy → 0, as n→∞. (2.28)
By (2.27) and passing to a subsequence in n if necessary, we can find g ∈ L2x(R
d)
such that
|∇|
1 + |∇|
fn ⇀ g, weak in L
2
x(R
d), as n→∞.
Now for any φ ∈ S(Rd), observe that
1 + |∇|
|∇|
φ ∈ L2x(R
d), for d ≥ 3.
Therefore ∫
Rd
fnφdx =
∫
Rd
|∇|
1 + |∇|
fn ·
1 + |∇|
|∇|
φdx
→
∫
Rd
g ·
1 + |∇|
|∇|
φdx
=: T (φ), as n→∞. (2.29)
12 D. LI, X. YU, AND Z. ZHAI
Since 0 ≤ fn ≤ 1 and
T (φ) = lim
n→∞
∫
Rd
fnφdx,
it follows that for φ ≥ 0, we have T (φ) ≥ 0. Therefore by the Riesz representation
theorem, we have
T (φ) =
∫
Rd
φdµ,
for some non-negative Borel measure dµ. Now since∣∣∣∣∫
Rd
fnφdx
∣∣∣∣ ≤ ‖φ‖L1x(Rd),
we get ∣∣∣∣∫
Rd
φdµ
∣∣∣∣ ≤ ‖φ‖L1x(Rd), ∀φ ∈ S(Rd).
Therefore in a standard way we can extend dµ ∈ (L1x)
∗ = L∞x . Hence for some
f∞ ∈ L
∞
x (R
d) with 0 ≤ fn(x) ≤ 1, a.e. x ∈ R
d, we have
T (φ) =
∫
Rd
φ(x)f∞(x)dx.
By a density argument, we obtain
lim
n→∞
∫
Rd
fnφdx =
∫
Rd
f∞φdx, ∀φ ∈ L
1
x(R
d).
In particular,
lim
n→∞
∫
Rd
K(x)fn(x)dx =
∫
Rd
K(x)f∞(x)dx.
Therefore by (2.28) ∫
Rd
K(x)(1 − f∞(x))dx = 0,
and obviously f∞(x) = 1 for a.e. x ∈ R
d.
Plugging this back into (2.29), we obtain for any φ ∈ S(Rd),∫
Rd
g ·
1 + |∇|
|∇|
φdx =
∫
Rd
φdx,
or on the Fourier side, ∫
Rd
gˆ(ξ) ·
1 + |ξ|
|ξ|
φˆ(ξ)dξ = φˆ(0).
From this and the fact that gˆ ∈ L2, it follows easily that gˆ(ξ) = 0 for a.e. ξ ∈ Rd.
This is obviously a contradiction.

We are now ready to complete the
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Proof of Theorem 2.2. Denote g = (1−∆)−1φ. Set r = 0 in (1.10), we then rewrite
it as
d
dt
φ(0, t) =
∫ ∞
0
(
(1−∆)g
)′
∆gdr
=
∫ ∞
0
g′∆gdr −
∫ ∞
0
(∆g)′∆gdr
=
∫ ∞
0
g′(g′′ +
d− 1
r
g′)dr +
1
2
(
(∆g)(0, t)
)2
. (2.30)
Now note that g is a radial function, so g′(0, t) = 0. Therefore we have∫ ∞
0
g′g′′dr = 0.
Therefore we obtain from (2.30) the following inequality
d
dt
φ(0, t) ≥
1
2
(
(∆g)(0, t)
)2
=
1
2
(( ∆
1−∆
φ
)
(0, t)
)2
. (2.31)
Now by using the energy conservation (1.6) and the relation u = (1 −∆)−1∇φ,
we have ∥∥∥∥ |∇|1 + |∇|φ(·, t)
∥∥∥∥
L2x
≤ C3 <∞,
where C3 is some constant independent of t.
Note that φ(0, t) ≥ φ(0, 0) > 0. Since we assume the dimension d ≥ 3, by Lemma
2.5, we have ∣∣∣( ∆
1−∆
φ)(0, t)
∣∣∣ ≥ ǫ0φ(0, t),
where ǫ0 > 0 is independent of t.
Plugging this estimate into (3.34), we obtain
d
dt
φ(0, t) ≥
1
2
ǫ20φ(0, t)
2
which clearly implies that φ(0, t) must blow up in finite time. 
3. proof of main theorems
3.1. Proof of Theorem 1.3. Write (2.19) as
d
dt
φ(0, t) =
∫ ∞
0
φ′
(
(1−∆)−1 − 1
)
φds
=
∫ ∞
0
φ′
∆
1−∆
φds. (3.32)
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Now denote g = (1 −∆)−1φ. We then rewrite (3.32) as
d
dt
φ(0, t) =
∫ ∞
0
(
(1−∆)g
)′
∆gdr
=
∫ ∞
0
g′∆gdr −
∫ ∞
0
(∆g)′∆gdr
=
∫ ∞
0
g′(g′′ +
d− 1
r
g′)dr +
1
2
(
(∆g)(0, t)
)2
. (3.33)
Now note that g′(0, t) = 0 and we have∫ ∞
0
g′g′′dr = 0.
Therefore we obtain from (3.33) the following identity
d
dt
φ(0, t) = (d− 1)
∫ ∞
0
(g′)2
r
dr +
1
2
(
(∆g)(0, t)
)2
= (d− 1)
∫ ∞
0
(g′)2
r
dr +
1
2
(( ∆
1−∆
φ
)
(0, t)
)2
= (d− 1)
∫ ∞
0
(g′)2
r
dr +
1
2
(
φ(0, t)− g(0, t)
)2
. (3.34)
Since φ0(0) ≥ 0 and φ0 is not identically zero, we have that for all t ≥ t0,
φ(0, t) ≥ A1, (3.35)
where t0 > 0 is any fixed time and A1 is a constant depending on φ0 and t0.
Now let R > 1 be a parameter whose value will be specified later. Note that by
the Fundamental Theorem of Calculus, we have
|g(0, t)− g(R, t)| ≤
∫ R
0
|g′|dr
≤
(∫ R
0
(g′)2
r
dr
) 1
2
·R. (3.36)
Then clearly for dimensions d ≥ 2,
(3.34) ≥
1
100R2
(
|φ(0, t)− g(0, t)|+R
(∫ R
0
(g′)2
r
dr
) 1
2
)2
(3.37)
≥
1
100R2
(
|φ(0, t)− g(0, t)|+ |g(0, t)− g(R, t)|
)2
(3.38)
≥
1
100R2
(
φ(0, t)− g(R, t)
)2
(3.39)
Now we discuss two cases. Consider first the case dimension d ≥ 3. By radial
Sobolev embedding and energy conservation (1.6), we have
|g(R, t)| ≤ Cd‖∇g‖2 ·R
− d−2
2
≤ Cd‖u0‖H1 · R
−d−2
2 , (3.40)
where Cd is constant depending only on the dimension d, and u0 = (1−∆)
−1∇φ0
is the initial velocity. By (3.40), we can choose R sufficiently large such that
|g(R, t)| ≤
1
100
A1, (3.41)
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where A1 was defined in (3.35). Therefore by (3.39), (3.40), and (3.41), we get for
all t > t0,
φ(0, t)− g(R, t) ≥
1
2
φ(0, t).
Plugging this estimate into (3.39), we obtain for t > t0, and some constant
ǫ0 > 0,
d
dt
φ(0, t) ≥
1
2
ǫ0φ(0, t)
2
which together with (3.35) clearly implies that φ(0, t) must blow up in finite time.
This finishes the case d ≥ 3. Now we turn to the case dimension d = 2. We shall
choose for each g(t) the time-dependent parameter R(t) = R0(1 + t)
1
2 where R0
will be taken sufficiently large. By (1.11) and radial Sobolev embedding, we have
|g(R(t), t)| ≤ C · ‖φ(t)‖
1
2
2 · (R(t))
− 1
2
≤ C · B1 ·R
− 1
2
0 .
Choosing R0 sufficiently large gives us (3.41) and consequently
d
dt
φ(0, t) ≥ C ·
1
1 + t
φ(0, t)2.
Integrating the above ODE on the interval [t0, τ) with τ > t0, we get
−
1
φ(0, τ)
+
1
φ(0, t0)
≥ const · log(1 + τ).
This implies that 1φ(0,τ) become negative in finite time which obviously contra-
dicts (3.35).
3.2. Proof of Theorem 1.4. By repeating an argument similar to the beginning
part of the proof of Theorem 2.1, we have φ′(r, t) ≥ 0 for any r > 0. Set φ = −ψ.
Then by (2.19), we have
d
dt
ψ(0, t) = −
ψ(0, t)2
2
−
∫ ∞
0
ψ′(r, t)((1 −∆)−1ψ)(r, t)dr.
By a derivation similar to (2.20), we then have for any t > 0,
‖ψ(t)‖L2(Rd) = ‖φ(t)‖L2(Rd) ≤ C · (1 + t),
where C > 0 depends only on φ0.
Therefore in place of (2.22), we get
d
dt
ψ(0, t) ≤ −
ψ(0, t)2
4
+ C · (1 + t) · ψ(0, t).
Since ψ(0, 0) ≥ 0, this clearly shows that ψ(0, t) is bounded for all t > 0. By
using the blowup criteria Lemma 1.2, we conclude that the corresponding classical
solution exists for all time t > 0.
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3.3. Proof of Corollary 1.5. The monotonicity of φ(0, t) follows directly from
the proof of Theorem 1.3 (see (3.34)). In particular we know that φ(0, t) < 0
for any t ≥ 0 (otherwise the corresponding solution will blow up). It remains to
establish the estimates (1.13)–(1.14). By using the same argument as in the proof
of Theorem 1.3, we obtain the inequality
d
dt
φ(0, t) ≥ ǫ0φ(0, t)
2, if d ≥ 3,
d
dt
φ(0, t) ≥
ǫ1
1 + t
φ(0, t)2, if d = 2,
where ǫ0 > 0, ǫ1 > 0 are some constants. Integrating the above inequality in time
gives us the desired results.
3.4. Proof of Theorem 1.7. Let ψ0 ∈ H
∞(Rd) be a smooth radial function such
that ψ0(0) = 0 and 
ψ′0(x) ≤ 0, |x| ≤ c1,
ψ′0(x) > 0, |x| > c2,
ψ0(x) < 0, c1/2 < |x| < 2c2.
(3.42)
Here 0 < c1 < c2 <∞ are arbitrary constants.
By local wellposedness theory, there exists T0 > 0 and a smooth solution ψ =
ψ(x, t) to (1.1) (m = ∇ψ) in the space C([−T0, T0], H
k) for any k ≥ 0.
We make the following
Claim: there exists t0 > 0 sufficiently small, such that ψ(x,−t0) < 0 for any
x ∈ Rd.
We now assume the claim is true and complete the proof of the theorem. Take
φ0(x) := ψ(x,−t0) for x ∈ R
d. Then clearly φ0(x) satisfies all the needed conditions.
Furthermore denote the solution corresponding to the data φ0 as φ = φ(x, t). It is
obvious that φ(x, t) = ψ(x, t− t0) for any t ≥ 0. In particular we have φ(0, t0) = 0.
By using Theorem 1.3, it follows easily that φ must blow up at some t > t0.
Therefore φ0 is the desired initial data.
It remains for us to prove the claim. Write ψ = ψ(r, t) = ψ(x, t), where r = |x|.
Note that ψ ∈ C∞([0,∞)) as a function of r. We can perform an even extension
and regard ψ ∈ C∞(R).
By (1.9), we have
−∂tψ
′ =
(
−ψ + (1−∆)−1ψ +
(
(1 −∆)−1ψ
)′′)
ψ′ + ((1 −∆)−1ψ)′ · ψ′′
=: c(r, t)ψ′ + b(r, t) · ψ′′.
Here c = c(r, t), b = b(r, t) are both smooth functions for −T0 ≤ t ≤ T0 and r ∈ R.
Note that c is an even function and b is an odd function. Also for some constant
B > 0
sup
|t|≤T0
(‖b(t, ·)‖∞ + ‖∂rb(t, ·)‖∞) ≤ B <∞. (3.43)
Denote f(r, t) = ψ′(r, t), then f(r, t) satisfies the transport equation
∂tf + b∂rf + cf = 0. (3.44)
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Introduce the characteristic lines:{
d
dtz(t, α) = b(z(t, α), t),
z(0, α) = α ∈ R.
For each −T0 ≤ t ≤ T0, the map α→ z(t, α) is a smooth diffeomorphism. Further-
more we have the obvious estimate
|z(t, α)− α| ≤ tB, (3.45)
where B > 0 is the same constant as in (3.43). By integrating (3.44) along the
characteristic line, we have
f(z(t, α), t) = f(α, 0) exp
(
−
∫ t
0
c(z(α, s), s)ds
)
, ∀α ∈ R, t ∈ [−T0, T0].
(3.46)
Now take t1 sufficiently small such that (see (3.42) for the definition of the
constant c1)
t1 ≤ min{
c1
8B
, T0}.
By (3.45), if |t| ≤ t1 and |z(t, α)| ≤
c1
2 , then obviously |α| ≤ c1. By (3.46),
(3.42), we conclude that
ψ′(r, t) = f(r, t) ≤ 0, ∀ |t| ≤ t1, r ≤
c1
2
. (3.47)
By using a similar argument, we also obtain
ψ′(r, t) > 0, ∀ |t| ≤ t1, r ≥ 2c2, (3.48)
By (3.34) and the fact that ψ0(0) = 0, we obtain ψ(0, t) < 0 for all t ∈ [−T0, 0).
It follows from (3.47) that
ψ(r, t) < 0, ∀ − t1 ≤ t < 0, r ≤
c1
2
. (3.49)
Similarly using the fact that ψ(∞, t) = 0 and (3.48), we obtain
ψ(r, t) < 0, ∀ − t1 ≤ t < 0, r ≥ 2c2. (3.50)
By (3.42) and smoothness of the local solution, there exist some t2 > 0 sufficiently
small such that
ψ(r, t) < 0, ∀ |t| ≤ t2,
c1
2
≤ r ≤ 2c2.
Now obviously the claim follows if we take t0 = min{t1, t2}.
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