Abstract. In this work, we show that uniform integrability is not a necessary condition for central limit theorems (CLT) to hold for normalized multilevel Monte Carlo estimators, and we provide near optimal weaker conditions under which the CLT is achieved. In particular, if the variance decay rate dominates the computational cost rate (i.e., β > γ), we prove that the CLT always holds.
Introduction
The multilevel Monte Carlo (MLMC) method is a hierarchical sampling method which in many settings improves the computational efficiency of weak approximations by orders of magnitude. The method was independently introduced in the papers [1, 2] for the purpose of parametric integration and for approximations of observables of stochastic differential equations, respectively. MLMC methods have since been applied with considerable success in a vast range of stochastic problems, a collection of which can be found in the overview [3] . In this work we present near optimal conditions under which the normalized MLMC estimator converges in distribution to a standard normal distribution. Our result has applications in settings where the MLMC approximation error is measured in terms of probability of failure rather than the classical mean square error.
1.1. Main result. We consider the probability space (Ω, F , P) and let X ∈ L 2 (Ω) be a scalar random variable for which we seek the expectation E[X], and let {X ℓ } ∞ ℓ=−1 ⊂ L 2 (Ω) be a sequence of random variables satisfying the following: Assumption 1.1. There exist positive rate constants α, β, γ with min(β, γ) ≤ 2α and a positive constant c α > 0 such that for all ℓ ∈ N 0 . . = N ∪ {0}
where ∆ ℓ X . .= X ℓ − X ℓ−1 with X −1 . .= 0. Here, f (x ℓ ) = O ℓ (y ℓ ) means that there exists a constant C > 0 such that |f (x ℓ )| < C|y ℓ | for all ℓ ∈ N 0 , while f (x ℓ ) = Θ ℓ (y ℓ ) means that there exist constants C > c > 0, such that c|y ℓ | < |f (x ℓ )| < C|y ℓ | for all ℓ ∈ N 0 . Definition 1.1 (MLMC estimator [3, 1] ). The MLMC estimator A ML : (0, ∞) → L 2 (F , P) applied to estimate the expectation of X ∈ L 2 (Ω) based on the collection of random variables (r.v.) {X ℓ } ⊂ L 2 (Ω) satisfying Assumption 1.1 is defined by
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a sequence of independent r.v. and every subsequence {∆ ℓ X i } i consist of independent and identically distributed (i.i.d.) r.v., the number of levels is
and the number of samples per level ℓ = 0, 1, . . . is
We will refer to
Var(A ML (ǫ)) as the normalized MLMC estimator.
Notation and conventions.
When confusion is not possible, we will use the following shorthands,
The following conventions will be employed throughout 0 · (±∞) = 0 and 0/0 = 0, and we define the monotonically increasing sequence
Then the main result of this work can be stated as follows.
(ii) if γ > β, then assume that β < 2α, equality (3) holds and that there exists
Then the normalized MLMC estimator satisfies the central limit theorem (CLT), in the sense that
The main result follows from Theorems 2.5 and 2.6 below. We note that Theorem 1.1 implies that in settings with β > γ the (CLT) always holds for the normalized MLMC estimator. Remark 1.1. For the setting γ > β and β = 2α, which we have not included in Theorem 1.1, one cannot impose reasonable assumptions to exclude M L = Θ ǫ (1) and V L /Var(A ML ) = Θ ǫ (1); cf. Example 2.1. This implies there are no reasonable ways to exclude cases for which a non-negligible contribution to the variance of the resulting MLMC estimator derives from a finite number of samples. Therefore, the central limit theorem is not relevant for this setting.
In literature, the CLT has been proved for the MLMC method through assuming (or verifying for the particular sequence of r.v. considered) either a Lyapunov condition [4] , or uniform integrability [5, 6, 7] , or a weaker higher moment decay rate [8] for the sequence
To show that this work extends the existing literature, we now provide an explicit example where Theorem 1.1 is valid although uniform integrability does not hold.
where
and
yielding the respective decay rates α = 3/4 and β = 1/2, cf. Assumption 1.1. Moreover, for any x > 1
which implies that the sequence
is not uniformly integrable. As V 0 > e −1 (1 − e −1 ) > 0, β < 2α, and
the CLT (4) of Theorem 1.1 holds for all settings with γ ≤ 1/2 = β.
Theory
In this section we derive weak assumptions under which the normalized MLMC estimator (A ML − E[X L ])/ Var(A ML ) converges in distribution to a standard normal as ǫ → 0. The main tool used for verifying the CLT will be the Lindeberg condition, which in its classical formulation is an integrability condition for triangular arrays of independent random variables (r.v.) Y nm , with n ∈ N and 1 ≤ m ≤ k n ; cf. [9] . However, in the multilevel setting it is more convenient to work with generalized triangular arrays of independent r.v. of the form Y ǫm , which for a fixed ǫ > 0 take possible non-zero elements within the set of indices 1 ≤ m ≤ n(ǫ), where n : (0, ∞) → N is a strictly decreasing function of ǫ > 0 with lim ǫ↓0 n = ∞.
The following theorem is a trivial extension of [10] from triangular arrays to generalized triangular arrays. Theorem 2.1 (Lindeberg-Feller Theorem). For every ǫ > 0, let {Y ǫm }, 1 ≤ m ≤ n(ǫ) with n : (0, ∞) → N and lim ǫ↓0 n = ∞ be a generalized triangular array of independent random variables that are centered and normalized, so that
respectively. Then, the Lindeberg condition:
holds, if and only if
We will refer to (7) as the extended CLT condition. By defining
the normalized MLMC estimator can be represented by generalized triangulararrays as follows:
Then the normalized MLMC estimator (10) satisfies the extended CLT condition (7), if and only if for any ν > 0, (11) 
Proof. For all ǫ > 0, the triangular array representation (10) of the MLMC estimator obviously satisfies the centering and normalization conditions (5), and its elements are centered and mutually independent. By Theorem 2.1, the extended CLT condition thus holds, if and only if Lindeberg's condition (6) holds. For any ν > 0, here Lindeberg's condition takes the form:
Let there be an infinite subsequence {k i } ⊂ N 0 for which
) and S ki = Θ ki (e (γ−2α)ki ).
Then equation (1) implies there exists c, C,c,ĉ
Hence, for any ν < (2c)
Example 2.1 illustrates that Assumption 1.1 is not sufficiently strong to ensure condition (11) . We therefore impose the following additional variance decay assumptions, which can be viewed as implicit weak lower bounds on the sequence {V ℓ }. Assumption 2.1. For the rate triplet introduced in Assumption 1.1, assume that V 0 > 0 and (i) if β = γ, then lim k→∞ S k = ∞, (ii) if γ > β, then we assume that β < 2α and that there exists a υ ∈ [β, 2α) such that lim inf Proof. For any ǫ > 0, it follows from equation (1) that
and by the mean value theorem there exists a constant C > 0 such that
To complete the proof, we thus have to verify that
and since υ < 2α, the claim follows in this case. Similarly, if β = γ, then ǫ 2 e γL = O(1), and the claim follows from Assumption 2.1(i). Finally, if β > γ, then the assumption min(β, γ) ≤ 2α (cf. Assumption 1.1) implies γ ≤ 2α, and we have to consider two cases: (I) γ < 2α and (II) γ = 2α. For case (I), equation (14) follows from lim ǫ↓0 ǫ 2 e γL = 0 and S L ≥ S 0 > 0 for all L ≥ 0. For case (II), we introduce 
Proof. From the proof of Lemma 2.3 it follows that there exists anǭ > 0 such that
Consequently, for any ǫ ∈ (0,ǭ) and any ν > 0 we have that
as well as
These upper and lower bounds imply that that Lindeberg's condition (11) is equivalent to the following condition: for any ν > 0 it holds that
Following similar steps as those leading to inequality (13), we further note that for sufficiently small ǫ > 0,
where the mapping ρ : R + → R, satisfying lim ǫ↓0 ρ(ǫ) = 0, can be derived as in the proof of Lemma 2.3.
In settings with β > γ, the geometric decay of the sequence { √ C ℓ V ℓ } ℓ≥0 turns out to be sufficient to prove that the extended CLT condition holds. Proof. We prove this result by verifying that condition (15) holds. It follows from Assumption 2.1 that
Furthermore, as the sequence {S L } L≥0 is monotonically increasing, it is contained in the bounded set [S 0 , S] with S 0 > 0. Consequently, Lindeberg's condition (15) is equivalent to:
For a fixed ν > 0, introduce the sequence of functions {f ǫ } ǫ>0 , where
For any ǫ > 0, one thus has that 
and (17) follows. For case (II), we introduce
we have that
Moreover,
) and 2γ/(γ + β) < 1. From (18) it then follows that lim ǫ↓0 f ǫ (x) = 0 for all x ∈ [0, S L ), so that (17) holds.
As the above argument is valid for any fixed ν > 0, we have proved that Lindeberg's condition holds.
We conclude the paper by the treating the case γ ≥ β. Proof. From (1) and C ℓ = Θ ℓ (e −γℓ ) it follows that there exists a c > 0 such that
Consequently,
Introduce the infinite matrix A = (a kℓ ) where
and the sequence 
