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We prove that the pseudo-conformal group of the Schrödinger equation acts on
solutions of the Davey–Stewartson system and that there exists an infinite family of
solutions which are invariant under the action of that group. We also exhibit two
different time behaviors for these invariant solutions of the Davey–Stewartson
system, and we study the stability of some of these solutions, and prove that initial
data close to them give rise to global solutions asymptotically behaving like an
invariant solution. © 2001 Academic Press
1. INTRODUCTION
For given a, b1, b2 ¥ R we consider the Davey–Stewartson system of
equations
i“tu+Du=b1u “1v+a |u|2 u
Dv=−b2 “1(|u|2),
(1.1)
where the space variable x=(x1, x2) is in R2 and the time t in R, or some
interval of R. The evolution system is completed with an initial data
u(0, x)=u0(x). This system has its origin in fluid mechanics, in models of
evolution of weakly nonlinear water waves having a predominant direction
of travel (here in the x1 direction), see A. Davey and K. Stewartson [3].
Notice that if F(j)=jˆ denotes the Fourier transform in R2, then
solving the second equation in (1.1), upon setting k(x) :=|u(x)|2, one gets
(“1v5)(t)=−b2 |t| −2 t21 kˆ(t). Now if we define the new parameter b as
b :=b1b2 (1.2)
and denote by E1 the operator
fWF −1(|t| −2 t21f1)=: E1(f) (similarly E2(f) :=F
−1(|t| −2 t22 f1)),
(1.3)
one sees that the system (1.1) can be reduced to the equation:
i“tu+Du=−bE1(|u|2) u+a |u|2 u. (1.4)
It can be proved that for u0 in the Sobolev space H1(R2), the system (1.1)
has a local solution in time (see J. M. Ghidaglia and J. C. Saut [5]), and
that there are global solutions (for appropriate initial data u0) and solu-
tions which blow up in finite time.
Now, by inspection and using the analogy between Eq. (1.4) and the
classical Schrödinger equation, one can see that if u is solution to (1.4) and
A :=(ac
b
d ) is a real matrix with a, b, c, d ¥ R, satisfying ad−bc=1, then
the function [Au] defined by
[Au](t, x) :=(a+bt) −1 exp 1 ibt
4(a+bt)
2 u 1 c+dt
a+bt
,
x
a+bt
2 (1.5)
is another solution to (1.1) (this is the pseudo-conformal action of SL2(R)
on the solutions of the classical Schrödinger equation, see J. Ginibre and
G. Velo [6]).
As it is suggested in O. Kavian and F. B. Weissler [8], one may intro-
duce the following notion of invariant solutions of (1.4):
1.1. Definition. Let B ] 0 denote a real traceless 2×2 matrix (i.e.,
such that tr(B)=0). A solution u of (1.4) is called self-similar with respect
to B (or equivalently with respect to the group exp(sB)) if there exists
w ¥ R such that for all s ¥ R one has:
[exp(sB) u] — e iws u. (1.6)
In [8] it is shown that a solution u is self-similar with respect to a
traceless matrix B, if and only if for any P ¥ SL2(R) and any k ¥ R the
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solution [Pu] is self-similar with respect to the traceless matrix kP −1BP.
Therefore by introducing the equivalence relation
A ’ B. ,P ¥ SL2(R), ,k ¥ R0{0}, such that A=kP −1BP,
between two traceless matrices A and B, it is shown that there are exactly
three classes of traceless matrices under this equivalence relation. These
classes are those of the matrices
B1 :=1 −1 00 12 , B2 :=10 01 02 , B3 :=10 −11 02 . (1.7)
A solution u of (1.4) which is self-similar (in the sense of (1.5)–(1.6)) with
respect to the matrix B1 turns out to be of the form u(t, x)=e iwt j(x)
where j is a solution to
−Dj+wj=bE1(|j|2) j−a |j|2 j. (1.8)
In [2], R. Cipolatti proves that there are nontrivial solutions to (1.8) when
choosing the parameter w > 0, provided the parameters a, b satisfy b > 0
and b−a > 0 (i.e., b >max(0, a)).
A solution u of (1.4) which is self-similar with respect to the matrix B2
turns out to be of the form
u(t, x)=t(iw−1)/2v(x/`t),
where v satisfies the elliptic equation
−Dv+
1
2
i(y ·Nv+v)+
w
2
v−bE1(|v|2) v+a |v|2 v=0. (1.9)
While in [8] the analogous equation for the Schrödinger equation (i.e.,
b=0 in the above equation) can be studied by seeking spherically symme-
tric solutions, in the present case one cannot use such an approach: indeed
for a spherically symmetric function v, the term E1(|v|2) v is not anymore
symmetric. As far as we know, the question of existence of nontrivial
solutions of (1.9) remains open.
Finally, a solution of (1.4) which is self-similar with respect to the matrix
B3 turns out to be a solution of the form
u(t, x)=(1+t2) −1/2 exp 1 it |x|2
4(1+t2)
+iw arctan(t)2 k 1 x
`1+t2
2 , (1.10)
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where k is a solution of the elliptic equation
−Dk+14 |y|
2 k+wk=bE1(|k|2) k−a |k|2 k. (1.11)
In this paper we prove existence of solutions for (1.11) for appropriate
range of the parameter w, depending on the respective values of a, b (here
and in what follows, by a solution of (1.11) we mean a non trivial solution
such that the corresponding solution u belongs to appropriate Sobolev
spaces). Equation (1.11) is semilinear and non local, but nevertheless it has
a variational structure: the solutions we find are constructed via a varia-
tional method.
1.2. Theorem. Let b >max(0, a). Then for any given w > −1 Eq.
(1.11) has an infinite sequence of solutions (kk)k \ 1. Each kk is in the space
H1(R2) 5 C.(R2), in particular k1 \ 0 and, for some constants Ck > 0, c > 0,
satisfies:
|kk(y)|+|Dkk(y)|+|D2kk(y)| [ Ck exp(− c |y|2).
1.3. Theorem. Let a > b > 0. Then for k \ 1 integer, for any given
w < −k Eq. (1.11) has at least 2k non trivial solutions (±kj)1 [ j [ k. Each kj
is in the space H1(R2) 5 C.(R2), in particular k1 \ 0 and, for some con-
stants Cj > 0, c > 0, satisfies:
|kj(y)|+|Dkj(y)|+|D2kj(y)| [ Cj exp(− c |y|2).
When a=b > 0, we cannot prove that for w in a certain interval of R
Eq. (1.11) has a family of solutions. Instead we may prove that there exists
a sequence (wk)k \ 1 converging to −. for which the corresponding
Eq. (1.11) has a solution. Actually we prove the following result in Section 4.
1.4. Theorem. Assume a \ b > 0, then for each fixed R > 0 there exists
a sequence (kk)k \ 1 in H1(R2) 5 C.(R2), with ||kk ||L2(R2)=R, and a sequence
(wk)k \ 1 in R such that wk Q −. as kQ+., satisfying:
−Dkk+
1
4 |y|
2 kk+wkkk=bE1(|kk |2) kk−a |kk |2 kk.
In particular k1 \ 0 and, for some constants Ck > 0, c > 0, satisfies:
|kk(y)|+|Dkk(y)|+|D2kk(y)| [ Ck exp(− c |y|2).
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1.5. Remark. Before going further, we attract the reader’s attention to
the fact that using the operator E2 defined in (1.3), one may write Eq. (1.4)
in the form:
i“tu+Du=bE2(|u|2) u+(a−b) |u|2 u. (1.12)
Therefore, as E1 and E2 play identical roˆles, one sees that when b < 0,
setting
b˜ :=−b, a˜ :=a−b,
and applying either of the above theorems, one may solve Eq. (1.11)
for other ranges of the parameters a, b. More precisely, when b <
−max(0, a−b), that is when b˜ >max(0, a˜), choosing w > −1 one may see
that Eq. (1.11) has infinitely many solutions. Analogously, in the case
b < 0 < a (that is a˜ > b˜ > 0), choosing w < −k one has at least 2k solutions
to (1.11).
The remainder of this paper is organized as follows: in Section 2 we give
a number of preliminary results and notations used throughout; in
Section 3 we prove existence of solutions to (1.11) in the case b >max(0, a)
and w > −1, or the case a > b > 0 and w < −1; in Section 4 we prove
Theorem 1.4, that is existence of self-similar solutions to (1.4) in the case
a \ b > 0 by considering solutions of Eq. (1.11) having minimal energy.
Finally in Section 5 we prove that, when a \ b > 0, initial data u0 for the
Eq. (1.1), sufficiently close to ground states of (1.11), give rise to global
solutions of (1.1) which stay close to the ground states of (1.11) (and
actually in some norms the solution of (1.1) converges to an invariant
solution).
2. PRELIMINARY RESULTS AND NOTATIONS
In this section we gather a number of technical results and notations
which are used later on.
The nonlocal operator jW E1(j) is in fact a singular convolution
operator, and can be regarded as the derivative of an appropriate func-
tional. More precisely we have (cf. R. Cipolatti [2] Lemma 2.1(iii) and
Remark 2.2]):
2.1. Lemma. Let s1(t) :=t
2
1/|t|
2 and s2(t) :=t
2
2/|t|
2 for t :=(t1, t2)
¥ R2.
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(i) Define the quadratic operators B1, B2 by:
B1(k) := F
R2
s1(t) |kˆ(t)|2 dt, B2(k) := F
R2
s2(t) |kˆ(t)|2 dt.
Then B1 and B2 are continuous functionals on L2(R2) and for j=1, 2
Bj(k)=F
R2
Ej(k)(x) k¯(x) dx, B2(k)=||k||
2
L2(R2)−B1(k),
where the operators Ej are defined in (1.3). In particular we have 0 [ Bj(k) [
||k||2L2(R2) .
(ii) If k ¥H1(R2) then Ej(k) ¥H1(R2).
The following results are stated and proved in Lemma 2.3 of [2]:
2.2. Lemma. For k ¥ L4(R2) set
F1(k) :=B1(|k|2), and F2(k) :=B2(|k|2)=||k||
4
L4 −F1(k).
Then F1 and F2 are C2 functionals on L4(R2) and, for j=1, 2, one has
F −j (k)=4Ej(|k|
2) k for all k ¥ L4(R2). In particular if kn Q k in L4(R2),
then F −j (kn)Q F
−
j (k) in L
4/3(R2) as nQ+..
2.3. Lemma. Define kl(x) :=l1/4k(lx1, x2) and f(l) :=F1(kl) for
l \ 0 and a fixed k ¥ L4(R2). Then lW f(l) is increasing and satisfies:
f(0)=0, lim
lQ+.
f(l)=||k||4L4(R2) .
In order to solve Eq. (1.11), we shall need an appropriate functional set-
tings. We define the operator L (the so-called harmonic oscillator operator)
by:
Lk :=−Dk+14 |y|
2 k on D(L) :={k ¥ L2(R2); Lk ¥ L2(R2)}. (2.1)
It is known that L is a positive self-adjoint operator on L2(R2) and that it
has a discrete spectrum (lk)k \ 1 given by lk :=k, the corresponding eigen-
functions being the Hermite polynomials multiplied by the weight
exp(− |y|2/4), i.e., the classical Hermite functions (see for instance [8,
Proposition 6.3]):
jk(y) :=ck exp (|y|2/4) “a(exp (− |y|2/2)), for a ¥ N2, |a|=k−1.
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Also we shall use the Hilbert space X defined as
X :=3u ¥H1(R2); F
R2
1 |Nu(y)|2+|y|2
4
|u(y)|22 dy <.4, (2.2)
equipped with the norm and the associated inner product
||u||2X :=F
R2
|Nu(y)|2 dy+
1
4
F
R2
|y|2 |u(y)|2 dy.
In fact one may check that X is nothing but the domain of the operator
L1/2. We recall here the following compactness lemma (we denote here by
|| · || the classical norm of L2(R2) and by || · ||p that of Lp(R2)).
2.4. Lemma. Let the Hilbert space X be defined by (2.2). Then the
following properties hold:
(i) For all p \ 2 the embedding of X into Lp(R2) is compact.
(ii) Let p > 2. Then for any e > 0 there exists Ce > 0 such that for all
u ¥X one has
||u||2 [ e ||u||2X+Ce ||u||2p .
(iii) The functionals F1, F2 being defined in Lemma 2.2, for any e > 0
there exists Ce > 0 such that for all u ¥X, when j=1, 2 one has
||u||2 [ e ||u||2X+CeFj(u)1/2.
Proof. Properties (i) and (ii) are part of proposition 6.1 of [8]. In order
to prove property (iii), we argue by contradiction. For instance if the claim
does not hold when j=1, using the homogeneity of degree two of the
inequality to be proved, there would exist an e0 > 0 and a sequence (un)n of
X such that
||un ||2=1> e0 ||un ||
2
X+nF1(un)
1/2.
We infer that (un)n is bounded in X and that F1(un)Q 0 as nQ+..
Without loss of generality we may assume that un E ug in X-weak. Using
property (i) of the lemma, i.e., the compactness of the embedding
X … Lp(R2), for p=2 and p=4, we conclude that un Q ug in the strong
topologies of L2(R2) and L4(R2). In particular, by Lemma 2.2 we have
F1(ug)= lim
nQ+.
F1(un)=0.
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From the very definition of F1 via the quadratic function B1, this implies
that ug=0. Indeed this is in contradiction with the fact that ||ug ||=
limnQ+. ||un ||=1. L
Finally, as we are going to use a variational method in order to solve
Eq. (1.11), we introduce the following notations. We set
F(k) :=bF1(k)−a ||k||
4
4 , (2.3)
which is well defined for k ¥ L4(R2); it is also clear that F is of class C2 on
L4(R2).
2.5. Lemma. Assume that b >max(0, a) and define
S1 :={k ¥X; F(k)=1}.
Then S1 ]” and S1 is a C2 manifold in X. Moreover if (kk)k is a sequence
of S1 such that kk E k in X-weak, then k ¥ S1.
Proof. As F is a C2 function on X, we have only to check that for
k ¥ S1 one has FŒ(k) ] 0. This is obvious, due to the fact that
FŒ(k)=4bE1(|k|2) k−4a |k|2 k
and therefore OFŒ(k), kP=4F(k)=4 for k ¥ S1.
Next we have to prove that S1 ]”. Let k ¥X and k ] 0. Using the
notations introduced in Lemma 2.2 we have, for any given h > 0:
||kl ||
4
4=||k||
4
4 , and lim
lQ+.
F(hkl)=h4(b−a) ||k||
4
4 .
As b−a > 0, first we point out that it is possible to fix h :=hg such that
h4g(b−a) ||k||
4
4=2; then, as lW F(hgkl) is increasing and continuous, one
sees from the above observation that there exists a unique lg > 0 satisfying
F(hgklg )=1, that is hgklg ¥ S1. (In fact, in some sense, S1 is homeo-
morphic to the unit sphere of L4(R2) intersected with X).
Finally, using property (i) of Lemma 2.4, one sees that if kk E k in
X-weak, then kk Q k strongly in L4(R2). Therefore F(kk)Q F(k) as
kQ+. and k ¥ S1. L
2.6. Lemma. Assume that a \ b > 0 and define
S2 :={k ¥X; F(k)=−1}.
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Then S2 ]” and S2 is a C2 manifold in X. Moreover if (kk)k is a sequence
of S2 such that kk E k in X-weak, then k ¥ S2.
Proof. Essentially this is analogous to Lemma 2.5: the only point to
check is the claim that S2 ]”. To see this, we examine separately the
cases a=b and a > b. If a=b > 0, then F(k)=−aB2(|k|2) where the
quadratic functional B2 is defined in Lemma 2.1(i). Then it is clear that for
any given k ¥X, with k ] 0, there exists a unique hg such that hgk ¥ S2.
The proof in the case a > b > 0, as well as the proof of the fact that S2 is
weakly sequentially closed in X, follow the lines of the proof given above
and we leave the details to the reader. L
3. PROOF OF EXISTENCE OF SOLUTIONS FOR EQUATION (1.11)
In this section we consider the case in which the coefficient b is positive
(see Remark 1.5 above for the case b < 0). We are going to construct
solutions of (1.11) by seeking critical points of the quadratic functional
J(v) :=F
R2
|Nv(y)|2 dy+
1
4
F
R2
|v(y)|2 |y|2 dy+w F
R2
|v(y)|2 dy (3.1)
on one of the manifolds S1 or S2 defined above, according to the respec-
tive values of a and b. First we prove that J satisfies the Palais-Smale
condition on either of these manifolds, when they are well defined as
above.
3.1. Lemma. Assume that b >max(0, a) and that w > −1. Then J
satisfies the following Palais-Smale condition on S1: given a sequence
(vk, mk) ¥ S1×R satisfying
J(vk)Q c, JŒ(vk)−mkFŒ(vk)Q 0 in XŒ as kQ+.,
then there exists (v, m) ¥ S1×R and a subsequence (vkn , mkn )n such that
vkn Q v in X and mkn Q m in R.
Proof. The argument is a classical one but we give it here for the sake
of completeness. As we are assuming that w > −1=−l1, where l1 denotes
the first eigenvalue of the operator L, using the inequality (Lv | v)=
||v||2X \ l1 ||v||2, we conclude that J(vk) \ (1−wl −11 ) ||vk ||2X. Therefore
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the sequence (vk)k is bounded in X. Now set ek :=JŒ(vk)−mkFŒ(vk).
Denoting by O · , ·P the duality between XŒ and X, we have
Oek, vkP=2J(vk)−4mk.
As ek Q 0 in XŒ and (vk)k is bounded in X, we conclude that mk Q c/2 as
kQ+.. By extracting a subsequence (vkn )n converging weakly to v in X,
we know by Lemma 2.4 that vkn Q v in L
2(R2) 5 L4(R2) as nQ+., and
by Lemma 2.5 we have v ¥ S1. Also by Lemma 2.2 we know that
FŒ(vkn )Q FŒ(v) in L4/3(R2), and consequently in XŒ, because X … L4(R2)
with dense and continuous embedding (cf. Lemma 2.4). Therefore, using
the fact that L induces a linear isomorphism between X and XŒ, we
conclude that
vkn=L
−1(ekn+mknFŒ(vkn )−wvkn )Q L −1 1 c2 FŒ(v)−wv2 in X.
In particular Lv+wv=c2 FŒ(v) and v is a critical point for J on S1. L
3.2. Lemma. Assume that a > b > 0. Then for all w ¥ R the functional J
satisfies the following Palais-Smale condition on S2: given a sequence
(vk, mk) ¥ S2×R satisfying
J(vk)Q c, JŒ(vk)−mkFŒ(vk)Q 0 in XŒ as kQ+.,
then there exists (v, m) ¥ S2×R and a subsequence (vkn , mkn )n such that
vkn Q v in X and mkn Q m in R.
Proof. First we remark that if v ¥ S2, then a ||v||4L4=1+bB1(|v|2).
Therefore, as B1(|v|2) [ ||v||4L4, we get
-v ¥ S2, ||v||4L4 [
1
a−b
. (3.2)
We remark also that X … L4/3(R2) with dense and continuous embedding.
Indeed, if v ¥X, then using Hölder’s inequality we may write:
F
R2
|v(y)|4/3 dy=F
R2
(1+|y|2) −2/3 ((1+|y|2)1/2 |v(y)|)4/3 dy
[ 1F
R2
(1+|y|2) −2 dy21/3 1F
R2
(1+|y|2) |v(y)|2 dy22/3 .
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This implies that ||v||L4/3 [ C ||v||X. On the other hand it is clear that X is
dense in L4/3(R2). Therefore we have L4(R2) …XŒ, with continuous
embedding. Finally, from (3.2), we conclude that there exists a constant
C > 0, depending on (a−b) −1, such that
-v ¥ S2, ||v||XŒ [ C. (3.3)
Now consider a sequence (vk, mk)k in S2×R satisfying J(vk)Q c and
ek :=JŒ(vk)−mkFŒ(vk)Q 0 in XŒ.
Then we have
−Dvk+
1
4 |y|
2 vk=ek−wvk+mkFŒ(vk),
and multiplying this equality by vk and integrating by parts we get
||vk ||
2
X=Oek−wvk, vkP−4mk [ 4 |mk |+||ek−wvk ||XŒ ||vk ||X .
Using (3.3), the fact that ek Q 0 in XŒ, and Young’s inequality 2ab [
a2+b2, we get (for some constant denoted by C0):
||vk ||
2
X [ C0(1+|mk |). (3.4)
On the other hand we have 4mk=Oek, vkP−2J(vk). Therefore
|mk | [
1
2
|J(vk)|+
1
4
||ek ||XŒ ||vk ||X [ C1+
C1/20
4
||ek ||XŒ (1+|mk |)1/2 .
From this last inequality we conclude that (mk)k is bounded in R, and (3.4)
implies that (vk)k is bounded in X.
By extracting a subsequence (vkn , mkn )n such that vkn converges weakly to
v in X, and mkn Q m in R, we know by Lemma 2.4 that vkn Q v in
L2(R2) 5 L4(R2) as nQ+., and by Lemma 2.6 we have v ¥ S2. Also by
Lemma 2.2 we know that FŒ(vkn )Q FŒ(v) in L4/3(R2), and consequently in
XŒ. Therefore, using the fact that L induces a linear isomorphism between
X and XŒ, we conclude that
vkn=L
−1(ekn+mknFŒ(vkn )−wvkn )Q L −1(mFŒ(v)−wv) in X.
In particular Lv+wv=mFŒ(v) and v is a critical point for J on S2. L
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3.3. Remark. Actually, from the relation 4mk=Oek, vkP−2J(vk) we
may conclude that m=−c/2. Note also that the limit v found above
satisfies
−Dv+14 |y|
2 v+wv=mFŒ(v).
If we have m > 0, then we may get rid of the coefficient m, by rescaling v to
v˜ :=m1/2v. Then
−Dv˜+14 |y|
2 v˜+wv˜=FŒ(v˜)=bE1(|v˜ |2) v˜−a |v˜ |2 v˜.
As we shall see later on, in the case a > b > 0 we need critical values c < 0
in order to construct non trivial solutions of Eq. (1.11). L
Now we are in a position to state and prove the existence result. For
integers k \ 1, and the index j=1 or j=2, we define the sets
B jk :={h(S
k−1); h: Sk−1 Q Sj continuous and odd} (3.5)
where Sk−1 denotes the unit sphere of a k-dimensional subspace of X.
Notice that arguing as in the proof of Lemma 2.5, one can see that for all
k \ 1 the set B jk is non empty.
First we prove existence of solutions to (1.11) in the case b >max(0, a).
3.4. Theorem. Assume that w > −1 and b >max(0, a). Then, S1 being
as in Lemma 2.5, J and B1k as in (3.1) and (3.5), for any integer k \ 1 the
number
c1, k := inf
A ¥B1k
max
v ¥ A
J(v)
is a critical value of J on S1. Moreover c1, 1 > 0, c1, k [ c1, k+1 and
limkQ+. c1, k=+.. If vk ¥ S1 is a critical point associated to the critical
value c1, k, then kk :=c
1/2
1, k vk is a solution of Eq. (1.11). In particular k1 \ 0.
Proof. The functional J satisfies the Palais-Smale condition on the
manifold S1. Therefore it is a classical result that the sequence (c1, k)k is a
sequence of critical values for J on S1 (see for instance P. H. Rabinowitz
[10], R. S. Palais [9] or O. Kavian [7, théorème 5.3 or théorème 5.5]). As
vk satisfies
−Dvk+
1
4 |y|
2 vk+wvk=m(bE1(|vk |2) vk−a |vk |2 vk)
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for some m ¥ R, multiplying this equation by vk we see that J(vk)=
mF(vk)=m. Therefore m=c1, k > 0 and upon setting kk :=c
1/2
1, k vk one sees
that kk is a solution of (1.11).
In order to see that k1 (which has the same sign as v1) is nonnegative, it
is enough to notice that for v ¥X we have |v| ¥X, and F(v)=F(|v|). As we
have also J(|v|)=J(v), we conclude that if (uk)k is a sequence of S1 such
that
J(uk)Q c1, 1= inf
v ¥ S1
J(v)
then (|uk |)k is also a minimizing sequence for J : therefore the minimizing
sequence can be chosen nonnegative. By Lemma 3.1 we may assume that
uk Q v1 in X and a.e., where J(v1)=c1, 1. Therefore v1 \ 0. L
Next we are going to find non trivial solutions of (1.11) for the case
a > b > 0.
3.5. Proposition. Assume that a > b > 0 and w ¥ R fixed. Then, S2
being as in Lemma 2.6, J and B2k as in (3.1) and (3.5), for any integer k \ 1
the number
c2, k := inf
A ¥B2k
max
v ¥ A
J(v)
is a critical value of J on S2. Moreover c2, k [ c2, k+1 and limkQ+. c2, k=+..
If v2, k ¥ S2 is a critical point associated to the critical value c2, k then in
particular v2, 1 \ 0 and for all k \ 1
−Dv2, k+
1
4 |y|
2 v2, k+wv2, k=−c2, k(bE1(|v2, k |2) v2, k−a |v2, k |2 v2, k). (3.6)
Proof. The proof of the fact that c2, k is a critical value of J on S2, and
the fact that v2, 1 can be chosen nonnegative, is the same as the one given in
the proof of Theorem 3.4. To see that v2, k satisfies (3.6), it is enough to
notice that for a Lagrange multiplier m2, k ¥ R we have
−Dv2, k+
1
4 |y|
2 v2, k+wv2, k=m2, kFŒ(v2, k).
Thenmultiplying this equation by v2, k we get (using the fact that OFŒ(v), vP=
−4 for v ¥ S2):
c2, k=J(v2, k)=−4m2, k.
As FŒ(v2, k)=4(bE1(|v2, k |2) v2, k−a |v2, k |2 v2, k), we deduce (3.6). L
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As we pointed out in Remark 3.3, when a > b > 0 we need negative
values of c2, k in order to construct non trivial solutions of (1.11). In the
following lemma we show that when w < −k=−lk, then c2, j is negative
for a certain range of j’s.
3.6. Lemma. Let k \ 1 be an integer. If a > b > 0, then for all w < −k
we have c2, j < 0 for 1 [ j [ k.
Proof. First let us point out that for any k ¥ L4(R2)0{0} we have
F1(k) [ ||k||4L4(R2) , and as we are assuming a > b > 0, we have F(k) < 0.
Assume k=1. Let v(x) :=hj1(x) for some h > 0, where j1(x) :=
exp(− |x|2/4).AsF(j1) < 0,wemaychooseh > 0 such thatF(v)=h4F(j1)=
−1. Then it is clear that if w < −l1=−1 we have:
J(v)=h2(l1+w) ||j1 ||
2
L2 < 0.
For the general case, we consider the mapping h(k) :=|F(k)| −1/4 k for
k ¥ Sk−1 where, denoting by jj an eigenfunction of L corresponding to lj,
the set Sk−1 is defined by
Sk−1 :=3 Ck
j=1
hjjj; hj ¥ R, C
k
j=1
h2j=14 .
It is clear that h is continuous and odd and therefore h(Sk−1) ¥B2, k. Now if
k ¥ Sk−1 we have, for v :=h(k):
J(v)=|F(k)| −1/2 C
k
j=1
(lj+w) h
2
j
[ |F(k)| −1/2 (lk+w) C
k
j=1
h2j=|F(k)|
−1/2 (lk+w).
Therefore if w < −lk=−k, we have
c2, k [ max
v ¥ h(S k−1)
J(v) [ (lk+w) max
k ¥ S k−1
|F(k)| −1/2 < 0,
where we use the fact that F is continuous and does not vanish on the
compact set Sk−1. L
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Proof of Theorem 1.3. By Lemma 3.6, when w < −k, we know that
c2, j < 0 for 1 [ j [ k. Then it is clear that by Proposition 3.5 there exists
v2, j ¥ S2 such that:
−Dv2, j+
1
4 |y|
2 v2, j+wv2, j=|c2, j | (bE1(|v2, j |2) v2, j−a |v2, j |2 v2, j).
Upon setting kj :=|c2, j |1/2 v2, j, we see that ±kj is a non trivial solution of
(1.11). L
The proof of the regularity and the exponential decay of solutions
follows essentially the one given in Proposition 6.9 of [8]; however due to
the presence of the nonlocal term E1(|k|2) k in the equation satisfied by k,
the proof of decay is a little bit more delicate.
3.7. Proposition. Let a, b, w ¥ R be given. If k ¥X is a solution of
−Dk+14 |y|
2 k+wk=bE1(|k|2) k−a |k|2 k, (3.7)
then k ¥ C2(R) and for d ¥ (0, 1) there exists C(d) > 0 such that
-y ¥ R2, |k(y)|+|Dk(y)|+|D2k(y)| [ C(d) exp(−(1−d) |y|2/4).
Moreover when w > −1, we can take d=0.
Proof. We prove first that k and the right hand side of (3.7) converge
to zero as |y|Q.. Note that if k ¥X then for any p ¥ (1,.) we have
k ¥ Lp(R2). Indeed this is clear for p \ 2, while for 1 < p < 2 we may write
F
R2
|k(y)|p dy=F
R2
|k|p (1+|y|2)p/2 (1+|y|2) −p/2 dy
[ ||(1+| · |2)1/2 k||p2 1F
R2
(1+|y|2) −p/(2−p) dy2 (2−p)/2 <..
On the other hand, since tW t21/|t|
2 is homogeneous of degree zero, by
Caldero´n–Zygmund’s theorem (see G. B. Folland [4]), the operator E1
defined in (1.3) is a continuous linear map from Lp(R2) into itself for any
p ¥ (1,.). Therefore if k ¥X, then the right hand side of (3.7) is in Lp(R2)
for all p ¥ (1,.).
Now if h ¥H1(R2) satisfies
−Dh+h=|bE1(|k|2) k|+|a| |k|3+(1+|w|) |k| ¥ Lp(R2)
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then h ¥W2, p(R2) for all p ¥ (1,.) and therefore, by Sobolev embedding
theorems, h(y) converges to zero as |y|Q+.. By Kato’s inequality, if
z :=|k|, we have Dz \ sign(k) Dk in the sense of distributions, and
−Dz+z [ −Dz+14 |y|
2 z+z [ −Dh+h in DŒ(R2).
Therefore, by the maximum principle for the operator −D+1, we conclude
that z [ h on R2 and that k ¥ C0(R2) (i.e., v is continuous and v(y)Q 0 as
|y|Q+.); the same estimate shows that k ¥ Lp(R2) for all p ¥ (1,.].
Actually we have also k ¥ L1(R2): indeed we can write Eq. (3.7) in the form
−Dk+14 |y|
2 k+k=(1−w) k+bE1(|k|2) k−a |k|2 k=: f ¥ Lp(R2), (3.8)
and multiplying this equation by |k|m−2 k for a fixed m such that 1 < m < 2,
after an integration by parts one sees that >R2 (1+|y|2) |k(y)|m dy <.
(note that the solutions k constructed above via a variational method are
real valued, but one may prove the decay property for complex valued k in
an analogous way). Using this new information one may write, for
h :=1/m:
F
R2
|k(y)| dy=F
R2
|k(y)| (1+|y|2)h (1+|y|2) −h dy
[ 1F
R2
|k(y)|m (1+|y|2) dy21/m 1F
R2
(1+|y|2) −hm/(m−1) dy2 (m−1)/m
<..
In order to see that the right hand side of (3.7) converges to zero at
infinity, we write again that equation in the form given in (3.8), where in
particular f ¥ Lp(R2) for all p ¥ [1, 2]. Denoting v(t) :=kˆ(t), using the
fact that the Fourier transform maps Lp(R2) into Lq(R2) where q :=
p/(p−1) ¥ [2,.], we know that
−Dv+4 |t|2 v+4v=4fˆ ¥ Lq(R2),
for all q ¥ [2,.]. Multiplying this equation by |v|m−2 v¯ for 1 < m < 2 and
integrating by parts, we conclude that >R2 (1+|t|2) |v(t)|m dt <.. There-
fore, arguing as we did above for k, we may conclude that v ¥ L1(R2).
Now F(|k|2)=kˆ f kˆ is also in L1(R2), being the convolution of two
elements of L1(R2). Finally, as t21F(|k|
2)/|t|2 ¥ L1(R2) and as the Fourier
transform maps L1(R) into C0(R2), this shows that E1(|k|2) ¥ C0(R2), and
consequently the right hand side of (3.7) is also an element of C0(R2).
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In order to prove the exponential decay of k, let
c(y) :=14 |y|
2+w−bE1(|k|2)+a |k|2.
Then by Kato’s inequality we know that z :=|k| satisfies
−Dz+cz [ 0 in DŒ(R2).
On the other hand if we set kg(y) :=l exp(−(1−d) |y|2/4) for 0 [ d < 1,
after a simple calculation one sees that
−Dkg+ckg=1d(2−d)4 |y|2+w+1−d−bE1(|k|2)+a |k|22 kg .
If w > −1 set d=0, otherwise assume that 0 < d < 1; then for l > 0 and
R > 0 large enough, for |y| \ R, we have c(y) \ 1 and
d(2−d)
4
|y|2+w+1−d−bE1(|k|2)+a |k|2 > 0,
so that −Dz+cz [ −Dkg+ckg on the open set [|y| > R] and z [ kg on
[|y|=R]. Therefore by the maximum principle we infer that z=|k| [ kg
on [|y| \ R], which means the exponential decay of k, as claimed in the
Proposition.
In order to see that k ¥ C.(R2), it is enough to note that the nonlinearity
appearing in (1.11) is smooth: then a classical bootstrap argument shows
the result. The proof of the decay for Dk and D2k, using the fact that
“kE1(j)=E1(“kj) for j ¥H1(R2), follows the same arguments as above
and we omit the details. L
4. EXISTENCE OF INVARIANT SOLUTIONS WHEN a \ b > 0
When the coefficients a, b appearing in (1.11) are equal, the Eq. (1.11)
becomes
−Dk+14 |y|
2 k+wk=−bE2(|k|2) k, (4.1)
where E2(|k|2) :=|k|2−E1(|k|2). In this case, we are not anymore able to
prove that (4.1) has a non trivial solution for any w in a certain interval
of R. However we will prove that there exists a sequence (wk)k converging
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to −. for which the above equation has a solution. To this end we consi-
der the energy functional (F being as in (2.3))
E(v) := 12 F
R2
(|Nv(y)|2+14 |y|
2 |v(y)|2) dy− 14 F(v) (4.2)
on the manifold (where R > 0 is a given radius)
S3 :=S3(R) :={k ¥X; ||k||2=R2}. (4.3)
More generally in this section we are going to prove existence of stable
pseudo-conformally invariant solutions of Eq. (1.4) in the case a \ b > 0,
by constructing critical points of the energy functional E on S3. We begin
by proving that E satisfies the Palais-Smale condition on S3.
4.1. Lemma. Assume that a \ b > 0. Then the energy E defined in (4.2)
satisfies the following Palais-Smale condition on S3: given a sequence
(vk, mk) ¥ S3×R such that
E(vk)Q c, EŒ(vk)−mkvk Q 0 in XŒ as kQ+.,
then there exists (v, m) ¥ S3×R and a subsequence (vkn , mkn )n such that
(vkn , mkn )Q (v, m) in X×R.
Proof. Using the notations introduced in 2.1, we can write ||v||44=
B1(|v|2)+B2(|v|2) and
E(v)=
1
2
F
R2
1 |Nv(y)|2+1
4
|y|2 |v(y)|22 dy+a−b
4
B1(|v|2)+
a
4
B2(|v|2)
\
1
2
F
R2
1 |Nv(y)|2+1
4
|y|2 |v(y)|22 dy,
because by Lemma 2.1 we know that Bj(|v|2) \ 0, and a \ b > 0. Therefore
E(v) \ 1/2 ||v||2X for all v ¥X and, as E(vk)Q c, we conclude that (vk)k is
bounded in X. In particular we note that (EŒ(vk))k \ 1 is bounded in XŒ.
Now let ek :=EŒ(vk)−mkvk; then
mk=−Oek, vkP+OEŒ(vk), vkP.
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This implies that
|mk | [ |Oek, vkP|+||EŒ(vk)||XŒ ||vk ||X,
that is (mk)k \ 1 is bounded.
We conclude that there exists (v, m) ¥X×R and a subsequence (vkn , mkn )n
such that vkn E v weakly in X and mkn Q m. From Lemma 2.4 we know that
vkn Q v in L
4(R2) 5 L2(R2) and therefore v ¥ S3.
Moreover, using the fact that L induces a linear isomorphism between X
and XŒ, we conclude that
vkn=L
−1(ekn+bE1(|vkn |
2) vkn −a |vkn |
2 vkn+mknvkn )
Q L −1(bE1(|v|2) v−a |v|2 v+mv) in X.
In particular Lv=bE1(|v|2) v−a |v|2 v+mv and v is a critical point of E
in S3. L
In order to state and prove the existence result, we define for k \ 1 the
sets
B3k :={h(S
k−1); h: Sk−1 Q S3 continuous and odd}, (4.4)
where, as in (3.5), Sk−1 is the unit sphere of a k-dimensional subspace of X.
4.2. Theorem. Assume a \ b > 0, the functional E, the manifold S3 and
the sets B3k being defined in (4.2), (4.3) and (4.4). Then for any integer k \ 1
the number
c3, k := inf
A ¥B3k
max
v ¥ A
E(v)
is a critical value of E on S3. Moreover, c3, 1 > 0, c3, k [ c3, k+1 and
limkQ+. c3, k=+.. If kk ¥ S3 is a critical point associated to the critical
value c3, k, then k1 \ 0 and there exists wk ¥ R satisfying wk [ −2c3, k such
that
−Dkk+
1
4 |y|
2 kk+wkkk=bE1(|kk |2) kk−a |kk |2 kk. (4.5)
Proof. The fact that c3, k is a critical value of E on S3, as well as the
fact that k1 \ 0, follow from the same arguments as the ones given in the
proof of Theorem 3.4. Since a \ b > 0, we have for any v ¥X, v – 0
E(v)=
1
2
OLv, vP+
a−b
4
B1(|v|2)+
a
4
B2(|v|2) > 0
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and we conclude easily that c3, 1 > 0. Now let kk be a critical point of E on
S3 corresponding to c3, k. Then there exists a Lagrange multiplier mk such
that EŒ(kk)=mkkk. Multiplying this equation by kk one gets OEŒ(kk), kkP=
mk ||kk ||2=mk. Since for any v ¥X
OEŒ(v), vP=2E(v)+a−b
2
B1(|v|2)+
a
2
B2(|v|2) \ 2E(v),
we conclude that mk \ 2c3, k. Finally setting wk :=−mk one sees that kk
satisfies (4.5) L
It is clear that for each critical value c3, k there exists at least a critical
point kk on the manifold S3(R) and a certain Lagrange multiplier wk such
that Eq. (4.5) is satisfied. However if there are multiple critical points cor-
responding to a given critical value, one should be aware that the Lagrange
multiplier wk might depend also on kk. As we are going to see in the next
section during the study of stability of the invariant solutions constructed
with kk, it is important, although elementary, to notice that for a given k
the possible Lagrange multipliers are bounded.
4.3. Lemma. For each k \ 1 and R > 0, there exists a constant
C(k, R) > 0 such that if kk ¥ S3(R) is a critical point associated with the
critical value c3, k and wk the corresponding Lagrange multiplier for which
Eq. (4.5) is satisfied, then |wk | [ C(k, R).
Proof. Indeed we know that 2E(kk)=2c3, k \ ||kk ||2X . Therefore, mul-
tiplying (4.5) by kk, one sees that
|wk | R2=|bB1(kk)−a ||kk ||
4
4−||kk ||
2
X | [ C,
where C is a constant depending on c3, k and a, b. L
5. STABILITY OF INVARIANT SOLUTIONS WHEN a \ b > 0
In order to state and prove the stability of some of the self-similar
solutions of Eq. (1.4), we first notice that if k is a solution of the Eq. (1.11),
then the function v˜(s, y) :=exp(iws) k(y) is a special solution to the
evolution equation
i“sv+Dv− 14 |y|2 v=a |v|2 v−bE1(|v|2) v, (5.1)
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with v˜(0, y)=k(y). Actually this equation is an evolution Schrödinger
equation where the corresponding linear semi-group is exp(− isL) acting
on L2(R2) (and also on the space X). As a matter of fact the two evolution
Eqs. (1.4) and (5.1) are variants of each other via a change of variables.
Indeed, if v(s, y) is a solution of Eq. (5.1), the function u(t, x) defined by
u(t, x) :=(1+t2) −1/2 exp 5 it |x|2
4(1+t2)
6 v 1arctan t, x
`1+t2
2 (5.2)
satisfies the Eq. (1.4) with the initial data u(0, x)=v(0, x). Analogously, if
u(t, x) is a solution of (1.4) then
v(s, y) :=(1+tan(s)2)1/2 exp(− i tan(s) |y|2/4) u(tan(s),`1+tan(s)2 y)
(5.3)
is a solution of (5.1) with v(0, y)=u(0, y).
Following the same procedures as in the classical proof of local existence
theorems for the nonlinear Schrödinger equation, an existence and
uniqueness theorem can be proved for Eq. (5.1), provided the initial data
v(0, · ) belongs to X. One can also get the following conservation laws
for a solution of this equation constructed in X on an interval of time
]−Smin, Smax[:
for s ¥ ]−Smin, Smax[, ||v(s)||2=||v(0)||2, E(v(s))=E(v(0)).
Since solutions of (1.11) are standing waves for Eq. (5.1), one can expect
that those solutions corresponding to a minimal energy are stable. Indeed,
assume a \ b > 0 and consider the set of ground states
G :={k ¥ S3 ; E(k)=c3, 1}, (5.4)
where c3, 1=infA ¥B31 supv ¥ A E(v)=infv ¥ S3 E(v).
From Theorem 4.2 we know that G ]”. More precisely for any k ¥G
there exist w1 :=w1(k) < 0 depending on k such that
−Dk+14 |y|
2 k+w1k=bE1(|k|2) k−a |k|2 k.
Then the function Y(s, y) :=e iw1sk(y) is a (standing wave) solution of (5.1).
Saying Y is stable means that if the initial data v(0, · ) of the Eq. (5.1) is
close enough to k, then the trajectory of v(s, · ) remains close to the set G,
as s varies in R (in particular this means also that the solution is global in
time).
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Before proving our stability result, we state and prove the following
lemma about the compactness and weakly closedness of the set G; these
results will be needed in the proof of the stability result.
5.1. Lemma. The set G is compact and weakly sequentially closed in X.
More precisely if (kn)n \ 1 is a sequence of G, then there exists k ¥G and a
subsequence (knk )k \ 1 such that knk Q k in X. Also if (kn)n \ 1 is a sequence of
G and kn E k in X-weak, then kn Q k strongly in X.
Proof. Let (kn)n \ 1 be a sequence of G. As mentioned in the proof of
Lemma 4.3, (kn)n \ 1 is bounded in X and therefore there exists a sub-
sequence (knk )k \ 1 and k ¥X such that knk E k in X-weak. By the com-
pactness of the embeddings X … Lp(R2) for 2 [ p <. we conclude that
||k||=R and that Fj(knk )Q F(k) where the functionals Fj(v) :=Bj(|v|
2) are
defined in Lemma 2.2.
Now recall that E is weakly sequentially lower continuous: indeed
E(v)=
1
2
||v||2X+
a−b
4
F1(v)+
a
4
F2(v),
and the Fj’s are weakly sequentially continuous, while vW ||v||
2
X is
weakly sequentially l.s.c. As a conclusion we deduce that E(k) [
lim infkQ. E(knk )=c3, 1, and therefore E(k)=c3, 1, i.e., k ¥G. It remains
to prove that knk Q k in X strongly. To see this it is enough to observe that
||knk ||X Q ||k||X, and this follows from
||knk ||
2
X=2E(knk )+
1
2 F(knk )Q 2c3, 1+
1
2 F(k)=2E(k)+
1
2 F(k)=||k||
2
X .
(5.5)
This proves that G is compact. On the other hand, one is easily convinced
that the proof of the other claims of the lemma is contained in this
Proof. L
Now we are in a position to state and prove our stability result.
5.2. Theorem. The set G is stable in the following sense: for any e > 0,
there exists d > 0 such that if v0 ¥X satisfies
inf
k ¥G
||v0−k||X < d
244 CIPOLATTI AND KAVIAN
then Eq. (5.1) has a global solution v(s, y) such that v(0, y)=v0(y) and
sup
s ¥ R
inf
k ¥G
||v(s, · )− e iw1sk||X < e.
Proof. Arguing by contradiction, we proceed as in Th. Cazenave–
P. L. Lions [1]. If G is not stable, there exists e0 > 0 such that for all
integer n \ 1 we can find v0n ¥X satisfying
rn := inf
k ¥G
||v0n−k||X [
1
n
, and sup
−Smin < s < Smax
inf
k ¥G
||vn(s, · )− e iw1sk||X \ e0,
where vn ¥ C(]−Smin, Smax[; X) is the unique solution of Eq. (5.1) with
initial data v0n on the interval ]−Smin, Smax[ … R.
Let kn ¥G such that rn [ ||v0n−kn ||X < rn+1/n. Since G is bounded in X
and the sequence (w1(kn))n is bounded in R, there exist (kg, wg) ¥X×R
and a subsequence (knk , w1(knk ))k such that knk E kg weakly in X and
knk Q kg in L
4(R2) 5 L2(R2), while w1(knk )Q wg. By Lemma 5.1 we know
that knk Q kg in X and kg ¥G.
Also, from the fact that ||v0n−kn ||X Q 0, we may infer that v0nk Q kg in X
and v0nk Q kg in L
4(R2) 5 L2(R2) as well.
On the other hand, by a continuity argument, one may observe that
there exists sk ¥ ]−Smin, Smax[ such that
inf
k ¥G
||vnk (sk, · )−e
iw1(k) skk||X \ 12 e0. (5.6)
Setting k˜k :=e − iw1(knk ) skvnk (sk, · ), it follows from the conservation of charge
and energy for the Eq. (5.1) that
||k˜k ||=||v0nk ||Q R E(k˜k)=E(v0nk )Q c3, 1 as kQ+..
All this means that (k˜k)k is a bounded sequence in X and there exists k˜ ¥X
and a subsequence (still denoted by (k˜k)k) such that k˜k E k˜ weakly in X
and k˜k Q k˜ in Lp(R2), for 2 [ p <+.. Therefore k˜ ¥G and E(k˜k)Q
E(k˜). Again, invoking relation (5.5) used in the proof of Lemma 5.1 (where
knk is replaced with k˜k and k with k˜), we observe that actually k˜Q k˜k
strongly in X. Indeed this is a contradiction with (5.6). L
5.3. Remark. Theorem 5.2 and the relation given by (5.2) leads us to
obtain the stability of invariant solutions of Eq. (1.4) by means of the
stability of standing waves for Eq. (5.1). More precisely, if e > 0
is given, we know that there exists d > 0 such that if u0 ¥X satisfies
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infk ¥G ||u0−k||X < d, then, denoting by v the solution of (5.1) defined via
(5.3), we have in particular
inf
k ¥G
||v(s)− e iw1sk|| [ inf
k ¥G
||v(s)− e iw1sk||X < e.
As ||v(s)− e iw1sk||=||u(t)−F(t)|| where F denotes the invariant solution
(here t=tan(s) for |s| < p/2)
F(t, x) :=
1
`1+t2
exp 5 it |x|2
4(1+t2)
+iw1 arctan t6 k 1 x`1+t22 ,
this means that u remains close to G in the L2 sense. Also, due to the fact
that one has X … Lp(R2) for all p ¥ [2,.) with a continuous embedding,
we have
inf
k ¥G
||u(t)−F(t)||p=(1+t2)
−(p−2)
2p inf
k ¥G
||v(s)− e iw1sk||p
[ C(p)(1+t2)
−(p−2)
2p e,
meaning that the profile of the solution u(t) converges to that of an
invariant solution F at least as fast as t −(p−2)/p when tQ+..
It is also noteworthy to state the following property: if we denote by
Zk(t, x) :=exp(− it |x|2/4(1+t2))(u(t, x)−F(t, x))
then, for an initial data u0 close enough to G in the above sense, we have
inf
k ¥G
||NZk(t)|| [ e(1+t2) −1/2.
This means that, up to a change of phase, u(t)−F(t) has a gradient which
converges to zero. Recall that the solution F(t, x) defined above is
invariant in the sense of the Definition 1.1 under the action of the traceless
matrix B3 defined in (1.7) (or rather under the action of exp(sB3)), that is
with the notation introduced in (1.5) we have [exp(sB3) F](t, x)=
e isw1F(t, x).
Finally note that the invariant solutions constructed here (for any values
of a, b for which such solutions do exist) have a time behaviour which is
completely different from the standing wave solutions constructed in [2].
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