Cut generation and lifting are key components for the performance of state-of-the-art mathematical programming solvers. This work proposes a new general cut-and-lift procedure that exploits the combinatorial structure of 0-1 problems via a binary decision diagram (BDD) encoding of their constraints. We present a general framework that can be applied to a large range of binary optimization problems and show its applicability for normally distributed chance constraints. We identify conditions for which our lifted inequalities are facet-defining and derive a new BDD-based cut generation linear program. Such a model serves as a basis for a max-cut combinatorial algorithm over the BDD that can be applied to derive valid cuts more efficiently. Our numerical results show encouraging performance when incorporated into a state-of-the-art mathematical programming solver, significantly reducing the root node gap, increasing the number of problems solved, and reducing the run-time by a factor of three on average.
Introduction
Cutting plane methodologies have played a key role in the theoretical and computational development of mathematical programming [19, 43] . Extensive literature has focused on cuts that exploit special problem substructure, leading to an array of techniques that are now integral into state-of-the-art solvers [37] . For general problems, cuts are obtained either by leveraging disjunctive reformulations [10, 11] or by lifting, i.e., relaxing an initial inequality so that it is valid for a higher-dimensional polyhedron [29, 39, 54] .
In this paper, we study both a cut generation procedure and a lifting approach for general binary optimization problems of the form
where the feasible set X is arbitrary, e.g., possibly represented by a conjunction of linear and/or non-linear constraints. Our methodologies consist of exploiting network structure via a binary decision diagram (BDD) embedding of X.
A BDD is a graphical model that represents solutions as paths in a directed acyclic graph, which in our context can be viewed as a network-flow reformulation of X. Such a model is potentially orders of magnitude smaller than an explicit representation of X as it identifies and merges equivalent partial solutions. Several BDD encodings have already been investigated for linear and non-linear problems [13, 14, 40] and are used to exploit submodularity [15] or more general combinatorial structure [17] . We propose a sequential lifting procedure that can be applied to any initial inequality (e.g., given by another cutting-plane technique). The lifting algorithm uses 0-1 disjunctions derived from a BDD representation of X to rotate inequalities while maintaining their validity. We show that each step of our sequential lifting, when applicable, increases the dimension of the face by at least one, and we establish conditions for which the inequality becomes facetdefining. We also draw connections between our procedure and existing lifting techniques from disjunctive programming [9] , showing that our approach generalizes well-known lifting procedures for 0-1 inequalities [8, 31, 48] .
For our cut generation approach, we propose a new linear formulation of the BDD polytope based on capacitated flows, which leads to an alternative cut generation linear program (CGLP) for separating infeasible points from X. We show that the set of cuts derived from this model defines the convex hull of the solutions encoded by the BDD, i.e., X. Moreover, in contrast to recent cutting-plane algorithms based on BDDs [28, 51] , our CGLP does not require any additional information about X, such as interior points or normalization constraints. Finally, for practical purposes, we build on this model to present a weaker but computationally faster alternative that solves a combinatorial max-flow/min-cut problem over the BDD to generate valid inequalities.
For optimization problems where a BDD for X may be exponentially large in n, our lifting and cut procedures remain valid when considering instead a limited-size relaxed BDD for BP, i.e., where the BDD encodes a superset of X.
Several efficient methods exist to build relaxed BDDs, such as only considering a subset of the problem constraints [17] . This approach is similar in spirit, e.g., to when a linear relaxation is used to lift cover inequalities of a single knapsack constraint [8] . Nonetheless, here we exploit the discrete relaxation provided by the BDD as opposed to a continuous relaxation, which captures some of the combinatorial structure of the problem.
As a case study, we apply our combinatorial cut-and-lift procedure to a class of 0-1 chance-constrained problems. Chance constraints are common in stochastic optimization to model uncertainty or enforce robustness [5, 27, 50, 25] . Existing solutions methods include sampling [41, 46] , scenario reformulation [2, 42] , and Lagrangian relaxation [1] , for which both the lifting and cutting-planes presented here can be useful. In particular, we focus on binary problems with normally distributed chance constraints:
where, for each j, a j ∈ R n is a vector of random variables with a joint normal distribution and ǫ j is a threshold probability. Each inequality of CC can be rewritten as a second-order cone (SOC) constraint [47] , which are amenable to commercial solvers such as CPLEX [34] and Gurobi [30] . However, solver performance on problems with SOC constraints is still not comparable to the integer linear programming (ILP) case, despite advances in linearization methods [52, 53] and cutting-planes for SOC [6, 7, 38] . We investigate problems with multiple SOC inequalities, each reformulated with an appropriate BDD encoding. We experiment on the knapsack chanceconstraint benchmark [6, 35] and over 270 randomly generated instances with joint-distributed chance constraints, incorporating both our general cutting and lifting approaches into CPLEX. We show that our combinatorial cut-andlift procedure achieves a 52.2% average root gap reduction, has comparable average solving time, and solves 17 more instances on the knapsack benchmark when compared to existing cut-and-lift methodologies [6] . Similarly, our procedure outperforms CPLEX on the random dataset by achieving a 35.3% average root gap reduction, solving 31 more instances (168 vs. 137), and reducing the mean run-time threefold.
The remainder of the paper is as follows. §2 describes related works in the BDD and lifting literature. §3 introduces notation and background material. §4 describes our combinatorial lifting procedure while §5 details our BDDbased cutting-plane algorithm. §6 introduces the chance-constraint problem and describes the BDD encoding for SOC inequalities. Lastly, §7 and §8 present the empirical evaluation and final remarks, respectively.
Related Work
Recent research has shown the versatility of BDDs for modeling linear and non-linear inequalities [4, 32, 18, 15] and there is a growing literature on BDD encodings for vehicle routing [23, 49, 36] , scheduling [26, 20, 21, 33] , and other combinatorial optimization problems [14, 16, 24, 17] . Within the context of this work, Becker et al. (2005) [12] presented the first BDD cut generation procedure based on an iterative subgradient algorithm that relies on a longest-path problem over the BDD. Behle (2007) [13] formalized this procedure and proposed a branch-and-cut algorithm that employs BDDs to generate exclusion and implication cuts. The author also introduced the network flow model employed by most BDD cutting-plane procedures [28, 40, 51] .
Tjandraatmadja and van Hoeve (2019) [51] recently demonstrated how to generate target cuts from polar sets, using relaxed BDDs to obtain more computationally tractable procedures. Davarnia and van Hoeve (2020) [28] proposed an iterative method to generate outer-approximations for non-linear inequalities. Both works introduce BDD-based cutting models, which we further discuss and compare to our approach in §5.4. Lastly, Lozano and Smith (2018) [40] designed a new class of BDD cuts for two-stage stochastic programming problems using BDDs to encode second-stage decisions. The authors propose a CGLP where arc capacities are given by first-stage decision, which resembles our approach (see §5).
While the literature on BDD cutting-plane procedures has recently grown, to the best of our knowledge, this is the first work that leverages BDDs for lifting existing inequalities. Our combinatorial lifting, however, has a strong relationship to lifting algorithms based on 0-1 disjunctions [9] , including procedures for knapsack inequalities [8, 45, 44] and submodular functions [31, 6] . In particular, our methodology is closely related to the n-step lifting procedure by Perregaard and Balas (2001) [48] , which generalizes previous works. A brief description of this procedure can be found in §3 and its relationship to our combinatorial lifting algorithm is delineated in §4.4.
Background
This section introduces the notation used throughout this work and the background material on decision diagrams for optimization. We also discuss previous concepts of disjunctive programming that are related to our methodology.
For convenience, we assume n ≥ 1 and let I := {1, ..., n} represent the component indices of any point x in an n-dimensional set.
Facets and Convex Hulls. We denote by dim(P ) the dimension of a polytope P ⊆ [0, 1] n . An inequality π ⊤ x ≤ π 0 with π ∈ R n and π 0 ∈ R is valid for P if π ⊤ x ≤ π 0 holds for all x ∈ P . The inequality defines a face of P if F (π) := {x ∈ P : π ⊤ x = π 0 } is not empty, i.e., the inequality supports P . A face F (π) is a facet if dim(F (π)) = dim(P ) − 1; in such a case, π ⊤ x ≤ π 0 is facet-defining. Finally, we denote the convex hull of P by conv(P ).
Binary Decision Diagrams.
A BDD B is an extended representation of a set X B ⊆ {0, 1} n as a network. Specifically, B = (N , A) is a layered directed acyclic graph with node set N and arc set A. The node set N is partitioned
into n+1 layers N = (N 1 , ..., N n+1 ). The first and last layers are the singletons N 1 = {r} and N n+1 = {t}, respectively, where r is the root node and t is the terminal node. An arc a = (u, v) ∈ A has a source node s(a) = u and a target node t(a) = v in consecutive layers, i.e., v ∈ N i+1 whenever u ∈ N i for i ∈ I. The points of X B are mapped to paths in the network, as follows. With each arc a ∈ A we associate a value v a ∈ {0, 1}, where a node u ∈ N has at most one arc of each value emanating from it. Given an arc-specified r− t path p = (a 1 , ..., a n ) with s(a 1 ) = r and t(a n ) = t, we let x p := (v a1 , v a2 , . . . , v an ) ∈ {0, 1} n be the n-dimensional point encoded by path p. Thus, if P is the set of all r − t paths in B, the set of points represented by the BDD is
A BDD B is exact for set X ⊆ {0, 1} n when X = X B , i.e., there is a one-to-one relationship between the points in X and the r − t paths in B. Alternatively, B is relaxed when X ⊆ X B , i.e., every point in X maps to a path in B but the converse is not necessarily true. Figure  1 illustrates two exact BDDs for X: B 1 on the left-hand side and B 2 on the right-hand side. Dashed and solid arcs have a value of 0 and 1, respectively. Each point x ∈ X is represented by a path in B 1 and B 2 . For example, x = (1, 0, 0, 1) ∈ X is encoded by the path ((r, u 2 ), (u 2 , u 4 ), (u 4 , u 5 ), (u 5 , t)) in B 1 , and by the path ((r,
A BDD B is reduced if it is the smallest network (with respect to number of nodes) that represents the set X B . There exists a unique reduced BDD for a given ordering of the indices I. Furthermore, given any B and an ordering, we can obtain its associated reduced BDD in polynomial time in the size of B [22] . For instance, B 1 in Figure 1 is reduced and can be obtained by merging nodes u ′ 4 and u ′ 5 from B 2 and adjusting their emanating arcs appropriately. Several exact and relaxed BDD construction mechanisms are available for general and specialized discrete optimization problems [17, 15, 51] . These techniques are based on either reformulating the problem as a dynamic program, where B represents an underlying state-transition graph, or by separating in-feasible paths of a relaxed BDD. It is often the case that BDDs can be exponentially smaller than enumerating X B explicitly [17] . If exact BDDs are too large, relaxed BDDs can be built for X by either imposing a limit on the number of nodes (e.g., a polynomial in the problem input) or by considering only a subset of the problem constraints. We discuss the construction and relaxation techniques used for our chance-constraint case study in §6.
An Iterative Lifting Procedure based on Disjunctive Programming. We now describe Perregaard and Balas (2001) [48] n-step lifting procedure that is closely related to our methodology. Given a mixed-integer linear programming (MILP) problem of the form max
where fewer variables are constrained to be integral. The set K that defines the disjunctive constraints is typically derived by considering the 0-1 integrality constraints of individual variables (e.g., x i ≤ 0 ∨ x i ≥ 1). Let P DP be the set of solutions of DP. The n-step procedure considers two inputs: (a) an inequality π ⊤ x ≤ π 0 that supports conv(P DP ); and (b) an arbitrary target inequality π ⊤ x ≤ π 0 that is tight for all integer points in F (π). The procedure uses a parameter γ to rotate the supporting inequality towards the target inequality, generating a new lifted inequality (π +γ π) ⊤ x ≤ π 0 +γ π 0 that is valid for conv(P DP ). In particular, if π ⊤ x ≤ π 0 is not valid for P DP , it can be shown that there is a finite maximal γ given by the disjunctive program
Under the same assumptions, the lifted inequality becomes a facet of conv(P DP ) if the procedure is repeated n times, using the rotated inequality and an appropriate target inequality.
Similarly, our approach is a sequential procedure that relies on disjunctive inequalities for lifting. It differs from existing methods in that we exploit the combinatorial structure encoded by a BDD as opposed to a disjunctive program relaxation. Such a BDD may encode, e.g., complex non-linear constraints that are not necessarily convex [15] . Furthermore, we also exploit the network to derive a tractable and efficient way to compute several disjunctions simultaneously, while previous algorithms are typically restricted to a small number of disjunctions [48] . To highlight the connection between methods, we show in §4.4 that our lifting technique becomes a special case of Perregaard and Balas (2001) under a restricted setting.
Combinatorial Lifting
We now present our combinatorial lifting procedure and develop its structural properties. Throughout this section, we assume that, for a given X ⊆ {0, 1} n , (a) π ⊤ x ≤ π 0 is a valid inequality that supports conv(X); (b) B is an exact BDD for X, i.e., X B = X; and (c) For any i ∈ I, there exists x, x ′ ∈ X such that x i = 0 and x ′ i = 1. Assumption (a) is a common lifting condition that is satisfied by setting π 0 := max x∈X π ⊤ x . This, in turn, can be enforced in linear time in the size of B (see §4.2). Assumption (b) is needed for our theoretical results but it can be relaxed in practice (see §7). For (c), we can soundly remove any i-th component not satisfying the assumption, adjusting n accordingly.
Our goal is to lift π ⊤ x ≤ π 0 and better represent conv(X) by exploiting the network structure of B. The resulting cuts are valid for any subset X ′ ⊆ X; e.g., when B (and hence X) is a relaxation of some feasible set.
We begin in §4.1 by introducing our lifting mechanism based on variable disjunctions. We then present in §4.2 a methodology that computes such a lifting in polynomial time in the size of B (i.e., in the number of nodes and arcs). Next, in §4.3 we incorporate the technique in a sequential procedure and investigate the dimension of the resulting face. Finally, we depict the relationship with previous disjunctive methodologies in §4.4.
Disjunctive Slack Lifting
The core element of our lifting procedure is what we denote by disjunctive slack vector (or d-slack in short). The i-th component of the d-slack indicates the change in the maximum values of the left-hand side of π ⊤ x ≤ π 0 when varying x i . This is formalized in Definition 1.
Definition 1
The disjunctive slack vector λ(π) with respect to π is
For notational convenience, we let S − (π) := {i ∈ I : λ i (π) < 0}, S 0 (π) := {i ∈ I : λ i (π) = 0}, and S + (π) := {i ∈ I : λ i (π) > 0} be a partition of I with respect to negative, zero, and positive d-slacks, respectively. Lemma 1 presents key properties of d-slacks used for our main results. Lemma 1 For any λ(π) and index i ∈ I,
Proof For the necessary conditions, consider first x i = 1 for all x ∈ F (π).
Since the solutions when optimizing over π ⊤ x must belong to the face F (π), we must necessarily have λ 1 i (π) < λ 0 i (π) and the d-slack λ i (π) is negative. An analogous reasoning holds for the other two cases.
For the sufficient conditions, consider first i ∈ S − (π). Then λ 1 i (π) = π 0 and λ 0 i (π) < π 0 , i.e., all x ∈ F (π) are such that x i = 1. The same argument can be applied to the case i ∈ S + (π). Lastly, if k ∈ S 0 (π), λ 0 i (π) = λ 1 i (π) = π 0 . Thus, there exists x ∈ F (π) that maximizes λ 1 i (π) (i.e., x i = 1) and x ′ ∈ F (π) that maximizes λ 0 i (π) (i.e., x ′ i = 0). We now show in Theorem 1 how to apply the d-slacks to lift π ⊤ x ≤ π 0 . In particular, the resulting inequality is valid for X (and thereby conv(X)), the dimension of the face necessarily increases, and points separated by the original inequality are still separated after lifting. This last characteristic is important, e.g., if the input inequality π ⊤ x ≤ π 0 was derived to separate a fractional point. Note that we require a d-slack with a non-zero component to rotate the inequality, as we later illustrate in Example 2.
otherwise.
The following properties hold:
and dim(F (π ′ )) ≥ dim(F (π)) + 1.
(3) For anyx ∈ [0, 1] n with π ⊤x > π 0 , we have that π ′⊤x > π ′ 0 . Proof Let x ∈ X. We begin by showing (1) and (2) . Assume first that i ∈ S + (π). By construction, π ′⊤ x ≤ π ′ 0 ⇐⇒ π ⊤ x + λ i (π)x i ≤ π 0 . If x i = 0, the lifted inequality is equivalent to the original and therefore valid. Otherwise, if x i = 1, i ∈ S + (π) implies that λ i (π) = π 0 − λ 1 i (π). Thus,
. The last inequality above holds because we are restricting to the case x i = 1 and, by definition,
. Since x ′ i = 0 for all x ′ ∈ F (π) (Lemma 1), the lifted inequality is tight for all x ′ ∈ F (π), i.e., F (π) ⊂ F (π ′ ). Notice also that this inequality is tight for
Then, x * is affinely independent to all points of F (π) and therefore dim(F (π ′ )) ≥ dim(F (π)) + 1. Assume now that i ∈ S − (π). Once again by construction,
If x i = 1, the lifted inequality is equivalent to the original and therefore valid. Otherwise, if x i = 0, i ∈ S − (π) implies that λ i (π) = λ 0 i (π) − π 0 . Thus,
. The last inequality above holds because x i = 0 and, by definition, λ 0
As before, notice that this inequality is tight for
. Since x ′ i = 1 for all x ′ ∈ F (π) (Lemma 1), the inequality is tight for all x ′ ∈ F (π), x * is affinely independent to all points of F (π), and therefore dim(F (π ′ )) ≥ dim(F (π)) + 1.
Lastly, we demonstrate (3) . We restrict to the case i ∈ S + (π); the other case is analogous. Given a fractional pointx ∈ [0, 1] n as defined above, we have π ′⊤x = π ⊤x + λ i (π)
Example 2 Let X = {x ∈ {0, 1} 4 : 7x 1 + 5x 2 + 4x 3 + x 4 ≤ 8} and consider an inequality x 1 + x 2 ≤ 1 supporting conv(X). The d-slack is λ(π) = (0, 0, 1, 0) ⊤ and the lifted inequality with respect to λ 3 (π) = 1 is π ′⊤ x = x 1 + x 2 + x 3 ≤ 1. Note that π ′⊤ x ≤ 1 is facet-defining for conv(X) and λ(π ′ ) = 0.
Extracting Disjunctive Slacks from BDDs
Identifying d-slacks λ(π) is as a non-trivial task since we are required to solve 2n binary optimization problems, i.e., one for each component i ∈ I and values 0 and 1. We now develop a procedure that generates the d-slacks by exploiting the network representation of a BDD B = (N , A) for X. We also show that the procedure complexity is linear in the number of arcs |A| of B. First, for each arc a ∈ A with value v a ∈ {0, 1} and source s(a) ∈ N i for some i ∈ I, we associate a length of π i · v a . Note that the longest r − t path of B with respect to such lengths maximizes π ⊤ x over X. Similarly, given the r − t paths P of B, let ℓ a := max n k=1 π k · v a k : p = (a 1 , . . . , a n ) ∈ P, a i = a be the longest-path value conditioned on all paths that include a. Because each index i ∈ I is uniquely associated with layer N i , it follows that
and the final d-slacks are obtained by the differences λ 0 i (π) − λ 1 i (π) for all i. The lengths ℓ a are derived by performing two longest-path computations over B. Specifically, let A in (u) and A out (u) be the set of incoming and outgoing arcs of a node u ∈ N , respectively. The solution of the recursion
Algorithm 1 Sequential Combinatorial Lifting Procedure 1: procedure CombinatorialLifting( π, π 0 , B ) 2:
Calculate the disjunctive slacks λ(π) 3:
while λ(π) = 0 do 4:
Choose i ∈ I such that λ i (π) = 0 5:
Apply Theorem 1 to calculate π ′ , π ′ 0 6: Set π, π 0 = π ′ , π ′ 0 7: Recalculate λ(π) 8:
return π, π 0 provides the longest-path value L ↓ (π, u) from r to u, while the recursion
provides the longest-path value L ↑ (π, u) from u to t. The values L ↓ (π, u) can be calculated via a top-down pass on B, i.e., starting from r and considering one layer N 2 , . . . , N n+1 at a time. Analogously, the values L ↑ (π, u) are obtained via a bottom-up pass on B, i.e., starting from t and considering one layer N n , N n−1 , . . . , N 1 at a time. For any arc a = (s(a), t(a)) such that s(a) ∈ N i ,
Since each arc is traversed twice via the top-down and bottom-up passes, the complexity of the procedure is O(|A|).
Sequential Lifting and Dimension Implications
The lifting procedure detailed in Theorem 1 can be applied sequentially to strengthen an inequality. Specifically, we start with π, π 0 satisfying our main assumptions (a)-(c). Next, we calculate the d-slacks, choose i ∈ I such that λ i (π) = 0, and apply Theorem 1 to obtain the tuple π ′ , π ′ 0 defining the lifted inequality. We re-apply this operation with the new π ′ , π ′ 0 , and repeat until λ i (π) = 0 for all i ∈ I. The procedure stops in a finite number of iterations since the face dimension increases after each rotation; see property (2) of Theorem 1. We summarize the procedure in Algorithm 1.
The choice of i in step 4 of Algorithm 1 is critical to the dimension of the resulting face, as illustrated in Example 3.
Example 3
Consider the set X = {x ∈ {0, 1} 3 : 5x 1 + 2x 2 + 3x 3 ≤ 6} and inequality π ⊤ x = x 1 + x 2 + x 3 ≤ 2 that supports conv(X). We have λ(π) = (1, −1, −1) ⊤ and the lifted inequality with respect to λ 1 (π) = 1 is π ′⊤ x = 2x 1 + x 2 + x 3 ≤ 2 and has λ(π ′ ) = 0. The lifted inequality is not facet-defining since dim(conv(X)) = 3 and dim(F (π ′ )) = 1.
If we instead lift
In this case, the lifted inequality is facet-defining since dim(F (π ′ )) = 2.
In order to understand the impact of the index choice, we first show in Lemma 2 a relationship between d-slacks and the dimension of the face. Specifically, the cardinality of S 0 (π) bounds dim(F (π)). We later use this result to gauge when the sequential procedure leads to a facet-defining inequality.
Proof For any i ∈ S − (π) ∪ S + (π), the value of x i is fixed at either 0 or 1 for all x ∈ F (π) according to Lemma 1. Thus, the dimension of dim(F (π)) is bounded by |S 0 (π)|, since at most |S 0 (π)| + 1 affinely independent points can be obtained from F (π). Now, assume S 0 (π) = ∅ and dim(F (π)) > 0.
. These two points are affinely independent and therefore dim(F (π)) ≥ 1. Thus, S 0 (π) = ∅ if dim(F (π)) = 0.
Example 3 depicts a case where |S 0 (π)| increases faster than the number of affinely independent points in F (π). In view of Lemma 2, we would like to choose i so that |S 0 (π)| increases at a slower rate, since each lifting operation increases dim(F (π)) by at least one according to Theorem 1-(2). We show in Theorem 2 that the slow increase of |S 0 (π)| occurs when there exists a unique slack with minimum non-zero absolute value.
Then, for π ′ , π ′ 0 obtained when lifting π, π 0 with respect to λ i (π), dim(F (π ′ )) = dim(F (π)) + 1 and |S 0 (π ′ )| = |S 0 (π)| + 1.
Proof From Lemma 1, it suffices to show that, for any x ∈ F (π ′ ) and i ′ ∈ S 0 (π) such that i ′ = i, we have: 1) i ′ ∈ S + (π) implies that x i ′ = 0; and 2) i ′ ∈ S − (π) implies that x i ′ = 1. In such cases, an index i ′ that was originally in S − (π) or S + (π) will remain in its original partition S − (π ′ ) or S + (π ′ ) for the lifted π ′ . The statement then follows due to Theorem 1-(2) and Lemma 2.
We will focus our attention to the case λ i (π) > 0 (the others are analogous). For any x ∈ F (π ′ ), we have by construction that π ⊤ x = π ′ 0 −λ i (π)x i ≥ π 0 − λ i (π). Assume, for the purpose of a contradiction, that x i ′ = 1 and that
Similarly, assume that λ i ′ (π) < 0 and
Theorem 2 provides a simple choice rule based on picking i with the minimum absolute slack. It also indicates when this rule will converge to a facetdefining inequality. We formalize it in Corollary 1 below, which can be derived as a direct consequence of Theorem 2.
Corollary 1 If dim(F (π)) = |S 0 (π)|, the sequential lifting procedure (Algorithm 1) with the minimum slack absolute rule produces a facet-defining inequality if, at each lifting iteration except the last, the chosen i ∈ I is such
Finally, we note that, in general, it may not be possible to achieve a facetdefining inequality. For example, all non-zero d-slacks can have the same absolute value and the cardinality of |S 0 (π)| might increase by more than one while the dimension of F (π) does not (see Example 3).
Relationship with Lifting based on Disjunctive Programming
We now formalize the connection between our lifting methodology and the nstep lifting procedure by Perregaard and Balas [48] mentioned in §3. Assume that X = {Ax ≤ b, x ∈ {0, 1} n } for a matrix A and vector b of appropriate dimensions. We consider a relaxation of the form DP-L that includes one disjunctive term for each index i ∈ I and removes all integrality constraints:
(DP-L) Proposition 1 below shows that, for DP-L, the optimal rotation parameter in the n-step lifting is such that γ * = |λ i (π)| when using the individual binary disjunctions as target inequalities.
Proof Consider the case when i ∈ S + (π) and let e i be the i-th column of an n × n identity matrix. Since all x ∈ F (π) have x i = 0 , π ⊤ x = e ⊤ i x = x i ≤ 0 is an invalid target inequality for conv(X) and satisfies π ⊤ x = x i = 0 for all x ∈ F (π). The system that defines γ * is therefore
It follows from (1a) and x i = 1 that x 0 ≤ 1. Without loss of generality, we consider x 0 = 1. The system reduces to:
The last equality comes from i ∈ S + (π) and λ 0 i (π) = π 0 . The proof for i ∈ S − (π) or with target inequality π ⊤ x = x i ≥ 1 is analogous. Proposition 1 indicates when techniques are equivalent. By taking π ⊤ x = x i ≤ 0 as the target inequality, we obtain γ * = λ i (π) > 0. The rotated inequality (π + γ * π) ⊤ x = (π + λ i (π)e i ) ⊤ x ≤ π 0 is equivalent to the lifted inequality in Theorem 1. Similarly, using target inequality π ⊤ x = −x i ≤ −1 would result in γ * = −λ i (π) > 0. Then, the rotated and lifted inequalities are equivalent, i.e, π + γ * π = π + λ i (π)e i and π 0 + γ * π 0 = π 0 + λ i (π).
While the techniques are equivalent in this restricted case, our approach is valid for any binary set X and, thus, can handle models where a BDD (or BDD relaxation) is a more advantageous representation in comparison to a linear description of X [15] . We also note that the BDD network structure allows us to efficiently compute the disjunctive terms in a combinatorial fashion.
Combinatorial Cutting-Plane Algorithm
While the BDD-based lifting procedure developed in §4 can enhance inequalities from any cutting-plane methodology, we now exploit similar concepts to derive new valid inequalities for X based on the network structure of B. In particular, we design inequalities that separate points from X by only relying on the combinatorial structure encoded by B. Thus, no other specific structure (e.g., linearity, submodularity, or gradient information) is required.
We assume, as before, that we are given an exact BDD B for X. Our cutting-plane method is based on an alternative linear description of B as an extended capacitated flow problem. We present this formulation in §5.1 and our BDD-based cut generation linear program in §5.2. For cases where solving such model is not computationally practical, in §5.3 we develop a weaker but more efficient combinatorial cutting-plane method based on a max-flow/mincut problem over B. Finally, we show in §5.4 the relationship between our approach and existing BDD cutting-plane techniques [28, 51] .
BDD Polytope
Existing BDD-based cut generation procedures [28, 40, 51] rely on the networkflow formulation NF(B) introduced by Behle [13], described as follows:
a∈A out (r)
a∈A:s(a)∈Ni,va=1
Equalities (2a) projected over the x variables is equivalent to the convex hull of all solutions represented by B, i.e., Proj x (NF(B)) = conv(X).
We propose an alternative formulation to NF(B) and use it to define our cutting-plane algorithm. The new formulation, here denoted by JNF(B), corresponds to a joint capacitated network-flow polytope. The new model maintains the flow conservation constraints, (2a) and (2b), and replaces (2c) with (3a) and (3b) below. Both inequalities enforce a common capacity for arcs in a layer with the same value. Proposition 2 shows that the two formulations are equivalent and, thus, Proj x (JNF(B)) = conv(X).
a∈A:s(a)∈Ni,va=0 
Then, (x ′ ; y ′ ) satisfies (3b) and (x ′ ; y ′ ) ∈ JNF(B). Consider now (x ′ ; y ′ ) ∈ JNF(B). Since flows traversing a layer sum to one, constraints (3a) and (3b) are satisfied as equalities and therefore (2c) holds for (x ′ ; y ′ ).
General BDD Flow Cuts
Our cutting-plane procedure formulates a max-flow optimization problem over JNF(B) to identify and separate points x ′ ∈ conv(X), given by (4) below:
We note that (4) omits the constraint enforcing the flow to be equal to one as in (2b). We argue in Lemma 3 that the condition z(B; x ′ ) = 1 is necessary and sufficient to check if x ′ belongs to conv(X).
Proof Constraints (3a) and (3b) enforce that the flow in each layer i is at most
. From Proposition 2, there exists y ′ ∈ R |A| + such that a∈A out (r) y ′ a = 1 and therefore z(B; x ′ ) = 1. For the converse, suppose z(B; x ′ ) = 1. It follows that there exists
Our BDD-based CGLP uses the dual of (4) to generate valid inequalities that cut off x ′ ∈ conv(X). Consider ω ∈ R |N | as the dual variables associated with constraints (2a), and ν, η ∈ R n + as the dual variables for (3a) and (3b), respectively. The resulting model is min ω,ν,η i∈I
−
Let w(B; x ′ ) be the optimal solution value of BDD-CGLP. Strong duality and Lemma 3 imply that we can identify if a point x ′ belongs to conv(X) if w(B; x ′ ) = 1. Furthermore, we can use the optimal solution (ν * ; η * ) to create a valid cut when w(B; x ′ ) < 1. Specifically, the cut is given by
Theorem 3 shows that the set of all cuts of the form (6) describes conv(X). Thus, our cutting-plane procedure separates points x ′ / ∈ conv(X) by solving BDD-CGLP. The procedure returns a cut of the form (6) where (ν * ; η * ) is an optimal solution of w(B; x ′ ).
Combinatorial BDD Flow Cuts
The above cutting-plane procedure requires solving a linear program with |A| constraints and |N | + 2n variables. Obtaining w(B; x ′ ), thus, could be computationally expensive for instances where B is large. We propose now an alternative cut-generation procedure based on BDD-CGLP that involves a combinatorial and more efficient max-flow solution over B:
First, we consider a reformulation of JNF(B) where the joint capacity constraints are replaced by individual constraints for each arc, i.e., a standard capacitated network flow polytope over B: CNF(B) . Moreover, for any integer x / ∈ conv(X), we have that x / ∈ Proj x (CNF(B) ).
Proof Consider x ′ ∈ JNF(B). By construction, x ′ satisfies (2a)-(2b). Since x ′ satisfies (3a) and (3b), it follows that x ′ holds for (7a) and (7b). Now take an integer point x ′ / ∈ conv(X) and y ′ ∈ R |A| + such that (x ′ ; y ′ ) satisfies (2a), (7a)-(7b). Notice that such a y ′ exists (e.g., y ′ = 0). By construction, there is no path p ∈ P associated with x ′ . From constraints (7a)-(7b), in any path p ∈ P there exists an arc a ∈ p with capacity zero (i.e., y a ≤ 0). We can then deduce that y ′ = 0, therefore (x ′ ; y ′ ) violates (2b). Finally, for any (CNF(B) ). Example 4 illustrates that, conversely, there might exist fractional points x ′ / ∈ conv(X) such that x ′ ∈ Proj x (CNF(B) ), and hence CNF(B) is a weaker representation. Similar to the general BDD flow cuts, we use the dual of the max-flow version of CNF(B) to identify points that do not belong to conv(X). Consider ω ∈ R |N | as the dual variables associated with constraints (2a) and α the dual variables associated with constraints (7a)-(7b). Then, the separation problem for the alternative BDD cuts is as follow:
min ω,α i∈I   a∈A:s(a)∈Ni,va=1
x ′ i α a + a∈A:s(a)∈Ni,va=0
Let w r (B; x ′ ) be the optimal solution value of CN-CGLP. Proposition 3 implies that for any x ′ ∈ conv(X B ), w r (B; x ′ ) = 1. It follows that inequality (9) holds for any x ∈ conv(X B ), where α * is optimal to CN-CGLP: i∈I   a∈A:s(a)∈Ni,va=1
Of important note is that CN-CGLP is a classical min-cut problem, i.e., we are searching for a maximum-capacity arc cut in the network that certifies that a point does not belong to the convex hull of X. While the resulting inequalities are not as strong as the general BDD cuts from BDD-CGLP, we can leverage max-flow/min-cut combinatorial algorithms to solve it more efficiently in the size of the BDD. Several algorithms are readily available to that end [3] and provide both primal and dual solutions to CN-CGLP.
Furthermore, another consequence of the design of such cuts is that their strength depends on the BDD size. That is, two BDDs B and B ′ encoding the same set might generate different combinatorial flow cuts because of distinct min-cut solutions. We show in Theorem 4 that the reduced BDD, which is unique, generates the tightest CNF(B) formulation and is hence critical in such a formulation. We note that a reduced BDD can be generated in polynomial time in B ′ for any B ′ representing the desired solution set [22] .
Theorem 4 Let B r = (N r , A r ) be the reduced version of B, i.e., X B r = X B , and for each layer i ∈ I, |N r i | ≤ |N i |. Then, CNF(B r ) ⊆ CNF(B). Proof Consider P r to be the set of r − t paths in B r . First, X B r = X B implies that, for any r − t path p ∈ P, there exists a unique r − t path p ′ ∈ P r such that x p = x p ′ . Thus, we will consider that the set of paths in both BDDs are equivalent, i.e., P r = P.
Let
Since B r is unique, there exists a unique surjective function f i : A i → A r i that maps arcs from B to B r for each layer i ∈ I. Thus, for every arc a ∈ A r i , let us define the pre-image of f i as f −1 i (a) := {a ′ ∈ A i : f (a ′ ) = a}, i.e., the subset of arcs in A i that map to arc a ∈ A r i . Next, denote by Γ (B; a) := {p ∈ B : a ∈ p} the set of paths in a BDD that traverse an arc a ∈ A. From the construction procedure of B r given B [22] , Γ (B r ; a) = a ′ ∈f −1 i (a) Γ (B; a ′ ) for all a ∈ A r i , i.e., the set of r − t paths passing through a is equivalent to the set of r − t paths passing through all the arcs in f −1 i (a). Now consider the path formulation of CNF(B), CNF P (B). It suffices to show that CNF P (B r ) ⊆ CNF P (B). Since the paths in B and B r are equivalent, we will consider equivalent variables w for CNF P (B r ) and CNF P (B).
p∈P:a∈p
Using the path equivalence Γ (B r ; a) = a ′ ∈f −1 i (a) Γ (B; a ′ ) for any a ∈ A r i and i ∈ I, we have that p∈P r :a∈p
Thus, constraints (10a) and (10b) of CNF P (B r ) are tighter since they restrict more paths than for the case of CNF P (B). This implies that, for any (
Theorem 4 indicates that the reduced BDD can separate more points than any other BDD representing the same solution set. We also note in passing that the variable ordering plays a role on the size of the BDD and, hence, on the effectiveness of the weaker combinatorial BDD flow cuts. Investigating variable orderings for specific problem classes and how they impact the cuts (theoretically and computationally) may lead to new research avenues.
Relationship with Existing BDD Cut Generation Procedures
The two existing BDD-based CGLPs rely on dual reformulations of NF(B), and, thus, also describe conv(X) [51, 28] . These techniques rely on additional information: Tjandraatmadja et al. (2019) [51] CGLP requires an interior point of X and Davarnia et al. (2020) [28] must incorporate possibly non-linear normalization constraints. In contrast, BDD-CGLP exploits the structure of B directly to describe conv(X). We now detail these two BDD-based CGLPs and highlight the main theoretical differences to BDD-CGLP.
Consider ω ∈ R |N | as the dual variables associated with constraints (2a) and (2b), and θ ∈ R n as the dual variables associated with (2c). The two BDD-based CGLP models employ flow inequalities of the form ω t(a) − ω s(a) + θ i v a ≥ 0, ∀i ∈ I, a ∈ A, s(a) ∈ N i .
Notice that (11) resembles the flow inequalities (5a)-(5c) of BDD-CGLP. However, our flow constraints use two sets of positive dual variables for each BDD layer (i.e., ν, η ∈ R n + ) instead of the single unbounded set of variables θ ∈ R n . This difference emerges because (2c) only bounds the arc flow variables y ∈ R |A| + with value v a = 1, while our joint-capacity constraints (3a)-(3b) bound all variables y. This is one reason, e.g., why BDD-CGLP does not require any normalization as in previous techniques.
Formally, Tjandraatmadja et al. (2019) [51] propose a BDD-based CGLP (12) to generate target cuts. Their CGLP derives a valid inequality that intersects the ray passing through an interior point u ∈ conv(X) and the fractional point x ′ ∈ [0, 1] n to be cut-off. The procedure returns a cut θ * ⊤ x ′ ≤ 1 + θ * ⊤ u whenever the optimal value of (12) is greater than one.
Davarnia et al. (2020) [28] circumvent the need of an interior point by proposing a simpler but possibly non-linear BDD-based CGLP presented in (13) . The model checks if any x ′ can be represented as a linear combination of points in X, i.e., whether there exists a θ, ω such that θ ⊤ x ′ = ω t . Otherwise, their procedure returns a valid inequality θ * ⊤ x ≤ ω * t . Since the model may be unbounded, the optimization problem (13) includes normalization constraints C(ω, θ) ≤ 0 which are potentially non-linear. The CGLP (13) is addressed by an iterative subgradient separation algorithm.
Note that, in our approach, we either solve BDD-CGLP (a linear program) or a single max-flow/min-cut problem, both relying only on B.
Normally Distributed Linear Chance Constraints
For our numerical evaluation, we apply our combinatorial cut-and-lift procedure to binary problems with normally distributed chance constraints. Recall that problem CC considers a linear objective and m constraints of the form
where a j ∈ R n is a random variable vector with joint normal distribution N (µ j , Σ 2 j ), µ ji is the mean for each a ji , and Σ 2 j ∈ R n×n is the covariance matrix of a j . Values b ∈ R m and ǫ ∈ [0.5, 1] m are deterministic parameters. Each constraint (14) can be written as a non-linear inequality µ ⊤ j x + Φ −1 (ǫ j )||Σ j x|| 2 ≤ b j for all j ∈ {1, ..., m}, where Φ(·) is the cumulative distribution of a standard Gaussian and || · || 2 is the Euclidean norm. In particular, this inequality is a special version of the second-order cone (SOC) constraint
for a given vector d ∈ R l , a positive constant Ω ∈ R + , and matrix Σ = [σ 1 , ..., σ l ] ⊤ such that σ k ∈ R n for all k ∈ {1, ..., l}.
We propose a novel BDD encoding for the general SOC inequalities (15) and evaluate its effectiveness for cases arising in normally distributed chance constraints. For additional experiments with classical cutting methods for SOC, we also present a BDD encoding for chance constraints with independent distributions, i.e., where Σ 2 j ∈ R n×n is a diagonal matrix. In this case, inequality (15) reduces to a SOC knapsack [6, 35] of the form
BDD encodings are built directly from a dynamic programming reformulation of the problem [15] . In our reformulation, we consider l + 1 sets of state variables, Q 0 , Q 1 , ..., Q l , where each set of variables has n + 1 stages, i.e, Q k ∈ R n+1 for each k ∈ {0, 1, ..., l}. State variables Q 0 represent the value of the linear term (i.e., µ ⊤ x), while Q k encodes the k-th linear expression in the quadratic term (i.e, σ ⊤ k x − d k ). Our recursive model for (15) is given by
The first set of equalities (17a) initialize the state variables at stage 0. Equalities (17b) and (17c) correspond to the recursive formulas for each of the linear expressions, and constraint (17d) enforces the SOC inequality. Notice that Proj x (RSOC) is equivalent to the feasible set of the SOC inequality (15) . For the case of the SOC knapsack inequality (16), the recursive model utilizes two sets of state variables, Q 0 , Q 1 , with n + 1 stages each. As before, Q 0 represents the value of the linear term and Q 1 encodes the linear term inside the square root. Thus, the recursive model is
An exact BDD B = (N , A) is the reduced state-transition graph of the dynamic program above, where each BDD node maps to a state variable and each arc represents a state transition. If we consider, for example, the RSOC model, the root node r stores the stage-0 values, and each node u in layer i ∈ I corresponds to a reachable state from the (i − 1)-th stage. The recursions (17b) and (17c) are used to compute the transitions between nodes.
An exact BDD based on RSOC or RSOC KNAP can be exponentially large. Therefore, we construct relaxed BDDs using a standard incremental refinement procedure [17] . For completeness, we provide a detailed explanation of our approach in Appendix A.
Empirical Evaluation and Discussion
This section presents an empirical evaluation of our combinatorial cut-andlift procedure for CC (see §6). We create a BDD for each of the m chance constraints and apply our procedure for each such constraint at the root node of the branch-and-bound tree. For any fractional point x ∈ [0, 1] n , we iterate over each BDD until one of them generates either a general or combinatorial BDD flow cut, as we describe in detail below. We then lift the inequality using Algorithm 1. The procedure ends when x cannot be cut-off by any BDD.
We test our approach over the knapsack chance constraints (KCC) data set [6, 35] with n ∈ {100, 125, 150} variables and m ∈ {10, 20} constraints. We also generate a random set of instances for general chance constraints (GCC) (i.e., inequality (15) with d = 0) following a similar procedure to the one used for KCC. We consider n ∈ {75, 100, 125}, m ∈ {10, 20}, Ω ∈ {1, 3, 5}, and a density of 2/ √ n over all the constraints. Parameters µ j , Σ j and c are sampled from a discrete uniform distribution with µ j ∈ [−50, 50] n , Σ j ∈ [−20, 20] n×n and c ∈ [0, 100] n . Parameters b j are given by
where t ∈ {0.1, 0.2, 0.3} is the constraint tightness, a + := max{0, a}, and a − := max{0, −a} for any a ∈ R. Notice that b j with t = 0.3 will remove approximately 50% of the possible assignments for x ∈ {0, 1} n . Then, we generate 5 random instances for each combination of n, m, Ω, and t, i.e., a total of 270 instances. We implement four variants of our approach to test the effectiveness of the BDD cuts and lifting procedure. The first two, BW and BWL, apply the weaker combinatorial BDD cutting-plane procedure (see §5.3), where BW omits the lifting procedure and BWL includes it. The other two variants, BG and BGL, use the weaker BDD flow cuts first and try the general BDD flow cuts (see §5.2) if the weaker approach fails to produce a cut. As before, BGL utilizes our lifting procedure in every generated constraint while BG does not.
We also implement the cover cuts and lifting procedure by Atamtürk and Narayanan (2009) [6] for the KCC case. We test their cover cuts with and without their continuous SOC lifting, C and CL, respectively. In addition, we experiment using their cover cuts in conjunction with our BDD lifting, BCL.
Our procedures are implemented in C++ in the IBM ILOG CPLEX 12.9 solver using the UserCuts callback at the root node of the search. 1 All experiments consider a single thread, a one-hour time limit, and the linearization strategy (i.e., MIQCPStrat = 2) to solve the SOC problems. 2 We deactivate all solver cuts when running our techniques (i.e., BW, BWL, BG, and BGL) and the cover cut variants (i.e., C, CL, and BCL) to evaluate their effectiveness on their own. Notice that, given the UserCuts callback, our techniques omit the Presolve option and use TraditionalSearch. We use the same configuration when running CPLEX to have a fair comparison. 3 We tested with three maximum BDD widths W = {2000, 3000, 4000}, i.e, the maximum number of nodes per layer allowed in a relaxed BDD. We present results for the width with the best overall performance, W = 4000 (we include detailed results for other widths in Appendix B). Notice that most of the created BDDs are relaxed due to width limit, especially when n ≥ 100.
Overall Performance and Comparison
Tables 1 and 2 present the average results of all techniques for the 270 GCC instances and the 90 KCC instances, respectively. The first column presents the number of problems solved to optimality. The second and third columns correspond to the average root gap and final gap across all instances, i.e., gap = (U B − LB)/LB, with U B the root/final upper bound and LB the best lower bound found by all techniques. The fourth and fifth columns present the average solving time (including the BDD construction time) and nodes explored for the subset of instances that all techniques solve. The sixth column shows the number of cuts added by either the solver (i.e., for CPLEX) or our techniques. The last column presents the average percentage of original constraints that are lifted at least one time. See Appendix C and D for detailed results over each configuration. Table 1 shows that all our variants have better performance than CPLEX. Specifically, BGL has the best performance solving 31 more instances than CPLEX. The difference on instances solved can be explained by the root node gap reduction for our approaches. Also, our lifting variants consistently solve more instances and are on average faster than BW and BG. The average run time for instances solved is significantly lower for our techniques (see Table 1 ). However, the number of nodes explored does not necessarily correlate with shorter solving time when looking at the disaggregated results (see Appendix D). We believe that this is influenced by the number of cuts added at the root node and the resulting root gap.
Similarly, Table 2 shows that the general BDD flow cuts (i.e. BG, and BGL) solves up to 17 more instances than the best baselines. Moreover, BGL has a 52.5% gap reduction when compared to CL and an order of magnitude reduction on nodes explored. Also, our lifting procedure slightly outperforms the continuous SOC lifting [6] ; BCL achieves a smaller average root and final gap than BCL, in addition to decreasing the run time and nodes explored. Lastly, BW has a significant performance improvement when enhanced by our lifting procedure, BWL, while there is a marginal improvement for lifting cover cuts (i.e., BCL and CL). Figure 2 depicts the performance of each algorithm for the GCC instances (similar results can be found for KCC in Appendix C). The graph illustrates the number of instances solved over time (left side) and the accumulated number of instances over a final gap range (right side). We see a clear dominance of our general BDD flow cuts (i.e., BG and BGL) and also the impact of lifting in number of instances solved and gap reduction. In particular, BG and BGL have the largest gap reductions and BWL has a consistently smaller gap than CPLEX. BW also improves upon CPLEX by a small margin.
While the results show that our techniques are on average superior to CPLEX, we uncovered problem characteristics where our best approach, BGL, performs significantly better. Figure 3 shows two plots comparing the root gap of BGL and CPLEX for the GCC instances and different values of Ω and t. In each plot, an (x, y) point represents the root gap for an instance given by the x-axis and the y-axis technique, respectively. Overall, we can see that BGL achieves a smaller or equal root gap to CPLEX, however, the difference is considerably larger when Ω ≥ 3 and t = 0.1. The problems become more challenging with a larger Ω (i.e., the quadratic term is more predominant) because the SOC relaxation and its linearization are quite weak. Thus, our combinatorial cut-and-lift can potentially generate stronger cuts than CPLEX. In fact, the left plot in Figure 3 shows all instances with Ω = 1 close to the diagonal, while problems with Ω ∈ {3, 5} have larger gap reductions. Lastly, the right plot of Figure 3 shows that BGL has significantly smaller gaps than CPLEX over instances with a smaller t (i.e., smaller solution sets per constraint). Our relaxed BDDs were closer to exact BDDs in these cases, thus, making our cuts more effective.
Effectiveness of BDD-based Cutting and Lifting Procedure
We now evaluate the effectiveness of our four variants by comparing their optimality gaps at the root node. We focus on the GCC instances since we observed a similar behavior over the KCC dataset (see Appendix C). Figure 4 depicts three plots making a pairwise comparison of the root gap for all variants. The left plot compares the root gap of BW and BG, where BG achieves equal or better gaps than BW since most points lie on or below the diagonal. Recall that the weaker combinatorial BDD flow cuts are incomplete, thus, it is expected that BG has smaller gaps than BW. The gap difference translates into 27 more instances solved by BG than BW (see Table 1 ).
The last two plots in Figure 4 illustrate the effectiveness of the lifting procedure when using the combinatorialx (middle) and the general (right) BDD flow cuts. We can see that BWL has smaller gaps than BW and its average root gap is closer BG than to BW (see Table 1 ). However, there is no clear root gap improvement when using the lifting procedure over the general BDD cuts. This is not a surprise since BG is able to separate all points outside each BDD solution set. Nonetheless, we can see the effectiveness of our lifting procedure later on, where BGL solves 2 instances more than BG, adds fewer cuts, and has the smallest average final gaps across all variants (see Table 1 ). 
Conclusions
We introduce a novel lifting and cutting-plane procedure for binary programs that leverage their combinatorial structure via a binary decision diagram (BDD) encoding of their constraints. Our lifting procedure relies on 0-1 disjunctions to rotate valid inequalities and uses a BDD to efficiently compute the disjunctive sub-problems. While our combinatorial lifting can enhance any cutting-plane approach, we also propose a new BDD-based cut generation algorithm based on an alternative network-flow representation of the BDD.
BDDs give us the flexibility to apply our procedure to a wide range of nonlinear problems. As a study case, we tested our procedure over normally distributed linear chance-constrained problems, a common application of secondorder cone (SOC) inequalities. To do so, we introduce a novel BDD encoding for these constraints and compare the performance of our procedure against a state-of-the-art solver and existing cut-and-lift procedure for SOC knapsacks. The empirical results show that our technique solves 31 more instances, reducing the final gap by 42.6% and having a threefold decrease in run-time over the general chance-constrained instances. In addition, our technique outperforms existing cut-and-lift methodologies for SOC knapsack problems by solving 17 more instances, achieving a 96.3% final gap reduction, and having comparable average solving time. We note that our procedure performs best when the solution set of each inequality is smaller and the quadratic term of the SOC inequalities is predominant.
A Relaxed BDD Construction Procedure for Second-Order Cones
We now present the relaxed BDD construction procedure for chance constraints based on the RSOC model. The construction algorithm is analogous for the case of SOC knapsacks and the RSOC KNAP model.
The state information at the core of our BDD construction algorithm is based on recursive model RSOC. This information is stored in each node of the BDD and is used to identify infeasible assignments and decide how to widen the BDD (i.e., split nodes). Our state information keeps track of each of the l + 1 linear components in inequality (15) , i.e., µ ⊤ x and σ ⊤ k x − d k for each k ∈ {1, ..., l}. Thus, each node u ∈ N i has two l + 1 dimensional vectors for top-down information, Q ↓min (u) and Q ↓max (u), that approximate the linear components considering the partial assignments from r to u. We set the top-down state information at the root node as Q ↓min For each node u ∈ N , the state information under and over approximates the value of the linear components of (15) for all r − u paths (i.e., top-down information) and for all u − t paths (i.e., bottom-up information). We used the state information to identify if an arc corresponds to an infeasible assignment, i.e., all paths traversing it correspond to infeasible solutions of (15) . In particular, we can remove an arc a = (u, u ′ ) ∈ A i if the following condition holds:
where g k (a) for k ∈ {1, ..., l} is given by:
Notice that g k (a) under approximates (σ ⊤ k x − d k ) 2 for all paths traversing arc a ∈ A, and so the left-hand side (LHS) of (18) under approximates the LHS of (15) for all paths traversing arc a ∈ A i . Then, all paths traversing an arc a that satisfy (18) correspond to invalid assignments for (15) . B := WidthOneBDD(n) 3:
while B has been modified do 4:
UpdateBDDNodesBottom(N ) 5:
for i ∈ {1, ..., n} do 6:
UpdateBDDNodesTop(N i ) 7:
SplitBDDNodes(N i , W) 8:
FilterBDDOutgoingEdges(N i ) 9:
UpdateBDDNodesTop(N n+1 ) 10:
ReduceBDD(B) 11:
return B
Our construction procedure creates a relaxed BDD B = (N , A) by limiting its width w(B) by a positive value W, where w(B) := max i∈I {|N i |} represents the maximum number of nodes in each layer. The complete BDD construction procedure is shown in Algorithm 2. The algorithm starts creating a width-one BDD for the SOC constraint (line 2) and then updates the bottom-up information for all the nodes (line 4). During the top-down pass through the BDD (lines 5-9), the procedure updates the top-down information of layer N i , splits the nodes until we reach the width limit W, and filters the emanating arcs of N i . The algorithm then checks if the BDD has been updated (line 3) and repeats the bottom-up and top-down iterations until the BDD cannot be updated any more. Lastly, we reduce the BDD (line 10) following the standard procedure in the literature [22] .
The resulting BDD starts with all possible variable assignments (i.e., a width-one BDD) and removes arcs using condition (18) . Thus, the procedure is guaranteed to construct a relaxed BDD for a SOC constraint. Notice that for a big enough W, the procedure will return an exact BDD.
Example 5 Consider the following binary set with an SOC constraints X = {x ∈ {0, 1} 3 : Figure 5 depicts some of the steps to construct an exact BDD for X. The left most diagram corresponds to a width-one BDD for this problem. The top-down state information in the root node is ((Q ↓min 0 (r), Q ↓max 0 (r)), (Q ↓min 1 (r), Q ↓max 1 (r)), (Q ↓min 2 (r), Q ↓max 2 (r))) = ((0, 0), (0, 0), (3, 3) ), while for node u 1 is ((0, 3), (0, 1), (3, 4) ).
The middle BDD illustrates the resulting BDD after splitting node u 1 . The resulting nodes, u ′ 1 and u ′′ 1 , have top-down state information ((0, 0), (0, 0), (3, 3) ) and ((3, 3), (1, 1), (4, 4)), respectively. In addition, the gray arc from u ′′ 1 to u 2 corresponds to an invalid assignment: the bottom-up information of u 2 is ((0, 1), (0, 2), (−1, 0)), thus, (18) evaluates to 10.3 > 8. 
B Experiments Comparing Different BDD Widths

C Average Performance Comparison for Knapsack Chance Constraints
We now present additional results for the KCC dataset. Figure 6 compares our best variant, BGL, against CPLEX (left plot) and CL (right plot). In both cases, we see a clear superiority of our combinatorial cut-and-lift approach, especially when Ω ≥ 3. As in Figure 2 , Figure 7 illustrate the performance of each algorithm for the KCC dataset. We see a clear dominance of BGL and also the positive impact of our combinatorial lifting in instances solved and gap reduction. Figure 8 presents an instance-wise root gap comparison for our four BDD variants. We observed a similar behavior to the results for the GCC instances (see Figure 4 ). Similarly, Figure 9 compares our combinatorial cut-and-lift to the cover cut alternatives. We can see that our combinatorial BDD flow cuts perform worse than the cover cuts (left plot), while plot). Lastly, our BDD lifting is slightly better than the continuous lifting over the cover cuts (middle plot). Table 5 shows the number of instances solved, average root gap, and average final gap for each n, m, and Ω combination with W = 4000. Similarly, Table 6 shows the average number of nodes in the branch-and-bound search and the average run time for the instances that all techniques solved to optimality. Column # shows the number of instances used to compute the average results. Tables 7-9 show the number of instances solved, average root gap, and average final gap for each n, m, Ω, and t combination, with W = 4000. Similarly, Tables 10-12 show the average number of nodes in the branch-and-bound search and the average run time for the instances that all techniques solved to optimality. Column # shows the number of instances used to compute the average results. 
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