Recent advances enabled by the Hi-C technique have unraveled many principles of chromosomal folding that were subsequently linked to disease and gene regulation. In particular, Hi-C revealed that chromosomes of animals are organized into topologically associating domains (TADs), evolutionary conserved compact chromatin domains that influence gene expression. Mechanisms that underlie partitioning of the genome into TADs remain poorly understood. To explore principles of TAD folding in Drosophila melanogaster, we performed Hi-C and poly(A) + RNA-seq in four cell lines of various origins (S2, Kc167, DmBG3-c2, and OSC). Contrary to previous studies, we find that regions between TADs (i.e., the inter-TADs and TAD boundaries) in Drosophila are only weakly enriched with the insulator protein dCTCF, while another insulator protein Su(Hw) is preferentially present within TADs. However, Drosophila inter-TADs harbor active chromatin and constitutively transcribed (housekeeping) genes. Accordingly, we find that binding of insulator proteins dCTCF and Su(Hw) predicts TAD boundaries much worse than active chromatin marks do. Interestingly, inter-TADs correspond to decompacted inter-bands of polytene chromosomes, whereas TADs mostly correspond to densely packed bands. Collectively, our results suggest that TADs are condensed chromatin domains depleted in active chromatin marks, separated by regions of active chromatin. We propose the mechanism of TAD self-assembly based on the ability of nucleosomes from inactive chromatin to aggregate, and lack of this ability in acetylated nucleosomal arrays. Finally, we test this hypothesis by polymer simulations and find that TAD partitioning may be explained by different modes of inter-nucleosomal interactions for active and inactive chromatin.
[Supplemental material is available for this article.]
Recently developed 3C-based methods coupled with highthroughput sequencing have enabled genome-wide investigation of chromatin organization. Studies performed in human (Lieberman-Aiden et al. 2009; Dixon et al. 2012; Rao et al. 2014) , mouse (Dixon et al. 2012; Nora et al. 2012) , Drosophila (Hou et al. 2012; Sexton et al. 2012) , yeasts (Duan et al. 2011; Mizuguchi et al. 2014) , Arabidopsis (Feng et al. 2014; Grob et al. 2014) , and several other species (Le et al. 2013; Lemieux et al. 2013; Vietri Rudan et al. 2015) have unraveled general principles of genome folding. Chromosomes in mammals and Drosophila are organized hierarchically. At the megabase scale, mammalian chromosomes are partitioned into active and inactive compartments. At the submegabase scale, these compartments are subdivided into a set of self-interacting domains called topologically associating domains (TADs); TADs themselves are often hierarchical and are split into smaller domains. Similar to mammals, Drosophila chromosomes are partitioned into TADs that are interspaced with short boundaries or longer inter-TAD regions (inter-TADs).
Partitioning of mammalian genomes into TADs appears to be largely cell lineage-independent and evolutionarily conserved (Dixon et al. 2012; Vietri Rudan et al. 2015) . Disruption of certain TAD boundaries leads to developmental defects in humans and mice (Lupiáñez et al. 2015) . TADs correlate with units of replication timing regulation in mammals (Pope et al. 2014 ) and colocalize with epigenetic domains (either active or repressed) in Drosophila (Sexton et al. 2012 ). The internal structure of TADs was reported to change in response to environmental stress (Li et al. 2015) , during cell differentiation (Williamson et al. 2014; Dixon et al. 2015) , and embryonic development (Berlivet et al. 2013 ). In addition, comparative Hi-C analysis has demonstrated that genomic rearrangements between related mammalian species occur predominantly at TAD boundaries (Vietri Rudan et al. 2015) . Consequently, TADs appear to evolve primarily as constant and unsplit units.
Previous studies in Drosophila embryonic nuclei and embryoderived Kc167 cells (Hou et al. 2012; Sexton et al. 2012 ) detected TADs of various sizes roughly corresponding to epigenetic domains. Additionally, long-range genomic contacts and clustering of pericentromeric regions were revealed, and TAD boundaries were found to be enriched with active chromatin marks and insulator proteins. Both active and inactive TADs were identified, and their spatial segregation was observed.
Despite extensive studies, mechanisms underlying TAD formation remain obscure. Architectural proteins, including cohesin and CTCF, are often found at TAD boundaries; thus, they have been proposed to play a key role in the demarcation of TADs (Hou et al. 2012; Van Bortle et al. 2014) . However, several studies suggest that other mechanisms may be responsible for partitioning and formation of TADs. Firstly, depletion of various insulator proteins did not affect the profile of chromosome partitioning into TADs but rather decreased intra-TAD interactions (Sofueva et al. 2013; Li et al. 2015) . Secondly, CTCF may mediate loops that occur between the start and the end of the so-called "loop domains" (Rao et al. 2014 ). However, domains of similar sizes but without a loop were observed as well (so-called "ordinary domains") (Rao et al. 2014) . Thirdly, polymer simulations of a permanent chromatin loop yield a noticeable interaction between the loop bases on a simulated Hi-C map but without the characteristic square shape of a TAD (Doyle et al. 2014) . Loops of this kind are thought to occur between insulator proteins such as Su(Hw) in the "topological insulation" model (Gohl et al. 2011) . Finally, chromosomal domains similar to TADs in the bacterium Caulobacter crescentus are demarcated by actively transcribed genes and are not affected by the knockout of SMC, a homolog of cohesin subunits (Le et al. 2013) .
Here, we present evidence that questions the role of insulators in the organization of TAD boundaries in Drosophila. Our results suggest that TADs are self-organized and potentially highly dynamic structures formed by numerous transient interactions between nucleosomes of inactive chromatin, while inter-TADs and TAD boundaries contain highly acetylated nucleosomes that are less prone to interactions. Finally, we develop a polymer model of TAD formation based on the two types of nucleosomes and find that a polymer composed of active and inactive chromatin blocks forms TADs on a simulated Hi-C map.
Results
Whole-genome maps of chromatin folding in a set of cultured Drosophila cell lines
We performed Hi-C in four cultured Drosophila melanogaster cell lines representing different lineages and development stages; and Kc167 cells were derived from late embryos (Echalier and Ohanessian 1969; Schneider 1972 ); DmBG3-c2 (BG3) cells were derived from the central nervous system of third-instar larvae (Ui et al. 1994) ; and ovarian somatic cells (OSCs) were derived from adult fly ovaries (Niki et al. 2006 ). For each cell line, Hi-C was performed in two biological replicates using the HindIII restriction enzyme, according to a previously published protocol (Belton et al. 2012 ) with minor modifications (see Methods). Each Hi-C library was sequenced to about 40 million paired-end reads per replicate using Illumina HiSeq 2000. As two biological replicates demonstrated high correlation (Supplemental Table S1 ; Supplemental Fig. S1A ), we combined them and obtained 9-21 million sequenced ligation junctions per cell line after all filtration steps (Supplemental Table S2 ). Resulting Hi-C data were binned at 20-kb resolution for each Drosophila cell line. Our Hi-C interaction maps are in good agreement with previously published data (Hou et al. 2012 ). In particular, we observe high frequency of interactions of pericentromeric regions with each other and with the heterochromatin-rich Chromosome 4 in all cell lines and do not find significant interactions of telomeres (Supplemental Fig. S2) .
One of the striking features of the Drosophila Hi-C maps are bright spots of intensive Hi-C signals located far off the diagonal (Supplemental Fig. S2 ). These spots could be interpreted as longrange contacts of genome fragments (Sexton et al. 2012 ) separated by hundreds of kilobases or even megabases. Alternatively, these spots could reflect differences between the genomes of the cultured cell lines and the Drosophila reference genome (BDGP R5/ dm3) due to genomic rearrangements, as observed previously in the human HeLa cells (Naumova et al. 2013 ). To determine the origin of these spots, we sequenced genomes of the four studied cell lines and annotated genomic rearrangements relative to the reference genome (see Methods). For the S2 and Kc167 cells, all spots (except one in S2) originated from extended inversions, deletions, and duplications. In contrast, only four out of 15 such spots in the BG3 cells and three out of 16 spots in OSCs corresponded to genomic rearrangements (Supplemental Table S3 ). Other spots likely represent true long-distance contacts. Interestingly, locations of these contacts were the same in the BG3 and OSC lines and were in agreement with previously published data in Drosophila embryos (Sexton et al. 2012) . Additionally, in contrast to previous observations in Drosophila (Tolhuis et al. 2011) , we found long-range inter-arm and even inter-chromosomal interactions between Polycomb-occupied regions in the BG3 cells (Supplemental Fig.  S3 ) that had been previously observed only between domains located in the same chromosomal arm. Although detailed analysis of long-distance contacts is beyond the scope of this study, we note that annotation of such contacts should take into account the possibility of genomic rearrangements.
We next annotated TADs in the four studied cell lines using the Armatus software (Filippova et al. 2014) in which the average size and the number of TADs are determined by the scaling parameter γ. We selected γ individually for each cell line (from 1.03 to 1.26) to obtain a similar number and distribution of TAD lengths in all cell lines (Supplemental Table S5 ; Supplemental Fig. S4) . Extremely large TADs (600 kb-3 Mb) were further divided into smaller domains using higher values of γ ( Fig. 1A ; see Methods for details). For further analysis, a TAD was defined as a genomic region containing two or more internal bins located between boundary bins. In each cell line, we annotated ∼580 TADs ranging from 80 to 640 kb and covering 83% of the analyzed genome (Supplemental Fig. S4 ; Supplemental Tables S4, S5 ).
The comparison of TAD profiles in the four studied cell lines demonstrated that 47% of TADs are located at the same position (±1 bin) in all cell lines, ∼67% of TADs are shared by any two lines, and only ∼15% of TADs occur in only one cell line (Fig. 1B,  C) . These estimates are in agreement with Hou et al. (2012) , who have reported that 42% of TADs are shared between Kc167 cells and 16-h embryos.
Active chromatin and transcription but not architectural proteins dCTCF and Su(Hw) are typical for TAD boundaries and inter-TAD regions Previous studies revealed that TAD boundaries in 16-h Drosophila embryos (Sexton et al. 2012 ) and in embryonic-derived Kc167 cells (Hou et al. 2012) are enriched with active chromatin marks and insulator proteins binding sites. Our analysis confirmed the preferential location of active chromatin marks at inter-TADs and TAD boundaries in Drosophila cells of different origin and developmental stages. For example, both RNA polymerase II and H3K27ac (active marks) were enriched within inter-TADs, whereas histone H1, which is likely involved in chromatin compaction (Hizume et al. 2005; Thomas and Stott 2012) , was overrepresented in TADs ( Fig. 2A) . However, the segregation of active and repressive marks was not perfect, and peaks of RNA polymerase II and/or H3K27ac were found within TADs ( Fig. 2A) .
Analysis of the distribution of active and repressed chromatin with respect to TAD positions showed that active chromatin types represented by colors (Filion et al. 2010; Kharchenko et al. 2011) are strongly enriched at TAD boundaries and within interTADs in all examined cell lines ( Fig. 2B; Supplemental Fig. S5A ). Remarkably, in the Kc167 cells, inter-TADs and TAD boundaries were especially enriched in YELLOW chromatin (Fig. 2B) , typical for genomic regions harboring housekeeping genes (Filion et al. 2010) . The proportion of certain types of active chromatin (RED in BG3 and S2, YELLOW in Kc167) changed dramatically from inter-TADs to TADs.
Next, we analyzed the distributions of several individual chromatin marks near TAD boundaries ( Fig. 2C; Supplemental Fig.  S6 ). Active chromatin marks (H3K27ac, H3K4me1, H3K4me3, H3K36me3, H4K16ac) were preferably present at TAD boundaries and within inter-TADs; the same was true for RNA polymerase II, the ISWI subunit of the chromatin remodeling complex, and the set of proteins strongly enriched at polytene chromosome interbands (Supplemental Fig. S6 ; Zhimulev et al. 2014) . In contrast, repressive histone modification H3K27me3, linker histone H1, and core histone H3 (which reflects nucleosome occupancy) were depleted within inter-TADs and enriched within TADs in all cell lines.
Surprisingly, in contrast to active chromatin marks, the insulator (architectural) protein dСTCF and the SMC3 subunit of cohesin were only slightly enriched at TAD boundaries and within interTADs (Fig. 2C) . Another insulator protein Su(Hw) was preferentially present within TADs. Among the insulator proteins analyzed, only BEAF-32 and CP190 demonstrated preferential binding within inter-TADs, with Z-values comparable to those of active chromatin marks. Notably, both proteins have been reported to be involved in either chromatin opening or transcription initiation (Bartkuhn et al. 2009; Jiang et al. 2009; Ahanger et al. 2014) . To ensure that we did not miss any TAD boundaries enriched with dCTCF or Su(Hw), we repeated the TAD calling procedure for values of γ ranging from 0 to 3.2 with a step of 0.2. We did not observe any pronounced enrichment of dCTCF and Su(Hw) at TAD boundaries or within inter-TADs for any values of γ (Supplemental Fig. S7 ). Notably, a mark of active promoters H3K4me3 and other active chromatin marks (data not shown) were strongly enriched within inter-TADs and TAD boundaries at all values of γ (Supplemental Fig. S7 ).
To precisely relate gene expression to TAD profiles, we performed RNA-seq analysis of poly(A) + transcriptomes in the four studied cell lines (Supplemental Table S7 ; Supplemental Fig.  S8 ). As expected, genes in inter-TADs and at TAD boundaries were transcribed at significantly higher levels than genes inside TADs. Moreover, internal TAD regions contained a large number of nontranscribed bins ( Fig. 3A,B ; Supplemental Fig. S8C ).
We next attempted to predict inter-TADs and TAD boundaries using logistic regression, based on the combination of several active chromatin marks as well as dCTCF and Su(Hw) (Fig. 2D) . Regression based on distributions of H3K4me3 and total RNA predicted inter-TADs and TAD boundaries much better than regression based on distributions of dCTCF and Su(Hw) (the AUC for TAD boundaries in these two models are 0.79 and 0.63, respectively; here and below, 50/50 cross-validation was used) (Fig. 2D ). dCTCF and Su(Hw) used together with active chromatin marks did not improve predictions compared to active marks alone (the AUC for active marks + dCTCF + Su(Hw) is 0.79, same as for active marks alone) (Fig. 2D ). As profiles of most chromatin marks were highly correlated, incorporating additional features associated with active chromatin did not considerably improve the prediction quality (Fig. 2D ). Taken together, these results suggest that histone modifications typical for active chromatin and/or active transcription, but not binding of insulator proteins dCTCF and Su(Hw), are the main characteristic feature of TAD boundaries and inter-TAD regions in Drosophila cells of different origin and developmental stages.
Active chromatin marks and transcription interfere with chromatin fiber packaging into TADs
Visual inspection of heat maps revealed that TADs in Drosophila cultured cells are often hierarchical (Fig. 1A ), similar to TADs in Drosophila embryos and in mammals (Sexton et al. 2012; Filippova et al. 2014) . The Armatus software is capable of capturing the hierarchical structure of topological domains (Filippova et al. 2014) . It identifies strong boundaries of large TADs at low values of the scaling parameter γ, and weaker boundaries (Figs. 1C, 2A, red arrow) of smaller TADs (inside large TADs) at high values (the higher the γ, the more TAD boundaries can be identified). We supposed that if active chromatin state and transcription determine the chromosome partitioning into TADs, then the propensity of a genomic bin to be identified as a boundary should depend on the proportion of active chromatin and transcription level within this bin. To test this hypothesis, we assigned each genomic bin a value of the scaling parameter γ at which this bin switches from being a part of a TAD to being a part of an inter-TAD or a TAD boundary (γ t , or transitional γ). We observed an inverse dependence between the γ t values and the proportion of active chromatin ( Fig. 3C ; Supplemental Fig. S5B ), as well as between the γ t values and the transcription level ( Fig. 3D ; Supplemental Fig. S8D ) in the bins. At the same time, we did not observe a strong inverse dependence between the γ t value and the occupancy of a bin by a set of architectural proteins which included dCTCF, Su(Hw), BEAF-32, and CP190 (Fig. 3E ). Conversely, a strong inverse dependence was observed between the occupancy of a set of active chromatin marks (RNA polymerase II, H3K4me3, ISWI, MRG15) and the γ t value. Both findings support our hypothesis that a high proportion of active chromatin and a high transcription level, but not binding of architectural proteins, interfere with packaging of the chromatin fiber into TADs, thus determining genomic positions of TAD boundaries and inter-TAD regions.
Although TADs in Drosophila typically contain inactive chromatin, there are some exceptions ( Fig. 3B; Supplemental Fig. S9 ). Approximately 17% of TADs contain a significant proportion of active chromatin (>30%) and harbor highly transcribed genes; it has been reported that such active TADs are generally smaller than inactive ones (Hou et al. 2012) . As active chromatin state and transcription were found to interfere with chromatin packaging into TADs (see above), we evaluated whether active and inactive TADs have different chromatin density, which we estimate from the sum of contacts within the TAD (Supplemental Fig.  S15A ). Since larger TADs cover a larger area of the Hi-C map, we divided TADs into groups according to their length (e.g., 80, 100, 120 kb) and analyzed each group separately. The TAD density, as defined above, was negatively correlated with the level of transcription (Pearson r = −0.34, BG3 cells) and the proportion of RED (specific for active promoters, Pearson r = −0.54 in BG3 cells) and H4K16ac-rich GREEN chromatin in the BG3 and S2 cells (Pearson r = −0.43 in BG3 cells), as well as with YELLOW chromatin, corresponding to housekeeping genes, in Kc167 (Pearson r = −0.31) (Fig. 3F-H) . Conversely, the repressive types of chromatin exhibited weakly positive or zero correlation with the TAD density. Collectively, these data show that TADs harboring active chromatin and transcribed genes are less compact than fully inactive TADs.
Changes of transcription level and chromatin state frequently coincide with changes of local chromatin folding
We used recently published expression data from Drosophila tissues and development stages (Graveley et al. 2011; Brown et al. 2014) to compile a list of housekeeping and tissue-specific genes (see Methods). We found that the coverage of housekeeping genes is much higher in inter-TADs and TAD boundaries (Fig. 4A) , whereas the coverage of tissue-specific genes is higher in TADs. Additionally, we found that both housekeeping and tissue-specific enhancers, previously identified in S2 and OSC cells using STARRseq (Zabidi et al. 2015) , are enriched within inter-TADs (Fig. 4A) .
To track how changes in the level of transcription correspond to changes in the chromatin folding, we performed a pairwise comparison of transcriptomes of the studied cell lines and a pairwise comparison of the TADs profiles. All transcribed bins (with RPKM > 1) (Supplemental Table S8 ) were divided into four groups: located within a TAD in both cell lines (group T-T), in the first or in the second cell line only (T-I and I-T), and in neither of the two (I-I). The schematic color representation of the four groups is presented in Figure 4B . Additionally, for each pair of cell lines, we defined a bin to be differentially transcribed if it had at least a fourfold difference in expression between the cell lines. As tissue-specific genes are located mainly within TADs, and housekeeping genes are located in inter-TADs or TAD boundaries (see above), the majority of differentially transcribed bins belonged to the group T-T ( Fig. 4B; Supplemental Fig. S10A ). Most of the bins transcribed at a similar level in both cell lines belonged to the group I-I. Notably, bins in the group I-T, where an inter-TAD changed to a TAD, frequently demonstrated a decrease in transcription level, whereas the bins in the group T-I frequently showed an increase in transcription ( Table S9 ). Thus, increasing transcription and/or proportion of active chromatin within a genomic bin is frequently accompanied by the transition of this bin from a TAD to an inter-TAD.
In the pairwise comparisons of the BG3 and S2 cell lines, we observed that the proportion of active and repressed chromatin varied significantly within TADs located at the exactly coinciding genomic position in the two cell lines. The same was true for the boundaries of these TADs. However, there was no correlation between the differences of proportion of active chromatin within TADs and at boundary regions [Pearson r = (−0.07) -0.14, P > 0.05] (Supplemental Fig. S11 ). Thus, internal regions and boundaries of TADs are functionally distinct chromatin compartments.
Inter-TADs correspond to inter-bands in polytene chromosomes
Polytene chromosomes in Drosophila melanogaster are partitioned into cytologically identified bands and inter-bands. Inter-bands display a high level of transcription, decondensed chromatin, and have a lower DNA compaction ratio than bands (Vatolina et al. 2011) . A set of proteins typically overrepresented in interbands was recently identified (Zhimulev et al. 2014) . Notably, the same proteins, including histone acetyltransferase MOF, chromatin remodeling factors E(bx) (also known as NURF301), WDS and ISWI, H3S10-specific kinase JIL-1, and the chromodomain proteins Chriz (Chromator) and MRG15, demonstrated strong enrichment at the inter-TAD regions and TAD boundaries in our analysis (see Supplemental Fig. S6 ). It has been reported that inter-band positions predicted by profiles of proteins listed above correspond to TAD boundaries in embryonic nuclei (Zhimulev et al. 2014) . In our study, we performed an extended analysis of the relationship between the inter-bands and the chromatin topology.
We compared genomic positions of 32 cytologically and molecularly identified (Zhimulev et al. 2014 ) inter-bands with TADs profiles. As shown in Figure 5A , 26 out of 32 of these inter-bands are located in inter-TADs or TAD boundaries in at least one cell line (13 in all cell lines). To compare locations of inter-bands and inter-TADs genome-wide, we analyzed the distribution of inter-band-specific CYAN and BLUE chromatin types described by Zhimulev et al. (2014) in the BG3 and S2 cells (these inter-band colors should not be confused with the chromatin types in Filion et al. [2010] and Kharchenko et al. [2011] ). We found that predicted inter-bands are strongly enriched within inter-TADs and TAD boundaries (Fig. 5B) . In contrast, the MAGENTA chromatin type (Zhimulev et al. 2014) , which is depleted of inter-bandspecific protein marks, demonstrated a preferential location within TADs. Additionally, we analyzed the distribution of integration sites of the P-element, known to insert predominantly into interbands due to the open chromatin state of these genome regions (Zhimulev et al. 2014) . As expected, P-element integration events are enriched in inter-TADs (Supplemental Fig. S6) .
Analysis of TAD annotations at various values of the scaling parameter γ (see above) demonstrated that the transitional γ value γ t depends inversely on the proportion of inter-band-specific chromatin (similarly to the proportion of active chromatin) (Fig. 5C ).
Taken together, these results show that inter-TADs largely correspond to polytene chromosome inter-bands, whereas TADs correspond to bands. The visual inspection of a phase-contrast image of polytene chromosomes aligned to a Hi-C heat map confirms this conclusion (Fig. 5D) . However, this correspondence is not exact. Although most of the predicted inter-bands colocalize with inter-TADs, some TADs contain a large fraction of CYAN 
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Computer simulation of a linear polymer that folds into a set of TADs supports a key role for active chromatin in the separation of TADs A strong correspondence between TAD partitioning and active/ inactive genomic regions suggests that gene-rich segments of the genome that bear active chromatin marks are incapable or less capable of forming compact structures. Such inability to form contacts may be explained by the acetylation of histone tails, which is typical for active chromatin (Shahbazian and Grunstein 2007) and is known to interfere with inter-nucleosomal associations (Shogren-Knaak et al. 2006; Allahverdi et al. 2011) . In this case, nucleosomes of inactive chromatin would form various supra-nucleosomal structures due to interactions between positively charged histone tails of one nucleosome and the acidic patch of another nucleosome (Luger et al. 1997; Schalch et al. 2005; Sinha and Shogren-Knaak 2010) . These interactions are thought to contribute to folding of nucleosomal arrays into secondary chromatin structures and self-association of arrays into higher-order tertiary structures (Kalashnikova et al. 2013; Pepenella et al. 2014) , which collectively may result in formation of TADs. We propose that those differences in physical properties of nucleosomal arrays in active and inactive chromatin are sufficient to direct self-assembly of TADs separated by inter-TADs.
To validate this conjecture, we performed polymer simulations of a 2-Mb region of chromatin consisting of 19 blocks of inactive chromatin (100 kb or 500 nucleosomes each) interspaced by shorter blocks of active chromatin (10 kb, or 50 nucleosomes each) (Fig. 6) . We simulated polymer fiber as a sequence of nonoverlapping beads, with each bead representing one nucleosome. The nucleosomes of inactive chromatin (below referred to as inactive nucleosomes) were able to establish short-lived interactions with each other, while the nucleosomes of active chromatin (active nucleosomes) did not form these associations. Importantly, each inactive nucleosome was able to establish only one interaction with another nucleosome at a time (so-called bond saturated interactions) (see Lifshitz et al. 1976; Mukhopadhyay et al. 2011) . Saturated interactions were important for TAD segregation and prevented aggregation of all inactive nucleosomes together (see Methods; Supplemental Fig. S16 ). Simulations were performed using dissipative particle dynamics (DPD) (Hoogerbrugge and Koelman 1992; Español and Warren 1995) , using the code developed previously in Gavrilov et al. (2013) and Chertovich and Kos (2014) .
Twelve independent simulations of the model were performed. Upon equilibration, reversibility in the association/dissociation of inactive beads was reached, and the corresponding chain conformation was considered as a representative example of a typical chromatin 3D structure ( Fig. 6A; Supplemental Fig.  S13 ). Finally, we averaged the structures over 12 independent runs to obtain the ensemble distance map, simulated Hi-C interactions map, and the decay of contact probability with the distance ( Fig. 6D; Supplemental Fig. S15B ). The Hi-C map for a group of three consecutive TADs was obtained using a contact distance of 40 nm (four nucleosome diameters) and was averaged over 17 starting positions in each of the 12 realizations.
The resulting polymer conformations displayed aggregation of simulated nucleosomes into condensed blobs (analogous to 
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Cold Spring Harbor Laboratory Press on December 29, 2015 -Published by genome.cshlp.org Downloaded from TADs) consisting mostly of inactive nucleosomes (green color in Fig. 6; Supplemental Fig. S13 ) separated by relatively stretched spacers (respectively, inter-TADs) of active nucleosomes (black color in Fig. 6; Supplemental Fig. S13 ). Although the general rule is that inactive nucleosomes tend to occur in TADs and active nucleosomes are in inter-TADs, there are numerous exceptions. Our simulations demonstrated that TADs in individual cells can fuse and assemble into large loose aggregates (mega-TADs), separate into smaller blobs, and form long-range contacts (Fig. 6B,C; see also Supplemental Fig. S13 ; Supplemental Video S1). Partitioning of the polymer into TADs of different sizes was verified by running the Armatus algorithm on the maps obtained in the computer simulations (see track "TADs" below the map in Fig.  6B ). Although the positions of the predicted TADs in individual simulations were not the same, the regular pattern of TADs determined by the alternation of blocks of interacting (green) and noninteracting (black) nucleosomes could be traced in each individual simulation (Fig. 6B,C; Supplemental Fig. S13 ). This basic pattern became much clearer after averaging all 12 simulations (Fig. 6D) . In this case, Armatus produced an almost uniform TAD distribution, with TADs generally corresponding to single blocks of interacting particles (of note, we obtained the same results in modeling of a polymer composed of equal blocks of 500 acetylated and 500 nonacetylated nucleosomes) ( Fig. 6D ; Supplemental Fig. S14 ).
Discussion
Here, we perform Hi-C to analyze chromatin folding in four unrelated Drosophila cell lines. We find that active chromatin demarcates TADs in cells of various origins and developmental stages, while the repressed chromatin is localized within TADs. Based on this finding, we propose a mechanistic model of chromatin selforganization into TADs and inter-TADs (Fig. 6E) . We suggest that chromatin is intrinsically partitioned into self-organized and potentially highly dynamic globular structures that are primarily built from nonacetylated nucleosomes and are separated by unstructured linkers composed of acetylated nucleosomes. This partitioning is seen as a TAD/inter-TAD profile after Hi-C analysis.
This study (Figs. 2-4 ) and others (Hou et al. 2012; Sexton et al. 2012) revealed that boundaries and inter-TADs in Drosophila, as opposed to TADs, are strongly enriched with active chromatin and its individual marks, as well as with active transcription and with constitutively transcribed housekeeping genes. Consequently, active chromatin marks, in the simplest case only total transcription and H3K4me3 (a mark of active promoters), can relatively well predict a TAD/inter-TAD profile (Fig. 2D) . The existence of long inter-TADs (Supplemental Fig. S4 ) composed of active chromatin is, per se, an argument for the ability of this type of chromatin to separate TADs. Furthermore, our observations demonstrate that the presence of active chromatin and transcribed regions within TADs undermines the TAD integrity, making the TAD less compact and generating weak boundaries inside the TAD. Consequently, a bona fide TAD is inactive; TADs containing active chromatin become less dense, acquire weak internal boundaries, and eventually split into smaller TADs that are composed of inactive chromatin. The observation that the majority of housekeeping genes are located within inter-TADs and TAD boundaries suggests that evolutionary conservation and cell type independence of TAD/inter-TAD profiles may be explained by the conservation of positions of housekeeping genes along the chromosomes.
We note that chromosomal interaction domains similar to TADs have been observed in the bacterium Caulobacter crescentus, where they are demarcated by sites of active transcription (Le et al. 2013) . Although the basic level of chromosomal folding is different in bacteria and eukaryotes, the model proposed in Le et al. (2013) and our model stem from common principles. In Caulobacter, active transcription is thought to disrupt the fiber of supercoils (plectonemes) by creating a stretch of nonpackaged DNA, free of plectonemes, which spatially separates chromosomal regions flanking it. In our model, transcription disrupts chromatin organization by introducing a "nonsticky" region of chromatin, which is less compact and more unfolded in space, and thus spatially separates two flanking regions.
Our computer modeling shows that stickiness of nonacetylated (inactive) nucleosomes and the absence of stickiness for acetylated (active) nucleosomes are sufficient for chromatin partitioning into TADs and inter-TADs (Fig. 6) . Self-association of nucleosomes may be explained by the interaction of positively charged histone tails (in particular, the tail of histone H4) of one nucleosome with the acidic patch of histones H2A/H2B at an adjacent nucleosome (Luger et al. 1997; Schalch et al. 2005; Sinha and Shogren-Knaak 2010) . Acetylation of histone tails, which is typical of active chromatin (Shahbazian and Grunstein 2007) , may interfere with inter-nucleosomal associations (Shogren-Knaak et al. 2006; Allahverdi et al. 2011) . In addition to a high level of histone acetylation, other features of active chromatin, including lower nucleosome density in inter-TADs, manifested as the decreased histone H3 occupancy (Fig. 2C) , might contribute to the generation of TAD profiles.
It should be mentioned that a significant difference between our polymer simulations and models previously suggested by the Cavalli and Vaillant groups (Jost et al. 2014 ) is the use of saturating interactions between inactive nucleosomes. In the case of volume interactions, all nucleosomes of the same type adjacent in 3D space will attract each other; in the case of saturating interactions, each nucleosome may attract only one neighbor. Using volume interactions leads to the formation of a single dense blob (Supplemental Fig. S16 ) and does not produce TADs in a simulated Hi-C map. We note that the saturating nature of interactions between nucleosomes is based on the known properties of nucleosomal particles (Schalch et al. 2005) .
Previous studies considered a variety of mechanisms that may lead to the formation of TADs. In particular, Barbieri et al. (2012) studied segregation of two TADs using cubic lattice simulations of a short 152-monomer chain consisting of two TADs, assuming that inter-monomer interactions could only form between monomers belonging to the same TAD. In our model, we show that TADs emerge without requiring such specific interactions; any two regions of sticky monomers separated by a nonsticky linker would form TADs. Another study proposed that transcription-induced supercoiling may be responsible for the formation of TADs (Benedetti et al. 2014) . Although this model is consistent with our observation that sites of active transcription demarcate TAD boundaries, there is limited evidence that supercoiling of chromatinized DNA exists in Drosophila and other organisms. On the contrary, our model is based on known biochemical properties of nucleosomes.
The fact that a minor fraction of TADs is built mostly from active chromatin (Fig. 3B ) apparently contradicts our model, suggesting that additional ways of chromatin self-organization could exist. One possibility is the establishment of long-range contacts between enhancers and their cognate promoters, as well as loops www.genome.org (Doyle et al. 2014) . Such loops formed inside active unstructured chromatin linkers (i.e., inter-TADs) could probably be sufficient to compact them and thus to fold into TADs.
TAD profiles of X Chromosomes are almost identical in the male and female cell lines (Supplemental Fig. S17 ), in agreement with recently published observations (Ramírez et al. 2015) . Thus, it seems that hyperacetylation of male X Chromosomes due to dosage compensation (Akhtar and Becker 2000; Kind et al. 2008) does not generate new TAD boundaries. However, it should be noted that MOF histone acetyltransferase of the MSL complex introduces only the H4K16ac mark. Although this modification is important to prevent inter-nucleosomal interactions (Shogren-Knaak et al. 2006) , acetylation at other histone positions (Pepenella et al. 2014 ) and H2B ubiquitylation (Fierz et al. 2011 ) contribute as well. Additionally, H4K16 acetylation generated by the dosage compensation system occurs preferentially at regions enriched with transcribed genes (Gilfillan et al. 2006) , and hence within inter-TADs.
Our analysis does not support the previously reported (Hou et al. 2012; Sexton et al. 2012 ) strong enrichments of insulator proteins Su(Hw) and dCTCF at TAD boundaries in Drosophila. To assess the possible reasons of this divergence, we re-analyzed the dCTCF distribution with respect to TAD positions in our data set using the raw ChIP-seq data (Wood et al. 2011 ) used by Hou et al. (2012) . No strong difference was observed in the dCTCF coverage in TADs and inter-TADs (Supplemental Fig. S18A ). Interestingly, we obtained the same result while analyzing dCTCF and Su(Hw) binding within TAD boundaries identified by Hou et al. (2012) (Supplemental Fig. S18E ). However, we observed a strong enrichment of dCTCF at TAD boundaries when the peak distribution was analyzed instead of read coverage (Supplemental Fig. S18B-D) . Additionally, the effect was much weaker when modENCODE peaks were used. Hence, the discrepancy may be caused by a different peak calling procedure in modENCODE and in Hou et al. (2012) . The biological significance of these observations remains to be determined. We note that disruption of the cohesin/CTCF complex in mammals, as well as depletion of the Vtd (also known as Rad21) cohesin subunit in Drosophila, did not lead to disappearance of TAD boundaries, but rather only slightly decreased interactions inside TADs (in mammals) and reduced TAD boundary strength in the Drosophila genome (Sofueva et al. 2013; Li et al. 2015) . These observations favor a role for the cohesin/CTCF complex, which is known to form loops (Splinter et al. 2006; Holwerda and de Laat 2013) , in chromatin compaction inside the TADs.
Binding of insulator proteins might contribute to establishing TAD boundaries through introducing active chromatin marks. Indeed, when inserted into an ectopic position, a classical insulator triggers hyperacetylation of the local chromatin domain (Mutskov et al. 2002) and recruits chromatin-remodeling complexes (Li et al. 2011) . However, absence of strong enrichment of dCTCF at TAD boundaries and preferential location of Su(Hw) inside TADs mean that, at least, dCTCF-and Su(Hw)-dependent insulators are not the major determinants of TAD boundaries and inter-TADs.
TADs are predicted based on the analysis of averaged data from a cell population. Although they are usually represented as large chromatin globules (for review, see Mirny 2011; Fudenberg and Mirny 2012; Bickmore 2013; de Graaf and van Steensel 2013; Dekker et al. 2013; Gibcus and Dekker 2013) , direct experimental evidence for the existence of such globules in individual cells is controversial. Using confocal and 3D-SIM microscopy, Cremer and colleagues observed ∼1-Mb globular domains within chromosomal territories (Cremer and Cremer 2001; Kolbl et al. 2012; Smeets et al. 2014) . However, using STORM microscopy, Ricci et al. found that chromatin in individual mammalian cells is organized into "clutches" composed of several nucleosomes, and that increased histone acetylation dramatically reduces the size of these clutches (Ricci et al. 2015) . It is thus possible that sub-megabase TADs revealed by Hi-C represent a set of nucleosome clutches separated by relatively short spacers of various sizes. These short clutches may occupy various positions within TADs in different cells and stochastically assemble to form short-living aggregates. The stochastic nature of TADs is supported by our computer simulations.
Methods

Cell cultures
Drosophila melanogaster Schneider-2 (S2) and Kc167 cell cultures obtained from the collection of IMG RAS were grown at 25°C in Schneider's Drosophila Medium (Gibco) supplemented with 10% heat-inactivated fetal bovine serum (FBS, Gibco), 50 units/mL penicillin, and 50 µg/mL streptomycin. An ML-DmBG3-c2 (BG3) cell culture obtained from the Drosophila Genomics Resource Center was grown under the same conditions, except that half of Schneider's Drosophila Medium was substituted with Shields and Sang M3 insect medium (Sigma). Ovarian somatic cells (OSCs), kindly provided by M. Siomi, were cultured in Shields and Sang M3 insect medium (Sigma-Aldrich) supplemented with 10% heat-inactivated FBS (Gibco), 10% fly extract (http://biology. st-andrews.ac.uk/sites/flycell/flyextract.html), 10 µg/mL insulin (Sigma-Aldrich), 0.6 mg/mL glutathione (Sigma-Aldrich), 50 units/mL penicillin, and 50 µg/mL streptomycin.
Generation and analysis of Hi-C libraries
Hi-C of each cell line was performed in two biological replicates using the HindIII-HF restriction endonuclease according to a previously published protocol (Belton et al. 2012) , with minor modifications (see Supplemental Methods). Hi-C libraries were sequenced using Illumina HiSeq 2000, and reads were mapped to the D. melanogaster reference genome (version dm3) using Bowtie 2 v2.2.1 (with the -very-sensitive option) (Langmead and Salzberg 2012) . The Hi-C data were processed using the ICE pipeline v0.9 (20 iterations of iterative correction) as described (Imakaev et al. 2012) .
TADs were predicted using the Armatus software v1.0 (Filippova et al. 2014) , in which the average size and the number of TADs are determined by the scaling parameter γ. Initially, we manually selected parameter γ to achieve good partitioning of TADs. However, such annotation of TADs contained several extremely large TADs (up to 3 Mb) that could be visually subdivided into smaller domains with relatively weak inter-domain interactions (Fig. 1A) . To annotate these subdomains as separate TADs, it was necessary to increase the value of the scaling parameter γ. However, doing this genome-wide would lead to an excessive splitting of many bona fide TADs into clusters of smaller TADs that did not look like independent TADs. To solve the problem, TAD annotation was performed in two steps. At the first step, the scaling parameter was set to 1.03-1.26 for the whole genome. At the second step, TADs larger than 600 kb were further split into smaller TADs with the scaling parameter set to 2.06-2.52. After that, the smallest of the detected TADs (60-kb TADs composed of one internal and two boundary 20-kb bins) were annotated as inter-TADs due to their poorly resolved internal structure.
Poly(A)
+ RNA-seq: experimental procedures and analysis RNA extraction was carried out using an RNeasy Mini kit (Qiagen) following the manufacturer's instructions. RNA quality was assessed using capillary electrophoresis with a Bioanalyzer 2100 (Agilent). For library preparation, a TruSeq RNA Sample Prep kit v2 (Illumina) was used following the manufacturer's instructions. After preparation, libraries were quantified using a Qubit fluorometer and quantitative PCR and sequenced with HiSeq 2000 with read lengths of 51 nt. Reads were mapped to the D. melanogaster reference genome (version dm3) and FlyBase gene annotation v5.48 using TopHat2 v2.0.12 (with options -g 1 -x 1 -M -no-novel-indels) (Supplemental Table S9 ; Kim et al. 2013 ).
Replicates demonstrated very high similarity according to PCA (Supplemental Fig. S8A ) and cluster analysis (Supplemental Fig.  S8B De novo genome sequencing for the studied cell cultures
High-molecular-weight genomic DNA isolated from the S2, Kc167, BG3, and OSC cells according to a standard method (Maniatis et al. 1982 ) was fragmented into 8-10 kb by "Evrogen" (http://www. evrogen.com/) with the use of the Nextera Mate Pair library Sample Prep kit (Illumina). The libraries were prepared with the use of the TruSeq DNA Sample Prep kit and quantitated by qPCR; the libraries were pooled and sequenced from both fragment ends in one lane for 111 cycles using HiSeq 2500 in the high output mode with TruSeq SBS sequencing chemistry version 3. FASTQ files were generated and de-multiplexed with the bcl2fastq v1.8.4 Conversion Software (Illumina). Only read pairs that contained the circularization adaptor CTGTCTCTTATACA CATCT were used in the further analysis because they were guaranteed to derive from real mate-pair fragments. The circularization adaptor was trimmed using a custom script. The BreakDancer (with options -t -q 10 -l) (Chen et al. 2009 ) and Delly (with option -t TRA) (Rausch et al. 2012) programs were used to predict genomic rearrangements (Supplemental Table S11 ).
modENCODE data processing
Normalized and smoothed WIG files corresponding to chromatin marks (Celniker et al. 2009 ) were downloaded from the modENCODE database. Similarly to Khrameeva et al. (2012) , to measure the chromatin mark density S(i) in each 20-kb bin i, we multiplied the height of each chromatin mark peak (H k ) by the fraction of the bin i intersecting with the peak (W k ) and then summed the results for all peaks 1…n in the bin i:
S(i) values were further Z-transformed to generate distributions of different comparable chromatin marks. If there were several data sets available for one chromatin mark, we averaged their Z-transformed density values. STARR-seq (Zabidi et al. 2015) , inter-bands (Zhimulev et al. 2014) , P-elements (FlyBase), CP190, and dCTCF (Wood et al. 2011 ) data sets were processed similarly.
Prediction of TADs by chromatin marks
The logistic regression model implemented via the glm function in R (R Core Team 2015) was used to model the outcome variable as a linear combination of predictor variables. The outcome variable was binary (0/1), where 0 denoted bins within TADs and 1 denoted bins within inter-TADs. Z-transformed values of chromatin mark densities in bins were used as predictor variables. ROC curves and area under the curve (AUC) values were calculated with the pROC package in R. As a control, we shuffled the outcome variable and repeated the model calculation to estimate the quality of the model prediction.
Housekeeping and tissue-specific genes
A previously published data set (Brown et al. 2014 ) was used to compile a list of tissue-specific genes. We divided samples from this study into eight groups, with each group corresponding to a particular developmental stage (Supplemental Table S10 ). A gene was assumed to be tissue-specific within a developmental stage group if its maximum RPKM value was fourfold higher than its minimum RPKM value in the group. The final set of tissue-specific genes was composed of 3634 genes that were tissue-specific in five or more developmental stage groups. Another data set (Graveley et al. 2011 ) was used to compose a list of 5906 housekeeping genes (genes with RPKM > 1 in all samples).
Computer modeling and simulation technique
Computer simulation of a single copolymer chain in a periodic boundary box was performed using the dissipative particle dynamics algorithm with a simulation code, which was previously applied to an analysis of the microphase segregation of copolymer melts and the collapse of long single chains (Gavrilov et al. 2013; Chertovich and Kos 2014) . DPD is a version of coarsegrained molecular dynamics adapted to polymers and mapped onto the classical lattice Flory-Huggins theory (Groot and Warren 1997) . In short, macromolecules are represented in terms of the bead-and-spring model, with particles interacting by a conservative force (repulsion), a dissipative force (friction), and a random force (heat generator). A soft repulsive potential enhances the stability of the numerical scheme for integrating the equations of motion, making it possible to increase the time step and thus access large time scales when complex polymeric structures are analyzed. It has been shown previously that this model describes the dynamics of polymer melts well at all timescales.
Consider an ensemble of particles (beads) obeying the Newton equations of motion
where r i , m i , v i are the coordinate, mass, and velocity of an i-th bead, respectively, and f i is the force acting on it. The summation is performed over all other beads within the cut-off radius r c . Below, we assume that all quantities entered into Eq. (1) are dimensionless and for simplicity set r c and m i for any i to unity. The first two terms in the sum are the conservative forces. Macromolecules are represented in terms of the bead-andspring model. F b ij is a spring force describing the chain connectivity of beads:
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where a ij is the maximum repulsion between beads i and j attained at r i = r j . Because F c ij has no singularity at zero distance, a much larger time step than in a standard molecular dynamics could be used.
Other constituents of f i are a random force, F r ij , and a dissipative force, F d ij , acting as the heat source and medium friction, respectively, and are taken as dictated by the Groot-Warren thermostat. A more detailed description of the simulation methodology may be found in Groot and Warren (1997) .
It has been shown that the DPD method is consistent with both the scaling theory of polymers (e.g., it provides correct relationships between the average radius of gyration of a coil and the number of units in the coil) and the Rouse dynamics. In our study, we set a ii = a ij = 150, l = 0.5, and K = 150. The other parameters were the DPD number density ρ = 3, the noise parameter σ = 3, and the integration time step Δt = 0.04.
We used rather long chains with N∼10 4 monomer units. The starting conformation of a polymer chain was a random walk trajectory in the 48 × 48 × 48 simulation box. Conformational changes occur during the equilibration process and are caused by the reversible association of inactive beads (nonacetylated nucleosomes). We set probabilities of P1 = 0.1 for forming associations between nonacetylated beads neighboring in space (green beads on Fig. 6A ) and P2 = 0.01 for destroying such associations. Thus in equilibrium, ∼90% of all possible inactive beads form associations. To run simulations, we used an in-house domain-decomposition parallelized DPD code and performed simulations using the MSU supercomputer facilities (http://hpc.msu.ru/). For averaging over different realizations, we performed 12 independent runs, starting with different random walk trajectories. Each conformation was evaluated during the time of 2 × 10 5 DPD steps on 256 processors, which takes ∼1 d per independent run.
The Armatus software v1.0 (Filippova et al. 2014 ) was applied to predict TADs in the structures averaged over 12 independent runs. As an input, we used 5-kb-binned distance matrices that were transformed into contact frequency matrices using inverse function, normalized to the upper quartile, and log 2 -transformed.
Data access
Raw sequencing reads for the Hi-C libraries, RNA-seq, and de novo sequencing of the genomes of the studied cell lines, as well as iteratively corrected Hi-C heat maps from this study, have been submitted to NCBI Gene Expression Omnibus (GEO; http://www. ncbi.nlm.nih.gov/geo/) under accession number GSE69013.
