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Abstract This paper presents BPMN Miner, a process discovery tech-
nique that uses BPMN as the representational language for the discovery
result. The proposed approach is novel in the sense that it is able to rep-
resent control-flow with BPMN constructs, but also because it augments
the control-flow perspective with an organizational dimension by dis-
covering swimlanes that represent organizational roles in the business
process. Additional advantages of the proposed mining approach can
be summarized as follows: it provides intuitive and easy-to-use abstrac-
tion/specification functionality which makes it applicable to event logs
with various complexity levels, it provides instant feedback about the
conformance between the input log and the resulting model based on a
dedicated fitness metric, it is robust to noise, and it can easily integrate
with modeling and other BPM tools with exporting functionality through
the XPDL-format. In this way, BPMN Miner will take process mining
one step closer to the status of indispensable for business process reengi-
neering as discovered models are immediately available in the preferred
language of a majority of practitioners, educators and researchers.
Key words: process mining, process discovery, Business Process Model
and Notation, BPMN
1 Introduction
The research field of process mining deals with the extraction of knowledge from
event logstransactional data repositories containing historical information as
stored by process aware information systems [1]. Process mining analysis tasks
are commonly distributed over three, broad categories: process discovery (derive
some sort of descriptive model from a given event log), conformance checking
(match the behavior seen in a given event log with that of a process model), and
process enhancement (improve and extend an existing model based on additional
data). Without doubt, the process mining analysis task of process discovery has
received the most attention in the research community. As such, a great deal of
algorithms and techniques have been proposed to this end. In many cases, the
representational language utilized by techniques to represent discovered models
reflect the same semantics as common process modeling standards which are
being used by practitioners and researchers. As such, popular output formats
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for discovered models include: Petri nets [2], Heuristic nets [3], Causal nets [4]
and EPCs [5].
However, one particular process modeling standard which has been somewhat
overlooked in the process mining community is the Business Process Model and
Notation (BPMN) standard [6]. This is peculiar, as the majority of educators and
researchers have adopted BPMN as the language of choice when working with
business processes. The reason for this stems mainly from the fact that BPMN
has, for a long time, lacked a formal definition of its execution semantics. The
initial specifications [7] defined behavioral semantics using the notion of token
flow, similar to Petri nets and UML activity diagrams, but solely described
the execution semantics in narrative form. Although researchers have defined
formalized definitions, ranging from attempts to define a formal semantics for a
subset of BPMN [8, 9] to more complete approaches [10, 11, 12], the fact remains
that both BPMN's many visual objects and its weak semantic formalization have
caused scholars to develop process discovery techniques based on more formalized
modeling approaches.
Nevertheless, given BPMN's wide dissemination, we argue that the availabil-
ity of a native BPMN-based process discovery technique could be of great benefit
within process identification, optimization and re-engineering efforts. Therefore,
this paper introduces a new process discovery techniqueBPMN Minerwhich
represents discovered control-flow aspects using BPMN constructs. We select a
subset of constructs, both because discovering some constructs is near-impossible
using only historically recorded process execution traces, as well as because
scholars have indicated that only a small subset of BPMN's constructs are used
by the majority of practitioners [13]. However, our proposed approach is unique
in the sense that it combines the control-flow perspective with an organizational
dimension by discovering swim lanes that represent organizational roles in the
business process. In addition, our technique provides intuitive and easy-to-use
abstraction/specification functionality which makes it applicable to event logs
with various complexity levels, provides instant feedback about the conformance
between the input log and the resulting model based on a dedicated fitness met-
ric, is robust to noise, and can easily be integrated with modeling and other
BPM tools by exporting the discovered model.
The remainder of this paper is structured as follows. Section 2 outlines the
rationale behind our proposed approach. Section 3 presents a comparative study
regarding currently available process discovery techniques. Section 4 provides
a formalization of the developed technique. Section 5 outlines a case study, il-
lustrating the benefits of the BPMN Miner using a concise example. Section 6
concludes the paper.
2 Rationale
In this section, it is argued why automated process discovery with BPMN as the
underlying modeling language is of utmost relevance for practitioners, education,
and researchers.
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2.1 Relevance for Practitioners
BPMN is considered as the de facto standard for process modeling [14] and is
widely adopted by both business and IT communities [15]. Practitioners from
both communities use the notation standard mainly for documenting, improving,
simulating and implementing business processes [16].
While the adoption of BPMN for the purpose of process modeling has been
successful, the adoption of process mining as the most valuable tool for business
process improvement initiatives is somehow lagging. It is argued that a core
factor contributing to this effect consists of a lack of deep technical understanding
from typical business practitioners involved in such improvement initiatives with
regard to conventional languages used by process mining tools. Even despite
the uptake of commercial and highly user-friendly process discovery tools, the
mismatch in modeling notation and the subsequent translation effort required
to go from the analysis phase to redesign brings about an unnecessary adoption
barrier. Therefore, we contend that the mining of BPMN models from execution
data will prove highly beneficial for the further adoption of process mining, along
the following lines of reasoning:
Automated process identification Practitioners involved in process identifi-
cation and modeling, can be persuaded into using automated process discovery
techniques if such techniques provide effortless integration with popular model-
ing tools. With the capability to discover BPMN models from event logs, actual
time savings can be realized for practitioners who are now typically involved in a
two-step process of first interpreting automated discovery results and then mak-
ing use of the insights gained for designing or adapting process models. Note that
the survey in [17] showed that process model editing functionality is amongst
the most desired additional features for the ProM-framework. This clearly in-
dicates that (automated) analysis and (re)design are tightly coupled and tools
and techniques in both areas should be maximally aligned.
Facilitating the process re-engineering cycle In typical redesign scenarios,
people observe the as-is state of a process or set of processes, take certain im-
provement decisions, analyze the outcomes, and subsequently take additional im-
provement measures if necessary. Currently available automated process discov-
ery techniques require business (process) analysts to possess additional skills and
knowledge about typical output modeling notations such as Petri nets, Heuristic
nets, or Fuzzy models. In addition, next to interpretation, practitioners will also
be required to compare the results of automated discovery with existing process
models. Such a comparison is far from effortless requiring profound technical un-
derstanding often unavailable in organizations with lower BPM maturity. With
discovered process models in native BPMN format, the mapping of discovered
vs. existing models becomes significantly easier.
Improved communication of process mining results Working with a uni-
fied process model notation throughout the entire BPM life cycle will enable im-
proved communication between functional units as well as across organizational
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hierarchies. Due to the fact that many organizations heavily rely on process
modeling for documentation and communication, investments in data collection
and data analysis might be perceived more worthwhile because these investments
should not be looked at in isolation, but can actually contribute to and improve
existing BPM practices.
2.2 Relevance for Education
A second stakeholder group for which BPMN-based process discovery is of value
is educators and students. Generally speaking, BPM courses and text books (e.g.
[18]) kick off with a thorough discussion on process modeling, with BPMN often
receiving a great deal of attention. In later stages or chapters, process mining
is brought up as well. However, this often requires educators to introduce new
modeling notations, most notably Petri nets, Heuristic nets, and Fuzzy models,
given their popularity for process mining. Moreover, the introduction of such
new paradigms quickly obfuscates the link with process modeling and execution
topics. While several programs can already leverage upon previously acquired
knowledge, a majority of students, e.g. in business/management-oriented stud-
ies, do not possess such background knowledge. For that reason, a high-quality
process discovery tool which presents its results in BPMN is likely to lower the
effort required by educators to incorporate process mining in their units. It is
pointed out that, from a student perspective, a positive attitude towards the
usability and ease of use has been observed with respect to BPMN and its tool
support [19].
2.3 Relevance for Research
Key research contributions in the process mining field have traditionally been
strongly technical in nature. While valuable application studies have been pub-
lished as well, there exists a significant opportunity for research about topics
such as usefulness, ease of use, user acceptance, etc. of process mining within or-
ganisations. A process discovery technique with BPMN as underlying modeling
language will lower barriers to conducting such studies, which often involve tech-
nically lower skilled individuals. Ultimately, user-centered studies could provide
valuable insights into how the full potential of process mining can be realized or
in what directions future process mining research should develop.
3 Comparative Study
The quality of discovered process models is inherently determined by the implicit
search space implied by the representational bias of a process discovery technique
(and thus its associated representation language). In [20], the authors advocate
for selecting the right representational bias when discovering process models
from event logs. They argue that the representational bias should be based on
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essential properties of a process model and should not be driven by the desired
graphical representation. The process mining manifesto also lists the aspect of
representational bias as one of the key challenges in the process mining domain
[21].
While we don't contest that the search for an optimal representational bias
for process discovery in terms of the implicit search space is of interest, a more
pragmatic stance is taken in this paper. This is because, from a knowledge dis-
covery viewpoint [22], patterns discovered from data should adhere to several
principles: validity, novelty, usefulness, and understandability. While the use of
for instance Causal nets for process discovery is likely to produce rich and high
quality results, such an approach suffers from a steep learning curve which of-
ten leads to problems of understandability. For this reason, we argue that a
more pragmatic, user-centered stance with respect to the suitability of the rep-
resentational bias is worth pursuing. This pragmatic approach is based upon
an assessment of some key characteristics of process modeling notations for the
purpose of process discovery, as detailed in Table 1. It is argued that there exist
two contrasting effects that make it difficult to agree on one fit-for-all modeling












Petri net ••◦◦◦ ••◦◦◦ •◦◦◦◦ ••••◦
Heuristic net •••◦◦ ••••◦ ◦◦◦◦◦ •••••
Fuzzy model ••••◦ ••••◦ ◦◦◦◦◦ •••••
Causal net •◦◦◦◦ ••••• ◦◦◦◦◦ ••◦◦◦
EPC ••••◦ •◦◦◦◦ ••••◦ ••◦◦◦
BPMN ••••• ••◦◦◦ ••••• ◦◦◦◦◦
Table 1. Key characteristics of process modeling notations for the purpose of process
discovery.
Based on a comparative analysis of various modeling notations, it is ob-
served that traditionally popular modeling notations used for process discovery
(i.e. Heuristic nets, Fuzzy models, and Causal nets) put a strong emphasis on
the suitability of the representational bias. Note that our judgment about the
representational bias reflects how well these notations help process discovery
techniques at expressing a large number of possible constructs, while at the
same time avoiding syntactically incorrect models as much as possible. There-
fore, Petri nets, another popular representation choice, are scored lower because
it is actually non-trivial to avoid the construction of incorrect Petri nets. On
the other hand, representation languages with a less steep learning curve such
as EPC and BPMN make it more difficult for process discovery techniques in
terms of representational bias because modeling constructs are difficult to map
against recorded data and because of the broad set of available constructs in the
case of BPMN. A second, even stronger, contrast exists in terms of the level of
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popularity for modeling vs. mining. Basically, there exists an important discrep-
ancy in the BPM domain between languages used for modeling and languages
used for mining. While some might argue that models can be translated from
one language to another (for instance through the use of Petri nets as BPM's
Esperanto), this often involves non-trivial procedures. With this paper, we opt
to bridge the gap between modeling and mining by making use of BPMN as the
representational language.
To conclude, we recognize that BPMN presents several drawbacks as a rep-
resentational language for process discovery. Most importantly, many of its con-
cepts are difficult or impossible to map with recorded event data. In addition,
the broad range of concepts also leads to the absence of a clear and crisp defini-
tion of its execution semantics, which is a much desired characteristic for process
discovery. However, given the rationale in Section 2 for a native BPMN miner,
the next section details how these limitations can be dealt with.
4 Implementation
This section provides a formalization of the developed technique, together with
an overview regarding its implementation as a ProM plugin1.
4.1 Preliminaries
We define the following terms and notations. An event log L is defined as a
multi set of traces. Each trace σ ∈ L is a finite sequence of events with σi the
event at position i in trace σ. Let TL denote a set of activities occurring in the
event log L. Let OL denote a set of originators occurring in the event log L.
a : L→ TL is the function returning the activity for a given event, o : L→ OL is
the function returning the originator (i.e. the role, person, group, department...)
having executed the event. A trace can simply be denoted in full based on the
activities and originators of its event, e.g.: σ = 〈startalice, registerbob, . . . 〉.
The Business Process Model and Notation (BPMN) is a well-known dia-
grammatic notation to support the specification of business processes. BPMN
consists of a high amount of notational elements, classified into four types: flow
objects, connecting objects, artifacts and swim lanes. Artifacts and swim lanes
are unrelated to process flows and thus do not come into play for BPMN's token-
based execution semantics. Due to space constraints, we do not provide a full
description of BPMN, but instead refer the reader to [6].
4.2 Control-Flow Discovery
One of the novel contributions of our process discovery technique is that it di-
rectly applies BPMN as the representational language for discovering process
1 In analogy with the WEKA toolkit for data mining, ProM is an extensible framework
that supports a wide variety of process mining techniques in the form of plug-ins.
See: http://www.processmining.org.
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models from event logs, thus not relying on a translation. As stated in the intro-
duction, the discovery of BPMN models has been somewhat overlooked so far,
mainly due to fact that BPMN lacks a formal definition of its execution seman-
tics and its many notational constructs pose a challenge for discovery techniques.
To overcome this issue, our proposed approach deliberately considers a subset
of BPMN's notational constructs in order to perform the control-flow discovery.
Other works have illustrated that only a small subset of BPMN is actually be-
ing applied in real-life modeling practice [13], those being gateways (XOR and
parallel), tasks, sequence flow, start and end event, and swim lanes. All of these
constructs are also supported by our approach. In addition, we highlight the
fact that discovered BPMN process models by our approach do provide an ideal
starting point which can easily be adapted, extended, and modified by modelers
and practitioners, as the discovered model lies much closer to the representa-
tional language practitioners are already applying, thus preventing conversion
steps (with potential loss of accuracy or behavioral representation) or having to
learn other modeling notations.
To perform the control-flow discovery, our technique applies an algorithm
which is similar to the one applied in Heuristics Miner [3]. The basic idea works
as follows. First: dependency information is derived between activities in the
event log to construct a so called dependency graph D = {(a, b)|a ∈ TL ∧ b ∈
TL ∧ ∃σ ∈ L : [∃σi ∈ σ : [a(σi) = a∧ a(σi+1) = b]]}. Next, the splits and joins in
the dependency graph need to be characterized by semantic information and con-
verted to BPMN constructs. For example, for the split {(a, b), (a, c), (a, d)} ⊂ D,
we aim to investigate whether b, c, and d all occur in parallel (AND split), inde-
pendently (XOR split), or a mixture of both. This is done by iterating over the
traces in the event log and investigated succession and precedence relations for
the given split or join respectively, similar to the approach applied in Heuristics
Miner [23]. For example, for the split above, we investigate to see how many
times b alone occurred after a, c alone occurred after a, d alone occurred after
a, b and c occurred after a, b and d occurred after a, c and d occurred after a,
and how many times all three activities occurred after a (always before the next
occurrence of a). Based on these frequencies, we derive the semantics of the split
or join, and thus define I : TL → P(P(TL)) and O : TL → P(P(TL)) as the
functions returning the input and output patterns for each task. A pattern is
defined as a set of sets where each set of activities is interpreted as a disjunction
(XOR), and the activities within a set are interpreted as a conjunction (AND).
Based on this information, a BPMN model is constructed as follows. First,
start and end events are added. Second, the BPMN graph is constructed.
Activities are added for each a ∈ TL: Aa. Next, a XOR input and output





to the activity with sequence flows (XORia, Aa) and (Aa, XOR
o
a). For each
a ∈ TL, AND gateways are created for each set of activities in I(a) and
O(a): ANDi,ja and AND
o,k
a , which are connected to the input and output
XOR gateways with sequence flows (ANDi,ja , XOR
i
a) for j = 1, . . . , |I(a)| and
(XORoa, AND
o,k
a ) for k = 1, . . . , |O(a)|. Next, a set of XOR connecting gateways
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is constructed for each ai ∈
⋃
(I(a)) with a ∈ TL|a 6= ai: XORai,ad and for each
ao ∈
⋃
(O(a)) with a ∈ TL|a 6= ao: XORa,aod . Sequence flows are added for each
(ANDo,ka , XOR
ai,ao
d ) so that ai ∈ TL, ao ∈ TL, a ∈ TL, k = 1, . . . |O(a)| and
with ai ∈ O(a)k2. Similarly, we add flows for each (XORai,aod , ANDi,ja ) so that
ai ∈ TL, ao ∈ TL, a ∈ TL, j = 1, . . . |I(a)| and with ao ∈ I(a)j . Finally, the start
and end event are connected with all the activities Aa for which I(a) = {∅} and
O(a) = {∅} respectively. If no such activity can be found, the algorithm deter-
mines a single start/end activity based on the frequency of the activity occurring
most commonly at the start/end of traces. On the other hand, if multiple start or
ending activities can be identified, they are connected through a XOR gateway
with the starting and ending event. The third phase of the control-flow discov-
ery algorithm consists of simplification of the BPMN model. This simplification
step consists of iterative removal of all gateways which only contain a single
incoming and one outgoing sequence flow, merging all AND gateways with the
same incoming activities and a single outgoing activity (using a XOR gateway
to connect the merged outgoing activities to the AND gateway) and merging all
AND gateways with the same outgoing activities and a single incoming activity
(using a XOR gateway to connect the merged incoming activities to the AND
gateway).
4.3 Filtering and Abstraction
Discovering process models containing a high amount of activities, dependencies
and noise leads to spaghetti models with a high amount of variability. In this
case, the value of the discovered process models decreases rapidly, as it is no
longer possible to derive understandable insights on how the as-is process is
behaving.
We have implemented a number of techniques to deal with the aspects of
variability and noise. First of all, users have the option to configure a dependency
threshold, similar as the dependency thresholds applied in Heuristics Miner,
although here, only one dependency threshold is used. The dependency threshold
affects which arcs will be taken into the account during the construction of
the dependency graph D. Second, we also incorporate a split/join threshold,
affecting which patterns will be considered to include in I(a) and O(a) (based
on their frequency). Finally, in case event logs contain low-frequent activities,
the implemented plugin also offers end users the option to first filter out these
low-frequent activities from the log before continuing with the discovery.
4.4 Bidimensional Discovery
The majority of existing process discovery algorithms focus on discovering the
control-flow perspective of an event log, meaning that they use the sequence and
ordering of activities to derive a process model using a particular representational
2 We assume here that the input and output sets are ordered. O(a)k thus returns the
jth subset of O(a).
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language. Other techniques exist which start from another event log perspective
(social network extraction techniques [24], for instance). In BPMN Miner, we
apply a bidimensional approach, directly incorporating the social (i.e. originator)
perspective in the discovered model, together with control-flow (i.e. the sequence
flow between activities).
To model originator information, our technique makes use of the swimlane
construct of BPMN, meaning that our technique attempts to create a number
of swimlanes containing one or more activities. Each swimlane then represent
a worker pool (or role) which is responsible for executing its contained ac-
tivities. The swimlanes are discovered as follows. Recall o : L → OL as being
the function returning the originator (i.e. the role, person, group, department...)
having executed an event. Depending on the desired level of granularity, end-
users can choose which originator attribute to use to construct the swimlanes.
First, for each activity a ∈ TL, a dedicated swimlane-representing set Si = {a}
is constructed, containing this single activity, so that S = {S1, . . . , S|TL|}. Next,
swimlanes Si and Sj are merged iff ∃o ∈ OL, ai ∈ Si, aj ∈ Sj , σi ∈ L, σj ∈ L :
[a(σi) = ai ∧ a(σj) = aj ∧ o(σi) = o(σj) = o]. Ultimately, this leads to a set
of merged swimlanes representing a grouping of activities which are to be con-
tained in their swimlane. The grouping is performed such that each swimlane
also represents a role (a distinct grouping of originators) responsible for this
set of activities.
4.5 Conformance Analysis
Apart from discovering BPMN models using a bidimensional approach, we also
incorporate conformance checking functionality in BPMN Miner. More precisely,
we add the ability to replay an event log over a discovered BPMN model (using
token-based execution semantics), to determine the fitness level of the BPMN
model in respect to the given event log. An overall fitness metric is then defined
as the number of events in the event log which could be correctly executed by
the BPMN model over the total amount of events. In addition, since this fitness
metric is defined in an event-granular manner, we can also, for each activity in
the model, indicate its degree of conformance in a visual manner. The following
section outlines an example illustrating this functionality.
4.6 Exporting
The final functional element of BPMN Miner we wish to emphasize is the ability
to export and convert the discovered BPMN models. For exporting, we make use
of ProM's built in exporting functionality to enable end-users to save discovered
models to XPDL (XML Process Definition Language), which can then be read
in by most existing modeling tools (ARIS, Bizagi, Signavio, Activiti, etc.). To
accommodate the needs of researchers and scholars, functionality is also provided
to convert the discovered BPMN models to Petri nets.
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5 Illustrating Example
This section illustrates the developed BPMN Miner by means of a concise, ficti-
tious example. To do so, we utilize the driversLicenseLoop event log (a commonly
used log in benchmarking setups, see [25]), and annotate this event log with orig-
inator information. Fig. 1 depicts a number of screen captions illustrating the
features of the BPMN Miner plugin. Fig. 1(a) shows the result of mining the
BPMN model from the driversLicenseLoop event log without creating swimlanes
or performing conformance analysis. This model can be exported to XPDL and
imported in third-party tools or converted in ProM to a Petri net and used for
further analysis. Fig. 1(b) shows the discovered BPMN model with the bidimen-
sional discovery and conformance analysis enabled. As shown, the model has
a perfect fitness level (all activities green). Each swimlane represents a pool of
originators responsible for the activities contained within the swimlane. Finally,
Fig. 1(c) shows the result of a conformance analysis of the mined BPMN diagram
(without swimlanes) against the event log in which a high amount of noise was
introduced and does thus not fit the discovered model. The coloring of activities
(green to red scale) indicate problematic areas with a high amount of deviations.
(a) Mined BPMN model without swimlanes or conformance visualization.
(b) Mined BPMN model with swimlanes and conformance visualization.
(c) Conformance analysis of mined BPMN diagram against noisy event log.
Fig. 1. Screen captions illustrating discovery features of BPMN Miner.
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6 Conclusions
This paper describes BPMN Miner, a new process discovery technique that di-
rectly applies BPMN as its representational language for discovered models.
The technique also provides functionality to discover resource-based swimlanes,
thus combining control-flow and resource information in one easily interpretable,
bidimensional model. Moreover, BPMN Miner provides support for filtering and
abstraction so as to deal with complex event logs presenting a wide variety of
behavior. Finally, it will provide the user with immediate feedback regarding the
conformance between the input event log and the discovered model through an
event-granular fitness metric and deviation visualization.
It is argued that BPMN Miner will lower the adoption barrier of process
mining for practitioners, education, and researchers. In future work, we aim at
further extending the set of supported BPMN constructs so as to ultimately de-
velop a technique that can produce rich discovered process models, for instance
with exception handling, sub-processes, data flows (discovery of data artifacts),
etc., or the discovery of external process participants based on interactions with
the operating environment (this can be represented as collapsed pools with mes-
sage flows). In addition, the discovery of hierarchical process structures with
different invocation methods (subprocesses, call activities etc.) is also put for-
ward as future work.
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