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1 Introduction
We consider modeling a set of asset returns via a conditional multivariate distribution with dy-
namics governed by a process which has features of both GARCH and stochastic volatility (SV).
These two essentially disparate paradigms for capturing volatility clustering in asset returns have
their individual advantages, and also limitations. In univariate models, both can capture changes
in volatility, the leverage effect (at least for more recent SV models), and the leptokurtosis and
possible asymmetry of the innovations distribution. The main disadvantage of SV models is the
lack of an explicit form of the likelihood function and the necessity to use moment-based methods
or simulation for estimation. The former are often simple, but inefficient, while the latter attempt
to achieve a close approximation of the likelihood function through computationally intensive
methods, and become problematic for more than a small number of assets (see, e.g., Asai et al.
2006; Asai and McAleer 2009; and Bos 2012; and the reference therein). Alternatively, in the
univariate case, a GARCH model is trivial to estimate via (conditional) maximum likelihood, but
it assumes that the volatility process is predictable. Both SV and many kinds of GARCH models
share the same estimation infeasibility in the large-scale multivariate case, though models such as
CCC, DCC, and some of their extensions, are feasible.
The recent literature has emphasized the importance of including a stochastic jump component
in the volatility dynamics—a feature which can be easily incorporated into the SV structure (see,
among others, Chernov et al. 2003; Eraker et al. 2003; Eraker 2004; and Todorov and Tauchen
2011) but is absent in GARCH models. (One exception is the model proposed by Chan and
Maheu 2002, and Maheu and McCurdy 2004, see also Section 2 below.) Another approach is
to use high-frequency returns in order to construct realized variation measures which separate
the volatility jump component from the smooth continuous movement of the underlying volatility
(see, e.g., Andersen et al. 2007).
In the multivariate case, jumps in individual assets can be observed to arrive simultaneously,
forming what are called co-jumps. Following the arbitrage pricing theory, Bollerslev et al. (2008)
distinguish the co-jumps in the idiosyncratic component, which are diversifiable, and the co-jumps
in the common component, which are non-diversifiable, i.e., those which carry a risk premium.
According to their statistical test, there are co-jumps which can be highly significant, but when
considered on individual stocks, remain undetected. The importance of co-jumps structures for the
consumption-portfolio selection problem is discussed by Aı¨t-Sahalia et al. (2009). More recently,
Gilder et al. (2013) provide empirical evidence for co-jumps and analyze the association between
jumps in the market portfolio and co-jumps in the underlying stocks. Their results suggest that
news events which have market-level influence are able to generate large co-jumps in individual
stocks, while Bollerslev et al. (2013) show that extreme joint dependencies observed in daily data
can be implied by the diffusive volatility and co-jumps observed in the high-frequency data.
In line with this high-frequency literature, we propose a new model which also splits the
dynamics of volatility; however, it is a parametric approach which does not require high-frequency
data and is applicable in the multivariate setting. We propose a solution which, in a conditional
setup, utilizes a flexible, fat-tailed distribution, and combines univariate GARCH-type dynamics
(most of the popular variations are possible) with a relatively simple, yet flexible, SV dynamic
structure, based on the seminal work of Taylor (1982). By introducing a latent component similar
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to that used in the SV literature, the resulting hybrid GARCH-SV model is able to capture
stochastic (co-)jumps in the volatility series and across assets. To the best of our knowledge,
this is the first volatility model which combines GARCH and SV paradigms—and is applicable
to large-dimensional multivariate settings, owing to the proposed EM-algorithm for maximum
likelihood estimation (MLE) and the possibility for parallel computing.
The model contains a univariate, latent component which is common to all K assets. We
term this a common market factor. It dictates the nonlinear dependency between margins, so
that, conditional upon it (as realized via the EM-algorithm), what remains to be estimated are
K univariate normal GARCH models. The (conditional) MLE of each of the latter is numerically
fast and reliable to obtain, and the K estimations can be conducted in parallel.
Another important feature of our model is that it imposes a multiplicative structure on the
volatility, and an infinitely divisible distribution which, in the iid case, generates an infinite activity
jump process, as opposed to jump diffusion models, where finite activity jumps, modeled via a
Poisson-distributed term, are added to Gaussian dynamics. This is in line with Aı¨t-Sahalia and
Jacod (2011), who propose two non-parametric statistical tests to discriminate between the two
cases, and both tests point toward the presence of infinite-activity jumps in the data. Other
examples of models which support infinite activity jumps, and are often used in the context of
option pricing, are the variance gamma model of Madan and Seneta (1990) and Madan et al.
(1998), the hyperbolic model of Eberlein and Keller (1995), and the CGMY model of Carr et al.
(2002).
Motivated by these models from continuous time finance, we apply our model in option pricing.
In order to maintain the applicability of the model for multivariate option pricing, we develop a
new pricing algorithm which combines the equivalent martingale measure approach with Monte
Carlo simulation. The GARCH version of the model is shown to be a good candidate for pricing
options with maturity over one month. The hybrid GARCH-SV extension is flexible enough to
price derivatives which are closer to expiration.
The remainder of the paper is as follows. The model and some of its properties are stated
in Section 2. Section 3 discusses the proposed method of estimation. Section 4 provides the
theoretical details on option pricing, while Section 5 demonstrates its empirical performance.
Section 6 provides some concluding remarks, and an Appendix gathers various technical results.
2 Model
We consider a set of K financial assets, with associated return vector at time t given by Yt =
(Yt,1, Yt,2, . . . , Yt,K)
′, t = 1, 2, . . . , T , whose conditional, time-varying distribution is taken to be
multivariate generalized hyperbolic, hereafter MGHyp; see, e.g., McNeil et al. (2005). We observe
a realization of Y = [Y1 | Y2 | · · · | YT ], where the Yt are equally spaced in time (ignoring the
weekend effect for daily data) return vectors. The information set at time t is currently defined as
the history of returns, Φt = {Y1, . . . ,Yt}, though extensions to the model which include the use
of exogenous variables could be straightforwardly entertained. The dispersion matrix of Yt | Φt−1
is decomposed as the product of scale terms and a conditional dependency matrix (a correlation
matrix when the MGHyp distribution approaches the multivariate normal). For each of the
univariate scales, a GARCH-type structure is imposed, while the dependency matrix is specified
3
as being constant over time. We will see in Remark 2.(ii) below that, except for some special
cases, the correlations are actually time-varying. Further methods of inducing time-variation in
the dependency matrix are discussed in the conclusions.
Using the mixture representation of the MGHyp (see Section 3 below; Eberlein and Keller,
1995; and Eberlein et al., 1998), we can express the return vector as
Yt = µ+ γGt + εt, with (1a)
εt = H
1/2
t
√
GtZt, (1b)
where µ = (µ1, . . . , µK)
′ and γ = (γ1, . . . , γK)′ are column vectors in RK ; Ht is a positive definite,
symmetric, conditional dispersion matrix of order K; Zt
iid∼ N (0, IK) is a sequence of independent
and identically distributed (iid) normal random vectors and (Gt | Φt−1) ∼ GIG (λt, χt, ψt) are
mixing random variables, t = 1, 2, . . . , T , independent of Zt, with typical GIG (generalized inverse
Gaussian) density given by
fG (x;λ, χ, ψ) =
χ−λ
(√
χψ
)λ
2Kλ
(√
χψ
) xλ−1 exp(−1
2
(
χx−1 + ψx
))
, x > 0; (2)
Kλ is the modified Bessel function of the third kind (and not to be confused with K, the number
of assets), given by
Kλ (x) = 1
2
∫ ∞
0
tλ−1 exp
(
−x
2
(
t+ t−1
))
dt, x > 0; (3)
and χt > 0, ψt ≥ 0 if λt < 0; χt > 0, ψt > 0 if λt = 0; and χt ≥ 0, ψt > 0 if λt > 0.
There is a minor identification problem which needs to be addressed. The same MGHyp distri-
bution arises from the parameter constellation (λt, χt/c, cψt,µ, cHt, cγ) for any c > 0. Therefore,
to achieve the identification one has to pin down the scale of either Gt (see, e.g., Protassov, 2004)
or one of the elements of Ht (see, e.g., McNeil et al., 2005). We suggest to follow the former
approach and fix χ or ψ (or both) parameters in the GIG distribution prior to the estimation.
We consider two specifications for the GIG parameters: (i) Gt | Φt−1 are iid with time-
invariant parameters, i.e., λt = λ, χt = χ and ψt = ψ; (ii) Gt | Φt−1 has time dependent, random,
parameters with the dynamics described by a system of conditional moment equations
E [Grt | Φt−1] = cr + ρrE
[
Grt−1 | Φt−2
]
+ ζr,t , (4)
for a set of positive integer values of r; ζr,t = E [Grt | Φt]−E [Grt | Φt−1]; and cr and ρr are param-
eters to be estimated. The dynamics in (4) are of the form of the first order autoregressive process
and capture the possible persistence in the Gt. The error term ζr,t represents the unpredictable
component affecting the rth moment of the mixing variable Gt. It contains all new information in
forming expectations about Grt when moving from time t−1 to t. It can be used as a driver of the
dynamics of E [Grt | Φt−1] in (4) because it is a martingale difference sequence (MDS) with respect
to Φt−1, implying that E [ζr,t] = 0 and Cov (ζr,t, ζr,t−s) = 0, s = 1, 2, . . .. From (4), the dynamics
of the parameters λt, χt, and ψt can be inferred by the expression for the moments of the GIG
random variable given below in (43). However, for the special case of the MGHyp distribution we
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entertain, it turns out that the dynamics of only the λ parameter associated with Gt needs to be
modeled. Therefore, we limit our consideration to the r = 1 case, for which we need to ensure
that in the estimation, E [Gt | Φt−1] is positive. The dynamics in (4) can be rewritten as
E [Grt | Φt−1] =
cr
2
+
ρr
2
E
[
Grt−1 | Φt−2
]
+
1
2
E [Grt | Φt] , (5)
so that the sufficient condition for E [Grt | Φt−1] to be positive for all t > 0 is cr > 0 and ρr ≥ 0.
When the parameters of Gt are allowed to be dynamic as in (4), we call model (1) a hybrid
GARCH-SV extension because it can be linked to the seminal SV model of Taylor (1982); this link
being detailed in Appendix B. Our model differs from it because ours is a multivariate model with
GARCH dynamics in the individual scales and an SV component which describes the dynamics
of the common market factor Gt (as detailed below). Moreover, the dynamics in (4) are in the
same vein as Chan and Maheu (2002) and Maheu and McCurdy (2004), who model dynamics of
the jump intensity of a Poisson process in individual stock returns. (One important difference
is that our dynamics imply that Grt is not a deterministic function of the past returns.) In line
with these works, we model the dynamics of the linear projections of Grt on past returns only, this
being another difference between our approach and that of Taylor (1982).
Due to the MDS property of the ζr,t innovations, the conditional forecasts of the future con-
ditional moments are given by
E
[
Grt+s | Φt
]
= cr
s−1∑
i=0
ρir + ρ
s
r E [Grt | Φt−1] , s ≥ 1, (6)
where E [Grt | Φt−1] is measurable with respect to the information up to time t − 1 and is given
by (43) below. If |ρr| < 1, then the process in (4) is mean-reverting, and for s→∞, the forecast
approaches the unconditional mean value cr/ (1− ρr) of Grt .
The conditional dispersion matrix Ht is decomposed as
Ht ≡ StΓSt, (7)
where St is a diagonal matrix composed of the strictly positive conditional scale terms sk,t, k =
1, 2, . . . ,K, and Γ is a time-invariant, symmetric, with ones on the main diagonal, conditional
dependency matrix, such that Ht is positive definite. The univariate scale terms sk,t are modeled
by a GARCH-type process. In particular, the simplest realistic choice is the GARCH(1,1) model
s2k,t = ωk + αkε
2
k,t−1 + βks
2
k,t−1, (8)
where εk,t = yk,t−µk−γkGt is the kth element of the εt vector in (1), and ωk > 0, αk ≥ 0, βk ≥ 0,
for k = 1, 2, . . . ,K.
Remarks:
(i) In order to maintain the news effect in future volatilities, the innovation process used in the
GARCH recursions in (8) is εk,t = yk,t−µk−γkGt. If instead, we were to use εk,t/
√
Gt, then
the next period volatility would not be influenced by the current spike in Gt. Hence, there
5
would be no volatility persistence after news; the model would not capture the stylized fact
of volatility clustering, and use of the GARCH-type dynamics for the scale term would be
inadequate.
(ii) In model (1), µ is the location vector and Ht is the dispersion matrix of the conditional
distribution of Yt, while the mean and the covariance matrix are given by
E [Yt | Φt−1] = µ+ E [Gt | Φt−1]γ (9)
and
Cov (Yt | Φt−1) = E [Gt | Φt−1] Ht + V (Gt | Φt−1)γγ ′, (10)
respectively, where V (Gt | Φt−1) = E
[
G2t | Φt−1
] − (E [Gt | Φt−1])2. Analogously, Γ is a
correlation matrix only conditionally on the realization of the mixing process. For this
reason, we call Γ the dependency matrix.
While Γ in (7) is not dynamic, the conditional correlation matrix of Yt | Φt−1 is time-varying
when γ 6= 0 and E [Gt | Φt−1] 6= V (Gt | Φt−1). If γ = 0 or E [Gt | Φt−1] = V (Gt | Φt−1)
(e.g., in the MAVG distribution below), then Corr (Yt | Φt−1) = Γ, or Corr (Yt | Φt−1) =
Γ +γγ ′, respectively, and the dynamics in the parameters of Gt | Φt−1 in (4) influence only
the variances.
All the conditional moments implied by the model (including the limiting cases of the mixing
law) are available in Scott et al. (2011). The co-skewness and co-kurtosis matrices are also
tractable; see the expressions given in Menc´ıa and Sentana (2009).
Finally, the unconditional mean and covariance of Yt can be expressed in terms of the
unconditional mean of Gt and unconditional covariance function of Yt | Gt, respectively as
E [Yt] = µ+ E [Gt]γ and Cov (Yt) = E [Cov (Yt | Gt)] + V (Gt)γγ ′.
(iii) From (10) it follows that the vector of conditional volatilities, defined as the square root of
the conditional variances, and denoted by volt|t−1, is given by
volt|t−1 =
√(
E [Gt | Φt−1] S2t + V (Gt | Φt−1)γ2
)
. (11)
Note that, when the Gt are iid, the volatility persistence is captured by β = (β1, . . . , βK)
′
from the scale term dynamics, while in the hybrid GARCH(1, 1)-SV extension, there are
two sources of volatility persistence. Consider a simple example, a univariate (K = 1),
symmetric (γ = 0), hybrid GARCH(1, 1)-SV model with r = 1. From (11), the next period
volatility is given by
vol2t+1|t = E [Gt+1 | Φt] s2t+1 = (c1 + ρ1E [Gt | Φt−1] + ζ1,t+1)
(
ω + αε2t + βs
2
t
)
= c1ω +
(
ω
s2t
ρ1 +
c1
E [Gt | Φt−1]β + βρ1
)
vol2t|t−1 + . . .
Hence, the volatility persistence is a sum of three terms, and even if the conditional moment
of Gt is not persistent at all (ρ1 = 0), the volatility persistence is non-zero. It is equal to
βc1/ (c1 + ζ1,t), where E [ζ1,t | Φt−1] = 0 because ζ1,t is a martingale difference sequence.
6
(iv) As the volatility shock of the SV component is univariate, it influences (in a multiplicative
way) each of the asset-specific conditional volatilities via (1b). Moreover, it drives the
dynamics of higher conditional moments (e.g., skewness and kurtosis) and co-moments of
the returns. One could argue that modeling volatility shocks with a univariate process is
not sufficient because the reaction of the asset-specific volatilities to the common shock
should vary across assets and through time. Nevertheless, because of the asset-specific
conditional asymmetry coefficient γk, the impact of the SV component on each volatility is
not equal across assets and its conditional expected value varies over time. (An empirical
demonstration of this is given in the companion paper Paolella and Polak, 2015b, which
emphasizes out-of-sample density forecasting performance of the model, and applications to
minimum expected shortfall portfolio optimization.)
(v) In order to estimate the dynamics in (4), the starting values of ζr,t and E [Grt | Φt−1] have
to be set. In our empirical analysis, at each iteration in the estimation, we set them equal
to the unconditional expected values, i.e., ζr,0 = 0 for all r and E [Gr1 | Φ0] = cr/ (1− ρr),
respectively. In addition, we assume that the roots of the polynomials (1− ρrL), where L
is the lag operator associated with (4), lie outside the unit circle (i.e., modulus |ρr| < 1), so
that the unconditional expected value of Grt exists.
(vi) For notational convenience later, we collect the parameters of the model into three blocks
(process, distribution, and correlation) as follows:
θP = (µ,γ,ω,α,β) , θD = (c,ρ) and θC = Γ, (12)
where ω,α,β are K-dimensional vectors of GARCH(1, 1) parameters from (8); and c and
ρ denote vectors of cr and ρr parameters, respectively, though note that, in the case of
constant Gt parameters, θD reduces to just the set (λ, χ, ψ), of which in our special case,
only λ needs to be estimated.
3 Estimation
The explicit form of the MGHyp density and the structure of (1) implies that, if γ = 0 (necessary
to make the scale shock εt independent of the unobserved realizations of Gt), then the estimation
of the parameters in the model can be performed by direct maximization of the corresponding
conditional (on Φt−1) likelihood function. In particular, with θSP = θP \ γ, vector Yt is assumed
to have an MGHyp distribution with density fYt
(
y;θSP ,θD,θC
)
given by∫ ∞
0
1
(2pi)K/2 |Ht|1/2 gK/2
exp
{
−(y − µ)
′H−1t (y − µ)
2g
}
× fG (g;θD)dg,
where fG (·) is the density of the unobserved mixing random variable G given in (2); Ht admits
the decomposition (7) with constant conditional correlation; and the dynamics of the scale terms,
sk,t, are from (8). One can then evaluate this integral to yield the explicit expression
fYt
(
y;θSP ,θD,θC
)
= Ctd
−K/2+λ
t Kλ−K/2(dt), (13)
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for dt =
√(
χ+ (y − µ)′H−1t (y − µ)
)
ψ and the normalizing constant
Ct =
(√
χψ
)−λ
ψK/2
(2pi)K/2 |Ht|1/2Kλ
(√
χψ
) .
Direct maximization of the conditional (on Φt) likelihood function of Y, denoted LY
(
θSP ,θD,θC
)
,
requires estimation of all the parameters in one step. This approach works for K very small, but
becomes problematic as the number of assets increases, due to the quadratic increase in the num-
ber of parameters associated with the dispersion matrix, and the linear increase due to µ and the
univariate GARCH parameters. In the case with γ 6= 0 and/or for large K, direct maximization
is no longer feasible. However, estimation can be conducted via an Expectation-Conditional Max-
imization Either (ECME) algorithm from Liu and Rubin (1994). The standard ECME algorithm
maximizes the likelihood function by an iterative procedure. It is a fixed-point algorithm and
consists of the E-step, in which the realizations of the unobserved mixing variables {Gt}t=1,...,T
are imputed; and the CM-steps, in which all the parameters are updated by maximizing either the
likelihood function LY (θP ,θD,θC), or the conditional one, LY|G (θP ,θC). This is now detailed.
Consider the model with iid Gt, the complete log-likelihood function is
logLY,G (θP ,θD,θC) = logLY|G (θP ,θC) + logLG (θD) , (14)
where, based on the observed values Yt = yt and conditional on Gt = gt = Ĝt (where the hatted
notation indicates that Gt is estimated, and not observed), t = 1, 2, . . . , T ,
logLY|G (θP ,θC) = −
1
2
T∑
t=1
[
K log (2pi) + log |gtStΓSt|
+ g−1t (yt − µ− γgt)′ S−1t Γ−1S−1t (yt − µ− γgt)
]
, (15)
and LG (θD) denotes the likelihood function of (Gt | Φt−1) ∼ GIG (λt, χt, ψt), t = 1, 2, . . . , T . In
a similar fashion to Bollerslev (1990), Engle and Sheppard (2002), and Pelletier (2006), we split
(15) into a sum of two terms,
logLY|G (θP ,θC) = logLMVY|G (θP ) + logL
Corr
Y|G (θP ,θC) , (16)
where LMVY|G (θP ) is the mean-volatility term given by
logLMVY|G (θP ) = −
1
2
T∑
t=1
[
K log (2pi) + log |St|2
+ g−1t (yt − µ− γgt)′ S−1t S−1t (yt − µ− γgt) + log gKt
]
, (17)
and LCorrY|G (θP ,θC) is the correlation term given by
logLCorrY|G (θP ,θC) = −
1
2
T∑
t=1
[
log |Γ|+ e′tΓ−1et − e′tet
]
, (18)
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where et = g
−1/2
t S
−1
t εt and εt = yt − µ− γgt from (1).
Owing to the mixture structure of the MGHyp, LY|G (θP ,θC) is a multivariate Gaussian like-
lihood with a GARCH-type structure for the scales and a given conditional correlation model.
As such, maximization of LY|G (θP ,θC) can be done in two steps. First, with the correlation
structure ignored, the GARCH parameters in (8) are updated for each of the K assets separately
(and concurrently with parallel computing) by maximizing LY|G (θP | θC = IK), and, in the sec-
ond step, the correlation parameters θC are updated from the first-step de-volatilized residuals.
This idea is not new, and is similar to the Gaussian setup in Bollerslev (1990), Engle (2002), and
Pelletier (2006). Given the θP and θC estimates, denoted by θ̂P and θ̂C , the mixing process pa-
rameters θD are updated by maximizing LY
(
θD | θ̂P , θ̂C
)
. Given all the parameter updates, we
proceed with the next E-step update (see (19) below) of the unobserved mixing random variable
G, and continue to iterate until convergence.
Observe that LY|G (θP ,θC) reduces to the mean-volatility component, LMVY|G (θP ), if and only
if we assume zero correlations. As such, LMVY|G (θP ) corresponds to the likelihood of Y conditional
on G for the model under zero correlations. Based on this decomposition, estimates of θP , θC
and θD can be obtained by the following ECME algorithm.
E-step: Calculate E
[
logLY,G | Y; θ̂P , θ̂C , θ̂D
]
.
The log-likelihood function (17) is linear with respect to gt and g
−1
t (log g
K
t can be ignored
without influencing the first order conditions). Hence the E-step involves replacing unob-
served realizations of Gt and G
−1
t in (14) by the imputed values, Ĝt. Calculation shows that
(see, e.g., Paolella, 2013, Eq. 35)(
Gt | Φt; θ̂P , θ̂C , θ̂D
)
∼ GIG (λ∗t , χ∗t , ψ∗t ) , (19)
where
λ∗t = λt −K/2, χ∗t = χt + (yt − µ̂)′ S−1t Γ̂
−1
S−1t (yt − µ̂) and ψ∗t = ψt + γ̂ ′S−1t Γ̂
−1
S−1t γ̂.
The latent values of gt and g
−1
t are then updated by their conditional expectations from
(19), using the expression for the moments of the GIG random variable given in (43).
CM1-step: Update θP and θC .
(P) Update θP by computing
arg max
θP
logLMVY|G (θP ) , (20)
where LMVY|G (θP ) is a Gaussian likelihood with zero correlation, so we can estimate the
parameters of each asset, (µk, γk, ωk, αk, βk), separately by maximizing the correspond-
ing likelihood function.
(C) Update θC by computing the usual empirical correlation estimator (the MLE under
normality) of the de-volatilized residuals Ĝ
−1/2
t S
−1
t ε̂t, where ε̂t = Yt− µ̂− γ̂Ĝt, µ̂ and
γ̂ are obtained in part (P) directly above, and Ĝt is obtained in the E-step.
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CM2-step: Given the CM1-step updates of θP and θC , obtain new updates of θD by maximizing
the incomplete data log-likelihood function, i.e., compute
arg max
θD
logLY
(
θD | θ̂P , θ̂C
)
. (21)
Iterate the above steps until convergence.
The hybrid GARCH-SV extension differs from the iid case because the random variable
(Gt | Yt) in (4) is not measurable with respect to Φt−1 but only with respect to Φt. However,
this random variable conditional on Φt−1 or on Φt is the same random variable. Hence, the above
algorithm applied to the hybrid GARCH-SV model maximizes not only the conditional likelihood
function LY|(G|Y), but also the conditional (on Φt−1) likelihood function of the data, LY. In fact,
the two functions are equal. In Appendix A we prove the equality between the two conditional
log-likelihoods, and the monotonic convergence of the proposed algorithm.
Remarks:
(i) In contrast to the Gaussian distribution, setting Γ equal to the identity matrix does not imply
independence when assuming MGHyp returns, due to the dependence induced by the GIG
mixing variable Gt. But via the application of the ECME algorithm, which conditions on the
realizations of Gt, we can estimate the parameters of the GARCH equations separately for
each asset. This is the key to fast, simple, joint likelihood-based estimation of a multivariate
non-normal model.
(ii) In the ECME algorithm, the E-step computation of the conditional expectations of Gt
and G−1t involves computation of ratios of Bessel functions (3) for different arguments.
In case of large arguments (χ∗t and ψ∗t in (19) can get very large because they involve a
quadratic form of the inverse of the covariance matrix), numerical computation is subject to
rounding error which affects estimates of all the parameters. We propose a method which
increases numerical accuracy such that estimation for all data windows used in our empirical
application was successful. It is given in Appendix E.
(iii) The method which increases the accuracy of the Bessel function computation given in Ap-
pendix E is also used in the CM2-step for evaluating logLY for different θD values in (21).
(iv) Here we state the starting values used for the estimation procedure. Those of the asymmetry
parameter γk are taken to be zero, and the remaining ones in θP , (µk, ωk, αk, βk), to be those
values obtained from the normal-based GARCH estimates, using the method in Paolella
and Polak (2015a) to avoid inferior local likelihood maxima. For θC , we use the empirical
correlation matrix computed from the normal-based GARCH residuals. For θD = (λ, χ, ψ),
we have confirmed that the likelihood is such that optimization is rather robust to the choice
of starting values. For the special case of the multivariate asymmetric variance gamma
distribution (MAVG) used in the empirical section below, we use λ = 2 as the starting
value. For the hybrid GARCH-SV model we set, c = 0.1 and ρ = 0.8. In the estimation
with a rolling window, we use also as starting values the previous window estimates; and
take the final estimates to be those with the higher likelihood value.
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(v) If the starting values are sufficiently close to those which maximize the likelihood, or if
the likelihood function is unimodal in the parameter space, and the maximum is not on
the boundary of the parameter space, then monotonicity in the likelihood values of the
consecutive ECME estimates, which is shown in Appendix A, guarantees their convergence
to the corresponding maximum likelihood parameters; see, e.g., McLachlan and Krishnan
(2008). As such, under further standard regularity conditions on the likelihood, consistent
and asymptotically normal point estimates are obtained.
(vi) As reported by Protassov (2004), and also confirmed by our studies, one or more of the
MGHyp shape parameters can have a relatively flat likelihood (already after fixing χ or
ψ for identification purposes), implying possible numeric problems when maximizing the
likelihood. To this end, we focus our empirical analysis on a special case of the MGHyp
distribution in which Gt is gamma distributed with shape parameter λ > 0 and unit scale
parameter (the multivariate asymmetric variance gamma, MAVG, model). The MAVG dis-
tribution does not share the flat likelihood problem of the fully general MGHyp distribution,
and so is considerably faster and numerically more reliable to estimate, but still retains the
flexibility required for modeling asset returns by allowing for individual asset asymmetry
parameters and also higher kurtosis than the normal distribution. (An empirical motivation
of the MAVG distribution is given in the companion paper Paolella and Polak, 2015b, where
its performance is compared with other special cases of MGHyp distribution.)
(vii) For γ = 0 and K small, we confirmed the accuracy of the proposed EM algorithm by
comparing the EM estimates with the results based on the direct likelihood maximization
of (13).
4 Option Pricing
We present a feasible technique which allows for multivariate option pricing in the framework of
our model. Since the work of Duan (1995), GARCH models have become increasingly popular
in option pricing. More recent literature includes Heston and Nandi (2000), who derive a nearly
closed-form pricing formula under normal return innovations and the valuation assumption from
Duan (1995); Christoffersen et al. (2006), who propose a model with inverse Gaussian innovations
which allows for conditional skewness; Barone-Adesi et al. (2008), who use filtered historical
simulation; Christoffersen et al. (2010), who develop a theoretical framework for option valuation
under very general assumptions which allow for conditional heteroskedasticity and non-normality;
and Rombouts and Stentoft (2011), who consider multivariate option pricing in a model with a
finite normal mixture. Our model is also multivariate and, as it allows for all the primary stylized
facts of asset returns, it is expected to be a good candidate for option pricing, given a feasible
calibration algorithm.
The proposed algorithm combines the equivalent martingale measure (EMM) technique in the
presence of a GARCH structure as in Christoffersen et al. (2010), with a Monte Carlo simulation
method. Like in Barone-Adesi et al. (2008), it does not focus on the analytical form of the change
of measure. Barone-Adesi et al. (2008) utilize a Monte Carlo simulation based on QML estimates
of model parameters under the historical measure and calibrate the EMM on the option prices.
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In contrast to their nonparametric method, our algorithm estimates the model parameters via
maximizing the complete data likelihood function under the historical measure P , it changes the
measure as if Gt were observed, and recovers the missing information about the future Gt values
under the EMM from the option prices observed on the market. Crucially for the COMFORT
model, the proposed algorithm does not suffer from the curse of dimensionality, and so, it is
applicable in a multivariate setup with a large number of underlying assets.
Denote by Xt = (Xt,1, Xt,2, . . . , Xt,K)
′ a vector of prices of assets k = 1, 2, . . . ,K at time t.
The price of an option contract at time t with maturity T and terminal payoff function %ϑ (XT ),
ϑ being the set of relevant parameters such as the strike price, can be computed as the following
discounted expectation,
Ct (T, %ϑ) = exp (− (T − t) r)EP
[
%ϑ (XT )
dQ∗
dP
| Φt
]
, (22)
where dQ
∗
dP
| Φt is the change of measure such that the discounted stock price process under Q∗
is a martingale with respect to the Φt filtration. This filtration is defined in Section 2 and it
is associated with the incomplete conditional density function fYt . For the purpose of option
pricing, we define a complete information filtration,1 associated with the complete information
density fYt,Gt , by Ft = σ ({G1,Y1, G2,Y2, . . . , Gt,Yt}); and a second filtration, which includes
information about the realization of Gt+1, F+Gt = σ ({G1,Y1, G2,Y2, . . . , Gt,Yt, Gt+1}).
The mixture property of the MGHyp distribution implies that Yt | F+Gt−1 ∼ N (µ+ γGt, GtHt),
hence the standard theory for option pricing under normality applies. In particular, following
Christoffersen et al. (2010), and Rombouts and Stentoft (2011), if we impose the exponential
affine form on the Radon-Nikodym derivative, with respect to F+Gt , then, under the corresponding
measure Q+G, as detailed in Appendix C, the dynamics of the returns remain Gaussian although
with a shift in the mean.
Next, we define a change of measure, under Ft, by
dQ
dP
| Ft = EP
[(
dQ+G
dP
| F+Gt
)
| Ft
]
. (23)
This transformation defines a Radon-Nikodym derivative under Ft and the resulting measure Q is
an EMM, under Ft. Note that, from (36) the information contained in Ft is sufficient to construct
dQ+G
dP | F+Gt . Therefore, the change of measure (23) is available explicitly and equal to (36).
Under the measure Q,
Yt | F+Gt−1
Q∼ N
(
(µ− r) + γGt + 1
2
diag
(
S2t
)
Gt, GtHt
)
, (24)
where r = (r, . . . , r)′ is a K × 1 vector of the risk free interest rates r.
Under no arbitrage conditions, the derivatives which are a function of the underling stock price
1Note an important difference that the complete information filtration does not imply directly that the market is
complete. Features like (i) the presence of time varying volatilities, and, as pointed by the referee, (ii) the discrete
time nature of the model with the fact that asset prices can “jump” to infinitely many values from day to the
next, and only a finite number of instruments (options, underlying asset prices, risk-free bond) are available in the
market; they all induce incompleteness.
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process can be priced as the expected value, under EMM, of their future cash flows discounted
using the risk free interest rate, as given in (22). So far we have derived the necessary tools for
pricing the option under the condition that the realizations of the Gt sequence are observed.
The algorithm in Appendix D mitigates this problem. Instead of analytically deriving the
change of measure, it uses (24) together with simulated future Gt’s to generate paths of the price
processes, and calibrates the θQ
∗
D to match the option prices observed on the market. This method
implicitly defines the change of measure, and it is feasible even in case of a large number of assets.
Having obtained, the parameter estimates under the risk neutral measure Q∗ the conditional
distribution of the returns is given by
Yt | Φt−1 Q
∗
∼ MGHyp
(
µQ
∗
,γQ
∗
t ,H
Q∗
t ,θ
Q∗
D
)
, (25)
where µQ
∗
= µ − r is the location vector, γQ∗t = γ + 1/2diag
((
SQ
∗
t
)2)
is the time-varying
asymmetry vector, HQ
∗
t = S
Q∗
t ΓS
Q∗
t is the dispersion matrix under Q
∗, and SQ
∗
t is the diagonal
matrix of the scale terms which differs from St in (7) because of the dependence on past γ
Q∗
t and
past simulated values of GQ
∗
t .
Given the distribution of the returns under the risk neutral measure, one can price various
options by using (22) and Monte Carlo simulation.
5 Analysis of Option Pricing
To demonstrate the applicability and competitiveness of the model in option pricing, we use the
data set consisting of the 2, 767 daily returns of K = 30 components of the Dow Jones Industrial
Index (DJ-30) from January 2nd, 2001, to December 30th, 2011 (based on the DJ-30 composition
as of June 8th, 2009). Observe that this period covers the global financial crisis of 2008 (but
does not extend further, past the end of 2011, because of the date of onset of this project).
Returns for each asset are computed as continuously compounded percentage returns, given by
yk,t = 100 log (xk,t/xk,t−1), where xk,t is the price of asset k at time t.
We consider European call option on the average price of stocks from the DJ-30 with the price
given by
Ct (T, ϑ) = exp (−r (T − t))EQ∗
[
max
(
1
K
K∑
k=1
XT,k − ϑ, 0
)
| Φt
]
, (26)
with the interest rate r set to 0, ϑ being the strike, and (T − t) the time to maturity. We price
21 such option contracts, with maturities 30, 60 and 90 days, moneyness 0.8, 0.9, 0.95, 1, 1.05,
1.1, and 1.2, and Xt,k is normalized to 100, for k = 1, . . . ,K. We use four different models: (i)
Black-Scholes model of Black and Scholes (1973); (ii) MN-CCC GARCH(1, 1) model of Bollerslev
(1990); (iii) Heston model of Heston (1993); and (iv) MAVG-CCC GARCH(1, 1) model.
Our interest centers on the quality of option prices implied by our model. Using a rolling
window of 1000 observations, we estimate the parameters of MN-CCC GARCH(1, 1) model, and
the MAVG-CCC GARCH(1, 1) model, under the historical measure P . The former are obtained by
a two-step ML estimation method from Bollerslev (1990), and the latter by the ECME algorithm
from Section 3. Given the parameter estimates under P , option prices implied by MN-CCC
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GARCH(1, 1) model are computed as in Rombouts and Stentoft (2011). The annualized asset
price volatility in the Black-Scholes model and in the Heston model are set to the average across
assets of long term volatilities implied by the MN-CCC GARCH(1, 1) model. The instantaneous
volatility in the Heston model is set to the average across assets of conditional volatilities from the
MN-CCC GARCH(1, 1) model. The rate of mean reversion of the volatility in the Heston model
is matched with the mean reversion of the MN-CCC GARCH(1, 1) model by equating the half-life
of models. Additional parameters in the Heston model such as volatility of the volatility, the risk
premium for volatility, and the correlation between the underlying and the volatility, are set to 0.3,
0.03, and −0.6, respectively. The COMFORT option prices come from the calibration algorithm
in Appendix D performed with N = 20, 000 simulation paths, and with the prices implied by the
Heston model set as the market prices.
The feasibility of the proposed algorithm and its flexibility is demonstrated by calibrating
the MAVG-CCC GARCH(1, 1) model to replicate all 21 benchmark prices. Figure 1 displays the
results of the calibration for three different days in the sample which correspond to different mar-
ket conditions. The MAVG-CCC GARCH(1, 1) model matches all the maturities and moneyness
much closer than the MN-CCC GARCH(1, 1) model or the Black-Scholes model. Figure 2 pro-
vides corresponding implied volatilities which are extracted using the Black-Scholes formula. The
implied volatilities from the MAVG-CCC GARCH(1, 1) model are the closest to those from the
Heston model. They are convex and decreasing with moneyness, and increasing with maturity.
For deep out of the money (in the money) options, they are higher (lower) than those from the
Heston model.
The flexibility of the COMFORT model in replicating options prices is demonstrated in Figure
3. It depicts prices of 30, 60 and 90 days to maturity European call options implied by the MAVG-
CCC GARCH(1, 1) model for various values of the λQ
∗
parameter. In particular, increase in λQ
∗
implies an increase in option prices for all moneyness and maturities. Low values of λQ
∗
correspond
to a very steep and convex increase of the option price when the contract goes from out of the
money to in the money levels. Higher values of λQ
∗
correspond to higher prices, and to less steep
and more linear increase of the option price with the moneyness. This is intuitive because in
the MAVG-CCC GARCH(1, 1) model EQ∗ [Gt] = λQ
∗
, and a higher λQ
∗
corresponds to the risk
neutral dynamics which associate more risk premium to the spikes in the returns, and options
which are far out of the money still have some value because of the Q∗-probability of large spikes
being higher.
Figure 4 illustrates the role of the λQ
∗
parameter in the MAVG-CCC GARCH(1, 1) model from
the implied volatility perspective. In the left column, the remaining Q∗ parameters are the same
as for the options priced on 28/12/2004, and in the right column the remaining Q∗ parameters are
the same as for the option priced on 06/02/2009. Depending on λQ
∗
, the implied volatility surface
exhibits different shapes. It is (i) for λQ
∗
< 1, decreasing in maturity, convex in moneyness; (ii)
for λQ
∗
= 1, slowly decaying in maturity and almost flat in moneyness; and (iii) for λQ
∗
> 1,
increasing in maturity, slightly convex in moneyness, and skewed towards lower moneyness. By
comparing vertically the panels in Figure 4 we see that it is higher and also more steep along
maturity on the day with a higher volatility, i.e., higher sk,t for k = 1, . . . ,K.
The hybrid GARCH-SV extension of the model has an extra degree of flexibility, which for
contracts with long expiration, is difficult to control in calibration. However, for the purpose
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Figure 1: Comparison of European call option prices, on the average of K = 30 stocks. The prices are implied by
different models: (i) Black-Scholes model, (ii) Heston model, (iii) MN-CCC GARCH(1, 1) model, and (iv) MAVG-
CCC GARCH(1, 1) model. On a given day, a single λQ
∗
parameter in the MAVG-CCC GARCH(1, 1) model is
calibrated to match 21 option prices implied by Heston model for three maturities: 30, 60, and 90 days, and 7 levels
of moneyness: 0.8, 0.9, 0.95, 1, 1.05, 1.1, and 1.2. Number of Monte Carlo simulations is set to N = 20, 000. Each
panel corresponds to a different day in the sample and different Q∗ parameters. Upper left: A low volatility day
(28/12/2004) with λ̂Q
∗
= 1.92. Upper right: A high volatility day (06/02/2009) with λ̂Q
∗
= 1.35. Bottom left:
The last day in the sample (30/12/2011) with mid level of volatility and λ̂Q
∗
= 1.54.
of pricing options with short maturities, the dynamics in (4) allow to reproduce more complex
shapes of implied volatility surface. It is shown in Gatheral (2006, Ch. 3) that the Heston model
fails to fit the observed implied volatility surface for short expirations. As a solution to this
problem, when calibrating to short maturity contracts, they propose to add jumps to the model.
The hybrid GARCH-SV extension has a similar role in reproducing an implied volatility surface
for short maturities in the COMFORT model. Figure 5 illustrates this with an example of two
implied volatility surfaces for contracts with maturity between 5 and 30 days. The cQ
∗
and
ρQ
∗
parameters are set to keep the unconditional mean value of Gt in both panels the same, the
difference is in the mean reversion speed of (4). The left panel, with slow mean reversion, provides
a u-shaped volatility surface. The right panel, with faster mean reversion, results in a v-shaped
volatility surface which is more common for short term contracts (see, e.g., Gatheral, 2006, Ch.
3). Changing the cQ
∗
and ρQ
∗
parameters along the unconditional mean value of Gt has the same
effect on implied volatility surface as changing the λQ
∗
in the model with iid Gt’s.
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Figure 2: Comparison of European call option in terms of implied volatilities which are extracted using the Black-
Scholes formula with prices implied by different models. Analogous to Figure 1. Upper left: A low volatility day
(28/12/2004) with λ̂Q
∗
= 1.92. Upper right: A high volatility day (06/02/2009) with λ̂Q
∗
= 1.35. Bottom left:
The last day in the sample (30/12/2011) with mid level of volatility and λ̂Q
∗
= 1.54.
6 Conclusions
We introduce a new class of models which combines GARCH-type dynamics with an SV structure
(hybrid GARCH-SV class). The former captures the asset-specific volatility clustering effects and
the latter is responsible for common market shocks. The proposed model also allows for a new
type of dynamic in the dependency structure leading to additional dynamics in the higher-order
moments. Maximum likelihood estimation is numerically reliable and fast, and can be used with a
large number of assets. It yields consistent and asymptotically normal estimates of the parameters.
The model lends itself to multivariate option pricing by combining the equivalent martingale
measure technique in the presence of a GARCH structure with a Monte Carlo simulation to
match the option prices observed on the market. It is demonstrated empirically that the model
matches the option prices implied by a Heston model for European call options on the average
of the stocks. Future work will pursue the performance of the proposed option pricing algorithm
with market data on different option contracts.
An important property of the model is that it delivers a non-Gaussian predictive distribution
with a tractable sum of margins, and so could be applied to minimum expected shortfall portfolio
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Figure 3: Prices of 30, 60 and 90 days to maturity European call options on the average of K = 30 stocks based on
MAVG-CCC GARCH(1, 1) model for 7 levels of moneyness: 0.8, 0.9, 0.95, 1, 1.05, 1.1, and 1.2, and different λQ
∗
parameters (remaining Q∗ parameters are the same as on 28/12/04). Number of Monte Carlo simulations is set to
N = 20, 000.
optimization, provided the expected shortfall can be computed fast and accurately. In a companion
paper, Paolella and Polak (2015b), we develop fast methods for this computation. In addition,
we modify the CCC structure in the same vein as in the DCC model of Engle (2002) and the
VC model of Tse and Tsui (2002), and demonstrate superior performance of these models over
Gaussian competitors in terms of multivariate density forecasting, risk prediction, and portfolio
optimization.
Appendices
A Convergence of the ECME Algorithm
The conditional on Φt−1 incomplete data log-likelihood function of Y is given by
logLY (θ) =
T∑
t=1
log fYt|Φt−1 (yt;θ) , (27)
where θ = (θP ,θC ,θD) is defined in (12). By Bayes’ theorem, we have
log fYt|Φt−1 (y;θ) = log fYt|Gt,Φt−1 (y | g;θP ,θC) + log fGt|Φt−1 (g;θD)
− log fGt|Φt (g | y;θ) . (28)
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Figure 4: Different shapes of the implied volatility surface for the MAVG-CCC GARCH(1, 1) model (extracted
using the Black-Scholes formula) depending on λQ
∗
= 0.1, 1, 2 parameter. Number of Monte Carlo simulations is
set to N = 20, 000. Left column: Remaining Q∗ parameters are the same as on 28/12/04 when the volatility is
low. Right column: Remaining Q∗ parameters are the same as on 06/02/09 when the volatility is high.
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Figure 5: Different shapes of the implied volatility surface for the MAVG-CCC hybrid GARCH(1, 1)-SV model
(extracted using the Black-Scholes formula) depending on cQ
∗
and ρQ
∗
parameters. Number of Monte Carlo
simulations is set to N = 20, 000. Remaining Q∗ parameters are the same as on 28/12/04 when the volatility is low.
Left column: Slowly mean reverting dynamics of λQ
∗
t . Right column: Fast mean reversion in the dynamics of
λQ
∗
t .
Taking expectations of both sides of (28) with respect to the conditional distribution of (Yt, Gt)
given Φt, using the ` iteration fit θ
[`] =
(
θ
[`]
P ,θ
[`]
C ,θ
[`]
D
)
for θ, we have that
log fYt|Φt−1 (y;θ) = E
[
log fYt|Gt,Φt−1 (y | g;θP ,θC) | Φt,θ[`]
]
+ E
[
log fGt|Φt−1 (g;θD) | Φt,θ[`]
]
− E
[
log fGt|Φt (g | y;θ) | Φt,θ[`]
]
.
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Evaluating the last expression at Yt = yt, and summing it over t = 1, . . . , T , gives
logLY (θ) =
T∑
t=1
E
[
log fYt|Gt,Φt−1 (yt | g;θP ,θC) | Φt,θ[`]
]
+
T∑
t=1
E
[
log fGt|Φt−1 (g;θD) | Φt,θ[`]
]
−
T∑
t=1
E
[
log fGt|Φt (g | yt;θ) | Φt,θ[`]
]
. (29)
We need to show that
logLY
(
θ[`+1]
)
≥ logLY
(
θ[`]
)
. (30)
The CM1-step of the algorithm maximizes the first term in (29) and does not change the second
term. The CM2-step finds θ
[`+1]
D such that
logLY
(
θ
[`+1]
P ,θ
[`+1]
C ,θ
[`+1]
D
)
≥ logLY
(
θ
[`+1]
P ,θ
[`+1]
C ,θD
)
, for all θD. (31)
Finally, for the last term in (29), by Jensen’s inequality and the concavity of the logarithmic
function, for all θ,
E
[
log fGt|Φt (g | yt;θ) | Φt,θ[`]
]
− E
[
log fGt|Φt
(
g | yt;θ[`]
)
| Φt,θ[`]
]
= E
log fGt|Φt (g | yt;θ)
fGt|Φt
(
g | yt;θ[`]
) | Φt,θ[`]
 ≤ logE
 fGt|Φt (g | yt;θ)
fGt|Φt
(
g | yt;θ[`]
) | Φt,θ[`]

= log
∫
fGt|Φt (g | yt;θ)
fGt|Φt
(
g | yt;θ[`]
)fGt|Φt (g | yt;θ[`]) dg = log ∫ fGt|Φt (g | yt;θ) dg = 0.
Combining these three arguments proves (30) and establishes monotonicity of the ECME algorithm
for model (1) with iid Gt’s. In case of hybrid GARCH-SV dynamics, the ECME algorithm
maximizes
logLY|(G|Y) (θ) =
T∑
t=1
log fYt|(Gt|Φt),Φt−1 (yt | gt;θ) ,
where gt, for t = 1, . . . , T , are fixed at each iteration to the values filtered in the E-step. However,
fYt|Φt−1 (y;θ) =
fYt|(Gt|Φt),Φt−1 (y | g;θ) f(Gt|Φt)|Φt−1 (g;θ)
f(Gt|Φt)|Yt,Φt−1 (g | y;θ)
= fYt|(Gt|Φt),Φt−1 (y | g;θ) , (32)
for all g > 0 and y, because (Gt | Φt) | Φt−1 and (Gt | Φt) | Yt,Φt−1 are the same random
variables. Therefore, the algorithm also maximizes logLY (θ).
B Link to the Taylor (1982) SV Model
The univariate model proposed in Taylor (1982) is given by
Yt = exp (Qt/2)Zt, with Qt = c+ ρQt−1 + σηt−1, (33)
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for Zt
iid∼ N (0, 1); ηt iid∼ N (0, 1); and Zt and ηt are independent. Define Qt by Gt = exp (Qt). Then
(1) can be rewritten as
Yt = µ+ γ exp (Qt) + H
1/2
t exp (Qt/2) Zt. (34)
Switching from (Gt | Φt−1) dynamics in (4) to (Qt | Φt−1) dynamics, we get
E [Qrt | Φt−1] = cr + ρrE
[
Qrt−1 | Φt−2
]
+ ζ˜r,t, (35)
where ζ˜r,t = E [Qrt | Φt] − E [Qrt | Φt−1] . Setting µ = 0, γ = 0, r = 1 and Ht = 1 in (34) (for
K = 1) results in (34) reduce to (33), with ηt−1 replaced by ζ˜1,t and E [Qt | Φt−1] instead of Qt.
Our model differs from the SV model in three additional aspects. Firstly, we replace the past
shock ηt−1 by the current shock ηt in (33). In the SV literature, one has to use a lag shock (together
with Corr (Zt, ηt) < 0) to obtain the key feature of SV models, the asymmetric return-volatility
relation, often called a statistical leverage effect. In our setup, we can incorporate the asymmetry
or the leverage effect through the scale-term dynamics.
Note that, if we were to use ζr,t−1 instead of ζr,t in our model, then there would be a one-
period shift between the filtered Ĝt values, and the moments of Gt conditional on Φt−1. Use of
ζr,t avoids this and allows for shocks to the volatility to have an immediate impact on returns, a
feature which is absent in discrete time SV models.
The second difference is: we work with Gt instead of logGt because the former has tractable
moment expressions, and we can still guarantee positive values of E [Gt | Φt−1] by imposing the
constraints cr > 0 and ρr ≥ 0.
Thirdly, the dynamics in our model are written in terms of the conditional moments E [Gt | Φt−1]
and not in terms of Gt itself because keeping the dynamics of Gt only in terms of conditional ex-
pectations allows us to maintain, without any extra conditions, the monotonic increase of the
incomplete-data likelihood which is a key property of the ECME algorithm, and because we are
able to filter out E [Gt | Φt] through our ECME algorithm without an additional computational
burden.
C Derivation of the Q+G-Dynamics for Option Pricing
Following Christoffersen et al. (2010) and a multivariate extension given in Rombouts and Stentoft
(2011), we impose the exponential affine form on the Radon-Nikodym derivative, with respect to
F+Gt . Hence, by the law of iterative expectation, we get
Lemma C.1. For any K-dimensional sequence vs,
dQ+G
dP
| F+Gt = exp
(
−
t∑
s=1
(
v′sεs +
1
2
v′sHsvsGs
))
(36)
is a Radon-Nikodym derivative with respect to F+Gt .
Proof. We need to show that dQ
+G
dP
| F+Gt > 0 and EP0
[
dQ+G
dP
| F+Gt
]
= 1. Non-negativity is
an immediate consequence of the exponential form. For the second condition we use the law of
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iterated expectations, with respect to F+Gt , to obtain
EP0
[
dQ+G
dP
| F+Gt
]
= EP0
[
exp
(
−
t∑
s=1
(
v′sεs +
1
2
v′sHsvsGs
))]
= EP0
[
EP1 , . . . ,EPt−1 exp
(
t∑
s=1
(−v′sεs)− t∑
s=1
1
2
v′sHsvsGs
)]
= EP0
[
EP1 , . . . ,EPt−2 exp
(
t−1∑
s=1
(−v′sεs)− t∑
s=1
1
2
v′sHsvsGs
)
EPt−1 exp
(−v′tεt)
]
= EP0
[
EP1 , . . . ,EPt−2 exp
(
t−1∑
s=1
(−v′sεs)− t∑
s=1
1
2
v′sHsvsGs
)
EPt−1 exp
(
1
2
v′tHtvtGt
)]
= EP0
[
EP1 , . . . ,EPt−2 exp
(
t−1∑
s=1
(−v′sεs)− t−1∑
s=1
1
2
v′sHsvsGs
)]
,
where the second last equality follows from the normality of εt conditional on F+Gt−1. Iterating on
this yields the required result.
Having a valid candidate for the change of measure, we proceed to find conditions for the
sequence vs under which the proposed Radon-Nikodym derivative defines an EMM under F+Gt .
Denote by r = (r, r, . . . , r)′ a K vector of risk free interest rates, then
Proposition C.1. The probability measure Q+G defined by the Radon-Nikodym derivative in (36)
is an EMM under F+Gt if and only if
vt = H
−1
t
(
(µ− r)G−1t + γ +
1
2
diag
(
S2t
))
.
Proof. We need to show that, for all k = 1, 2, . . . ,K, EQ+G
[
Xt,k
Xt−1,k | F
+G
t−1
]
= exp (r), where r is
the risk free interest rate, and Xt,k is the price of stock k at time t. We have
EQ
+G
[
Xt,k
Xt−1,k
exp (−r) | F+Gt−1
]
=
= EP
 dQ+GdP | F+Gt
dQ+G
dP
| Ft
 dQ+GdP | Ft
dQ+G
dP
| F+Gt−1
 Xt,k
Xt−1,k
exp (−r) | F+Gt−1

= EP
 dQ+GdP | F+Gt
dQ+G
dP
| F+Gt−1
 Xt,k
Xt−1,k
exp (−r) | F+Gt−1

= EP
[
exp
(
−v′tεt −
1
2
v′tHtvtGt
)
exp (µk + γkGt + εt,k) exp (−r) | F+Gt−1
]
= EP
[
exp
(
−1
2
v′tHtvtGt + µk + γkGt − r − v′tεt + e′kεt
)
| F+Gt−1
]
= exp
(
−1
2
v′tHtvtGt + µk + γkGt − r +
1
2
(vt − ek)′Ht (vt − ek)Gt
)
.
= exp
(
−e′kHtvtGt +
1
2
e′kHtekGt + µk + γkGt − r
)
,
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where ek = (0, . . . , 0, 1, 0, . . . , 0)
′ is a vector of zeros with one at position k. Thus, if we ensure
that
−e′kHtvtGt +
1
2
e′kHtekGt + µk + γkGt − r = 0
for all k = 1, 2, . . . ,K, by choosing the vector series vt, then the probability measure Q
+G is an
EMM since it makes discounted asset prices martingales. Solving it for vt, in vector form we
obtain
vt = H
−1
t
(
(µ+ γGt − r)G−1t +
1
2
diag
(
S2t
))
.
Thus, if we knew the realizations of Gs for s = 1, 2, . . . , t, then it is possible to solve explicitly
for the respective vs, and Proposition C.1 guarantees that the corresponding measure is an EMM
under F+Gt .
Use of the F+Gt filtration implies that, although we are working within an incomplete market
framework, there is only one source of randomness. Therefore, constraining the Radon-Nikodym
derivative to be of the exponential affine form, as in (36), allows us to derive a unique measure
under which the discounted asset prices are Q+G-martingales. Moreover, because Yt | Gt is
Gaussian, we can characterize the change of measure and the Q+G-dynamics corresponding to
model (1) explicitly. Denote by Ψt (u) the logarithm of the conditional moment generating function
of εt given F+Gt−1, i.e.,
Ψt (u) =
1
2
u′HtuGt. (37)
In order to obtain the Q+G-dynamics of our model, we derive the analogue of Ψt under Q.
Corollary C.1. The logarithm of the conditional (on F+Gt−1) moment generating function of εt
under Q+G is given by
ΨQ
+G
t (u) = logE
Q+G
[
exp
(−u′εt) | F+Gt−1] = Ψt (vt + u)−Ψt (vt) . (38)
Proof. By change of measure and rearranging we get
EQ
+G
[
exp
(−u′εt) | F+Gt−1] = EP
 dQ+GdP | F+Gt
dQ+G
dP
| F+Gt−1
 exp (−u′εt) | F+Gt−1

= EP
[
exp
(−v′tεt −Ψt (vt)) exp (−u′εt) | F+Gt−1]
= EP
[
exp
(− (vt + u)′ εt −Ψt (vt)) | F+Gt−1]
= exp (Ψt (vt + u)−Ψt (vt)) .
Taking log of both sides completes the proof.
Substituting (37) into (38), we get
ΨQ
+G
t (u) = u
′HtvtGt +
1
2
u′HtuGt.
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Now, using the expression for vt given in Proposition C.1,
ΨQ
+G
t (u) = u
′ (µ− r) + u′γGt + 1
2
u′diag
(
S2t
)
Gt +
1
2
u′HtuGt. (39)
So, the Q+G-dynamics of the returns remain Gaussian with a shift in the mean, as in (24).
D Option Pricing Calibration Algorithm
The measure Q defined by the change of measure in (23) is an EMM, only if the realizations of the
common market factor are observed. In order to price options we need to incorporate the latency
of Gt. For this purpose we combine the dynamics under EMM Q from (24) with a calibration of
the common market factor parameters in θQ
∗
D by a Monte Carlo simulation. The estimates of risk
neutral parameters in θQ
∗
D are obtained by minimizing the mean square error between prices of
the options observed on the market Cmt , and the corresponding simulated option prices C
(N)
t , i.e.,
the optimal θ̂
Q∗
D satisfies
θ̂
Q∗
D = arg min
θQ
∗
D
1
M
M∑
m=1
{
C
(N)
t
(
T, %ϑm , θ̂
Q
P , θ̂
Q
C ,θ
Q∗
D
)
− Cmt (T, %ϑm)
}2
, (40)
where
C
(N)
t
(
T, %ϑm , θ̂
Q
P , θ̂
Q
C ,θ
Q∗
D
)
=
1
N
exp (−r (T − t))
N∑
n=1
%ϑm
(
X
(n)
T
(
θ̂
Q
P , θ̂
Q
C ,θ
Q∗
D
))
, (41)
is an estimate of the option price based on N simulations from the COMFORT model, with
X
(n)
T
(
θ̂
Q
P , θ̂
Q
C ,θ
Q∗
D
)
being the nth simulated vector of spot prices at the option maturity. In the
simulation we use the Q-measure estimates of the θQP and θ
Q
C parameters obtained as in Appendix
C, with unobserved future values of GQ
∗
t+s, for s = 1, . . . , T − t simulated according to the model
dynamics. For the GARCH case we draw a random sample from GIG
(
λQ
∗
, χQ
∗
, ψQ
∗)
, and for the
hybrid GARCH-SV extension we use EP [Grt | Φt] as a starting value and, for s > 0, recursively
recover the GIG parameters from
EQ
∗ [
Grt+s | Φt+s−1
]
= cQ
∗
r + ρ
Q∗
r EQ
∗ [
Grt+s−1 | Φt+s−2
]
, (42)
by (43), and sample accordingly from GIG
(
λQ
∗
t+s, χ
Q∗
t+s, ψ
Q∗
t+s
)
, for s = 1, . . . , T − t. Finally, in order
to guarantee that the price process satisfies the martingale restriction and to reduce the Monte
Carlo simulation error we follow the Empirical Martingale Simulation (EMS) procedure by Duan
and Simonato (1998).
E Evaluation of the Bessel Function
Let G ∼ GIG (λ, χ, ψ), for χ > 0 and ψ > 0. Then it may be shown (see, e.g., Paolella, 2007, Ch.
9) that
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E [Gα] =
(
χ
ψ
)α/2 Kλ+α (√χψ)
Kλ
(√
χψ
) , α ∈ R, (43)
which involves a ratio of Bessel functions Kv (z) as given in (3).
It is possible to compute the limit of the Bessel function ratio for some cases. Let Y | (G = g) ∼
N (µ+ γg, gΣ). We are interested in the expectations of G±1 | (Y = y) which, for ψ 6= 0 or γ 6= 0,
are always positive and have their limits given by
lim
m→∞
(
m+ χ
ψ + γΣ−1γ ′
)±1/2 Kλ−K/2±1 (√(m+ χ) (ψ + γΣ−1γ ′))
Kλ−K/2
(√
(m+ χ)
(
ψ + γΣ−1γ ′
)) = 0,
where m = (y − µ)′Σ−1 (y − µ).
In our model, these ratios are responsible for proper weights, in the E-step and CM1-step of
the ECME algorithm. We thus require a highly accurate approximation of Bessel function ratios
for large v or z. This can be done by using the Watson (1922, p. 202) asymptotic expansion of
Kv (z) given by
Kv (z) =
√
pi
2z
exp (−z)E (v, z) , (44)
where
E (v, z) = 1 +
∞∑
k=1
∏k
l=1
(
4v2 − (2l − 1)2
)
k! (8z)k
. (45)
Inspection of (44) reveals that, for a ratio of Bessel functions, a numerically problematic exp (z)
cancels out. In order to use (44), we have to truncate the series at some finite K which causes,
for z small (z < 10), some loss of accuracy, but as z increases, the accuracy grows very rapidly
because of z to the k power in terms of the series (45).
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