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Churn prediction is a common task for machine learning applications in 
business. In this paper, this task is adapted for solving problem of low 
efficiency of massive open online courses (only 5% of all the students 
finish their course). The approach is presented on course “Methods and 
algorithms of the graph theory” held on national platform of online edu-
cation in Russia. This paper includes all the steps to build an intelligent 
system to predict students who are active during the course, but not likely 
to finish it. The first part consists of constructing the right sample for 
prediction, EDA and choosing the most appropriate week of the course to 
make predictions on. The second part is about choosing the right metric 
and building models. Also, approach with using ensembles like stacking 
is proposed to increase the accuracy of predictions. As a result, a general 
approach to build a churn prediction model for online course is reviewed. 
This approach can be used for making the process of online education 
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1. Introduction
The main problem of using Massive Open Online Courses (MOOC) is their low performance (no more than 5%), which is estimated as the propor-
tion of successfully completing the course to the total 
number of students registered at the start of this course. 
The low performance analysis of MOOC [1] revealed a 
number of reasons related to the poor readiness of listen-
ers for e-learning, with low motivation to achieve higher 
learning outcomes. To solve the problem, approaches [1–4] 
have been proposed and experimentally confirmed, aimed 
at situational awareness training of the student when 
working with electronic forms before learning.
In this paper, we adapt a churn prediction task to pre-
dict students’ churn in MOOCs. Classical churn prediction 
task is about building a model which finds a list of clients 
who are likely to break their contract. This task is solved 
to predict students’ churn in classical higher education 
[5]. If adapt this task to MOOCs, the formulation is differ-
ent. Firstly, we need to select the right time period in the 
course, so we can use the data of students’ activity before 
this point. There may be several such points. Secondary, 
we consider students a churn if they haven’t finished the 
final exam of the course. Further, we propose an approach 
to solve this problem demonstrating its effectiveness on 
30
Journal of Computer Science Research | Volume 01 | Issue 01 | 2019
Distributed under creative commons license 4.0
online course "Methods and algorithms of graph theory" 
by IFMO University. 
This article proposes a user-based approach to sam-
pling statistical data recorded by the e-learning system 
during the course to predict the performance of an online 
course. After the correct sample is collected, the problem 
is formulated in machine learning terms. Proposed in the 
paper approach of constructing the correct sample for 
prediction the performance of online courses and building 
predictive models is used for the further development of 
the MOOC platforms with the aim of increasing personal-
ized monitoring of the e-learning process and adaptation 
of a platform to a student.
2. Exploratory Data Analysis and Data Col-
lection
This section presents the process of collecting pure data 
from logs of activity in the platform, aggregating this data 
by every student and choosing the correct time period in 
the course to build predictions on.
2.1 Course Material Overview
The study used statistical data accumulated on the na-
tional open education platform of the Russian Federation 
during the online course “Methods and algorithms of 
graph theory” (https://openedu.ru/course/ITMOUniver-
sity/AGRAPH/) for the period from 2016 to 2018. This 
online course [6-7] is conducted for 10 weeks twice a year (at 
the beginning of the fall and spring semesters), contains 
41 video lectures with surveys and 11 interactive practical 
exercises. On the 10th week an online exam is held. Table 
1 presents practical exercises presented in the course.
Table 1.  Practical exercises of the course
Task 
number Typical graph problem Algorithm
Week 
number
1 Search shortest route Lee algorithm 2
2 Search route with minimal weight
Bellman-Ford algo-
rithm 2
3 Search for Hamilton loops Roberts-Flores algo-rithm 3
4 Search for minimum span-ning tree Prim algorithm 4
5 Search for minimum span-ning tree Kruskal algorithm 4
6 Search for largest empty subgraphs
Magu-Weismann algo-
rithm 5
7 Minimum vertex coloring of graph
Method based on Ma-
gu-Weisman algorithm 6
8 Minimum vertex coloring of graph
Greedy heuristic algo-
rithm 6
9 Search perfect matching in a bipartite graph Hungarian algorithm 7
10 Detecting of isomorphism of two graphs
Algorithm based on 
ISD method 8
11 Graph planarization Gamma-algorithm 9
To select the most appropriate time period to build pre-
dictions on, analysis of practical exercises in the middle 
of the course was performed. Figure 1 presents average 
maximum time needed to a student to complete a practical 
exercise. As we can see, Magu-Weismann algorithm is 
held on 5th week (middle points of the course) and has a 
bimodal distribution, which means that this task is com-
plicated for some number of students.
Figure 1. Average maximum time (in minutes) taken to 
compete exercise 
In addition, Figure 2 presents mean amount of tries of 
students to pass a practical exercise. We can see that task 
6 (Magu-Weismann algorithm) has the biggest number 
of mean amounts of tries. So, the hypothesis that the fact 
about passing this exercise can be a good feature for a 
further model and the 5th week is the best time to build 
predictions on was proposed.
Figure 2. Average number of tries of practical exercises  
2.2 Collecting and Analyzing Data-set for Further 
Predictions
After the point of building predictions was chosen, we 
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collected different features of statistical activity of every 
student of watching lectures, solving practical exercis-
es and quizzes, activity on forum and other. As a result, 
50-dimensional feature space was created. As a target, we 
took a binary feature of a fact of passing a final exam (1 
– passed; 0 – not passed). Figure 2 shows to descending 
trend of overall activity of students for the first 5 weeks.
Figure 2. Overall activity of students in the first 5 weeks 
of the course
To visualize 50-dimensional feature space on a plain, 
t-SNE algorithm was applied [8, 9] (Figure 3). Students who 
passed the exam are marked with orange color and other 
students are marked blue. From the figure, most of the 
students who passed the exam are grouped in one area in 
both projections. It means that there is a hyperplane in the 
original dimension of features that separates the majority 
of students who pass the exam more likely, so the problem 
has a solution.
Figure 3. The projection of students on a two-dimensional 
space using t-SNE algorithm (perplexity equal 50)
Concluding this section, we establish that 5th week 
is an appropriate time period to build predictions. If we 
choose a later time, then the number of students that we 
could try to keep will be less. The choice of this period is 
confirmed by the Mage-Weisman algorithm, which is the 
most difficult in the course. Also, the assessment of the 
solution of the problem is confirmed on the graph of the 
t-SNE projection.
3. Machine Learning Part
In this section, we formulate churn prediction problem in 
machine learning terms and build an ensemble model for 
classification.
3.1 Problem Overview
The purpose of building a model in this task is to rank 
the participants according to their likelihood of passing 
the exam. To evaluate the models, the ROC AUC metric 
[10] was chosen due to the operation of the probabilities 
of the object belonging to the class with different thresh-
olds. To determine the threshold, the expected number of 
participants is used based on the historical data of mean 
number of students who passed the exam in each session. 
After building a predictive model, participants are ranked 
according to their likelihood to successfully complete the 
course. The group of students, which is located below the 
selected threshold, is a group on which additional effects 
are required to increase the likelihood of a successful 
completion of the course, and, accordingly, increase the 
effectiveness of their learning. The formulation of the 
problem is a probabilistic binary classification.
3.2 Building Classifier Model
To build a baseline for this classification problem, support 
vector machine [11], logistic regression[12, 13], random forest 
[14] and gradient boosting on decision trees (GBDT) [15, 
16] were chosen and validated. Due to the small sample 
size, the evaluation and comparison of the models was 
implemented through a cross-validation with using differ-
ent sessions as folds, which allowed to consider the time 
component in the data. The session, which took place in 
the Fall of 2018, was chosen as a test set.
Table 2 present the final results of cross-validation for 
these models of ROC-AUC value and its std. As we can 
see from the table, GBDT has the best value of the chosen 
metric. But we have a hypothesis that we can improve out 
baseline due stacking [17, 18]. For this purpose, we choose 
one linear model and one tree-based model. We chose 
logistic regression as a linear model for stacking because 
SVM has constant probabilities with Radial basis function 
kernel (RBF) [19], which is not appropriate for ROC-AUC 
and stacking. SVM with linear kernel is not able to oper-
ate with probabilities as other models because it does not 
apply any sigmoid function. GBDT model was chosen as 
DOI: https://doi.org/10.30564/jcsr.v1i1.537
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a tree-based model for further improvement.
Table 2.  Results of cross-validation for baseline models
Model Result of ROC AUC
Logistic Regressor 0.8699 ± 0.0274
Support vector machine 0.8763 ± 0.0258
Random Forest 0.9027 ± 0.0353
Gradient boosting on trees 0.9153 ± 0.0312
After the chosen two models were fitted, they were 
compared due the chosen metric and the similarity of 
their prediction was analyzed. The results of comparison 
models using ROC-AUC is introduced in the table of final 
scores below. The graph of the similarity of predictions of 
gradient boosting and logistic regression models on a sep-
arate split of cross-validation is shown in Figure 4. Each 
point of the plot is a separate student. Orange points are 
the students who passed the exam and blue points are the 
others. On x and y axis the predicted probability of pass-
ing the exam by logistic regression and gradient boosting 
on decision trees models are shown respectively. If these 
two models have similar predictions, the points should 
be located on the blue line. But, from the figure, there are 
many points far from the line. Therefore, a hypothesis 
about improving the value of the ROC-AUC metric by 
using ensembling of the initial models via stacking was 
approved.
Figure 4. The similarity of the predictions of different 
models for students of the 3rd session from the beginning 
of the course via cross-validation
Stacking was applied using another logistic regression 
model to build new predictions on predictions of the ini-
tial models. The same session as in the figure 2 was used 
as a validation set for stacking due to the large variance of 
the predictions between two initial models.  
Table 3 shows the results of the ROC-AUC score of 
all the applied models after the final cross-validation run. 
Table shows that the model of gradient boosting on trees 
is always preferable to logistic regression. Also, the en-
semble of models in most cases shows a better quality 
than the gradient boosting model. From the mean results 
of cross-validation, the ensemble of the models gives a 
significant increase of ROC-AUC value. The possible rea-
son for this is that logistic regression gives a better score 
using some linear dependencies in the dataset and gradient 
boosting is better in more complicated cases. In further 
calculations we will use stacking as a final model.
Table 3.  Results of cross-validation
Split Model Result of ROC AUC
1
Logistic Regressor 0.9255
















Gradient Boosting on decision trees 0.8925
Stacking 0.9160
Logistic regressor mean and std 0.8612 ± 0.0531
Gradient Boosting on decision trees mean and std 0.9189 ± 0.0427
Stacking mean and std 0.9304 ± 0.0459
3.3 Analysis of the Final Model
After building the final predictions, the model was ana-
lyzed. Tables 4, 5, 6 respectively show the 5 most signif-
icant features that were used by a separate model in the 
ensemble to build the final predictions. Table 7 provides a 
description of these features. The extended description of 
tasks is introduced in article [1]. It can be seen that differ-
ent features are used by different models. As an example, 
for linear model an overall activity in solving interactive 
tasks in the course is important, but gradient boosting uses 
many features based on a separate week of the course.
Table 4. Feature importance for GBDT with small depth
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Table 5. Feature importance for GBDT with big depth






Table 6. Feature importance for logistic regressor






Table 7. Feature meaning
Feature Meaning
Task_1_amount_of_tries Number of attempts of a student of solving a task with Lee algorithm
Task_2_amount_of_tries Number of attempts of a student of solving a task with Bellman-Ford algorithm
Task_4_amount_of_tries Number of attempts of a student of solving a task with Prim algorithm
Task_6_amount_of_tries Number of attempts of a student of solving a task with Magu-Weismann algorithm
Mean_attempts Mean number of attempts of a student during solving an interactive task
Problems_solved Total number of polls solved by a student
Grade_mean_rate Rate of the correct answers of a student
Week_1_activity Overall activity of a student in the first week
Week_2_activity Overall activity of a student in the second week
Week_5_video_loads Number of viewed video by a student in the fifth week
Activity_sum Overall activity of a student in the first 5 weeks of the course
To obtain the results of the final feature importance, the 
values of the calculated feature importance of each sep-
arate model were multiplied by the corresponding meta-
model coefficients (0.612 for GBDT and 0.388 for logistic 
regression). The final feature importance is shown in Ta-
ble 7. From the table it concluded that the most important 
features for the final model are features based on activity 
of students during separated weeks of the course and their 
overall amounts of attempts in interactive tasks and solv-
ing quizzes.
Table 8. Final feature importance






4. Results and Discussions
To select a correct threshold value, we take the percent-
age of students who passed the exam in previous sessions 
(5.6%) multiplied by the number of students in the current 
session. Table 9 presents the results of ranking students 
in the test set on their likelihood to complete the course, 
starting with the highest probability. After applying calcu-
lated threshold, we get a list of students who need to have 
an additional impact to increase the effectiveness of their 
learning (Table 10). The last column in the tables shows 
whether the participant has actually passed the exam (1 
for yes, 0 for no). The resulting tables show that the mod-
el correctly ranks the students of the course according to 
their likelihood to pass the exam in general. The resulting 
tables can be used to further impact a particular group of 
students of the course.
Table 9. Students with highest probability of examination
User Probability of examination Examinated
Student 11 0.8661 1
Student 12 0.8616 1
Student 13 0.8542 1
Student 14 0.8221 0
Student 15 0.8217 0
Student 16 0.8162 1
Student 17 0.8038 1
Student 18 0.7765 0
Student 19 0.7719 1
Student 110 0.7666 0
Table 10. Students below the threshold of examinations
User Probability of examination Examinated
Student 21 0.4741 0
Student 22 0.4453 0
Student 23 0.4352 0
Student 24 0.4232 0
Student 25 0.4216 1
Student 26 0.4163 0
Student 27 0.4015 0
Student 28 0.3793 1
Student 29 0.3771 0
Student 210 0.3348 1
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5. Conclusion
Accumulated statistics on the activity of MOOC’s stu-
dents allow to predict their future behavior and learning 
outcomes. This paper overviews all the process of build-
ing such a model: from EDA of course materials to con-
structing a strong classifier to predict a fact of passing an 
exam by a student using his activity in the first half of the 
course. To solve this problem, various machine learning 
approaches and models have been proposed. According 
to the results, the most significant features were obtained 
for assessing the fact that the exam was passed by the 
students. As a result of model’s prediction, a list of partic-
ipants was received. This approach can be used as to in-
crease the efficiency of learning of separated students and 
to improve course materials in general. Also, this problem 
can be interpreted as a churn prediction problem. After 
the final list of students is received, it can be used to make 
the course more personal for this group of students. As 
an example, we suggest giving some hints and additional 
bonuses for the student if he will continue learning or in-
creasing deadlines. Results of the final model analysis can 
be used for exploring aspects of the course that are im-
portant for a separate group of students. Thus, this article 
proposes a general approach for assessing and identifying 
MOOC students during the course, on which additional 
impact is required to improve the performance of e-learn-
ing using MOOC. Using this approach in MOOCs can in-
crease effectiveness of online courses and make e-learning 
more self-organized and adaptive for a separate student.
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