Abstract. This paper shows how to increase the power of Hausman's (1978) speci…cation test as well as the di¤erence test in a large class of models. The idea is to impose the restrictions of the null and the alternative hypotheses when estimating the covariance matrix. If the null hypothesis is true then the proposed test has the same distribution as the existing ones in large samples. If the hypothesis is false then the proposed test statistic is larger with probability approaching one as the sample size increases in several important applications, including testing for endogeneity in the linear model.
Introduction
Speci…cation tests are important in empirical economics and other empirical research.
Such tests help the researcher to evaluate whether the estimate of a quantity of interest would change if the model was changed. The purpose of this paper is to derive tests that are more powerful than the existing ones in important applications. The main idea is to impose the restrictions of the null and alternative hypotheses when estimating the variation of the test statistic. In particular, we impose the null and alternative hypotheses when calculating the Hausman (1978) test and other tests that are based on the di¤erence between two estimators. Durbin (1954) and Wu (1973) propose such tests for the linear Forthcoming in the Journal of Econometrics. We thank Donald Andrews, Miriam Arden, Xiaohong Chen, Antonio Galvao, Carter Hill, Whitney Newey, and Gary Solon for helpful discussions. We also thank seminar participants at MIT, New York University Abu Dhabi, Pennsylvania State University, and Yale University. The comments of an associate editor and two referees improved and shortened the paper and we are grateful for those. All remaining errors are our own. Comments are welcome: woutersen@email.arizona.edu. model, while Hausman (1978) considers a more general framework. These speci…cation tests are very popular in empirical economics and other empirical research. 1 A reason for the popularity of these speci…cation tests is that one can make a judgement about whether the estimates of the quantity of interest di¤er in a scienti…cally signi…cant way in the two (economic) models, as well as whether this di¤erence is statistically signi…cant.
Some tests such as score tests only yield whether a di¤erence is statistically signi…cant and are less suitable for economic interpretation.
So many papers use the Hausman (1978) test that we cannot review them all, but Zapata et al. (2012) and Adkins et al. (2012) review applications of the Hausman (1978) test. Guggenberger (2010) considers using the Hausman test for pretesting, but this paper is concerned with (i) testing whether two estimands are di¤erent and (ii) testing whether an e¢ cient estimator di¤ers from a robust one. A related paper is Woutersen (2016) , which shows how to improve the power of the Hansen (1982) and Sargan (1958) tests. We extend the techniques of that paper to the Hausman (1978) test. This paper is organized as follows: section 2 presents two examples, section 3 gives the theorem and section 4 concludes.
Examples
This section presents examples that show how imposing the restrictions of the null and alternative hypotheses can yield a more powerful test.
Testing for Endogeneity.
We …rst consider the linear model with a binary regressor that is potentially endogenous and with a binary instrument. Suppose we observe a random sample fX i ; Y i ; Z i g; i = 1; :::; N: Let
Further assume that the variation of the regressor X i is strictly positive, the variation of the error term " is bounded, and the instrument Z i is correlated with the regressor 
where v i is the residual of regressing X i on a constant and Z i : If the null hypothesis holds, then = 0; so u i and " i are identical. Thus, in that case we have that
Letû i ; i = 1; :::; N; denote the least squares residuals of regressing Y i on a constant, X i ;
and v i : Then the following test statistic has a T-distribution with N 3 degrees of freedom under the null hypothesis,
where LS denotes the least squares estimator of : An observation that has not been used before is that the residualsû i ; i = 1; :::; N , may be correlated with the interaction term X i Z i under the alternative. In particular, if X i and Z i are binary, as above, then we have that the average value of the residualû i given X i = 0 is zero, but not necessarily that the average value ofû i is zero for the sub population with X i = Z i = 0 or other sub populations: We can remove this correlation by regressingû i ; i = 1; :::; N; on a constant, X i ; Z i ; and X i Z i ; or, equivalently, by regressing Y i on these variables. Let^ i denote the residual of this regression. Then the following test statistic has a T-distribution with N 4 degrees of freedom under the null hypothesis 2 ,
Under the null hypothesis, the estimators for the variation of u i ; Suppose we observe a random sample fX i ; Y i ; Z i g; i = 1; :::; N; and that these random variables satisfy the following conditions,
where
Thus, for = 0; the conditional expectation of the error term is zero. In that case, the least squares estimator is consistent and e¢ cient. The two-stage least squares estimator is the 'robust estimator'in Hausman's (1978) terminology and is consistent for any value of : Also, this data generating process can be written as a function of four unobserved types 4 .
The simulations below show that the proposed test improves on the Hausman test. In table 1, the size of the tests is 5%, i.e. the critical value is such that the probability of falsely rejecting the null hypothesis is 5%. In table 2, the size of the tests is reduced to 1%, and we see the same pattern as in table 1. That is, the endogeneity bias of the least squares estimator is detected more frequently. We summarize this subsection by observing that the Hausman test for endogeneity has the feature that, under the alternative hypothesis, the least squares residuals are correlated with the instrument and interaction term while the two stage least squares residuals are correlated with the regressor and interaction term. These simulations show that imposing the conditions that the residuals are uncorrelated with the regressor, instrument, and interaction term yields a more powerful test. More generally, the idea is to impose the restrictions of the null and the alternative hypothesis when estimating the covariance matrix. We …rst consider a panel data model and then present our theorem.
Panel Data.
In panel data we observe an individual more than once. An advantage of panel data is that we can test whether the regressors are exogenous, just as in the last section. However, with panel data we can test the exogeneity assumption against the alternative that the regressor is exogenous after we condition on an individual e¤ect 5 .
The following example illustrates this issue and shows how to apply our method. Consider the linear panel data model. The …rst estimator is the least squares estimator, and this estimator is consistent under the null hypothesis that the error term is randomly distributed. The second estimator is the individual (or …xed) e¤ect least squares estimator. This estimator allows for time invariant heterogeneity that can depend on the regressors. Thus, the individual e¤ect least squares estimator is consistent under the alternative hypothesis 5 A motivation why it may be important to condition on an individual e¤ect is that these regressors could be chosen by the …rm or the individual and, therefore, would depend on the individual e¤ect; Wooldridge (2010) gives an overview of panel data econometrics.
that allows for such dependence.
In the last example, we used the fact that under the alternative hypothesis, the least squares residuals are correlated with the instrument and the interaction term while the two-stage least squares residuals are correlated with the regressor. Here, we use that the residuals of the least squares (or random e¤ects) estimator are correlated with the regressors. We can thus impose the null hypothesis of no correlation and improve the power of the Hausman (1978) test.
We now specify the data generating process for the panel data example. Suppose we observe fX it ; Y it g; i = 1; :::; N; t = 1; 2; and that these variables satisfy the following conditions,
" it jX i1 ; X i2 N ( i ; 2 ); t = 1; 2 where
Also, let the error term " it jX i1 ; X i2 be uncorrelated across time, t = 1; 2; and let it not depend on regressors or error terms of other individuals. Let X i1 = X i2 = 0 for i = 1; 4; 7; :::; let X i1 = 0 and X i2 = 1 for i = 2; 5; 8; :::; and let X i1 = X i2 = 1 for i = 3; 6; 9; :::etc. Note that for = 0; the conditional expectation of the error term is zero. In that case, the least squares estimator with a common intercept is consistent and e¢ cient, while the least squares estimator with individual e¤ects is the 'robust estimator' in Hausman's (1978) terminology. One way to implement the Hausman test is to take the di¤erence between these two estimators. Another way that is very popular in empirical work is to test whether the parameter equals zero in the following regression. These two versions of the Hausman test are equivalent, see for example Wooldridge (2010) . Consider
: Letû it denote the residual from this regression. The e¢ ciency of the estimator under the null implies that the errors are uncorrelated with all regressors. We impose this by regressing Y it on a constant, X it ; X i1 ; and X i2 : Let^ it denote the residual of this regression. We then construct an estimate of the variation usingû it and^ it . The
Hausman test, based onû it ; has an T-distribution with N T 3 degrees of freedom while the proposed test has an T-distribution with N T 4 degrees of freedom.
We use the following parameter values for our simulation, = = 0; has the value 3 4 ; or 3 2 depending on the simulation. The simulations below show that the proposed test is more powerful than the Hausman test. The null hypothesis is violated in every case in the simulations shown here so that it is desirable to have high rejection frequencies.
In the appendix we show that the tests have correct size and we show simulation results when the test is done at the 99% con…dence level. For that case, the results are stronger than for the 95% con…dence test shown below. The simulations control for size. In particular, the Hausman test uses the critical value of the T N 3 distribution while the new test uses the critical value of the T N 4 distribution.
Both numbers converge to the critical value of the standard normal distribution, and the critical values of the T N 3 and T N 4 are very similar even for moderate sample sizes 6 and, therefore, do not have a noticeable role in the simulation results.
The simulations in the last table have that the null hypothesis is a common intercept.
An alternative null hypothesis is that every individual has her own intercept and that this intercept is random, i.e. independently distributed from all regressors. That model can be estimated using Generalized Least Squares (GLS), see Hausman (1978) or Wooldridge (2010) for details. GLS uses residuals to estimate the covariance matrix. Instead of usinĝ u it , de…ned above, we propose to use^ it . The data generating process is the same as table 3, and the results are similar as well. 
Theorem
The last section gave examples where the power of the Hausman (1978) test could be improved. We now generalize these examples and state our theorem. In particular, we allow for the class of estimators that can be written in terms of an in ‡uence function as in Newey and McFadden (1994) . The examples of the last section are in this class, and so are generalized method of moments estimators and many of the maximum likelihood estimators. Thus, we assume that we have two estimators, each with an in ‡uence functions. This assumption is nothing more than that the estimator can be approximated by an average.
where the vectors g i ( ) and h i ( ) have the same dimension as ; N is the sample size, and
If a central limit theorem can be applied to the averages in the last assumption, then the estimators are asymptotically normally distributed, and that is what we assume in the next assumption.
Assumption 2
Let
for some vector constant c and positive de…nite : Also, let there exist a consistent estimator for ;
Assumption 2 does not require^ 1 or^ 2 to be e¢ cient, i.e. we allow for our test to be based on a di¤erence. We use the information set W , which consists of data and knowledge of the model that the researcher has. In example 1, W consists of the regressor and the instrument. In example 2, W consists of the regressors in the …rst and second period. 
for all i and (ii) EfH
The last condition then implies that the plim{^ 1 ^ 2 g = 0: Of course, the reverse, EfG
for some i does not imply plim{^ 1 ^ 2 g 6 = 0; so we also use c to state the hypotheses.
Hypotheses
H 0 : Let c = 0 and EfG
The hypothesis H 1 states that a conditional expectation is nonzero and we can use this to reduce the variation of the Hausman test under H 1 ; just as in the examples. De…ne
e. the conditional expectation reduces the variation. Hypothesis H 1 implies that the conditional expectation is nonzero so that assuming that varf
de…nite is a mild assumption. The case that the conditional expectation absorbs all the variation is not realistic so that we also assume that varf
A simple way to approximate the conditional expectation i = E( i jW ) is by using a projection. In particular, we can use regressors from the information set W to construct the matrix S and the projection matrix P S : Also, let
whereĜ andĤ are estimators for G and H:
Instead of subtracting a conditional expectation from^ we can subtract the projection.
That is, de…ne~ =^ 1 N P i^ 0 i P S;ii^ i : This is very similar to using a residual matrix
An alternative to using the Hausman test in example 1 is to use the Wald test to test whether = = 0 in the following model, 
with dim( 1 ) degrees of freedom.
(ii) If H 1 is true and var( + o p (1): The theorem is stated in terms of covariance matrices and conditional expectations and allows for unobservables to be dependent. In particular, the information set W is the same for all individuals so that, conditional on W; the conditional expectation of one individual does not contain information about the conditional expectation of another individual. An application of the idea of this paper to an information set that is predetermined is beyond the scope of the paper. Our line of attack would be to use the covariance estimator by Newey and West (1987) to estimate var(
Further, the motivation to use local asymptotics in assumption 1 is to ensure that the Hausman test and the proposed test have the same distribution under H 0 ; and, therefore, have the same critical values. In example 2 we have that i is di¤erent for individuals with X i1 = X i2 = 1 and X i1 = X i2 = 0: In local asymptotics this di¤erence in i has to be proportional to
This means that the reduction in the variation that we use in the theorem cannot be this di¤erence but, rather, the di¤erence between the individuals who have the same values of the regressor versus those who have X i1 = 0 and X i2 = 1: Such a di¤erence may be plausible in applications and goes against the common intercept and random e¤ects assumptions so that a test is warranted.
Also, Hahn et al. (2011) consider the linear model with endogeneity and assume that the applied researcher has a weak set of instruments that is valid and a strong set of instruments that is invalid. They then use the local asymptotics that was introduced by Staiger and Stock (1997) and also regress the residuals on the instruments. Thus, our theorem can also be viewed as a generalization of that approach.
Finally, the theorem above also applies to subset inference. The Hausman (1978) test, as well as the di¤erence test, is a convenient way to do subset inference (i.e. test the parameters that you care about), and the new test has this advantage as well.
Conclusion
This paper shows how to increase the power of Hausman's (1978) speci…cation test, as well as the di¤erence test, in a large class of models. For example, consider the case where a researcher compares her results that assume that a regressor in the linear model is exogenous to another study that allows for endogeneity and uses instruments. We propose to estimate the covariance matrix based on residuals that are orthogonal to these exogenous regressors, instruments, and interaction terms. This di¤ers from using least squares residuals that are only orthogonal to the exogenous regressors. More generally, the idea is to impose the restrictions of the null and the alternative hypotheses when estimating the covariance matrix. If the null hypothesis is true, then the proposed test has the same distribution as the existing one in large samples. If the hypothesis is false, then the proposed test statistic is larger with probability approaching one as the sample size increases in several important applications, including testing for endogeneity in the linear model. As the Hausman (1978) test is very popular in empirical work, we expect the current results to be useful as well. Let the matrices Q 0 Q and R 0 R have full rank. Then T Hausman = LS
have a T-distributions with N 3 and N 4 degrees of freedom respectively.
has a 2 -distribution with N 3 degrees of freedom and P
has a 2 -distribution with N 4 degrees of freedom. The next step is to show that the vector u = M Q " and LS are independently distributed. Note thatû and LS are jointly normally distributed, so we only have to show that every element ofû is uncorrelated with LS .
Consider 0
Next consider the expectation of (Q 0 Q) 1 Q 0 "; a 3 by 1 matrix, timesû 0 ; a 1 by N matrix, i.e.
Ef(Q
The next step is to show that the vector^ = M R " and LS are independently distributed.
Note that^ and LS are jointly normally distributed, so we only have to show that every element of^ is uncorrelated with LS . Consider 0
Next consider the expectation of the 3 by 1 matrix (Q 0 Q) 1 Q 0 " times the 1 by N matrix 0 ; i.e. In about 1 in 10,000 simulations for N = 200; we had that X i = Z i for all i: In that case, the least squares and two-stage least squares estimators are equal, and we did not reject the null. We never had this issue with N = 400 or N = 800: where u it = Y it Y i Individual E¤ects LS (X it X i ): In the simulation T = 2 and N = 300; 600, or 1200. We have that
> 0 with probability approaching one under H 1 :
(iii) Note that
and the result follows.
(iv) Note that^ ^ is positive de…nite with probability approaching one and the result follows from (ii).
