†a) , Nonmember and Chanik PARK †b) , Member SUMMARY Data deduplication is a technology that eliminates redundant data to save storage space. Most previous studies on data deduplication target backup storage, where the deduplication ratio and throughput are important. However, data deduplication on primary storage has recently been receiving attention; in this case, I/O latency should be considered equally with the deduplication ratio. Unfortunately, data deduplication causes high sequential-read-latency problems. When a file is created, the file system allocates physically contiguous blocks to support low sequential-read latency. However, the data deduplication process rearranges the block mapping information to eliminate duplicate blocks. Because of this rearrangement, the physical sequentiality of blocks in a file is broken. This makes a sequentialread request slower because it operates like a random-read operation. In this paper, we propose a selective data deduplication scheme for primary storage systems. A selective scheme can achieve a high deduplication ratio and a low I/O latency by applying different data-chunking methods to the files, according to their file access characteristics. In the proposed system, file accesses are characterized by recent access time and the access frequency of each file. No chunking is applied to update-intensive files since they are meaningless in terms of data deduplication. For sequential-readintensive files, we apply big chunking to preserve their sequentiality on the media. For random-read-intensive files, small chunking is used to increase the deduplication ratio. Experimental evaluation showed that the proposed method achieves a maximum of 86% of an ideal deduplication ratio and 97% of the sequential-read performance of a native file system.
Introduction
Data deduplication reduces required disk space by eliminating redundant data in storage. The redundant data is identified by a hash value. Figure 1 shows how a data deduplication scheme works. The deduplication requires additional I/O operations to calculate a hash value for data and compare its value with that of existing data. Most previous deduplication works have considered backup storage systems [1] - [9] . However, data capacity is still important for primary storage. The International Data Corporation (IDC) forecasts that total disk capacity will grow at an annual growth rate of 43.6%, because the size of individual files, such as virtual disk files, image data, video data, and rich media files, are much higher [1] . Therefore, primary storage should be considered as a data deduplication target.
When we apply data deduplication to a primary stor- age system, it is important to maintain a low I/O latency while achieving a high data deduplication ratio. Typically, data deduplication methods for primary storage systems are classified into two approaches: offline and inline. The offline approach executes deduplication during idle time, and the inline approach conducts deduplication at every write operation. The advantage of inline data deduplication is that it does not require additional space for deduplication. However, this method requires additional I/O latency. To mitigate this overhead, many prior studies have suggested alternative smaller hash index tables [4] , [7] , [10] . Owing to the smaller hash index table size, the hash table lookup overhead can be reduced, at the cost of a deteriorated deduplication ratio. Thus, we see the trade-off between deduplication ratio and I/O latency. In addition, if a file is updateintensive, its deduplication is worthless. However, even recent research on inline primary data deduplication techniques [4] , [7] , [10] does not consider update-intensive files.
In contrast, offline deduplication can avoid additional I/O latency since it only runs deduplication when the system is idle. Moreover, it can easily consider each file's access characteristics during data deduplication. However, existing offline primary data deduplication techniques [11] - [13] do not consider I/O latency. That is, when data is deduplicated, the physical location of each block can be randomized, even if the original data was sequential.
In this paper, we propose a selective offline data deduplication method that efficiently controls the trade-off between the data deduplication ratio and the I/O latency. Specifically, file access characteristics are analyzed, considering both sequential access and update patterns. Each file is assigned a rank according to its access characteristics. The rank of a file determines the proper chunking method, to balance a high deduplication ratio with a low I/O latency.
The contributions of this paper are as follows.
1. A rank-based selective deduplication method effectively classifies deduplication target data according to its access pattern and time stamp. 2. The method effectively controls the tradeoff between the data deduplication ratio and I/O latency. It supports a high deduplication ratio for randomly accessed files and a low I/O latency for sequentially accessed files. 3. The proposed method can be easily applied to existing file systems.
The remainder of the paper proceeds as follows: Sect. 2 lists related work on deduplication. Section 3 describes the problem and Sect. 4 explains the detailed design of the proposed method. Section 5 evaluates the proposed method based on the prototype, and Sect. 6 concludes.
Related Work
Data deduplication can be classified into two methods: inline and offline.
Inline data deduplication:
For inline data deduplication, many studies focused on hash index table compaction because of the large size of the hash index table. Lillibridge et al. proposed a sparse indexing method to reduce in-memory overhead [4] . However, it impacted the deduplication ratio because of the sparse set of the index table. Xia et al. proposed a similarity-locality based deduplication scheme to reduce RAM overhead and support high throughput [7] . Srinivasan et al. proposed the iDedup algorithm [10] . They claimed that data deduplication causes additional sequential-read-latency problems since data are stored randomly on the disk. That is, the data blocks of a file are fragmented by the data deduplication processing. To solve this problem, they do not deduplicate short datablock sequences. They only deduplicate long data-block sequences to reduce fragmentation. Thus, the method can reduce sequential-read latency. However, though the proposed deduplication algorithm can reduce I/O latency, it also reduces the data deduplication ratio. This is because they applied the algorithm to all data blocks without considering the file access characteristics. Moreover, it requires an additional non-volatile memory buffer for the temporary storage space of the deduplication operation, which is unusual for primary storage systems.
El-Shimi et al. found that the chunk size distribution is skewed at the minimum chunk size and maximum chunk sizes [14] . That is, the chunk boundary is forced by the maximum chunk size and it causes a low deduplication ratio. They proposed a regression chunking method for primary data deduplication to obtain a uniform chunk-size distribution.
Offline data deduplication: EMC Celerra [12] and NetApp ASIS [11] are offline data deduplication systems. EMC Celerra supports file-level data deduplication and compression for older files. However, it does not support a subfile-level method, and the compression technique requires additional decompression overhead when it is re-accessed. On the other hand, NetApp ASIS supports a subfile-level method but has a complex configuration and aims toward the enterprise environment. In addition, existing offline data deduplication techniques do not consider the I/O latency that is important for primary storage systems.
Problem Statements
There are several factors to be considered in designing offline data deduplication for primary storage systems.
Sequential read latency:
Primary storage is sensitive to I/O latency. Unfortunately, data deduplication has a detrimental effect on sequential-read latency. In most cases, a file consists of physically contiguous blocks in the file system to support a low sequential-read latency. When a file is deduplicated, however, the file chunks are no longer physically contiguous. The location of each chunk is determined by the location of the already existing chunks. Figure 2 shows this phenomenon. Figure 2 -(a) shows the original state of a storage system that has not been deduplicated. In this storage, there are six files, File 1 to File 6, and each file consists of blocks with unique values. Files 3 and 4 are sequentialread oriented.
When we conduct deduplication with big chunks (3 blocks), we will lose considerable deduplication potential, but we will achieve a good read latency, as depicted in Fig. 2-(b) . In contrast, if we conduct deduplication with small chunks (1 block), we will achieve a much higher deduplication ratio, but we will lose sequential-read latency, as depicted in Fig. 2-(c) . In this case, to read File 4, we must retrieve block D from File 2, blocks F and A from File 1, block B from File 3, and block C from File 1 again. Though the read request was sequential, this was obviously handled as a random read request. Figure 2 -(d) shows the goal of this paper: selective deduplication. It deduplicates sequentialread-oriented files (Files 3 and 4) with a big chunk size to achieve good sequential-read performance; the other files are deduplicated using a small chunk size to achieve a high deduplication ratio.
Trade-off between deduplication ratio and I/O latency:
Achieving a high deduplication ratio is essential for data deduplication. However, the problem here is that there is a trade-off between the deduplication ratio and the I/O latency. Figure 3 shows the trade-off for various chunk sizes. sequential-read oriented, these files are deduplicated with big chunks to achieve low read latency, and the others are deduplicated with small chunks to achieve a high deduplication ratio.
Fig. 3
Trade-off between data deduplication ratio and sequential-read latency. A bigger chunk size results in a worse data deduplication ratio, but a better sequential-read latency.
For the sequential-read latency experiment, we made a 100 MB file that was randomly stored in fixed-size chunks on the disk, but the data within each chunk was stored sequentially. For example, if the chunk size is 1,024 KB, then the 100 MB file consists of 100 chunks that are randomly located on the disk, but each chunk consists of sequential blocks. The sequential-read latency of a 1,024 KB-sized chunk is seven times faster than that of an 8 KB-sized chunk. In this experiment, we use Ubuntu 12.04 LTS with Ext4 file system [15] on Intel Xeon E5620 2.4 GHz CPU and 4 GB of RAM. Note that the Linux default read-ahead mechanism is enabled.
It appears that the I/O latency problem can be solved by using a bigger chunk size; however, it causes another problem: it reduces the deduplication ratio. For the deduplication-ratio experiment, we used the developer's workload described in Sect. 5.2. The deduplication ratio difference between a 1,024 KB-sized chunk and an 4 KB-sized chunk was more than double. In other words, a bigger chunk size resulted in a lower data deduplication ratio. Thus, we need a solution to achieve a low I/O latency while simultaneously achieving a high data deduplication ratio.
Offline write operation support: Special care should be taken for the write operation in offline data deduplication. For example, let us assume that block #N is already deduplicated and a write request is issued to it. In this situation, the deduplicated block #N cannot be updated immediately because other files may have shared links to it. Moreover, if block #N is updated, then the hash table should be updated to maintain consistency. This situation should be considered for offline data deduplication.
Design
Gibson and Miller [16] analyzed long-term file-activity patterns in a UNIX workstation environment at their university. They showed that more than 50% of files were not accessed at all for about 300 days, only 1.2% of files were accessed daily, and most modifications occurred on the day the file was created. The lifetime of more than 90% of deleted files was a single day [17] . Previous research on file access analysis has shown similar results [16] , [18] , [19] . That is, most files are not accessed for a long time. Only a few files are accessed for a short period.
According to observations on file accesses, only a few files are frequently accessed; the others are rarely used. We call them hot and cold files, respectively. For cold files, we concentrate on maximizing the deduplication ratio rather than I/O latency, since they are rarely accessed. In contrast, for hot files, we concentrate on minimizing the I/O latency for the sequential read, since their access frequency is higher.
In order to solve the sequential-read latency issue, we monitor each file to gather access patterns and conduct deduplication using big chunking for hot and sequentialread-intensive files. To solve the trade-off between deduplication ratio and I/O latency, we conduct deduplication using small chunking for random-read-intensive files or cold files.
To support this scheme efficiently, we assign a rank to each file. The rank represents each file's access patterns and its activeness. The deduplication policy is then selected by the rank of each file. For offline write operation support, we use a lazy update scheme that naturally solves the write latency. Figure 4 depicts the overall architecture of the proposed sys- tem. It consists of an I/O Monitor, Rank Queue Manager, Ranker, and Deduplicator. The I/O monitor captures file operations in the virtual file system (VFS) interface and updates the file's sequential or random access counter and time stamps. Then, the Rank Queue Manager updates the rank queues according to the file operations. When a new file is created, the Ranker assigns it a rank of 0 and inserts it into Q Rank0 .
Architecture
The Rank Queue Manager maintains four rank queues, from Q Rank0 to Q Rank3 . Note that each queue is managed by a least-recently-used (LRU) algorithm. Newly created files or recently modified files are located in Q Rank0 . Thus, updateintensive files are always located in the front of Q Rank0 . The Rank Queue Manager locates the hot and sequential-readintensive files in Q Rank1 . Hot and random-read-intensive files are located in Q Rank2 , and cold files are located in Q Rank3 . Q Rank3 exists only conceptually; the cold files are not directly managed by a queue.
When the system is idle, the Ranker and the Deduplicator run. The Ranker assigns a new rank to the files in Q Rank0 . When the Ranker assigns a new rank to a file, using the algorithm described in Fig. 5 , the file is deduplicated by the Deduplicator according to its assigned rank. If the file is Rank 1, then the Deduplicator uses a big chunking method to preserve its data blocks' sequentiality on the disk. For Rank 2 and Rank 3 files, it uses a small chunking method to maximize the deduplication ratio, because those files do not incur the sequential-read latency problem. To do this, the Deduplicator queries the file system to retrieve the target file blocks and hash tables, and then updates the hash table blocks and underlying file system's metadata to free redundant blocks. When the deduplication for a file is completed, the file is removed from Q Rank0 and inserted into its appropriate rank queue.
Rank Assignment by File Access Characteristics

File Ranking
We define four ranks according to each file's access pattern. Table 1 describes each rank, its characteristics, and its deduplication mode. Rank 0 is assigned to files that need to be evaluated for a new rank. That is, the rank of newly created or recently modified files is 0. Note that update-intensive files will be naturally assigned to Rank 0.
Rank 1 is assigned to files that are hot and sequentialread intensive. For these files, we apply big chunking for data deduplication. Although the deduplication ratio likely decreases with big chunking, we can achieve a high performance sequential read.
Rank 2 is assigned to files that are hot and random-read intensive. Small chunking is applied to these files to achieve a high data deduplication ratio.
Rank 3 is assigned to files that are cold. A file is defined as cold if it has not been accessed for a given period (MAX HOT INT in Table 2 ), regardless of its access characteristics. Small chunking is applied to Rank 3 files for a high deduplication ratio.
To prevent unnecessary ranking operations, we maintain three parameters (see Table 2 ).
The parameter MAX HOT INT determines the file's hot/cold state. When a file is accessed, it is marked as hot. However, if a file is not accessed for the interval MAX HOT INT, it is marked as cold.
To be assigned a new rank, a file needs sufficient evaluation time. This evaluation not only collects the file's access characteristics but also prevents unnecessary deduplication. The parameter MIN EVALUATION INT is the minimum evaluation interval needed to be ranked; the parameter MIN EVALUATION CNT is the minimum access count to be ranked. The default values were determined empirically by analyzing real-world workloads. The parameters are not Table 3 shows the information used to determine the rank of a file. atime and mtime represent the access time and the modified time, respectively. In addition, seqCnt and rndCnt maintain the number of sequential accesses and random accesses of a file, respectively. These values are updated by the I/O Monitor module on every read/write access. The field atime is updated at every I/O operation. The field mtime is updated when the file is modified by a write operation.
For every read operation in a file, the I/O Monitor updates the seqCnt or rndCnt field according to the file-access pattern. The file-access pattern is determined by the file position. If the requested offset is the current file position +1 or −1, then the request is regarded as a sequential request and seqCnt is increased. Otherwise, the request is regarded as a random request and rndCnt is increased.When a file is ranked by the Ranker, the seqCnt amd rndCnt are reset to zero.
The ranking algorithm in Fig. 5 determines the rank of a file. The Ranker executes this algorithm when the system is idle. First, it checks the modified time to see whether a file has been recently updated. The recently updated files are assigned to Rank 0 to avoid deduplication. If not, the Ranker checks the recently accessed time to determine the hot/cold state. If the file is cold, then the file is assigned to Rank 3. If not, the Ranker checks the total monitored counts to see whether the file has enough evaluations to be ranked. If it has a high enough evaluation count, then it is assigned Rank 1 or Rank 2, based on the sequential access counter and the random access counter.
Queue Based Ranking Management
In order to assign or update a rank, we need an effective data structure to traverse all data files. We do not need to evaluate to rank already deduplicated, recently accessed, or recently Whenever a write operation is issued to a file in Q Rank0 , Q Rank1 and Q Rank2 , the file is moved to the top of Rank1 to wait for assigning a new rank. For already ranked files, they still preserve their deduplicated state when they are moved to Q Rank0 since some chunks of the file may be referenced by other files.
The file in Q Rank0 will not be deduplicated if it is accessed again within the interval of MIN EVALUATION INT (in Table 2 ). For instance, there is a file that is updated once a day. This file moves to the top of Q Rank0 whenever it is modified. Thus, it will not be deduplicated since the Ranker checks Q Rank0 from the last entry. Even if it reaches the last entry, the Ranker does not assign a rank, owing to the ranking algorithm. Thus, update-intensive files are effectively filtered. On every file read operation, the file is moved to the top of its resident queue. Thus, the last entry is always the least-recently-used file, which makes it easy to find cold files.
Detailed queue management is described in Fig. 6 . When a new file is created, it is inserted into Q Rank0 . If a file is modified by a write operation, then it needs to be reevaluated. Therefore, it moves to the top of Q Rank0 when it is modified. This operation not only gives a re-ranking opportunity to a file that was already assigned a rank, but also effectively prevents update-intensive files from being deduplicated.
In Fig. 6 , Q Rank3 exists virtually. It conceptually maintains Rank 3 files, which are cold. If a file does not reside in Q Rank0 , Q Rank1 , or Q Rank2 then the file is Rank 3. If a cold file is accessed, it moves to the top of Q Rank0 to be evaluated again, because it is not cold anymore.
When the system is idle, the Ranker begins to look for cold files in Q Rank1 and Q Rank2 . Since these queues are ordered in an LRU manner, checking only the last entry is enough to find cold files. If the Ranker finds a cold file, the file is assigned to Rank 3 and the Deduplicator deduplicates the file using small chunking. The Ranker repeats this job until there are no cold files.
After that, the Ranker begins ranking from the last entry to the first entry of Q Rank0 . If the target file is again assigned to Rank 0, it is moved to the top of Q Rank0 . If the target file is assigned to Ranks 1, 2, or 3, the Deduplicator conducts deduplication according to its ranking, and the file is evicted from Q Rank0 and inserted to its corresponding queue. Note that the deduplication mode depends on the ranking. A big chunking method is used for Rank 1 files and a small chunking method is used for Rank 2 or Rank 3 files. After the deduplication operation is completed, the Ranker checks Q Rank0 again until there are no files that need to be assigned a new rank.
In Q Rank0 , already ranked (deduplicated) files can be inserted. Those are also re-deduplicated according to their new rank. In this case, some chunks of the file may be referenced by other files. The Deduplicator checks those chunks by the reference counter in the hash table. During a file is re-deduplicated, if a chunk of the file is not referenced, the reference counter of the chunk is decreased. If a reference counter of a chunk is zero, the chunk is removed from the hash table. Otherwise, the chunk is preserved in the hash table.
Offline Write Operation Support
In an offline system, the write operation requires special handling. A write operation with newly allocated blocks is not a problem. However, a write operation with already deduplicated blocks must be handled carefully, be- 7 Updated map replication (a) and hash table (b) after file offset #2 is updated. When a file is updated, the original map is replicated and the replicated map preserves the original mapping information. After map replication is finished, the current map is updated. This makes the hash table and file mapping information consistent since the replicated map maintains the original mapping.
cause some blocks may be shared by other files. If we update the entire data structure at every write operation, it will incur significant overhead. Actually, this kind of handling is an inline system, not an offline system.
In order to support write operations for an offline system, we propose to update the map replication. In Fig. 7 , if a write operation for an already-deduplicated block is issued, then the original file mapping information is replicated to a new block so that the original mapping is preserved. After the copy is complete, the file's mapping information updates according to the write operation.
The original map is preserved without any modification. Thus, the reference counter of the hash table is consistently maintained because the hash table is referenced by the original map. By doing this, the file update operation is performed without hash table update overhead.
The overhead for an update operation is a one-time map copying and a one-time new block allocation for the modified contents. Once a new block is allocated and the map replication is complete, later update operations for that block do not require any further overhead.
Space Overhead Analysis
To support the proposed system, three additional structures are required: a hash table, additional inode information, and the rank queues. Although the proposed method requires additional memory space for the hash table, it is only needed when the offline deduplication works. That is, there is no additional memory space overhead for the hash table while the deduplication is stopped. However, the system requires a small additional space for file information in the inode structure. As mentioned in Table 3 , a file requires 16 additional bytes for the information. However, this value is small enough to fit in memory and only currently used files' inode entries are loaded into memory. Most of them are stored on the disk. Lastly, the sizes of Q Rank0 , Q Rank1 , and Q Rank2 depend on the number of hot files in the workload. If the total workload size is 1 TB, and the average file size is 100 KB, and 10% of the files are hot, then the total queue size is 4 MB. Note that the proposed system does not maintain Q Rank3 for the cold files.
Evaluation
For the evaluation, we used Ubuntu 12.04 LTS on an Intel Xeon E5620 2.4 GHz CPU with 4 GB of RAM. We set the big chunking size to 256 KB, and the small chunking size to 4 KB. In order to see the relationship between the data deduplication ratio and the sequential-read latency, we experimented on file system data sets, including synthetic and real-world data sets. In this experiment, we can observe the runtime overhead and the performance interference of the offline operation of the deduplication thread.
Prototype
We built a prototype on top of a FUSE-based [20] Ext2 file system [21] . FUSE stands for File system in User Space. Many file systems are implemented using FUSE owing to its convenience and simplicity. Although it works in the user space, it directly accesses block devices and manages block de/allocations without any help from the underlying file system. This is important for the prototyping of the proposed system because, if the block management is performed by the underlying file system that serves the FUSE binary, our experiments may show abnormal results.
The prototype consists of the I/O monitor layer, rank queues, ranker thread, and the deduplication engine. When the system is idle, the ranker thread fetches a target file from Q Rank0 . The ranking algorithm in Fig. 5 determines the rank for the fetched file, and the deduplication engine selectively deduplicates the file according to its rank. Big and small chunks are stored in the chunk store. Though they are classified into two different sizes, they are essentially a set of blocks that are managed by the file system, because we use the file system's block-mapping structure as the deduplication mapping structure. The hash table resides in the deduplication engine. The hash table index consists of a SHA-1 [22] hash value, the address of the chunk, and the reference counter. The size of a hash table entry is 28 bytes (20 bytes for the SHA-1 hash, 4 bytes for the reference counter, and 4 bytes for the physical block number of the first block of a chunk). The file information is stored in the inode structure. The file information size is 16 bytes, as depicted in Table 3 .
Sequential Latency vs. Deduplication Ratio
In order to evaluate how the proposed selective deduplication method works, two different workloads were considered; a synthetic data set and a real-world data set. From these results, we can see the trade-off between the deduplication ratio and the sequential-read latency. In this paper, deduplication ratio is calculated by whole size after deduplication over whole size before deduplication.
Synthetic Data Set
In order to see the detailed behavior of the selective deduplication method, we evaluated the proposed system based on a synthetic workload. We generated two file sets with low and high deduplication ratios, because the sequential-read latency depends on the deduplication ratio. We generated the file sets with various file size range to see practical effect. Table 4 shows detailed description of the workloads including their deduplication ratio for big-sized chunking and ssmall-sized chunking method and Fig. 8 shows their file size distribution.
In order to evaluate sequential read latency, we make the workloads deduplicated state. For big-sized and smallsized chunking methods, we conducted offline data deduplication by their chunking size to the workloads since these methods do not require runtime read characteristics. For selective deduplication, we create the workloads on the proposed system and we read whole files according to the sequential read ratio from 90% to 10%. Then the proposed method assigns a rank for each file and deduplicates it. After each workload is deduplicated, we evaluate read latency by reading all files in the workload according to its sequential read ratio from 90% to 10%. In this experiment, 10% of sequential read ratio means, 10% of randomly chosen files in the workload are read sequentially and 90% of the other files are read randomly.
By this experiments, we can observe the accuracy of the file-read-pattern detection method of the ranking algorithm and compare the sequential-read latency and the deduplication ratio. Table 4 shows a detailed description of the workload. Figures 9 and 10 show the response time cumulative (f) -(h) show the response time CDF results using a set of files accessed only by sequential read during the experiment to see the exact effect of the selective deduplication. Native Fuse-ext2 means the unmodified Fuse-ext2 file system. The other experiments were conducted under the proposed system based on the Fuse-ext2 file system. distribution function (CDF) and the deduplication ratio results of the synthetic workloads with a high deduplication ratio and low deduplication ratio, respectively. In order to generate the CDF figures, we used response time per each file. Specifically, the figures from (a) to (e) are the results of reading whole files in the workloads, and the figures from (f) to (h) are the results of reading only sequentially read files, to see the exact effect of the selective deduplication.
By comparing the two synthetic workloads, we can observe that the difference in read latency between big chunking and small chunking depends on the deduplication ratio. We can observe the runtime I/O monitoring overhead of the proposed system by comparing the selective deduplication with the Native Fuse-ext2. Figures 9-(a) and 10-(a) which have little read latency in the random workload-have a very small read-latency difference between them. That is, (f) -(h) show the response time CDF results using a set of files accessed only by sequential read during the experiment to see the exact effects of selective deduplication. Native Fuse-ext2 means the unmodified Fuse-ext2 file system. The other experiments were conducted under the proposed system based on the Fuse-ext2 file system. the I/O monitoring overhead of the proposed system is negligible from the perspective of read latency.
We also compared response time of the proposed selective deduplication with the big and small chunking methods. The selective deduplication successfully supports low response time for sequentially read files. The CDF of the big chunking and the small chunking methods from Figure 9-(a) to Figure 9 -(e) show almost the same read latency, regardless of the workload. However, the selective deduplication shows various read latencies depending on the sequential-read ratio because this method deduplicates files based on the sequential-read pattern. In the case of the 90% sequential-read workload, the selective deduplication CDF is similar to the big chunking CDF (Fig. 9-(a) ). In contrast, in the case of the 10% sequential-read workload ( Fig. 9-(e) ), the CDF of the selective deduplication is similar to the CDF of the small chunking method, because 90% of the workload is random-read files that are deduplicated with small chunking. However, for the sequential-read-workload files only, we can still achieve high performance( Fig. 9-(h) ) owing to the characteristics of the selective deduplication. In the case of the workload with a low deduplication ratio (Fig. 10) , the same trends were shown. This means the selective deduplication works well, regardless of the deduplication ratio. Figure 11 shows that the selective deduplication method effectively controls the trade-off between the deduplication ratio and sequential-read performance. The result shows that the selective method achieves as high a read performance as the big chunking method; in addition, it achieves a higher deduplication ratio than the big chunking method. The deduplication ratio of the big and small chunking methods is a fixed value because they do not consider the workload characteristics. However, the selective method effectively supports high performance sequential reads. The workload of 10% sequential read ratio achieves a deduplication ratio almost equal to the small chunking method. The throughput for the selective method is similar to the small chunking method's results in Fig. 11-(a) . This is because Fig. 11 Sequential-read throughput versus deduplication ratio for the sequentially read files versus deduplication ratio. The bars depict the throughput and the lines depict the deduplication ratio. In this experiment, we used the high deduplication ratio workload. The selective deduplication method achieves a high deduplication ratio and a high read throughput at the same time. The x-axis' S:R means Sequential:Random ratio.
90% of the files are deduplicated using small chunking. However, as shown in Fig. 11-(b) , the selective method successfully achieves 97% of the sequential-read performance of a native file system, and 86% of an ideal deduplication ratio for the 10% sequential-read-oriented files.
In Fig. 11-(a) , the throughput of the proposed method is quite low in the case of the random workload (i.e., S:R = 25:75 and 10:90). This is because the random-read performance depends on the physical distance of the blocks. That is, if a file is fragmented throughout the whole disk volume, the random-access performance is also affected. One possible solution is a container-based approach. If data deduplication is conducted inside a container, as opposed to the entire volume, then the block distance will be much closer.
Real-World Data Set
We chose two distinct users' workloads for the real-world data set: a normal desktop user's workload and a developer's workload. Table 5 describes the characteristics of each workload and Fig. 12 shows their file size distribution. For experiment, we copied the whole files of the workloads into the proposed system and we ran each workload for two weeks. The desktop user mainly uses web-browser and word-processor and the developer mainly uses vim editor and gcc compiler. Table 5 shows the overall results for the two workloads. The proposed system can achieve almost the same deduplication ratio as that using small chunking. Moreover, it also achieves a low sequential-read latency at Figure 13 shows the CDF results of the sequential-read response time for all files in the desktop user workload. We excluded the CDF results of the developer workload because it showed the same trends. The performance difference between Native Fuse-ext2 and Not Deduplicated is almost the same. Therefore, the runtime overhead for I/O monitoring is negligible in terms of read latency. Since the entire workload's sequentiality is low, the selective deduplication's CDF result is close to the small chunking method. However, if we observe the results for the sequential-readoriented files, it achieves a low read latency similar to the big chunking method. Figure 14 depicts the results of sequentially read files (i.e., files that are assigned Rank1). It shows that the proposed system works well for the sequential-readoriented file's read latency. It is almost the same as the big chunking method's read performance.
Performance Interference over Normal I/O Operations
During offline operations, normal I/O operations may be issued. It is inevitable for performance interference to occur. In this experiment, we show how the proposed method interferes with the performance of normal I/O operations.
Runtime Overhead
The proposed system has runtime overheads caused by I/O monitoring and queue management. The well-known standard system utilities and benchmarks in Table 7 are considered to evaluate the runtime overhead of the proposed method. Figure 15 shows the results of the normalized performance reduction for the workloads. One can observe that the disk-I/O-intensive workloads had less than 7% runtime overhead. Netperf had no performance degradation since it does not issue disk I/O commands.
Performance Interference by Offline Operation
Because offline operations utilize system idle time, we need to measure how much idle time is available in a given workload. The longer the system is idle, the less is the interference over normal I/O operations. Many prior studies on idle time and power saving have shown that there is sufficient idle time. Robertson et. al. showed that more than 600 desktops were always left on out of 700 total [25] , and Agarwal et. al. observed that two-thirds of office PCs were left on after hours [26] . Many network-connected computers are always on because users want their PCs to maintain the always-on status, and most of them remain idle [27] , [28] . Especially in [27] , enterprise desktops remained idle for an average of 12 hours per day. In the case of our experiments shown in Table 5 , only a few files were assigned to Rank 1 or Rank 2. That is, only a few files were targets for offline deduplication because most files had already been deduplicated by Rank 3 as time went by. Typically, when a user has 1 TB of storage, the deduplication targets will be almost 50 GB of files (5%). It takes less than an hour to deduplicate a 50 GB file set using the Rank 3 deduplication method.
For the worst-case analysis in performance interference over normal I/O operations, we considered two distinct applications from Table 7 ; the Filebench benchmark to represent a disk-I/O-intensive workload and the Netperf benchmark to represent a non-disk-I/O workload.
Since the offline data deduplication uses a single thread, we experimented with various numbers of cores to see the overhead on a multi-core environment. Figure 16 shows the results of the Filebench bench- Fig. 17 Performance interference results for Netperf, which does not issue disk I/O operations. We ran the offline data deduplication thread while Netperf was being benchmarked.
mark. It shows that performance interference existed but was negligible in a multi-core environment, even for an I/Ointensive workload. Owing to the complexity of the hash value calculation and comparison, the data deduplication thread requires considerable CPU time rather than disk I/O. Thus, the performance interference in a multi-core environment is negligible, even if the data deduplication thread is running. Figure 17 shows the results of the Netperf benchmark. In the previous experiment, Netperf was not affected by the runtime overhead of the proposed system since it does not issue disk I/O. However, its performance was affected by the proposed system when the offline deduplication thread was running. However, if we use three or more cores, the performance reduction is also negligible.
Therefore, whether an application is I/O intensive or not, the performance interference caused by offline operations will not be considered a problem in modern computer systems.
Conclusion
In this paper, we proposed a low-overhead selective offline data deduplication method for primary storage. It selectively deduplicated data according to the access patterns so that it supports a low I/O latency and a high data deduplication ratio at the same time. To accomplish this, we defined four ranks according to the characteristics of a file; the multiqueue-based rank management scheme effectively handled each rank. Through the experiments, we observed that it achieved a maximum of 86% of an ideal deduplication ratio and 97% of the sequential-read performance of a native file system. We also noted that the runtime overhead is less than 7%.
