Absh.act -In this paper, a hybrid technique for global based on the genetic algorithm and a determinktic method is presented. A potential advantage of the hybrid method compared to the genetic algorithm is that global o p t h b t i (~1 can be performed more efficiently. An intrinsic pmb1em of the hybrid tmKques is rehted to the moment of stopping the stochastic routin; to launch the one. This is investigated using some natural criteria for the commutation between the two methods. The results show that it is possible to gain in efficiency and in accuracy but the criterion is usually problem dependent. Finally, to show the solution of a real problem, the hybrid algoritlann is coupled to a 2D cade based on the boundary element a conneetor of 145 kV GIs.
I. INTRODUCTION Among the optimization methods, two great families stand out: the deterministic and the stochastic. The deterministic techniques seek the minimum point based on the information given by the negative of the gradient (or sub-gradient) of the objective function. Naturally, the efficiency of them depends on several factors, such as the starting point, the accuracy of the descent direction evaluation and the method used to execute the line search as well as the stopping criteria [I] . The obtained solution point is generally a point of local minimum, which may also be a global minimum if the function is unimodal. The two main disadvantages are the need of gradient evaluations and the lack of guarantee of the global minimum. The stochastic methods do not need the caIculation of the gradient and are able to find the global solution. However, the number of evaluations of the objective function, necessary to find the solution, is normally higher than the number required by the deterministic methods.
The commutation condition to stop the genetic algorithm (GA) [2] to launch the deterministic one is the major problem when dealing with such hybnd techniques. The main idea is to launch the deterministic method after the region of global mhhupll has been found. However, when this is achieved is not known. The goal is to explore the good characteristics of both methods. That is, global convergence with a relatively small n m b a of objective function evaluation and with accuracy in the solution.
In recent yeass, papers on hybrid methods have been published, but only a few suggestions on the commutation problem have been given, for the simulated annealing algorithm
~31.
Manusrript received March 19,1995 Genetic algorithms have been success~ly applied to opthizition problems in many areas. The important work of J. Holland [2] set up the basis of the GA and D. Goldbag's book [4] was very important to make it popular. Many papers using GA to optimize problems in others areas, such that power flow and machine learning, can wily be found in the literature. Although GA was known since 1975, the first papers in the literature applying GA in eledromagnetics were only published in 1994 [5, 6] .
The GAYs act on a set of possible solutions, usually refereed to as a population of individuals, in such a way that the individuals of a new generation carry out their missions better than their ancestors.
In a genetic code, some operators similar to those of natural genetics are used. The main operators which affect the make up of a "chromosomeyy (one possible solution of the problem mm?ally codij?ed in binary code) are crossover, mutation and inversion [2, 4] . Also, in a similar way to natural evolution, the i n d i v i W with best p e r f i a n c e have a greater probability to survive. This operation is known in a GA as reproduction. During the process of reproduction, the probability of survival is strictly linked to the p a f i a n c e of each individual. Those that carry out their missions better than others have a greater probability of transmitting their genetic material to the next generation. The p e r f i a n c e of an individual is evaluated by a fimction that is called fitness Iimction Crossover is the most important operation to generate new points in the feasible domain in the search for the global minimum. This operation is made between pairs of parents, which are randomly chosen. The exchange of genetic material is carried out and the two individuals generated are then carriers of part of genetic characteristics of their parents. New points in the feasible space are generated.
Mutation is the most important operation to introduce new genetic characteristics in the population. It oc~urs on an individual at a time with a probability pm.
Naturally, if these operations are to be used with a view to optimization, the possible solutions of the problem (sets of design variables) should be coded as a finitelength string, such as a chromosome. A string of binary characters would be an example.
Codz&ing the Design Variables -Using binary representation, the set of design variables are then represented by a string of characters, on which natural operations are carried out [4] .
. OO @ 1997 IEEE As an example, the parameter radius of a curve r, which is bounded below and upper by rmjn and rma& may be represented by a string of characters A with a length 1=5.
Obvi~u~ly, As= 1 1 1 1 1 and Ai = 00000 match rmm and rmin, respectively. The m-ding value of r, in the binary code, is mapped between As and Ai.
The string length is chosen according to the precision required for the parameter representation. In the example above, if the radius r is represented by A = 0 10 10 and the limits rmin and rmax are 1 and 110 cm, the value of r is 1 + (109/31)* 10 cm because A, Ai and As are respectively in base 10 equal to 10, 0 and 3 1. The resolution for this representation is the ratio (rmm -rmdl( As -Ai), which gives 10913 1.
When there are several design variables, they can be represented by a single string of binary digits [4]: the first variable takes the first lo positions, the second takes the next lo positions, etc. The picture below illustrates a string with n optimization variables each one of them represented in binary code as lo = 7. The advantage is that each string represents a possible solution to the problem, based on which all the operations can be done. However, each variable may be left independent and the operations carried out separately. Thus, the first parameter of the first string can be crossed with the first parameter of the last, at the same time as the second variable of the first string can be crossed with the second parameter of the third. This representation may have some advantages because the possibility of testing new solutions is greatly i n c r w . Our GA code was implemented using this last option [A. This representation has the inconvenience of needing a vector to represent a possible solution.
The simplified organogram of a genetic algorithm, for the optimization of a constrained non-linear problem, was changed to pennit the commutation between the GA and a deterministic method [7] . Also, in this new implementation, the p, and pc probabilities are dynamically changed based on the rate VBJVwhere V,,, is the fitness function mean value and Vm is the best fitness function value. When this rate is close to one, there is not much genetic diversity in the population. So pm is augmented and pc is lowered and when this rate is close to zero, this means that there is a lot of genetic variety in the population. In this case, pm is lowered and pc is augmented.
Although these last changes have been tested only in the solution of some analytical W i o n s , the GA code has given better results, presented more stability and the convergence has been accelerated. A detailed study about these changes has actually been made. Finally, the inversion process was implemented in our GA, without changes in the way that the variables were coded. So, when p,, > 0, the "inversion" process generates new points in the feasible space. Any code for electromagnetic field calculation can be coupled to a genetic algorithm through an objective hction. As long as the GA is established naturally in terms of maximization with a non-negative function in the feasible domain of the problem, it is necessary to map the original objective hction in another way to adapt it to the GA. where E is simply a constant that should be chosen in such a way that in global minimum point h(x) + E r p, where p is a constant slightly higher than zero (106) and a x ) is the fitness function. The analysis of m e results using this hction has shown that the GA convergence is accelerated. This can be explained with regards to the reproduction process: when a point, say xl, in the feasible space, is generated in such a way that h@l) + E is close to zero, it will have a great probability to be reproduced many times, because Qxl) is the measure of the individual performance associated with this point.
V. C O M W T A T T O N C~
The major clifticullty when dealing with hybrid methods for global optimization problems is to find the moment to stop the stochastic method to launch the deterministic one. The main idea is to start the deterministic method when the region of global minimum has been found. However, it is not known when this is achieved. So, it is impossible to guarantee that the solution is the global one. The results presented in next d o n illustrates this fact.
The following criteria for the commutation between GA and a deterministic method can be naturally defined:
A. Number ofgenerdions. It is the simplest case. The GA is stopped when the specified number of genaations is attained and the best result is passed to the deterministic method. The major drawback of this criterion is that not all cost functions present the same behavior.
B. Dzffereme between the costfimtion mean values at a set of
generations. The major inconvenience of this criterion is that the evolution of the mean value curve presents great variations fiom one generation to another.
C. Dzfereme between the best values of the c o s t h t i o n at a set of generutions.
This procedure is less sensitive to the type of the problem and the condition can be established as:
where t is the actual generation and to is an integer number, which is used to indicates how many generations before t will be considered. Moreover, h,f is the best cost function value at generation t and is a small positive number.
D. Diyereme between the best dzferent values of the cost finction in the same generation.
This procedure is also less sensitive to the type of the problem. It can be written as:
where h,j' is the j-th best value a3er h d and t , , is the number of the individuals with best performances taken in the same generation for comparison.
VI. ANALY~C~RESTJLTS
The problem of commutation was analyzed using the GA coupled with the augmented Lagrangian method (ALM) [I] . For this study, the problem of minimizing the Rastrigin hction, defined in the interval (0,10j, was taken as a test problem [7] . This problem presents lon local minima (Eq. 6).
The global solution H* is evidently H*= (~1,x,,2,. ..,Xon>T with the objective function having a zero value. The vector H, permits us to choose global solutions that can be more or less difficult to the GA to find. The Table I gives the results only for the wmmutation criteria A and C, although the criteria B and D have also been tested. In these tests, the criterion B has not given good results because the mean value curve presents great variations [5] and the condition D has given similar results to the condition C. The condition C' in Table I A part of a three phase 145 kV GIs was used as a real problem to test the GA-AZM. The field computation code used is based on the boundary element method [8] . Fig. 1 shows the initial profiSe of a part of this connector to be optimized and Table I1 gives the used variable bounds. It is described using The genetic parameters used for this example were:
Maximum number of generations: 20
Numba of individuals in the population: 10 Crossover probability: 0.90 Mutation probability: 0.025 Inversion probability 0.025 The criterion C was used in this computation as shown in Eq. (8) . The parameters t,, E and E, were rapectively replaced by 2, 1 and 0.001. Also, h(x) was replaced by 0) since (' 7) is a minimization problem without can&ahts. The E value was made equal to 1, because the objective function value at the minimum point usually is not known, in such a way as to satisfjr f(x) + EGP.
In Eq. (8), f (x); is the best objective function value result obtained in the generation t.
The results obtained are shown in Table III and Fig. 2 [I. The results show that there is more than one minimum.
It is interesting to see that the four regions (A,l3,C and D) shown in Fig. 1 A hybrid technique for global optimization problems was presented in this paper. The major difiiculty to stop the GA and launch the ALM was studied using some natural commutation conditions. Although the anzllytical results presented show that it is possible to increase the numerical efficiency (see cases A, C and C'), the global solution can not be guaranteed. The condition A is the sirnplesl: one. However, cost functions can present different behaviors, mpirhg additional tests to find the number of generations nmssary to achieve the global region.
The condition C is less sensitive to the problem type and can be adjusted changing the value of t,. The optimized shape of the HV connector above illusb-ates the application of the hybrid method to the solution of a rleal problem.
