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European Space Agency, 2201 AZ Noordwijk, The Netherlands
The sizing and capability definition of reusable launchers during high-speed recovery are
very challenging problems. In this article, a convex optimisation guidance algorithm for this
type of systems is proposed based on performance improvements arising from the study of the
coupled flight mechanics, guidance and control problem. In order to appreciate the obtained
improvements, trade-off analyses of powered descent and landing scenarios are presented first
using traditional guidance techniques. Subsequently, these results are refined by using the
proposed online successive convex optimisation-based guidance strategy. The DESCENDO
(Descending over Extended Envelopes using Successive Convexification-based Optimisation)
algorithm has been designed as a middle-ground between efficiency and optimality. This
approach contrasts with previous convexification algorithms that either aimed at increasing
computational efficiency (by typically disregarding aerodynamic deceleration) or reaching
trajectory design optimality (by using exhaustive convex approximations). More critically, the
algorithm is not confined to the mild coverage conditions assumed by previous approaches and
can successfully handle the incorporation of the operational dynamics of reusable launchers.
Insights provided byDESCENDO operating in a closed-loop fashion over full recovery scenarios
enable a computationally-efficient mission performance assessment.
I. Introduction
Space descent and landing (D&L) has its roots in the Apollo program [1] and has since been successfully applied
in a variety of missions, ranging from the exploration of Mars [2] and other planets to missions targeting smaller
bodies such as JAXA’s Hayabusa [3] and Hayabusa-2 (which successfully delivered two landers to asteroid Ryugu in
September 2018), ESA’s Rosetta [4] and NASA’s OSIRIS-REx [5] (which is currently on its way to asteroid Bennu).
But more recently, an additional interest on powered D&L on Earth has been growing following the technical proof of
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launcher reusability at commercial level by companies like SpaceX and Blue Origin. Recovery and reuse of launcher
stages has the benefit of reducing launch costs while increasing mission responsiveness [6].
Pinpoint landing on and launching from Earth is particularly challenging due to the high levels of aerodynamic and
thermal stress induced by its dense atmosphere on the vehicle’s structure, which are further worsened by the existence of
uncertain and time-varying wind perturbations. These effects become even more adverse for the next-generation of
launchers, as lighter (and more flexible) structures tend to lead to stronger control-induced interactions [7].
From a guidance and control (G&C) point of view, this challenging problem only became feasible in the past
decade thanks to the increase of computational power available onboard, which enabled a paradigm shift known as
Computational G&C [8]. This shift was supplemented by additional mathematical developments in the domain of
convex optimisation [9–12] among others. Such an approach has been demonstrated with Masten Space’s vertical
take-off and landing platform Xombie [13–16], which uses a vision system to determine its location and an algorithm
termed guidance for fuel-optimal large diverts (G-FOLD) to optimally fly to the landing site.
In addition to the advanced algorithms just mentioned, much knowledge can be obtained (and then leveraged for
improvements) from considering space D&L approaches such as constrained terminal velocity (CTV) guidance [17–20].
The main strength of this approach lies in its simplicity and in the fact that, as the main parameters on which it depends
are intrinsically representative of the physics of the recovery problem, it allows to have a quick understanding of the
acceptable flight performance. This insight is particularly useful since addressing competing requirements such as
propellant consumption and aerothermal loads in a combined way is extremely challenging [21–23].
The work in this article is part of an ESA-sponsored activity focused on the management of competing requirements
via advanced closed-loop guidance algorithms and robust attitude control, including active load prediction and relief
capabilities. Under the same activity, a reusable launcher benchmark has been developed [24] to enable a thorough
understanding of reusable flight mechanics as well as the fundamental interactions with G&C algorithms and mechanisms.
This benchmark simulates the launch and recovery of a vertical take-off and landing booster used as first stage of a
lightweight, non-winged vehicle. Also in that reference, a baseline recovery algorithm based on CTV guidance is
proposed and employed for preliminary performance assessment.
This article aims to exploit the existing room for guidance improvement shown in [24], with special emphasis on
the aforementioned build-up of knowledge from simpler D&L approaches towards a more sophisticated algorithm
coined DESCENDO (Descending over Extended Envelopes using Successive Convexification-based Optimisation). In
particular, the CTV technique is used to develop trade-off maps of key performance metrics, which are then improved
by DESCENDO. This algorithm follows similar lines to [25, 26], but it is specifically tailored to the extended flight
envelope encountered by reusable launchers. Furthermore, the DESCENDO algorithm is implemented in a closed-loop
fashion (in opposition to an oﬄine setting) and verified using complete reusable launcher recovery scenarios which, to
the best of the authors’ knowledge, has not yet been formally investigated.
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The layout of the article is as follows. Section II begins with a brief description of the reusable launcher model
and recovery missions profiles. Then, in Sec. III, a flight mechanics analysis is performed, which drives the first
improvements to the guidance approach. Subsequently, the full DESCENDO algorithm is developed and detailed in
Sec. IV, and the results of its application to downrange landing and return to launch site missions are presented in
Sec. V. Finally, the conclusions are provided in Sec. VI.
II. Reusable Launcher Benchmark
This article relies on the nonlinear 6 degrees-of-freedom reusable launch vehicle (RLV) developed in [24] to study
the critical coupling between reusable flight mechanics, guidance and control. It simulates the launch and recovery of a
mixed-fuel vertical take-off and landing booster used as first stage of a lightweight, non-winged vehicle launched from
the European Space Centre in French Guiana to inject a 1,100 kg satellite in a quasi-polar orbit at 800 km.
The vehicle is mainly steered via thrust vector control (TVC), but two pairs of fins are included to provide attitude
control under low thrust and two pairs of cold gas thrusters for low dynamic pressure conditions. The benchmark also
includes a baseline closed-loop guidance law for retro-propulsive entry, descent and pinpoint landing, as well as standard
algorithms for attitude control computation and allocation.
Equations of motion are written using Earth-Centred Inertial (ECI) [27] and body-fixed frames (see Fig. 1). They
are based on the initial states {rI(0), vI(0), qIB(0), ωB(0)} and on the assumption that effects related to moving masses
(including "tail-wags-dog" moment and rocket jet damping) are negligible for trajectory assessment. Mass variability is
implicitly accounted for by the mass-depletion dynamics, as it will be seen in Eq. (5).
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Fig. 1 Relationships between local (launch and recovery pad) and body-fixed reference frames
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The vehicle’s translational motion (i.e. acceleration ÜrI(t) and velocity vI(t)) is described in the ECI frame by:
ÜrI(t) = ÛvI(t) = gI(t) + 1m(t)
[
Faero,I(t) + FTVC,I(t) + Ffins,I(t) + Fthr,I(t)
]
(1)
where Faero,I(t) represents the aerodynamic force of the vehicle’s body expressed in the ECI frame, FTVC,I(t), Ffins,I(t)
and Fthr,I(t) represent control forces, m(t) is the total mass of the vehicle and the gravity acceleration gI(t) is given by
the Earth Gravitational Model [28] (EGM).
In addition, the rotational dynamics are described in the body-fixed frame by:
ÛωB(t) = J−1(t)
[
Maero,B(t) +MTVC,B(t) +Mfins,B(t) +Mthr,B(t) − ωB(t) × J(t)ωB(t)− ÛJ(t)ωB(t)
]
(2)
Equivalently to the forces,Maero,B(t),MTVC,B(t),Mfins,B(t) andMthr,B(t) represent aerodynamic and control moments
written in the body axes, and J(t) is the inertia tensor of the vehicle.
The orientation of the vehicle’s body axes in the ECI frame is propagated through the kinematics equation:
ÛqIB(t) =
1
2

q4(t) −q3(t) q2(t)
q3(t) q4(t) −q1(t)
−q2(t) q1(t) q4(t)
−q1(t) −q2(t) −q3(t)

ωB(t) (3)
where the quaternion qIB(t) = [q1(t); q2(t); q3(t); q4(t)] is assumed to have the scalar part, q4(t), as its last component.
This vector is also essential for the computation of the forces and moments in Eq. (1) and (2). For a detailed description
of these equations, the reader is referred to [24].
For the computation of aerodynamic forces and moments, a velocity reference frame is defined. It is fixed to the
vehicles’s centre of gravity (CG) and its x-axis is directed along the wind-relative velocity vector vair(t), so that the
transformation from body-fixed to velocity reference frame can be represented by two aerodynamic angles, the angle of
attack α(t) and sideslip β(t), with respect to the pitch plane, also depicted in Fig. 1 (note that this plane changes slightly
throughout the trajectory as a result of Earth’s rotation). Aerodynamic characteristics depend on the vehicle’s external
shape and instantaneous dynamic pressure, which is given by:
Q(t) = 1
2
ρ(t) ‖vair(t)‖2 (4)
where vair(t) accounts for the vehicle’s inertial velocity, Earth’s rotation and wind gusts, and the air density ρ (t) is
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computed using the Committee on Extension to the Standard Atmosphere (COESA) model from [29]. Aerodynamic
drag and lift coefficients, reference area and centre of pressure (CP) position are estimated from look-up tables as
functions of the effective angle of attack αeff(t) =
√
α2(t) + β2(t) and Mach number.
The vehicle’s structural properties are representative of Europe’s lightweight VEGA launcher [30], but its first
stage has been replaced by a fictional mixed-fuel booster. This booster uses a re-ignitable liquid-oxygen/kerosene
(LOX/RP-1) rocket engine, with required propellant masses determined based on the reference mission under analysis.
The mass-depletion dynamics due to propellant consumption is given by the rocket equation [27]:
Ûm(t) = − 1
Ispg0
Tref(t) (5)
where Isp is the specific impulse of the engine, g0 ≈ 9.81 m/s2 is the gravitational acceleration at the Earth’s surface and
Tref(t) is the magnitude of the thrust vector. In addition, CG position and inertia properties are updated throughout the
flight based on the depletion of propellant and subsequent mass of oxygen and kerosene in the corresponding tanks.
Concerning the recovery of the vehicle, two distinct mission profiles are considered (summarised in Fig. 2):
downrange landing (DRL), in which the RLV stage lands close to its un-propelled impact site, and return to launch
site (RTLS), where the stage uses an additional firing to return to its launch site. Guidance calculations are made in a
recovery pad (RP) reference frame, also indicated in Fig. 1, therefore guidance laws are defined in the same way for the
DRL and RTLS scenarios. In both cases, a thrust vector is commanded by the guidance subsystem and then converted
to reference pitch and yaw angles {θref(t), ψref(t)} and thrust magnitude Tref(t).
Launch site
1.Lift-off
Drone ship
8.Touchdown
6.Recovery 
burn
3.Engine
cut-off
2nd stage 
ignition
4.Separation
2.Atmospheric flight, 
dispersions grow
7.Recovery guidance, 
dispersions shrink
5.Exo-atmospheric 
flight, dispersions 
constant
(a) DRL
Recovery pad
11.Touchdown
9.Recovery 
burn
2nd stage 
ignition
4.Separation
10.Recovery guidance, 
dispersions shrink
8.Exo-atmospheric 
flight, dispersions 
constant
6.Boostback 
burn
5.Booster 
flips over
7.Engine
cut-off
(b) RTLS
Fig. 2 Recovery mission profiles
Recovery guidance is triggered at a pre-specified altitude hs , where the first stage re-ignites its engine to bring the
booster from its current position and velocity to a soft touchdown at the recovery platform. Furthermore, in order to
more efficiently meet aerothermal loads or propulsion system requirements, sometimes it is convenient to explicitly split
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the recovery into two separate burns. In this case, the recovery consists of three sub-phases: (i) a re-entry burn aimed at
decelerating the booster, (ii) a second engine cut-off and coast phase and (iii) a landing burn that ensures a precise
touchdown. The duration of (i) and (ii) relative to the total recovery phase are defined by t1 and t2 respectively.
Thanks to its modular architecture, the benchmark allows for the modification of G&C algorithms and configura-
tion/mission parameters, making it extremely versatile to study their interactions and effects at user-defined levels of
fidelity (as required by the specific assessment objective).
With this versatility in mind, the present study employs a coarser aerodynamic coefficient set in order to reduce the
computational load. Hence, the performance indicators provided in this article are slightly different from those introduced
in [24], but the trends and conclusions established here have been verified to be independent of the aerodynamic fidelity
level. An overview of the most relevant DRL and RTLS flight mechanics indicators using these coefficients is provided
in Fig. 3, in which number labels relate the traces to the events of Fig. 2.
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Fig. 3 Comparison of the most relevant flight mechanics results
III. Improving Guidance via Flight Mechanics Trade-offs
A preliminary assessment of DRL and RTLS recovery strategies was carried out in [24] using a baseline guidance
technique known as constrained terminal velocity (CTV). It was foreseen that the combined optimisation of distinct
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performance indicators is an extremely challenging activity. For example, guidance choices that minimise propellant
consumption are likely to subject the vehicle to higher aerothermal loads. Before tackling the improvement of
performance through a more sophisticated guidance algorithm (Sec. IV), the purpose of this section is to analyse the
impact of different guidance parameters and the compromises that can be achieved using the CTV technique. To do so,
this technique is first recapped in Sec. III.A, then the performance-oriented analysis approach is introduced in Sec. III.B,
and the subsequent results are provided and discussed in Sec. III.C.
A. Baseline guidance technique
CTV guidance has its roots in the missile interception problem [31], but it has been successfully applied also
to asteroid intercept and landing [17–20]. The main strength of this technique lies in its simplicity, which makes it
extremely easy to implement and provides a rough idea of recovery flight mechanics very quickly. It is based on the
compensation of zero-effort-miss and zero-effort-velocity vectors, ZEM(t) and ZEV(t), which quantify the position and
velocity error at the end-of-mission if no corrective manoeuvres are made after time t. Using these coordinates, the
commanded thrust vector is given in the RP frame by:
TCTV(t) = mˆ(t)
[
kr kv
] 
ZEM(t)
(t f − t)2
ZEV(t)
t f − t

(6)
This computation requires an estimate of the vehicle’s mass mˆ(t) and the specification of the end-of-mission
(i.e. touchdown) time t f . Optimal values of {6, −2} for the two gains {kr, kv} have been derived in [18, 19] by recasting
the problem as a fuel-optimal trajectory generation problem with constrained boundary position and velocity and
assuming a uniform and well-known gravity field, which is a valid approximation for the Earth.
The estimation of ZEM(t) and ZEV(t) involves propagating the equations of motion from t to t f , which can
become computationally challenging without some approximations. The ability of the guidance law to accurately
enforce the boundary conditions (i.e. to minimise touchdown errors) naturally depends on the conservativeness of
these approximations. The simplest possible guidance law can be obtained by neglecting: (i) gravity variations during
descent, (ii) mass variations due to propellant consumption, (iii) aerodynamic forces, and (iv) non-inertial effects of the
RP frame. Then, the resulting zero-effort errors correspond to:
ZEM(t) = r f − [rˆ(t) + (t f − t) vˆ(t) + 12 (t f − t)
2 gˆ(t)] (7)
ZEV(t) = v f −
[
vˆ(t) + (t f − t) gˆ(t)
]
(8)
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where r f = v f = [0; 0; 0] for a soft landing at the recovery pad, and rˆ(t), vˆ(t) and gˆ(t) are position, velocity and
gravity acceleration estimates in the RP frame. Although the vehicle’s landing gear has to be able to withstand a (small)
non-zero touchdown velocity, v f is set to 0 m/s in order to be as conservative as possible. Care must also be taken in
Eq. (6) to avoid a singularity when t → t f . The most effective way to do it is by switching-off the guidance commands
immediately before the end-of-mission. The exact instant of time represents a trade-off between allowable touchdown
error and maximum thrust authority.
Due to its simplicity, the computational time required by the CTV algorithm is extremely low, so guidance commands
can be updated at the same frequency as the simulation, fgui = fsim, starting at a pre-specified altitude hs . Initial values
adopted for the verification of the algorithm are summarised in Table 1. The simulation frequency was set to 10 Hz
since it was verified to provide enough accuracy for trajectory assessment while minimising simulation runtime.
Table 1 Initial CTV algorithm parameters
Parameter Value
hs (km) 25
t f (s) 380
t1 (%) 0
t2 (%) 0
fsim (Hz) 10
fgui (Hz) 10
Because of the simplifications and algorithmic framework, the inherent capabilities of CTV guidance are rather
limited. The most relevant limitations lie in its inability to explicitly enforce path constraints (i.e. only boundary
states can be constrained) and account for mass-depletion dynamics. It is also noted that, although it is possible to
use two burns for recovery (defined by t1 and t2), these burns are not explicitly accounted for with the CTV approach.
Path constraints such as subsurface flight avoidance and bounded control capabilities are critical for RLV recovery,
representing the main motivation behind the guidance algorithm developed in Sec. IV.
B. The trade-off map approach
The analysis approach adopted in this study was proposed in [32] as a methodology for space exploration guidance
tuning, but also to provide an understanding of the performance trade-offs involved. It relies on systematic simulations
of the nonlinear benchmark model over a guidance parameter grid to generate trade-off maps that enable a clear
quantification of candidate choices.
Performance trade-off maps are generated by overlapping contour plots associated with key D&L metrics, which may
represent either nominal or dispersed (e.g. standard deviation) values. For the present study, these indicators include:
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• mrec = m(tsep) − m(t f ), propellant mass required for recovery. This value is the most direct mission performance
indicator since decreasing the required propellant enables an increase of payload mass and subsequent reduction
of the launch cost per kilogram of payload;
• Qmax = max Q(t)|t ∈ [tsep, t f ], maximum dynamic pressure encountered during recovery, to which aerodynamic
loads are proportional. A higher dynamic pressure therefore requires a more structurally robust vehicle’s body to
withstand the associated loads and typically leads to an increase of its dry mass;
• v f = | |v(t f )| |, touchdown velocity norm, which needs to be sustained by the vehicle’s landing gear. Similar to the
above, higher touchdown velocities will require reinforced mechanisms, which tend to increase the dry mass.
In the first two indicators, tsep (=112 seconds) is the instant of time immediately after separation.
Another mission-critical indicator is the maximum thermal flux (proportional to ‖vair(t)‖3). This indicator was
verified to follow similar trends to the maximum dynamic pressure (proportional to ‖vair(t)‖2, see Eq. (4)) and therefore
it is not shown in the trade-off maps for the sake of conciseness.
To conclude this section, it is important to recall that the two main parameters on which the CTV technique depends,
hs and t f , are in fact intrinsically representative of the physics of the reusable problem. In other words, performance
indicators will change depending on the guidance solution utilised, but their general trends remain comparable. Hence,
CTV trade-off maps over the parameter space of hs and t f become extremely valuable since they can be generated very
quickly and the understanding they provide regarding the performance impact of those parameters remains valid for
other guidance algorithms.
C. Results and discussion
Trade-off maps for the DRL and RTLS missions are depicted in Fig. 4a and 4b, respectively. They both
show contours of the previous indicators over the parameter space of start altitude hs ∈ [5, 40] km and final time
t f ∈ [360, 420] seconds. In addition, the optimal (minimum) value of each indicator is highlighted using the symbol ©
(with the colour corresponding to the appropriate indicator). Note that these optimal values lie on the axes of the figures.
Starting with DRL recovery, Fig. 4a, the trade-offs between propellant mass mrec (black), dynamic pressure Qmax
(cyan) and touchdown speed v f (red) are clearly perceptible. For example, (i) the minimum mrec (of 2.65 ton, located in
the top-left corner) leads to a very high Qmax because it is associated with a very low start altitude, (ii) the minimum
Qmax (of 25.3 kPa, on the top-right side) is related to a high mrec, as physically expected, and (iii) the minimum v f (of
0.27 m/s, located towards the mid-bottom of the left axis) requires more demanding guidance commands – mostly via a
reduced final time (recall Eq. (6)) and therefore increased mrec and Qmax.
In other words, a single guidance choice cannot simultaneously attain all three optima, but is the result of a
performance compromise. Suitable compromises and guidance choices can however be easily identified and quantified
using the trade-off map.
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Fig. 4 CTV Trade-off maps for hs and t f
As an illustration, consider the initial choice taken from Table 1 of {hs, t f } = {25.0, 380} (indicated by the symbol∗
in Fig. 4a). This choice leads to mrec = 5.26 ton, Qmax = 83.7 kPa and v f = 1.62 m/s. Now assume that the vehicle’s
landing gear has a stronger structural resistance and is able to withstand speeds 25% higher, up to 2 m/s (meaning that it
does not need to slow down as much throughout the descent). In this case, keeping the same value of Qmax, the required
propellant can be reduced to 4.95 ton by choosing {hs, t f } = {24.7, 370} (indicated by the symbol ). This choice
translates to initiating the manoeuvre slightly later and finishing 10 seconds earlier. If, in addition to that, the vehicle is
only able to sustain a dynamic pressure of 60 kPa (closer to the 53 kPa encountered during launch), the optimal guidance
choice becomes {hs, t f } = {28.9, 383} (marked by4) and the required propellant increases to 5.30 ton.
It is interesting to note that, although the latter guidance choice (4) and the initial one (∗) have comparable
propellant requirements, they are considerably different in terms of trajectory and dynamic pressure, as evidenced by
Fig. 5a and 5b, respectively. This consideration proves that it is not enough to rely on a single indicator for a fair
comparison of D&L guidance approaches.
The trade-off map for RTLS recovery is then provided in Fig. 4b. Performance trends are roughly similar to the
DRL case, although values of mrec are now globally higher and values of Qmax are lower. This effect is caused by the
additional firing needed to bring the stage back, which additionally reduces the magnitude of its horizontal velocity and
thus dynamic pressure. From [24], it is also known that only about 8.9 ton of propellant is available after launch and
therefore not all the parameter space shown in the trade-off map is feasible.
Conflicting guidance choices that optimise each single indicator for the RTLS case can again be identified:
(i) minimum mrec (of 7.71 ton, bottom-left corner) leads to a high Qmax, (ii) minimum Qmax (of 9.31 kPa, top-right
corner) is related to a high mrec, and (iii) minimum v f (of 1.19 m/s, bottom-right corner) lies in one of the infeasible
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Fig. 5 DRL results with different guidance choices (markers show increments of 20 seconds)
areas mentioned above. The same trade-off exercise carried out for DRL recovery is repeated next.
The initial choice (∗) from Table 1 of {hs, t f } = {25.0, 380} leads to mrec = 8.55 ton, Qmax = 31.8 kPa and
v f = 1.85 m/s. Now consider that the vehicle’s constraints are exactly the same as for the4 point before, i.e. 60 kPa
dynamic pressure and 2 m/s touchdown speed. In this case, revising the guidance choice to {hs, t f } = {18.2, 381}
allows an alleviation of the propellant requirement to 8.37 ton (also marked in Fig. 4b by4).
IV. Improving Guidance via Convex Optimisation
Convex optimisation guidance is based on solving a fuel-optimal trajectory generation problem with state and control
constraints. This problem is typically nonlinear and challenging to solve and, until the past decade, its application was
only feasible oﬄine (where open-loop trajectories are designed on the ground with powerful computers). However,
mathematical and computational developments in recent years have enabled representative solutions to be determined
online using onboard computers and applied in a closed-loop fashion [8]. This approach, where an optimal control input
is computed based on the predicted trajectory, enables tackling the D&L problem in a model predictive control (MPC)
setting [33–35].
The most relevant mathematical developments (lossless and successive convexification [9–12]) are briefly introduced
in Sec. IV.A. Based on these developments (and taking into account the previous trade-off map assessment), an algorithm
that is suitable for the extended flight envelope encountered by RLVs is proposed in Sec. IV.B and detailed in Sec. IV.C.
A. Lossless and successive convexification
Lossless convexification (refer to [9, 10] for details) is a procedure that can be used to relax non-convex constraints
into a convex form, and then prove the equivalence of the resulting optimal control problem. The constrained fuel-optimal
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trajectory generation problem, once discretised, becomes a second-order cone program (SOCP), for which powerful
interior-point solvers exist [36, 37].
In addition, a technique known as successive convexification [11, 12] can be applied to approximate any remaining
nonlinearities such as aerodynamic effects. This technique constitutes an iterative process in which the nonlinearities
are repeatedly linearised using information from the previous solution.
These techniques represent the foundation of the powered D&L algorithm developed in this study. The proposed
algorithm is based specifically on the work of Szmuk et al. [25] and Jerez et al. [26], with a few fundamental and critical
differences. The latter reference [26] is mostly focused on maximising computational efficiency. Although ideal for
real-time execution, the algorithm in [26] relies on an extensive simplification of the equations of motion including
disregarding aerodynamic forces, which play a decisive role in the vehicle’s recovery trajectory. On the other hand,
references [25] take a completely different approach to [26] and focus on maximising the optimality of the solution
by employing successive convexifications to account for aerodynamic effects (as well as engine back-pressure losses).
It is also noted that the two approaches have only been verified for low-altitude and low-velocity flight and that the
assumption of constant air density made in [25] is not physically representative of RLVs.
With these considerations in mind, the objective of the proposed algorithm is to attain a middle ground between
the efficiency and optimality of the two aforementioned approaches that is suitable for the extended flight envelope
encountered by RLVs. This algorithm is termed DESCENDO (Descending over Extended Envelopes using Successive
Convexification-based Optimisation).
One additional difference with respect to Szmuk et al. [25] is that the touchdown time t f is not an optimisation
variable and needs to be specified. This choice is made in order to provide a common comparative framework with
the baseline approach of Sec. III.A. Moreover, translational and rotational motions can be addressed in combination
using successive convexification [38] or a dual-quaternion representation [39]. However, this study relies on a perfect
attitude control assumption, which means that attitude angles are exactly what they are commanded to be. This is a
common practice for developing and assessing guidance schemes since attitude can be changed quickly compared to the
trajectory. The impact of attitude control and its minimisation using robust load prediction and relief algorithms are
currently being investigated under the scope of the same activity.
B. The DESCENDO algorithm strategy
The DESCENDO guidance algorithm is schematised in Fig. 6 and further detailed in Sec. IV.C. It has been
implemented in MATLAB using the CVX library [40] to formulate the convex problems, and the ECOS routine [41]
to solve them. The proposed algorithm consists of two SOCP stages, see Fig. 6: SOCP 1, which allows to find a
discrete trajectory and acceleration profile that do not account for aerodynamic effects, and SOCP 2 where successive
convexifications are iteratively applied to define a convex approximation of those effects.
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Fig. 6 DESCENDO guidance algorithm
At each simulation instance (determined by the simulation rate fsim), the commanded thrust vector in the RP frame
TCVX(t) is computed from the most recent guidance solution (via linear interpolation). That solution is stored as an
online look-up table and updated only when an SOCP step is executed and a feasible solution is found.
SOCP 1 is triggered at every guidance step, which is determined by the guidance update frequency fgui and by a
pre-specified altitude hs. To enable its formulation, trajectory and optimisation variables are first discretised into N
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uniformly-spaced points, ranging from the current instant of time t to touchdown time t f . The discretisation interval
between two consecutive points corresponds to:
TS =
t f − t
N − 1 (9)
and, since TS → 0 as t → t f , the accuracy of the discretisation becomes more refined towards the end. The execution of
SOCP 2 is determined by two additional variables, hP and NP (not to be confused with hs and N), which will be further
detailed in Sec. IV.C.
The accuracy of DESCENDO increases with the guidance update frequency fgui and with the number of points N , at
the expense of a higher computational load (for this reason, fgui is typically smaller than the simulation rate fsim). It is
important to note that a larger fgui does not increase the accuracy of the SOCPs themselves, but executing them more
frequently minimises errors introduced by the trajectory discretisation and aerodynamic forces.
N can be adjusted over time, in order to have a larger number of points in earlier (longer) trajectories. In practice,
varying N is more demanding as it involves the implementation and validation of different guidance modes. Since this
preliminary study is focused on the behaviour of the algorithm itself, the extra effort will be avoided by keeping N
constant.
C. The DESCENDO algorithm
The fuel-optimal trajectory generation problem contains two sources of non-convexity that can be tackled with the
principle of lossless convexification: (i) the propellant-depletion dynamics, which has a logarithmic dependence on time
as evidenced by Eq. (5), and (ii) thrust magnitude and pointing constraints, due to the norm operator. As introduced
in [9], the first one is directly convexified using the following change of coordinates:
z(t) = ln mˆ(t), Ûz(t) =
Ûˆm(t)
mˆ(t) (10)
while the latter requires the introduction of an additional optimisation constraint defined using two new variables:
w(t) = TCVX(t)
mˆ(t) , σ(t) =
‖TCVX(t)‖
mˆ(t) (11)
Using this change of variables and the setup of Fig. 6, the objective of the first SOCP is to find a discrete thrust
acceleration profile w[k] (k ∈ [1, · · · , N]) that minimises the vehicle’s fuel consumption, which is equivalent to
maximising its final mass or z[N]. This specific problem is well established based on [9, 25, 26] and formally defined as:
min
w,σ
N∑
k=1
σ[k] = max
w,σ
z[N] (12)
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Its main constraints are described in the following paragraphs.
Similar to CTV guidance, the optimisation problem is subject to initial and final boundary states at k = 1 and
k = N , respectively. The former set up the current mass, position, velocity and thrust acceleration, i.e. z[1] = ln mˆ(t),
r[1] = rˆ(t), v[1] = vˆ(t) and w[1] = wˆ(t), while the latter specify the conditions at touchdown. In this case, (i) the
final position must coincide with the landing site, r[N] = r f , (ii) the final horizontal velocity with the desired value,
vx,y[N] = v fx,y , (iii) the vertical velocity must be smaller than a certain safety margin, vz[N] ≤ v fz , and (iv) the final
thrust acceleration vector is required to have a positive vertical component only, wx,y[N] = 0 2×1 and wz[N] ≥ 0, so that
the vehicle lands with an upright orientation.
The optimisation problem is also subject to the dynamics equations that dictate the time-evolution of the aforemen-
tioned states. These equations are discretised using time-interval TS (Eq. (9)) and the knowledge that acceleration is
linearly interpolated between two consecutive points. The first set of equations represents the translational motion of
Eq. (1). As mentioned before, recovery calculations are made in an RP reference frame where non-inertial effects are
neglected, hence the discrete equations correspond to:
r[k + 1] = r[k] + TS v[k] +
T2S
3
(
a[k] + a[k + 1]
2
)
v[k + 1] = v[k] + TS
2
(a[k] + a[k + 1])
(13)
where r[k], v[k] and a[k] represent position, velocity and acceleration in the RP frame. The second equation describes
the mass-depletion dynamics of Eq. (5) which, following the change of variables of Eq. (10) and (11) becomes:
z[k + 1] = z[k] − 1
Ispg0
TS
2
(σ[k] + σ[k + 1]) (14)
The surrogate variables a[k] and σ[k] are then defined. The former variable gathers the vehicle’s acceleration
contributions:
a[k] = w[k] + gˆ(t) (15)
where w[k] is given by Eq. (11) and the gravity acceleration gˆ(t) is assumed constant from time t onwards. At this point,
aerodynamic effects are not yet included. In addition, the inequality:
‖w[k]‖ ≤ σ[k] (16)
is introduced as part of lossless convexification procedure [9, 10], with σ[k] → ‖w[k]‖ when z[N] is maximised.
In addition, control constraints are employed to bound the direction and magnitude of the thrust force. The direction
constraint indirectly limits the angle between the vehicle’s longitudinal axis and the vertical direction to θmax via:
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wz[k] ≥
‖wx,y[k]‖
tan θmax
(17)
Lower and upper thrust magnitude limits are given by {Tmin, Tmax}. To preserve convexity, constant mass mˆ(t) is
assumed from t onwards, which is not restrictive since the actual limit values can be re-adjusted, and the constraint
becomes [9]:
Tmin
mˆ(t) ≤ σ[k] ≤
Tmax
mˆ(t) (18)
Constraints (17) and (18) are only enforced during the burn periods defined by a pre-specified interval TP, which depend
on the relative duration of re-entry and landing burn, t1 and t2. Outside these periods, the applied thrust acceleration is
set to zero.
The maximum thrust magnitude rate is bounded to ÛTmax using a forward discretisation scheme for the differentiation
of σ[k] and a constraint equivalent to Eq. (18):
σ[k] − TS
ÛTmax
mˆ(t) ≤ σ[k + 1] ≤ σ[k] + TS
ÛTmax
mˆ(t) (19)
This constraint was proven critical to the reduction of control chattering without having a noticeable impact on the
tightness of Eq. (16).
The optimisation problem subject to the constraints introduced above is then formulated in SOCP 1.
The main limitation of this formulation lies in its inability to account for aerodynamic forces. Without any knowledge
of the deceleration caused by these forces, the algorithm estimates that more propellant is needed to slow the vehicle
down than it is in reality. But most importantly, it was observed that, because of this discrepancy, earlier SOCP 1
solutions could only be found if subsurface flight avoidance (or any other flight path constraint) is not enforced. Moreover,
the algorithm was able to recover more effectively from an earlier solution where all boundary conditions are met (even
if with subsurface flight) than from one without subsurface flight. This recovery will be highlighted in Sec. V.
To overcome the aforementioned limitations, the DESCENDO algorithm then introduces the successive convexifi-
cation procedure of [11, 12]. This procedure involves solving a second (iteratively more refined) SOCP in which the
solution of the previous problem is employed to define a convex approximation of the aerodynamic effects. This cycle is
executed NP times per guidance step, and the solution of SOCP 1 (if feasible) is used for the first iteration. This approach
results in 1 + NP SOCPs (i.e. 1 SOCP 1 and NP SOCPs 2) being solved at each guidance step. If SOCP 1 is not feasible,
the guidance solution is not updated and the interpolation uses the solution obtained in the previous guidance step.
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SOCP 1
max
w,σ
z[N], subject to:
Boundary conditions
z[1] = ln mˆ(t), r[1] = rˆ(t), v[1] = vˆ(t), w[1] = wˆ(t)
r[N] = r f , vx,y[N] = v fx,y , vz[N] ≤ v fz , wx,y[N] = 0 2×1, wz[N] ≥ 0
Dynamics equations, ∀k ∈ [1, · · · , N − 1]
r[k + 1] = r[k] + TS v[k] +
T2S
3
(
a[k] + a[k + 1]
2
)
v[k + 1] = v[k] + TS
2
(a[k] + a[k + 1])
z[k + 1] = z[k] − 1
Ispg0
TS
2
(σ[k] + σ[k + 1])
Surrogate variables, ∀k ∈ [1, · · · , N]
a[k] = w[k] + gˆ(t)
‖w[k]‖ ≤ σ[k]
Control constraints, ∀k ∈ [1, · · · , N − 1]
wz[k] ≥
‖wx,y[k]‖
tan θmax
,
Tmin
mˆ(t) ≤ σ[k] ≤
Tmax
mˆ(t) , if TS(k − 1) ∈ TP
w[k] = 0 3×1, otherwise
Control rate constraints, ∀k ∈ [1, · · · , N − 1]
σ[k] − TS
ÛTmax
mˆ(t) ≤ σ[k + 1] ≤ σ[k] + TS
ÛTmax
mˆ(t)
Aerodynamic effects in the refined SOCP 2 are approximated by augmenting the surrogate acceleration vector with
a velocity-dependent term defined as:
a[k] = w[k] + gˆ(t) − d∗i [k]v[k] (20)
where d∗i [k] is a template computed before the SOCP, and therefore its complexity does not affect the efficiency of the
problem’s solution. Since the most significant aerodynamic effect during recovery is the deceleration due to drag, which
is parallel to the velocity vector, d∗i [k] is defined as:
d∗i [k] =
1
2
ρ∗i [k] SrefC∗Di[k]
‖v∗i [k]‖
exp z∗i [k]
(21)
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In this equation, v∗i [k] and z∗i [k] are given directly by the solution of the previous SOCP ith iteration, and ρ∗i [k] and
C∗Di[k] can be estimated as functions of v∗i [k] and r∗i [k]. For this scenario however, defining ρ∗i [k] as a linearly-spaced
vector from ρˆ(t) to ρ0 (ρ0 ≈ 1.23 kg/m3 is the density at sea level) and C∗Di[k] = CD |α=pi (i.e. assuming that the
vehicle’s downward velocity vector is aligned with its longitudinal axis, recall Fig. 1) as a constant was verified to yield
acceptable results.
In addition to the aerodynamic template, the iterative process includes a condition that facilitates the algorithm’s
convergence by bounding the deviation between guidance solutions found in two consecutive iterations. This condition
is known as trust region constraint (TRC), see also Fig. 6, and defined as:
‖w[k] − w∗i [k]‖ ≤ ηw[k] (22)
where w∗i [k] is the thrust acceleration template determined by the previous SOCP ith iteration. The TRC is enforced by
minimising ηw[k], hence the SOCP objective function needs to be augmented with the point-wise sum of this vector,
weighted by wηw . A smaller value of wηw will be reflected in a larger variation between solutions and vice-versa.
The formulation of the refined optimisation problem featuring the acceleration of Eq. (20), the TRC of Eq. (22) and
the augmented objective function is provided in SOCP 2.
Comparing this problem with SOCP 1, two increasingly stringent specifications are made: (i) the inequality
relaxation of the final vertical velocity vz[N] is dropped, and (ii) the following flight path constraint is introduced:
rz[k] ≥ rˆz(t)‖rˆx,y(t)‖ ‖rx,y[k]‖ (23)
In addition to subsurface flight avoidance, this constraint ensures that the recovery trajectory remains in the interior of a
shrinking cone with vertex at the landing point and with the vehicle’s current position rˆ(t) on its surface.
It is also important to note that, as evidenced in Fig. 6, SOCP 2 is only solved while the vehicle is higher than a
pre-specified altitude hP. The reason for this choice is related to the fact that velocity is significantly smaller at low
altitudes and thus aerodynamic forces become less intense. Therefore, disregarding their impact here introduces less
error while reducing the overall computational time.
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SOCP 2
max
w,σ
z[N] − wηw
N∑
k=1
ηw[k], subject to:
Boundary conditions
z[1] = ln mˆ(t), r[1] = rˆ(t), v[1] = vˆ(t), w[1] = wˆ(t)
r[N] = r f , v[N] = v f , wx,y[N] = 0 2×1, wz[N] ≥ 0
Dynamics equations, ∀k ∈ [1, · · · , N − 1]
r[k + 1] = r[k] + TS v[k] +
T2S
3
(
a[k] + a[k + 1]
2
)
v[k + 1] = v[k] + TS
2
(a[k] + a[k + 1])
z[k + 1] = z[k] − 1
Ispg0
TS
2
(σ[k] + σ[k + 1])
Surrogate variables, ∀k ∈ [1, · · · , N]
a[k] = w[k] + gˆ(t) − d∗i [k]v[k]
‖w[k]‖ ≤ σ[k]
Trust region constraints, ∀k ∈ [1, · · · , N]
‖w[k] − w∗i [k]‖ ≤ ηw[k]
Flight path constraints, ∀k ∈ [1, · · · , N − 1]
rz[k] ≥ rˆz(t)‖rˆx,y(t)‖ ‖rx,y[k]‖
Control constraints, ∀k ∈ [1, · · · , N − 1]
wz[k] ≥
‖wx,y[k]‖
tan θmax
,
Tmin
mˆ(t) ≤ σ[k] ≤
Tmax
mˆ(t) , if TS(k − 1) ∈ TP
w[k] = 0 3×1, otherwise
Control rate constraints, ∀k ∈ [1, · · · , N − 1]
σ[k] − TS
ÛTmax
mˆ(t) ≤ σ[k + 1] ≤ σ[k] + TS
ÛTmax
mˆ(t)
V. Results and discussion of the DESCENDO algorithm
The initial parameters adopted for the verification of the DESCENDO algorithm are listed in Table 2. The start
altitude (hs) and final time (t f ) are maintained for consistency the same as for the baseline guidance in Sec. III.A. The
thrust control constraints are set to Tmax = 600 kN and ÛTmax = 1 kN/s, while Tmin is set to zero without loss of generality.
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Finally, values of hP, θmax and wηw are stipulated as a result of a pattern search aimed at minimising Qmax while
keeping computational times as low as possible. It is remarked that testing optimisation-based algorithms in closed-loop
is particularly challenging due to the drastic influence of the choice of fgui and N . These parameters have been kept
constant throughout the present study, but a thorough assessment of their impact would be crucial prior to any real-world
application.
Table 2 Initial DESCENDO algorithm parameters
Parameter Value
hs (km) 25
t f (s) 380
t1 (%) 0
t2 (%) 0
fsim (Hz) 10
fgui (Hz) 1
N 20
Parameter Value
NP {0, 1, 2}
hP (km) 2
θmax (deg) 65 (DRL), 70 (RTLS)
Tmin (kN) 0
Tmax (kN) 600
ÛTmax (kN/s) 1
wηw 0.0001
Figure 7 gathers a set of closed-loop DRL simulations using DESCENDO and its three columns (Fig. 7a, 7b and 7c)
correspond to solutions with NP = {0, 1, 2}. The main purpose of this analysis is to demonstrate the positive impact of
having merely 1 or 2 successive convexification loops, rather than showing how accurate the algorithm can be for a
larger number (which, in practice, is only limited by the available computational power).
The rows of Fig. 7 represent trajectory in the RP frame (similar to Fig. 5a), remaining propellant mass, thrust
magnitude, and angle with respect to the vertical direction. Furthermore, each plot shows the CTV baseline in red
(which is the same for all the values of NP), the DESCENDO result in black and its intermediate solutions (i.e. those
used for interpolation, recall Fig. 6) in a grey-scale. It is important to note that lighter colours are associated with
solutions earlier in the descent. All these solutions start from their current states in the black line and become more
accurate towards touchdown as TS → 0 (with the same number of points N spanning over shorter distances).
Figure 7a shows that a successful recovery is already achieved with NP = 0. This outcome can be interpreted as the
result of an algorithm in which aerodynamic effects are not considered, such as [26]. However, without any knowledge
of the deceleration caused by aerodynamic forces, the algorithm provides inadequate guidance solutions earlier in the
descent, which is demonstrated by the large dispersion of intermediate trajectory and mass estimates. Although these
estimates are not satisfactory since they assume subsurface flight (as explained before) and often require more propellant
than the CTV baseline (second plot), they end up converging to an acceptable result.
The situation improves significantly as soon as the successive convexification loop is introduced and repeated. A
progressive decrease of dispersions is visible in Fig. 7b (NP = 1) and Fig. 7c (NP = 2), and flight path constraints are
successfully met by all the intermediate guidance solutions. In addition, for NP = 2, a propellant saving of 6.9% is
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Fig. 7 DRL recovery using DESCENDO
achieved in comparison to the CTV baseline, and thrust magnitude and vertical direction profiles (the two bottom plots)
become less abrupt (notice the time range between 310 and 350 seconds), while meeting the bounds of Table 2.
The exact same conclusions can be drawn for RTLS recovery, depicted in Fig. 8. Since the remaining propellant
after the boostback burn is considerably lower than in the DRL case, the impact of the DESCENDO algorithm becomes
clearer. Guidance solutions with NP = 0, Fig. 8a, show larger dispersions (many of them requiring more propellant than
what is actually available) and even degenerate into high control chattering close to touchdown (third plot). On the other
hand, for NP = 2 (Fig. 8c), a propellant saving of 16.4% is achieved in comparison to the CTV baseline. This value
is not as high as for NP = 1 (Fig. 8b) because it is achieved using a much smoother thrust profile, which once again
indicates that a single indicator may not be enough for a fair D&L guidance comparison.
In order to have a better understanding of the convergence and computational efficiency of the algorithm, Fig. 9
illustrates the optimal value of the objective function z[N] = ln mˆ(t f ) (top plot of Fig. 9) and the cumulative ECOS
runtime (bottom plot) as functions of the intermediate guidance solutions for the RTLS scenario with NP = {0, 1, 2}.
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Fig. 8 RTLS recovery using DESCENDO
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Fig. 9 Comparison of DESCENDO objective function and solver time during RTLS recovery
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The top plot of Fig. 9 confirms that, although all the cases end up with similar objective function values, its accurate
prediction takes place much later in the descent for NP = 0 (without successive convexification of aerodynamic effects).
Solutions for NP = 1 and NP = 2 are relatively similar, which demonstrates the quick convergence of the algorithm, with
NP = 2 slightly under NP = 1 as anticipated.
In terms of efficiency, the computational time naturally increases with NP, but it only takes a total of 0.6, 1.3 or
2.2 seconds to compute the 100 seconds of recovery using NP = {0, 1, 2}, as evidenced in the bottom plot of Fig. 9.
These values account for core solver time only and a small overhead needs to be added for problem parsing, but this is
often negligible, especially if an embeddable solver such as FORCES [26] or CVXGEN [42] is employed.
It is interesting to notice that the execution speed increases significantly around the 70th run for NP = 1 and NP = 2.
This increase is due to the successive convexification switch-off for h(t) ≤ hP (where smaller velocities lead to less
intense aerodynamic forces) and allows to reduce the overall computational time by about 30% with almost no optimality
compromise (as seen in the top plot). Such a saving is not relevant for a real-world implementation since the system
will have to be capable of coping with the successive convexification loops at higher altitudes, but it is very useful for
preliminary mission feasibility studies where many simulations need to be executed.
In order to obtain a thorough understanding of the flight envelope encountered by the vehicle, detailed results for the
same simulation of Fig. 8c are provided in Fig. 10. The phases of launch (from lift-off to separation), exo-atmospheric
flight (from separation to recovery burn) and recovery (from recovery burn to touchdown) are distinguished in every
plot using dash-dotted, dashed and continuous lines respectively.
The top-left plot of Fig. 10 shows the evolution of vertical and horizontal velocity as a function of altitude (in the
vertical axis). During launch, velocity increases in both vertical and horizontal directions and separation occurs when
the latter reaches its maximum value at an approximate altitude of 51 km. From that point, the vehicle continues to
ascend until its vertical velocity becomes zero at an approximate altitude of 72 km and then plunges downwards due to
the action of gravity.
In the meantime, the boostback burn results in the inversion of the horizontal component and reduction of its
magnitude to approximately half of its value at separation. Then, at 25 km, recovery guidance is activated and the
commanded burn brings both components to zero at the landing point. It is important to notice that horizontal velocity
converges to this value significantly before their counterpart, which is critical for a vertical landing.
The bottom-left plot illustrates the evolution of dynamic pressure and heat flux as a function of the vehicle’s Mach
number. During launch, velocity increases and air density decreases, which causes Q and QH to tend to zero at lift-off
and at maximum altitude (where M ≈ 5.3) and to have a peak value in-between. These indicators then increase abruptly
once the RLV starts to descend (at M ≈ 3.9) and re-enters the atmosphere. At this point, recovery guidance is activated
in order to manage the second peak value of these indicators and bring it to zero at the landing point.
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Fig. 10 RTLS flight mechanics results using DESCENDO and NP = 2
The uppermost plot on the right-hand side of Fig. 10 shows the reference pitch and yaw angles {θref, ψref} as well as
the total angle of attack αeff over mission time. Lift-off, pitch over and gravity turn manoeuvres are clearly identified
in the pre-programmed angles during launch and, in terms of angle of attack, during this phase it remains close to
zero with a maximum value under 5 degrees around the pitch over phase. Subsequently, the reference pitch angle
undergoes a rapid flip over manoeuvre, followed by a 30 seconds period with constant pitch during which the boostback
burn takes place and by a second constant-rate manoeuvre prior to the recovery burn. The flip over manoeuvre causes
the total angle of attack to follow the pitch variation, but the former angle returns to zero as soon as the horizontal
velocity is inverted by the boostback burn. Finally, during the recovery, the reference attitude angles are computed by
the guidance algorithm, which results in θref converging to 90 degrees at touchdown, ψref remaining close to zero (due
to little aerodynamic couplings with the pitch motion) and αeff close to 180 degrees.
The second right-hand plot illustrates the evolution of the thrust vector magnitude Tref and aerodynamic moment
| |Maero | |. Similar to the previous plot, Tref is pre-programmed for launch and computed online by the guidance algorithm
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during recovery. The reference associated with the boostback burn is also clearly visible. The aerodynamic moment to
be compensated, as expected, is more demanding in zones of high dynamic pressure and angle of attack.
The third right-hand plot on the right-hand side of Fig. 10 shows the evolution of the vehicle’s total mass using
logarithmic scale for clarity. Here, four mass-depletion zones can be identified: launch burn, separation (sudden
drop of mPL at 112 seconds of flight), boostback and recovery burn. Finally, the bottom-right plot illustrates the
longitudinal travel of CP and CG (relative to the booster’s base) throughout the flight. While the former is governed by
the aerodynamic environment encountered, the latter follows the depletion of mass. Hence, the same mass-depletion
zones exist, although post-launch variations cannot be distinguished as changes in mass are comparatively small. In any
case, the RLV is inherently unstable during powered flight since the CP is located in front of the CG during ascent and
behind it during descent.
As an overview, the recovery metrics achieved with this approach are mrec = 8.06 ton, Qmax = 50.1 kPa and
v f = 1.63 m/s. Comparing these results with those of the baseline CTV case (specifically, the choice set at the end of
Sec. III.C, i.e. mrec = 8.37 ton, Qmax = 60 kPa and v f = 2 m/s), it is clear that the DESCENDO algorithm enables a
significant improvement for all the indicators (most noticeably a simultaneous decrease of 310 kg propellant mass and
16% dynamic pressure), which was exactly the main motivation behind its development.
The same trade-off maps approach of Sec. III could be repeated to further improve these results by exploiting the
parameter space of start altitude and final time. Alternatively, it is also interesting to utilise similar trade-off maps
but to analyse the performance impact of explicitly splitting the recovery into two separate burns. To do so, Fig. 11a
and 11b show DRL and RTLS maps for the parameter space of t1 (relative duration of the first burn with respect to the
total recovery phase) and t2 (relative duration of the pause in-between burns). The single burn performance indicators
(extracted from the simulation of Fig. 7c and 8c, respectively) are also provided in the captions for comparison.
For the DRL case (Fig. 11a), results are shown for t1 and t2 up to 35%. Although there is a large area of infeasible
solutions (above the v f = 1.8 m/s contour line, notice the abrupt transition to v f = 30 m/s) as well as a few peaks of
Qmax (most notably around {t1, t2} = {10, 10}%), considerable performance gains can still be achieved. For instance,
having a first burn of 10% followed by a pause of 20% (before the second burn) enables to bring mrec and Qmax down
from 5.05 to 3.13 ton and from 144 to 136 kPa, respectively, while only increasing v f from 1.49 to 1.58 m/s.
Similar observations can be made for RTLS recovery (Fig. 11b), in which the parameter space t1 + t2 ≤ 80%
(i.e. allowing at least 20% of time for the second burn) was investigated. This map facilitates understanding the trade-off
between propellant mass and dynamic pressure in the areas where v f assumes feasible values (note that there is again
a large region of infeasibility, with v f above 30 m/s). As an example, keeping the same v f ≈ 1.63 m/s, Qmax can be
reduced from 50.1 to 45.4 kPa by increasing mrec from 8.06 to 8.10 ton while choosing {t1, t2} = {20, 20}%.
To complement this result, the corresponding CTV and DESCENDO simulation using two burns is depicted
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Fig. 11 DESCENDO Trade-off maps for t1 and t2
(following the same lines of Fig. 8) in Fig. 12. This figure confirms the successful implementation of the DESCENDO
algorithm, with the burn periods explicitly accounted for at all the intermediate guidance solutions (in opposition to the
CTV baseline, in which the distinct burns are not enforced a priori). The pause is reflected in a constant propellant
mass, zero thrust and undefined angle during the 20% of pause in-between burns (see the time range between 300 and
320 seconds in the bottom three plots).
VI. Conclusions
In reference [24], a preliminary performance assessment of reusable launcher downrange and RTLS recovery
strategies was carried out using a baseline CTV guidance technique. The present article is a follow-up of that work, where
room for performance improvement is exploited in two ways: first via a trade-off analysis of the physics of the powered
descent and landing problem, and then by developing and implementing a more sophisticated guidance algorithm coined
DESCENDO (Descending over Extended Envelopes using Successive Convexification-based Optimisation).
Regarding the trade-off analysis (Sec. III), improvements are possible because this approach allows to have a quick
and clear mapping of the impact of different guidance parameters and of the compromises that can be achieved in terms of
recovery propellant, dynamic pressure or touchdown speed. Nonetheless, major improvements do require the application
of more sophisticated guidance techniques. The DESCENDO algorithm (Sec. IV) is a convex optimisation-based
path planning strategy developed to meet this goal while providing a balance between computational efficiency and
trajectory optimality that is suitable for the extended flight envelope encountered by reusable launchers. Using the
reusable launcher benchmark of Sec. II, the effectiveness of DESCENDO and its superiority over the baseline CTV
guidance were verified.
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But the major significance of the DESCENDO algorithm and of the trade-off map method lies in the fact that they
enable a less conservative exploitation of the parameter trade-off space. The reduced conservatism, in turn, supports
a deeper understanding of reusable flight mechanics, as well as guidance and control margin policies related to the
physical limits of performance. Thanks to this understanding, the activity under which this study was carried out is
continuing with the investigation of the impact of attitude control on aerothermal loads and of its minimisation using
robust load prediction and relief algorithms.
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