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ABSTRACT
Uncertainties exist at every stage of the architectural process, from
project inception to construction supervision, but it is usually during the
pre-design phase that decisions must be made with the least amount of solid
information. The focus of this thesis is an examination of methods for
dealing with the complex and uncertain decision situations encountered in
the pre-design phase.
Both traditional and more recently developed techniques for dealing
with uncertainty are explored, with separate chapters concentrating on
estimating methods, decision analysis, and simulation.
In the chapter on estimating, single- and multiple-parameter methods,
deterministic and probabilistic systems, and hierarchical approaches are
investigated.
The section on decision analysis explains the method and also includes
two case studies examined by the author.
The third chapter, simulation, includes explanations and case studies,
as well as suggestions for future applications research.
Each method is explained in terms of how it works, what information it
requires and where that information comes from, and what its advantages
and disadvantages are.
Information on practitioners' views on the use of analytic methods,
gathered through interviews with local architects, is discussed in a
separate chapter devoted to this subject.
The concluding chapter summarizes the requirements for successful
methods and also the barriers to implementation that may be encountered in
practice.
Thesis Supervisors: Edward B. Allen
-- ,Associate Professor of Architecture
_David B. Ashley
&istant Professor of Civil Engineering
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6Introduction
Uncertainties exist at every stage of architectural design, from
project inception to construction supervision, but it is usually in the
pre-design phase that decisions must be made with the least amount of solid
information. The focus of this study is an examination of methods for
dealing with the complex and uncertain decision situations encountered in
the pre-design phase.
In the subsequent stages of design there are, of course, considerable
opportunities for economic and technical improvement, but the particular
importance of decisions made during the pre-design phase is that, by
laying the groundwork for all future decision making, they largely deter-
mine the performance and cost of the final product. With an increase in
the complexity of projects, with growing sophistication in financial
management techniques, with increasing inflationary pressure and environ-
mental awareness, greater premiums are being placed on making these
decisions accurately.
Although this is a written report, it should be borne in mind that
it is written in an attempt to contribute to the realization of good
design, particularly in large-scale projects. The concentration on
techniques applicable to large-scale projects ignores some work that
architects do specifically in order to take risks, e.g. single family
houses. However, the focus of this study is on the reduction in un-
certainty of information and not on the cutting-down of risks taken in
design.
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8Incremental Approach
Just as the problems have grown over time, so incremental additions
have been continuously made to the methods available for their solution.
This piecemeal approach is appropriate since the traditional strategies
in use by architects are the results of a long process of evolution and
economic natural selection.
The traditional, informal approach to design is based on the use of
intuition, but relying on intuition can be risky if the problem is large
or complex. Intuition is limited by and dependent upon experience, and
architects have come to realize that they are no longer designing only
for their peer group. In designing for unknown users in uncertain
situations, it becomes clear that the human condition is not generalized,
but very specific; not all designers have reached the level of exper-
ience necessary to support an intuitive approach to complex projects.
The use of analytical methods can serve as a means of allowing a greater
number of designers to share the benefits of advanced levels of informa-
tion and experience (1).
One risk inherent in the use of the intuitive approach is that the
designer may reach a point of information overload and not be able to
juggle all the conflicting requirements; or, with all the juggling, the
designer may approach information overload from another direction and miss
out on important insights into the problem under consideration. By
examining problems in a systematic way one can keep track of features that
Anson, M. and Fuller, R.S. "Evaluating Building Alternatives at the
Planning Stage", Build International, Vol. 8, No. 6, Nov/Dec 1975, pp.
547-562.
9might otherwise have been lost. Further, analytical techniques are
necessary to deal with certain problems that appear to be within the
intuitive domain but actually are not. Examples of this situation are
discussed in the chapter on simulation techniques.
Sources of Methods for Decision Making
One approach that has worked well for discovering decision-making
methods is borrowing and adapting proven techniques from other disciplines.
Examples of these are the critical path method, line of balance, decision
*
analysis, and computer simulation. The advantage of this evolutionary
approach is that the architect can shop for techniques that are known to
work, thus eliminating most of the risks involved in experimentation with
new methods. For this reason, and others that will be discussed later,
techniques that were initially developed for architectural use have
usually not fared as well.
One outcome of this incremental approach is that the techniques that
work are usually applicable to very specific types of problems, i.e. those
that influence but do not necessarily generate the design: problems that
are, in a word, limited. "Limited" does not imply either simple or
unessential, as these issues must be resolved before the design can
progress; but limited does imply that these are exactly the problems that
may benefit from investigation by formal methods.
*
See glossary.
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Why Concentrate on Limited Problems?
The methods discussed here are those which can be used by, but not as
a replacement for, designers. The results of the application of these
methods are intended as input to the process of design, and not as the
basis for the designs themselves.
The most valuable results of using these analytic methods may turn out
to be insights into the problems under consideration, rather than hard
numbers that can be used directly as generators of physical form. This is
important because when techniques are used that result, for example, in
the generation of diagrams of relationships, there is a tendency to "build
the diagram" (2). That is, there is a very strong tendency to base the
physical form of the building too literally on the geometric form of the
diagram. The physical form of a building must reflect many more concerns
than can be represented in even a series of analytic diagrams. It is these
other concerns, e.g. sensory experience and psychological comfort, that
distinguish architecture from merely building.
Methods that address the solution of complex, as opposed to limited,
problems inherently insert a step between the concept and the physical
reality of a building. A rough analogy may be useful in explaining this
complication: the experience of a forest will be different, depending on
whether one walks through it, drives by it or flies over it. Each of the
latter two modes of transport represents an additional distance from the
2 For an unfortunate example of this see Foxhall, W., "Adventures in
Architectural Services at the Frontiers of Change," Architectural Record,
Vol. 147, No. 3, March 1970, pp. 112-115.
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experience of the user. Flying over the forest may provide enough informa-
tion for someone who is only interested in looking at it but would repre-
sent too great a distance for someone who was interested in studying survi-
val in the woods. In the same way, the designer, who must function at the
level of the pedestrian/user, must stay as close as possible to experienc-
ing the building that he is designing.
Concentration on limited problems and the use of their solutions
only as input to the design process constitute an attempt to avoid taking
the extra step away from the physical reality of a building. Problems
even exist with the use of the methods described here, but are minimized
since the results serve as an input, rather than as a transformation
step, and can be carefully articulated and examined.
Another complication inherent in the use of methods that address more
complex problems is that, often, the problem must be simplified to fit
the method. The initial urban dynamics approach to city decay, for
instance, required that the impacts on the city's evolution be reduced to
two forces, land area occupied and population movement. The impact of
simplifying assumptions can be examined for straightforward problems such
as the ones discussed here, but their effect on models complicated enough
to address physical design issues may never be adequately assessed.
Even methods for dealing with limited aspects of physical design, e.g.
light or materials, often turn out to provide a poor approximation of
reality (3).
3 McCoy, E. "Architecture West: News Report", Progressive Architecture,
October 1972, p. 56.
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What is Covered in this Study
In the following sections both traditional and more recently developed
methods for dealing with decisions under uncertainty are examined. For
each method there is a description of how it works, what information is
required and where it comes from, and what its advantages and disadvantages
are. Examples of applications are given as well as the reasons for the
use, or sometimes the disuse, of the technique in current practice.
*
Some of the methods examined here contain probabilistic elements as
means for dealing with uncertainties; some require the use of electronic
data processing (EDP) systems. Although at first this may appear to have
the effect of compounding the complexity of the situation, the argument
can be made that it is necessary to apply technology to the solution of
problems caused by technology (4).
The methods examined in this study are applicable to problems that
can be analyzed quantitatively. The implications of this for the
evaluation of "soft" parameters, i.e. those that are difficult to
quantify, are examined in the discussions of suggestions for applications.
What is Not Covered
By examining only methods that are useful in the pre-design phase,
whole areas of design activity are deliberately excluded. Little attempt
is made to discuss the important issues of physical form except as they
relate to applications of the methods under examination. The concentra-
tion is on the evaluation rather than the generation of strategies.
*
See glossary.
4Stewart, C.D. and Lee, K. "Can a 54-year-old Architectural Firm Find Ro-
mance and Happiness with an Interactive Computer System?" Progressive
Architecture, October 1972, p. 56.
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1: Cost Estimation
Estimates of construction cost are important in the pre-design phase
as a basis for early decision making and for control during the process of
design. The thrust of the pre-design effort is to reduce the uncertain-
ties associated with project cost. The problem lies in finding a method
for estimating what the cost of a structure will be when little or
nothing has been designed.
Many of the generalized cost estimation systems in use by the building
industry have been developed with the contractor, and not the architect, in
mind (5). The requirements of the two professions are different and the
gap between their needs is difficult to bridge.
Methods such as quantity take-off, for example, rely on the existence
of completed designs and are used by contractors for bidding purposes and
SDeary, J., "Design of a Design Oriented Building Cost Estimating System,"
M.S.C.E. Thesis, MIT, Cambridge, MA, 1975, p. 6.
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for control of costs during construction. They rely on precisely
specified, rather than uncertain, information. Thus, in a quantity take-
off the contractor will be interested in such specification details as
the volume of brickwork, the linear feet of wiring, and so on.
In contrast, architects need to know what it will cost to add a room,
or 1000 square feet or a particular architectural feature. Often, they
rely on this information for control during the design process.
For pre-design estimating several single- and multiple-parameter
systems based on historical data are in use. The remainder of this
chapter describes these traditional approaches to the problem of pre-
design cost estimation and examines developments in hierarchical estima-
tion systems, developed to serve both the design and construction stages.
Non-numerical approaches to the reduction of uncertainty are also
discussed.
Single-Parameter Cost Estimation
Single-parameter cost estimation methods rely on the use of broad-
gauge historical costs for similar types of construction. These histori-
cal costs are updated to account for changes caused by inflation,
regional differences, and market conditions.
Two single-parameter methods, estimating as a whole and estimating by
units, are discussed below. As with any techniques that rely on uncertain
information, the accuracy of these methods relies on the skill, experience
and insight of the estimator (6, 7).
6Turner, H. Architectural Practice and Procedure, B.T. Batsfor, Ltd.
London, 1974, p. 89.
7Rubey, H. and Milner, W., Construction and Professional Management,
University of Oklahoma Press, Norman, OK, 1973, p. 113.
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Estimating as a Whole
In estimating as a whole, comparison is made to completed projects of
known cost. The accuracy of this method relies on the avaiiability of
cost data and increases with the similarity of the comparison projects.
This method is used with great precision by developers, experienced in
a particular housing type, who are trying to estimate costs for new
developments.
If exactly similar projects cannot be identified comparisons can still
be made on the basis of a single parameter that typifies the structure
under consideration. In this case, a data base is developed from reported
cost data for many projects of the same general type, converted to a
common building cost index. Regression and cbrrelation analysis
techniques are applied to the data base and a regression equation is
developed relating the single variable of interest with total project cost.
Examples of single variables are the number of rooms, for hotel construc-
tion, and the number of beds, for hospitals. Results of the regression
analysis can be presented in tabular form or graphically.
This technique was applied to data on construction costs for high
schools and for public housing by Park (8). The results of the public
housing study are presented in Figure 1-1. To develop this chart, data on
thirty-four fireproof, multi-story projects were collected for the period
between 1956 and 1961. They ranged in size from four to thirty-two stories,
*
See glossary.
8Rubey, op. cit. pp. 124-125.
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containing between 350 and 6,000 rental rooms each. Park converted the
data to a common cost index and plotted "number of rental rooms" versus
* *
"cost per room". The graph includes curves for median, quartile and
extreme values.
Care must be taken to select a variable that will give meaningful
results. In the high school construction cost study Park found that he
could relate cost per pupil to square feet per pupil but that there was
no correlation between the number of pupils and the square feet per
pupil, or between the number of pupils and the cost per pupil.
Similar regression/correlation techniques can be used if the interest
is in life cycle as well as first construction cost. A government agency
in Great Britain has developed an equation to relate the age in years of
a primary school to the maintenance cost per 100 m. -Data was derived
from the records of annual maintenance cost for seventy-five primary
schools. After excluding redecoration, converting to a common cost index,
the data were analyzed to develop the graph in Figure 1-2.
Estimating by Units
Estimating by units also relies on the use of updated historical costs
for similar construction, but in this case the variables are units of
physical measures. The method used is to divide the project cost by
either the volume enclosed or by the floor area, resulting in a measure of
costs per cubic or per square feet.
*
See glossary.
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All costs are at June 1971 levels
Regression equation: y = -4.5 + 4.24x
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Architectural Practice, American Institute of Architects
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Current sources of historical information are the Dodge Manual for
Building Construction, Means's Building Construction Cost Data, Engineering
News Record, and in-house data collected by architectural firms and
contractors.
Estimating by units within building type is claimed by Rubey to be
the more precise of the two single-parameter methods (9). Although he
justifies this with the claim that this method is more sensitive to the
design features of particular projects, the advantage of estimating by
units becomes evident only when multi-parameter techniques, described
below, are employed.
Multiple-Parameter Estimation
Multiple-parameter estimating techniques assume the availability of
information about more than one variable. This information may actually
be available in hard form, supplied by the client or by design constraints,
or it may be in a more uncertain form, generated by assumptions, past
experience and informed guesswork.
All multi-parameter systems are essentially refinements of the basic
estimating by units method. The difference is that the elements of the
project are broken out and costs assigned to each.
A valuable option with this technique, though one not often taken
advantage of, is the identification of the levels of information available
about each element, and the pinpointing of the areas of greatest
uncertainty. Uncertainties can exist in either the quantity of the
9Rubey, op. cit. p. 108,
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element and/or its cost. Consider the construction of a building in an
area with difficult soil conditions: the choice of foundation systems may
be limited enough that those costs can be estimated with some certainty,
while costs for the roof system, since the project is not yet designed,
may have a wider range.
An example of a source for unit cost is given in Figure 1-3, again
from the Means Building Construction Cost Data.
DAILY BARE COSTS TOTALS-DRYWALL cont'd. CREW OUTPUT UNIT MAT. I T
30 PARTIT10 N WALLS, stud wals, 10' high. 0Se also division 9.1-30
130 58" gypsum drywall, taped both sides on
150 2" x 4" wood studs, 16" O.C. 2 Carp 255 S.F. .46 .78 1.24 1.60
200 2-1/2", 25 gauge metal studs, 24" O.C. 320 .34 .62 .96 1.20
250 3-5/8", 20 ga. metal studs. 16" 0.C., NL8 295 .52 .67 1.19 1.50
270 24" 0.C., non load bearing 315 44 .63 1.07 1.35
300 3-5/8", 16 ga. metal studs, 16" D.C., LB 295 .81 .67 1.48 1.80
330 24" 0.C., !oad bearing Y 310 67 .64 1.31 1.60
Figure 1-3 Construction Cost Data
Source: Robert S. Means Co. Inc.
Building Construction Cost Data L978
Duxbury, MA, p. Z47
Deterministic Systems
Deterministic systems are those in which each variable is assigned
only one, most likely, value.
The estimation by units method can be refined to yield more accurate
estimates than those available using only a single parameter. Often, even
in the early stages of a project, there are enough constraints on the
design that only certain materials, structural systems, and so on, can be
considered. If this is the case, then the historical per unit cost for
these known factors can be adjusted for inflation, site conditions, etc.,
and the results summed to give total project cost. Alternatively, this
21
building type, functional space allocations, geographical location, and
time of construction.
Criteria not defined by the user are assumed by the program, based on
data derived from a cross-section of buildings in the given category.
Program output includes all elements (either identified or assumed)
necessary to realize the project.
Information produced at this stage can be used as a basis for the
generation of cost predictions using a hierarchical estimating system,
discussed below.
Probabilistic Systems
*
Probabilistic systems rely on distributions for cost and/or quantity
instead of relying on single values. These distributions are developed
either from historical data or encoding by experienced estimators. The
*
distributions are manipulated, e.g. by Monte Carlo simulation techniques,
to arrive at cost distributions for the whole project. This method
requires access to an electronic data processing system.
An asset of this system is that it reflects the uncertainties and
varying behavior of the different items in the estimate. Another
advantage is that the estimator does not have to guess at a single number.
This is important since some groups, e.g. engineers, are known for giving
inflated single number estimates in order to protect themselves.
An example of this technique is the "cost risk estimating" system
developed by Standard Oil of Indiana. This method uses cost distribution
developed by estimators as input to a computer program. Output of the
See glossary.
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method can be used to decide among competing building systems.
Referring again to Figure 1-3 for a simple example, the costs for wood
framed partition systems and steel framed systems are illustrated. If, in
this simple example, the only criterion is minimum cost, then the choice
is clear.
Another variation on estimation by units is the exponent base technique.
Using the regression and correlation techniques discussed previously,
modification factors are developed from historical data showing the
differences in cost resulting from changes in size. These factors can
then be applied to systems of known cost and quantity to arrive at
estimates for new components. The advantage of this system is that it
is simple, fast and reliable for preliminary evaluations or for filling
in missing data; but it is a method that is more suitable for some parts
of the building than others. High developmental and data updating costs
have discouraged the use of the exponent base technique for the generation
of total building cost estimates. However, specialized subsystems, e.g.
the project's mechanical systems would be a suitable target for application
of this method.
An extremely sophisticated multi-parameter estimating system for use
in the early design stages has been developed by Amis Construction &
Consulting Services (10). This system relies on a computer program to
simulate the cost elements of a complete facility based on input of minimum
design criteria. This output, available even during pre-design, includes
1 0 Foxhall, W., ed., Techniques of Successful Practice, McGraw-Hill Book Co.
New York City, 1975, p. 195.
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program includes low, high and "most likely" expected costs for each
building system and for the total building (11).
Hierarchical Estimating Systems
Hierarchical systems are particularly useful to the architect for cost
forecasting and control. In a hierarchical system the degree of refine-
ment of the estimate is tied to the progress of the design. Thus, at
the earliest stage there may be only one level, 'building', whose cost
is arrived at via a single-parameter technique. As the design progresses
levels are added and the estimate becomes more detailed. The second
level of the hierarchy may contain headings such as foundation, sub-
structure, superstructure, site work, etc. The next level breaks these
down even further. Superstructure, for example, could be broken down
into floor construction, roof construction, stairs, etc. while the group
'interior construction' could contain partitions, interior finishes,
specialties, etc. This breakdown can continue as the design progresses:
interior finishes could be broken down into plaster, paint, and wallboard.
Cost and quantity input to a hierarchical estimating system can be
deterministic, probabilistic or both depending on the stage of the design
and the information available. At the pre-design phase, when the most
uncertainties exist, probabilistic information can be used. Identification
of the areas of the estimates that have the most variance may also identify
those areas to which the most attention must be paid to meet cost control
targets.
11Foxhall, op. cit.
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Examples of hierarchical systems are the American Institute of
Architects' "Mastercost" system and the Computer Assisted Cost Estimating
System (CACE) developed by Smith, Hinchman and Grylls, Associates (12, 13).
The CACE system uses a tree-structured network model of the design
showing both the components of the design and their interrelationships.
The "Mastercost" system relies on lists of "group elements" which are
then broken down into lists of "elements".
Advantages and Disadvantages
The hierarchical systems have the advantage of providing cost control
information at every stage of the building process, from design through
construction. These systems should provide more accurate estimates for
the most difficult case, non-standard designs, since the hierarchical
structure allows identification (when combined with probabilistic input
data) of the areas of greatest uncertainty.
One of the major problems with any estimating system is the need to
maintain extensive, continually updated historical data files. Although
these files are fairly easy to maintain if EDP equipment is available,
this type of data collection is both expensive and time-consuming to
initiate. The choice of estimating method will depend on the type of
project, the accessibility of historical data and, most importantly, the
availability of experienced personnel. Turner (14) states that this last
1 2Class, R. and Koehler, R., eds., Current Techniques in Architectural
Practice, American Institute of Architects, Washington, D.C., 1976,
pp. 136-137.
1 3Dearly op. cit., p. 19.
1 4Turner, op. cit. p. 90.
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factor outweighs the other, adding that an experienced estimator using a
method of appropriate complexity should be able to predict final costs
within five percent, from information available during the pre-design phase.
Non-Numerical Approaches in Practice
In practice, with the exception of large firms and large projects,
a non-numerical approach to the reduction of cost uncertainties dominates
the use of the formal techniques described here. Architects rely heavily
on interactions with engineers and contractors, in effect attempting to
negotiate the reduction or reapportionment of uncertainty.
As mentioned, some clients, e.g. developers, are in a position to
provide accurate pre-design cost estimates of their own. In other cases,
the architect will rely on his own experience or that of contractors and
engineers that he is on good terms with. Even before the schematic design
is finished the architect may identify which details of the project will
be the toughest for the contractor and will produce a partial, simplified
set of working drawings. Effectively, this is the same as the identifica-
tion of the areas of greatest uncertainty in a multiple-parameter system.
The drawings are simplified because drawings that even appear complicated
are linked, in the architect's experience, to high estimates.
At this stage, the architect may call in the contractor, or several
contractors consecutively, and ask for their estimates. As the design is
incomplete, the contractor may try to protect himself by high estimates
14
Turner, op. cit. p. 90.
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and by pushing for the use of standard details, standard details represent-
ing fewer uncertainties for the contractor. Similarly, the heating-
ventilation-airconditioning (HVAC) consultants may be asked for their
estimates. They, too, may overspecify, in an attempt to protect them-
selves, and the architect must rely on his experience to negotiate the
details of the system.
Thus, for many projects, a multiple-parameter system is used, but one
that relies on consultants, rather than in-house historical information,
as a data base. This process, including the attempt to simplify the
appearance of the working drawings (and, in some instances, to hide
complicated details in the fine print of the specifications), continues
concurrently with progress on the design.
27
2: Decision Analysis
Decision analysis provides a method for the resolution of complex,
dynamic and uncertain decision situations. This chapter will focus on a
description of the method and an examination of the application of this
technique to situations encountered in architectural practice. Two case
studies are included, one of which is developed in some detail to show
how the analysis is carried out.
The Method
The decision analysis proceeds through three phases: deterministic,
probabilistic and informational, as indicated in Figure 2-1.
In the deterministic phase, information about the problem is collected,
state and decision variables are identified, and an initial model is
constructed. State variables are those over which the decision maker has
no direct control; decision variables are those over which he does. Also,
in this first stage, the important variables are identified through
sensitivity analysis. In the sensitivity analysis, one variable at a time
is ranged between its highest and lowest values and the effect on the
28
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outcome is measured.
Completion of the deterministic phase has a value of its own, as the
complete structuring of the problem requires the articulation and review
of all the relevant factors. In some cases, completion of this phase
provides enough insight into the problem such that action can be taken
without further analysis. The discovery of the particular variables to
which the decision is sensitive may, for instance, be of great value to
the decision maker.
Next is the probabilistic phase, which incorporates uncertainty by
assigning probability distributions to the important state variables.
The model is then manipulated to transform the distributions to exhibit
the uncertainty of the final outcomes. After evaluating and taking into
account the decision maker's attitude towards risk, the best alternative
in the face of uncertainty is then established.
The distributions in the probabilistic phase are derived from either
historical data or the encoding of subjective probability assessments.
The subjective assessments result from probability encoding sessions
involving the analyst and either the decision maker or an expert appointed
by him. The justification for treating subjective distributions as if
they were the actual probabilities has been discussed at length by
several authors (15, 16). Briefly, the underlying assumption is that when
there is a paucity of evidence at hand, then a method is required which
See glossary.
15Raiffa, H., Decision Analysis, Addison-Wesley, Reading, MA., 1970.
1 6 Schlaiffer, R.,Analysis of Decisions Under Uncertainty, McGraw-Hill, New
York, 1969.
30
brings information (however vague and imprecise) into the analysis. This
is considered preferable to a method that suppresses information in the
name of scientific objectivity (17).
In the informational phase, the value of information is determined by
calculating the worth to the decision maker of reducing the uncertainty
in each of the important state variables. The value of this information
can then be compared to the actual costs that would be incurred in
obtaining it. If the costs are favorable, then further data are collected.
These new data can then be used in another probabilistic phase, followed,
if necessary, by another informational phase. The phases can be repeated
until further information gathering is no longer profitable and the
analysis is complete.
Examples Of Decision Analysis Problems
On the pages following, two examples of the types of problems that
are addressable with decision analysis techniques are presented. The
first example is discussed in some detail, identifying the three stages
of the analysis; the second is outlined for solution.
Both of the case studies were begun with the cooperation of archi-
tects who had an interest in the solution of the problems represented.
Because of difficulties encountered in obtaining sensitive information which
would later be published from clients, neither study was ever completed.
As the information for these examples was originally obtained under
promises of confidentiality, all references to the identities of the
participants or the exact values of the variables have been disguised.
1 7Raiffa, op. cit., p. 155.
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Example I
A developer is trying to decide which of four alternative building
designs it should erect on its ocean-front property. The four alternatives
are an innovative condominium scheme, a more traditional condominium
development, condominiums with individual elevators to each unit (instead
of corridors and shared elevators), and townhouses.
A design and cost estimate exist for the first alternative but, because
of the design, there may be marketing and financing problems. Neither
designs nor (more than very rough) cost estimates exist for alternatives
two and three. There are no designs for the fourth alternative but the
developer is experienced in building townhouses and could probably come up
with accurate cost and market estimates (based on his historical data)
at the pre-design stage.
The developer's goals for this project include return on investment
and the desire to add a successful condominium development to his track
record. The state variables in this case include financing terms, unit
construction costs, further design costs and market response. The decision
variables include the choice of design and risk and image preference.
The developer acknowledges that his attitude towards return on invest-
ment (ROI) is modified by his desire to demonstrate that he has the
expertise to erect quality condominiums. He admits the uncertainties of
both the market and the costs of alternatives two and three.
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Example I: Analysis
The first steps in the analysis of this problem are determining the
relationships among the variables and performing the deterministic sensi-
tivity analysis. An abbreviated variable list for this problem is as
follows:
State Variables Decision Variables
Construction costs Choice of design
Construction time Sale price
Permit approval
Office overhead
Finance terms
Design costs
Absorption rate
For this example, the sensitivity analysis will show that the decision
is insensitive to financing costs, construction time and developer's office
overhead, since the range for these variables is very narrow. Although
design costs can represent a significant fraction of front-end costs, the
decision is insensitive to this variable because the architect is operating
within a very narrow fee range. Permit approval, a yes-or-no variable, is
not a problem for the developer in this project. The significant variables
are construction cost, which depends on the design and the current unit
construction costs, and the Absorption rate, which depends on the sale price
and the market.
The developer's sequence of decisions for this example is:
1. Pick design alternatives
2. Determine costs of construction
3. Determine sales price, based on desired ROI
4. Examine market acceptance at various sales prices
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The developer may, in fact, choose to make his decisions in a different
order without affecting results of the analysis. It should be noted that
item number 3, the sales price/ROI decision, conceals a complex set of
real estate mathematics and relationships.
Figure 2-2 indicates how this problem could be structured for solution.
The first level of the tree indicates the five possible actions, or
decisions, available to the developer. The fifth choice, "do nothing",
must be included since this alternative may have a positive return if
capital is currently invested elsewhere. The small marks on the branches
for alternatives two, three and four indicate that there are direct costs
associated with these choices. In this case, the costs are that of
further design work by the architect, assumed for this problem to be
provided for a fixed (or narrow-range) fee.
The second stage of the tree involves the state variable of construct-
ion cost. It is important to note that this decision tree is the one that
must be drawn before the developer decides which of the five alternatives
to pursue. At this point in time he has excellent information on the
costs of townhouse development, good information on the costs of the
project that is already designed and uncertain information about the costs
of the two not-yet-designed alternatives. T'he range of costs for the
two undesigned alternatives can be derived by having the architect encode
subjective probability distribution for total project cost.
Techniques for encoding subjective probability distributions are
discussed thoroughly in Readings in Decision Analysis (18). The results
1 8Decision Analysis Group Readings in Decision Analysis, Stanford Research
Institute, Menlo Park, CA, 1974.
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Figure 2-2 Condominium Problem Decision Tree
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of such an encoding session for alternative number two are shown in
Figure 2-3. Remember that the construction costs represented here are
pre-design estimates. Alternatively, the architect or contractor could
derive the costs from one of the single-parameter methods discussed in
Chapter I.
The choice of unit sales prices must next be made by the developer.
The sales prices are tied to the developer's choice of ROI, so that the
sales price distribution will result from the risk preference of the
developer. He is experienced in townhouses and would only build them for
a narrow range of returns. He is trying to establish a track record in
another area, however, and the range of returns that he considers
acceptable is wider for these projects.
In the deterministic phase the developer calculated unit sales prices
based on various ROI's and project cost. For each price the developer
can, based on his experience and knowledge of the market, develop a
probability to represent absorption by the market. The aggregate of these
probabilities is a distribution, representing price vs. probability of
absorption. Again, he has very good information for townhouses and less
certain information for condominiums.
With all of the branches and distribution assembled, the final stage
*
of the probabilistic phase of the analysis is the averaging out and
*
folding back of the tree to obtain distributions for the comparative
benefits of each of the five choices.
See glossary.
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In this example, alternatives one (innovative), three (individual
elevators) and five (do nothing) are dominated at every point by alterna-
tives two and four. The reasons for this are low market acceptance for
number one, high construction costs for number three and low ROI for
number five.
In the informational phase, which follows, the developer can evaluate
the worth of obtaining further information before he makes the decision
between alternatives two and four. The type of information that would
reduce the uncertainty of the decision would be, for example, more
precise cost estimates based on further work by the architect. He can
also establish the worth of reducing the uncertainty in market acceptance,
either by conducting more precise market studies or by pursuing pre-
construction sale of the units. For this example, the informational phase
reveals that the value of having better cost estimates is worth more than
the architect's fee and the architect is told to proceed with the design
of alternative number two. This new cost information is then used for a
new probabilistic phase and the new distributions evaluated.
As described in the text, this stage was never reached in this case
study because of the developer's reluctance to release certain information
that he considered to be too sensitive.
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Example II
A chemical company owns 30 acres at a major highway access point to a
city in New England. The company currently has an office, employing 400
people, and a small manufacturing facility, exmploying 100, on the site.
Market studies show that this is an excellent area for development and an
architect has been retained to put together plans for a complex including
rental office space, shops and a hotel.
The manufacturing facility is located in the center of the proposed
development area and the president of the company wonders if it would pay
to move it to another location. At issue are the costs of demolition and
relocation of the facility versus the possibility that the presence of the
facility may impede rental of the office space and hotel rooms.
The chemical company has developed fairly precise predicted figures
for the cost and time penalties of demolition, relocation and the increased
returns that can be expected from a newer, more efficient plant in an area
with cheaper labor. Less precise estimates, developed by the architect,
exist for the planned new construction. The effect on the marketability
of the project of leaving the manufacturing plant there is unknown.
Discussion with developers have resulted in different estimates of the
effects of leaving or moving the plant.
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Example II: Analysis
The analysis of this example is very similar to the analysis of
the condominium problem and will only be outlined here. Figure 2-4
shows how the problem could be structured for solution. The likely
range of each of the variables is indicated on the diagram.
One complication in the analysis of this problem is that some
of the information, e.g. market acceptance, must come from sources
outside either the client's or the architect's organizations.
Omitted from this diagram are the boolean variables (i.e. those
that have only two states, yes or not). For this example the
boolean variables might include zoning approval and the issuing of
building permits. These would be included if the analysis were to
be carried out, since there are costs associated with them and, thus,
decision is sensitive to them.
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Figure 2-4 Manufacturing Facility Decision Tree
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Advantages of Decision Analysis
The design-related use of decision analysis methodology has several
particular advantages. As can be seen from the examples, its major
strength is in the selection of alternatives when there does not seem to
be enough information to be able to make a reasonable choice.
Each of the three stages of the analysis possesses features that are
valuable in themselves. In the deterministic phase, an investigation of
the whole problem is encouraged. All variables must be defined and all
relationships clarified before the analysis can proceed, an activity
that can have tremendous value.
The probabilistic phase provides a way for introducing preferences and
subjective judgments into a formal analysis. Again, the advantages of
having more information in the analysis outweigh those of relying only on
complete objectivity.
In the informational phase the value of information gathering can be
calculated. Comparing the value of information to the cost of obtaining it
provides a powerful indication of where the analyst should or should not
invest his time, energy, and money.
Finally, there is the advantage of having a formal technique for
suggesting which actions will be the most productive. As Raiffa suggests,
even if you don't use decision analysis methodology you must still act.
Thus part of the justification for using this technique (in a situation
that requires action) is, "what would you do otherwise?" (19).
19Raiffa, op. cit., p. 272.
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Barriers to the Use of Decision Analysis
Although decision analysis provides a powerful tool for dealing with
decisions under uncertainty, there are several pertinent drawbacks to its
use in an architectural setting.
First, there is the obvious problem of the commitment in time and
money that is required to do a thorough job. The decision analysis process
can be extremely time-consuming and complex. Unless separate funding is
available, the office must carry the analysis effort as overhead.
Consultant's fees for a complex decision analysis can easily reach
$40,000, an amount that obviously cannot be accommodated within the
standard fee structure for most architectural projects. One approach to
this problem would be to ask the client to commit a small percentage of
the total project cost to the analysis. If the fraction of the cost is
set at, say, one percent, then this begins to suggest a lower limit of
approximately $4,000,000 for the size of project that will justify the
investment. Below this, less formal methods may be more cost-effective.
In an architectural office, the necessity of assigning numerical values
to each of the variables involved may present difficulties. Architects
are accustomed to a period of intense analytic thought preceding the
synthetic process required for design, but the extreme formality of this
method may meet with some resistance.
Related to this are the difficulties that may be encountered in
assembling all the information that is required to proceed with the analysis.
If the architect is the analyst, then the problem is mitigated somewhat
by the architect's position as consultant to the client, and by the fact
that much of the required data may come from the architect himself.
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But information from competitors information that the client considers to
be sensitive to the operation of his business, may be difficult to come by.
Another internal problem that may arise is an unwillingness by the
decision maker to assess probabilities or to state his preferences for
risk. If a lack of belief in subjective probabilities is the problem,
then an expanded version of the arguments given in the previous section
can be presented. The actual encoding process can be expedited by short
pre-training and warmup sessions.
Getting the decision maker to state his risk preferences may still be
difficult, though. Since what is often needed is information about how
very basic choices would be made, the subject may feel in some way
threatened. Revealing this knowledge may be perceived as a potential
detriment to his career, business, or sense of self.
Finally, in some cases it may be difficult to define the problem with
enough precision to structure the analysis. This is not a reason not to
use decision analysis methods, but does suggest that, if this is the case,
then the analyst may have to make a further effort to find out what the
client really wants.
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Practitioners' Attitude Towards the Use of Decision Analysis
The two case studies described here were the result of attempts by the
author to investigate the applicability of decision analysis methods to
problems encountered by architectural practice. These studies were
suggested by architects who were involved with problems on behalf of their
clients, and were interested in a method that promised to help them make
sense out of an uncertain situation. In both cases, the studies terminated
when a member of the client's organization decided that he did not want to
release certain information to someone outside the organization. The
architects were interested in continuing the work but could not do so
without the cooperation of their clients.
It is difficult to speculate as to why these organizations were
reluctant to release the necessary information, but two possibilities seem
likely. In the case of the chemical company, the vice-president in charge
of the project may have felt, given the magnitude of the project, that the
risks of releasing sensitive information to someone who was not bound to
them as a consultant were too great. For the developers this may have also
been the case, but based on their statements and attitude, this is less
likely. Another possibility which is more appealing intuitively, but
impossible to substantiate, is that the developers were more concerned
about letting an outsider see how their decision process worked. The
conduct of their business depends on presenting a front of absolute
certainty to people that they have dealings with. To deal in uncertainty,
as is required in decision analysis, may have gone too strongly against
their traditional methods of working.
45
3: Simulation
The best way to collect information about the potential performance
of a new facility is to engage in physical experimentation on a full-scale
mockup of the facility. Because of time and dollar costs, this is rarely
possible during the process of design. A second best, although still
very powerful, method of collecting performance information is to visit
a facility similar to the one that is being designed and to analyze its
operation. Sometimes this is possible, but often the two cases are
different enough that the comparison, although useful, does not provide
all the information required.
The major reason for the use of simulation techniques is that they
offer a less expensive, less time-consuming alternative for the
prediction of, and insights into, performance. Months of operation can
be condensed into a few minutes of computer time and several strategies
can be examined in a relatively short period of time.
Architects have long relied on various methods of simulation for the
description of buildings and the prediction and evaluation of their
performance. Commonly used techniques include perspective drawings, scale
models, and simple financial calculations; but these are all static methods
and in order to examine functional performance another important variable,
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time, must be included.
A dynamic simulation is the manipulation, i.e. the stepping through
time, of a model. There are a limited number of well-known models of
time-dependent phenomena. These includes the use of a heliodon to
simulate solar effects on a building, and computer graphics simulation
of movement through space.
Simulations are usually categorized by their technical characteristics
(see Appendix) but it has been suggested that design simulation be cate-
gorized instead of their problem orientation (20). Bazjanac proposes the
categories of accounting models, functional models and visual simulations,
plus a catch-all category, residual models. In this section the emphasis
will be on the functional simulation of dynamic systems.
Dynamic models generally involve the manipulation of many variables;
they generally contain stochastic elements or properties; they generally
involve the sampling of input data in the form of probabilistic distribu-
tions. Functional dynamic models in architecture are generally dependent
on the simulation of human behavior and the manipulation of non-monetary
entities, e.g. crowds, elevators, or patients.
The increasing importance of time as a variable is due to both the
growing impact of dynamic elements on design and the proliferation of
electronic data processing systems to handle the required calculations.
Dynamic elements include entities that cause changes in human behavior
patterns, such as elevators, checkout lines, and, of course, automobiles.
*
See glossary.
2 0 Bazjanac, V., "Computer Simulation: a realistic assessment", Progressive
Architecture, July 1971, pp. 80-82.
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In addition to smaller, cheapter and more powerful hardware, a large
library of software for simulation is available. Simulation languages
*
such as GPSS are designed so that they can be used by persons without
previous programming experience.
Simulations help to develop a better understanding of how systems
work and which aspects of their operation should be reflected in physical
design. The effort required to structure and program a simulation demands
a careful examination of the problem, which, at the least, has great
educational value. Since there is no penalty for failure of a particular
scheme, the examination of risky alternatives is encouraged. Even
discarded alternatives may provide the designer with insights that would
not otherwise have been available.
Figure 3-1 is an outline of the points that must be considered in
structuring a simulation. The different approaches, event scheduling,
activity scanning and process interaction, are described in the Appendix.
Potential Drawbacks to the Use of Simulation
The same parameters, time and money, that give simulation an advantage
over full-scale experimentation may show the disadvantage of using
simulation in many cases. Depending on the scale and complexity of the
project and the risks involved, it may be more economical to rely on
traditional static sources, e.g. reference works, historical data, or
intuition. Setting up, running, and evaluating the simulation may be too
complicated and expensive to justify for small projects. Even if a
designer is not responsible for the actual modeling or programming it still
*
See Appendix.
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may be necessary to make an investment in her time to train her to
correctly interpret the results. A counter to this argument is described
in the surgical suite simulation example, following. In this case the
necessity for education worked to the advantage of both the client and
the designers.
Another objection to relying on simulations is that simplifying
assumptions must usually be made in order to transform data concerning
the real world into a "clean" mathematical model. Even if the assumptions
are incorrect the model will still run, raising important questions
about validation. For some people, there is a tendency to rely on slick,
official-looking computer printouts instead of their own experience when
the two disagree.
On answer to these objections is that the main value of simulations
may not be mathematically accurate predictions but, rather, the insights
that can be gained by the designer about the operation of the dynamic
system. A quick example may help to clarify this point: in the
simulation of the functioning of an airport terminal, the numbers of
persons waiting in various lines may not be as important as the discovery
of where bottlenecks are likely to occur. With this information the
designer can allow the form of the terminal to acknowledge both the
physical and behavioral aspects of the activity of waiting.
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Surgical Suite Simulation
Hospital facilities have been the subject of many analytic studies
because the necessity of having good information in these cases clearly
justifies the high application costs. An illustrative example of the use
of simulation techniques in hospital design is an investigation of
operating room (0.R.) and recovery room requirements done at the Peninsula
Hospital and Medical Center in Burlingame, California (21). Although
earlier consultation with the medical staff had indicated that there was
a requirement for 14 operating rooms, the simulation demonstrated that the
needs of the hospital could be adequately med with only 9 operating rooms.
The trade-offs involved in this study were the desire for a high
resource usage rate, the accommodation of variations in demand, and control
of the costs of construction and staffing. The problem of deciding how
many operating rooms were needed was complicated by the fact that require-
ments for special surgical procedures and methods of sterile supply
processing and distribution all have an impact on the size and layout of
the surgical suite.
The study team was composed of four people, the director of surgery,
the methods improvement manager for the hospital, and two outside con-
sultants. They worked together to structure the problem and to determine
what information input and output would be required.
In this case, input to the simulation included case load, patient
procedure mix, operating room time and recovery time. Output included
21 Zilm, F., "Computer Simulation Model Provides Design Framework",
Hospitals, Vol. 50, No. 16, April 16, 1976, pp. 79-85.
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0.R. usage, total demand, average case duration, 0.R. closing time and
recovery bed demand. The consultants structured the problem in GPSS, a
general purpose simulation language. 100 day periods for different
facility configurations were simulated and the results compared.
During the organization of the study it became clear that the hospital
did not.have sufficient historical data concerning operating room
occupancy and this data was then collected intensively over the next
thirty day period. Other sources of input information were 2 1/2 years
of the hospital's own records, and a study of operating rooms published
by the Chicago Hospital Council.
As a result of the need to have input data for the simulation, the
hospital also benefited by the creation of a new data base. In a report
of the simulation, four other advantages accrued during the process
were noted:
1. An overall conceputal framework for the management of hospital
planning activities was developed.
2. The use of precision analytical techniques required a two-way
educational process between planners and medical staff, with
long-range benefit to both groups.
3. Existing historical data were cross-validated through the
simulation and several errors were detected and corrected.
4. The assumptions made in this study were articulated during
the structuring and programming of the problem and are available
for examination by other planning groups.
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Figure 3-2b Surgical Suite Simulation - output
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Figure 3-2 is a flow chart of the simulation together with a graph
of the simulation results. Both the particular process interaction
approach and the GPSS programming language are discussed in more detail
in the Appendix.
Elevator Performance Studies
Elevator performance studies were among the first examples of the
application of simulation techniques to architectural problems, with
published studies available from as early as 1965. The impetus for
these applications is the complexity of the conventional solution
techniques required for even simple elevator problems and the fact that
the input and output data are easily quantifiable. To demonstrate the
complexity of the conventional approach, solving for waiting times in
a 2-elevator, eleven floor building (the ubiquitous developer's apartment
house) would require the solution of several hundred equations (22).
The importance of being able to predict the performance of elevator
systems is that the costs of both over and underspecifications are very
high. The high cost of adding extra capacity must be balanced against
the possibility of incurring unacceptably long waiting times. In office
buildings long waiting times are more than an inconvenience, they can
represent significant loss of productivity if they affect a large enough
population. In an after-the-fact study at the Imperial College, London,
Parlow showed that the very long three and one-half minute average waiting
times could have been halved by the inclusion of three elevators instead
2Parlow, H. "Lift Operation and Computers", Architectural Journal, 23
March 1966, p. 747.
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of two in the original design (23).
Several elevator simulation programs are currently in use by various
architectural firms, primarily for office building design. Office build-
ings have the particular problems of heavy peak demands, local and express
cars, zones, "sky lobbies" and restaurants, and interfloor transfer
traffic. Typical inputs to a program of this type are the number of floors
and their heights, floor populations, number, tupe and speed of cars, zones
and demand distributions. Output can include histograms of waiting times,
queues at the end of the run and passenger generation distributions.
It might be worth noting that for several decades (1930-1960+) the
maximum height of office buildings was controlled not by structural con-
siderations, but by the uneconomically high percentage of the area of the
lower floors which had to be given to elevator shafts. Elevator simula-
tions helped find ways to get improved performances from elevators, and
a new round of "world's tallest" were built in the 60s and 70s (24).
This, however, is not the only reason; two new structural concepts
"tubes" and "bundles of tubes" reduced the percentage of buildings that
needed to be structure (25).
Dining Room Simulation
Another example of the application of simulation techniques is a study
done by the London firm of Cusdin, Burden and Howitt on cafeteria design
(26). The goal of the study was to examine the balancing of customer load,
23 Parlou, ibid.
24 Allen, E., unpublished personal communication.
2 5Ashley, D., unpublished personal communication.
26 Campion, D., Computers in Architectural Design, Elsevier Publishing Co.,
London, 1968, pp. 2 66 -2 9 5 .
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kitching sizing, amount of seating, and number of cashiers.
Input variables included: opening times, arrival distributions,
elapsed times for serving, dining and paying, number of seats, number of
cashiers, and physical constraints. Output was in the form of tabulated
data for peak waiting times, as well as histograms for both waiting times
and utilization rates for all facilities. The inputs were varied to
determine the minimum levels of seating and manpower, consistent with
acceptable waiting times for service, checkout, and finding a seat.
Serving, paying and dining times,as well as arrival patterns, were
chosen with the use of predetermined probability distributions and a
random number generator. Several different distributions for arrival
patterns were tested, including the specification of the number of persons
likely to form a group and the time intervals between the arrivals of
successive groups or individuals.
In this study there are several examples of the ways in which the
choice of simplifying assumptions may raise questions about the validity
of the simulation. For instance, the effect of having two cashiers instead
of one was treated by halving the variable for serving time, and the effect
of extra serving counters was similarly treated. From the written des-
cription of the project it appears that this resulted more from programming
convenience than from assumptions about actual behavior.
Another questionable assumption is that all of the seats specified in
the dining area are usable. The weakness of this assumption and
suggestions for a more accurate approach are discussed in the summary at
the end of this chapter.
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The designers of this study were careful to test the impact of
different arrival distributions. This is important in this type of simu-
lation because of the likelihood that the conditions of the facility under
examination are different than those of the facilities that were studied
to produce the input data. This type of sensitivity check is also
valuable because, often, this type of data is collected by amateurs (or
sometimes even fabricated) and may be prone to errors (27).
The warning given in the introduction about the tendency to "build
the diagram" bears repeating in connection with this type of study.
Although a model of this type can provide valuable insights into the
problems of sizing the facility, the designer must be careful to combine
this information with a sensitivity to many other issues. Aspects such as
behavioral criteria, acoustics, lighting, growth, and flexibility must be
considered so that the facility works as a whole and not only as an
efficient queueing system.
Although it is unfortunate that the serving line/cashier aspect was
not modeled more carefully to account for actual behavior, this study is
an interesting example of the use of observed data from existing
facilities in the modeling of a new, physically different structure.
2 7Bazjarac, op. cit., p. 81.
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Summary
Most of the available published work on simulation, including the
examples just given, is concerned with the optimization of various "hard"
variables. "Hard" variables are those that are easily quantified and
usually relate directly to physical characteristics; size, number and time
are examples. "Soft" variables, on the contrary, are usually difficult
to quantify, and relate to concepts that may be considered ill-defined;
examples are appropriateness, quality of life.
The justification for the emphasis on hard variables is primarily
economic. Simulation, because of its expense and complexity, is viewed
as a method of last resort, to be used only when there is a direct payout
or when separate funding is available. In the hospital simulation, large
amounts of money were involved, patients' health was at stake, and the
client was willing to pay for the study. Similarly, elevator studies
involve large amounts of money and funding may be available from the
client or from a manufacturer.
A secondary reason for the lack of activity in the simulation of soft
attributes is the difficulty of structuring the simulation. Soft variables
are generally not associated with agreed-upon units of measurements or
exact guidelines. In extreme cases, e.g. variables such as "quality of
life", satisfactory quantitative measures may never be developed and less
time and effort will be required for intuitive approaches.
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One final factor that has helped to limit the use of simulation
techniques by architects is the lack of reported results. Descriptions of
simulations in non-architectural publications may have a technical slant,
focusing on particular routines, or languages. Architectural publications
focus on strategies for simulation (like the one described at the end of
this chapter) rather than on successful experiments. For many potential
users of simulation, questions about its practicality and accuracy are
still unanswered.
Speculation
In simulation, as in many other areas, the hard trends to drive out
the soft, even though the soft may be more important in the long run.
The soft aspects of a project are what transform an orderly collection
of building materials into architecture. A building can have objective
flaws, like overly long cirulation paths, but if its other qualities are
strong enough, then it will have a positive impact on its users and
society at large. Conversely, a building with the correct number of
square feet, or rooms, but lacking an acknowledgment of the subtler aspects
of its use, can become a disaster on the scale of Pruitt-Igoe.
If the only purpose of simulation were to produce an exact image of
the working world, then the difficulties cited in the summary would
constitute a formidable barrier to a softer approach; but if the real
value of simulation is to provide rapid and varied insights to the
designer, then some interesting possibilities may begin to open up.
Described below is an area that could be investigated with the aid of
simulation techniques. This example could serve for an interesting, as
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well as useful, exploration of whether or not simulation is an appropriate
technique for the optimization of softer attributes.
Seating in Public Places
In the design of libraries and cafeterias one of the important "hard"
design parameters is the number of seats required to accommodate expected
demand. As described in the dining room example, some simulation work on
this problem has been done with an eye toward providing information for
the sizing of facilities. One shortcoming of this work, though, is that
the "build-the-diagram" response to the results is to provide a number of
identicable tables or carrels. Work by Robert Sommer, and others, as
well as the experience of librarians and cafeteria managers, shows that
the use of seating facilities in a public place is a complex, interactive
process. A more accurate approach to this type of simulation, then, would
be the integration of behavioral criteria with the traditional approach.
At a first look, it would appear that the distribution of different
sizes of tables, for example, could be derived from a survey of arrival
group sizes. This static approach would suffice for uncrowded conditions,
but at or near peak crowding conditions, personal interactions have a
large effect. For example, a person sitting alone at a two- or even four-
person table serves as an extremely strong deterrent to anyone else's
attempting to use that table. Similarly, two or three people can
effectively fill an area that, potentially, could accommodate six. Sommer's
work also shows that, depending on personal factors, activity and crowding,
certain percentages of the population would assume either "offensive" or
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Figure 3-3 Offensive and Defensive Seating Positions
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"defensive" positions when they sat at initially empty tables. These
initial seating positions, diagrammed in Figure 3-3, then affected the
behavior of later arrivals (28).
*
This interactive behavior could be modeled in a process interaction
simulation, using assumptions and descriptions derived from work in
behavioral psychology. The process- interaction approach is particularly
suited to this type of problem, as it works by following the progress of
an entity through a system. A simplified flow chart of the seating
problem is shown in Figure 3-4. Inputs include arrival distributions
(derived from forecasts or surveys), the number of different size seating
units, and rules for the modeling of group and personal behavior.
Output includes histograms for both facility utilization and waiting times.
The sensitivity of the model to different behavioral assumptions and
seating configurations could be tested, with results compared to actual
behavior in an existing facility.
One factor that should be kept in mind is that this type of simulation
only codifies existing behavior. In addition to acknowledging user
feelings about territory or privacy, the client or designer might be
interested in developing an environment which encouraged interaction or
communication. Again, this is a reminder that the built form must respond
to more than just one dominant consideration.
28Sommer, R., Personal Space, Prentice-Hall, Englewood Cliffs, N.J., 1969
p. 45-57.
*
See Appendix.
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4: Practitioners' Views
This study was undertaken because of an interest in the applications
of analytic techniques to the process of design. As described in the
Introduction, the results obtained by other researchers seemed to indicate
the ultimate futility of attempting to develop complete methods or control
systems for the design process. A more fruitful approach appeared to be
concentration on specific, limited techniques and their applications.
For this study research methods included library searches and inter-
views with local architects. The reactions of some practitioners to
the use of pre-design estimating methods, decision analysis, and simulation
have been described in the previous chapters. Their attitudes ranged from
qualified interest to polite indifference. Conjectures as to why this
was the case are included later in this section.
In an attempt to gain further insight into the appropriateness of
analytic techniques for the reduction of uncertainty in the pre-design
phase, the views of other Boston-area architects were solicited. Their
practices ranged from a one-man operation to a firm whose name has often
been linked in the trade press with computer-aided design.
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Conversations with these architects were unstructured, but three main
questions were investigated:
- What uncertainties were perceived as affecting the pre-design phase,
and how important were they?
- What were the commonalities of the methods that were used (or not
used) to reduce these uncertainties?
- What size of project, or what perceived risk, is necessary to
justify the time and money commitment required by the use of these
methods?
The responses to these questions revealed differences in attitude
between practitioners and academics, although some concerns were shared
by both groups.
First, the differences. The importance of decisions made in the pre-
design phase was acknowledged (by statements such as "once something is
on the paper it's too late"), but uncertainties at this stage were seen
as being dominated by one issue: architect-client relationships. Key
questions at this point are: Is the client telling me the truth? Is he
telling me everything he knows? Is there a "hidden agenda" that even the
client is not aware of? One architect said that he had difficulty in
judging which analytic methods he would consider successful because his
overriding concern was whether or not he was working with the correct
information.
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The most pressing needs in the early stages of a project were seen
as getting the client to confide in the architect, and getting the client
to make a creative contribution to the process.
Since clients hire architects to design buildings that meet their
needs, it would seem that they have an interest in articulating those
needs. Often this is not so, and the architect must try to determine what
it is that the client really wants. A principal in one firm described
a part of the problem this way:
"When we have meetings with client committees, several levels of
activity and communication are going on at the same time. We've learned,
over the years, that, at the same time that we are making our best possihle
presentations, we've also got to keep an eye out for the person who will
come up to us after the meeting and say 'you know, everybody at that
meeting was talking about flexibility, that's not the real problem. The
real problem is such and such and so and so.'"
Getting the client to confide in the architect may involve having
him confide information that he would not confide to anyone else. This
includes information about the client's real needs, the formal and informal
workings of the client's organization, and the client's own rational and
irrational likes and dislikes. Whether dealing with individual clients or
with committees the main concern of the architect is the same: How to
get people to level with you.
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As the client knows, on some level, what his needs are, a sensitive
architect must be concerned that the client make a contribution to the
process. As another architect put it:
"The client knows more about his needs, more about his real needs,
then we ever will. The problem is how to get him to share that information
with us."
Having to proceed on a project without this information is seen as
operating in the face of great uncertainty. When asked what methods they
used to deal with this problem, architects cited experience, perserverance,
and listening for unspoken messages. One architect said: "Wing it, just
do the best you can."
At this point, it might be interesting to speculate on why the
interests of academics and practitioners differ. Practicing architects
cite architect-client relationships as the most important aspect of
uncertainty, while academics usually think that lack of information is
the critical issue. The reason for this? Academics usually do not have
clients, while practicing architects (hopefully) do. While this may seem
to be an obvious, or even trivial, explanation, the issues involved are,
in fact, more complicated.
Even when academics, at least in their academic setting, have clients,
the clients will probably have different motivations than those seen by
practitioners. Clients whose real goals are the construction of tax
shelters, for instance, do not generally approach universities for help
in this regard. Although some concerns, such as the desire to be
involved, or status needs, are universal, academics will have less
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exposure to clients whose main thrust is financial.
Another related reason for this difference in attitude involves the
needs of the architects themselves. If an academic is involved in an
unsuccessful project, his pride and career may suffer but not, especially
if he is tenured, his livelihood. Architects, on the contrary, are out
in the arena: relations with clients are the most important issue to them
because if they suffer, so may income and practice.
The Use/Disuse of Analytic Methods
Interest in computer-aided design, and analytic methods in general,
peaked about five years ago and has declined somewhat since then. A
reflection of this is the discussion, in the press, about the replacement
of the phrase "computer-aided design" with the term "computer-aided
building". Some see this as a reflection of a more modest preoccupation
with the technical aspects of building and an avoidance of broad architec-
tural issues. The term "computer-aided building" has been variously
described as more realistic or as defeatist (29).
Among practicing architects, analytic techniques are now seen as a way
to take the designer a certain distance towards assembling or collecting
suggestions and information for the actual work of designing. Thus,
methods that are viewed as useful, such as computer programs for the selec-
tion of mechanical systems, have one trait in common: they are not an
invention of new approaches but, rather, make manageable activities that
designers would undertake anyway. As a corrollary, successful methods are
perceived as being flexible, fast, and easy to use.
9 Evans, B., "Computers", Architects'Journal, Vol. 165, No. 1, 5 January,
1977, p. 33.
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Methods that fell into disuse, or were never implemented, e.g. the
systems analysis approach to site planning, had in common that they
required extensive training, appeared to be inflexible (even if their
limits were, in fact, broad enough) and were not "pencil-oriented".
In the midst of producing answers under time pressure, the tendency is
to reach for that which is known to work. Thus, methods that have been
demonstrated to work for other disciplines are pressed into service in
architectural offices if they seem applicable. If nothing is available,
then a second response is to develop a method that applies to the
specific problem at hand.
Generalized methods developed by university researchers were often
avoided. It was thought that the time and cost of adapting them to meet
the office's specific requirements were greater than the time and cost of
developing methods that were a better fit with the way that the office
worked.
During a discussion of formal techniques for analysis and computer aided
methods in particular, a partner in a Boston firm said:
"We don't have the computer any more. When we had it we did a lot of
work with it and wrote articles about it, but we ended up selling it about
a year-and-one-half ago. The programs are at a service bureau downtown,
and we still have access to them when we need them."
This disenchantment with formal methods was mentioned by several
architects. Some of the reasons for this were articulated, and some
implied, in their conversations. The reason most often mentioned, in
many forms and under several different guises, was money.
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Methods that requite extensive hardware backup, including hierarchical
estimating systems and computer-aided drafting, also imply high, fixed
overhead costs. Unfortunately, the archizecture business is cyclical, and
downswings in the cycle mean cutbacks in overhead items. The problem of
uneven workload applies to manpower also. When there is no work there is
a tendency to cut back on non-essential personnel. If hardware is
eliminated, then the jobs of employees whose main concern is the hardware
can be eliminated, too.
A second, money-related reason for the disenchantment with analytic
techniques is the cost of acquiring, storing and retrieving the required
input information. In many cases the cost of the collection of data
turned out to be too high. Although the effort necessary to update a
data base is small, the time and money required for establishing one may be
significant. Encoding of old records is difficult and takes time, and
internal information may have to be translated into a different form for
it to be useful.
Finally, and this is speculation again, the decline in interest in
analytic methods parallels the decline in interest in computing machinery
as a fad item. Styles change and computer-aided design went the way of
advocacy architecture. Whether the stylish appeal of the new generation
of mini-computers (or even their actual usefulness) will reverse this
trend should be apparent in a short time.
71
Justification and Rationalization for the Use of Analytic Methods
Justification implies the reasoned and objectively acceptable explana-
tion of a given act. Rationalization implies an excuse couched in the
language of justification but whose real meaning lies elsewhere. This
section presents both the justifications and rationalizations, presented
by the interviewed architects, for the use of analytic methods.
In the traditional, informal approach to design, the designer
assembles all the elements in his head and, ultimately, on paper. This
can be a rigorous approach even if it is not always displayed as such.
Putting lines on paper is seen as a direct approach, and one that is
easily, intuitively controllable; but, as suggested previously in this
paper, there are advantages seen in the use of more formal, analytic
methods.
With the use of formal techniques the rigor of the process is more
easily demonstrated (and billable). Second and third parties can better
understand what is happening and the path to the design is retraceable.
Clients usually feel more comfortable if they can monitor the progress
being made on their project. Occasionally, the third party will be a
regulatory agency, or even another designer taking over the project in
midstream. In this case the use of analytic methods allows the
retracing of how and why decisions were made. This feature is also useful
to a designer who must abandon a project temporarily, to pick it up at a
later time.
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In some firms the use of formal techniques is seen as an important
and necessary way of informing the client about design progress. Rather
than impose a particular way of designing, however, architectural firms
place an emphasis on the responsibility of the individual architect in
charge of the project. Thus, as the choice of design method may depend
on the previously estimated risks, the perception of those risks may
depend on the personality of the designer.
Two other reasons were also cited by the professionals interviewed as
the justification for the use of analytic methods by design firms. Both
were unexpected, but, upon reflection, not really surprising.
The first of these was that "someone important in the firm wanted to
do it." Personal interest on the part of a principal in the firm was
cited as the real reason behind the purchase of computer equipment, the
use of particular experimental design methods, and so on. As interests
change, of course, so do the methods of the firm.
The second reason was that analytic problem-solving capabilities were
regarded as important selling points with some clients. The Department
of Defense was mentioned as one client who, a few years back, had a
fascination with computer-aided design. A firm that could show that it
had that ability felt that it was at an advantage. Again, as styles
change so do the methods that are regarded as marketable.
Among members of a firm there is often an academic interest in
published work, but not in the effort that would be required for applica-
tion. Books on the current thinking in this field are on architects'
shelves (and are read) but the methods are not used directly on work for
73
clients. One architect said that his office viewed many of the research
organizations merely as publishing houses. The lack of applicability of
the researchers' findings was not begrudged, but rather dismissed with the
feeling that at least the researchers had someone to pay their salaries.
Some of the techniques are utilized in modified formats if the costs
are low, e.g. complicated matrix techniques reduced to the use of wall
charts strung with colored yarn.
In architecture, as in life, things are not always what they seem.
The reasons given by some architects for their use of analytic methods
have little to do with the objective assessment of the informational
benefits of these techniques. Similarly, there is another layer of
reasons,implied instead of articulated, for the rejection of these
techniques by certain other offices.
Some of these reasons are peculiar to the personalities of the
architect involved, but some are more general and worthy of examination.
Personal reasons include feeling uncomfortable with numbers, feeling
threatened by younger, better educated designers, and possession of an
extremely rigid personality.
The more general reasons are personal, too, but have broader implica-
tions. These include a preference for action rather than speculation, and
a suspicion of overly dry techniques that seem to ignore the human factor.
These last characteristics are traits shared by many architects, which
leads to another bit of speculation: as much as it may be worthwhile to
rationalize and quantify soft values, there must come a point at which
feelings, irrationality and instinct come in. That is what the architect
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is paid for, and it is another hallmark of the separation of architecture
from mere building.
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5: Conclusions
The architects that were interviewed for this study felt that the
development of their relationship with the client was the dominant factor
in reducing uncertainty. The methods discussed in this paper bear on one
aspect of that problem, obtaining information from, and for, the client.
Discussions with these practitioners revealed a set of shared attitudes
on both the requirements for useful technique and the barriers to
implementation in practice. These views are summarized below.
Requirements for Useful Techniques
1. The method must be uncomplicated to use, requiring only minimal training
for it to be understood by an architect or draftsman. In a busy office
time may not be available for training in specialized programming techniques
or interpretation of results.
2. It must be either easier to use, or yield significantly better output
information than the intuitive method that it replaces. There must be a
strong incentive for the adoption of a new method.
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3. The method must yield specific results in an understandable, useful
form. Depending on the technique involved, specific results may mean
information for a yes-no decision, a way to rank alternatives or even,
possibly, a way of testing the consistency of the project's goals.
4. It must be flexible enough that the designer never feels that it is
the model, rather than an external constraint, that is the limiting factor.
A model that is, in fact, flexible enough for use may not be used if the
designer feels that the range is too small.
5. It must not require an investment in time or money that is dispropor-
tionate to either the value of the results or the resources of the
organization. A balance must be struck between the required effort and
the resultant accuracy of the results.
6. The required input information must be obtainable at a reasonable
cost. Many of the generalized design decision process models proved
themselves to be unworkable because of the difficulties encountered in
obtaining the information required.
Barriers to Implementation
A discussion of one negative aspect, the barriers to implementation,
can yield positive insights into both the approach to and the appropriate-
ness of new techniques.
The major obstacles to the adoption of new methods in an ongoing
operation include:
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- unwillingness by management to yield control of decision
making to any analytical technique
- questioning of how well the method models the behavior of the
real world
- consideration of the feasibility and cost of assembling
adequate input and output data
Unwillingness to Yield Control
Although the output of most analytic methods can be structured in such
a way as to provide information to the decision maker (as opposed to making
the decision) there are some who feel that even this is giving up too much.
For persons who are used to trusting their own intuition and judgment,
reacting quickly to changing conditions, it is not easy to trust an
abstract mathematical model for making evaluations of complex problems.
Additionally, some techniques, such as decision analysis, require that the
decision maker state how he or she would make basic decisions. In many
circumstances this is a very threatening request.
This problem was encountered in different forms in both of the
decision analysis case studies. The chemical company was reluctant to
release sensitive information, while the developers felt uneasy about a
scrutinization of their decision process.
Accuracy of the Model
Much of the research on methodology has been composed by academics for
other academics; much of the application effort has gone into internal
company decision problems, with the results considered to be proprietary
and unpublishable. The focus of published articles is often on the
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strategies for solution, so that there is not often an available body
of information for evaluating how well the predictions of various analytic
methods compares to the behavior of the real world. The resistance to
entrusting the fate of a multi-million dollar project to an apparently
unproven technique is understandable. Results of both decision analysis
and simulation studies are difficult to unearth.
Another objection is raised to, variously, the generality or
specificity of particular techniques. If a model is general enough for
wide application it can be attacked on the grounds that the assumptions
made to allow this generality also render the model inaccurate. If the
model is too specific it may be abandoned by potential users, who
criticize its inflexibility. This criticism particularly applies to simula-
tion, as discussed in Chapter III but has been applied to other endeavors
in the building industry as well, e.g. the development of modular co-
ordination schemes. Again, this criticism may be related to the lack of
publicity about available methods and their applications.
Cost and Availability of Data
In many cases the cost of the collection and/or the interpretation
of data may be too high. Internal information may have to be translated
into a different form to be of use; encoding is difficult and takes
time; information, not only from competitors but also from clients or
even from different divisions of the same company may be difficult to
collect. Computer-aided estimating systems are especially vulnerable
to this criticism, because of their particular requirements for data
collection, storage and retrieval.
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When output is available time may be required to train designers
to interpret it correctly. If the users' expectations are much greater
than the actual content of the output, yet another reason for ignoring
that output is at hand.
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Glossary
Averaging out and folding back - a procedure for evaluating the choices in
a decision tree. The averaging out process requires multiplying the value
of each branch by its probability. The sum of these products represents
the expected mean value of the branch. Folding back is a process that
selects the path yielding the maximum future evaluation at each decision
juncture. For further discussion, see Raiffa, op. cit., pp. 21-27.
Correlation analysis - a technique for measuring the degree of relation-
ship between two or more variables. Correlation coefficients can vary
from 1.0 (perfect correlation - all variables increase in direct proportion
to each other) through 0.0 (no correlation - variables completely
independent) to -1.0 (perfect negative correlation - one variable decreases
as others increase).
Line of balance - a technique for graphically relating the elements of a
program to planned progress. It is used for predicting the feasibility of
accomplishing timely deliveries of a product or service. See also O'Brien,
J.J., "Line of Balance", Scheduling Handbook, McGraw-Hill Book Co., New
York City 1969, pp. 246-255.
Median - the middle number of an ordered series of numbers. Thus, in the
series 12, 13, 14, 99, 100, the median is 14.
Monte Carlo simulation - a method which consists of taking a sample of the
end positions that would be present in a probability diagram (based on a
very fine grouping of the distributions of uncertain quantities) and using
the information supplied by this sample to estimate the results that
would be obtained by straightforward computations based on such a diagram.
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See also Schlaiffer, op. cit.
Regression analysis - A technique for the derivation of the relationship
between an independent variable and a dependent variable. For the techniques
discussed in this paper the technique usually results in a linear regres-
sion equation of the form y = mx + b.
Probability distribution - the probabilities f (x) of a variable specified
for all ranges within its range. In the condominium examples the range
is defined by the upper and lower limits on the construction cost estimates.
For an example see Figure 2-3.
Quartile - in a frequency distribution, the values of the variable that
will divide the distribution into four groups having equal frequencies.
Stochastic - involving a randomly determined sequence of observations
each of which is considered as a sample of one element from a
probability distribution.
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Appendix
The chart below describes the characteristics of the three widely
used approaches to the structuring and programming of simulations.
Programming
Approach Characteristics Language
Activity scanning Proceeds through a review CSL
of all activities each
time an event occurs
Event scheduling Proceeds through a detailed SIMSCRIPT II
description of individual GSP
events
Process Interaction Follows the progress of an GPSS
entity through the system SIMULA
GPSS is a simulation programming language which uses the process
interaction approach to organizing behavior. Objects called transactions
act on a system of passive objects, including facilities and storage
units. To structure the simulation a user constructs a block diagram
in which each block represents a specific statement in the GPSS language.
The user can assign numerical characteristics to both the active and
passive elements. When the simulation is run, transactions pass through
the system, encountering facilities and storage units. GPSS is a power-
ful language often requiring relatively few statements to conduct
simulation.
