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Abstract
Due to the efforts of many mathematicians, there has been a classification of harmonic two-spheres into
compact (semi-simple) Lie groups as well as compact inner symmetric spaces. Such harmonic maps
have been shown by Uhlenbeck, Burstall-Guest, Segal to have a finite uniton number. Moreover, the
monodromy representation was shown to be trivial and to be polynomial in the loop parameter. We will
introduce a general definition according to which such maps are called to be of finite uniton type.
This paper aims to generalize results of [2] to harmonic maps of finite uniton type into a non-compact
inner symmetric space. For this purpose, we first recall some basic results about harmonic maps of finite
uniton type. Then we interpret the work of Burstall and Guest on harmonic maps of finite uniton type
into compact (semi-simple) Lie groups in terms of the language of the DPW method. Moreover, to
make the work of Burstall and Guest applicable to our setting we show that a harmonic map into a
non-compact inner symmetric space G/K shares the normalized potential as well as the meromorphic
extended framing with a harmonic map into U/(U ∩ KC), the compact dual of G/K. Thus we reduce
the description of harmonic maps of finite uniton type into a non-compact inner symmetric space to the
description of harmonic maps of finite uniton type into a compact inner symmetric space.
Our main goal for the study of such harmonic maps is to provide a classification of Willmore two-
spheres (whose conformal Gauss maps take value in the non-compact symmetric space SO+(1, n +
3)/SO(1, 3)× SO(n)).
We will finish this paper by presenting the coarse classification of Willmore two-spheres in terms of
their conformal Gauss maps [28] as well as examples of Willmore surfaces constructed by using [13] and
the results of this paper.
Keywords: harmonic maps of finite uniton type; non-compact inner symmetric spaces; nor-
malized potential; Willmore surfaces.
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1 Introduction
The study of harmonic two-spheres can be traced back to the famous note of Hopf [22], where
he showed all CMC two-spheres in R3 are round spheres. Interpreting in terms of Gauss maps,
this means all harmonic two-spheres in S2 are holomorphic. Later Calabi’s introduction of
twistor bundles for the classification of harmonic two-spheres into Sn [5] had much impact on
differential geometry. Twistor geometry is a popular and powerful tool in the study of harmonic
maps [4]. Moreover, it turns out that one can also interpret harmonic two-spheres in other
compact symmetric spaces like CPn [18], and the complex Grassmann manifolds [6], via some
holomorphic maps, as well as (finite iterations) of certain transformations.
This type of work has peaked in the seminal paper [27] of Uhlenbeck, where she showed that
this phenomenon can be interpreted by the “hidden symmetry”of the space of solutions to the
equations of harmonic maps into Lie groups. To be concrete, the equations of harmonic maps
into Lie groups have the structure of an integrable system, hence one can obtain solutions (i.e.
harmonic maps) via some specific algorithm. Especially, the solutions to harmonic two-spheres
satisfy a very restrictive condition, named by Uhlenbeck as being “of finite uniton number”.
Moreover, such harmonic maps can be derived from a constant one by a finite sequence of special
transformations (interpreted as “adding a uniton”). As an application, Uhlenbeck classified all
harmonic two-spheres in U(n) as well as in the complex Grassmann manifolds, and explained in
particular in a unified way the results like in [18], [6] in terms of her theory. At the end of her
paper, Uhlenbeck also proposed many open problems, one of which is to generalize her work to
all compact, semi-simple Lie groups.
This problem has been solved by Burstall and Guest in [2] in a very elegant way. Using
Morse theory for loop groups, they showed that harmonic maps of finite uniton type in compact
Lie groups can be related to some holomorphic maps into some (finite dimensional) nilpotent
Lie algebras. They also provided a concrete method to find all such nilpotent Lie algebras. For
harmonic maps into compact inner symmetric spaces one transfers the question of describing
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harmonic maps via the Cartan embedding (realizing inner symmetric spaces as totally geodesic
submanifolds of the corresponding compact Lie group) to a question about harmonic maps into
compact Lie groups. Therefore the results of [2] on harmonic maps into compact Lie groups
apply quite directly to harmonic maps into (inner) symmetric spaces. The only difference is that
one needs to choose the nilpotent Lie algebras in a special way related to the totally geodesic
submanifold of the compact group representing the given inner symmetric space. Therefore the
theory of Burstall and Guest provides a description of harmonic maps of finite uniton type into
compact Lie groups and compact inner symmetric spaces, in a way which is not only theoreti-
cally satisfying, but can also be implemented well for concrete computations.
While harmonic maps into compact symmetric spaces are important geoemtric objects, also
harmonic maps into non-compact symmetric spaces occur frequently, i.e. in the theory of space-
like CMC surfaces in Minkowsi three-space or in the theory of Willmore surfaces, compact
ones as well as non-compact ones. It is therefore natural to aim at generalizing the theory
of [2] to the non-compact case. It seems, however, that for this one encounters an excep-
tional amount of difficulties. Thus one looks for another avenue to apply the work of [2] to
non-compact harmonic maps. Fortunately, in [13], when dealing with harmonic maps into
SO+(1, n+3)/SO(1, 3)× SO(n), the authors found a simple way to relate harmonic maps into
a non-compact inner symmetric space G/K with harmonic maps into some compact inner sym-
metric space U/(U ∩KC) dual to G/K. These two harmonic maps have a simple relationship,
i.e., they share the meromorphic extended framing and the normalized potential ( see Theorem
4.28 of [13] and Theorem 5.1 therein). Here the meromorphic extended framing and the nor-
malized potential are holomorphic/meromorphic data related to a harmonic map in terms of
the language of the DPW method [12], which is a generalized Weierstrass type representation
for harmonic maps into symmetric spaces. Interpreting the work of Burstall and Guest, one
will see that for harmonic maps of finite uniton type into a compact symmetric space, their
normalized potentials take values in some nilpotent Lie subalgebra (of the originally given finite
dimensional complex Lie algebra) and their extended meromorphic frames take values in the
corresponding nilpotent Lie subgroup. This is actually a subgroup of the associated loop group,
but it takes values in a finite dimensional unipotent Lie group (see Theorem 4.13, or also The-
orem 1.11 [16]). Combining these results, one will be able to characterize all harmonic maps of
finite uniton type into non-compact inner symmetric spaces by characterizing all the meromor-
phic extended frames and the normalized potentials of harmonic maps of finite uniton type into
compact inner symmetric spaces, which , according to the theory of Burstall and Guest, can be
classified.
The problem of describing all harmonic maps of finite uniton type into a non-compact inner
symmetric attracted the authors’ interest, when they developed a loop group description of
Willmore surfaces, which are globally related with special harmonic maps into the non-compact
inner symmetric space SO+(1, n+3)/SO+(1, 3)×SO(n) ([1], [19], [21], [13]). The classification
of Willmore two-spheres in Sn+2 has been an open problem since Ejiri’s work in 1988 [19]. It
is natural to try to solve this open problem by using the theory stated above. In view of what
was said above, generalizing the work of Burstall and Guest to non-compact (inner symmetric)
cases is therefore the first problem one needs to solve.
The classification of Willmore two-spheres began in 1984. In the seminal paper [1], Bryant
first showed a surprising result, namely that all Willmore 2-spheres in S3 are Mo¨bius equivalent
to some special minimal surfaces in R3. Later Ejiri [19] found that in addition to the ones
which are Mo¨bius equivalent to certain special minimal surfaces in R4, there exist new Willmore
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2-spheres in S4, which are a twistor projection of some (anti-)holomorphic curve in CP 3, the
twistor bundle of S4. He also proved that these examples provide all Willmore two-spheres
in S4 [19]. Moreover, for general n, Ejiri introduced S-Willmore surfaces as Willmore surfaces
for which there exists a “dual surface” and he classified all such Willmore two-spheres. The
existence or non-existence of Willmore two-spheres in Sn (n > 4) without a dual surface has
been an open problem since then. In [13], [28] and [30], using the results of this paper, as well as
the methods of determining all the related nilpotent Lie sub-algebras, we can derive all possible
normalized potentials of Willmore two-spheres (see Theorem 2.11, also see [28]). It turns out
that there will exist many Willmore two-spheres not yet encountered so far, at least if one admits
branch points.
At any rate, by a concrete computation, we provide the first new Willmore two-sphere with-
out dual surface in S6 ([13], [30], and Section 6 of this paper). This Willmore two-sphere is
smooth and unbranched.
This paper is organized as follows. Section 2 is to review the basic results of the loop group
theory for harmonic maps. In Section 3, we provide a detailed description of harmonic maps
of finite uniton type. Several equivalent definitions are given for such maps. Moreover, we also
discuss briefly the monodromy and dressing actions for harmonic maps of finite uniton type.
Then in Section 4 we introduce the main results of Burstall and Guest on harmonic maps of
finite uniton type [2], as well as a description of their work in terms of normalized potentials,
some of which has appeared in [2] and [16]. Here we give a complete and detailed proof. In
Section 5, we provide the description of harmonic maps of finite uniton type into non-compact
inner symmetric spaces, applying the DPW version of the description of harmonic maps of finite
uniton type into compact inner symmetric spaces.
Section 6 ends this paper by presenting several new Willmore two-spheres which were con-
structed by using [13] and the results of this paper.
2 Review of basic loop group theory
To begin with, we first recall some notation. Let G be a connected real semi-simple Lie group,
compact or non-compact, represented as a matrix Lie group. Let G/K be an inner symmetric
space with the involution σ : G → G such that Gσ ⊃ K ⊃ (Gσ)0, where ”0” denotes ”identity
component”. Note that G/K carries a left-invariant non-degenerate symmetric bilinear form.
Let g and k denote the Lie algebras of G and K respectively. The involution σ induces a
decomposition of g into eigenspaces, the (generalized) Cartan decomposition
g = k⊕ p, with [k, k] ⊂ k, [k, p] ⊂ p, [p, p] ⊂ k.
Let π : G→ G/K denote the projection of G onto G/K.
Now let gC be the complexification of g and GC the connected complex (matrix) Lie group
with Lie algebra gC. Let τ denote the complex anti-holomorphic involution g → g¯, of GC. Then
G = Fixτ (GC)0. The inner involution σ : G → G commutes with the complex conjugation τ
and extends to the complexified Lie group GC, σ : GC → GC. Let KC ⊂ Fixσ(GC) denote the
smallest complex subgroup of GC containing K. Then the Lie algebra of KC is kC.
Occasionally we will also use another complex anti-linear involution, θ, which commutes with
σ and τ and has as fixed point set Fixθ(GC), a maximal compact subgroup of GC. For more
details on the basic set-up we refer to [13].
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2.1 Harmonic maps into symmetric spaces
Let G/K be a symmetric space as above. Let F : M → G/K be a harmonic map from a
connected Riemann surface M . Let U ⊂ M be an open contractible subset. Then there exists
a frame F : U → G such that F = π ◦ F . Let α denote the Maurer-Cartan form of F . Then α
satisfies the Maurer-Cartan equation and altogether we have
F−1dF = α, dα+
1
2
[α ∧ α] = 0.
Decomposing α with respect to g = k⊕ p we obtain
α = αk + αp, αk ∈ Γ(k⊗ T ∗M), αp ∈ Γ(p⊗ T ∗M).
Moreover, considering the complexification TMC = T ′M ⊕ T ′′M , we decompose αp further into
the (1, 0)−part α′p and the (0, 1)−part α′′p . Set
αλ = λ
−1α′p + αk + λα
′′
p , λ ∈ S1. (2.1)
Lemma 2.1. ([12]) The map F :M → G/K is harmonic if and only if
dαλ +
1
2
[αλ ∧ αλ] = 0, for all λ ∈ S1. (2.2)
Definition 2.2. Let F :M → G/K be harmonic and αλ the differential one-form defined above.
Since, by the lemma, αλ satisfies the integrability condition (2.2), we consider on U ⊂ M the
solution F (z, λ), to the equation
dF (z, λ) = F (z, λ)αλ
with the initial condition F (z0, λ) = F (z0) ∈ K, where z0 is a fixed base point z0 ∈ U . The map
F (z, λ) is called the extended frame of the harmonic map F normalized at the base point z = z0.
Note that it satisfies F (z, λ = 1) = F (z).
2.2 Loop groups and decomposition theorems
For the construction of (new) Willmore surfaces in spheres we will employ the loop group method.
In this context we consider the twisted loop groups of G and GC and some of their frequently
occurring subgroups:
ΛGCσ = {γ : S1 → GC | , σγ(λ) = γ(−λ), λ ∈ S1},
ΛGσ = {γ ∈ ΛGCσ | γ(λ) ∈ G, for all λ ∈ S1},
ΩGσ = {γ ∈ ΛGσ| γ(1) = e},
Λ−∗ GCσ = {γ ∈ ΛGCσ | γ extends holomorphically to D∞, γ(∞) = e},
Λ+GCσ = {γ ∈ ΛGCσ | γ extends holomorphically to D0},
Λ+SG
C
σ = {γ ∈ ΛGCσ | γ(0) ∈ S},
where D0 = {z ∈ C| |z| < 1}, D∞ = {z ∈ C| |z| > 1} and S is some subgroup of KC.
In [13] we have shown that there exists some closed, connected, solvable Lie subgroup S of
KC such that K × S → KC is a diffeomorphism onto the open subset K · S of KC.
If the group S is chosen to be S = (KC)0, then we write Λ±C G
C
σ .
We frequently use the following decomposition theorems ( See [13] and [23] for more details).
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Theorem 2.3. ([12], [24], [13].)
(i)(Iwasawa decomposition)
(1) (ΛGC)0σ =
⋃
δ∈Ξ(ΛG)
0
σ · δ · Λ+GCσ ,
(2) There exists a closed, connected solvable subgroup S ⊆ KC such that the multiplication
ΛG0σ × Λ+SGCσ → ΛGCσ is a real analytic diffeomorphism onto the open subset ΛG0σ · Λ+SGCσ ⊂
(ΛGCσ )
0.
(ii)(Birkhoff decomposition)
(1) (ΛGC)0 =
⋃
Λ−C G
C
σ · ω · Λ+C GCσ where the ω’s are representatives of the double cosets .
(2) The multiplication Λ−∗ GCσ × Λ+C GCσ → ΛGCσ is an analytic diffeomorphism onto the open
and dense subset Λ−∗ GCσ · Λ+C GCσ ( big Birkhoff cell ).
Loops which have a finite Fourier expansion are called algebraic loops and denoted by the
subscript “alg”, like ΛalgGσ, ΛalgG
C
σ , ΩalgGσ (see also [2], [16]). And we define
ΩkalgGσ := {γ ∈ ΩalgGσ |Ad(γ) =
∑
|j|≤k
λjTj} ⊂ ΩalgGσ . (2.3)
2.3 The DPW method and its potentials
With the loop group decompositions as stated above, we obtain a construction scheme of har-
monic maps from a surface into G/K.
Theorem 2.4. [12], [13], [32]. Let D be a contractible open subset of C and z0 ∈ D a base
point. Let F : D → G/K be a harmonic map with F(z0) = eK. Then the associated family Fλ
of F can be lifted to a map F : D → ΛGσ, the extended frame of F , and we can assume w.l.g.
that F (z0, λ) = e holds. Under this assumption,
(1) The map F takes only values in IU ⊂ ΛGCσ .
(2) There exists a discrete subset D0 ⊂ D such that on D \ D0 we have the decomposition
F (z, λ) = F−(z, λ)F+(z, λ),
where
F−(z, λ) ∈ Λ−∗ GCσ and F+(z, λ) ∈ Λ+C GCσ .
and F−(z, λ) is meromorphic in z ∈ D.
Moreover,
η = F−(z, λ)−1dF−(z, λ)
is a λ−1 · pC − valued meromorphic (1, 0)− form with poles at points of D0 only.
(3) Spelling out the converse procedure in detail we obtain: Let η be a λ−1 · pC − valued
meromorphic (1, 0)− form for which the solution to the ODE
F−(z, λ)−1dF−(z, λ) = η, F−(z0, λ) = e, (2.4)
is meromorphic on D, with D0 as set of possible poles. Then on the open set DI = {z ∈
D \ D0;F (z, λ) ∈ IU} we define F˜ (z, λ) via the factorization IU = (ΛGσ)o · Λ+SGCσ ⊂ ΛGCσ :
F−(z, λ) = F˜ (z, λ)F˜+(z, λ)−1. (2.5)
This way one obtains an extended frame
F˜ (z, λ) = F−(z, λ)F˜+(z, λ)
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of some harmonic map from DI to G/K.
(4) Any harmonic map F : D→ G/K can be derived from a λ−1 · pC − valued meromorphic
(1, 0)− form η on D. Moreover, the two constructions outlined above are inverse to each other
(on appropriate domains of definition), if normalizations at some base point are used.
Remark 2.5. The theorem above also stays correct for M = S2, if one uses extended frames
which are singular at most two points.
Remark 2.6. The restriction above to factorizations on DI has two reasons: one is that there
may be singularities, due to the poles in the potentials. Such a singularity may or may not occur.
Unfortunately, there is yet a second reason for a singularity: it will occur, when the solution
F−(z, λ) leaves the open set IU . Also in this case it can happen that the associated harmonic
map is non-singular. But in general, singularities will remain. When considering eventually
Willmore surfaces, a singularity in the frame may or may not go away. Fortunately, no new
singularities can occur in the process of projecting from the frame to the projective light-cone,
i.e. Sn+2. Therefore, at any rate, for concrete examples of global immersions one needs to make
sure that no singularities occur. In general, in our examples of Willmore “surfaces” we will
produce “possibly branched Willmore surfaces”. But in some cases we will point out that no
branch points do occur.
Definition 2.7. [12], [32]. The λ−1 · pC − valued meromorphic (1, 0) form η is called the
normalized potential for the harmonic map F with the point z0 as the reference point. And
F−(z, λ) given above is called the meromorphic extended frame.
The normalized potential is uniquely determined, if the extended frames are normalized to
e at some fixed base point on M . The normalized potential is usually meromorphic in z.
In many applications it is much more convenient to use potentials which have a Fourier
expansion containing more than one power of λ. And when permitting many (maybe infinitely
many) powers of λ, one can even frequently obtain holomorphic coefficients.
Theorem 2.8. [12], [13]. Let D be a contractible open subset of C. Let F (z, λ) be the frame of
some harmonic map into G/K. Then there exists some V+ ∈ Λ+GCσ such that C(z, λ) = FV+
is holomorphic in z ∈ D and in λ ∈ C∗. Then the Maurer-Cartan form η = C−1dC of C is a
holomorphic (1, 0)−form on D and it is easy to verify that λη is holomorphic for λ ∈ C.
Conversely, Let η ∈ ΛgCσ be a holomorphic (1, 0)− form such that λη is holomorphic for
λ ∈ C, then by the same steps as in Theorem 2.4 we obtain a harmonic map F : D→ G/K.
The matrix function C(z, λ) associated with a holomorphic (1, 0)− form η as in the theorem
will be called the holomorphic extended frame of the harmonic map F .
Remark 2.9. It has been shown in [13] that the theorem above also holds, if one replaces C by
F− and “holomorphic” by “meromorphic”. For more details we refer to [12] and [13].
2.4 Symmetries and monodromy
In surface theory many of the best investigated surfaces have symmetries. Since harmonic maps
frequently occur as Gauss type maps of surfaces, it is natural to investigate harmonic maps with
symmetries.
It has turned out that by a “symmetry” of a harmonic map f : M → G/K one should actually
consider a pair of maps (γ,R), where γ is an automorphism ofM , R is an automorphism of G/K
and the equation f(γ.p) = R.f(p) is satisfied for all p ∈M . Usually one considers primarily the
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universal cover M˜ and the map f˜ : M˜ → G/K which satisfies f˜(γ.z) = R.f(π(z)). For some
moving frame F of f one then obtains γ∗F = RFk, where k is a function from M˜ into G/K. In
the loop group formalism one introduces then the loop parameter λ and obtains the extended
frame Fλ and the equation γ
∗Fλ = ρ(λ)Fk, where the monodromy matrix ρ = ργ takes values
in G and satisfies ρ(λ = 1) = R. More precise statements can be taken from [14] and can be
proven as there.
In particular, the following result can be proven as in [12], [9], [10], [14].
Theorem 2.10. LetM be a Riemann surface which is either non-compact or compact of positive
genus.
(1) Let F : M → G/K be a harmonic map and F˜ its lift to the universal cover M˜ . Then
there exists a normalized potential and a holomorphic potential for F , namely the corresponding
potentials for F˜ .
(2) Conversely, starting from some potential producing a harmonic map F˜ from M˜ to G/K,
one obtains a harmonic map F on M if and only if
(2a) The monodromy matrices χ(g, λ) associated with g ∈ π1(M), considered as automor-
phisms of M˜ , are elements of (ΛGσ)
0.
(2b) There exists some λ0 ∈ S1 such that
F (g.z, g.z, λ = λ0) = χ(g, λ = λ0)F (z, z¯, λ = λ0)
= F (z, z¯, λ = λ0) mod K
(2.6)
for all g ∈ π1(M).
We also need the existence of normalized potentials for harmonic maps from two-spheres.
Theorem 2.11. [13] Every harmonic map from S2 to any symmetric space G/K can be obtained
from some meromorphic normalized potential.
If M has a non-trivial fundamental group, then one is also interested in invariant potentials.
The theorem below has been proven for non-compact M in [10] and [13] and for compact M
in [14] for harmonic maps into the symmetric space G/K = SO+(1, n+ 3)/SO+(1, 3)× SO(n).
A special kind of harmonic maps of this type occur as the conformal Gauss maps of Willmore
surfaces, see [13] for the details.
Theorem 2.12. ([14]) Let M be a Riemann surface.
(1) If M is non-compact, then every harmonic map from M to any symmetric space can be
generated from some holomorphic potential onM , i.e. it can be generated from some holomorphic
potential on the universal cover M˜ of M which is invariant under the fundamental group of M .
(2) If M = S2, then every harmonic map from S2 to any symmetric space can be generated
from some meromorphic potential on S2.
(3) If M is compact, but different from S2, then every harmonic map from M to SO+(1, n+
3)/SO+(1, 3)×SO(n), can be generated by some meromorphic potential defined on M , i.e. from
a meromorphic potential defined on the (contractible) universal cover M˜ of M which is invariant
under the fundamental group of M .
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3 Harmonic maps of finite uniton type
3.1 Finite uniton type harmonic maps defined on simply-connected Riemann
surfaces
In this subsection we denote by M˜ a simply-connected Riemann surface, i.e., S2, E = {z ∈
C | |z| < 1}, or C. Let G/K denote an inner symmetric space and F : M˜ → G/K a harmonic
map.
Definition 3.1. (Finite uniton type – simply-connected domain ) Let M˜ be a simply-connected
Riemann surface. A harmonic map F : M˜ → G/K is called to be of finite uniton type if
some extended frame F of F satisfying F (z0, λ) = e for some base point z0 ∈ M˜ is a Laurent
polynomial in λ.
Recall from [13] that the notion of “extended frame” for harmonic maps from S2 into some
symmetric space permits some singularities, which can be removed locally by changing coordi-
nates and a gauge of the extended frame.
Lemma 3.2. F : M˜ → G/K is of finite uniton type if and only if for any extended frame F˜ of
F , there exists some A(λ) ∈ ΛGσ such that A(λ)F˜ is a Laurent polynomial in λ.
Proof. Assume that A(λ)F˜ is a Laurent polynomial in λ. Set Fˆ = F˜ (z0, λ)
−1F˜ (z, λ). Then Fˆ
is an extended frame of F with Fˆ (z0, λ) = e. And
Fˆ =
(
A(λ)F˜ (z0, λ)
)−1 (
A(λ)F˜ (z, λ)
)
.
Since both
(
A(λ)F˜ (z0, λ)
)−1
and A(λ)F˜ (z, λ) are Laurent polynomials in λ, Fˆ is a Laurent
polynomial in λ.
If F is of finite uniton type, then we have an extended frame F of F which is a Laurent
polynomial in λ and satisfies F (z0, λ) = e. For any extended frame F˜ of F , the expression
Fˆ = F˜ (z0, λ)
−1F˜ is an extended frame of F with Fˆ (z0, λ) = e. Therefore we have Fˆ = FK,
K ∈ K, K(z0) = e and setting A(λ) = F˜ (z0, λ)−1, we obtain the lemma.
Proposition 3.3. Let F : M˜ → G/K be a harmonic map defined on a simply-connected Rie-
mann surfaceM˜ 6= S2. Let z0 ∈ M˜ be a base point and assume that the extended frame F , the
normalized extended frame C and a holomorphic extended frame C˜ all attain the value I at z0.
Then the following statements are equivalent:
(1) F is of finite uniton type.
(2) There exists an extended frame F of F which is a Laurent polynomial in λ.
(3) The normalized extended frame F− is a Laurent polynomial in λ.
(4) Every holomorphic extended frame C only contains finitely many negative powers of λ.
(5) There exists a holomorphic extended frame C which only contains finitely many negative
powers of λ.
If M˜ = S2,then the above claims stay equivalent, if one replaces in the last two statements
the word “holomorphic” by “meromorphic” and admits frames with at most two singularities.
Proof. We first prove the results for the case M˜ 6= S2. Since (1) and (2) are trivially equivalent,
we show next that (2), (3), (4) and (5) are equivalent.
(2) ⇒ (3): This follows from the Birkhoff decomposition of algebraic loops F = F−F+ for
some F+ ∈ Λ+GCσ .
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(3) ⇒ (4): This follows from the Birkhoff decomposition for algebraic loops and the fact
that C = F−C+ for some C+ ∈ Λ+GCσ .
(4) ⇒ (2): Consider the Iwasawa decomposition F = CC˜+ where C˜+ ∈ Λ+GCσ and where F
and C˜+ attain the value e at z0. Since C˜ only contains finitely many negative powers of λ, also
F only contains finitely many negative powers of λ. Since F is real, it is a Laurent polynomial.
(4) ⇔ (5): Note that for any two holomorphic extended frames C1 and C2 there exists some
W+ ∈ Λ+GCσ such that C1 = C2W+ holds.
For the case M˜ = S2, using the proposition for M1 = S
2 \ ∞ and M1 = S2 \ 0 respectively,
one will obtain the proposition.
We wonder, under what conditions the based (at z0) normalized holomorphic extended frame
F− will be a Laurent polynomial. Let η denote the normalized potential F−1− dF− = η. Then
F− can be obtained from η by an application of the Picard iteration. It is easy to see that each
step of the Picard iteration increases the highest occurring power of λ by 1. So F− is a Laurent
polynomial if and only if the Picard iteration stops after finitely many steps. The most natural
reason for the Picard iteration to stop is that the normalized potential η takes values in some
nilpotent Lie algebra. (Note: If η(z) is only nilpotent for every z ∈ M˜ , it does not follow, in
general, that the Picard iteration will stop.)
The following result is a slight generalization of Appendix B of [2], (1.1) of [16]. We would
like to point out, that in particular G does not need to be compact.
Proposition 3.4. Let n ⊂ gC be a nilpotent subalgebra and assume that η is a ( holomorphic or
meromorphic ) potential of some harmonic map such that η(z) ∈ n for all z ∈ M˜ \{ poles of η},
and η only contains finitely many positive powers of λ. Then the harmonic map F : M˜ → G/K
associated with η is of finite uniton type.
Proof. When η(z) ∈ n for all z ∈ M˜ , then it is easy to see that the Picard iteration producing the
solution dC = Cη, C(z0, λ) = e, stops after finitely many steps. Since η is a Laurent polynomial
in λ also the solution C is. By Proposition 3.3, F is of finite uniton type.
Remark 3.5. (1) The conformal Gauss maps of Willmore surfaces (see [13], [28] and [30]) can
be constructed as discussed in the proposition above. In these examples the group G is non-
compact.
(2) For harmonic maps into arbitrary Lie groups G with bi-invariant non-degenerate metric,
one can also produce harmonic maps of finite uniton type following the above procedure by
considering G as the symmetric space (G×G)/G.
(3) Harmonic 2−spheres in U(4) provide standard examples for the proposition ( see Section
5 of [2] or Appendix B of [16] ). In this case the group G = U(4) is compact. These examples
are similar to (2) above, but in a different spirit.
Remark 3.6. In [2] a very satisfactory description of all finite uniton type harmonic maps into
compact inner symmetric spaces was presented. In the next section we will recall the work of [2].
The more general case of arbitrary semisimple inner symmetric target spaces will be discussed
afterwards.
For the construction of examples of Willmore spheres it is very important to know that
harmonic maps defined on M = S2 are of finite uniton type. From Theorem 4.28 and Corollary
4.29 of [13] we know:
Theorem 3.7. ([13]) For every compact or non-compact symmetric space G/K every harmonic
map F : S2 → G/K is of finite uniton type.
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3.2 Monodromy of finite uniton type harmonic maps defined on Riemann
surfaces
The work of Burstall and Guest generalizes the work of Uhlenbeck on harmonic maps F : S2 →
G, G = U(n), to harmonic maps of “finite uniton type” from a general Riemann surface except
S2 into compact Lie groups as well as compact inner symmetric spaces.
Definition 3.8. (Finite uniton type – arbitrary Riemann surface) Let M be a Riemann surface,
compact or non-compact. A harmonic map F : M → G/K is called to be of finite uniton type if
some extended frame F of F , defined on the universal cover M˜ of M and satisfying F (z0, λ) = e
for some base point z0 ∈M , has the following two properties:
(U1) The extended frame F (z, λ) : M → (ΛGCσ )/K is well defined on M (up to two singu-
larities in the case of M = S2) for all λ ∈ S1.
(U2) F (z, λ) is a Laurent polynomial in λ.
We will say “F has a trivial monodromy representation” if (U1) is satisfied.
Remark 3.9. 1) Condition (U1) is a very strong condition. Of course, in the case of a non-
compact simply connected Riemann surface M it is always satisfied. The meaning of it will
become clear in the next proposition.
2) In [14], it was shown that for the finite uniton type harmonic maps of Definition 3.8, there
actually exists some extended frame F for F satisfying F (z0, λ) = e and F (g.z, λ) = F (z, λ),
and not only F (g.z, λ) = F (z, λ)k(z, z¯) for all g ∈ π1(M) when G/K is the symmetric space
related with Willmore surfaces in spheres.
In some cases we need to consider full harmonic maps. Recall that a harmonic map F :
M → G/K is called “full” if only g = e fixes every element of F(M).
Proposition 3.10. Let M be any Riemann surface and let F : M → G/K be a harmonic map
which is full in G/K. Then the following statements are equivalent
(1) The monodromy matrices χ(g, λ), g ∈ π1(M), λ ∈ S1, satisfy χ(g, λ) = e, for all g ∈
π1(M), λ ∈ S1.
(2) Any extended frame F of F is defined on M “modulo K”, i.e. F descends from a map
defined on M˜ with values in ΛGσ to F (z, λ) :M → (ΛGσ)/K.
(3) Any holomorphic extended frame C of F is defined on M “modulo Λ+GCσ” , i.e. C
descends from a map defined on M˜ with values in ΛGCσ to C(z, λ) :M → ΛGCσ/Λ+GCσ .
(4) The normalized meromorphic extended frame F− relative to any base point is defined on
M , i.e. F− descends from a map defined on M˜ with values in Λ−GCσ to F−(z, λ) : M → Λ−GCσ .
Proof. In view of Theorem 3.3 the case M = S2 is trivially satisfied. Hence let’s assume M is
any Riemann surface different from S2. By general theory we have for every g ∈ π1(M) and all
λ ∈ S1 on the universal cover M˜ the equations:
F (g.z, λ) = χ(g, λ)F (z, λ)K(g, z),
C(g.z, λ) = χ(g, λ)C(z, λ)W+(g, z, λ),
F−(g.z, λ) = χ(g, λ)F−(z, λ)L+(g, z, λ),
for some maps K(g, z) : M˜ → K, W+(g, z, λ), L+(g, z, λ) : M˜ → Λ+GCσ , and χ(g, λ) ∈ ΛGσ .
Therefore (1) implies (2), (3) and (4).
“(2) ⇒ (1)”: From the assumption we obtain F (g.z, λ) = F (z, λ)K˜(g, z). This shows
χ(g, λ)F (z, λ)K(g, z) = F (z, λ)K˜(g, z).
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Since F ≡ F mod K, this equation implies
F(z, λ) = χ(g, λ)F(z, λ), for all z ∈M, λ ∈ S1.
When F is full, χ(g, λ) = e follows.
“(4) ⇒ (2)”: If F− is defined on M , then F−(g.z, λ) = F−(z, λ) for all g ∈ π1(M), λ ∈ S1.
But then F = F−F+ satisfies
F (g.z, λ) = F−(z, λ)F+(z, λ)F+(z, λ)−1F+(g.z, λ) = F (z, λ)F+(z, λ)−1F+(g.z, λ).
The reality of F (g.z, λ) and F (z, λ) yields F+(z, λ)
−1F+(g.z, λ) = K(g, z). Hence (2) follows.
“(3) ⇒ (4)”: Assume C is a holomorphic extended frame defined on M . Then C(g.z, λ) =
C(z, λ)B+(g, z, λ) by assumption and F− = CS+ implies
F−(g.z, λ) = C(z, λ)B+(g, z, λ)S+(g.z, λ) = F−(z, λ)T+(g, z, λ).
But since F− = e+O(λ−1), this Birkhoff decomposition is unique and T+(g, z, λ) = e follows.
Remark 3.11. Taking the Maurer-Cartan form η− = F−1− dF− of F− on M˜ we see that in the
proposition we have g∗(η−) = η− for all g ∈ π1(M). However, the invariance of η− under π1(M)
is far from implying any of the statements of the last proposition: the invariance condition
only implies F−(γ.z, λ) = ρ(γ, λ)F−(z, λ) for all γ ∈ π1(M) and some ρ ∈ Λ−∗ GCσ . In general,
γ ∈ π1(M) will not even generate a symmetry of the harmonic map F : M˜ → G/K associated
with η−, and even if γ induces a symmetry of F , this harmonic map will not descend in general
to a map from M to G/K.
However, we have
Corollary 3.12. Let M be a Riemann surface other than S2 and assume η− is a normalized
potential on M˜ which is invariant under π1(M) and induces a harmonic map for which π1(M)
induces symmetries.Assume moreover that the assumption
(∗) b+(λ)F−(z, λ) = F−(z, λ)L+(z, λ) for some b+, L+ ∈ Λ+GCσ
implies
(∗∗) b+(λ) is independent of λ and in K ∩Center(G).
Then the associated family F defined from η− (where F− and F are normalized to attain the
value e at some base point p0 ∈ M˜) descends to M . In particular, F−(z, λ) satisfies (4) of the
last proposition.
Proof. Since g∗(η−) = η− for all g ∈ π1(M), the solution F−(z, λ) to dF− = F−η−, with
F−(z0, λ) = e for some base point z0 ∈ M˜ , satisfies F−(g.z, λ) = ρ(g, λ)F−(z, λ) for all g ∈
π1(M), λ ∈ S1. Here ρ ∈ Λ−∗ GCσ . Since we assume that π1(M) induces symmetries of the
harmonic map F associated with η−, there also exists some χ(g, λ) ∈ ΛGσ such that F−(g.z, λ) =
χ(g, λ)F−(z, λ)L+(g, z, λ) for all g ∈ π1(M), λ ∈ S1. As a consequence, ρ(g, λ)F−(z, λ) =
χ(g, λ)F−(z, λ)L+(g, z, λ) and χ(g, λ)−1ρ(g, λ)F−(z, λ) = F−(z, λ)L+(g, z, λ) follows. Setting
z = z0 we infer χ
−1ρ = b+ ∈ Λ+GCσ and
b+(λ)F−(z, λ) = F−(z, λ)L+(z, λ).
By our assumption, b+(λ) = c
−1is in the center of G and also in K. As a consequence, ρ · c =
χ ∈ Λ−GCσ ∩ ΛGσ . Hence ρ = e follows, implying (4) of Proposition 3.10.
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Remark 3.13. The assumption (∗) occurs in the discussion of equivariant cylinders and of tori
in the loop group approach to CMC surfaces in R3 and (∗∗) is satisfied at least, if the surface
does have umbilical points [9]. We do not know whether a similar geometric result holds in the
situation considered here for Willmore surfaces.
Remark 3.14. 1. In the last proposition we have seen that the condition g∗η− = η− for all
g ∈ π1(M), is a necessary condition for the extended frame F to be defined on M . Under an
additional condition it is even sufficient. (This additional condition says that the isotropy group
of the dressing action at the given harmonic map is trivial. See the last corollary.) Therefore
for the existence of extended frames from Riemann surfaces to G/K it is necessary (and almost
sufficient) to find normalized potentials which are invariant under π1(M).
2. Our definition of “finite uniton harmonic map” given above requires an invariant normal-
ized potential (condition (U1)), but also requires in addition a “Laurent polynomial condition”
(condition (U2)). We will discuss this in more detail in the next subsections. For harmonic
maps from S2 into U(n) Uhlenbeck has shown these conditions to hold.
3.3 Description of normalized potentials producing harmonic maps of finite
uniton type
We have seen in the last subsection that for the construction of finite uniton type harmonic
maps it would certainly suffice to consider only normalized potentials η = λ−1η−1dz on M˜ such
that g∗η− = η− for all g ∈ π1(M) holds. A priori we have M˜ = C, E= open unit disk, or S2.
If the original surface M is non-orientable, then one considers a two-fold cover Mˇ of M
which is orientable. Clearly, these two surfaces have the same universal cover. Therefore, every
harmonic map from any surface M , orientable or not, can be generated from some matrix
valued meromorphic 1-form defined on M˜ which is invariant under the fundamental group of
some Riemann surface Mˇ . In this paper we will mainly consider harmonic maps defined on
Riemann surfaces, but by what was said just above, one can also produce harmonic maps from
non-orientable surfaces if one incorporates the 2 : 1 projection from a Riemann surface to a
non-orientable surface. How this can be done has been shown in several cases in [14]. So let’s
assume now that M is a Riemann surface. In the cases M˜ = C or E, the equation g∗η− = η− is
equivalent with g∗(pdz) = pdz for each matrix entry pdz of η. This equation is equivalent with
p(g.z) = (cz + d)2p(z) (3.1)
where
g =
(
a b
c d
)
, g ∈ π1(M), g.z = az + b
cz + d
. (3.2)
Such meromorphic (matrix) functions are called (matrix) “modular forms” of weight 2 with
respect to Γ = π1(M). Clearly, there exist many (matrix) modular forms of weight 2, but most
of them will not yield finite uniton type harmonic maps.
In the remarkable paper [2], Burstall and Guest have given a much more restrictive de-
scription of those normalized potentials which produce finite uniton type harmonic maps. In
particular, our condition (U2) has been rephrased in a very simple form. But they have used
exclusively compact inner symmetric spaces G/K. To make their work applicable to cases where
G/K is a non-compact inner symmetric space, and in particular to the situation occurring in
the discussion of Willmore surfaces in Sn, we have proven
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Theorem 3.15. ([13]) Let G/K = G˜/K˜ be a non-compact inner symmetric space with G˜
simply-connected . Let U˜/(U˜ ∩ K˜C) denote the dual compact symmetric space. Then the space
U˜/(U˜ ∩ K˜C) is inner and ΛG˜Cσ = ΛU˜Cσ holds.
Let F : M˜ → G/K = G˜/K˜ be a harmonic map, where M˜ is a simply-connected Riemann
surface. Let F denote an extended frame of F . For F define FU˜ via the Iwasawa decomposition
F = FU˜S+, with FU˜ ∈ ΛU˜σ, S+ ∈ Λ+U˜Cσ . Then FU˜ : M˜ → U˜/U˜ ∩ K˜C, FU˜ ≡ FU˜ mod U˜ ∩ K˜C,
is a harmonic map.
Moreover, the harmonic maps F and FU˜ have the same normalized potential.
As a consequence of the theorem above we obtain (see also Corollary 4.29 of [13])
Corollary 3.16. Let F :M → G/K = G˜/K˜ be a harmonic map. Then
(1) F satisfies (U1) if and only if FU˜ satisfies (U1).
(2) F satisfies (U2) if and only if FU˜ satisfies (U2).
Therefore F is of finite uniton type if and only if FU˜ is of finite uniton type.
Proof. Let F : M˜ → G˜/K˜ denote an extended frame of F . Then we have F = FU˜S+ as stated
in Theorem 5.1. We need to verify the properties (U1) and (U2) in Definition 3.8.
(U2): If F is a Laurent polynomial in λ, then FU˜ contains only finitely many negative powers
of λ since FU = F (S+)
−1. Since FU satisfies also a reality condition, FU is a Laurent polynomial.
The converse statement follows by interchanging of F and FU˜ .
(U1): For the case of M = S2, see [13]. If M is different from S2,
F (g.z, λ) = χ(g, λ)F (z, λ)K(g, z) for all g ∈ π1(M)
with K(g, z) ∈ K and χ ∈ ΛG˜σ. Assume now that F satisfies (U1). Then, w.l.g. χ(g, λ) = e for
all g ∈ π1(M). Inserting F = FU˜S+ we obtain
FU˜ (g.z, λ) = FU˜ (z, λ)u(g, z), u ∈ U˜ ∩ K˜C,
where u(g, z) = S+(z, λ)k(g, z)S+(g.z, λ)
−1. In particular, FU˜ induces the map FU˜ : M →
(ΛUσ)/(U ∩KC) and thus FU˜ satisfies (U1).
Assume now that FU˜ satisfies (U1). Hence FU˜ (g.z, λ) = FU˜ (z, λ)u(z) for all g ∈ π1(M) and
substituting u(g, z) from above we obtain
F (g.z, λ) = F (z, λ)u(z)−1u(g, z).
Hence F and then also F satisfy (U1).
Altogether we thus have shown that F satisfies (U1) and (U2) if and only if FU˜ satisfies
(U1) and (U2).
Thus finding the normalized potentials of the finite uniton type harmonic maps F into
the non-compact inner symmetric space G/K means finding the normalized potentials for the
corresponding finite uniton type harmonic maps FU˜ into the compact dual U˜/(U˜ ∩ K˜C). The
latter task is greatly simplified by [2].
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3.4 Remarks on monodromy, dressing and some application on Willmore
surfaces
Above we have defined finite uniton harmonic maps by the conditions (U1) and (U2) of Definition
3.8. The condition (U1) is always satisfied if M is simply connected. (Even for the case of
M = S2 one can say this in view of [13], Theorem 4.13.) In the literature one can find many
results based only on (U1). Corollary 3.16 yields immediately
Proposition 3.17. With the assumptions and the notations of Theorem 5.1 the following state-
ments are equivalent:
(1) F has trivial monodromy.
(2) FU has trivial monodromy.
A particularly interesting feature of harmonic maps with trivial monodromy is that these
classes of harmonic maps are invariant under dressing.
Recall (e.g. [12], see also [17], [3], [11], [26]) that for h+ ∈ Λ+GCσ and the extended frame F
of some harmonic map F : M˜ → G/K we consider the Iwasawa splitting
h+F = Fˆ δWˆ+. (3.3)
Then Fˆ defines (locally, on a perhaps smaller simply connected domain M˜ ′) again a harmonic
map
Fˆ := h+♯F : M˜ ′ → G/K, Fˆ := Fˆ mod K. (3.4)
In general, if F descends to a harmonic map Fλ0 : M → G/K, the corresponding dressed
harmonic map h+♯Fλ0 will not descend to M . However, we obtain
Theorem 3.18. If F : M˜ → G/K is a harmonic map with trivial monodromy, then the asso-
ciated family Fλ consists of harmonic maps with trivial monodromy and all dressed harmonic
maps h+♯Fλ, h+ ∈ Λ+GCσ , have trivial monodromy modulo K.
Proof. If F has trivial monodromy, then F (g.z, λ) = F (z, λ)K(g, z) for all g ∈ π1(M), λ ∈ S1,
where F is an extended frame of F . The dressing operation then yields
h+F (g.z, λ) = h+F (z, λ)K(g, z),
hence
Fˆ (g.z, λ)δWˆ+(g.z, λ) = Fˆ (z, λ)δWˆ+(z, λ)K(g, z)
and therefore
Fˆ (g.z, λ) = Fˆ (z, λ)Kˆ(g, z),
where Kˆ(g, z) = Wˆ+(z, λ)K(g, z)Wˆ+(g.z, λ)
−1.
Corollary 3.19. If F : M → G/K is a harmonic map of finite uniton type and h+ ∈ Λ+GCσ .
Then the dressed harmonic map h+♯Fλ is a harmonic map of finite uniton type on M .
Proof. Condition (U1) for h+♯Fλ follows from Theorem 3.18. It is easy to verify that h+F =
Fˆ Wˆ+ implies that Fˆ only contains finitely many negative powers of λ if F does. But Fˆ is
real and the claim follows. Also note that if F (z0, λ) = I the one can assume w.l.g. that also
Fˆ (z0, λ) = I holds.
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Now let us turn to some concrete examples. Following the steps of [14], for the symmetric
space defined for Willmore surfaces ([13], [14]),we obtain
Theorem 3.20. The following statements are equivalent for harmonic maps into the symmetric
space G/K = SO+(1, n + 3)/SO+(1, 3) × SO(n), where w.l.g. M is different from S2:
(1) F :M → G/K has trivial monodromy.
(2) Fλ :M → G/K has trivial monodromy.
(3) There exists some extended frame F which satisfies
F (g.z, λ) = F (z, λ) for all λ ∈ S1, g ∈ π1(M).
(4) The integrated normalized potential F− of the harmonic map F : M → G/K satisfies
F−(g.z, λ) = F−(z, λ) for all λ ∈ S1, g ∈ π1(M).
(5) There exists a holomorphic extended frame C for the harmonic map F which satisfies
C(g.z, λ) = C(z, λ) for all λ ∈ S1, g ∈ π1(M).
Clearly, (4) implies that the normalized potential is invariant under π1(M). The converse,
however, is not true.
In view of Proposition 3.17, in the case of harmonic maps into the symmetric space SO+(1, n+
3)/SO+(1, 3)×SO(n), our original definition (U1) , namely F (g.z, λ) = F (z, λ)K(g, z) for all g ∈
π1(M), λ ∈ S1, is already assumed throughout the whole paper in [2].
4 Burstall-Guest theory in terms of DPW
In this section, we will recall the work of Burstall and Guest on harmonic maps of finite uniton
type needed in this paper and then translate it into the language of [12]. For more details on
Burstall and Guest’s work, we refer to [2] and [16]. Note, in their work, G is assumed to be a
connected, compact, semi-simple real Lie group with trivial center, and with g its Lie algebra
and GC its complexification. In this section we use same assumptions, except in subsection 4.1,
where we will assume that G can also be non-compact, since in this subsection the contents work
for all cases. Note that we can assume w.l.g. that G has no center, since for an inner symmetric
space G/K the center of G is always contained in the connected component of the fixed point
group of the involution defining the symmetric space.
4.1 Review of extended solutions
In this subsection, we compare/unify the notation used in [27], [2] and [12]. For a harmonic map
F : D→ G in [27] [2] usually “extended solutions” are considered, while in [12] always “extended
frames” are used. In this subsection we will explain the relation between these definitions. Note
that some detailed discussions can also be found in [7]. We start by relating the different loop
parameters used in [27] and in [2], [12].
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4.1.1 Extended solutions for harmonic maps into Lie groups
To begin with, we first recall the definition of extended solutions following Uhlenbeck [27] (see
also [2]). Let D ⊂ C be a simply-connected domain and F : D→ G a harmonic map. Set
A =
1
2
F−1dF = A(1,0) + A(0,1).
Consider the equations 
∂zΦdz =
1
2
(
1− λ˜−1
)
ΦA(1,0),
∂z¯Φdz¯ =
1
2
(
1− λ˜
)
ΦA(0,1).
(4.1)
Assume that F(z∗) = e holds. Then, by Theorem 2.2 of [27] (Theorem 1.1 of [2]), there exists a
unique solution Φ(z, z¯, λ˜) to the above equation such that
Φ(z, z¯, λ˜ = 1) = e, Φ(z, z¯, λ˜ = −1) = F and Φ(z∗, z¯∗, λ˜) = e. (4.2)
Φ(z, z¯, λ˜) is called the normalized (at z∗) extended solution of the harmonic map F.
Note, in [27] the normalization Φ(z∗, z¯∗, λ˜) = e is primarily used in the first part of the
paper, but not much in the second part. In [2] this normalization is not used in general. We
will therefore use the expression normalized extended solution where this is in place.
It is straightforward to see that
Lemma 4.1. ([2]) Let Φ(z, z¯, λ˜) be the extended solution of the harmonic map F as above. Let
γ ∈ ΩG. Then γ(λ)Φ(z, z¯, λ˜) is an extended solution of the harmonic map γ(−1)F(z, z¯).
Next we relate what we just recalled from [27] to the approach of [12].
We follow Section 9 of [7] and consider the Lie group G with bi-invariant metric as a symmet-
ric space (G×G)/∆, where ∆ = {(g, g); g ∈ G} and the involution σ is given by σ(g, h) = (h, g).
Then for a harmonic map F : M → G one considers the global frame F : M → G×G, given by
F (z, z¯) = (f(z, z¯), e).
Following [12] one needs to decompose the Maurer-Cartan form α = F−1dF of F into the
eigenspaces of σ and to introduce the loop parameter λ. One obtains (see [7], formula (68)):
αλ =
(
1
2
(
1 + λ−1
)
α′ +
1
2
(1 + λ)α′′,
1
2
(
1− λ−1)α′ + 1
2
(1− λ)α′′
)
. (4.3)
As a consequence, the extended frame Fλ = F (z, z¯, λ) obtained from αλ by integration is of the
form
F (z, z¯, λ) = (Φ(z, z¯,−λ),Φ(z, z¯, λ)) (4.4)
For its importance we phrase the following observation as
Theorem 4.2. Let G be a connected, compact or non-compact, semi-simple real Lie group with
trivial center. Let F : D → G be a harmonic map. Then representing an extended frame F into
the symmetric space G = (G×G)/∆ by a pair of functions , F (z, z¯, λ) = (Φ(z, z¯,−λ),Φ(z, z¯, λ)),
the second component is an “extended solution” for F in the sense of Uhlenbeck [27].
Note, in this theorem no normalization is given (nor required). It is also clear that in the
case under consideration we can work w.l.g. with based loops. Moreover, the loop parameter
used in [27] is the same as the one used in [12].
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The extended normalized frame F− is obtained from F by a Birkhoff decomposition, and
this decomposition is performed componentwise. Thus
F−(z, z¯, λ) = (Φ−(z, z¯,−λ),Φ−(z, z¯, λ)) , (4.5)
and the corresponding Maurer-Cartan forms are multiples of λ−1. As a consequence, Φ−(z, z¯, λ)
will also be called normalized (meromorphic) frame of F and its Maurer-Cartan form A =
Φ−(z, z¯, λ)−1dΦ−(z, z¯, λ) will be called normalized (meromorphic) potential of F.
4.1.2 Extended solutions and extended frames for harmonic maps into symmetric
spaces
Consider a harmonic map f : M → G/Kˆ into a symmetric space with inner involution σ,
given by σ(g) = hgh−1 and with (Fixσ(G))0 ⊂ K ⊂ Kˆ = Fixσ(G). Since we are primarily
interested in potentials for harmonic maps it does not matter which K we take. Therefore, in
this subsection we will always use K = Kˆ. By F denote the extended frame which is normalized
to F (z∗, z¯∗, λ) = I at some base point z = z∗ for all λ ∈ S1. Then the composition of the
harmonic map f with the Cartan embedding ([2], [7] or Section 4 of [13]) yields the harmonic
map F0 = C ◦ f into G and we have
F0(z, λ) = C ◦ f(z) = F (z, z¯, λ)σ(F (z, z¯, λ))−1 = F (z, z¯, λ) · h · F (z, z¯, λ)−1 · h−1. (4.6)
Now one should observe that the harmonic map F0 discussed so far does not satisfy (F0)2 = I.
In [2], the harmonic map is assumed to satisfy this condition. So we set
F = F0h = C ◦ f(z)h = F (z, z¯, λ) · h · F (z, z¯, λ)−1. (4.7)
Now F is a harmonic map with F2 = I. For this harmonic map F, we compute
A =
1
2
F−1dF
=
1
2
(
FλhF
−1
λ
)−1
d(FλhF
−1
λ )
=
1
2
Fλ
(
h−1αλh
)
F−1λ −
1
2
dFλF
−1
λ
=
1
2
Fλ (α−λ − αλ)F−1λ
= −Fλ
(
λ−1α′p + λα
′′
p
)
F−1λ .
Hence Uhlenbeck’s differential equation (4.1) for Φ(z, z¯, λ, λ˜) becomes{
∂zΦ = −Φ(1− λ˜−1)λ−1Fλα′pF−1λ
∂z¯Φ = −Φ(1− λ˜)λFλα′′pF−1λ
(4.8)
Note that here the original DPW loop parameter λ is different from the loop parameter λ˜
introduced in [27] and above. From (4.8) it is natural to consider the Maurer-Cartan form A˜ of
Φ(z, z¯, λ, λ˜)F (z, z¯, λ). One obtains:
A˜ = −(1− λ˜−1)λ−1α′p − (1− λ˜)λα′′p + αλ = λ˜−1λ−1α′p + αk + λ˜λα′′p = αλ˜λ. (4.9)
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Ignoring all initial conditions, we derive
F (z, z¯, λλ˜) = A(λ, λ˜)Φ(z, z¯, λ, λ˜)F (z, z¯, λ). (4.10)
Especially, setting λ = 1 we obtain
F (z, z¯, λ˜) = A(1, λ˜)Φ(z, z¯, 1, λ˜)F (z, z¯, 1). (4.11)
As a consequence, the normalized extended frame F and the normalized extended solution Φ
satisfy the relation
Φ(z, z¯, λ, λ˜) = F (z, z¯, λλ˜)F (z, z¯, λ)−1
since at the base point F (z0, z¯0, λλ˜) = e, Φ(z0, z¯0, λ, λ˜) = e. Putting λ = 1 and renaming λ˜ by
λ we obtain
Φ(z, z¯, λ) = F (z, z¯, λ)F (z, z¯, 1)−1
Note that Φ is for normalized extended frame and normalized extended solution in the based
loop group and yields the harmonic map F = F (z, z¯,−1)F (z, z¯, 1)−1 for λ = −1.
Corollary 4.3. The normalized extended solution Φ, and the normalized, σ−twisted extended
frame F satisfies 1
Φ(z, z¯, λ) = F (z, z¯, λ)F (z, z¯, 1)−1. (4.12)
In particular, Φ is contained in the based loop group ΩG, satisfying (Φ)2 = I. Moreover, for
λ = −1 we obtain the harmonic map F(z, λ = −1).
4.2 Finite uniton type a` la Burstall-Guest for harmonic maps into compact
Lie groups
Let us recall from [2], to begin with, the definition of harmonic maps of finite uniton type into
Lie groups. In view of Section 3.4 , this definition is equivalent with the one given in Definition
3.8.
Definition 4.4. ([27], [2].) Let F :M → G be a harmonic map into a real Lie group G. Assume
there exists a global extended solution Φ(z, λ) : M → ΛGC (i.e., F has trivial monodromy). We
say that F has finite uniton number k if (see (2.3) for definition of ΩkalgG)
Φ(M) ⊂ ΩkalgG, and Φ(M) * Ωk−1alg G. (4.13)
In this case we write r(Φ) = k and the minimal uniton number of F is defined as
r(F) := min{r(γAd(Φ))|γ ∈ ΩalgAdG}.
Remark 4.5. One of the main goals of this paper is a characterization of the normalized potentials
of all finite uniton type harmonic maps into G/K. The potential for such a harmonic map is
the same as the potential for the induced harmonic map into G/Kˆ , where Kˆ = Gσ, since the
different Cartan maps have the same images C(gK) = C(gKˆ) for all g ∈ G. We will therefore
always assume in this section Kˆ = Gσ . In this case the Cartan map C actually is an embedding.
1A similar formula appears in Section 8 of [27] in the discussion of harmonic maps into Grassmannians.
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Remark 4.6. If M is simply connected, then a global extended solution Φ(z, λ) : M → ΛGC
always exists, also in the case M = S2 (See [27], [25], [2]). This is in contrast to the case of
extended frames (See [13]) which on S2 need to have (finitely many) singularities due to the
topology of S2. In general, the extended solution may not exist globally onM ifM is not simply
connected (see e.g. Theorem 2.2 of [27]).
We refer to subsections 4.1.1 and 4.1.2 for the relation between extended solutions and
extended frames for harmonic maps into Lie groups and for the case of harmonic maps into
symmetric spaces.
Now let us turn to the Burstall-Guest theory for harmonic maps into Lie groups of finite
uniton type. Let T ⊂ G be a maximal torus of GC with t the Lie algebra of T . We can identify
all the homomorphisms from S1 to T with the integer lattice I := (2π)−1 exp−1(e) ∩ t in t via
the map
I = (2π)−1 exp−1(e) ∩ t −→ {homomorpisms from S1 to T},
ξ 7−→ γξ, (4.14)
where γξ : S
1 → T is defined by
γξ(λ) := exp(tξ), for all λ = e
it ∈ S1. (4.15)
Let C0 be a fundamental Weyl chamber of t. Set I ′ = C0 ∩ I. Then I ′ parameterizes the
conjugacy classes of homomorphisms S1 → G. Let ∆ be the set of roots of gC. We have the
root space decomposition gC = tC ⊕ ( ⊕
θ∈∆
gθ). Decompose ∆ as ∆ = ∆
− ∪∆+ according to C0.
Let θ1, · · · , θl ∈ ∆+ be the simple roots. We denote by ξ1, · · · , ξl ∈ t the basis of t which is dual
to θ1, · · · , θl in the sense that θj(ξk) =
√−1δjk.
Definition 4.7. (p555 of [2]) An element ξ in I ′\{0} is called a canonical element, if ξ =
ξj1 + · · ·+ ξjk with ξj1 , · · · , ξjk ∈ {ξ1, · · · , ξl} pairwise different. In other words, for every simple
root θj, we have that θj(ξ) only attains the values 0 or
√−1.
For θ ∈ ∆ and X ∈ gθ we obtain
adξX = θ(ξ)X and θ(ξ) ∈ √−1Z.
Let gξj be the
√−1 · j − eigenspace of adξ. Then
g
ξ
j = ⊕
θ(ξ)=
√−1j
gθ, and g
C = ⊕
j
g
ξ
j . (4.16)
We define the height of ξ as the non-negative integer
r(ξ) = max{j| gξj 6= 0 }. (4.17)
Lemma 4.8. (Lemma 3.4 of [2], [4]) Let ξ =
∑k
i=1 njiξji ∈ I ′ with nji > 0. Set ξcan =
∑k
i=1 ξji.
Then we have
g
ξ
0 = g
ξcan
0 ,
∑
0≤j≤r(ξ)−1
g
ξ
j+1 =
∑
0≤j≤r(ξcan)−1
g
ξcan
j+1 . (4.18)
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Set 
f
ξ
j := ⊕
k≤j
g
ξ
k,
(fξj)
⊥ := ⊕
j<k≤r(ξ)
g
ξ
k,
u0ξ := ⊕
0≤j<r(ξ)
λj(fξj)
⊥ ∈ Λ+gCσ .
(4.19)
Then we can state one of the main results of [2]
Theorem 4.9. (Theorem 1.2, Theorem 4.5, and P. 560 of [2]) Assume G is connected, compact,
and semisimple with trivial center.
(i). Let Φ : M → ΩkalgG be an extended solution of finite uniton number. Then there exists
some canonical ξ ∈ I ′, some γ ∈ ΩalgG, and some discrete subset D′ ⊂M , such that on M \D′,
γΦ = expCγξ(Φ
+
ξ )
−1, (4.20)
where C : M → u0ξ is a (vector-valued) meromorphic function with poles in D′ and Φ+ξ :M\D′ →
Λ+gCσ . Let z0 ∈M \D′ be some base point with C0 = C(z0) ∈ u0ξ and Φ(z0, λ) ∈ ΩkalgG.
Moreover, for the Maurer-Cartan form of expC, we have
(expC)−1(expC)z =
∑
0≤j≤r(ξ)−1
λjA′j, with A
′
j ⊂ gξj+1 for all 0 ≤ j ≤ r(ξ)− 1. (4.21)
(ii). Conversely, let ξ ∈ I ′ be a canonical element and C : M → u0ξ a meromorphic function
satisfying (4.21). Let D′ ⊂M be the set of poles of C, then Φ = expCγξ(Φ+ξ )−1 is an extended
solution of finite uniton number on M\D′.
Remark 4.10. By Lemma 4.1, since Φ(z, z¯, λ) is an extended solution of a harmonic map
Φ(z, z¯,−1), then γΦ(z, z¯, λ) is an extended solution of the harmonic map γ(−1)Φ(z, z¯,−1),
which is congruent to the harmonic map Φ(z, z¯,−1). So w.l.g. we can always assume that there
exists an extended solution with γ = e in general.
Remark 4.11. On page 560 of [2], the elements A′j are defined so that they take values in
f
ξ
j+1 =
∑
k≤j+1 g
ξ
k which is due to the harmonicity of F. In view of the restriction on C to take
values in u0ξ , the computations on page 561 of [2] for (expC)
−1(expC)z imply that A′j takes
values in
∑
k≥j+1 g
ξ
k. Therefore A
′
j ∈ gξj+1 as stated above.
4.3 Finite uniton type a` la Burstall-Guest for harmonic maps into symmetric
spaces
Let’s now consider some harmonic map f :M → G/K fromM into some inner symmetric space.
As pointed out before, the inner symmetric space G/Kˆ , defined by σ : G → G, σ(g) = hgh−1
for all g ∈ G, and Kˆ = Gσ , can be embedded into G via the Cartan map C . Working this out
we obtain
C(gK) = gσ(g)−1 = ghg−1h−1, (4.22)
for all g ∈ G.
Defining Rh to mean the isometry: “multiplication on the right by h”, we see that the map
Rh ◦ C maps f(M) into the set {g ∈ G|g2 = e}. In this way, we see that, as stated in [2],
G/Kˆ ∼= some connected component of √e, √e := {g ∈ G|g2 = e},
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where the isometry is given by Rh ◦ C.
Let
T : ΩG→ ΩG, T (γ)(λ) = γ(−λ)γ(−1)−1
be an involution of ΩG (See Section 2.2) with the fixed point set
(ΩG)T = {γ ∈ ΩG|T (γ) = γ}.
Theorem 4.12. (Proposition 5.3, Theorem 5.4 of [2].) Assume that G is connected, compact,
and semisimple with trivial center.
(i). Let Φ : M → (ΩkalgG)T be an extended solution of finite uniton number. Then there
exists some canonical element ξ in I ′, some γ ∈ ΩalgG, and some discrete subset D′ of M such
that on M \D′,
γΦ = expCγξ(Φ
+
ξ )
−1, (4.23)
where C :M \D′ → (u0ξ)T is a holomorphic function and
(u0ξ)T =
⊕
0≤2j<r(ξ)
λ2j(fξ2j)
⊥.
Moreover, ξ satisfies
G/Kˆ ∼= {g(exp πξ)g−1|g ∈ G}. (4.24)
(ii). Conversely, let ξ ∈ I ′ be a canonical element. Let C : M → (u0ξ)T be a meromorphic
function such that
(expC)−1(expC)z =
∑
0≤2j≤r(ξ)−1
λjA′2j , with A
′
2j :M → gξ2j+1, 0 ≤ 2j ≤ r(ξ)− 1. (4.25)
Let D′ ⊂M be the set of poles of C, then ΦM\D′ = γ−1ξ expCγξ(Φ+ξ )−1 is an extended solution
of finite uniton number from M\D′ into G/Kˆ ∼= {g(exp πξ)g−1|g ∈ G} ⊂ G.
Note that a generalization of Burstall and Guest’s theory for general compact symmetric
spaces can be found in [20].
4.4 The Burstall-Guest theory in terms of DPW
Using the above theorems, we can derive the normalized potential of harmonic maps of finite
uniton type, showing that they are meromorphic 1-forms taking values in a fixed nilpotent Lie
algebra, which has been explained in Appendix B of [2] and in Theorem 1.11 of [16] for the
compact case.
Theorem 4.13. Let G be a connected, semisimple compact Lie group with trivial center.
(i). Let F : M → G be a harmonic map of finite uniton number. Then there exists some
canonical element ξ in I ′ and some discrete subset D′ of M such that F− := γ−1ξ expCγξ is a
meromorphic extended frame of F with the normalized potential having the form
η := F−1− dF− = λ
−1 ∑
0≤j≤r(ξ)−1
A′jdz, (4.26)
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where A′j :M \D′ → gξj+1 is a meromorphic function with poles in D′. Moreover, at some base
point z0 ∈M \D′ we have
F−(z0) = F−0 := γ−1ξ expC(z0)γξ ∈ Λ−GC, C(z0) ∈ u0ξ . (4.27)
Conversely, given a meromorphic normalized potential η taking values in λ−1·∑0≤j≤r(ξ)−1 gξj+1
and an initial condition of F− of the form (4.27), the Iwasawa decomposition of the solution F−
to
F−1− dF− = η, F−(z0) = F−0 (4.28)
gives a harmonic map F of finite uniton number in G.
(ii). Let F : M → G/Kˆ be a harmonic map of finite uniton number. Embed G/Kˆ into G as
totally geodesic submanifold via the Cartan embedding. Then there exists some canonical ξ ∈ I ′,
some discrete subset D′ ⊂M , such that
G/Kˆ ∼= {g(exp πξ)g−1|g ∈ G}, (4.29)
and that F− := γ−1ξ expCγξ is a meromorphic extended frame of F with the normalized potential
having the form
η = F−1− dF− = λ
−1 ∑
0≤2j≤r(ξ)−1
A′2jdz, (4.30)
where A′2j : M \D′ → gξ2j+1 is a meromorphic map. And at the base point z0
F−(z0) = F−0 := γ−1ξ expC(z0)γξ ∈ Λ−GC, C(z0) ∈ (u0ξ)T . (4.31)
Conversely, given a meromorphic normalized potential η taking values in λ−1 ·∑0≤2j≤r(ξ)−1 gξ2j+1
and an initial condition of F− of the form (4.31), the Iwasawa decomposition of the solution F−
to
F−1− dF− = η, F−(z0) = F−0, (4.32)
gives the extended frame of a harmonic map of finite uniton number into {g(exp πξ)g−1|g ∈
G} ∼= G/Kˆ.
Remark 4.14. Note that η in (4.27) is not the usual normalized potential, since the harmonic
map is mapped into the Lie group G instead of G/K and we do not have the initial condition
I. For convenience we still call it “normalized potential”. For more relations between η and the
real normalized potential (when embedding G to construct a harmonic map into G×G/G), we
refer to [7], Remark 4.15 of [13] and Section 3.
Proof. (i) First we note that by page 557 in [2], for any element X ∈ gξj+1, γ−1ξ Xγξ = λ−j−1X.
Together with the definition of C, we have γξ
−1 expCγξ ∈ Λ−GC.
By Lemma 4.1 and Theorem 4.9, we see that the extended solution Φ˜ ( of the harmonic map
γ−1ξ (−1)Φ(z, z¯,−1) ) results from the Iwasawa decomposition of γξ−1 expCγξ:
Φ˜ = γξ
−1 expCγξV+, with Φ˜ ∈ ΩG, γξ−1 expCγξ ∈ Λ−GC, V+ ∈ Λ+GC. (4.33)
From Section 5, we know (by abuse of notation) that Φ˜ has the same factor in Λ−∗ GC as the
extended frame of γ−1ξ (−1)Φ(z, z¯,−1) = γ−1ξ (−1)F.
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Note that γξ
−1 expCγξ takes values in Λ−GC. So it is a normalized meromorphic frame of
γ−1ξ (−1)F (See also Appendix B of [2]). Therefore it suffices to describe γξ−1 expCγξ to obtain
Φ˜ and hence the corresponding harmonic map.
Now consider the Maurer-Cartan form of γ−1ξ expCγξ. We have
(γ−1ξ expCγξ)
−1d(γ−1ξ expCγξ) = (γ
−1
ξ expCγξ)
−1(γ−1ξ expCγξ)zdz
= γ−1ξ
(
expC−1(expC)z
)
γξdz,
since γξ is independent of z.
By (4.21) in Theorem 4.9,
(expC)−1(expC)z =
r(ξ)−1∑
j=0
λjA′j with A
′
j : M → gξj+1, 0 ≤ j ≤ r(ξ)− 1. (4.34)
So
(γ−1ξ expCγξ)
−1(γ−1ξ expCγξ)z = γ
−1
ξ
 ∑
1≤j≤r(ξ)−1
λjA′j
 γξ = ∑
1≤j≤r(ξ)−1
λj(γ−1ξ A
′
jγξ). (4.35)
By page 557 in [2], for any element X ∈ gξj+1, γ−1ξ Xγξ = λ−j−1X. Since A′j takes values in gξj+1,
we have
γ−1ξ A
′
jγξ = λ
−j−1A′j .
As a consequence,
(γ−1ξ expCγξ)
−1(γ−1ξ expCγξ)z =
∑
1≤j≤r(ξ)−1
λj(γ−1ξ A
′
jγξ) = λ
−1 ∑
1≤j≤r(ξ)−1
A′j.
The converse is straightforward. Note that (4.34) is equivalent to (4.26) by the above com-
putations. And expC satisfying (4.34) ensures Φ (in Theorem 4.12) as well as Φ˜ being extended
solutions (as a consequence of Proposition 4.4 of [2]).
For (ii), one only needs to restrict the above results to the case A′2j+1 = 0 for all j by (ii) of
Theorem 4.9.
Remark 4.15. The initial condition F−0 of Theorem 4.13 can be removed by using dressing (See
Theorem 1.11 of [16]). Assume that Fˆ−1− dFˆ− = η, Fˆ−(z0) = e. Then F− = F−0Fˆ−. By Iwasawa
splitting we have
F− = FF+, Fˆ− = Fˆ Fˆ+.
Assume that F−0 = γ0γ+ with γ0 ∈ ΛG, γ+ ∈ Λ+GC. Therefore we have
FF+ = γ0γ+Fˆ Fˆ+.
As a consequence, we obtain
γ+Fˆ = γ
−1
0 FF+Fˆ
−1
+ .
Hence
γ+♯Fˆ = γ
−1
0 F. (4.36)
So up to an rigid motion γ−10 , F is the dressing of Fˆ by γ+ (compare Corollary 3.19).
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4.5 On the initial conditions of normalized meromorphic frames
This subsection is to show that it suffices to consider the cases where the initial condition in
Theorem 4.13 is the identity matrix. To this end, we need some preparations.
First, for an arbitrary element ξ, we have the following decompositions
gC =
∑
j
gξj =
∑
j≥0
gξj
⊕
∑
j<0
gξj
 = pr⊕ q. (4.37)
On the Lie group level, let PR be the Lie subgroup of GC with Lie algebra pr and let Q denote
the Lie subgroup of GC with Lie algebra q. Let W denote the Weyl group of G. Then we have
the decomposition (see for example [8])
GC =
⋃
ω∈Wξ
PR · ω ·Q. (4.38)
where Wξ is some quotient ξ of W.
Theorem 4.16. The map PR × Q −→ PR · Q ⊂ GC is a holomorphic diffeomorphism. And
PR ·Q is an open subset of GC.
Proof. By Theorem 2.4.1 (a) of [8], PR·Q is open in GC. By Theorem 2.4.1 (b) of [8], PR×Q −→
PR ·Q is a holomorphic diffeomorphism.
We also need the following lemma
Lemma 4.17. Let D = exp(πξ). Assume that K = {g ∈ G|DgD−1 = g}. Set g = k ⊕ p with
k = Lie(K). We also have gC = kC ⊕ pC. Then we obtain
pr ∩ pC =
∑
j≥0
gξ2j+1. (4.39)
Proof. We have that
k = { X ∈ g | DX = XD }, kC = { X ∈ gC | DX = XD }.
For any element X in gξ2j ,
DXD−1 = exp(πξ) ·X · exp(−πξ) = exp(adξ)X = e2piijX = X.
Similarly, for any element X in gξ2j+1,
DXD−1 = exp(πξ) ·D · exp(−πξ) = exp(π · adξ)X = e(2j+1)piiX = −X.
We retain the notation and assumptions of Theorem 4.13. Then every harmonic map F :
M → G/K of finite uniton type can be obtained up to translation by some element in G as
constructed in Theorem 4.13.
Theorem 4.18. The initial condition in (4.31) as well as (4.32) can be set to be identity.
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Proof. We retain the notation of Theorem 4.13. Let F (z, λ) be an extended frame of F
such that F (z0, λ) = e and Φ an extended solution satisfying Φ(z0, λ) = e. Then Φ(z, λ) =
F (z, λ)F (z, 1)−1 by (4.12).
By Proposition 4.1 of [2], there exists some ξ which may be not canonical, and some discrete
subset D ⊂M such that on M\D we have
γ−1ξ Φ = γ
−1
ξ expCγξW+(z, λ) = Fˆ−(z, λ)W+(z, λ), Fˆ−(z, λ) = γ
−1
ξ expCγξ.
with C satisfying the conditions stated in Theorem 4.9 and W+ ∈ Λ+GC. Let Fˆ (z, λ) =
γ−1ξ F (z, λ). Then
Fˆ = γ−1ξ Φ(z, λ)F (z, 1) = Fˆ−(z, λ)Vˆ+(z, λ), Vˆ+(z, λ) =W+(z, λ)F (z, 1).
So Fˆ− is a meromorphic extended framing of Fˆ . Now we have (certainly near z0)
F (z, λ) = F−(z, λ)V+ = γξFˆ (z, λ) = γξFˆ−(z, λ)Vˆ+(z, λ)
Assume that
Vˆ+(z, λ) = RωQ with R ∈ PR and Q ∈ Q
according to (4.38). By Theorem 4.16, since Vˆ+ is holomorphic in λ for all λ ∈ C, R and Q are
also holomorphic in λ for all λ ∈ C, i.e., R,Q ∈ Λ+GC.
Since F (z, λ)→ e, if z → z0, we obtain γξFˆ−(z, λ)RωQ→ e. Note that γξ ∈ PR, Fˆ−(z, λ) ∈
PR. Since PR·Q is open and e ∈ PR·Q, ω = e. As a consequence, when z → z0, γξFˆ−(z, λ)R→
e and Q→ e. As a consequence we obtain
F− = (γξFˆ−(z, λ)R)−.
Since γξ ∈ PR, Fˆ−(z, λ) ∈ PR, and R ∈ PR, so F− also takes values in PR. Consider
η− = F−1− dF− = λ1η−1dz. Since F− takes values in PR, η−1 takes values in pr. On the other
hand, η−1 also takes values in pC. In a sum, by (4.39), η−1 takes values in
pr ∩ pC =
∑
0≤j≤r(ξ)−1
g
ξ
2j+1.
Let ξcan be the canonical element derived from ξ as in Lemma 4.8. Then λη is a meromorphic
1-form taking values in
∑
0≤j≤r(ξcan)−1 g
ξcan
2j+1, since by Lemma 4.8,∑
0≤j≤r(ξ)−1
g
ξ
j+1 =
∑
0≤j≤r(ξcan)−1
g
ξcan
j+1 .
From the proof of Theorem 5.4 of [2], we also obtain∑
0≤j≤r(ξ)−1
g
ξ
2j+1 =
∑
0≤j≤r(ξcan)−1
g
ξcan
2j+1.
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5 Harmonic maps of finite uniton type into non-compact Lie
groups
In [13], we established a duality theorem between harmonic maps into non-compact inner sym-
metric spaces and their compact dual. Especially, they share the same normalized potential. As
an application of Theorem 4.13, we will derive a description of harmonic maps of finite uniton
type into non-compact Lie groups in terms of normalized potentials.
Let G/K be a non-compact inner symmetric space, defined by σ. We have its compact
dual U/(U ∩ KC), where U is a (connected, semi-simple) compact Lie subgroup of GC, the
complexification of G. Note UC = GC. Let θ denote the automorphism defining U in GC and
let τ denote the automorphism defining U ∩KC in U .
On the Lie algebra level, let g = k+ p be the decomposition of g relative to σ and g = h+m
the decomposition of g relative to θ. Then g = k∩ h+ k∩m+ p∩ h+ p∩m. For the Lie algebra
u of U we have u = kC ∩ u+ pC∩ u. Now one derives that (kC ∩ u)C = (k ∩ h+ (ik) ∩ (im))C = kC
holds. As a consequence, (U ∩KC)C = KC.
Moreover, on the loop group level, one obtain that
ΛGCσ = ΛU
C
τ , Λ
−
∗ G
C
σ = Λ
−
∗ U
C
τ , Λ
+GCσ = Λ
+UCτ . (5.1)
As a consequence, for any extended framing Fλ of f , the decomposition
Fλ = F−G · F+G = F−U · F+U
shows
F−G = F−U , and η = λ−1η−dz = F−1−GdF−G = F
−1
−UdF−U . (5.2)
Theorem 5.1. [13] Let f : M˜ → G/K be a harmonic map from a simply connected Riemann
surface M˜ into an inner, non-compact, symmetric space G/K, and assume that its extended
frame F only attains values in the big cell IU ⊂ ΛGCσ . where U is a maximal compact Lie
subgroup of GC satisfying U ∩KC. Then there exists a (new) harmonic map fU˜ : M˜ → U/(U ∩
KC) into the compact, inner symmetric space U/(U ∩ KC) which has the same normalized
extended frame and the same normalized potential as f . The map fU is induced from f via the
Iwasawa decomposition of F relative to U .
Corollary 5.2. [13] Let f : M˜ → G/K be a harmonic map and fU˜ : M˜ → U/(U ∩KC) be the
compact dual harmonic map of f . Then f is of finite uniton type if and only if fU is of finite
uniton type.
Combining Theorem 5.1, Theorem 4.13 and Corollary 5.2, we obtain
Theorem 5.3. Let f : M˜ → G/K be a harmonic map of finite uniton type, and fU˜ : M˜ →
U/(U∩KC) the compact dual harmonic map of f , with based point z0 ∈ M˜ . Then the normalized
potential and the normalized extended framing derived from Theorem 4.13 for fU provides also
a normalized extended framing of f . Especially, all harmonic map of finite uniton type f : M˜ →
G/K can be obtained in this way. In other words, on the (nilpotent) normalized potential level,
to classify all harmonic map of finite uniton type f : M˜ → G/K is equivalent to classify all
harmonic map of finite uniton type from M˜ to U/(U ∩KC).
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Remark 5.4. Looking at harmonic maps of finite uniton type into G as harmonic maps into
the symmetric space G × G/∆. Using the treatment in Section 1, one will obtain normalized
potentials for such harmonic maps. Applying Theorem 5.3, one will be able to reduce the
classification (characterization) of them also into the classification (characterization) of harmonic
maps of finite uniton type into U , i.e, classifying all the nilpotent Lie subalgebra of ΛgCσ = Λu
C
τ .
6 Nilpotent normalized potentials of Willmore surfaces of finite
uniton type
We will end this paper with some quick view at a coarse classification and a construction of new
Willmore surfaces of finite uniton type, in the spirit of the above section. To be concrete, one
will be able to give a coarse classification of Willmore two-spheres in Sn+2 by classifying all the
possible nilpotent Lie sub-algebras related with the corresponding harmonic conformal Gauss
maps, see Theorem 3.1, Theorem 3.3 of [28]. This classification indicates that Willmore two
spheres may inherit more complicated and new geometric structures. Moreover, on the other
hand, by concrete computations of Iwasawa decompositions, one will construct new Willmore
two-spheres, see Section 3.1 and Section 3.2 of [30] (also [29], [31]) for the concrete computations.
To state the coarse classification and constructions, we first recall that a Willmore surface
y : M → Sn+2 is globally related to a harmonic conformal Gauss map F : M → SO+(1, n +
3)/SO+(1, 3)× SO(n) satisfying some isotropy condition ([1], [19], [13], [28]). Here SO+(1, n+
3) = SO(1, n+ 3)0 is the connected subgroup of
SO(1, n+ 3) := {A ∈Mat(n+ 4,C) | AtI1,n+3A = I1,n+3,detA = 1, A = A¯},
and the subgroup K = SO+(1, 3) × SO(n) ⊂ SO+(1, n + 3) is defined by the involution
σ : SO+(1, n + 3) → SO+(1, n + 3)
A 7→ DAD−1. (6.1)
with D = diag{−I4, In}. Moreover
so(1, n + 3) := {A ∈Mat(n+ 4,R) | AtI1,n+3 + I1,n+3A}.
Let k be the Lie algebra of SO+(1, 3) × SO(n) ⊂ SO+(1, n + 3) and so(1, n + 3) = k⊕ p. Then
k =
{(
A1 0
0 A2
)
|A1 ∈Mat(4,R), A2 ∈Mat(n,R), At1I1,3 + I1,3A1 = 0, At2 +A2 = 0
}
and
p =
{(
0 B1
−Bt1I1,3 0
)
|B1 ∈Mat(4× n,R)
}
.
Recall from [13] that we call a conformally harmonic map F :M → SO+(1, n+3)/SO+(1, 3)×
SO(n) a strongly conformally harmonic map if the pC−part of its Maurer-Cartan form,(
0 B1
−Bt1I1,3 0
)
dz,
satisfies the isotropy condition
Bt1I1,3B1 = 0. (6.2)
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Theorem 6.1. (Theorem 3.1 of [28] ) Let F : M → SO+(1, n + 3)/SO+(1, 3) × SO(n) be a
finite-uniton type strongly conformally harmonic map, with n+ 4 = 2m. Let
η = λ−1
(
0 Bˆ1
−Bˆt1I1,3 0
)
dz
be the normalized potential of F , with
Bˆ1 = (Bˆ11, · · · , Bˆ1,m−2), Bˆ1j = (vj , vˆj) ∈Mat(4× 2,C).
Then up to some conjugation by a constant matrix, every Bˆj1 of Bˆ1 has one of the two forms:
(i) vj =

h1j
h1j
h3j
ih3j
 , vˆj =

hˆ1j
hˆ1j
hˆ3j
ihˆ3j
 ; (ii) vj =

h1j
h2j
h3j
h4j
 , vˆj = ivj =

ih1j
ih2j
ih3j
ih4j
 . (6.3)
And all of {vj , vˆj} satisfy the equations
vtjI1,3vl = v
t
jI1,3vˆl = vˆ
t
jI1,3vˆl = 0, j, l = 1, · · · ,m− 2.
In other words, there are m− 1 types of normalized potentials with Bˆ1 satisfying Bˆt1I1,3Bˆ1 = 0,
namely those being of one of the following m− 1 forms (up to some conjugation):
(1) (all pairs are of type (i))
Bˆ1 =

h11 hˆ11 h12 hˆ12 · · · h1,m−2 hˆ1,m−2
h11 hˆ11 h12 hˆ12 · · · h1,m−2 hˆ1,m−2
h31 hˆ31 h32 hˆ32 · · · h3,m−2 hˆ3,m−2
ih31 ihˆ31 ih32 ihˆ32 · · · ih3,m−2 ihˆ3,m−2
 ; (6.4)
(2) (the first pair is of type (ii), all others are of type (i))
Bˆ1 =

h11 ih11 h12 hˆ12 · · · h1,m−2 hˆ1,m−2
h21 ih21 h12 hˆ12 · · · h1,m−2 hˆ1,m−2
h31 ih31 h32 hˆ32 · · · h3,m−2 hˆ3,m−2
h41 ih41 ih32 ihˆ32 · · · ih3,m−2 ihˆ3,m−2
 ; (6.5)
Introducing consecutively more pairs of type (ii), one finally arrives at
(m− 1) (all pairs are of type (ii))
Bˆ1 =

h11 ih11 h12 ih12 · · · h1,m−2 ih1,m−2
h21 ih21 h22 ih22 · · · h2,m−2 ih2,m−2
h31 ih31 h32 ih32 · · · h3,m−2 ih3,m−2
h41 ih41 h42 ih42 · · · h4,m−2 ih4,m−2
 . (6.6)
This theorem follows from the classification of nilpotent Lie sub-algebras related to the
symmetric space SO+(1, n + 3)/SO+(1, 3) × SO(n), together with a restriction of the isotropy
condition (6.2) on potentials (to derive Willmore surfaces). Since the classification of nilpotent
Lie sub-algebras requires many lengthy and quite technical computations, we refer the interested
readers to [28].
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Example 6.2. ( [13], [30]) Let
η = λ−1
(
0 Bˆ1
−Bˆt1I1,3 0
)
dz, with Bˆ1 =
1
2

2iz −2z −i 1
−2iz 2z −i 1
−2 −2i −z −iz
2i −2 −iz z
 .
Then the associated family of Willmore two-spheres xλ, λ ∈ S1, corresponding to η, is
xλ =
1(
1 + r2 + 5r
4
4 +
4r6
9 +
r8
36
)

(
1− r2 − 3r44 + 4r
6
9 − r
8
36
)
−i
(
z − z¯)(1 + r69 )
)(
z + z¯)(1 + r
6
9 )
)
−i
(
(λ−1z2 − λz¯2)(1− r412 )
)(
(λ−1z2 + λz¯2)(1 − r412 )
)
−i r22 (λ−1z − λz¯)(1 + 4r
2
3 )
r2
2 (λ
−1z + λz¯)(1 + 4r
2
3 )

= Dλ · x1,
(6.7)
with
Dλ =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 λ+λ
−1
2
λ−λ−1
−2i 0 0
0 0 0 λ−λ
−1
2i
λ+λ−1
2 0 0
0 0 0 0 0 λ+λ
−1
2
λ−λ−1
−2i
0 0 0 0 0 λ−λ
−1
2i
λ+λ−1
2

∈ SO(7)
and r = |z|, x1 = xλ|λ=1. xλ : S2 → S6 is a Willmore immersion in S6, which is non S-Willmore,
full, and totally isotropic. In particular, xλ does not have any branch points. The uniton number
of x is 2 and therefore its conformal Gauss map is S1−invariant by Corollary 5.6 of [2].
In [31], a concrete representation formula is derived for a generic isotropic Willmore surface
in S4 (See also [15]).
Theorem 6.3. [31] Let
η = λ−1
(
0 Bˆ1
−Bˆ1I1,3 0
)
with
Bˆ1 =
1
2

i(f ′3 − f ′2) −(f ′3 − f ′2)
i(f ′3 + f
′
2) −(f ′3 + f ′2)
f ′4 − f ′1 i(f ′4 − f ′1)
i(f ′4 + f
′
1) −(f ′4 + f ′1)
 , f ′1f ′4 + f ′2f ′3 = 0. (6.8)
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Then the corresponding Willmore surface is of the form
Yλ =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 λ+λ
−1
2
λ−λ−1
−2i
0 0 0 0 λ−λ
−1
2i
λ+λ−1
2

· Y1 (6.9)
with
Y1 =|f ′1|2

(1 + |f2|2 + |f4|2)
1− |f2|2 + |f4|2
−i(−f¯2f4 + f2f¯4)
−(f¯2f4 + f2f¯4)
i(f¯2 − f2)
(f¯2 + f2)
+ |f
′
2|2

(1 + |f1|2 + |f3|2)
−(1 + |f1|2 − |f3|2)
i(−f¯1f3 + f1f¯3)
f¯1f3 + f1f¯3
i(f3 − f¯3)
−(f3 + f¯3)

+ f ′1f¯
′
2

−f¯1f2 + f¯3f4
f¯1f2 + f¯3f4
−i(1 + f¯1f4 + f2f¯3)
−(1− f¯1f4 + f2f¯3)
i(−f¯1 + f4)
−(f¯1 + f4)
+ f¯
′
1f
′
2

−f¯1f2 + f¯3f4
f¯1f2 + f¯3f4
−i(1 + f¯1f4 + f2f¯3)
−(1− f¯1f4 + f2f¯3)
i(−f¯1 + f4)
−(f¯1 + f4)
.
(6.10)
when f ′1f
′
2 6≡ 0.
Note that for any y in (6.10), the uniton number is 2 and therefore its conformal Gauss map
is S1−invariant by Corollary 5.6 of [2].
By using the above formula, in [15], we constructed many new (S1−equivariant) minimal
RP 2 in S4, which are generalizations of Veronese spheres, to the authors’ best knowledge, which
are the first new examples of minimal RP 2 besides Veronese spheres.
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