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Introduction
We study Chebyshev's bias in a finite Galois extension of global function fields. This is a topic which was originated by the observation of Chebyshev [5] that there seem to be less prime numbers in the residue class of 1 modulo 4 than in that of 3 modulo 4. In other words, prime numbers seem to be biased toward 3 modulo 4. Many authors have studied this phenomenon and its generalizations. In particular, Rubinstein and Sarnak in [12] were able to justify the apparent bias of prime numbers toward nonsquares and to put numerical values to the bias under certain plausible hypothesis. More recently, adapting the technique of Rubinstein and Sarnak, the first-named author of the present paper proved in [3] the existence of such biases in the setting of a one-variable polynomial ring over a finite field. We refer the readers to the introduction in the papers [12, 3] and an excellent survey paper [8] for a more detailed review on this topic.
Following the strategy of Rubinstein and Sarnak, we study a limiting distribution defined by the function E C (X), whose precise definition is given in Eq. (2) . Roughly speaking, the function E C (X)
can be thought to measure how much more or less primes of degree X there are whose Frobenius conjugacy classes are equal to a given conjugacy class C of the Galois group than its fair share. By studying the probability measure μ arising from this limiting distribution we will justify the existence of Chebyshev's bias. To do so, it is necessary to assume a certain property for the given Galois extension, which we call the Linear Independence (LI) (see Definition 2.3). LI states that the set of all arguments of the zeros of Artin L-functions associated with irreducible representations of the Galois group satisfies no linear relation over rationals, except for the obvious ones. Theorem 2.4 establishes, under LI, the existence of the bias in the prime number race in any finite, possibly nonabelian, Galois extension of global function fields. This means that we count the primes according to their Frobenius conjugacy classes in the Galois group. In particular, we find that the primes whose Frobenius conjugacy classes contain less squares in the Galois group predominate over the primes whose Frobenius conjugacy classes contain more squares. What we mean by the number of squares of a conjugacy class
This is the nonabelian analog of c(q, a) in [12] . Much of this process can be carried out along the same line as described in [3] , and we outline this in Section 2, highlighting only the modifications from [3] necessary to adapt to our case. In Section 3, we state and prove the necessary and sufficient conditions for the density function of the measure μ to be symmetric, which again follows from an easy modification of Rubinstein and Sarnak. One new aspect in the prime number race when G is nonabelian arises in the case of a two-way race between two conjugacy classes; it is possible for μ not to be symmetric, yet, the race between the two conjugacy classes is even. See Proposition 3.3 for more detail. Our LI is a function field version of what Rubinstein and Sarnak call the Grand Simplicity Hypothesis in [12] . It seems that the issue of confirming LI is where the most contrast between the number field and the function field cases lies. Currently, there is a very limited evidence known in support of LI for the number field case. On the other hand, Kowalski has given in [9] an evidence that most (but not all) function fields of algebraic curves over finite fields satisfy LI. Also, there are known examples in the function field case, for example in [3] , where one can confirm LI, or can find explicit relations among the inverse zeros, thus to show that LI is violated. In Section 4 we offer two such examples in a nonabelian setting.
The case of constant field extensions is studied in Section 5. The prime number race in this case is quite different from and easier than that in the geometric extension case. In particular, it does not involve L-functions.
After the first version of this paper was submitted, the authors learned that Ng's thesis [10] studied the bias in Galois group in the number field case and obtained similar results.
The following notations will be used throughout the paper. 
Notations

Geometric extensions
In this section, we assume that F /K is a geometric (finite Galois) extension over K , that is, the field of scalars of F is the same as that of K . Also, we fix a conjugacy class C in G = Gal(F /K ). 
We recall definitions and basic properties of zeta-functions and Artin L-functions. To give a definition of an Artin L-function, we fix an irreducible complex character χ of G. For a prime P of K , choose any prime P of F lying over P , and let D(P) and I(P) be the decomposition group and inertia group of P, respectively. Then, for a positive integer n, we let χ (P n ) be the mean value of χ on the n-th power of the Frobenius element in D(P)/I(P). In the case when P is unramified, χ (P n )
is simply the value of χ at the n-th power of an element in Frob(P ). The Artin L-function L(s, χ ) associated to χ is defined by the equation (cf. [13] 
As usual, this expression can be rewritten as an Euler product of local factors (see, for example, [11, p. 127] ). If χ = χ 0 is the trivial character of G, we obtain the zeta-function
which can be also written as
where A runs over all effective divisors of K .
It is convenient to introduce the change of variable u := q −s and write L(u, χ ) := L(s, χ ). Using this, by a theorem of Weil on Riemann hypothesis in function fields, we write 
We will call γ (χ , j) an inverse zero of χ . Also, we write θ(χ , j) for the argument of an inverse zero
Using the notations introduced so far, we can now give an asymptotic formula of E C (X), which will serve as a basis of our results later.
Theorem 2.1. Let C be a conjugacy class in G and let B q (X) be defined by
Then, as X → ∞,
Sketch of proof.
The proof is essentially the same as that of Theorem 2.5 in [3] . We will give a brief outline of the proof and point out some modifications to be made for our case, from which the full details can be easily reconstructed, if desired, based on the computations given in [3, pp. 1355-1359].
For each positive integer N, we define c N (χ ) by the following formal power
The key idea of the proof is to compute and compare in two ways the expression
following similar steps in [3] , together with the orthogonality of irreducible characters χ (see, for example, [11, Lemma 9 .17]). Here, the expression π
for all positive integers d and k. The notation Frob(P ) k ⊆ C above needs some clarification. For two conjugacy classes D and C of G, we will write
The number c(G, C ), whose definition is given in (1), is an analog of c(q, a) in [12] and c(m, a)
in [3] . From the definition (1), it is easy to see that
Using this and other estimates of
The other way of computing (4) and (5). An almost identical process as in [3] results in
Now, combining (9) and (8) and summing over for all N = 1, . . . , X will finish the proof of Theorem 2.1. 2
Next, we let C 1 , . . . , C r be distinct conjugacy classes in G. Define the vector-valued function
. , E C r (X) .
As in [3] , Theorem 2.1 is used to deduce the existence of the limiting distribution defined by 
for all bounded continuous functions f on R r .
Again, the proof is similar to that of [3, Theorem 3.2] , which, in turn, comes from [12] . The only change here is to accommodate the inverse zeros of the Dedekind zeta-function of the base field K .
Definition 2.3 (Linear Independence).
Let θ 1 , . . . , θ n be the numbers with 0 θ j π for all j = 1, . . . , n.
We say that the set {θ 1 , . . . , θ n } satisfies the Linear Independence (LI), if the set {θ 1 , . . . , θ n } ∪ {π } is linearly independent over Q. Given a set I of irreducible characters of G, which is closed under complex conjugation, we say that I satisfies LI if the set θ γ = √ qe iθ is an inverse zero with 0 θ π of L(u, χ) for some χ ∈ I satisfies LI. Finally, we say that a Galois extension satisfies LI if the set of all irreducible characters of the Galois group satisfies LI.
If we assume that the given extension F /K satisfies LI, we can deduce the following formula for the Fourier transformation of μ C 1 ,...,C r , following the same computations as in [12] and [3] . We state the formula below without proof. 
where
is the Bessel function of the first kind.
The symmetry
As before, we let C 1 , . . . , C r be distinct conjugacy classes of the Galois group G = Gal(F /K ). If we define the set P C 1 ,...,C r := X ∈ N:
and the number δ C 1 ,...,C r by 
In this section we will give the necessary and sufficient conditions for the measure μ 
for all χ , which is easily seen to be equivalent to |χ (C 1 )| = |χ (C 2 )| for all χ . This proves (1) .
and χ (C 3 ) have all the common modulus. In particular, if one of χ (C 1 ), χ (C 2 ) and χ (C 3 ) is zero, the remaining two must be also zero, satisfying the conclusion in (2) . Suppose that they are all nonzero. Then the expression C 3 ) , and, for each irreducible character χ of G, there exists a complex number ω χ with ω
Proof. The proof is the same as that of [12, Proposition 3.1], using Lemma 3.1 and Theorem 2.4. We omit the proof. 2
We note that, if G is abelian, the above theorem becomes equivalent to the corresponding result in [12] and [3] . This is obvious when r = 2. And, for r = 3, the existence of the numbers ω χ for all irreducible characters χ is equivalent to the existence of an element in G of order 3. The part (1) of the statement in Theorem 3.2 suggests that it is possible that the measure μ C 1 ,C 2 defined in (11) may not be symmetric even if c(G, C 1 ) = c(G, C 2 ). This is a new phenomenon, not possible in the abelian case in [12] and [3] . For example, choose a Galois extension (which satisfies LI and) whose Galois group G is isomorphic to the alternating group A 5 on five letters. Let C 1 and C 2 be the conjugacy classes of A 5 containing the cycles (1, 2, 3 
Proof. The key point of the proof is that, in order to obtain δ := δ C 1 ,C 2 = 1/2, it is sufficient to have the weaker symmetryμ 
Then, lim c→0 + G(t, c) = π by the dominated convergence theorem (see p. 548 of [6] ). Now, we claim thatρ(−ξ ) =ρ(ξ ) for all ξ . This claim would easily imply that H(t, c) = 0, and the proof of δ = 1/2 would be then completed. From the definition of ρ, it is easy to show thatρ(ξ ) =μ(ξ, −ξ). Under the condition c (G, C 1 ) = c(G, C 2 ) , Theorem 2.4 shows thatμ(ξ, −ξ) =μ(−ξ, ξ ), therefore,ρ(ξ ) =ρ(−ξ), as claimed. 2
Examples
In this section, we give two examples of (geometric) nonabelian extensions over the rational function field K := F 7 (t) with indeterminate t over the finite field F := F 7 with 7 elements. One of them satisfies LI while the other violates LI. We construct an extension field F over K whose Galois group G := Gal(F /K ) is isomorphic to the symmetric group S 3 on three letters.
An example satisfying LI
Define F := K (α) where α is an element in an algebraic closure of K whose minimal polynomial over K is given by
If one uses Magma [1] , for example, then it can be easily shown that F is a Galois extension of K with G S 3 , the symmetric group on three letters. Without Magma, we can proceed as follows. First, from (12),
by expanding the right side of the above equation, for instance. Define σ , τ ∈ G by the relation σ (α) = 2α and τ (α) = 1/α. Then G is generated by σ and τ and they satisfy the relation σ τ = τ σ
showing that G is nonabelian of order 6, therefore, isomorphic to S 3 .
We let C 1 , C 2 , C 3 be the three conjugacy classes of G given by
There are three irreducible characters of G, which we denote by χ 0 , χ 1 , χ 2 :
χ 0 : the principal character of G, χ 1 : the character determined by the subgroup C 1 ∪ C 2 , χ 2 : the unique degree two character of G.
A simple Magma [1] routine can determine the zeta function ζ F (s) of the field F , which is given
To obtain this result without Magma [1] , one could follow the strategy described in [7, Chapter 7] , which is to transform the plane curve (over F) defined by f = 0 in (12) birationally into another curve with only ordinary singularities and then count the numbers of rational points to obtain ζ F (s).
We omit the details of this approach. The character table of S 3 and its Artin L-functions have been worked out in detail in [2, pp. 226-227] . Applying these results we obtain
Here γ 1 and γ 2 are the inverse zeros of L(u, χ 1 ) and L(u, χ 2 ) respectively given by
Now we prove that our extension F /K satisfies LI. Although the inverse zero γ 2 has multiplicity two in Z F (u) note that our definition of LI does not take into account the multiplicities of the inverse zeros.
In order to confirm the LI for θ 1 and θ 2 , it is enough to show that there is no relation of the form
except for n 1 = n 2 = 0. Suppose that such integers n 1 and n 2 exist. Then by squaring (14), we obtain Q(γ As a final application of this example we compute the density δ C 1 ,C 2 defined in (11) of the first section. From the definition (1) it is easy to see that c(G, C 1 ) = 3 and c(G, C 2 ) = 0. This means that the class C 2 contains less squares, therefore, we predict that the primes are biased toward C 2 . We have everything necessary to write down E C 1 (X) and E C 2 (X) from Theorem 2.1. Straightforward calculations, aided by the group character table of S 3 , give
From this, we see that E C 1 (X) > E C 2 (X) is equivalent to, except for finitely many X ,
So, we have
Hence primes are biased toward C 2 , as predicted from the values of c(G, C 1 ) and c(G, C 2 ).
An example violating LI
We give another example of an S 3 -extension but now violating LI. Most computations are quite similar to the previous subsection. Therefore, we use the same notations and omit most computations.
The extension field F is defined by F := K (α) where the minimal polynomial of α is given by
As in (12), we can show that
Define σ and τ by σ (α) = 2α and τ (α) = −1/α. Then, again, G is generated by σ and τ and that they satisfy the relation σ τ = τ σ 2 , showing that G is nonabelian of order 6, therefore, isomorphic to S 3 .
To compute ζ F (s), we use Magma again and obtain that the Artin L-functions of χ 1 and χ 2 :
where χ 1 and χ 2 are defined as before. The inverse zeros γ 1 and γ 2 are given by
Observe that θ 1 = arctan(−3 √ 3 ) and θ 2 = arctan(− √ 3/2). From this, it follows easily that tan(θ 1 + θ 2 ) = √ 3, or,
Therefore, LI does not hold in this case.
Constant field extensions
In this section, we look at the case of constant field extensions. 
Here, the first isomorphism is simply the restriction to the scalar field. The second isomorphism sends the Frobenius map of F q d over F to 1. This enables us to identify G with Z/dZ in a canonical way.
When an element C of G (which is itself a conjugacy class of G because G is abelian) is given, we can and will regard C as the integer with 0 C < d representing the residue class in Z/dZ using the above isomorphisms in (16). The context will make it clear whether C means an element of G or an integer with 0 C < d.
As before, π(N) is the number of primes of K of degree N and, π C (N) is the number of primes of K of degree N whose Frobenius in K d /K is equal to C . We first find the expression for π C (N). We 
In other words, the Frobenius of a prime in a constant field extension is completely determined by the degree of the prime. To prove this claim, fix a prime P of K of degree N. 1, d − 2, . . . , 1, 0), (0, d − 1, d − 2, . . . , 2, 1), (1, 0, d − 1, d − 2, . . . , 3, 2 The densities δ C 1 ,...,C r with r < d can be also easily computed by the above proposition. In short, one just needs to count the number of times for which (C 1 , . . . , C r ) appears as a sub-list among all the lists in (18). We describe this in more detail for the case r = 2. Fix two distinct elements C 1 and C 2 of G and suppose that C 1 < C 2 (with the identification G Z/dZ via (16)). Then, in the d lists in (18), there are (C 2 − C 1 ) lists where C 1 comes ahead of C 2 . Therefore,
