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Resumen
Introducción: este artículo muestra el resultado del trabajo “Prototipo para la administración gráfica de 
dispositivos activos de red en ambientes multivendor por medio de una plataforma de gestión única”, 
realizado en el grupo de investigación Orión de la Facultad Tecnológica de la Universidad Distrital Fran-
cisco José de Caldas, en el 2013. El trabajo mismo ha sido analizado y actualizado con los resultados 
de las últimas investigaciones sobre el tema hasta el 2017. Aborda el monitoreo y la gestión de red, 
actividades esenciales para mantener y controlar los entornos de ti que cada vez son más complejos 
y heterogéneos. 
Metodología: se describe la construcción del prototipo de software denominado DeviceView, el cual 
permite a los administradores de red gestionar de forma gráfica dispositivos activos de red (tipo switch) 
que se encuentren en una lan. 
Resultados: el administrador de red no tiene que manipular cada una de las herramientas de gestión 
de cada fabricante. A fin de facilitar y centralizar la tarea al administrador de red el DeviceView está 
integrado al nms de código abierto Nagios. 
Conclusión: DeviceView se convierte en una herramienta unificada de gran utilidad para los adminis-
tradores de red que trabajan en un ambiente multivendor, como los que hoy se tienen en las organi-
zaciones. 
Originalidad: hasta ahora no se habían realizado proyectos de gestión unificada basados en herramien-
tas open source en un ambiente multivendor. 
Limitaciones: el DeviceView en su primera versión incluye 36 identificadores de objeto, pero se puede 
ampliar para soportar otras marcas y familias de switches. 
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Abstract
Introduction: This article shows the result of the research “Prototype for the graphic management of active 
network devices in multivendor environments by means of a single management platform” conducted by 
the Orión research group at the School of Technology, Universidad Distrital Francisco José de Caldas in 
2013. The work itself has been analyzed and updated with the results of the latest research on the subject 
until 2017. It covers network monitoring and management, which are essential operations to maintain and 
control it environments that are increasingly complex and heterogeneous.
Methods: Construction of the software prototype called DeviceView is described, which allows network 
administrators to graphically manage active network devices (switch type) in a lan.
Results: The network administrator does not have to handle each manufacturer’s management tool. In 
order to facilitate and centralize the task for the network administrator, DeviceView is integrated into the 
open source nms Nagios.
Conclusion: DeviceView is a very useful unified tool for network administrators working in a multivendor 
environment, such as those that organizations have at present.
Originality: Until now, there have been no unified management projects based on open source tools in a 
multivendor environment.
Limitations: DeviceView in its first version includes 36 object identifiers, but it can be extended to support 
other switch brands and families.
Keywords: Open source, network switch, active device, network management, multivendor.
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Resumo
Introdução: este artigo mostra o resultado do trabalho “Protótipo para a administração gráfica de dispositi-
vos ativos de rede em ambientes multivendor por meio de uma plataforma de gestão única”, realizado no 
grupo de pesquisa Orión da Faculdade Tecnológica da Universidad Distrital Francisco José de Caldas, em 
2013. O trabalho em si tem sido analisado e atualizado com os resultados das últimas pesquisas sobre o 
tema até 2017. Aborda a monitoração e a gestão de rede, atividades essenciais para manter e controlar 
os ambientes de ti que cada vez são mais complexos e heterogêneos.
Metodologia: descreve-se a construção do protótipo de software denominado DeviceView, o qual permite 
aos administradores de rede gerir de forma gráfica dispositivos ativos de rede (tipo switch) que se en-
contrem numa lan. 
Resultados: o administrador de rede não tem que manipular todas as ferramentas de gestão de cada 
fabricante. A fim de facilitar e centralizar a tarefa ao administrador de rede, o DeviceView está integrado 
ao nms de código aberto Nagios. 
Conclusão: o DeviceView torna-se uma ferramenta unificada de grande utilidade para os administradores 
de rede que trabalham num ambiente multivendor, como os que hoje se têm nas organizações. 
Originalidade: até agora, não têm sido realizados projetos de gestão unificada baseados em ferramentas 
open source num ambiente multivendor. 
Limitações: o DeviceView, em sua primeira versão, inclui 36 identificadores de objeto, mas pode ser 
ampliado para suportar outras marcas e famílias de switches. 
Palavras-chave: código aberto, comutador de rede, dispositivo ativo, gestão de rede, multivendor.
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1. Introducción
La administración de redes, según Clemm [1], 
involucra tareas como el mantenimiento de la 
infraestructura, el flujo de información constante 
y los servicios de red operativos en todo momento, 
lo cual implica la utilización de técnicas adminis-
trativas y de informática enfocadas al monitoreo 
continuo de todos los dispositivos activos que la 
componen. Para Groves y Arnold [2], al realizar esta 
labor el administrador de red debe realizar varias 
tareas tales como la detección y corrección de 
fallos, la monitorización del rendimiento y la 
detección de cuellos de botella, entre otras, lo cual 
le permita asegurar aspectos determinantes para 
la estabilidad y continuidad de una red como, por 
ejemplo, su control de incidentes, la actualiza-
ción, la planificación, la seguridad, la integridad 
y la confiabilidad de los datos que circulan por 
ella. El ingeniero de soporte debe tener a mano 
la información exacta que le ayude a resolver 
cualquier problema que se presente en el menor 
tiempo posible, lo que garantiza el crecimiento 
del sistema de una manera controlada. Cuando las 
redes de gran magnitud cuentan con dispositivos 
activos de red de varios fabricantes (ambientes 
multivendor) [3], la gestión se aísla y la adminis-
tración para la infraestructura de datos se torna 
compleja al no contar con un sistema de gestión de 
red único provisto por los fabricantes de los dispo-
sitivos. Una administración eficiente es entonces 
una necesidad creciente para las redes empresa-
riales; no contar con un sistema de gestión de red 
implica desmejoras en la calidad del servicio que 
presta una red corporativa y afecta el concepto de 
alta disponibilidad que debe tener, al igual que el 
seguimiento y monitoreo constante del cual siem-
pre es objeto una red corporativa. 
Como lo expresa Stallings [4], para la ejecu-
ción de tareas administrativas es indispensable 
el uso del protocolo snmp (protocolo de gestión 
simple de redes) [5]-[9], el cual permite el acceso 
a la mib (base de datos de la información gestio-
nada) que contiene los objetos oid (identificador 
de objeto) susceptibles de ser gestionados dentro 
de los equipos activos de la red y el protocolo rmon 
(monitoreo remoto) versión 1 (esta es básicamente 
una extensión de la mib del protocolo snmp).
1.1 Antecedentes de investigación
Con el ánimo de establecer el estado del arte, antes 
de empezar este trabajo se investigó sobre la exis-
tencia de proyectos o investigaciones relacionadas 
con este tema concreto en otras universidades o 
centros de investigación sin obtener resultados 
positivos en las bases de datos consultadas, lo cual 
se convirtió en un aspecto motivante para su desa-
rrollo. Sin embargo, es importante resaltar que en 
el mercado de la industria de las tecnologías de 
la Información existen herramientas de software 
que permiten gestionar y monitorear las redes 
de datos en ambientes multivendor, tales como 
Tivoli [10] de ibm; ProactiveNet Performance 
Manager [11] de bmc; Unified Infraestructure 
Management [12] de Computer Asociates (ca); 
op Manager [13] de ManageEngine como divi-
sión de it de zoho Corporation; y Magellan nms 
Network Management System [14] de Imagine 
Communications. Sin embargo, estas soluciones 
son costosas y se deben licenciar para usarse en 
ambientes empresariales o académicos. También 
se debe considerar que algunas herramientas de 
gestión y monitoreo de algunos fabricantes como 
Cisco, Hewlett Packard o Dell permiten adminis-
trar dispositivos de otros fabricantes, siempre y 
cuando se cuente con los oid en la mib para cada 
caso en particular, lo cual se torna engorroso y dis-
pendioso de implementar.
El trabajo de grado se llevó a cabo como parte 
de los proyectos desarrollados por el Grupo de 
Investigación Orión de la Universidad Distrital 
Francisco José de Caldas en el 2013, y en este docu-
mento se han actualizado las referencias y fuen-
tes bibliográficas con el fin de analizar e incluir los 
resultados de las últimas investigaciones sobre el 
tema hasta el 2017; si bien no existen muchos tra-
bajos publicados, se citan algunos a continuación.
Se revisó un proyecto de un prototipo reali-
zado para la aplicación de agentes de software en 
gestión de redes, en el cual se presenta el diseño y 
el desarrollo de un conjunto de componentes que 
facilitan las funciones de monitoreo de dispositi-
vos de red para garantizar al usuario una adecuada 
experiencia de navegación desde clientes inalám-
bricos [15]. Sin embargo, aunque el trabajo es sobre 
gestión de redes, su enfoque es sobre la gestión de 
dispositivos inalámbricos en un ambiente web.
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Martinez, Yannuzzi y López [16] examinan en 
detalle los desafíos de interoperabilidad de la ges-
tión de redes multicapa y proveedores multivendor, 
así como revisan las tendencias actuales y los están-
dares recientes en el área con un fuerte enfoque en 
los avances industriales. También discuten algunas 
de las razones por las cuales las propuestas de ges-
tión de nivel de operador relevantes no han podido 
cumplir con los requisitos de los proveedores de 
servicios de Internet (isp), e identifican un conjunto 
de características que pueden ayudar a allanar el 
camino para comercializar nuevos productos de 
administración. Es un enfoque de los desafíos de la 
gestión desde el punto de vista de redes wan en un 
entorno de múltiples fabricantes, el cual no ha sido 
satisfecho con las soluciones actuales del mercado.
Para Solarwinds [17], sin importar si se está 
administrando una red pequeña o grande, lograr la 
eficiencia y reducir el costo de mantenimiento debe 
ser un objetivo del administrador. La infraestruc-
tura de red heterogénea puede presentar desafíos 
cuando las operaciones dinámicas se realizan a tra-
vés de los sistemas, pero el uso de una herramienta 
nms que admita múltiples proveedores definitiva-
mente puede ser útil para los ingenieros durante la 
creación de la red y el proceso de expansión. Esto 
significa que contar con una consola central única 
para monitorear todos los dispositivos es lo ideal, 
concepto que refuerza el propósito definido para 
DeviceView.
DeviceView está integrado al sistema de ges-
tión de red de código abierto Nagios [18], al exten-
der las funcionalidades de este para proporcionar 
la tarea de administrar de manera gráfica disposi-
tivos activos de red de varios fabricantes en una pla-
taforma de gestión única del DeviceView.
En la sección de metodología se describen los 
requerimientos funcionales y no funcionales del 
software DeviceView, las herramientas y la tec-
nología que hicieron parte de la construcción de 
la solución, el número de oid seleccionadas que 
limitan el número de elementos gestionables y la 
elección del paquete de snmp escritos en el len-
guaje Java. Asimismo, se muestra un fragmento de 
código fuente que define una de las funcionalida-
des de la solución y en la parte final de la sección se 
indican unas consideraciones de diseño. La sección 
de resultados describe el módulo DeviceView y la 
estructura funcional de la solución al estar vincu-
lada a Nagios para proporcionar facilidad en la ges-
tión de la red a sus administradores. Finalmente, se 
muestran las características y ventajas de la utiliza-
ción del DeviceView.
2. Metodología
Utilizando el enfoque de la metodología rup de 
Rational Software [19] se estableció que DeviceView 
debería permitir la centralización de la admi-
nistración de los dispositivos activos de red, de 
forma escalable, segura, disponible, confiable, con 
soporte multivendor integrado a una herramienta 
de monitoreo adecuada y que el software en su tota-
lidad fuera de carácter open source para garantizar 
su uso y su estudio, así como sus actualizaciones y 
mejoras. Las características propias que se tuvie-
ron en cuenta dentro de los requerimientos no fun-
cionales para el desarrollo del DeviceView fueron: 
la selección del sistema gestor de red, la selección 
de las oid a utilizar, la obtención del paquete de 
comandos snmp, la construcción del DeviceView, 
el diseño de la interfaz gráfica y la integración con 
Nagios.
Se analizaron y estudiaron las herramientas 
nms que actualmente operan en redes lan; Nagios 
fue seleccionado como el sistema gestor de red que 
integró en su estructura visual las funcionalida-
des del DeviceView debido a varias característi-
cas que viabilizan su utilización, entre las cuales 
las más importantes son: su licencia gnu de código 
abierto (incluyendo toda la plataforma tecnológica 
en la que funciona), arquitectura cliente-servidor 
ampliamente utilizado por los administradores de 
red, permite visualizar un mapa de red completo, 
monitorear hardware y software (servicios de red) 
en una lan, generar informes y gráficos estadís-
ticos, facilidad para el diseño de plugins, comple-
mentos u otros módulos en diferentes lenguajes de 
programación. 
En su primera versión, el DeviceView soporta 
dos perfiles de usuario: uno es el administrador 
de red, quien lleva la responsabilidad de realizar 
tareas de monitoreo y gestión de los dispositivos de 
red, y el otro perfil es el superadministrador, quien 
tiene a su disposición las mismas funcionalidades 
del administrador de red, y adicionalmente puede 
administrar otros usuarios, es decir, crear, actua-
lizar y eliminar usuarios. El superadministrador 
solo puede ser uno (quien accede por primera vez 
al sistema), mientras que el número de los adminis-
tradores de red pueden ser ilimitado.
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Como se puede apreciar, el DeviceView en su 
primera versión incluye un listado de 36 oid; por lo 
tanto, si se requiere ampliar el alcance de la herra-
mienta y soportar otros dispositivos activos de tipo 
switch gestionable, el DeviceView debe tener los lis-
tados de las oid por cada uno de los objetos suscep-
tibles de ser gestionados. 
Al aplicar el proceso rup y adaptar sus fases 
a los requerimientos específicos del proyecto, se 
analizaron y diseñaron diagramas uml [20] como 
el de clases, flujo, secuencia, actividad y otros, 
los cuales permiten especificar el desarrollo del 
software y los requerimientos funcionales de la 
solución. 
El modelado de las clases y paquetes del De- 
viceView mediante diagramas permite definir la 
estructura del código fuente, en el cual se progra-
man los scripts con las funcionalidades finales del 
DeviceView. 
Los requisitos funcionales del sistema se re- 
presentan a través los casos de uso. La figura 1 
muestra 14 de los 26 casos de uso para el perfil 
Administrador de red.
Se determinó el uso de tres familias específi-
cas de dispositivos activos de las marcas Cisco, hp 
Networking y Allied Telesis, tomando en conside-
ración que, para efectuar tareas de consulta, gestión 
y monitoreo de los dispositivos a través de los pro-
tocolos snmp y rmon, se debe conocer la dirección 
única dentro del árbol mib que identifica cada uno 
de los objetos oid susceptibles de ser accedidos para 
identificar el dispositivo, conocer su estado y efec-
tuar las tareas antes mencionadas. 
La figura 2 muestra las 36 oid que satisfacen 
el alcance del proyecto; estos identificadores de ob- 
jeto están divididos en cinco grupos, las oid de uso 
general, tareas rmon y un grupo por cada una de 
las marcas usadas en el proyecto.
Figura 1. Casos de uso parciales del usuario Administrador de red
Fuente: elaboración propia
Selección de interface gráfica
Administrador de red
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Como insumo fundamental del desarrollo 
se incluyó el paquete snmp Package compuesto 
por métodos ya definidos que permiten ejecutar 
comandos snmp, los cuales realizan acciones espe-
cíficas a cada uno de los dispositivos activos de 
red. La lógica programada en el DeviceView per-
mite guiar al usuario administrador de red desde 
el proceso de selección del dispositivo, pasar por 
la ejecución de acciones indicadas por el usuario y 
culminar en el registro de auditoría o trazabilidad 
de las acciones realizadas por el usuario.
Las figuras 3 y 4, en su orden respectivo, mues-
tran un diagrama de actividades (diagrama de 
flujo) y la implementación de estos dos diagramas 
representados en un fragmento de su código fuente 
escrito en lenguaje Java. En el diagrama de activida-
des se muestra el procedimiento que debe realizar un 
usuario para crear una vlan; en el código fuente se 
muestra la función “numero_vlan()” que construye 
los elementos propios del formulario respectivo, 
valida la existencia de los parámetros ingresados por 
el usuario y guarda los cambios en el dispositivo. 
Hay otros diagramas como, por ejemplo, el dia-
grama de secuencia, el cual muestra la interacción 
de mensajes entre las instancias de las clases, com-
ponentes y actores de una forma secuencial.
Figura 2 . Listado de oid usadas por el DeviceView 
Fuente: elaboración propia
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La arquitectura de alto nivel del proyecto fue 
representada en un diagrama de componentes (fi- 
gura 5), el cual muestra la estructura y la rela-
ción entre los componentes o elementos de diseño 
del DeviceView a un alto nivel. Así, en la capa de 
aplicación se tiene tanto el protocolo http (para 
la presentación web de la interfaz de usuario y del 
Applet que permite desplegar las funcionalidades 
del DeviceView) como Nagios en conjunto con el 
DeviceView (que utilizan los protocolos snmp y 
rmon a fin de acceder a las objetos gestionables de 
los dispositivos activos). Por último, se encuentra 
como otro componente el árbol de objetos oid del 
dispositivo activo y administrable.
El desarrollo como tal fue realizado como un 
proyecto Java Applet [21], ya que su finalidad es 
lograr un acceso por parte de los usuarios a través 
de un cliente o navegador web. Asimismo, el desar-
rollo se realizó bajo el paradigma de la orientación 
Figura 4. Fragmento de código fuente para la creación de vlan
Fuente: elaboración propia
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a objetos y el patrón de arquitectura de software 
Modelo Vista-Controlador, a fin de que cada frag-
mento de código con una función determinada 
se encuentre claramente separado en el manejo o 
acceso a datos y a los dispositivos mediante snmp 
y rmon (modelo), la lógica o reglas de la aplicación 
(controlador) y la parte que es visible por el usu-
ario (vista).
El Applet debió ser firmado digitalmente para 
que el cliente habilitara su contenido y el usuario 
interactúe con el DeviceView. La firma digital es 
un proceso criptográfico para la distribución del 
Applet mismo; esta firma garantiza a los destina-
tarios que el Applet proviene de una fuente de con-
fianza y que su código fuente no ha sido alterado o 
manipulado por terceros.
3. Resultados
El software resultante denominado DeviceView 
es un Applet escrito en el lenguaje de programa-
ción Java, el cual está firmado digitalmente para 
ser ejecutado en un navegador web. Con el fin de 
incrementar las capacidades de gestión a los admi-
nistradores de red, el DeviceView fue incorporado 
a la interfaz gráfica de Nagios y se presenta como 
una más de sus funcionalidades; para tal efecto, el 
módulo está dividido en dos opciones: una permite 
el acceso a la administración de dispositivos acti-
vos de red, y la otra lleva el usuario a la configura-
ción de parámetros generales.
El DeviceView muestra la imagen del dispo-
sitivo a gestionar (como se puede apreciar en la 
figura 6), lo que facilita al administrador de red 
manipular los puertos gestionables del dispositivo 
y acceder a la gestión de este. La imagen del switch 
desplegada depende del resultado de la ejecución de 
una primitiva snmp realizada a la dirección ip del 
dispositivo indicado por el usuario; el resultado de 
esta oid obtenida es comparada con la oid definida 
previamente en el DeviceView que corresponde a la 
imagen de uno u otro switch (de 24 o 48 puertos), 
en caso de no encontrar ninguno de los switch de 
las marcas: Hp Networking (3com) (etiqueta 1 y 2), 
Allied Telesis (etiqueta 3 y 4) y Cisco (etiqueta 5 y 
6) definidos previamente, el sistema muestra una 
imagen de un switch genérico (etiquetas 7 y 8).
El DeviceView extiende las capacidades de 
Nagios y permite a los administradores de red ges-
tionar de manera gráfica familias específicas de 
equipos activos de las marcas Cisco, hp Networking 
y Allied Telesis. Entre las tareas administrativas 
que podemos ejecutar en los equipos activos se 
encuentran:
•	 Administrar los segmentos lógicos de la red de 
los dispositivos activos. Las tareas administrati-
vas relacionadas con la configuración de vlan 
que ejecuta son: visualización de las vlan exis-
tentes, creación y eliminación de vlan, edición 
de vlan como cambiar nombre, adición y elimi-
nación de puertos a la vlan.
•	 Mostrar información del sistema referente al 
equipo activo a administrar; dicha información 
corresponde a: nombre del host, descripción del 
sistema, estado administrativo, estado operativo 
y espacio disponible en memoria flash.
•	 Utiliza el protocolo rmonv1 para el monitoreo 
de red, abordando los grupos: estadísticas, his-
toria, alarma y eventos.
•	 Crear eventos y alarmas del protocolo rmon, a 
fin de monitorear la utilización de la red y opti-
mizar el rendimiento, así como asistir en el diag-
nóstico de fallos de la red.
•	 Acceder a los datos individuales de cada puerto 
dentro de los equipos activos de red, visualizan-
do los siguientes datos: dirección física, veloci-
dad y tabla arp.
•	 Administración del área funcional de “gestión 
de cambios”, para lo cual implementa un sistema 
que permite visualizar: fecha de instalación del 
dispositivo, características de su configuración, 
puertos que estén presentando fallas físicas.
Figura 6 . Diseño de la interfaz gráfica del DeviceView 
Fuente: elaboración propia
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La interfaz gráfica ofrecida es muy amigable 
para el usuario. A fin de usar el módulo DeviceView, 
el administrador de red debe ingresar a la direc-
ción del servidor de Nagios (véase recuadro 1), 
luego debe ingresar a la configuración general del 
módulo (véase recuadro 2) para establecer algunos 
parámetros iniciales como el nombre de la comu-
nidad, establecer ubicación del archivo de configu-
ración, cargar los dispositivos activos definidos en 
Nagios (véase la figura 7) y administrar usuarios. 
Con el propósito de realizar la administración de 
los dispositivos activos el usuario administrador 
de red debe monitorear frecuentemente los servi-
cios y dispositivos de red desde las herramientas 
dispuestas por Nagios; cuando el administrador 
de red lo requiera, puede ingresar la dirección ip 
del dispositivo que necesite gestionar y el sistema 
carga la interfaz correspondiente al dispositivo 
(véase recuadro 3), habilitando la selección gráfica 
de puertos y las demás herramientas de la barra de 
menú (véase recuadro 4).
Por medio de esta interfaz el usuario puede 
realizar toda la administración del dispositivo ac- 
tivo consultado. El prototipo ha sido probado con 
éxito en ambientes prácticos de redes lan con los 
dispositivos de las marcas y referencias menciona-
das para realizar las siguientes actividades: ingreso 
al sistema, selección de la interfaz gráfica, consultar 
información del sistema, consultar, crear, eliminar y 
configurar vlan, consultar información por inter-
faz, monitoreo rmon, gestión de usuarios y contra-
señas, establecer ubicación del fichero Switch.cfg y 
gestión de acceso al sistema, entre otros.
El trabajo de grado que hace parte del grupo 
de investigación Orión obtuvo una calificación de 
286/300, que equivale a 4,933 y fue reconocido 
como tesis meritoria.
4. Discusión y conclusiones
De acuerdo con los antecedentes de la investiga-
ción y la revisión bibliográfica realizada, la infraes-
tructura de red en ambientes heterogéneos puede 
presentar desafíos cuando las operaciones dinámi-
cas se realizan a través de los sistemas, pero el uso 
de una herramienta nms que admita múltiples pro-
veedores, definitivamente puede ser de gran utili-
dad para los ingenieros durante la implementación 
y operación de la red y su proceso de expansión.
Las infraestructuras de red se vuelven cada día 
más complejas a fin de estar en capacidad de soportar 
Figura 7. Despliegue del módulo DeviceView
Fuente: elaboración propia
Figura 8. Fragmento de código de definición de switch en 
Nagios 
Fuente: elaboración propia
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la operación del negocio y sus requerimientos. En 
entornos de red con dispositivos activos multiven-
dor, para efectuar tareas como administrar vlan 
y puertos, crear eventos y alarmas rmon y otros 
mencionados en los resultados, los administrado-
res de red deben acceder a cada dispositivo a través 
del software propietario de cada fabricante, o bien 
pueden acceder por medio de la línea de comandos 
haciendo uso del protocolo snmp y rmon, lo que 
implica pérdida de tiempo y de oportunidad en la 
gestión, lo cual puede ser determinante para la con-
tinuidad de la operación de los servicios de red.
La administración de una red requiere de una 
herramienta que no solo proporcione monitoreo y 
gestión centralizada, sino que incorpore la admi-
nistración de dispositivos activos de red configu-
rables para evitar utilizar diferentes herramientas 
de gestión, una por cada fabricante de los disposi-
tivos. El uso del DeviceView, adherido al nms Na- 
gios, confiere al administrador de red y a la orga-
nización que lo utiliza capacidades para la gestión 
gráfica de dispositivos y monitoreo de servicios y 
recursos de manera centralizada, al utilizar una 
sola interfaz de usuario y de manera oportuna, así 
como al atender los incidentes de red y reduciendo 
el tiempo apropiado para el aprendizaje y acceso a 
cada herramienta propietaria. 
DeviceView permite establecer mecanismos de 
control, eventos, alarmas y seguimiento en un repo-
sitorio de datos, mediante el uso de una amigable 
interfaz gráfica para la administración de equipos 
activos, lo cual proporciona ayuda para la gestión y 
facilita su configuración.
En el uso la herramienta se debe tener en 
cuenta que los dispositivos gestionados se deben 
encontrar dentro de una misma comunidad snmp 
para su administración, y que el prototipo está pen-
sado para la administración de redes en las que no 
existe un único nms, debido a que utiliza el proto-
colo snmpv2. Adicionalmente, se debe considerar 
que las tareas de monitoreo son realizadas consul-
tando las oid correspondientes a la extensión de 
mib-rmonv1.
DeviceView solo puede gestionar los disposi- 
tivos activos definidos en su alcance —como se 
describió en la parte de “Metodología” y de “Re- 
sultados”—, por lo tanto, se debe trabajar como 
una oportunidad de mejora en su desarrollo, a fin 
de ampliar sus funcionalidades, especialmente en 
las fuentes y en la obtención y forma de almacena-
miento de las oid de los dispositivos, y así soportar 
un mayor número de equipos activos de diferentes 
marcas y familias que se puedan gestionar.
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