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Abstract
An n-ary integral quadratic form is a formal expression Q(x1, · · · , xn) =
∑
1≤i,j≤n
aijxixj in n-
variables x1, · · · , xn, where aij = aji ∈ Z. We present a poly(n, k, log p, log t) randomized algorithm that
given a quadratic form Q(x1, · · · , xn), a prime p, a positive integer k and an integer t, samples a uniform
solution of Q(x1, · · · , xn) ≡ t mod p
k.
1 Introduction
Let R be a commutative ring with unity and R× be the set of units (i.e., invertible elements) of R. A
quadratic form over the ring R in n-formal variables x1, · · · , xn in an expression
∑
1≤i,j≤n aijxixj , where
aij = aji ∈ R. A quadratic form can equivalently be represented by a symmetric matrix Qn = (aij) such
that Q(x1, · · · , xn) = (x1, · · · , xn)′Q(x1, · · · , xn). The quadratic form is called integral if R = Z and the
determinant of the quadratic form Q is defined as det(Q).
Quadratic forms are central to various branches of Mathematics, including number theory, linear algebra,
group theory, and Lie theory. They also appear in several areas of Computer Science like Cryptography
and Lattices. Several modern factorization algorithms, including Dixon’s algorithm [Dix81], the continued
fractions method, and the quadratic sieve; try to solve x2 ≡ t mod n, where n is the number being factorized.
They also arise naturally as the ℓ2 norm of lattice vectors.
It is not surprising that the study of quadratic forms predates Gauss, who gave the law of quadratic
reciprocity and contributed a great deal in the study of quadratic forms, including a complete classification
of binary quadratic forms (i.e., n = 2). Another giant leap was made by Minkowski in his “Geometry of
Numbers” [Min10], which proposed a geometric method to solve problems in number theory. Minkowski also
gave explicit formulae to calculate the number of solutions x = (x1, · · · , xn) ∈ (Z/pkZ)n to the equation
x′Qx ≡ t mod pk albeit they contain errors for the p = 2 case, see [Wat76].
The general problem is to solve quadratic equations of the form x′Qx ≡ t mod q in several variables,
where q, t are integers. If the factorization of q is known then using Chinese Remainder Theorem one can
show that it is enough to solve the equation when q is a prime power i.e., q = pk for some prime p and
positive integer k.
We remark that typically mathematicians are mainly interested in counting the number of solutions if k
is “large enough”. One reason for this is that once k is large enough, increasing k by 1 simply multiplies the
number of solutions by pn−1. Another reason is that the corresponding normalized quantity (the local density,
which is the number of solutions divided by pk(n−1) for k large enough) seems to be the “mathematically
natural quantity”. It arises in many places, for example in (some forms of) the celebrated Siegel mass formula
[Sie35].
Several alternatives are available for counting; mainly aimed towards computing the local density, which
is a more general problem [Sie35, O’M73, Yan98, Kit99, CS99, GY00, Han04]. As an example, [Sie35] gives
an ingenious Gaussian sum technique to count solutions in case p does not divide 2t det(Q).
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The case of the prime p = 2 is tricky and needs careful analysis. Pall [Pal65] pointed out that the work
of Minkowski omits many details, resulting in errors for the case of prime 2. Later, Watson [Wat76] found
errors in the fixes suggested by Pall. It is believed by the community that the work by Watson does not
contain any errors.
Coming back to our original problem of finding solutions, a few results are known. We are aware of two
relevant results on the question of finding any solution (in contrast to sampling one, uniformly at random).
The first [AEM87, PS87] solves x2 − ky2 ≡ m (mod q) for composite q, when the factorization of q is
unknown. The second and more relevant is the work done by Hartung [Har08]. For odd p, he gives a correct
polynomial time algorithm to find one solution of x′Qx ≡ t mod pk (though it seems to be safe to say that
the possibility of this was folklore before). Unfortunately, his construction seems to contain errors for the
case p = 2 (e.g., he divides by 2 in the ring Z/2kZ while proving Lemma 3.3.1 pp. 47-48).
Our Contribution. Apart from the difficulty of giving correct formulae for p = 2, the method of
Minkowski (and others, including the Gaussian sum method) for counting the number of solutions of
x′Qx ≡ t mod pk has another drawback. It is not constructive in the sense that it does not provide a way to
sample uniform solutions to the equation. In this work, we give an alternate way of counting solutions, and
thus by the above remarks, an alternate way to compute the local density. Our way of counting also yields a
Las Vegas algorithm that, given an integral quadratic form Q, a prime p, a positive integer k and an integer
t ∈ Z/pkZ, runs in time poly(n, k, log p) and samples a uniform random solution of x′Qx ≡ t mod pk, if a
solution exists.
2 Preliminaries
Integers and ring elements are denoted by lowercase letters, vectors by bold lowercase letters and matrices
by typewriter uppercase letters. Sets are denoted by upper case letters A,B, · · · , and their cardinalities by
A,B, · · · . The i’th component of a vector v is denoted by vi. We use the notation (v1, · · · , vn) for a column
vector and the transpose of matrix A is denoted by A′. The matrix An will denote a n × n square matrix.
The scalar product of two vectors will be denoted v′w and equals
∑
i viwi. The standard Euclidean norm
of the vector v is denoted by ||v|| and equals √v′v.
If Qn1 , Q
m
2 are matrices, then the direct product of Q1 and Q2 is denoted by Q1 ⊕ Q2 and is defined as
diag(Q1, Q2) =
(
Q1 0
0 Q2
)
. Given two matrices Q1 and Q2 with the same number of rows, [Q1, Q2] is the matrix
which is obtained by concatenating the two matrices columnwise. If Qn is a n× n integer matrix and q is a
positive integer then Q mod q is defined as the matrix with all entries of Q reduced modulo q. A matrix is
called unimodular if it is an integer n× n matrix with determinant ±1.
Let R be a commutative ring with unity and R× be the set of units (i.e., invertible elements) of R. If
Q ∈ Rn×n is a square matrix, the adjugate of Q is defined as the transpose of the cofactor matrix and is denoted
by adj(Q). The matrix Q is invertible if and only if det(Q) is a unit of R. In this case, adj(Q) = det(Q)Q−1.
The set of invertible n× n matrices over R is denoted by GLn(R). The subset of matrices with determinant
1 will be denoted by SLn(R).
Fact 1 A matrix U is in GLn(R) iff det(U) ∈ R×.
For every prime p and positive integer k, we define the ring Z/pkZ = {0, · · · , pk− 1}, where product and
addition is defined modulo pk. Let a, b be integers. Then, ordp(a) is the largest integer exponent of p such
that pordp(a) divides a. We let ordp(0) = ∞. The p-coprime part of a is then cprp(a) = apordp(a) . Note that
cprp(a) is, by definition, a unit of Z/pZ. For a positive integer q, one writes a ≡ b mod q, if q divides a− b.
By x := a mod q, we mean that x is assigned the unique value b ∈ {0, · · · , q− 1} such that b ≡ a mod q. An
integer t is called a quadratic residue modulo q if gcd(t, q) = 1 and x2 ≡ t mod q has a solution.
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Definition 1 Let p be an odd prime, and t be a positive integer with gcd(t, p) = 1. Then, the Legendre-symbol
of t with respect to p is defined as follows.(
t
p
)
=
{
1 if t is a quadratic residue modulo p
−1 otherwise.
The Legendre symbol can also be computed by the Euler’s formula, given by t(p−1)/2 mod p.
For the prime 2, there is an extension of Legendre symbol called the Kronecker symbol. It is defined for
odd integers t and
(
t
2
)
equals 1 if t ≡ ±1 mod 8, and −1 if t ≡ ±3 mod 8.
The p-sign of t, denoted sgnp(t), is defined as
(
cprp(t)
p
)
for odd primes p and cpr2(t) mod 8 otherwise.
We also define sgnp(0) = 0, for all primes p. Thus,
sgnp(0) = 0 sgnp(t > 0) ∈
{ {+1,−1} if p is odd
{1, 3, 5, 7} otherwise
The following lemma is well known.
Lemma 1 Let p be an odd prime. Then, there are p−12 quadratic residues and
p−1
2 quadratic non-residues
modulo p. Also, every quadratic residue in Z/pZ can be written as a sum of two quadratic non-residues and
every quadratic non-residue can be written as a sum of two quadratic residues.
An integer t is a square modulo q if there exists an integer x such that x2 ≡ t (mod q). The integer x is
called the square root of t modulo q. If no such x exists, then t is a non-square modulo q.
The following lemma is folklore and gives the necessary and sufficient conditions for an integer t to be a
square modulo pk. For completeness, a proof is provided in Appendix B.
Lemma 2 Let p be a prime, k be a positive integer and t ∈ Z/pkZ be a non-zero integer. Then, t is a square
modulo pk if and only if ordp(t) is even and sgnp(t) = 1.
Definition 2 Let pk be a prime power. A vector v ∈ (Z/pkZ)n is called primitive if there exists a component
vi, i ∈ [n], of v such that gcd(vi, p) = 1. Otherwise, the vector v is non-primitive.
Our definition of primitiveness of a vector is different but equivalent to the usual one in the literature. A
vector v ∈ (Z/qZ)n is called primitive over Z/qZ for a composite integer q if it is primitive modulo pordp(q)
for all primes that divide q.
Definition 3 Let p be a prime, k be a positive integer and x be an element of Z/pkZ. The p-expansion of
x is x written in base p i.e., x = x(0)+ x(1) · p+ · · ·+ x(k−1) · pk−1, where x(i) ∈ Z/pZ for i ∈ {0, · · · , k− 1},
is called the i’th digit of x.
Quadratic Form. An n-ary quadratic form over a ring R is a symmetric matrix Q ∈ Rn×n, interpreted as
the following polynomial in n formal variables x1, · · · , xn of uniform degree 2.∑
1≤i,j≤n
Qijxixj = Q11x
2
1 + Q12x1x2 + · · · = x′Qx
The quadratic form is called integral if it is defined over the ring Z. It is called positive definite if for all
non-zero column vectors x, x′Qx > 0. This work deals with integral quadratic forms, henceforth called
simply quadratic forms. The determinant of the quadratic form is defined as det(Q). A quadratic form is
called diagonal if Q is a diagonal matrix.
Given a set of formal variables x =
(
x1 · · · xn
)′
one can make a linear change of variables to y =(
y1 · · · yn
)′
using a matrix U ∈ Rn×n by setting y = Ux. If additionally, U is invertible over R i.e.,
U ∈ GLn(R), then this change of variables is reversible over the ring. We now define the equivalence of
quadratic forms over the ring R (compare with Lattice Isomorphism).
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Definition 4 Let Qn1 , Q
n
2 be quadratic forms over a ring R. They are called R-equivalent if there exists a
U ∈ GLn(R) such that Q2 = U′Q1U.
If R = Z/qZ, for some positive integer q, then two integral quadratic forms Qn1 and Q
n
2 will be called
q-equivalent (denoted, Q1
q∼ Q2) if there exists a matrix U ∈ GLn(Z/qZ) such that Q2 ≡ U′Q1U (mod q).
If the equation x′Qx ≡ t (mod q) has a solution then we say that t has a q-representation in Q (or t has a
representation in Q over Z/qZ). Solutions x ∈ (Z/qZ)n to the equation are called q-representations of t in Q.
We classify the representations into two categories: primitive and non-primitive, see Definition 2. The set of
non-primitive, primitive and all pk-representations of t in Q is denoted by Cpk(Q, t),Bpk(Q, t) and Apk(Q, t),
respectively. Their sizes are denoted by Cpk(Q, t),Bpk(Q, t) and Apk(Q, t), respectively.
Randomized Algorithms. Our randomized algorithms are Las Vegas algorithms. They either fail and
output nothing, or produce a correct answer. The probability of failure is bounded by a constant. Thus, for
any δ > 0, it is possible to repeat the algorithm O(log 1δ ) times and succeed with probability at least 1 − δ.
Henceforth, these algorithms will be called randomized algorithms.
Our algorithms perform two kinds of operations. Ring operations e.g., multiplication, additions, inver-
sions over Z/pkZ and operations over integers Z e.g., multiplications, additions, divisions etc. The runtime
for all these operations is treated as constant i.e., O(1) and the time complexity of the algorithms is measured
in terms of ring operations. For computing a uniform representation, we also need to sample a uniform ring
element from Z/pkZ. We adapt the convention that sampling a uniform ring elements also takes O(1) ring
operations. For example, the Legendre symbol of an integer a can be computed by fast exponentiation in
O(log p) ring operations over Z/pZ while ordp(t) for t ∈ Z/pkZ can be computed by fast exponentiation in
O(log k) ring operations over Z/pkZ.
Let ω be the constant, such that multiplying two n×n matrices over Z/pkZ takes O(nω) ring operations.
3 Technical Overview
This section will give a complete outline of our method to count solutions of x′Qx ≡ t mod pk.
3.1 Simplifying the LHS
Recall the definition of equivalence of quadratic forms i.e., Definition 4. If Qn and Sn are equivalent over
Z/pkZ then the following lemma show that the number of solutions of x′Qx ≡ t mod pk is the same as the
number of solutions of x′Sx ≡ t mod pk.
Lemma 3 Let p be a prime, k, t be positive integers, Qn be an integral quadratic form, U ∈ GLn(Z/pkZ) and
S = U′QU mod pk. Then, Apk(Q, t) = Apk(S, t), Bpk(Q, t) = Bpk(S, t), and Cpk(Q, t) = Cpk(S, t).
Proof: Let V ∈ GLn(Z/pkZ) be such that UV ≡ I mod pk. The map f : (Z/pkZ)n → (Z/pkZ)n defined by
f(x) := Vx mod pk is bijective because U, V are invertible over Z/pkZ.
If x is primitive then Vx is also primitive. We prove this by contradiction. Suppose Vx is not primitive.
Then, Vx can be written as py, where y ∈ (Z/pkZ)n. But, x ≡ UVx ≡ pUy mod pk, which implies that x is
not primitive.
The lemma now follows from the equation (Vx)′S(Vx) ≡ x′Qx mod pk. 
Thus, in order to count, we first transform Qn into a simpler quadratic form. We refer to this transfor-
mation procedure as “diagonalization”.
An intuitive description of the diagonalization procedure follows. Given a quadratic form over a ring R,
one can classify them according to the following equivalence. Two quadratic forms are equivalent over R if
one can be obtained from the other by an invertible linear change of variables over R. For example, x2 and
2y2 are equivalent over the field of reals R because the transformations x→ √2y and y → 1√
2
x are inverse
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of each other in R, are linear and transform x2 to 2y2 and 2y2 to x2 respectively. Thus, over R instead
of trying to solve both x2 and 2y2 separately, one can instead solve x2 and then use the invertible linear
transformation to map the solutions of x2 to the solutions of 2y2. It is well known that every quadratic
form in n-variables over R is equivalent to
∑a
i=1 x
2
i −
∑n
i=a+1 x
2
i , for some a ∈ [n]. This is known as the
Sylvester’s Law of inertia.
For the ring Z/pkZ such that p is odd, there always exists an equivalent quadratic form which is also
diagonal (see [CS99], Theorem 2, page 369). Additionally, one can explicitly find the invertible change of
variables that turns it into a diagonal quadratic form. The situation is tricky over the ring Z/2kZ. Here, it
might not be possible to eliminate all mixed terms, i.e., terms of the form 2aijxixj with i 6= j. For example,
consider the quadratic form 2xy i.e.,
(
0 1
1 0
)
over Z/2kZ. An invertible linear change of variables over
Z/2kZ is of the following form.
x→ a1x1 + a2x2
y → b1x1 + b2x2
(
a1 a2
b1 b2
)
invertible over Z/2kZ
The mixed term after this transformation is 2(a1b2 + a2b1). As a1b2 + a2b1 mod 2 is the same as the
determinant of the change of variables above i.e., a1b2−a2b1 modulo 2; it is not possible for a transformation
in GL2(Z/2
k
Z) to eliminate the mixed term. Instead, one can show that over Z/2kZ it is possible to get an
equivalent form where the mixed terms are disjoint i.e., both xixj and xixk do not appear, where i, j, k are
pairwise distinct. One captures this form by the following definition.
Definition 5 A matrix Dn over integers is in a block diagonal form if it is a direct sum of type I and type
II forms; where type I form is an integer while type II is a matrix of the form
(
2ℓ+1a 2ℓb
2ℓb 2ℓ+1c
)
with b odd.
The following theorem is folklore and is also implicit in the proof of Theorem 2 on page 369 in [CS99].
For completeness, we provide a proof in Appendix A.
Theorem 4 Let Qn be an integral quadratic form, p be a prime, and k be a positive integer. Then, there is an
algorithm that performs O(n1+ω log k) ring operations and produces a matrix U ∈ SLn(Z/pkZ) such that U′QU
(mod pk), is a diagonal matrix for odd primes p and a block diagonal matrix (in the sense of Definition 5)
for p = 2.
3.2 Simplifying the RHS
Our next step is to simplify the right hand side of the equation x′Qx ≡ t mod pk i.e., t.
Definition 6 The pk-symbol of an integer t is sympk(t) = (ordp(t mod p
k), sgnp(t mod p
k)).
A pk-symbol will be denoted as γ and ordp(γ) will denote the p-order of γ and sgnp(γ) will denote the
p-sign of γ. The next lemma shows the importance of the pk-symbol.
Lemma 5 For integers a, b and prime p: b
pk∼ a iff sympk(a) = sympk(b).
Proof: The lemma is true if ordp(a) or ordp(b) is at least k. Hence, we assume that ordp(a), ordp(b) < k.
We first show that b
pk∼ a implies sympk(a) = sympk(b). If b p
k
∼ a then there exists a u ∈ (Z/pkZ)× such
that b ≡ u2a (mod pk). But, multiplying by a square of a unit does not change the sign i.e., sgnp(a mod pk) =
sgnp(u
2a mod pk) = sgnp(b mod p
k). Also, ordp(u) = 0 implies that ordp(a) = ordp(b). This shows that
sympk(a) = sympk(b).
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We now show the converse. Suppose a and b be such that sympk(a) = sympk(b). Let ordp(a) = ordp(b) =
α. By definition of pk-symbol, sgnp(a mod p
k) = sgnp(b mod p
k). But then,
sgnp
(
cprp(a) mod p
k−α) = sgnp (cprp(b) mod pk−α)
⇐⇒ sgnp
(
cprp(a) cprp(b)
−1 mod pk−α
)
= 1
By Lemma 2, cprp(a) cprp(b)
−1 mod pk−α is a quadratic residue modulo pk−α. But then, there exists a unit
u such that
u2 ≡ cprp(a) cprp(b)−1 (mod pk−α) .
Multiplying this equation by cprp(b)p
α yields u2b ≡ a mod pk or b p
k
∼ a. 
The following lemma shows that the number of solutions only depend on two things: ordp(t mod p
k),
and sgnp(t mod p
k).
Lemma 6 Let Qn be a quadratic form, p be a prime, k be a positive integer and t, s be integers such that
sympk(t) = sympk(s). Then, Apk(Q, t) = Apk(Q, s), Bpk(Q, t) = Bpk(Q, s), and Cpk(Q, t) = Cpk(Q, s).
Proof: By Lemma 5, it follows that there exists a unit u ∈ (Z/pkZ)× such that s ≡ u2t mod pk. But
then, t has a representation x ∈ (Z/pkZ)n in Q iff s has a representation ux ∈ (Z/pkZ)n in Q;
(ux)′Q(ux) ≡ u2x′Qx ≡ u2t ≡ s mod pk .
The function x → ux maps pk-representations of t in Q to pk-representations of s in Q. Also, the map is
bijective, and preserves primitiveness; completing the proof. 
Let γ be a pk-symbol and t ∈ Z/pkZ be an integer such that sympk(t) = γ. Then, using Lemma 6, we
can define the following quantities.
Apk(Q, γ) = Apk(Q, t) Bpk(Q, γ) = Bpk(Q, t) Cpk(Q, γ) = Cpk(Q, t)
There are pk different possible values for t over Z/pkZ i.e., exponential in k. But, for the pk-symbol γ,
there are only (4k + 1) possibilities; when p = 2, and (2k + 1) otherwise (the “+1” is for 0). Note that the
p-order ∞ only appears with p-sign 0 and vice-versa.
For notational convenience, we define the following sets (the modulo pk will be clear from the context,
whenever we use this notation).
ord = {∞, 0, · · · , k − 1} sgn =
{ {0, 1,−1} p is an odd prime
{0, 1, 3, 5, 7} otherwise (1)
The following definition is useful in reducing the problem of counting representations in higher dimensions
to the problem of counting representations for individual blocks in a block diagonal form.
Definition 7 Let p be a prime, k be a positive integer, t ∈ Z/pkZ be an integer, and γ1, γ2 be pk-symbols.
Then, the (γ1, γ2)-split size of t over Z/p
k
Z, denoted Stpk(γ1, γ2), is the size of the following set,
Stpk(γ1, γ2) =
{
(a, b) ∈ (Z/pkZ)2 | sympk(a) = γ1, sympk(b) = γ2, t ≡ a+ b mod pk
}
.
Let γ, γ1, γ2 be p
k-symbols and t ∈ Z/pkZ be an integer such that sympk(t) = γ. Then, the following
lemma shows that we can define Sγ
pk
(γ1, γ2) as Stpk(γ1, γ2).
Lemma 7 Let p be a primes, k be a positive integer, γ1, γ2 be p
k-symbols and t, s be integers such that
sympk(t) = sympk(s). Then, Stpk(γ1, γ2) = Sspk(γ1, γ2).
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Proof: By Lemma 5, there exists a u ∈ (Z/pkZ)× such that u2t ≡ s mod pk. If t ≡ a + b mod pk then
u2t ≡ u2a+ u2b mod pk with sympk(u2a) = sympk(a), and sympk(u2b) = sympk(b). The lemma now follows
from the observation that the map x→ u2x is a bijection from Z/pkZ to itself. 
Lemma 8 Let Q = diag(Q1, Q2) be an integral quadratic form, p be a prime, k be a positive integer, and γ
be a pk-symbol. Then,
Apk(Q, γ) =
∑
γ1,γ2∈ord× sgn
Sγ
pk
(γ1, γ2) · Apk(Q1, γ1) · Apk(Q2, γ2)
Cpk(Q, γ) =
∑
γ1,γ2∈ord× sgn
Sγ
pk
(γ1, γ2) · Cpk(Q1, γ1) · Cpk(Q2, γ2)
Proof: Let t ∈ Z/pkZ be such that sympk(t) = γ. The formula for the total number of representations of γ
by Q over Z/pkZ follows from the calculations below.
Apk(Q, γ) = Apk(Q, t) =
∑
a∈Z/pkZ
Apk(Q1, a) · Apk(Q2, t− a)
=
∑
a∈Z/pkZ
Apk(Q1, sympk(a)) · Apk(Q2, sympk(t− a))
=
∑
γ1,γ2∈ord× sgn
Stpk(γ1, γ2) · Apk(Q1, γ1) · Apk(Q2, γ2)
=
∑
γ1,γ2∈ord× sgn
Sγ
pk
(γ1, γ2) · Apk(Q1, γ1) · Apk(Q2, γ2)
The same calculation works for the number of non-primitive representations because a representation of
γ by Q is non-primitive iff every component of the representation is non-primitive. 
3.3 Overview of the Counting/Sampling Algorithm
Given (Qn, p, k, t) our counting algorithm for finding Apk(Q, t) is analyzed in detail in Section 5.5. An overview
of the algorithm is given below.
1. Block diagonalize Q over Z/pkZ using Theorem 4. Let Dn = D1 ⊕ · · · ⊕ Dm be the block diagonal form
returned by the algorithm. Recall, each Di is either Type I i.e., an integer, or Type II (only when
p = 2).
2. For each symbol γ ∈ ord× sgn and i ∈ [m], calculate Apk(Di, γ). The case of prime 2 is handled
separately and needs careful analysis for Type II blocks. (Sections 5.1, 5.2, and 5.3)
3. For each triple γ, γ1, γ2 ∈ ord× sgn compute the size of split classes (Section 5.4) i.e., Sγpk(γ1, γ2).
4. Compute Apk(D1 ⊕ · · · ⊕ Di, γ) for each γ ∈ ord× sgn and i ∈ [m], using Lemma 8.
5. Output Apk(D, sympk(t)).
As mentioned in the introduction of the paper, this algorithm can also be used to compute what mathe-
maticians call the “local density” (see Section 5.6). Furthermore, this algorithm can be generalized to sample
uniform representations (details in Section 6). The following two theorems are the main contribution of this
paper (proved in Section 6.2).
Theorem 9 Let Qn be an integral quadratic form, k be a positive integer, and t be an element of Z/2kZ.
Then, there exists a deterministic polynomial time algorithm that performs O(n1+ω log k + nk3) ring opera-
tions over Z/2kZ and samples a uniform (primitive/non-primitive) representation of t by Q over Z/2kZ, if
such a representation exists.
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Theorem 10 Let Qn be an integral quadratic form, p be an odd prime, k be a positive integer, t be an element
of Z/pkZ. Then, there is a polynomial time algorithm Las Vegas algorithm that performs O(n1+ω log k +
nk3+n log p) ring operations over Z/pkZ and fails with constant probability (say, at most 13). Otherwise, the
algorithm outputs a uniform (primitive/non-primitive) pk-representation of t by Q, if such a representation
exists.
In other words, the algorithm is able to output a uniform representation, a representation which is uniform
among the primitive ones, and a representation which is uniform among the non-primitive ones.
4 Squares over Quotient Rings
To understand quadratic forms and their equivalence, we need some elementary results from number theory
and algebra. In particular, we want to know when an integer t is a square over the ring Z/pkZ.
The prime 2 creates some technical complications. Thus, we chose to spilt the results in two parts; for
odd primes, and for the even prime. We remark that everything in this section is well-known.
4.1 Squares Modulo pk; p odd
A positive integer t is a quadratic residue modulo pk iff t is a quadratic residue modulo p (see Theorem 2.30,
[Sho09]). If t is a quadratic residue modulo p then there are two solutions to the equation x2 ≡ t mod p.
Furthermore, there is a Las-Vegas algorithm due to Cippola and Lehmer which performs O(log p) ring
operations over Z/pZ and computes the square root of a quadratic residue t over Z/pZ.
Given a positive integer t such that t is a quadratic residue modulo p both solutions to x2 ≡ t mod pk
can be found using Hensel’s Lemma. We give a sketch of the proof here and a full proof can be found on
page 174, [Bac96].
Lemma 11 Let p be an odd prime, k a positive integer, and t be a quadratic residue modulo p. Then, there
is a randomized algorithm that performs O(log k+log p) ring operations and with constant probability outputs
both solutions of x2 ≡ t mod pk.
Proof: We use the Las Vegas algorithm by Cippola and Lehmer to first find the solutions of x2 ≡ t mod p.
We now show how to “lift” this solution from Z/pZ to Z/pkZ. We do this incrementally by lifting solutions
of x2 ≡ t mod pe to solutions of x2 ≡ t mod p2e.
Let a be a solution of x2 ≡ t mod pe i.e., a2 ≡ t mod pe. If b := (t−a2)/pe2a mod pk, then
(a+ peb)2 ≡ a2 + 2abpe ≡ t (mod p2e) .
The computation of b takes O(1) ring operations and hence to lift a solution modulo p to a solution modulo
pk, we need to perform O(log k) ring operations. 
4.2 Squares Modulo 2k
There is only one non-zero element in Z/2Z i.e., 1 and by definition, it is a quadratic residue. This is the
only quadratic residue in Z/4Z and Z/8Z.
Let t ∈ Z/2kZ be an integer. Then, t is a quadratic residue modulo 2k iff t ≡ 1 mod 8 (see Theorem 2,
pp 49, [BS86]). A similar result as in Lemma 11 can be shown. The “lifting” of solutions modulo pe to
solutions modulo p2e does not work in this case because 2 does not have an inverse (see the proof of Lemma
11).
Lemma 12 Let k be a positive integer, and t be an element of Z/2kZ such that t ≡ 1 (mod 8). Then, x2 ≡ t
(mod 2k) has one solution for k = 1, two for k = 2 and four otherwise. Additionally, all solutions can be
found in O(k) ring operations.
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Proof: The set of solutions is {1} in Z/2Z, {1, 3} in Z/4Z and {1, 3, 5, 7} in Z/8Z. For larger k, we prove
the lemma by induction.
Let us assume that the lemma is true for k ≥ 3 and let b be a square root of t modulo 2k. Then,
b2 ≡ t mod 2k and 2k|(t − b2). By Definition 3, the k’th digit of t − b2 is d = (t − b2)/2k mod 2. Recall,
x(k) is the k’th digit in the p-expansion of x (see Definition 3, p = 2 here). Let c = b + 2
k−1d. From b ≡ 1
(mod 2), we conclude that 2kbd ≡ 2kd (mod 2k+1). For k ≥ 3, it follows that,
c2 ≡ b2 + 2kbd ≡ (
k−1∑
i=0
t(i)2
i + (b2)(k)2
k) + 2kd ≡ t (mod 2k+1)
Additionally, −c, 2k + c, 2k − c are all distinct solutions of x2 ≡ t (mod 2k+1). The fact that these are the
only possible solutions is argued as follows. If x is a solution modulo 2k+1 then it is also a solution modulo
2k. So, there are only eight choices for x in Z/2k+1Z given four solutions modulo Z/2kZ. Only four of these
work. The proof is constructive i.e., given all solutions modulo 2k, all solutions modulo 2k+1 can be found
in constant number of ring operations. 
5 Counting Representations
In this section, we count the number of solutions of the equation x′Qx ≡ t mod pk.
5.1 Dimension = 1, Odd Prime
The following lemma gives the necessary and sufficient conditions for an integral quadratic form Qn=1 to
represent t over Z/pkZ, when k > ordp(t).
Lemma 13 If Q, t be integers, p be an odd prime and k > ordp(t). Then, t can be represented by Q over
Z/pkZ if and only if ordp(t)− ordp(Q) is even, ≥ 0, and
(
cprp(Q) cprp(t)
p
)
= 1.
Proof: Suppose that t can be represented by Q over Z/pkZ and k > ordp(t). Then, there exists integers x
and a such that x2Q = t+ apk. But then,
ordp(t) = ordp(t+ ap
k) = ordp(x
2
Q) = 2 ordp(x) + ordp(Q) ,(
cprp(t)
p
)
=
(
cprp(t+ ap
k)
p
)
=
(
cprp(x
2Q)
p
)
=
(
cprp(Q)
p
)
.
Conversely, suppose that ordp(t) − ordp(Q) is even, ≥ 0 and
(
cprp(Q) cprp(t)
p
)
= 1. Then, by Lemma 5,
there exists an integer u such that cprp(Q)u
2 ≡ cprp(t) (mod pk). But then, multiplying this equation by
pordp(t), we conclude that x = p
ordp(t)−ordp(Q)
2 u is a pk-representation of t; as follows.
(p
ordp(t)−ordp(Q)
2 u)2Q = pordp(t) cprp(Q)u
2 ≡ pordp(t) cprp(t) (mod pk) .

Lemma 14 Let Q, t, k be integers, and p be an odd prime. Then, Algorithm 1 performs O(log k+ log p) ring
operations and outputs the number of primitive and non-primitive pk-representations of t in Q.
Proof: We want to count the number of primitive and non-primitive x ∈ Z/pkZ such that x2Q ≡ t (mod pk).
We distinguish between the following cases.
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ordp(t) ≥ k. In this case, t mod pk is 0. Thus,
x2pordp(Q) ≡ 0 (mod pk) ⇐⇒ pk−ordp(Q)|x2 ⇐⇒ p⌈ k−ordp(Q)2 ⌉|x
There are primitive representations iff ordp(Q) ≥ k. But then, every x ∈ Z/pkZ is a representation. Recall,
the p-expansion of x ∈ Z/pkZ (Definition 3). By definition, x is primitive iff x(0) 6= 0. The rest of the
k − 1 digits can be chosen freely. The number of primitive and non-primitive representations in the case of
ordp(Q) ≥ k is then (p− 1)pk−1 and pk−1 respectively. Otherwise, if ordp(Q) < k then there are no primitive
representations and the number of non-primitive representations is pk−⌈
k−ordp(Q)
2 ⌉. This completes the case
of ordp(t) ≥ k.
ordp(t) < k. It follows from Lemma 13 that Q represents t over Z/p
k
Z iff ordp(t) − ordp(Q) ≥ 0, is even
and
(
cprp(t) cprp(Q)
p
)
= 1. But then,
x2Q ≡t (mod pk) ⇐⇒ x2 ≡ pordp(t)−ordp(Q) cprp(t) cprp(Q)−1 (mod pk−ordp(Q))
⇐⇒ x = p ordp(t)−ordp(Q)2 y, y ∈ Z/pk− ordp(t)−ordp(Q)2 Z,
y2 ≡ cprp(t) cprp(Q)−1 (mod pk−ordp(t)) .
The number of possible representations is the number of y ∈ Z/pk− ordp(t)−ordp(Q)2 Z satisfying y2 ≡ cprp(t) cprp(Q)−1 mod
pk−ordp(t). As cprp(t) cprp(Q)
−1 is a quadratic residue modulo p, by Lemma 11, there are exactly two pos-
sible y over the ring Z/pk−ordp(t)Z. Recall, the p-expansion of y (definition 3). In the p-expansion of y,
there are k− ordp(t)−ordp(Q)2 digits; the first k− ordp(t) of those must be a solution of y2 = cprp(t) cprp(Q)−1
over the ring Z/pk−ordp(t)Z. Hence, the remaining ordp(t)+ordp(Q)2 can be chosen freely from Z/pZ. Thus,
the number of pk-representation of t in Q is 2p
ordp(t)+ordp(Q)
2 . Note that there are primitive representations
iff ordp(t) = ordp(Q). But then, every representation x ∈ Z/pkZ is primitive. This completes the case of
ordp(t) < k.
Algorithm 1: CountModpk1Dim(Qn=1, sympk(t), p, k)
1 if ordp(t) ≥ k then
2 if ordp(Q) ≥ k then prim := (p− 1)pk−1; nprim := pk−1 ;
3 else prim := 0; nprim := pk−⌈(k−ordp(Q))/2⌉ ;
4 else if ordp(t)− ordp(Q) < 0 or ordp(t)− ordp(Q) odd or
(
cprp(t) cprp(Q)
p
)
= −1 then prim := 0; nprim
:= 0 ;
5 else if ordp(Q) = ordp(t) then prim := 2p
ordp(Q); nprim := 0 ;
6 else prim := 0; nprim := 2p(ordp(t)+ordp(Q))/2 ;
The algorithm works with numbers of size pk and makes only a constant number of operations. The
Legendre symbol can be calculated using fast exponentiation (see Definition 1) in O(log p) ring operations
and the computations of p-orders take O(log k) ring operations. The algorithm hence, performs at most
O(log k + log p) ring operations. 
5.2 Dimension = 1, p = 2
The following lemma gives the necessary and sufficient conditions for an integral quadratic form Qn=1 to
represent a non-zero t ∈ Z/2kZ over Z/2kZ.
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Lemma 15 Let Q be an integer, and t be a non-zero integer from Z/2kZ. Then, t can be represented by Q
over Z/2kZ if and only if ord2(t)− ord2(Q) is even, ≥ 0, and cpr2(Q) ≡ cpr2(t) mod min{8, 2k−ord2(t)}.
Proof: Suppose that t can be represented by Q over Z/2kZ and k > ord2(t). Then, there exists integers x
and a such that x2Q = t+ a2k. But then,
ord2(t) = ord2(t+ a2
k) = ord2(x
2
Q) = 2 ord2(x) + ord2(Q) ,
cpr2(t+ a2
k) = cpr2(x
2
Q) = cpr2(x)
2 cpr2(Q) ≡ cpr2(Q) (mod 8) .
By assumption, ord2(t) < k and hence cpr2(t+ a2
k) ≡ cpr2(t) mod 2k−ord2(t).
Conversely, suppose that ord2(t) − ord2(Q) is even, ≥ 0 and cpr2(t) ≡ cpr2(Q) mod min{8, 2k−ord2(t)}.
Then, by Lemma 5, there exists an integer u such that cpr2(Q)u
2 ≡ cpr2(t) mod 2k−ord2(t). But then,
multiplying this equation by 2ord2(t), we conclude that x = 2
ord2(t)−ord2(Q)
2 is a 2k-representation of t; as
follows.
(2
ord2(t)−ord2(Q)
2 u)2Q = 2ord2(t) cpr2(Q)u
2 ≡ 2ord2(t) cpr2(t) mod 2k .

Lemma 16 Let Q, t, and k be integers. Algorithm 2 performs O(log k) ring operations and outputs the
number of primitive and non-primitive 2k-representations of t in Q.
Proof: We want to count the number of primitive and non-primitive x ∈ Z/2kZ such that x2Q ≡ t mod 2k.
We distinguish between the following cases.
Algorithm 2: CountMod2k1Dim(Qn=1, k, sym2k(t))
1 if ord2(t) ≥ k then
2 if ord2(Q) ≥ k then prim := 2k−1; non-prim := 2k−1 ;
3 else prim := 0; non-prim := 2k−⌈(k−ord2(Q))/2⌉ ;
4 else if ord2(t)− ord2(Q) < 0 or ord2(r)− ord2(Q) odd or cpr2(r) 6≡ cpr2(Q) mod min{8, 2k−ord2(t)}
then prim := 0; non-prim := 0 ;
5 else
6 if k − ord2(t) ≥ 3 then rep := 4 · 2(ord2(t)+ord2(Q))/2;
7 else rep := (k − ord2(t)) · 2(ord2(t)+ord2(Q))/2;
8 if ord2(Q) = ord2(t) then prim := rep; non-prim := 0;
9 else prim := 0; non-prim := rep;
10 return [prim, non-prim]
ord2(t) ≥ k. In this case, t mod 2k is 0 and hence,
x22ord2(Q) ≡ 0 mod 2k ⇐⇒ 2k−ord2(Q)|x2 ⇐⇒ 2⌈ k−ord2(Q)2 ⌉|x
There are primitive representations iff ord2(Q) ≥ k. But then, every x ∈ Z/2kZ is a representation. Recall,
the 2-expansion of x ∈ Z/2kZ (definition 3). By definition, x is primitive iff d0(x) = 1. The rest of the
k − 1 digits can be chosen freely. The number of primitive and non-primitive representations in the case
of ord2(Q) ≥ k is then 2k−1 and 2k−1 respectively. Otherwise, if ord2(Q) < k then there are no primitive
representations and the number of non-primitive representations is 2k−⌈
k−ord2(Q)
2 ⌉. This completes the case
of ord2(t) ≥ k.
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ord2(t) < k. In this case, t is a non-zero element of Z/2
k
Z. It follows from Lemma 15 that Q represents t
over Z/2kZ iff ord2(t)− ord2(Q) ≥ 0, is even and cpr2(t) ≡ cpr2(Q) mod min{8, 2k−ord2(t)}. But then,
x2Q ≡t mod 2k ⇐⇒ x2 ≡ 2ord2(t)−ord2(Q) cpr2(t) cpr2(Q)−1 mod 2k−ord2(Q)
⇐⇒ x = 2 ord2(t)−ord2(Q)2 y, y ∈ Z/2k− ord2(t)−ord2(Q)2 Z,
y2 ≡ cpr2(t) cpr2(Q)−1 (mod 2k−ord2(t)) .
The number of possible representations is the number of y ∈ Z/2k− ord2(t)−ord2(Q)2 Z satisfying y2 ≡ cpr2(t) cpr2(Q)−1 mod
2k−ord2(t). By Lemma 12, there are exactly four possible y over the ring Z/2k−ordp(t)Z if k − ord2(t) > 2,
and k − ord2(t) otherwise. Recall, the 2-expansion of y ∈ Z/2kZ (definition 3). There are k − ord2(t)−ord2(Q)2
digits in the 2-expansion; the first (k − ord2(t)) of which must be a solution to y2 ≡ cpr2(t) cpr2(Q)−1 mod-
ulo 2k−ord2(t). The rest of the ord2(t)+ord2(Q)2 digits can be chosen freely from Z/2Z. Thus, the number of
representations of t by Q over Z/2kZ is 22+
ordp(Q)+ord2(t)
2 if k − ord2(t) > 2 and (k − ord2(t))2
ord2(Q)+ord2(t)
2
otherwise. The correctness for ord2(t) < k now follows from the fact that primitive representations exist iff
ordp(t) = ordp(Q).
The computation of ord2(Q) and ord2(t) by fast exponentiation takes O(log k) ring operations. 
5.3 Type II, p = 2
Recall, Definition 5, of a type II quadratic form. In this section, we solve the representation problem for
Type II matrices over Z/2kZ. But first we define a scaled version of a type II matrix.
Definition 8 A two-by-two matrix of the following form is called type II∗ matrix.(
a b/2
b/2 c
)
a, b, c ∈ Z, b odd
Additionally, in this section we will think of type II∗ as the following quadratic form in formal variables
x1, x2 which take values in the ring Z/2
k
Z.
ax21 + bx1x2 + cx
2
2 a, b, c ∈ Z, b odd . (2)
Lemma 17 Let Q∗ = (a, b, c), b odd be a type II∗ integral quadratic form, and t, k be positive integers. If
a1, a2 ∈ Z/2Z be such that (a1, a2) represent t over Z/2Z and either a1 or a2 is odd then there are exactly
2k−1 distinct representations (x1, x2) of t over Z/2kZ such that x1 ≡ a1 (mod 2), x2 ≡ a2 (mod 2).
Proof: We prove this by induction on k. We show that given a representation y1, y2 of t over the ring Z/2
i
Z,
for i ≥ 1, such that at least one of y1, y2 is odd there are exactly two representations z1, z2 of t over the ring
Z/2i+1Z such that z1 ≡ y1 (mod 2i), z2 ≡ y2 (mod 2i).
Let (y1, y2) be a representation of t by Q
∗ over Z/2iZ. Then, the pair of integers (z1, z2) such that
(z1, z2) ≡ (y1, y2) (mod 2i) is a representation of t over Z/2i+1Z iff
z1 ≡ y1 + b1 · 2i (mod 2i+1) z2 ≡ y2 + b2 · 2i (mod 2i+1)
b1, b2 ∈ {0, 1} az21 + bz1z2 + cz22 ≡ t (mod 2i+1) (3)
Plugging in the values of z1 and z2 and re-arranging we get the following equation.
(bb2y1 + bb1y2)2
i ≡ t− (ay21 + by1y2 + cy22) (mod 2i+1) (4)
As b is odd, b is invertible over Z/2i+1Z. By assumption, y1, y2 represent t over Z/2
i
Z and hence 2i divides
t− (ay21 + by1y2 + cy22). The Equation 4 reduces to the following equation.
b2y1 + b1y2 ≡ t− (ay
2
1 + by1y2 + cy
2
2)
2ib
(mod 2) (5)
We now split the proof in two cases: i) when y1 is odd, and ii) when y1 is even and y2 is odd.
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y1 odd. For each choice of b1 ∈ {0, 1} there is a unique choice for b2 because y1 ≡ 1 (mod 2).
b1 ∈ {0, 1} b2 = t− (ay
2
1 + by1y2 + cy
2
2)
2ib
− b1y2 (mod 2)
y1 even. In this case, y2 ≡ 1 (mod 2) and so b2 can be chosen freely.
b2 ∈ {0, 1} b1 = t− (ay
2
1 + by1y2 + cy
2
2)
2ib
(mod 2)

Lemma 18 Let Qn=2 be a type II matrix and t, k be positive integers. Algorithm 3 performs O(k log k) ring
operations and counts the number of primitive and non-primitive representations of t by Q over Z/2kZ.
Proof: We want to count the number of primitive and non-primitive x = (x1, x2) ∈ (Z/2kZ)2 such that
x′Qx ≡ t mod 2k. Let Q =
(
2ℓ+1a 2ℓb
2ℓb 2ℓ+1c
)
, b odd. Then,
x′Qx ≡ t mod 2k ⇐⇒ 2ℓ+1(ax21 + bx1x2 + cx22) ≡ t mod 2k (6)
Recall, (x1, x2) ∈ (Z/2kZ)2 is non-primitive (definition 2) iff both x1 and x2 are even. We distinguish the
following cases.
ℓ+ 1 ≥ k. In this case, Q is identically 0 over Z/2kZ and hence only represents 0. If t is also 0 over Z/2kZ
i.e., ord2(t) ≥ k then the number of primitive and non-primitive representations of t over Z/2kZ is 3 · 4k−1
and 4k−1 respectively.
ℓ+ 1 > ord2(t). Everything Q represents is a multiple of 2
ℓ+1 and so Q cannot represent t in this case.
ord2(t) ≥ ℓ+ 1. In this case, we divide Equation 6 by 2ℓ+1.
2ℓ+1(ax21 + bx1x2 + cx
2
2) ≡ t mod 2k
⇐⇒ ax21 + bx1x2 + cx22 ≡ 2ord2(t)−ℓ−1 cpr2(t) (mod 2k−ℓ−1) (7)
Both x1 and x2 are elements of the ring Z/2
k
Z. But the Equation 7 is defined modulo 2k−ℓ−1. Recall,
definition 3 of 2-expansion. From the equivalence relation (x mod q) · (y mod q) ≡ xy (mod q), it follows
that the last 2ℓ+1 digits of both x1 and x2 can be chosen freely. The number of primitive (or non-primitive)
representations of t by Q over Z/2kZ is equal to 4ℓ+1 the number of primitive (resp., non-primitive) solution
of the following equation over Z/2k−ℓ−1Z.
ay21 + by1y2 + cy
2
2 ≡ 2ord2(t)−ℓ−1 cpr2(t) (mod 2k−ℓ−1) . (8)
Every solution (y1, y2) of Equation 9 falls in two categories, i) at least one of y1, y2 is odd, or ii) both are
even.
y1 or y2 odd In this case, (a1, a2) = (y1, y2) (mod 2) represents t over Z/2Z and we can apply Lemma 17.
By construction, these are primitive solutions.
y1 and y2 even In this case, 4 must divide t and by definition every representation is non-primitive. We
can divide the equation by 4 to get the following equation (assume t∗ = t/2ℓ+1, k∗ = k − ℓ− 1).
a(y1/2)
2 + b(y1/2)(y2/2) + c(y2/2)
2 ≡ t∗/4 (mod 2k∗−2) (9)
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Algorithm 3: CountTypeII(Qn=2, sym2k(t), k)
1 ℓ := ord2(Q12);
2 if ℓ+ 1 ≥ k then
3 if ord2(t) ≥ k then non-prim := 4k−1; prim := 4k − non-prim;
4 else prim := 0; non-prim := 0;
5 else if ordp(t) < ℓ+ 1 then prim := 0; non-prim := 0;
6 else
7 prim := 0; non-prim := 0; k := k − ℓ− 1; t := t/2ℓ+1, Q∗ := Q/2ℓ+1;
8 for [a1, a2] ∈ {[0, 1], [1, 0], [1, 1]} do
9 if (a1, a2)Q
∗(a1, a2)′ ≡ t (mod 2) then prim+ = 2k−1 ;
10 if t ≡ 0 (mod 4) then
11 if k = 1 then non-prim+ = 1;
12 else
13 [n1, n2] :=CountTypeII(Q
∗, t/4, k − 2);
14 non-prim+ = non-prim+ 4(n1 + n2);
15 [prim, non-prim] := [4ℓ+1 · prim, 4ℓ+1 · non-prim]
16 return [prim, non-prim]
Again, y1/2, y2/2 are elements of Z/2
k∗−1
Z but the Equation 9 is defined modulo 2k
∗−2. Thus, the last bit
of y1 and y2 can be chosen freely. So, we can solve Equation 10 over Z/2
k∗−2
Z and then multiply by 4 to get
the number of solutions of Equation 9 over Z/2k
∗
Z. This completes the proof of correctness of Algorithm 3.
az21 + bz1z2 + cz
2
2 ≡ t∗/4 (mod 2k
∗−2) (10)
The algorithm works with k bit numbers and each recursive call reduces k by 2. One can compute
ord2(t) as well as ord2(Q) once, costing O(log k) ring operations. Thus, the algorithm takes O(k log k) ring
operations in total. 
5.4 Calculating Split Size
Let p be a prime, k be a positive integer and γ be a pk-symbol. For notational convenience, we define
Ypk(γ) = {x ∈ Z/pkZ | sympk(x) = γ} and Ypk(γ) as the cardinality of Ypk(γ). Let γ, γ1, γ2 be pk-symbols.
In this section, we compute Sγ
pk
(γ1, γ2) i.e., for a fixed t ∈ Ypk(γ) the cardinality of the following set.{
(a, b) ∈ (Z/pkZ)2 | sympk(a) = γ1, sympk(b) = γ2, a+ b ≡ t mod pk
}
But first, we mention the following useful result from [Per52]. For completeness, a proof is provided in
the Appendix.
Lemma 19 For an odd prime p, and non-zero a ∈ Z/pZ the number of tuples (x, x + a) ∈ (Z/pZ)2 such
that
(
x
p
)
= s1,
(
x+a
p
)
= s2 and s1, s2 ∈ {−1, 1} is given by the following formula.
1
4
·
{
p− (p mod 4)−
((
a
p
)
+ s1
)
·
((−a
p
)
+ s2
)}
(11)
Lemma 20 Let p be a prime, k be a positive integer, and γ1, γ2, γ be p
k-symbols with ordp(γ) = ordp(γ1) =
ordp(γ2) < k. Then, the size of the Sγpk(γ1, γ2) is 0 for p = 2 and otherwise it is calculated by substituting(
a
p
)
= sgnp(γ1), s1 = sgnp(γ2) and s2 = sgnp(γ) in Equation 11 and multiplying the result by p
k−ordp(γ)−1.
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Proof: The equality ordp(γ) = ordp(γ1) = ordp(γ2) is not possible in case p = 2 because the sum of two
numbers of the same 2-order is always a number of higher 2-order. For odd prime p, if t ∈ Z/pkZ be such
that sympk(t) = γ, then we are looking for number of solutions in Z/p
k
Z of the following equation.
pordp(γ) cprp(a) + p
ordp(γ) cprp(b) ≡ pordp(γ) cprp(t) mod pk
⇐⇒ cprp(a) + cprp(b) ≡ cprp(γ) mod pk−ordp(γ) (12)
The number of solutions of Equation 12 modulo p is given by Lemma 19. The other (k−ordp(γ)−1) digits in
the p-expansion of cprp(a) can be chosen freely. Thus, the number of possibilities multiply by p
k−ordp(γ)−1.

It turns out that if ordp(γ) 6= ordp(γ1) then for every a ∈ Ypk(γ1), t ∈ Ypk(γ) the value of sympk(t− a)
does not depend on the specific choice of a, or t. The following lemma proves this assertion.
Lemma 21 Let p be a prime, k be a positive integer, γ1, γ2, γ be p
k-symbols with ordp(γ) 6= ordp(γ1). Then,
for
γ3 =


γ if p 6= 2, ordp(γ) < ordp(γ1)(
ordp(γ1),
(
−1
p
)
sgnp(γ1)
)
if p 6= 2, ordp(γ) > ordp(γ1)
(ord2(γ), s1) if p=2, ord2(γ) < ord2(γ1) and,
(ord2(γ1), s2) if p=2, ord2(γ) > ord2(γ1), where,
s1 := sgn2(γ)− 2ord2(γ1)−ord2(γ) sgn2(γ1) mod 8
s2 := 2
ord2(γ)−ord2(γ1) sgn2(γ)− sgn2(γ1) mod 8,
we have,
Sγ
pk
(γ1, γ2) =
{ Ypk(γ1) if γ2 = γ3, and
0 otherwise.
Proof: By the statement of the lemma, ordp(γ) 6= ordp(γ1). Let a ∈ Ypk(γ1) and t ∈ Ypk(γ) be arbitrary
elements. Then, it suffices to show that sympk(t− a) = γ3.
By definition of p-order, ordp(t − a) = min{ordp(a), ordp(t)}. This shows that ordp(t − a) = ordp(γ3).
Next, we show that sgnp(t− a) = sgnp(γ3). We divide the proof of this fact in two parts, depending on the
prime p.
p odd. By definition of p-sign, it follows that sgnp(t− a) = sgnp(γ3) from the equation below.
sgnp(t− a) =
(
cprp(t− a)
p
)
=


(− cprp(a)
p
)
if ordp(t) > ordp(a), and,(
cprp(t)
p
)
otherwise.
p=2. By definition of 2-sign, it follows that sgn2(t− a) = sgn2(γ3) from the equality below.
sgn2(t− a) = cpr2(t− a) mod 8 =
{
s1 if ord2(γ) < ord2(γ1) and,
s2 otherwise.

Next, we compute the cardinality of Ypk(γ) for an arbitrary p
k-symbol γ.
Lemma 22 Let p be a prime, k be a positive integer and a ∈ Z/pkZ be a non-zero integer. Then,
Ypk(sympk(a)) =
{
max{2k−ord2(a)−3, 1} if p = 2
p−1
2 p
k−ordp(a)−1 otherwise.
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Proof: Let x ∈ Z/pkZ be an element with the same p-symbol as a. Then, ordp(x) = ordp(a) and sgnp(x) =
sgnp(t). Recall the p-expansion of x i.e., definition 3. There are k digits in the p-expansion of x for x ∈ Z/pkZ;
first ordp(a) of which must be identically 0.
For odd prime p, sgnp(x) = sgnp(a) iff
(
cprp(x) cprp(t)
p
)
= 1. Thus, the (ordp(a) + 1)’th digit of x must
be a non-zero element of Z/pZ with the same sign as
(
cprp(a)
p
)
. By Lemma 1, there are p−12 possibilities for
the (ordp(a) + 1)’th digit of x. The rest can be chosen freely from Z/pZ.
For the prime 2, sgn2(x) = sgn2(a) iff cpr2(x) ≡ cpr2(a) mod 8. Thus, the digits (ordp(a)+1), · · · , (ordp(a)+
2) of x must match those of a. The rest can be chosen freely from Z/2Z. 
We are now ready to compute the size of the class Sγ
pk
(γ1, γ2).
Lemma 23 Let p be a prime, k be an integer and γ, γ1, γ2 be p
k-symbols. Then, Algorithm computes
Sγ
pk
(γ1, γ2) and performs only O(1) operations over integers of size O(p
2k).
Proof: Recall the definition of Sγ
pk
(γ1, γ2). For any choice t ∈ Ypk(γ), it is the size of the following set.
{(a, b) | a ∈ Ypk(γ1), b ∈ Ypk(γ2), a+ b ≡ t mod pk} (13)
Consider the situation when ordp(γ) = ∞. In this case, t ≡ 0 mod pk. By Equation 13, it follows that
ordp(γ1) = ordp(γ2). There are two possible sub-cases.
ordp(γ1) =∞ In this case, ordp(γ2) =∞ and the only possible element in the set Sγpk(γ1, γ2) is (0, 0).
ordp(γ1) < k Note that ordp(γ1) = ordp(γ2)(= α), say. Then, we are looking for the number of solutions of
the following equation.
pαν1 + p
αν2 ≡ 0 mod pk ν1, ν2 ∈ (Z/pkZ)×
The number of solutions is equal to the number of possible elements in Z/pkZ with p-order α. This
equals pk−α−1 times (p− 1).
Otherwise, ordp(γ) < k. If exactly one of ordp(γ1) and ordp(γ2) equals ∞ then Sγpk(γ1, γ2) = 1. If both
equal ∞, then the set Sγ
pk
(γ1, γ2) is empty.
It remains to consider the case when ordp(γ), ordp(γ1), ordp(γ2) < k. There are three sub-cases.
ordp(γ) 6= ordp(γ1) The correctness follows from Lemma 21.
ordp(γ) 6= ordp(γ2) The correctness follows from Lemma 21.
ordp(γ) = ordp(γ1) = ordp(γ2) The correctness follows from Lemma 20.
The size of the set Sγ
pk
(γ1, γ2) is bounded by the number of elements in (Z/p
k
Z)2, which is p2k.

5.5 Dimension > 1, Any Prime
Theorem 24 Let p be a prime, k be a positive integer, t ∈ Z/pkZ and Qn be an integral quadratic form.
Then, there is an algorithm that counts the total, primitive and non-primitive number of pk-representations
of t by Q in O(n1+ω log k + nk3 + n log p) ring operations over Z/pkZ.
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Algorithm 4: SplitClassSize(p, k, γ, γ1, γ2)
1 if ordp(γ) =∞ then
2 if ordp(γ1) 6= ordp(γ2) then return 0;
3 else if ordp(γ1) = ordp(γ2) =∞ then return 1;
4 else return (p− 1)pk−ordp(γ1)−1;
5 if ordp(γ1) =∞ and ordp(γ2) =∞ then return 0;
6 if ordp(γ1) =∞ or ordp(γ2) =∞ then return 1;
7 if ordp(γ) = ordp(γ1) then swap(γ1, γ2);
8 if ordp(γ) = ordp(γ1) then
9 if p = 2 then return 0;
10 else
11 x := (sgnp(γ2) + sgnp(γ1))
((
−1
p
)
sgnp(γ1) + sgnp(γ)
)
;
12 return p
k−ordp(γ)−1
4 (p− (p mod 4)− x)
13 else
14 if p = 2 then
15 if ordp(γ1) < ordp(γ) then γ3 := (ordp(γ1), 2
ordp(γ)−ordp(γ1) sgn2(γ)− sgn2(γ1) mod 8) ;
16 else γ3 := (ordp(γ), sgn2(γ)− 2ordp(γ1)−ordp(γ) sgn2(γ1) mod 8) ;
17 else
18 if ordp(γ1) < ordp(γ) then γ3 := (ordp(γ1),
(
−1
p
)
sgnp(γ1)) ;
19 else γ3 := γ ;
20 if γ3 = γ2 then return Ypk(γ1);
21 else return 0;
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Proof: Let Dn = diag(D1, · · · , Da) be the block diagonal quadratic form (see Definition 5) equivalent to Q
over the ring Z/pkZ, where each Di is either a Type I or a Type II block (takes O(n
1+ω log k) ring operations
over Z/pkZ to block diagonalize). From Theorem 4, Lemma 3 and Lemma 6, it follows that
Apk(Q, t) = Apk(D, sympk(t))
Bpk(Q, t) = Bpk(D, sympk(t))
Cpk(Q, t) = Apk(D, sympk(t))
We show how to calculate Apk(D, sympk(t)), using dynamic programming. Let us define Qi, ord and sgn
as follows.
Qi = diag(D1, . . . , Di)
ord = {∞, 0, · · · , k − 1}
sgn =
{ {0, 1, 3, 5, 7} if p = 2
{0,+1,−1} Otherwise
One now proceeds as follows.
(i.) For each possible pk-symbol γ ∈ ord× sgn and each i ∈ [a]; compute Apk(Di, γ). The calculation can
be done using Lemma 14, Lemma 16 or Lemma 18 depending on p and the type of Di. There are O(k)
possible values for γ, a is bounded by n and the calculation of Apk(Di, γ) takes O(k log k + log p) ring
operations. Thus, the number of ring operations needed for this step is O(nk log k + n log p).
(ii.) For each possible pk-symbol triples γ, γ1, γ2 ∈ ord× sgn compute the split set size Sγpk(γ1, γ2) by
Lemma 20 and Lemma 21 taking O(1) each. In total, this step requires O(k3) operations over integers.
(iii.) Starting from i = 1, for each possible value of pk-symbol γ, use the following formula (i.e., dynamic
programming) to build the final result i.e., Apk(D, sympk(t)).
Apk(Qi ⊕ Di+1, γ) =
∑
γ1,γ2∈ord× sgn
Sγ
pk
(γ1, γ2) · Apk(Qi, γ1) · Apk(Di+1, γ2) (14)
Note that Sγ
pk
(γ1, γ2) and Apk(Di+1, γ2) have been pre-computed. For each i, the summation in
Equation 14 takes O(k2) operations over integers. As the computation needs to be done for each
possible pk-symbol γ, in total, this step takes O(k3) operations over Z. The final solution can then be
built by dynamic programming in O(nk3) operations over the integers.
The overall complexity of this algorithm is O(n1+ω log k + nk3 + n log p).
The calculation for Cpk(Q, t) is the same i.e., replace Apk by Cpk . The number Bpk(Q, t) can be calculated
by taking the difference of Apk(Q, t) and Cpk(Q, t). 
5.6 Computing Local Density
Let Qn be a quadratic form, k, t be positive integers and p be a prime. As defined earlier, Apk(Q, t) is
the number of solutions of x′Qx ≡ t mod pk over the ring Z/pkZ. For sufficiently large k, the quantity
Apk(Q, t) = αp(Q, t)pk(n−1), where αp(Q, t) is a function Q and t and is called the local density. Note that
there are pkn possible choices for x ∈ (Z/pkZ)n and so one can interpret αp(Q, t)/pk as the probability that
a random choice from (Z/pkZ)n will satisfy the equation x′Qx ≡ t mod pk.
There are several papers on computing the local density [Yan98]. Our methods give an alternative way
to compute the local density in polynomial time. It can be shown that k = 1 + ordp(8t det(Q)) suffices for
computing the local density (pp 378-381, [CS99]). Thus,
αp(Q, t) =
Aps(Q, t)
ps(n−1)
s = 1 + ordp(8t det(Q))
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This implies that the computation of Apk(Q, t) for k ≥ 1 + ordp(8t det(Q)) can be done in number of ring
operations over Z/pkZ that does not depend on k. Note that the bit complexity of the algorithm will still
depend on k because the ring operations are performed in the ring Z/pkZ.
We are not aware if a similar idea works for Cpk(Q, t) or Bpk(Q, t).
6 Sampling a Uniform Representation
Let Qn be an integral quadratic form, p be a prime, k be a positive integer and t be an element of the ring
Z/pkZ. In this section, we generate a uniformly random primitive representation of t by Q over Z/pkZ.
The algorithm runs in time poly(n, k, log p) and fails with constant probability. Otherwise, the algorithm
outputs a uniformly random primitive representation. A uniform representation and a uniform non-primitive
representation can also be generated similarly. Note that we are assuming that a representation of the correct
kind (primitive, non-primitive) exists.
6.1 Sampling Uniformly from a Split
Let p be a prime, k be a positive integer, t be an element of Z/pkZ and γ1, γ2 ∈ ord× sgn be a pair of
pk-symbols. We show how to generate a uniform pair (a, b) ∈ (Z/pkZ)2 from the following set;{
(x, y) ∈ (Z/pkZ)2 | sympk(x) = γ1, sympk(y) = γ2, x+ y ≡ t mod pk
}
(15)
Recall Lemma 20 and Lemma 21. There are three possible cases and in each case a uniform pair can be
generated as follows.
ordp(γ1) 6= ordp(t) In this case, by Lemma 21, a uniform pair can be generated by picking a uniform a from
Spk(γ1) (use Lemma 25), and outputting (a, t− a mod pk).
ordp(γ1) = ordp(t) 6= ordp(γ2) Pick a uniform a from Spk(γ2) (use Lemma 25), and output (t−a mod pk, a).
Correctness follows from Lemma 21.
ordp(γ1) = ordp(γ2) = ordp(t) Recall Lemma 20. This can never happen when p = 2. Otherwise, generate
using Lemma 26.
Lemma 25 Let p be a prime, k be a positive integer, and γ be a pk-symbol. Then, there is an algorithm
that performs O(log p) ring operations and (i) for p = 2, outputs a uniform element from the set Y2k(γ),
and (ii) for p odd, with probability 1/6 outputs a uniform element from the set Ypk(γ).
Proof: If γ is sympk(0) then output 0. Otherwise, proceed as follows. Let ordp(γ) = i and sgnp(γ) = s. By
Definition 6, s is in the set {1,−1} for odd prime p and {1, 3, 5, 7} otherwise. If r is an element of the set
{x ∈ Z/pkZ | sympk(x) = γ} then r = pib, where 1 ≤ b < pk−i is a number coprime to p and sgnp(b) = s.
Thus, it suffices to generate a uniform number in the set
S = {y | 1 ≤ y < pk−i, gcd(y, p) = 1, sgnp(y) = s} .
Consider the case of p odd. Recall Definition 3. The numbers in the set S are of the form dp+ τ , where
τ ∈ {1 ≤ x < p | sgnp(x) = s} and d is an integer satisfying 0 ≤ d ≤ p
k−i−1−τ
p . A uniform element from S
can be chosen by picking a uniform integer d in the set {0, · · · , ⌊pk−i−1−τp ⌋} and picking a uniform non-zero
integer from Z/pZ with sign s. Exactly half of the non-zero elements of Z/pZ have sign s and so picking one
at random has a success probability of exactly p−12p (we reject otherwise and output fail).
Otherwise, p = 2. Additionally, assume that k − i > 2. Then, the numbers in the set S are of the form
8d+ s, where d is in the set {0, · · · , ⌊ 2k−i−s8 ⌋}. If k− i ≤ 2 then there is only one possible element in Z/2kZ
with symbol γ, which is 2k−is.
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For p odd, the algorithm needs to generate a uniform non-zero element in Z/pZ with sign s and an
element from a set of size at most pk−i. This needs O(log p) ring operations (for computing the Legendre
symbol) and the probability of success is at least 16 because p ≥ 3. In case of p = 2, the algorithm only needs
to generate an element in a set of size at most 2k−i, completing the proof. 
Lemma 26 Let p be an odd prime, k, i be positive integers, t be an element of Z/pkZ and γ1, γ2 be p
k-
symbols with ordp(t) = ordp(γ1) = ordp(γ2) = i. Then, there is an algorithm that performs O(log p) ring
operations, and with probability at least 1/12 outputs a uniform pair from the set S defined in Equation 15,
if it is non-empty.
Proof: In case the set is empty, it can be detected by Lemma 20. We now assume that the set is non-empty.
Any pair (a, b) ∈ (Z/pkZ)2 from the set S is of the following form
a = piτ1 b = p
iτ2 τ1, τ2 < p
k−i (16)
τ1 + τ2 ≡ cprp(t) (mod pk−i) (17)(
τ1
p
)
= sgnp(γ1)
(
τ2
p
)
= sgnp(γ2) . (18)
The candidate algorithm is as follows. By construction, the algorithm returns a valid and uniform pair from
the set S, if it succeeds.
τ1 ←
{
x | 1 ≤ x ≤ pk−i, gcd(x, p) = 1}
τ2 = cprp(t)− τ1 mod pk
if
(
τ1
p
)
6= sgnp(γ1) or
(
τ2
p
)
6= sgnp(γ2) then: return ⊥
else: return (piτ1, p
iτ2)
The probability of failure of the algorithm can be calculated using Lemma 19, as follows. The numbers
τ1 and τ2 are both elements from the set
{
x | 1 ≤ x ≤ pk−i, gcd(x, p) = 1}. If τ1 is uniform, then so is τ2.
Recall the definition of p-expansion i.e., Definition 3. Both τ1 and τ2 are of the form dp+a, where a is in the
set {1, · · · , p−1} and d is in the set {0, · · · , ⌊pk−i−ap ⌋}. For the pair τ1 = d1p+a1 and τ2 = d2p+a2 to satisfy
the Equation 18, it is necessary and sufficient that
(
a1
p
)
= sgnp(γ1) and
(
a2
p
)
= sgnp(γ2). For a randomly
picked τ1, by Lemma 26 and Table 1, this happens with probability at least
p−5
4(p−1) . The probability of
failure, for one iteration, is at most 3p+14(p−1) , which is <
11
12 for p > 7. For p ≤ 7, we find a1 and a2 by brute
force.
One iteration of the algorithm performsO(log p) ring operations and fails with probability at most 1112 . 
6.2 Sampling a Representation
This section deals with sampling a uniform (primitive, non-primitive) representation of t by Q over Z/pkZ.
The base case is when Q is a single block (Definition 5). There are three distinct possibilities. The block
Q can be a Type II block (with p = 2), a one dimensional block (with p = 2) or a one dimensional block (with
p odd). In each case, a uniform (primitive, non-primitive) representation can be sampled. The complexity
of sampling is the same irrespective of primitiveness of the representation.
The following lemma samples a uniform representation when Q is of type II (with p = 2).
Lemma 27 Let Q be a type II quadratic form, k be a positive integer and t be an element of Z/2kZ. Then,
there exists an algorithm performing O(k2 log k) ring operations which outputs a uniform representation of t
by Q over Z/2kZ.
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Proof: Let Q =
(
2ℓ+1a 2ℓb
2ℓb 2ℓ+1c
)
, b odd. Then,
x′Qx ≡ t mod 2k ⇐⇒ 2ℓ+1(ax21 + bx1x2 + cx22) ≡ t mod 2k (19)
We distinguish the following cases.
ℓ+ 1 ≥ k. In this case, Q is identically 0 over Z/2kZ and hence only represents 0. If t is also 0 then a
uniform representation can be found by sampling x1 and x2 independently at random from Z/2
k
Z.
ℓ+ 1 > ord2(t). No representations exist, see Lemma 18.
ord2(t) ≥ ℓ+ 1. In this case, we divide Equation 19 by 2ℓ+1.
2ℓ+1(ax21 + bx1x2 + cx
2
2) ≡ t mod 2k
⇐⇒ ax21 + bx1x2 + cx22 ≡ 2ord2(t)−ℓ−1 cpr2(t) (mod 2k−ℓ−1) (20)
Both x1 and x2 are elements of the ring Z/2
k
Z. But the Equation 20 is defined modulo 2k−ℓ−1. Recall,
Definition 3 of 2-expansion. From the equivalence relation (x mod q) · (y mod q) ≡ xy (mod q), it follows
that the last 2ℓ+1 digits of both x1 and x2 can be chosen freely. Hence, we pick them uniformly at random.
The problem then reduces to finding a uniform solution to the following equation.
ay21 + by1y2 + cy
2
2 ≡ 2ord2(t)−ℓ−1 cpr2(t) (mod 2k−ℓ−1) . (21)
Every solution (y1, y2) of Equation 21 falls in four categories, i) y1 odd, y2 is odd, ii) y1 even, y2 odd,
(iii) y1 odd, y2 even, and (iv) y1 even, y2 even.
We calculate the number of representations of each kind. In the first three cases the number can be
calculated by using Lemma 17. A solution with say y1 odd and y2 even exists iff y1 = 1, y2 = 0 satisfies the
Equation 21 modulo 2. The number of solutions will be 2k−ℓ−2 and 0 otherwise. The number of solutions
in case (iv) i.e., both y1 and y2 are even, is 4 times the number of solutions to the following equation.
az21 + bz1z2 + cz
2
2 ≡ 2ord2(t)−ℓ−3 cpr2(t) (mod 2k−ℓ−3) . (22)
The number of solutions of Equation 22 can be computed by Lemma 18.
Once we have the number of solutions in each case, we pick a case with the corresponding probability
i.e., case (i) is picked with probability the number of solutions in case (i) divided by the total number of
solutions of Equation 21.
In case (i), (ii) and (iii), a uniform solution can be constructed using Lemma 17, bit by bit. In case (iv),
we fix the first bit of y1 and y2 to be 0, divide the equation by 4 and find a uniform solution of Equation 22
over Z/2k−ℓ−3. This can be done recursively.
The algorithm performs O(k log k) ring operations in counting the number of solutions corresponding the
four cases and may recursively call itself. In case a recursive call is made, k reduces by at least 3. Thus, the
number of ring operations is O(k2 log k). 
From the proof of Lemma 27, it follows that a uniform primitive and a uniform non-primitive represen-
tation can also be sampled in O(k2 log k) ring operations.
The following lemmas show that a uniform representation, a uniform primitive representation and a
uniform non-primitive representation of t by Q over Z/pkZ can also be sampled when Q is one dimensional.
Lemma 28 Let Q, t, k be integers, and p be an odd prime. Then, there exists an algorithm that performs
O(log k+log p) ring operations, failing with constant probability. Otherwise, it outputs a uniform (primitive,
non-primitive) representation of t by Q over Z/pkZ.
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Proof: The proof of Lemma 14 is constructive and with minor modifications, it can be used to generate
uniform representations.
When ordp(t) < k and the conditions in Lemma 13 are satisfied then we find a square root of cprp(t) cprp(Q)
−1
modulo pk−ordp(Q), see proof of Lemma 14. This can be done in O(log k+log p) ring operations, using Lemma
11. 
Lemma 29 Let Q, t and k be positive integers. Then, there exists an algorithm that performs O(k) ring
operations and outputs a uniform primitive (or non-primitive) representation of t by Q over Z/2kZ.
Proof: The proof of Lemma 16 is constructive and with minor modifications, it can be used to generate
uniform representations.
The square root of cpr2(t) cpr2(Q)
−1 modulo 2k in Lemma 16 can be found by Lemma 12. 
We now prove the main result of this paper.
Proof:(Theorem 9, Theorem 10) The steps in the algorithm for generating a uniform primitive repre-
sentation of t by Qn over Z/pkZ are as follows.
(i.) Find U ∈ GLn(Z/pkZ) that block diagonalizes Q, using Theorem 4. Let D := U′QU (mod pk) and
D = D1 ⊕ · · · ⊕ Dm, where Di, i ∈ [m] are single blocks (see Definition 5).
(ii.) Fix the following notation, where Dn = Dn11 ⊕ Dn−n12+ .
D2+ = D2 ⊕ · · · ⊕ Dm
prim(x) =
{
1 if x is primitive and x′Dx ≡ t mod pk
0 Otherwise
Compute the total number of primitive representations of t by D over Z/pkZ i.e., Bpk(D, t) (see Theorem
24). For every pair of pk-symbols γ1, γ2 ∈ ord× sgn calculate the following numbers (also using
Theorem 24).
Cpk(D1, γ1) Bpk(D1, γ1) Cpk(D2+, γ2) Bpk(D2+, γ2)
By definition of primitiveness (Definition 2), it follows that a vector x = (xn11 , x˜
n−n1) ∈ (Z/pkZ)n
is primitive iff at least one of x1, x˜ is primitive. Thus, the probability that a random primitive
representation x = (xn11 , x˜
n−n1) of t by D satisfies the conditions sympk(x′1D1x1 mod p
k) = γ1 and
sympk(x˜
′D2+x˜ mod pk) = γ2 can be calculated as follows.
Pr
prim(x=(x1,x˜))
[
sympk(x
′
1D1x1) = γ1 ∧ (sympk(x˜′D2+x˜) = γ2)
]
=(
Cpk(D1, γ1)Bpk(D2+, γ2) + Bpk(D1, γ1) Cpk(D2+, γ2) + Bpk(D1, γ1)Bpk(D2+, γ2)
)
Bpk(D, t)
(23)
(iii.) There are three distinct cases here: (I) x1 is non-primitive, x˜ is primitive, (II) x1 is primitive, x˜
is non-primitive, and (III) x1, x˜ are both primitive. The probability of the individual cases is the
corresponding summand in Equation 23. Sample one of the three cases of the summand in Equation
23, with the corresponding probability.
(iv.) The next step is to sample a uniform pair (a, b) from the set Stpk(γ1, γ2) given in Equation 15. Recall
Lemma 20 and Lemma 21. There are three possible cases and in each case a uniform pair can be
generated as follows.
ordp(γ1) 6= ordp(t) In this case, by Lemma 21, a uniform pair can be generated by picking a uniform
a from Spk(γ1) (use Lemma 25), and outputting (a, t− a mod pk).
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ordp(γ1) = ordp(t) 6= ordp(γ2) Pick a uniform a from Spk(γ2) (use Lemma 25), and output (t− a mod
pk, a). Correctness follows from Lemma 21.
ordp(γ1) = ordp(γ2) = ordp(t) Recall Lemma 20. This can never happen when p = 2. Otherwise,
generate using Lemma 26.
(v.) Depending on the cases, do one of the following: (I) generate a uniform non-primitive representation
of a by D1 and a uniform primitive representation of b by D2+ recursively, (II) generate a uniform
primitive representation of a by D1 and a uniform non-primitive representation of b by D2+ recursively,
and (III) generate a uniform primitive representation of a by D1 and b by D2+ recursively. Let the
representations be x1 ∈ (Z/pkZ)n1 and x˜ ∈ (Z/pkZ)n−n1 . Then, output U−1(x1, x˜).
By construction, this is a uniform primitive representation of t by Q over Z/pkZ.
The block diagonalization takes O(nω+1 log k) ring operations (Theorem 4). By Theorem 24, the dynamic
programming approach computes the number of primitive and non-primitive representation of every symbol
modulo pk for all intermediate diagonal forms D1⊕· · ·⊕Di, i ≤ m. The diagonalization and solution counting
need only be done once. In total, this takes O(n1+ω log k + nk3 + n log p) ring operations over Z/pkZ.
In each recursive step, we need to compute the probabilities of the O(k2) symbol pairs, taking O(k2)
operations over integers. Once we have picked a pk-symbol pair (γ1, γ2) for which we are going to generate a
solution, we sample (a, b) from Stpk(γ1, γ2). This costs another O(log p) ring operations (Lemma 25, Lemma
26). Then, we need to sample a uniform primitive/non-primitive pk-representation using a single block
(Lemma 27, Lemma 29, Lemma 28). This costs O(k2 log k + log p) at most. Finally, we need to recursively
sample a uniform primitive/non-primitive representation for block diagonal form with strictly smaller number
of blocks. This takes a total of O(k2 log k + log p) ring operations for one step and O(nk2 log k + n log p) in
total for the entire recursion. Thus, the algorithm performs O(n1+ω log k + nk3 + n log p) ring operations
over Z/pkZ.
The sampling of a uniform non-primitive representation is relatively easier because for (x1, x˜) to be non-
primitive, both x1 and x˜ must be non-primitive. Thus, we go over all possible p
k-symbol pairs (γ1, γ2) and
compute the corresponding probability as in Equation 23 as follows.
Pr
x non-primitive
[
sympk(x
′
1D1x1) = γ1 ∧ (sympk(x˜′D2+x˜) = γ2)
]
=
Cpk(D1, γ1) · Cpk(D2+, γ2)
Cpk(D, t)
Then, we need to sample a pair (a, b) ∈ Stpk(γ1, γ2); sample a uniform non-primitive pk-representation of
a by D1, recursively sample a uniform non-primitive p
k-representation of b by D2+ and continue as in the
non-primitive sampling case.
For sampling a uniform representation, after block diagonalization we compute Bpk(D, t) and Cpk(D, t).
We then sample a uniform primitive representation with probability Bpk(D, t)/Apk(D, t) and a uniform non-
primitive representation with probability Cpk(D, t)/Apk(D, t).
The computation of the number of ring operations (i.e., the ring operation complexity) remains the same.

6.3 Sampling modulo a Composite Integer
It is not very difficult to extend Theorem 10 to a composite integer modulus q using the Chinese Remainder
Theorem. This argument is standard and was already used in Siegel (Lemma 15, pp 544, [Sie35]).
Theorem 30 Let Qn be an integral quadratic form, t be an integer and q be a positive integer whose factor-
ization is known. Then, there is a poly(n, log q, log t) algorithm that counts (also, samples) the solutions of
x′Qx ≡ t mod q.
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Proof: Given a quadratic form Qn, and positive integer t, q the task is to construct a uniform random
solution of x′Qx ≡ t mod q. Suppose that the factorization of q is provided and q = pk11 · · · pkrr . Then, we
proceed as follows. For each i ∈ [r], sample a uniform random solution xi such that xi′Qxi ≡ t (mod pkii ).
Note that each xi is an n-dimensional vector i.e., xi ∈ (Z/pkii Z)n. Now, we solve the set of congruences
given below using the Chinese Remainder Theorem.
x ≡ x1 mod pk11
...
x ≡ xr mod pkrr
By construction, x′Qx ≡ t mod q and x is a uniform random solution. Also,
Aq(D, t) =
∏
i∈[r]
A
p
ki
i
(D, t) .
Given the factorization of q this algorithm runs in polynomial time i.e., poly(n, log q, log t). 
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A Diagonalizing a Matrix
In this section, we provide a proof of Theorem 4.
Module. There are quadratic forms which have no associated lattice e.g., negative definite quadratic forms.
To work with these, we define the concept of free modules (henceforth, called module) which behave as vector
space but have no associated realization over the Euclidean space Rn.
If M is finitely generated R-module with generating set x1, · · · ,xn then the elements x ∈ M can be
represented as
∑n
i=1 rixi, such that ri ∈ R for every i ∈ [n]. By construction, for all a, b ∈ R, and x,y ∈M ;
a(x+ y) = ax+ ay (a+ b)x = ax+ bx a(bx) = (ab)x 1x = x
Note that, if we replace R by a field in the definition then we get a vector space (instead of a module). Any
inner product β : M ×M → R gives rise to a quadratic form Q ∈ Rn×n as follows;
Qij = β(xi,xj) .
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Conversely, if R = Z then by definition, every symmetric matrix Q ∈ Zn×n gives rise to an inner product β
over every Z-module M ; as follows. Given n-ary integral quadratic form Q and a Z-module M generated by
the basis {x1, · · · ,xn} we define the corresponding inner product β : M ×M → Z as;
β(x,y) =
∑
i,j
cidjQij where, x =
∑
i
cixi y =
∑
j
djxj .
In particular, any integral quadratic form Qn can be interpreted as describing an inner product over a free
module of dimension n.
For studying quadratic forms over Z/pkZ, where p is a prime and k is a positive integer; the first step is
to find equivalent quadratic forms which have as few mixed terms as possible (mixed terms are terms like
x1x2).
Proof:(Theorem 4) The transformation of the matrix Q to a block diagonal form involves three different
kinds of transformation. We first describe these transformations on Q with small dimensions (2 and 3).
(1) Let Q be a 2× 2 integral quadratic form. Let us also assume that the entry with smallest p-order in Q is
a diagonal entry, say Q11. Then, Q is of the following form; where α1, α2 and α3 are units of Z/pZ.
Q =
(
piα1 p
jα2
pjα2 p
sα3
)
i ≤ j, s
The corresponding U ∈ SL2(Z/pkZ), that diagonalizes Q is given below. The number α1 is a unit of Z/pZ
and so α1 has an inverse in Z/p
k
Z.
U =
(
1 − pj−iα2α1 mod pk
0 1
)
U
′
QU ≡
(
piα1 0
0 psα3 − p2j−i α
2
2
α1
)
(mod pk)
(2) If Q2 does not satisfy the condition of item (1) i.e., the off diagonal entry is the one with smallest p-order,
then we start by the following transformation V ∈ SL2(Z/pkZ).
V =
(
1 0
1 1
)
V
′
QV =
(
Q11 + 2Q12 + Q22 Q12 + Q22
Q12 + Q22 Q22
)
If p is an odd prime then ordp(Q11+2Q12+Q22) = ordp(Q12), because ordp(Q11), ordp(Q22) > ordp(Q12). By
definition, S = V′QV is equivalent to Q over the ring Z/pkZ. But now, S has the property that ordp(S11) =
ordp(S12), and it can be diagonalized using the transformation in (1). The final transformation in this
case is the product of V and the subsequent transformation from item (1). The product of two matrices
from SL2(Z/p
k
Z) is also in SL2(Z/p
k
Z), completing the diagonalization in this case.
(3) If p = 2, then the transformation in item (2) fails. In this case, it is possible to subtract a linear
combination of these two rows/columns to make everything else on the same row/column equal to zero
over Z/2kZ. The simplest such transformation is in dimension 3. The situation is as follows. Let Q3 be
a quadratic form whose off diagonal entry has the lowest possible power of 2, say 2ℓ and all diagonal
entries are divisible by at least 2ℓ+1. In this case, the matrix Q is of the following form.
Q =

2ℓ+1a 2ℓb 2id2ℓb 2ℓ+1c 2je
2id 2je 2ℓ+1f

 b odd, ℓ ≤ i, j
In such a situation, we consider the matrix U ∈ SL3(Z/2kZ) of the form below such that if S = U′QU
(mod 2k) then S13 = S23 = 0.
U =

1 0 −r0 1 −s
0 0 1


(U′QU)13 ≡ 0 (mod 2k) =⇒ r2a+ sb ≡ 2i−ℓd (mod 2k−ℓ)
(U′QU)23 ≡ 0 mod 2k =⇒ rb+ s2c ≡ 2j−ℓe (mod 2k−ℓ)
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For i, j ≥ ℓ and b odd, the solution r and s can be found by the Cramer’s rule, as below. The solutions
exist because the matrix
(
2a b
b 2c
)
has determinant 4ac− b2, which is odd and hence invertible over the
ring Z/2k−ℓZ.
r =
det
(
2i−ℓd s
2j−ℓe 2c
)
det
(
2a b
b 2c
) (mod 2k−ℓ) s = det
(
2a 2i−ℓd
b 2j−ℓe
)
det
(
2a b
b 2c
) (mod 2k−ℓ)
This completes the description of all the transformations we are going to use, albeit for n-dimensional Q
they will be a bit technical. The full proof for the case of odd prime follows.
Our proof will be a reduction of the problem of diagonalization from n dimensions to (n− 1)-dimensions,
for the odd primes p. We now describe the reduction.
Given the matrix Qn, let M be the corresponding (Z/pkZ)-module with basis B = [b1, · · · ,bn] i.e.,
Q = B′B. We first find a matrix entry with the smallest p-order, say Qi∗j∗ . The reduction has two cases: (i)
there is a diagonal entry in Q with the smallest p-order, and (ii) the smallest p-order occurs on an off-diagonal
entry.
We handle case (i) first. Suppose it is possible to pick Qii as the entry with the smallest p-order. Our first
transformation U1 ∈ SLn(Z/pkZ) is the one which makes the following transformation i.e., swaps b1 and bi.
[b1, · · · ,bn] →
U1,pk
[bi,b2, · · · ,bi−1,b1,bi+1, · · · ,bn] (24)
Let us call the new set of elements B1 = [v1, · · · ,vn] and the new quadratic form Q1 = B′1B1 mod pk. Then,
v′1v1 has the smallest p-order in Q1 and U
′
1QU1 ≡ Q1 mod pk. The next transformation U2 ∈ SLn(Z/pkZ) is
as follows.
wi =
{
v1 if i = 1
vi − v
′
1vi
pordp((Q1)11)
·
(
1
cprp((Q1)11)
mod pk
)
· v1 otherwise . (25)
By assumption, (Q1)11 is the matrix entry with the smallest p-order and so p
ordp((Q1)11) divides v′1vi. Fur-
thermore, cprp((Q1)11) is invertible modulo p
k. Thus, the transformation in Equation 25 is well defined.
Also note that it is a basis transformation, which maps one basis of B1 = [v1, · · · ,vn] to another basis
B2 = [w1, · · · ,wn]. Thus, the corresponding basis transformation U2 is a unimodular matrix over integers,
and so U2 ∈ SLn(Z/pkZ). Let Q2 = U′2Q1U2 mod pk. Then, we show that the non-diagonal entries in the
entire first row and first column of Q2 are 0.
(Q2)1i( 6=1) = (Q2)i1 = w′1wi mod p
k
(25)≡ v′1vi −
v′1vi
pordp((Q1)11)
·
(
1
cprp((Q1)11)
mod pk
)
· v′1v1
≡ v′1vi −
v′1vi
pordp((Q1)11)
·
(
1
cprp((Q1)11)
mod pk
)
· pordp((Q1)11) cprp((Q1)11)
≡ 0 mod pk
Thus, we have reduced the problem to (n− 1)-dimensions. We now recursively call this algorithm with
the quadratic form S = [w2, · · · ,wn]′[w2, · · · ,wn] mod pk and let V ∈ SLn−1(Z/pkZ) be the output of the
recursion. Then, V′SV mod pk is a diagonal matrix. Also, by consruction Q2 = diag((Q2)11, S). Let U3 = 1⊕V,
and U = U1U2U3, then, by construction, U
′QU mod pk is a diagonal matrix; as follows.
U
′
QU ≡ U′3U′2U′1QU1U2U3 ≡ U′3Q2U3 ≡ (1⊕ V)′ diag((Q2)11)(1⊕ V)
≡ diag((Q2)11, V′SV) mod pk
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Otherwise, we are in case (ii) i.e., the entry with smallest p-order in Q is an off diagonal entry, say
Qi∗j∗ , i
∗ 6= j∗. Then, we make the following basis transformation from [b1, · · · ,bn] to [v1, · · · ,vn] as follows.
vi =
{
bi∗ + bj∗ if i = i
∗
bi otherwise .
(26)
The transformation matrix U0 is from SLn(Z/p
k
Z). Recall, ordp(Qi∗j∗) < ordp(Qi∗i∗), ordp(Qj∗j∗), and so
ordp(v
′
i∗vi∗) = ordp(b
′
i∗bj∗). Furthermore, ordp(v
′
ivj) ≥ ordp(b′i∗bj∗), and so the minimum p-order does
not change after the transformation in Equation (26). This transformation reduces the problem to the case
when the matrix entry with minimum p-order appears on the diagonal. This completes the proof of the
theorem for odd primes p.
For p = 2, exactly the same set of transformations works, unless the situation in item (3) arises. In such
a case, we use the type II block to eliminate all other entries on the same rows/columns as the type II block.
Thus, in this case, the problem reduces to one in dimension (n− 2).
The algorithm uses n iterations, reducing the dimension by 1 in each iteration. In each iteration, we have
to find the minimum p-order, costing O(n2 log k) ring operations and then 3 matrix multiplications costing
O(n3) operations over Z/pkZ. Thus, the overall complexity is O(n4+n3 log k) or O(n4 log k) ring operations.

B Missing Proofs
Proof:(proof of Lemma 2) We split the proof in two parts: for odd primes p and for the prime 2.
Odd Prime. If 0 6= t ∈ Z/pkZ then ordp(t) < k. If t is a square modulo pk then there exists a x such
that x2 ≡ t (mod pk). Thus, there exists a ∈ Z such that x2 = t + apk. But then, 2 ordp(x) =
ordp(t + ap
k) = ordp(t). This implies that ordp(t) is even and ordp(x) = ordp(t)/2. Substituting this
into x2 = t+ apk and dividing the entire equation by pordp(t) yields that cprp(t) is a quadratic residue
modulo p; as follows.
cprp(x)
2 = cprp(t) + ap
k−ordp(t) ≡ cprp(t) (mod p)
Conversely, if cprp(t) is a quadratic residue modulo p then there exists a u ∈ Z/pkZ such that u2 ≡
cprp(t) (mod p
k), by Lemma 11. If ordp(t) is even then x = p
ordp(t)/2u is a solution to the equation
x2 ≡ t (mod pk).
Prime 2. If 0 6= t ∈ Z/2kZ then ord2(t) < k. If t is a square modulo 2k then there exists an integer
x such that x2 ≡ t mod 2k. Thus, there exists an integer a such that x2 = t + a2k. But then,
2 ord2(x) = ord2(t + a2
k) = ord2(t). This implies that ord2(t) is even and ord2(x) = ord2(t)/2.
Substituting this into the equation x2 = t+ a2k and dividing the entire equation by 2ord2(t) yields,
cpr2(x)
2 = cpr2(t) + a2
k−ord2(t) cpr2(t) < 2
k−ord2(t) .
But cpr2(x) is odd and hence cpr2(x)
2 ≡ 1 (mod 8). If k − ord2(t) > 2, then cpr2(t) ≡ 1 (mod 8).
Otherwise, if k − ord2(t) ≤ 2 then cpr2(t) < 2k−ordp(t) implies that cpr2(t) = 1.
Conversely, if cpr2(t) ≡ 1 (mod 8) then there exists a u ∈ Z/2kZ such that u2 ≡ cpr2(t) mod 2k, by
Lemma 12. If ord2(t) is even then x = 2
ord2(t)/2u is a solution to the equation x2 ≡ t mod 2k.

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Proof:(proof of Lemma 19) If [+,−] denotes the size of the set of tuples (x, x + a) such that
(
x
p
)
= 1
and
(
x+a
p
)
= −1. Then, the following equality yields one relation on these sets.
p−1∑
x=1
(
x(x + a)
p
)
=
p−1∑
x=1
(
x2(1 + ax−1)
p
)
=
p−1∑
y=1
(
1 + y
p
)
=
p−1∑
y=1
(
y
p
)
−
(
1
p
)
= −1
[+,+] + [−,−]− [+,−]− [−,+] = −1 (27)
If we consider all tuples (x, x + a) for x ∈ {0, · · · , p − 1} i.e., (0, a), (1, a + 1), · · · , (p − 1, a − 1) then we
observe that there are two tuples (0, a) and (p− a, 0) with one Legendre symbol 0. We denote these sets by
[0,+], [0,−], [+, 0], [−, 0]. The size of these sets only depend on
(
a
p
)
and
(
p−a
p
)
=
(
−a
p
)
.
[0,+] =
1 +
(
a
p
)
2
(28)
[0,−] =
1−
(
a
p
)
2
(29)
[+, 0] =
1 +
(
−a
p
)
2
(30)
[−, 0] =
1−
(
−a
p
)
2
(31)
There are exactly p tuples in total and exactly 2 of them have one symbol 0. This gives us the following
relation.
[+,+] + [+,−] + [−,+] + [−,−] = p− 2 (32)
Furthermore, if p is an odd prime then there are exactly p−12 elements with Legendre symbol +1.
[+,+] + [+,−] + [+, 0] = p− 1
2
(33)
The bijection (x, x+ a)→ (−(x+ a),−x) modulo p maps the set [+,+] to [−,−] if
(
−1
p
)
= −1 and the set
[+,−] to [−,+] if
(
−1
p
)
= 1. This gives us the following relation.
[+,+] = [−,−] if
(−1
p
)
= −1 (34)
[+,−] = [−,+] otherwise. (35)
In each case i.e.,
(
−1
p
)
= −1 or +1, we have four Equations i.e., (27, 32, 33 ,34) or (27, 32, 33 ,35) in
four variables. These when solved, result in the following table of values, from which Equation (11) can be
derived.
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Table 1: Size of split sets modulo p(
a
p
)
[
(
x
p
)
,
(
x+a
p
)
]
(
−1
p
)
= 1
(
−1
p
)
= −1
+1 [+1,+1] (p− 1)/4− 1 (p− 3)/4
[−1,−1] (p− 1)/4 (p− 3)/4
[+1,−1] (p− 1)/4 (p+ 1)/4
[−1,+1] (p− 1)/4 (p− 3)/4
−1 [+1,+1] (p− 1)/4 (p− 3)/4
[−1,−1] (p− 1)/4− 1 (p− 3)/4
[+1,−1] (p− 1)/4 (p− 3)/4
[−1,+1] (p− 1)/4 (p+ 1)/4

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