Two-level structural equation models with mixed continuous and polytomous data and nonlinear structural equations at both the between-groups and within-groups levels are important but difficult to deal with. A Bayesian approach is developed for analysing this kind of model. A Markov chain Monte Carlo procedure based on the Gibbs sampler and the Metropolis -Hasting algorithm is proposed for producing joint Bayesian estimates of the thresholds, structural parameters and latent variables at both levels. Standard errors and highest posterior density intervals are also computed. A procedure for computing Bayes factor, based on the key idea of path sampling, is established for model comparison.
Introduction
Structural equation modelling is well recognized as an important method for analysing relationships among manifest and latent variables, and for achieving correct decisions and conclusions. At present, most of the statistical theory and computer software in the field are based on models that involve only linear relationships among the manifest and/or latent variables. There is a strong practical need to extend linear structural equation models to nonlinear models that include nonlinear terms in the latent variables. Indeed, in many areas, nonlinear relationships such as quadratic and interaction terms among the variables are useful for establishing the substantive theory; see for example, Ajzen and Fishbein (1980) , Bagozzi, Baumgartner, and Yi (1992) and articles in Schumacker and Marcoulides (1998) for the significance of nonlinear effects.
However, in the literature, some attention has been devoted to nonlinear structural equation models (SEMs). The nonlinear factor analysis model with polynomial relationships was explored by McDonald (1962) . Recently, methods that use the LISREL program (Jöreskog & Sörbom, 1996) have been proposed (Kenny & Judd, 1984; Ping, 1996) to analyse some simple nonlinear models (see also Bollen & Paxton, 1998 , for a two-stage least-squares approach). More statistically sound methods for nonlinear factor analysis and SEMs have been proposed by Zhu and Lee (1999) and Arminger and Muthén (1998) , respectively. Both used a Bayesian approach with an algorithm that combines the Gibbs sampler (Geman & Geman, 1984) and the Metropolis -Hastings (MH) algorithm (Metropolis et al., 1953; Hastings, 1970) for producing the estimates; see Tierney (1994) and Chib and Greenberg (1995) for further details of these computational methods. In addition to the Bayesian estimates of the structural parameters, standard error estimates and direct estimates of the latent variables were obtained as well.
The above methods have been developed for continuous data with a multivariate normal distribution, though in practical applications most data are polytomous. Lee, Poon, and Bentler (1995) pointed out that treating the polytomous data as continuous and ignoring their polytomous nature may lead to erroneous conclusions. Clearly, it is more difficult to analyse SEMs with mixed continuous and polytomous variables. Lee et al. (1995) proposed a two-stage procedure for linear SEMs with arbitrary covariance structures, while Reboussin and Liang (1998) proposed some improvements to the LISCOMP program (Muthén, 1987) . A Bayesian approach to the linear factor analysis model has been developed by Shi and Lee (1998) . Recently, Lee and Zhu (2000) generalized their approach to nonlinear SEMs.
Methods developed in the work cited above depend on the assumption of independence among observations. In many applications, however, it is common to encounter hierarchically structured data collected from units that are nested within a large number of clusters; see Goldstein (1987) and Bock (1989) , among others. Examples might include random samples of individuals from within random samples of families or patients from within random samples of hospitals. For such multilevel data, individuals within a cluster are expected to share certain common influential factors and to produce correlated observations. Hence, the assumption of independence is not realistic and the analysis of multilevel data is highly non-trivial. In the field of SEM, the need to develop statistical theory and a computational algorithm that takes into consideration the correlated structure is well recognized; see McDonald and Goldstein (1989) , Ansari, Jedidi, and Jagpal (2000) , and Raudenbush (1995) , among others.
The main objective of this paper is to develop a Bayesian approach for analysing twolevel nonlinear SEMs with mixed continuous and polytomous data. The development is motivated by a study of the effects of establishment policies, knowledge and attitudes concerning condom use among Filipina sex workers; see Morisky et al. (1998) . It has been argued that the nature of sex work promotes the spread of AIDS and other sexually transmitted diseases; thus promotion of safer sexual practice among sex workers is important. The study by Morisky et al. (1998) concerned the development of and preliminary findings from an AIDS preventative intervention for Filipina sex workers. The data set was collected from female sex workers in establishments (bars, night clubs, karaoke TV and massage parlours) in cities in the Philippines. The questionnaire consisted of 134 items on areas of demographic knowledge, attitudes, beliefs, behaviours, condom use, and social desirability. Latent psychological determinants such as sex workers' risk behaviours, knowledge and attitudes associated with AIDS and condom use are important issues to be assessed. For instance, a basic concern is to explore whether linear relationships among these latent variables are sufficient, or whether it is better to incorporate nonlinear relationships in the model. The manifest variables that are used as indicators for latent quantities were measured on polytomous and continuous scales. Moreover, as emphasized by Morisky et al. (1998) , establishments' policies on their sex workers' condom use practices exert a strong influence on these workers. This implies that observations within each establishment are correlated, and the usual assumption of independence is violated. Analysing the data based on a single-level model is likely to produce misleading results. In addition, it is also interesting to study the influence of the establishment by incorporating a between-group model for the data. On the basis of the above considerations, it is necessary to develop a two-level nonlinear SEM in the context of mixed polytomous and continuous data.
Inspired by recommendations in many previous works on Bayesian SEMs (see Ansari et al., 2000; Dunson, 2000; and Zhu & Lee, 2001 ) and the following justifications, our development is based on a Bayesian approach. First, the exact posterior distributions of the parameters and latent variables can be estimated by using efficient computing tools in statistical computing. Means and quantiles based on the estimated posterior are appropriate regardless of the sample size. Second, the Bayes factor (see Kass & Raftery, 1995) that is closely related to the Bayesian approach gives a more flexible statistic for model comparison/selection than the classical likelihood ratio test (see Kass & Raftery, 1995) . For example, the Bayes factor provides not only a measure of evidence against the null model but also evidence supporting the alternative model; it does not tend to reject the null model frequently with large sample sizes, and it can be applied to non-nested models. Third, it directly incorporates prior knowledge in the analysis. In situations where good prior information is available, more precise estimates of the parameters can be obtained.
The organization of the paper is as follows. A description of the model is given in Section 2. Section 3 introduces a Bayesian approach for some natural settings of the proposed model. Here, an estimation procedure is developed on the basis of the Gibbs sampler (Geman & Geman, 1984) and the Metropolis -Hastings algorithm (see Chib & Greenberg, 1995; Metropolis et al., 1953; Geman & Geman, 1984; Hastings, 1970; and Tierney, 1994) , and a procedure to compute the Bayes factor for model comparison is established on the basis of path sampling (Gelman & Meng, 1998) . Analysis of an example based on the sex workers data set as described above is reported in Section 4, and a discussion is given in Section 5. Some technical details are presented in the Appendices.
A genera1 two-level SEM with mixed-type variables
Consider a collection of p-variate random vectors u gi , i ¼ 1; : : : ; N g ; within groups g ¼ 1; : : : ; G: The sample sizes N g may differ from group to group, so that the data set is unbalanced. At the first level, we assume that, conditional on the group mean v g , random observations in each group have the structure
where L 1g is a p £ q 1 matrix of factor loadings, v 1gi is a q 1 £ 1 random vector of latent factors, and 1 1gi is a p £ 1 random vector of error measurements which is independent of v 1gi and is distributed as N[0, C 1g ], where C 1g is a diagonal matrix. At the second level, we assume that the group mean v g has the structure
where m is the mean vector, L 2 is a p £ q 2 matrix of factor loadings, v 2g is a q 2 £ 1 vector of latent variables, and 1 2g is a p £ 1 random vector of error measurements which is independent of v 2g and is distributed as N[0, C 2 ], where C 2 is a diagonal matrix. Moreover, the first-level latent vectors v 1gi and 1 1gi are assumed to be independent of the second-level latent vectors v 2g and 1 2g . It follows from (1) and (2) that
Inspired by the LISREL model (Jöreskog & Sörbom, 1996) 
in the between-groups and within-groups models, where F 1 ðj 1gi Þ ¼ ð f 11 ðj 1gi Þ; : : : ; ð f 1a ðj 1gi ÞÞ and F 2 ðj 2g Þ ¼ ð f 21 ðj 2g Þ; : : : ; f 2b ðj 2g ÞÞ are vector-valued functions with non-zero differentiable functions f 1k and f 2k , and usually a $ q 12 and b $ q 22 ; and P 1g ðq 11 £ q 11 Þ; P 2 ðq 21 £ q 21 Þ; G 1g ðq 11 £ aÞ and G 2 ðq 21 £ bÞ are unknown parameter matrices. We assume that I 1 2 P 1g and I 2 2 P 2 are non-singular and their determinants are independent of P 1g and P 2 . Hence, this is a general two-level model with nonlinear structural equations at the individual and group levels. By means of this model, we can assess nonlinear effects among the latent variables at both levels and take into account the hierarchical structure of the data. In practice, allowing nonlinear relationships such as interaction and quadratic terms among latent variables leads to models that may more accurately represent reality. For example, Ajzen and Fishbein (1980) pointed out that the theory of reasoned action or expectancy-value attitude theory in social psychology involves interactions among theoretical constructs; Bagozzi et al. (1992) discussed the importance of interaction effects in behavioural and consumer research (see also references therein); and Schumacker and Marcoulides (1998) provided more practical examples on the significance of nonlinear effects among latent variables (again, see also references therein). As the functions f 1k and f 2k in our model are rather general, the common interaction and quadratic effects are their special cases.
To Albert and Chib (1993) in the statistics literature.
The two-level model defined by (1) and (2) is not identified owing to two kinds of indeterminacy. Viewing (1) and (2) as factor analysis models, we see that the covariance matrices of L 1g v 1gi and L 2 v 2g are not identified. To solve this indeterminacy, we follow the common method of fixing appropriate elements in parameter matrices L 1g ; P 1g ; G 1g ; L 2 ; P 2 and G 2 at preassigned known values. Under the condition that the covariance matrices of L 1g v 1gi and L 2g v 2g are identified, we consider the second kind of indeterminacy that is induced by the polytomous variables. Let S gy be the covariance matrix of y gi associated with z gi . It follows (see Lee et al., 1995) from (6) Lee et al. (1995) that the thresholds, the mean and the variance corresponding to each polytomous variable are not identified. Thus, further identification conditions are required. In this paper, we fix a k,1 and a k;b k at appropriate values. These restrictions are sufficient to identify the mean vector and the covariance matrix S gy of the thresholds. For our two-level model, it follows from (3) that
where L 2y and L 1gy are the respective partitions of L 2 and L 1g , and Cov y (·), C 2y and C 1gy are the respective partitions of the covariance matrices, all corresponding to the polytomous components of Y. Recall that Cov y ðL 2y v 2g Þ and Cov y ðL 1gy v 1gi Þ have been identified. However, the diagonal covariance matrices C 2y and C 1gy may not be identified. An easy way to solve this problem is to restrict C 2y to be a preassigned diagonal matrix. Inspired by the method given in Meng and Schilling (1996) , we fix C 2y , to be cI, where c is a preassigned constant and I is an identity matrix of appropriate dimension. Thus, L 2y , L 1gy and C 1gy are rescaled by a diagonal matrix induced by this identification condition; see (7). Finally, the choices of F 1 ðj 1gi Þ and F 2 ðj 2g Þ are not arbitrary. We require that there are no dependent columns in matrices ›F 1 ðj 1gi Þ=›j 1gi and ›F 2 ðj 2g Þ=›j 2g :
Let u be the parameter vector that contains all the unknown structural parameters in L 1g ; C 1g ; P 1g ; G 1g ; F 1g ; C 1gd ; L 2 ; C 2 ; G 2 ; F 2 and C 2d , and a be the parameter vector that contains all the unknown thresholds. The total number of unknown parameters in u and a is usually large. In the following analysis, we assume that the twolevel nonlinear model defined by u and a is identified.
The proposed model subsumes a number of important models in the recent development of SEMs. For instance, the models discussed in Sammel and Ryan (1996) , Sammel, Ryan, and Legler (1997) , and Lee (1998, 2000) are generalized in two respects: from linear models to nonlinear models, and from single-level models to twolevel models. The nonlinear SEMs proposed by Arminger and Muthén (1998) , and Lee and Zhu (2000) are extended from one level to two. Although our focus is on two-level models, the underlying methodology can be generalized to higher-level models by similar developments presented in this article.
Bayesian analysis of two-level nonlinear SEMs
Powerful methods in statistical computing for posterior simulation, among them various Markov chain Monte Carlo (MCMC) methods (see Chib & Greenberg, 1995; Geman & Geman, 1984; Gilks et al., 1996) , greatly enhance the applicability of Bayesian inference. The Bayesian approach has recently been applied successfully to many complicated SEMs; see, for example, Shi and Lee (1998) , Zhu and Lee (2001) , Lee and Zhu (2000) , Ansari et al. (2000) and Song and Lee (2001) . The basic strategy is to augment the observed data with the latent data that come from the latent variables and/or latent measurements in the posterior analysis. This data augmentation strategy will also be used in the present paper.
Posterior simulation
Let X g ¼ ðx g1 ; : : : ; x gNg Þ and X ¼ ðX 1 ; : : : ; X G Þ be the observed continuous data, and let Z g ¼ ðz g1 ; : : : ; z gNg Þ and Z ¼ ðZ 1 ; : : : ; Z G Þ be the observed polytomous data. Let Y g ¼ ðy g1 ; : : : ; y gNg Þ and Y ¼ ðY 1 ; : : : ; Y G Þ be the latent continuous measurements associated with Z g and Z, respectively. The observed data will be augmented with Y in the posterior analysis. Once Y is given, the data are all continuous and the problem will be easier to cope with. Let V ¼ ðv 1 ; : : : ; v g Þ be the matrix of between-group latent variables. If V is observed, the model is reduced to the simpler multi-sample single-level model. Moreover, let V 1g ¼ ðv 1g1 ; : : : ; v 1gNg Þ; V 1 ¼ ðV 1g ; : : : ; V 1G Þ and V 2 ¼ ðv 21 ; : : : ; v 2G Þ be the matrices of latent variables at the within-groups and betweengroups levels. If these matrices are observed, the complicated structural equations (4) and (5) reduce to regular simultaneous equations. As a result, the difficulties owing to the nonlinear relationships among the latent variables are greatly alleviated. Hence, in the posterior analysis, the observed data (X, Z) will be augmented with these hypothetically missing data matrices of latent measurements and variables. More specifically, we will consider the joint posterior distribution pðu; a; Y; V; V 1 ; V 2 jX; ZÞ: The Gibbs sampler (Geman & Geman, 1984) will be used for generating a sequence of observations from this joint posterior distribution.
Then the Bayesian solution is obtained by standard inferences on the basis of the generated sample of observations. In applying the Gibbs sampler, we iteratively sample from the following conditional distributions: pðVju; a; Y; V 1 ; V 2 ; X; ZÞ; pðV 1 ju; a; Y; V; V 2 ; X; ZÞ; pðV 2 ju; a; Y; V; V 1 ; X; ZÞ; pða;Yju; V; V 1 ; V 2 ; X; ZÞ; and pðuja; Y; V; V 1 ; V 2 ; X; ZÞ:
For our two-level model, the conditional distribution pðuja; Y; V; V 1 ; V 2 ; X; ZÞ is further decomposed into components involving various structural parameters in the between-groups and within-groups models. These components are different under various special cases of the model. Some typical examples are: (a) Models with different within-groups parameters across groups. In this case, the within-groups structural parameters u 1g ¼ {L 1g ; C 1g ; P 1g ; G 1g ; F 1g ; C 1gd } and threshold parameters a g , associated with the gth group are different from those associated with the hth group, for g -h: In practice, N g has to be sufficiently large for conclusions to be drawn on the basis of the Bayesian inference of the withingroups models.
(b) Models with some invariant within-groups parameters. In this case, parameters u 1g and/or, a g associated with group g are equal to those associated with some other groups. (c) Models with all invariant within-groups parameters. In this situation, u 11 ¼ : : : ¼ u 1G ; and a 1 ¼ : : : ¼ a G : (d) Models with all invariant within-groups parameters and some equal cross-level parameters. In addition to the equalities among the parameters in (c), some withingroups and between-groups parameters are equal. For example,
Conditional distributions in various special cases have some similarities and some differences. Moreover, prior distributions of the parameters are also involved. On the basis of suggestions from previous Bayesian analyses of SEMs (see Lee & Zhu, 2000; ), conjugate-type prior distributions are used. The non-informative distribution is used for the prior distributions of the thresholds. The conditional distributions of the components in pðuja; Y; V; V 1 ; V 2 ; X; ZÞ as well as other conditional distributions required by the Gibbs sampler are very tedious. They are briefly discussed in Appendix I, from which it is evident that most of the conditional distributions are standard ones such as normal, univariate truncated normal, gamma and inverted Wishart, and simulating observations from them requires little computing time. For the following three complicated conditional distributions, pðV 1 ju; a; Y; V; V 2 ; X; ZÞ; pðV 2 ju; a; Y; V; V 1 ; X; ZÞ; and pða; Yju; V; V 1 ; V 2 ; X; ZÞ; the MH algorithm will be used for simulating observations efficiently from them. The implementation of the MH algorithm is rather involved, and some technical details are given in Appendix II.
Statistical analysis of the two-level nonlinear model
Observations obtained from the posterior simulation can be used for statistical inference. Bayesian estimates of u, a, and latent variables v 2g and v 1gi at both levels can be obtained easily via the corresponding sample means of the generated observations. Specifically, let {ðu ðtÞ ; a ðtÞ ; V ðtÞ 1 ; V ðtÞ 2 Þ; t ¼ 1; : : : ; T } be random observations generated from the joint posterior distribution pðu; a; Y; V; V 1 ; V 2 jX; ZÞ: Then joint Bayes estimates of u, a, v 2g , and v 1gi are obtained as follows: ; respectively. It follows from Geyer (1992) that these joint Bayesian estimates tend to their corresponding posterior means in probability as T tends to infinity. Since we have a large sample of u from its posterior distribution, a consistent estimate of Var(u) can be obtained easily from the sample covariance matrix. Another statistic is the highest posterior density (HPD) interval (see, for example Chen, Shao, & Ibrahim, 2000) . Let u* be a scalar component in u, or in a, the 100(1 2 b)% HPD interval for u* is given by HðbÞ ¼ {u* : pðu* jX; ZÞ $ c}; where c is chosen so that
The computation of c and the HPD interval are often quite difficult. In this paper, the method given in Chen et al. (2000) , is an MCMC sample from the marginal posterior distribution pðu* jX; ZÞ:
Assessing the goodness of fit of a posited model is an important issue in SEM. Meng (1994) introduced a Bayesian counterpart of the classical p-value by defining a posterior predictive (PP) p-value that depends on both the data and the unknown parameters. This PP p-value can be used as a goodness-of-fit test for a single model; but may not be suitable for comparing two competing models M 0 and M 1 (see Carlin & Louis, 1996) . In this paper, the following Bayes factor (see Kass & Raftery, 1995) is used for comparing M 0 and M 1 :
In general, it is well known that the computation of B 10 or the marginal likelihood p(X, ZjM) is non-trivial (see Chib, 1995; DiCiccio et al., 1997; Chib & Jeliazkov, 2001 ). This is particularly true for our current model which includes a large amount of parameters and latent quantities. The comparative study by DiCiccio et al. (1997) pointed out that bridge sampling (Meng & Wong, 1996) is an attractive algorithm; however, Gelman and Meng (1998) showed that path sampling is expected to be even better because it is an extension of the bridge sampling. Inspired by the nice features (see Gelman & Meng, 1998) of path sampling, we use it here to compute B 10 . In our application of path sampling to the computation of B 10 , we again use the notion of data augmentation to augment (X, Z) with (Y, V, V 1 , V 2 ) in the analysis. Consider the following class of densities defined by a continuous parameter t in [0,1]:
pðu; a; Y; V; V 1 ; V 2 jX; Z; tÞ ¼ pðu; a; Y; V; V 1 ; V 2 ; X; ZjtÞ zðtÞ ;
where zðtÞ ¼ pðX; ZjtÞ: Let t be a parameter linking the competing models M 0 and M 1 such that for a ¼ 0; 1, zðaÞ ¼ pðX; Zjt ¼ aÞ ¼ pðX; ZjM a Þ; then B 10 ¼ zð1Þ=zð0Þ:
Taking the logarithm and differentiating z(t) with respect to t, it can be shown by similar reasoning to that in Gelman and Meng (1998) Uðu; a; Y; V; V 1 ; V 2 ; X; Z; tÞ ¼ dpðY; V; V 1 ; V 2 ; X; Zju; a; tÞ=dt ð11Þ
(details can be obtained from the authors). Note that the program implemented in estimation can be used for simulating observations in (10), hence little additional programming effort is required. See Gelman and Meng (1998) for more details about path sampling, and Lee and Song (2003) for an application of path sampling to finite mixtures of structural equation models with an unknown number of components.
4. An application: Filipina sex workers study
As an illustration of the proposed methodology, we use a small portion of the data set in the study by Morisky et al. (1998) as described in the Introduction to establish an appropriate two-level SEM for assessing relationships among some latent quantities relating to sex workers. Nine manifest variables, of which the 7th, 8th and 9th are continuous and the remaining are polytomous on a five-point scale, are selected. The questions corresponding to these variables are given in Appendix III. For brevity, we delete those observations with missing entries in the analysis, and the remaining sample size is 755. There are 97 establishments. The numbers of individuals in the establishments varied from 1 to 58, so this is an unbalanced data set. The sample means and standard deviations of the continuous variables are {2.442, 1.180, 0.465} and {5.299, 2.208, 1.590}, respectively. The cell frequencies of the polytomous variables are ranged from 12 to 348. To unify scales of variables, the raw continuous data were standardized.
After some preliminary examination of the meanings of the questions corresponding to the selected manifest variables (see Appendix III) in the measurement equations corresponding to the between-groups and within-groups models, we use the first three, the next three and the last three manifest variables as indicators for latent factors that can be roughly interpreted as 'worry about AIDS', 'attitude to the risk of getting AIDS' and 'aggressiveness'. For the between-groups model, we propose a factor analysis model with the following specifications: where the unique variances corresponding to the polytomous variables are fixed at 0.3 to identify the model. F 2 is symmetric. Although other structures for L 2 can be considered, we chose this common form in confirmatory factor analysis (see, for example Ansari, Jedidi, & Dube, 2002; Lee & Zhu, 2000) which gives non-overlapping latent factors for clear interpretation. These latent factors are allowed to be correlated. For the within-groups model with the latent factors {h 1g ; j 1g ð1Þ; j 1g ð2Þ}; we considered invariant within-groups parameters such that C 1g1 ¼ C 11 ¼diagðc 1 ð1Þ; : : : ; c 1 ð9Þ; and L 1g ¼ L 1 ; where L 1 has the same common structure as L 2 with unknown loadings {l 1,21 , l 1,31 , l 1,52 , l 1,62 , l 1,83 , l 1,93 }. However, as the within-group model is directly related to the sex workers, we wish to consider a more subtle model with a structural equation that accounts for relationships among the latent factors. To assess the interaction effect of the exogenous latent factors, the following structural equation for the latent variables is used:
To identity the model with respect to polytomous variables via the common method (see, Lee et al., 1995) , a k1 and a k4 ; k ¼ 1; : : : ; 6 are fixed at a kj ¼ F* 21 ðm k Þ; where F* is the distribution function of N[0, 1], and m k is the observed cumulative marginal proportion of the categories with z gk , j: There are a total of 49 parameters in this twolevel nonlinear SEM.
In the Bayesian analysis, we need to specify hyperparameter values in the proper conjugate prior distribution. For situations where we have good prior information, for example from closely related data or expert knowledge, subjective hyperparameter values should be taken. Under the general situation without good prior information, alternative methods have to be used to fix the hyperparameters. Some Bayesian analyses of SEMs (see, for example, Ansari et al., 2002) used vague but proper priors with ad hoc hyperparameter values. Many kinds of data-dependent priors have been appeared in Bayesian literature (see Raftery, 1996a, b; Richardson & Green, 1997; Pauler, Wakefield & Kass, 1999; Zhu & Lee, 2001) . In this illustrative example, we use some data-dependent prior inputs, and ad hoc prior inputs that give rather vague but proper prior distributions. We emphasize that they are used for the purpose of illustration only: we would not routinely recommend these prior inputs for more substantive applications. The data-dependent prior inputs are obtained by conducting an auxiliary Bayesian estimation with proper vague conjugate prior distributions which gives estimatesL 01k;L * 01k;L 02k; andL* 02k; for some hyperparameter values (using the notation in Appendix I). Then results are obtained and compared on the basis of the following types of hyperparameter values:
Type I: Hyperparameters L 01k , L* 01k; L 02k , and L* 02k; are equal to L 01k; L* 01k; ; L 02k; andL* 02k ; respectively; A 01k , A* 01k , A 02k and A* 02k , are equal to identity matrices of appropriate orders;
, L 02k and L* 02k; are equal to zero, A 01k , A* 01k , A 02k and A* 02k are equal to 5.0 times the identity matrices of appropriate orders.
Other hyperparameter values are the same as for type I. These prior inputs are not data-dependent.
Bayesian estimates are obtained by the proposed method. The convergence of the proposed algorithm is monitored by the estimated potential scale reduction (EPSR) values suggested by Gelman and Rubin (1992) , and by plots of generated observations obtained with different starting values. To give some idea about the convergence, the EPSR values corresponding to the analysis with type I prior inputs are displayed in Fig. 1 , and plots of sequences of some parameters observations are reported in Fig. 2 . We observe that the algorithm converged in less than 2 000 iterations. Hence, we take a burn-in-phase of 2 000 iterations, and further collect T ¼ 3 000 observations to produce the Bayesian estimates, their standard error estimates and the 95% HPD intervals. Results obtained under prior inputs of types I and II are reported in Tables 1 and 2 , respectively. From these tables, we see that the estimates obtained under these different prior inputs are reasonably close. The PP p-values corresponding to these two sets of estimates are equal to 0.592 and 0.600, which indicates that the proposed model fits the sample data and this statistic is quite robust to prior inputs. Most of the 95% HPD intervals are reasonably short particularly those corresponding to elements in {f 1 (i, j),f 2 (i, j)} and {c 1 (i), c 2 (i)}, c 1d and thresholds. However, HPD intervals corresponding to estimates in L 2 and the interaction term,ĝ 1 ð3Þ; are comparatively wide. This indicates that the variability of these estimates is comparatively large. As the PP p-value indicates that the proposed model fits the data, it is unlikely that the poor fit is due to a poorly specified model. As there are only G ¼ 97 establishments at the between-groups level, the variability of the estimates of L 2 that are based on this small sample size cannot be expected to be very small. The comparatively large variability ofĝ 1 ð3Þ; may be due to its complicated nature relating to the variations of j 1gi (1) and j 2gi ð2Þ:
To illustrate the proposed path sampling for computing the Bayes factor for model comparison, we compare this nonlinear model with some non-nested models. Let M 1 be the two-level nonlinear SEM with the above specifications and the nonlinear structural equation given in (12), and M 2 and M 3 be non-nested models with the same specifications except that the corresponding structural equations are given by
To apply the path sampling for computing the Bayes factor to compare M 1 and M 2 , we link M 1 and M 2 by M t with the following structural equation: Clearly, when t ¼ 1;
By differentiating the complete-data likelihood pðY; V; V 1 ; V 2 ; X; Zju; a; tÞ with respect to t, we get
Uðu; a; Y; V; V 1 ; V 2 ; X; Z; tÞ ¼ 
Consequently, log B 12 can be computed by (9) and (10) with a sample of observations simulated from the appropriate posterior distributions. The above procedure can similarly be used for computing log B 13 and log B 23 .
In this example, we take 20 grids in [0,1] and J ¼ 1000 in computing log Bayes factors. log B 12 , log B 13 and log B 23 under prior inputs of type (I, II) are respectively equal to (0.317, 0.018), (0.176, 0.131), and (2 0.138, 2 0.203). Hence, the log Bayes factor values are reasonably close with different prior inputs. According to the criterion given in Kass and Raftery (1995) for comparing non-nested models, M 2 is slightly better Figure 2 . Plots of three parallel sequences corresponding to different starting values of (a) l 2 (5, 2), (b) f 2 (1, 1), (c) c 2 (7), (d) g 1 (1), (e) g 1 (2), (f) g 1 (3), (g) l 1 (2, 1), (h) a(1, 2), and (i) c 1 (1), against number of iterations in the AIDS data analysis.
than M 1 and M 3 . To apply the procedure for comparing nested models, we further compare M 2 with a linear model M 0 and a more comprehensive model which have the same specifications as M 2 except the corresponding structural equations are given by:
Note that M 0 is nested in M 2 , and M 2 is nested in M 4 . Based on similar application of the path sampling procedure, log B 41 and log B 42 under prior inputs of type (I, II) are found to be (1.181, 1.233) and (1.043, 1.071), respectively. Based on the criterion given in Kass and Raftery (1995) , M 4 is better than M 0 and M 2 . The PP p-values corresponding to M 4 under prior inputs of type I and II are equal to 0.582 and 0.611, respectively. These two values are close and indicate the expected result that the selected model also fits the Table 3 , whilst the corresponding results under prior inputs of type II are not presented to save space. We also observe comparatively large variability corresponding to estimates of parameters in L 2 , and g 1 (3), g 1 (4) and g 1 (5). As before, this phenomenon may be due to the small sample size at the between-group level and the complicated nature of the parameters. Based on the proposed methodology, more complicated or other combinations of nonlinear terms can be similarly analysed.
To summarize, we have established a two-level nonlinear SEM with three nonoverlapping factors: 'worry about AIDS', 'attitude to the risk of getting AIDS', and 'aggressiveness' in the within-groups and between-groups covariance structures. The significance of the influence of establishments is reflected by relatively large estimates of some between-groups parameters. We observe fromF 2 that the between-groups factors are almost uncorrelated. Results of model comparison suggest the following nonlinear structural equation for the relationships of the latent variables in the Using a Sun Enterprise 4500 Server, it takes about 11 minutes to obtain one set of Bayesian estimates.
Discussion
This paper develops a general Bayesian approach for a novel nonlinear two-level SEM with continuous and polytomous variables. The underlying model and data structures are generalizations of those of Arminger and Muthén (1998), Lee and Zhu (2000) and Arminger and Muthén (1998) to: (i) a two-level model that allows a rather complicated nonlinear SEM at the between-group level; and (ii) a more complex data structure that involves polytomous data. These generalizations, especially from a single level to two levels and/or from continuous data to polytomous data, induce more complicated conditional distributions in the Gibbs sampler and the MH algorithm. As a result, the actual implementations of the computer programs are also different and more technically involved. Ansari et al. (2000) considered linear SEMs, whilst Ansari et al. (2002) considered confirmatory factor analysis models at the within-and betweengroups levels. Moreover, their results are developed on the basis of continuous data which are simpler than mixed continuous and polytomous data. Hence, the conditional distributions and the implementation involved in the Gibbs sampler and MH algorithm are very different. More importantly, Arminger and Muthén (1998) and Lee and Zhu (2000) did not address the model comparison issue. Ansari et al. (2002) pointed out that the computation of Bayes factors is difficult even for their comparatively simple model; hence they used a pseudo-Bayes factor as a surrogate for the Bayes factor. Lee and Song (2001) and Song and Lee (2002) applied the Bayesian information criterion, which is an approximation of the Bayes factor, to the two-level SEM with continuous data and multivariate linear model with polytomous data, respectively. Song and Lee (2001) developed a method for computing the Bayes factor for the simple factor analysis model via Chib's (1995) method, which may be less efficient than path sampling for handling models with a large number of parameters and latent quantities such as our nonlinear two-level model with polytomous data. Moreover, for model comparison, it is desirable to develop the statistic under a general combined model so that it provides a comprehensive framework for comparing different kinds of submodels. For example, by using the proposed methodology, we are able to compare a nonlinear two-level SEM with a nonlinear single-level SEM or a linear two-level confirmatory factor analysis model, on the basis of continuous and/or polytomous data. Clearly, the model comparison analysis as conducted in the illustrative example cannot be achieved by existing methods in the literature. An important issue in Bayesian inference concerns the selection of prior distributions. In estimation, priors can be picked for convenience as their effect is small for fairly large samples (see Kass & Raftery, 1995; Lindley & Smith, 1972) . However, one cannot use improper non-informative priors corresponding to the parameters directly involved in the hypotheses associated with competing models (e.g., parameters g 1 (3), g 1 (4) and/or g 1 (5) in our illustrative example). In fact, Kass and Raftery (1995) pointed out that using a vague prior on the parameters under M 1 so as to make it non-informative will force the Bayes factor to favour M 0 . This is known as 'Bartlett's paradox'. To avoid this difficulty, we pick prior inputs that do not have too big a spread for structural parameters in the covariance models. For nuisance parameters that are not involved in the hypotheses, Kass and Raftery (1995) pointed out that the choice of prior does not greatly affect the results. In our illustrative example, we obtain similar results under two types of prior inputs: one is data-dependent whilst the other is not. In our opinion, sensitivity analysis of the impact of prior inputs to the results is important. In fact, we have conducted a rough simulation study (not reported here) which indicates that the Bayesian results are not very sensitive to prior inputs.
Another sound statistical approach is based on the maximum likelihood method. Again, due to complexities of the model and data structure, it is difficult to obtain maximum likelihood estimates by directly working with the observed-data likelihood.
Based on the idea of data augmentation, (X, Z) is augmented with latent quantities Y, V, V 1 and V 2 as in the Bayesian posterior analysis. The Monte Carlo EM algorithm (Dempster, Laird, & Rubin, 1977; Wei & Tanner, 1990 ) is then applied to the completedata likelihood L c ðY; V; V 1 ; V 2 ; X; Zju; aÞ: To complete the E-step at the ath iteration, the conditional expectations involved are approximated by a sufficiently large sample of observations {ðY ð jÞ ; V ð jÞ ; V ð jÞ 1 ; V ð jÞ : j ¼ 1; : : : ; J} that are sampled from the conditional distribution pðY; V; V 1 ; V 2 jX; Z; u ðaÞ ; a ðaÞ Þ; where u (a) and a (a) are the current values of u and a. This job can be done by the Gibbs sampler and the MH algorithm as in the posterior simulation. The M-step cannot be completed by a closed-form solution. This problem can be solved by a single Newton -Raphson iteration (see Lange, 1995) , a stochastic version of EM (Celeux & Diebolt, 1985) , or conditional maximization (Meng & Rubin, 1993) . Owing to the simulation variability introduced in the E-step, bridge sampling (Meng & Wong, 1996) may have to be applied to monitor convergence. So far, no good method has been established to compute the complicated observed-data likelihood for model comparison. Importance sampling and bridge sampling are possible candidates, but, inspired by Gelman and Meng (1998) , we believe that path sampling is better. Hence, it requires essentially the same amount of computational effort to get the maximum likelihood solution. Comparisons of the prospects and efficiency of these two approaches in the context of the current complex SEM may represent an interesting topic for future research.
Hence, for each v g , its conditional distribution pðv g j·Þ is N½m* g ; S* g ; where
pðV 1 ju; a; Y; V; V 2 ; X; ZÞ: Since the v 1gi are mutually independent, u gi is independent of u hi for all h -g; and they are not dependent on a and Y, we have
pðu gi ju;v g ;v 1gi Þ pðh 1gi jj 1gi ; uÞpðj 1gi juÞ:
It follows that pðv 1gi j·Þ is proportional to
ðA:2Þ pðuja; Y; V; V 1 ; V 2 ; X; ZÞ: This conditional distribution is different under different special cases as discussed in Section 3.1. We first consider the situation with distinct within-groups parameters, that is u 1 -: : : -u G : Let u 2 be the vector of unknown parameters in m, L 2 and C 2 , and u 2v be the vector of unknown parameters in P 2 , G 2 , F 2 and C 2d . These between-groups parameters are the same for each g. For the withingroup parameters, let u 1g be the vector of unknown parameters in L 1g and C 1g , and u 1gv be the vector of unknown parameters in P 1g , G 1g , F 1g and C 1gd . It is natural to assume that the prior distributions of these parameter vectors are independent of each other, and hence they can be treated separately. For u 1g , the following commonly used conjugate-type prior distributions (see for example, Arminger & Muthén, 1998; Shi & Lee, 1998; and Lee & Zhu, 2000) are used:
where L 0 1gk is the row vector that contains the unknown parameters in the kth row of L 1g , and a 01gk ; b 01gk ; L 01gk and A 01gk are given hyperparameters values. For k -h; it is assumed that ðc 1gk ; L 1gk Þ and ðc 1gh ; L 1gh Þ are independent. Let U * g ¼ {u gi 2 v g ; i ¼ 1; : : : ; N g } and U * 0 gk be the kth row of U * g ; S 1gk ¼ ðA 
where L * 2 ¼ ðP 0 2 ; G 0 2 Þ 0 and L * 2k is the vector that contains the unknown parameters in the kth row of L * 2 : As these conditional distributions are similar to those in (A.5) -(A.7), they are omitted to save space.
If u 11 ¼ : : : ¼ u 1G ; ð¼ u 1 Þ; the prior distributions corresponding to components of u 1 are not dependent on g, and all the data in the within groups should be combined in deriving the conditional distributions for the estimation. Conditional distributions can be derived with the following conjugate-type prior distributions: for k ¼ 1; : : : ; p and using notation similar to that above, 
whilst the prior distributions and conditional distributions corresponding to structural parameters in the between-groups covariance matrix are the same as before. Details are omitted to save space. where P 1g0 ¼ I q11 2 P 1g with an identity matrix I q11 of order q 11 , and D 1g ¼ ›F 1 ðj 1gi Þ=›j 1gi jj 1gi ¼ 0: Let pð·jj * ; s 2 1 C 1g Þ be the density function corresponding to the proposal distribution N½j * ; s 2 1 C 1g : The MH algorithm is implemented as follows. At the mth iteration with a current value j ðmÞ 1gi ; a new candidate j * i is generated from pð·jj can be chosen such that the average acceptance rate is approximately 0.25 or more; see Gelman, Roberts, and Gilks (1995) .
Observations from the conditional distribution pðV 2 j·Þ with target density similar to (A.2) can be simulated via a similar MH algorithm as described above. Details are omitted to save space.
An MH-type algorithm is also necessary for simulating observations from the complex distribution pða; Yj·Þ: Here, the target density is given in (A.4). According to the factorization recommended by Cowles (1996) -see also Lee and Zhu (2000) ayk is a preassigned value to give an approximate acceptance rate of 0.44 (see Cowles, 1996) . It follows from (A.4) and the above result that Since R gk only depends on the old and new values of a gk but not on Y gk , it is only necessary to generate a new Y gk for an accepted a gk . This Y gk is simulated from the truncated normal distribution pðY gk ja gk ; ·Þ via the algorithm given in Roberts (1995) .
