Abstract

27
The interplay between attention and multisensory integration has proven to be a difficult 28 question to tackle. There are almost as many studies showing that multisensory 29 integration occurs independently from the focus of attention as studies implying that 30 attention has a profound effect on integration. Addressing the neural expression of 31 multisensory integration for attended vs. unattended stimuli can help disentangle this 32 apparent contradiction. In the present study, we examine if selective attention to sound 33 pitch influences the expression of audiovisual integration in both behavior and neural 34 activity. Participants were asked to attend to one of two auditory speech streams whilst 35 watching a pair of talking lips that could be congruent or incongruent with the attended 36 speech stream. We measured behavioral and neural responses (fMRI) to multisensory 37 stimuli under attended and unattended conditions while physical stimulation was kept 38 constant. Our results indicate that participants recognized words more accurately from 39 an auditory stream that was both attended and audiovisually (AV) congruent, thus 40 reflecting a benefit due to AV integration. On the other hand, no enhancement was 41 found for AV congruency when it was unattended. Furthermore, the fMRI results 42 indicated that activity in the superior temporal sulcus (an area known to be related to 43 multisensory integration) was contingent on attention as well as on audiovisual 44
congruency. This attentional modulation extended beyond heteromodal areas to affect 45 processing in areas classically recognized as unisensory, such as the superior temporal 46 gyrus or the extrastriate cortex, and to non-sensory areas such as the motor cortex. 47 Interestingly, attention to audiovisual incongruence triggered responses in brain areas 48 related to conflict processing (i.e., the anterior cingulate cortex and the anterior insula). 49 Based on these results, we hypothesize that AV speech integration can take place 50 automatic only when both modalities are sufficiently processed, and that if a mismatch 51 is detected between the AV modalities, feedback from conflict areas minimize the 52 influence of this mismatch by reducing the processing of the least informative modality. 53 One of the current debates in MSI is to determine to which degree these sensory 76 integration processes happen independently of the observer"s focus of attention and 77 intentions, or if attention is a requisite for integration ( Talsma,  87 Senkowski, Soto-Faraco, & Woldorff, 2010 ). This question is very relevant because 88 our normal, everyday life environment produces far too many inputs to be fully 89 processed by our senses. Some of these inputs from different modalities will correspond 90 to a common event (i.e., the voice and lips of our conversation partner) and some to 91 completely unrelated sources (i.e., the voice of another person, the sight of a passing 92 car, music…). Thus, the question is: Do the benefits arising from MSI and their neural 93 expression occur when our focus of attention is away from the relevant corresponding 94 inputs? The literature addressing the behavioral correlates of MSI contains widely 95 contrasting approaches and answers to this question. 96
Keywords
When using low-level stimuli, such as beep and flash, one of the main stands is that 97 MSI occurs independently of the focus of attention or the attentional manipulation 98 made, it being exogenous or endogenous (Bertelson et 
2010). 182
Scope of the present study 183
The hypothesis of the present study is that attention to AV stimuli is necessary for 184 integration to occur in its full strength. If our hypothesis is true, then we expect to see a 185 modulation of the neural activity within the MSI network specifically in the STS when 186 participants attend a congruent AV stimuli compared to when they attended an 187 incongruent AV stimuli. Behaviorally one would expect an increment in the word 188 recognition rate when attention is directed towards AV congruent stimuli as compared 189 to when it is directed to AV incongruent stimuli. We also expect to be able to narrow 190 down the possible mechanistic interpretations by inference from the brain regions in 191 which the attentional modulation of AV integration expressed. 192
We used speech as it is a prime model for MSI, and used selective attention conditions 193 akin to the cocktail party phenomenon (Cherry, 1953 
Procedure
282
In a given trial (see Figure 1 ) participants were first instructed by means of an arrow cue 283 to attend the high or the low pitch stream. At the end of each trial participants 284 performed a two alternative forced choice recognition task (2AFCR). They were 285 presented with a pair of words on the screen, one on the left side and one on the right 286 side; in this pair one of the words had been present in one of the audio tracks (target 287 word) the other was present in none of the tracks (foil word); their task was to recognize 288 which of the words was present in any of the audio track. Participants had a three 289 second time limit to provide a response; they responded using the mouse buttons, right 290 or left button for the word present on the right or left side respectively. The target 291 position in the pair (left or right), and the order in which the targets appeared in the 292 track and their order of appearance in the pairs (first or second pair) was 293 counterbalanced. Participants performed two such tests for each trial in order to acquire 294 enough measures per participant and condition. Participants" instructions informed them 295 of the validity of the cue in the different experiments, that both targets will appear on 296 the same track, and that they should perform the task as fast but above all as accurately 297 as possible. Each participant was exposed to each of the 36 pairs only once, to avoid 298 memory effects in the 2AFCR task, and different versions of the experiment were 299 created so all tracks would pass through all conditions in each experiment across 300 participants. 301
To ensure participants were looking at the video they were asked to visually monitor the 302 central speaking lips during their selective listening task at all moments. In six of the 303 trials (16.6%) the video frame rate slowed down from 25 fps to 3 fps during 1 second. 304
Participants had to respond to this rate change by pressing the control key in the 305 keyboard, and were informed that this slowing would occur in some of the trials but not 306 in all of them. This slowing down occurred always in the second half of the videos, and 307 it was counterbalanced across conditions (during Experiment 1, it only appeared in the 308 attended trials). We set an a priori criterion for the visual task of at least a d' ≥ 2.75 309 corresponding to at least 66% hits without false alarms. This was done to exclude 310 subjects who may lead their gaze away from the visual display. 311
Just before the experiment participants ran two training blocks identical to the 312 experiment but with a different set of stimuli. 313
Experiment 1 314
Participants
315
Twenty-one native Spanish speakers participated in this behavioral study (7 male, mean 316 age 24 years old). All participants were right-handed, reported normal or corrected-to-317 normal vision and hearing and they gave written informed consent to participate. They 318
were paid 7€ and the experiment lasted approximately 50 minutes. This study was 319 approved by the Pompeu Fabra University ethics committee. 320
Materials, apparatus and procedures
321
We manipulated two main factors of interest: attention and congruency. The attention 322 manipulation was introduced with the validity of the arrow cue so that target words 323 appeared in the cued track 83% of the time (i.e. 30 trials), and in the uncued track in the 324 remaining 17% (i.e. 6 trials). We used a high difference between the amount of attended 325 trials and unattended trials to discourage divided attention as much as possible. For the 326 congruency factor, in half of the trials the visual information matched the track 327 containing the target words (congruent condition); while in the other half they matched 328 the track not containing the target words (incongruent condition). 329
Therefore, the resulting conditions after crossing the two factors were attended 330 congruent (41.5% of the trials), attended incongruent (41.5% of the trials), unattended 331 congruent (8.5% of the trials), and unattended incongruent (8.5% of the trials) (see 332 
Data analyses
344
The data was analyzed using software package R 1 ; custom-made scripts were used for 345 the permutation analysis described below. In the auditory task, we calculated the 346 proportion of correct answers in the 2AFC task for each participant and condition, the 347 two measures taken on each trial were treated as independent trials, and responses from 348 trials containing a target in the visual detection task (slowing in the visual stimulus) 349
were not included in the analyses. We performed a 2x2 repeated measures parametric 350 ANOVA (Attention and Congruency as within participant factors Data from five of the participants was excluded. Three of them did not perform properly 405 during the behavioral task (less than 75% answers given). The fMRI images of one 406 participant were not available due to a hardware error. One last participant was excluded 407 due to excessive movement inside the scanner (several sudden moves larger than 3 408 mm). The behavioral data of the visual task for three participants was not acquired 409 because of a failure in the button box; nonetheless, they were included in the imaging 410 analysis. In the end, twenty-five participants were included in the behavioral and 411 imaging analysis. 412
In this case, we decided not to exclude participants considering the visual task during 413 this experiment in order to achieve a higher statistical power in the fMRI analysis. 414 Experiment 1 and Experiment 2 proved that the rate of exclusions during the behavioral 415 experiments due to the visual task was very low (3 of 47, see sections 3.1 and 3.2) 416 indicating that participants were generally compliant with the instructions. Also visual 417 information must have been harder to ignore during the fMRI experiment because 418 visual information was presented through a pair of goggles attached to the participants 419 head. Finally no difference was found in the d" values across conditions (congruent 420 d"=3.090; incongruent d"=3.334; control d"=3.099), neither was found a trend among 421 participants indicating that they failed to monitor the visual information more often in 422 the incongruent or control condition than during the congruent condition. 423
Materials, apparatus and procedure
424
The procedure was the same as in experiment 2 (see Figure 2) with the following 425 differences: Interstimulus fixation was now 20 seconds long, this allowed the 426 hemodynamic response to descend to baseline after each trial. Trials were presented in a 427 pseudo-random order to avoid trials of different types to be too separated in time as this 428 would produce a loss in the signal during the high pass filtering in the preprocessing 429 step. The clips were presented trough the VisuaStimDigital AV system (Resonance 430 Technology Inc., Northridge, CA), 800 x 600 pixel resolution at 60 Hz refresh rate (the 431 visual experience equals a 62 inch screen at 150 cm distance). Participants were 432 presented with just one pair of words instead of two, and they responded with the right 433 hand using a button box. They used their left hand to respond in the visual task. 434
As in previous experiment participants performed an equivalent session outside the 435 scanner using different stimuli to familiarize with the task and apparatus. 436
fMRI Data acquisition and preprocessing
437
Images were acquired on a 1.5 T Siemens scanner (Avanto)
interleaved ascending order, using a 64× 64 acquisition matrix a FOV=224, TE=50 ms, 443 TR=2000, voxel size 3.5 x 3.5 x 3.5 mm with a 0.6 mm gap between slices covering 444 94.3 mm in the Z axis (23 slices) trying to cover the whole brain. Three dummy scans 445
were presented prior to data-acquisition. 446
Standard spatial preprocessing was performed for all participants images following 447 these steps: Horizontal AC-PC reorientation; realignment and unwarp using the first 448 functional volume as reference, a least squares cost function, a rigid body 449 transformation (6 degrees of freedom) and a 2nd degree B-spline for interpolation, 450 creating in the process the estimated translations and rotations occurred during the 451 acquisition; slice timing correction using the middle slice as reference using SPM8"s 452
Fourier phase shift interpolation; coregistration of the structural image to the mean 453 functional image using a normalized mutual information cost function and a rigid body 454 transformation; image was normalized into the Montreal Neurological Institute (MNI) 455 space, voxel size was unchanged during normalization and interpolation was done using 456 a 4th B-spline degree; functional data was smoothed using an 8-mm full width half-457 maximum Gaussian kernel to increase signal to noise ratio and reduce inter subject 458 localization variability. 459
fMRI Analysis
460
The time series for each participant were high-pass filtered at 128 s and pre-whitened by 461 means of an autoregressive model AR(1). At the first level (subject-specific) analysis, 462 box-car regressors modeled the 3 conditions of interest (congruent, incongruent, and 463 control) as 20 second blocks and the response and cue periods as 3 and 2 seconds blocks 464 respectively. All these regressors were convolved with the standard SPM8 465 hemodynamic response function. The inter stimulus resting periods were not explicitly 466 modeled. Additionally, the six movement regressors provided by SPM during the 467 realign process were also included. The resulting general linear model produced an 468 image estimating the effect size of the response induced by each of the conditions of 469 interest. 470
The images from the first level were introduced in a second level analysis (inter-471 subject). In this second level paired t-test models were used for pair-wise comparisons 472 between conditions. First we created a conjunction mask:
. This allowed to exclude from the analysis the 474 areas that were less activated during the task than during rest and also to reduce the 475 search volume increasing our statistical power and therefore our sensitivity. 476 Statistical images were assessed for cluster-wise significance using a cluster-defining 477 threshold of P=0.001; the p<0.05 FEW critical cluster size was corrected for multiple 478 comparisons by means of a Monte Carlo simulation performed using AlphaSim (center 479 to center maximum distance was 5mm which provides an 18 connectivity scheme, i.e. 480 edge and face connectivity) included in the AFNI package (Cox, 1996) 
Results
498
Experiment 1
499
The goal of the first experiment was to test to which extent speech information that 500 appears in an unattended auditory stream is amenable to audio-visual integration. If 501 visual speech information is integrated automatically, even with the unattended auditory 502 stream, this should affect audio-visual congruency in both attended and unattended 503 conditions; specifically a facilitation effect should appear in the congruent conditions 504 independently of attention. To test this, we measured behavioral performance in the 505 2AFC task where target words had appeared in the cued (i.e., attended) or uncued (i.e., 506 unattended) auditory track in an unpredictable way. 507
Exclusion of participants based on the visual monitoring task 508
Data from one participant was excluded from the analysis because he performed below 509 the criterion (d' ≥ 2.75) during the visual monitoring task. All remaining participants 510 performed individually well above the criterion (mean hit rate: 0.98; mean false alarm 511 rate: 0.02). This indicates that participants were compliant with the instructions and 512 were looking and attentive to the lips on the screen during the experiment. 513
Results and discussion 514
As for the results of interest (see Figure 3) 
536
In Experiment 1, we found a significant improvement of speech perception when 537 participants attended the auditory stream that was congruent with the lips in the screen 538 compared to when they attended the incongruent one. Critically, when the message was 539 unattended, there was no effect of AV congruency. 540
First, this result indicates that AV integration weakens (or is absent altogether) under 541 unattended conditions suggesting that both attention and AV congruency impact the 542 processing of the stimuli and that an interaction between them exists. And second, albeit 543 the possibility of an effect of AV congruency may exist (undetected due to a reduced 544 power in the unattended condition) the numerical trend in performance for congruent vs. 545 incongruent in the unattended condition is the opposite as the one found (significant) in 546 the attended condition, as indicated by the interaction; therefore the existence of a weak 547 but consistent effect of facilitation due to congruency in the unattended condition is 548 unlikely. 549
Yet, one possible critique to our conclusion is that attending to incongruent stimuli 550 involved also ignoring AV congruent stimuli, hence the trend toward a reversed pattern 551 of congruency effects in the unattended condition. This is addressed in the next 552 behavioral test (Experiment 2) and the subsequent neuroimaging experiment 553 (Experiment 3) where we decided to include a baseline where both the attended and the 554 ignored streams were audio-visually incongruent. 555
Experiment 2 556
During experiment 2 we put our hypothesis through further test by measuring a possible 557 interference from unattended AV congruent speech; which, if true, would contradict our 558 initial hypothesis. Here we probed participants only on the attended auditory speech 559 stream, and manipulated whether the visual speech stream matched the attended 560 auditory message, the unattended auditory message or neither. According to previous 561 literature, we expected to find higher performance when attending AV congruent speech 562 versus when attending AV incongruent trials and the control trials. Crucially if, against 563 our hypothesis, some integration effect occurs in the unattended stimuli we expect to 564 see a difference between the AV incongruent and control conditions. That would mean 565 that a competing AV matching speech stream outside the focus of attention would 566 interfere more with the primary attended message than a non-matching AV stream. This 567 paradigm constitutes the basis for the subsequent fMRI experiment. 568
Exclusion of participants based on the visual monitoring task 569
Two participants were excluded from the analysis because they performed below the 570 criterion (d' ≥ 2.75) during the visual monitoring task. All remaining participants 571 performed individually well above the (mean hit rate: 0.97; mean false alarm rate: 572 0.002). Again, this indicates that participants were compliant with the instructions and 573
were looking and attentive to the lips on the screen during the experiment. 574
Results& discussion 575
As for the main selective listening task (see Figure 3) 
Behavioral results
626
The pattern of behavioral results (see Figure 3) 
655
Congruent vs. incongruent 656
This contrast involves the exact same physical stimulus display, with the only difference 657 being which one of two competing auditory messages the observer is paying attention 658 to. In the congruent condition the observer is paying attention to the message congruent 659 with the centrally presented lips, in the incongruent condition the observer is attending 660 the incongruent one, and in both the observer is watching the lip movements (necessary 661 in order to detect visual targets). Here, the [congruent > incongruent] contrast revealed a 662 higher hemodynamic response in the STS bilaterally, as it was expected based on the 663 results of other studies. The ROI analysis over the peaks reported in Fairhall & 664 Macaluso (2009) corroborated this result (left and right respectively t=3.22, p=0.002; 665 t=2.73, p=0.006). Other areas, known to respond to AV speech, were also responsive to 666 this contrast, including the sensory-motor cortex (precentral and postcentral gyri) 667 bilaterally, and a cluster covering the left superior temporal gyrus (STG), the 668 supramarginal gyrus and the inferior parietal cortex. We also found a robust modulation 669 in extrastriate visual areas covering occipital and inferior temporal areas. The reverse 670 contrast [incongruent > congruent] revealed a higher bilateral response in the anterior 671 insula and a cluster going from the supplementary motor area to the anterior cingulate 672 cortex (ACC) (BA 6 and 32). This pattern of brain activity reveals that attending 673 congruent AV speech engages a network previously linked to AV integration, while a 674 very different network is engaged when the congruent AV speech is unattended (Figure  675 4, Table 1 ). 676 677 
682
Congruent vs. control 683
Next we assessed the effect of attending congruent AV speech vs. attending incongruent 684 AV speech but in this case the unattended stream was always AV incongruent in both 685
cases. In this contrast [congruent > control], we found a higher BOLD response in the 686 visual areas covering occipital and inferior temporal areas bilaterally but with a larger 687 extent in the right hemisphere, and in the left inferior frontal gyrus. This network of 688 brain areas is included in that found for the comparison between congruent vs. 689 incongruent (above), where the irrelevant (to be ignored) stream in the incongruent 690 condition was congruent. Indeed, when relaxing the voxel significance threshold (to 691 p<0.005), the map resulting from the [congruent vs. control] contrast overlaps to a large 692 degree with the one found on the [congruent > incongruent] (see Figure 5 ). Although the elements of this network will be discussed in more detail below, the 800 relevant message here is that these brain areas were engaged when AV congruent 801 speech was present and attended, but not when present but ignored. integrate or not integrate AV information). Second that for AV integration to occur 895 unisensory information must be processed to a certain degree, something that does not 896 happen when information is unattended. If processing of the relevant unisensory 897 streams unfolds to that certain degree (i.e., when attended), then an attempt to integrate 898 will be made independent of the AV congruency. In case of attended AV incongruency, 899 this attempt to integrate AV information will lead to a cost (maybe a discomfort) due to 900 the conflict between the auditory and visual information. Therefore the only way of 901 reducing the impact of this incongruency, and of modulating the ensuing integration 902 process, is to inhibit the processing of the least relevant modality for the task at hand. 903
By extension this implicates that the only way of modulating AV speech integration is 904 to modulate the input from the low-level areas. 905
One could express this idea in a Bayesian framework by proposing that there is a strong 906 prior to fuse AV speech inputs as compared to treating them separately. Fusing AV 907 information is clearly an optimal strategy if we think about how rarely we find 908 incongruent AV speech arising from the same location in our environment, compared to 909 how often we experience congruent (hence potentially helpful) AV speech information. 910
Moving beyond the pure statistical prevalence of AV speech congruency, previous 911 studies report the benefit of using AV information when perceiving speech during noisy Following this idea our hypothesis may be explained and expanded also in those terms, 924 by proposing that in AV speech integration we can make a very strong top-down 925 prediction based on the massive experience producing and experiencing speech. 926
Therefore when confronted with incongruent speech information, the first reaction 927 within this framework would be to update the priors, or the model, to adjust to the new 928 situation due to the failure of the predictions. In our case the update of the model, as 929 suggested by our data, is to stop relying in the less informative modality by dampening 930 its processing. 931
Our hypothesis is distinct from pre-attentive integration, as we propose that prior to AV 932 integration enough processing of the unisensory information must occur, and the 933 processing of the unisensory information, as supported by our data is not enough under 934 unattended conditions. It is possible that in the past this tendency to integrate AV 935 speech automatically has been confused with it being resistant to attentional 936 manipulations when in fact the main issue was that attentional resources were not 937 completely depleted, therefore enough resources were still available and AV stimuli 938 were still sufficiently processed (Lavie, 1995) and thus, integrated. 939
Nonetheless a possible alternative explanation to our results can be that attention only 940 acts in a modulatory way, and therefore MSI process still had an effect that our 941 paradigm was not sensitive enough to detect in any of the experiments, neither in the 942 behavioral or neural measures. Of course, such modulation already imposes a limit to 943 AV integration, but it would mean that some MSI always occurs. Our data are not 944 supportive though are neither able to completely negate this possibility. 945
Conclusions
946
Our results are in line with previous demonstrations that MSI is sensitive to the inner 947 goals and voluntary direction of attention, and that this sensitivity can be generalized to 948 attention in modalities away from visual and from spatial attention. Our data suggest 949 that for the MSI network to express neurally or to manifest in behavioral enhancements 950 it was not enough that AV congruent stimulus were present, but they had to be attended, 951 thus suggesting attention to be a necessary factor. The neural expression of attending to 952 AV stimuli encompassed both association brain areas as well as unisensory areas, 953 auditory and visual, previously reported in literature. Brain areas associated with 954 conflict detection were also active when attention was deployed to incongruent AV 955 speech stimuli, implying that this incongruency is enough to activate conflict related 956 processes. We propose that the AV integration process is automatic once the 957 independent modalities are processed, and in the case of AV conflict regulation occurs 958 at low-level areas. 959
