Abstract| This paper proposes a general model for bidirectional associative memories that associate patterns between the X-space and the Y-space. The general model does not require the usual assumption that the interconnection weight from a neuron in the X-space to a neuron in the Yspace is the same as the one from the Y-space to the X-space. We start by de ning a supporting function to measure how well a state supports another state in a general bidirectional associative memory (GBAM). We then use the supporting function to formulate the associative recalling process as a dynamic system, explore its stability and asymptotic stability conditions, and develop an algorithm for learning the asymptotic stability conditions using the Rosenblatt perceptron rule. The e ectiveness of the proposed model for recognition of noisy patterns and the performance of the model in terms of storage capacity, attraction, and spurious memories are demonstrated by some outstanding experimental results.
. The bidirectional associative memory (BAM) model is more general and powerful than the Hop eld auto-associative memory and includes the Hop eld memory as a special case. A BAM can associate an input pattern with a di erent stored output pattern or a stored pattern pair, thus allowing bidirectional association. Owing to their good generalization and noise immunity, BAMs are well-suited for pattern recognition.
A BAM consists of neurons arranged in two layers. The neurons in one layer are fully interconnected to the neurons in the other layer. There are no interconnections among neurons in the same layer. The neurons generate action trains which are dependent on the strength of the synaptic interconnections. The instantaneous state of the system is de ned by the collective status of each individual neuron ( ring or not ring). The memory storage capacity and recall reliability depend on network architecture, as well as the recalling and learning algorithms as well.
The original Kosko BAM su ers from low storage capacity, low recall reliability, and highly spurious memories. Many e orts have been made to improve the performance of the Kosko 19 ]. These models all assume logical symmetry of interconnections that the weights from the X-layer to the Y-layer are the same as the weights from the Y-layer to the X-layer. Among those symmetrical models, the symmetrical BAM using the Hamming stability learning algorithm (SBAM) achieves the highest performance 16]. However, the logical symmetry of interconnections not only severely hampers the e ciency of BAMs in pattern storage and recall capability, but also limits their use for knowledge representation and inference 21]. To overcome the drawback of symmetrical interconnections, an asymmetrical BAM model (ABAM) has been proposed 21]. However, the learning algorithm associated with the ABAM model requires linear independence of stored patterns, which limits its storage capacity. So far, there are no BAMs that can store more pattern pairs than the number of neurons in their layers. Kosko, however, pointed out that the number of patterns stored in the feedforward multilayer networks trained with back-propagation algorithm can be greater than the number of network neurons 22].
In this paper we develop a theory for general bidirectional associative memories. They are asymmetrical and can be trained using an set of pattern pairs expanded from the pattern pairs to be stored. These make them able to to store more pattern pairs than the number of neurons in their layers and better attraction and less spurious memories. We introduce a supporting function to measure the support of a state on another state in Section II. In Section III, we make use of the supporting function to formulate the recalling process as a dynamic system, explore its stability, and show that each stable state is a xed point of the system. In Section IV, we further explore its asymptotic stability and derive a highly e ective algorithm for learning the asymptotic stability conditions using the Rosenblatt perceptron rule 23]. In Section V, we present some experimental results to demonstrate the e ectiveness of our model with its recalling and learning algorithms. A brief conclusion follows in Section VI. is called a supporting weight matrix from the X-layer to the Y-layer. Similarly, we can de ne a supporting weight matrix (b ji ) from the Y-layer to the X-layer. In GBAM, a ij can be di erent from b ji , while a conventional BAM assumes a ij = b ji .
We de ne the support on a neuron Y i ring on from the m neurons in the X-layer X j , j = 1; 2; ; m, having respective ring status x j , j = 1; 2; ; m, by P m j=1 a ij x j denoted as q(ijx), i.e., q(ijx) = m X j=1 a ij x j : (1) In other words, each neuron Y i , if ring on, will receive a support q(ijx) from the X-layer having ring state vector x. As seen, q(ijx) depends only on the ring status of the neurons in the X-layer.
We de ne the support on the Y-layer with a ring state vector y from the neurons in the X-layer with a ring state vector x by the inner product < y; q(x) > between the ring state vector y and the supporting vector q(x), where q(x) = (q(1jx); q(2jx); ; q(njx)) T : (2) This inner product is called a supporting function which has two variates x and y. We denote the supporting function by S(yjx), i.e.,
The supporting function S(yjx) measures consistency between the ring state vector y and the supporting vector q(x). 
The following theorem gives the necessary and su cient local conditions for a state to be stable. Theorem 1 (Stability) A ring state (x; y) is stable i 8y 0 2 H 1 (y); y 0 6 = y; S(y 0 jx) < S(yjx) 8x 0 2 H 1 (x); x 0 6 = x; S(x 0 jy) < S(xjy): (10) Proof: The \only if" part is obvious since the conditions y 0 2 H 1 (y) with y 0 6 = y and x 0 2 H 1 (x) with x 0 6 = x in (10) are more restrictive than the conditions y 0 6 = y and x 0 6 = x in (6) .
We now prove the \if" part, i.e., if condition (10) 
Similarly, we can show that 8x 0 6 = x; S(x 0 jy) < S(xjy).
From the proof of the Stability Theorem, we know the following lemma is valid.
Lemma 1: A ring state vector (x; y) is stable i y i q(ijx) > 0; i = 1; 2; ; n x j q(jjy) > 0; j = 1; 2; ; m: (11) Motivated by (10), we propose the following dynamic system as a recalling algorithm to iteratively enhance the stability, starting at an arbitrary initial ring state (x 0 ; y 0 ):
x s+1 = arg max x 0 2H1(x s ) S(x 0 jy s ) y s+1 = arg max y 0 2H1(y s ) S(y 0 jx s+1 ) s 0: (12) When only x 0 is given, we can compute y 0 as follows:
We can similarly compute x 0 if only y 0 is given. This completes the proof.
The following proposition gives a distance constraint on two stable states. The proof is given in the appendix. This proposition implies that if two desired states share the same X-space state vector or the Y-space state vector, they can not both be stable in GBAM.
IV. Asymptotic Stability and Learning Algorithm
A ring state (x; y) is said to be asymptotically stable if 8x 0 2 H 1 (x); 8y 00 6 = y; S(y 00 jx 0 ) < S(yjx 0 ) 8y 0 2 H 1 (y); 8x 00 6 = x; S(x 00 jy 0 ) < S(xjy 0 );
i.e., any state (x 0 ; y 0 ) in the neighborhood of (x; y) gives the maximum support to (x; y). 8x 0 2 H 1 (x); 8y 00 2 H 1 (y); y 00 6 = y; S(y 00 jx 0 ) < S(yjx 0 ) 8y 0 2 H 1 (y); 8x 00 2 H 1 (x); x 00 6 = x; S(x 00 jy 0 ) < S(xjy 0 ):
Obviously, an asymptotically stable state is stable. The following theorem guarantees that any state close enough to an asymptotically stable state will converge to the asymptotically stable state in one step. S(y 00 jx) = y:
This completes the proof.
The following proposition gives a distance constraint on two asymptotically stable states. The proof is given in the appendix.
Proposition 2: Suppose (x p ; y p ) and (x q ; y q ) are two different asymptotically stable states. Then d(x p ; x q ) 3 and d(y p ; y q ) 3.
We now derive an e ective algorithm for learning the supporting weights, a ij and b ji , i = 1; 2; ; n and j = 1; 2; ; m, so that a set of K desired ring states, i.e., (x k ; y k ); k = 1; 2; ; K, are made each asymptotically stable. According to (19) , the following conditions are necessary and su cient: 8k;
8x 0 2 H 1 (x k ); 8y 00 2 H 1 (y k ); y 00 6 = y k ; S(y 00 jx 0 ) < S(y k jx 0 ) 8y 0 2 H 1 (y k ); 8x 00 2 H 1 (x k ); x 00 6 = x k ; S(x 00 jy 0 ) < S(x k jy 0 ) (20) which is equivalent to ; m; k = 1; 2; ; K (22) and (n + 1)K linear separability conditions at each neuron X j 8 < :
x k j P n i=1 b ji y k i > 0 x k j ( P i6 =i 0 b ji y k i ? a ji 0 y k i 0 ) > 0 i 0 = 1; 2; ; n; k = 1; 2; ; K: (23) Apparently, the well-established Rosenblatt perceptron rule can be e ectively applied to solve (22) and (23) The performance of an associative memory is usually measured in terms of its storage capacity, attraction, and spurious memories. In this section, we use several experiments to compare the performance of the proposed GBAM model with that of the Kosko BAM model KBAM 5] Fig. 2 . Each uppercase letter is associated with its lowercase counterpart. Given a noisy uppercase letter, the BAM is expected to recall the corresponding letter pair. Compared with the learning algorithm PRLAB proposed in 17] for the ve vowel pairs they used in their experiment, GBAM correctly recalled 10% more pattern pairs in presence of 10% or 20% random noise. To compare GBAM with KBAM, SBAM, and ABAM in terms of recall reliability, we presented the 26 letter pairs to the four BAMs. KBAM could not store any of the pattern pairs. When presented the rst 13 letter pairs, KBAM still could not store any of them. GBAM, SBAM, and ABAM stored all the pairs in both cases. However, the quality of recall from noisy patterns in the presense of random noise is very di erent for GBAM, SBAM, and ABAM. Fig. 3 shows the recall results of the four BAMs when presented with the 26 uppercase letters corrupted with 10% random noise. To compare the recall reliability of GBAM with that of SBAM and ABAM, we presented 20 sets of noisy patterns corrupted from the uppercase letters at each noise level to the BAMs and computed the average percentage of correct recalls in both cases. Fig. 4 shows how the average percentage of correct recalls decreases as the noise level increases for the three BAMs. As seen from the gure, GBAM provides the highest immunity to noise.
B. Storage Capacity
Storage capacity is an important performance measure for associative memories. With n neurons in both X-layer and Y-layer, KBAM's capacity is not larger than 0:15n, and SBAM and ABAM can have storage capacity close to n, but not larger than n 16], 21]. The capacity of GBAM, however, can exceed n. In order to compare the storage capacity of GBAM with that of KBAM, SBAM, and ABAM, we randomly generated pattern pairs as desired states. K desired states stable for each K = 1; 2; 3; . For each combination (m = n; K), 1000 test sets, each consisting of K desired states, were randomly generated. A test was considered successful if all the K states in the test set were made stable. The percentage of successful tests for each combination (m = n; K) is plotted in Fig. 5 . If the percentage of successful tests for K states is over 90%, we consider that K states can be stored in the memory. The capacity of the memory is the maximum number of states that can be stored in the memory. KBAM has a very small storage capacity. The storage capacities of SBAM and ABAM are no larger than n. By contrast, the storage capacities of GBAM are 0:9n; 1:05n; 1:1n; 1:15n for n = 10; 20; 30; 40, respectively. The capacity of GBAM exceeds n when n is greater than 10 and grows more than linearly as n increases.
C. Attraction
The attraction to the desired attractors is another important performance measure. Generally speaking, the larger the basin of attraction around each desired attractor, the more robust the associative memory. To evaluate the at- traction performance, we employed a series of Hamming balls with increasing radii at each desired attractor, and computed the average percentage of states on the surface of each Hamming ball that were converged to the corresponding desired attractor. We conducted two experiments, one with the rst 13 letter pairs and the other with the 26 letter pairs. Each letter is a binary pattern of size 7 7, i.e., m = n = 49. Since KBAM can not store any of those letter pairs, we only compare the attraction performance of GBAM with that of SBAM and ABAM. After the three BAMs learned the pattern pairs using their respective learning algorithms, we randomly generated 1000 states on the surface of the Hamming ball of radius r around each uppercase letter pattern for r = 1; 2; ; 10, presented each of them as an initial state vector in the X-space to the memory, and computed the average percentage of states that were converged to the corresponding desired letter pair.
The attraction results are shown in Fig. 6 . We can see that 100% of states within the unit Hamming ball at each desired letter pair were correctly recalled by GBAM in both cases. GBAM has much better attraction than SBAM and ABAM.
D. Spurious Memories
In addition to desired stable states, an associative memory usually has undesired stable states called spurious memories. The percentage of spurious memories gives another performance measure of an associative memory. We conducted two experiments, one with the rst 13 letter pairs and the other with the 26 letter pairs. Each letter is of size 7 7, i.e., m = n = 49. KBAM can not store any of the letter pairs. After the other three BAMs learned the letter pairs, we generated 10000 random state vectors in the X-space, presented each of them to each memory, and checked if it converges to any stored letter pair. We computed the average percentage of states not converged to any of the stored letter pairs and the results are shown in Fig. 7 . GBAM has the lowest percentage of spurious memories.
VI. Conclusion
We established a theory for general bidirectional associative memories. We explored the stability condition and developed a dynamic system that drives GBAM to converge to a state which receives the highest local support at each neuron. We devised a simple learning algorithms that embodies the asymptotic stability capability in the memory. The experimental results in terms of storage capacity, attraction, and spurious memories demonstrate that GBAM outperforms the most promising symmetrical bidirectional associative memory SBAM and the newly proposed asymmetrical bidirectional associative memory ABAM. GBAM is the rst bidirectional associative memory that can store more pattern pairs than the number of neurons in each layer. 
