We perform a complete study of the truncation error of the Gegenbauer series. This series yields an expansion of the Green kernel of the Helmholtz equation,
1. Introduction
Motivation
This paper is the second one of a series of three, addressing the analysis of the error in the Fast Multipole Method (FMM) for scattering problems. Since the pioneer work of Rokhlin, the FMM has been proved to be a very effective tool for solving 3-D acoustic or electromagnetic scattering problems. This method rests on an approximation of the fundamental solution to the Helmholtz equation with a series of multipoles (known as Gegenbauer's identity). Let u, v be two vectors of R 3 with respective modulae u and v, and respective directionsû andv: u = uû, v = vv. With these notations Gegenbauer's identity reads
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Here, j and h (1) are the spherical Bessel and Hankel functions, P the Legendre polynomials, and S 2 ∼ dσ(ŝ) stands for some quadrature rule on the sphere S 2 , see Darve [12] or Chew et al. [8] for more details, and [13] for another multipole formula. The error in this approximation is controlled by both the number of multipoles, L, and the choice of the quadrature rule. Greengard and Rokhlin were the first authors to provide empirical laws for the truncation integer L that achieves a given precision, at least when v is not too large. Those formulas have been fixed and improved by Chew and Song [17] , (see also Chew [8] ), but with no precise analytical error estimates. On the other hand, Rahola [21] then Darve [11] , gave precise results, i.e. bounds of the truncation error as function of L but their results lead to overestimate the value of L. It is precisely the goal of our study to provide true estimate errors that give the optimal values of L. The calculations that we were led to do are rather long and technical (see the Ph.D. [5] for an overview). This is the reason why we chose to divide this study into three different parts. In the first one [6] , we studied the truncation error in the series of formula (1) when u is large, which amounts to analyze the Jacobi-anger series. This first paper contains some techniques and results which will be useful in the present article, devoted to the truncation error for finite u. Eventually, the error due to the quadrature law in (2) will be the topic of a third article.
After this general presentation, we turn now to the topic of the present paper: the analysis of the truncation of the Gegenbauer series.
The Gegenbauer series
We will analyze the Gegenbauer's identity in the following form 
In this identity, several special functions take place
• j ,h (1) = j + iy , the spherical Bessel and Hankel functions of order . They are linked to ordinary
Bessel functions of first and second kind by
• P (x), the Legendre polynomial of order . Two important properties of these polynomials are [18, 19] |P (x)| ≤ 1, for all x ∈ [−1, 1], P (1) = 1, P (−1) = (−1)
P (x) ≤ 2 π( + 
For a precise definition of these functions and of their properties, the reader can refer to [1, 10, 15, 20, 22] for instance. A large number of authors have already dealt with the truncation error of that series. Among them, Greengard [9] gave an empirical formula for finding the truncation integer L yielding an error :
Rahola [21] showed that the series was bounded by a geometrical series, Darve [11] analyzed more precisely the absolute error, and Koc et al. [17] gave some elements of analysis, and mentioned the formula
with some justifications but no rigorous proof. The aim of this work is to perform a systematic analysis of the truncation error and especially to provide an asymptotic formula of the truncation integer when v goes to infinity.
Qualitative description of the error
We choose to examine separately the real and imaginary parts of the series, that is to say 
This choice is due to a difference of behaviour between these series: it is not necessary to have u > v for the convergence of the sine part, and, in a practical point of view, it is always much more difficult to have the cosine part converged. That is why we will focus on e c in the sequel. Note that (9) can be viewed as relative errors since 1/|u + v| is the modulus of the approximated quantity (i.e. the Green function). First and foremost, we get rid of the spherical functions and we rewrite Gegenbauer's identity in the form: 
(u)P (û ·v) .
To get a uniform bound over all directionsû andv, we may use (5) and obtain e c ( u, v 
where α is defined by
This series converges uniformly on every compact set of (u, v), 0 ≤ v < u, since (cf. [10] , p. 28) 
Of course this upper bound does not give satisfactory results when u and v go to infinity. Indeed, if C j (v) is uniformly bounded over R + (in fact C j (v) is smaller than 1 [22] ), it is surely not the case for C y (u), as mentioned by Darve in [11] . In order to obtain some estimates for large values of u and v, we need to use sharper arguments concerning Bessel functions. Following Darve [11] , we first give an example which is particular, but quite representative of the general situation. The variations of the sequences J + 
These results lead us to define a pivot value N u depending on u
and to differentiate our analyze according to whether L is chosen lower or greater than N u . This pivot value will be relevant only if u is greater than 1 2 , which we will always assume from now on. We will also impose the constraint
which automatically holds when
Let be some error criterion to reach. If u is "large enough" we will begin by estimating e abs c (u, v, N u (u) where the argument of the Bessel function exceeds its index, so that we work in what we called the explosion zone. Then some problems of computer accuracy occur in the representation of numbers, since we have to deal with large numbers the sum of which must be small. This phenomenon is commonly referred to as the 'numerical breakdown'. It was mentioned in many articles about the Fast Multipole Method [11, 14] ; • e abs c (u, v, N u ) ≤ : this is the "usual" case, when 1 α−1 and 1 are not too large compared with u. In this situation, we can take L smaller than N u . Again we will distinguish a case when u is "moderately large" and a case when it is "very large".
We will study the last case more particularly to find asymptotic results. Indeed, when u (or v) is large, it is known (and we will show) that the convergence of the series is fast enough to occur before the breakdown phenomenon (i.e. for a L lower than N u ).
Description of our results
We first analyze the series e abs c (u, v, L) defined in (10) , which constitutes a uniform upper bound of e c ( u, v, L), then we study the series e c ( u, v, L) .
Let β be the angle defined by the two vectors u and v, i.e. cos β =û ·v. The main results of the paper can be described in the following way. We derive laws in the form L abs (v, α, ) and L β (v, α, ) such that
with the asymptotics (subscript * stands for abs or β)
plus terms vanishing with v when v is large, 
This is probably the most important result of the article, since it gives an accurate and uniform truncation rule for the true Gegenbauer series. Actually, we prove in a more general way that L abs (v max , α 0 , ) and L unif (v max , α 0 , ) yield an error uniformly lower than for all v < v max and u > α 0 v max . All those results are important since, they give the key to understand some phenomena which were mysterious so far in the application of the Fast Multipole Method. On the one hand, they show how L should be chosen (the answer being: L unif (v max , α 0 , )) and why previously used empirical formulas were almost right. On the other hand, Section 5 epitomizes the fact that just a few configurations of vectorsû andv, that is to say a few configurations of points in boxes of an oct-tree, oblige us to use such a constraining formula. That is why, even if people have always chosen looser formulas so far, numerical results in the FMM never showed an increasing error with the size of the boxes: the number of non particular points was always much too large with respect to particular points. Remark 1.1. In the case of a multipole method using a cube-splitting oct-tree, we can actually deduce some interesting points from this study. For large sizes of cubes, the penalizing case is that of colinear vectors, in the direction of a diagonal of the cubes, with a ratio of two between their respective norms. It corresponds to points right in the corner of cubes, which is a rather rare event indeed. Remark 1.2. The notion of relative error seems to us more adequate than the absolute error. However, when the absolute error is considered rather than the relative error as in [11] , it can be proved that L = [v] is sufficient to make the truncation error go to 0. This result improves the result obtained by E. Darve, i.e. L = Cv + C log(v) + C log( −1 ) with C > 1.
All these results concern the asymptotic case, i.e. when v is large enough. For finite v, we would like to emphasize one of our result, which relates to the case when e abs c (u, v 
where C max 1.04 and
. This results seems to be new.
Outline
Our whole article relies on several technical ingredients. First, we use some accurate estimates of all the involved special functions (Bessel and Hankel functions as well as Legendre polynomials). We develop all these results in the first part of Section 2. Another major ingredient is the derivation of a simple and explicit formula for the remainder of the Gegenbauer's series in some particular cases. This is the subject of the second part of Section 2. With these preliminary results, we are able to give some accurate estimates of the truncation error for the bounding series e abs c . These various bounds, described in Section 3, depends on the location of the truncation integer with regard to the pivot value N u . In Section 4, we estimate the truncation integer L abs (v, α, ) and we establish its asymptotic expansion (Thm. 4.1). In Section 5, we study the behaviour of the truncation error of the initial Gegenbauer series with respect to the directions ofû andv. We show that four configurations yield different kinds of results, and we derive asymptotic rules for L β in the three most demanding cases (see the table in previous section). Finally, we give in Section 6 a uniform bound over all directionsû andv yielding the final asymptotic expansion of L unif .
Technical tools
This section is devoted to the presentation of the basic ingredients of our proofs. Accurate estimates and asymptotic formulas for Bessel functions are given. A useful explicit form for the Gegenbauer series is also derived.
Estimates related to Bessel functions
2.1.1. Estimates for Y ν (u) and H (1) ν (u) We begin with the Bessel functions of second species. One of the important properties that we will use is
thus estimates on |H (1) ν (t)| automatically give us estimates on |Y ν (t)|.
Besides, there is a constant C 0 such that
Proof. Inequality (19) can be found in [22] . It relies on Nicholson's formula ( [22] , p. 444) √ t H (1) t (at) . where K 0 (ξ) is the Kelvin's function 
Proof. The proof relies on Theorem A.1 in Appendix A that allows us to replace H 
Estimates for J ν (u)
We give some results concerning the functions
Remark 2.4. Inequality (26) seems to be new.
, then x < y < 1 by hypothesis. If w stands for u or v, w ≤ ν; we start from the formula, (see [22] , p. 253)
(note thatF (0, z) = F (z), with F the function defined above). Sincẽ
is a decreasing function in ν and an increasing function in w, if w ≤ ν. Watson also proves that
from which he deduces (25). By the way, he shows that the extrema of function
and, possibly, 1 − cos(2θ 0 )z 2 for some θ 0 . Thus, we have
Hence, sinceF (θ, z) is a decreasing function of z, we havẽ
Considering (28) again, we obtain
that is exactly (26). Eventually, (27) is a known inequality, cf. [2] or [11] , which can be inferred from v(
Proof. The first estimate in (30) is a consequence of (25) with
and
). The second one is proved as follows; since (see [22] , p. 55),
The result follows from, (see [22] 
Estimates for the remainder of the Jacobi Anger Series
We recall here some results we obtained in [6] for the Jacobi-Anger series, or more precisely for a bounding series.
where the function denoted Θ(x) is defined in (31).
Let be a small positive real number; the equation
= is equivalent to
where W (x) is the Lambert function defined by
For any v, the second inequality of (32) allows us to determine Θ(x (v)) by using (33), and then x (v). When v becomes large, Θ(x (v)) goes to 0, x (v) goes to 1, and the following asymptotic development holds:
This formula gives an upper bound of the true L for large values of v. However, according to the numerical results we presented in [6] , it seems to be optimal.
Explicit formula for the Gegenbauer series
In this paragraph, we show that it is possible, in two special cases ( u and v pointing in the same direction or in opposite directions) to transform the remainder of the Gegenbauer series into a simple and explicit form. This will provide us a tool for obtaining a sharp analysis of the error of truncature. 
where B ν stands for the Bessel functions J ν or Y ν .
Proof. First, let us recall a classic equality concerning Bessel functions:
Let
We use the recurrence formula for Legendre polynomials, ( [10] , p. 22
The first series is exactly tαS 1 and the result follows.
When t = ±1, P (t) = 1 or (−1) so that P +1 (t) = P −1 (t) and the series S N vanishes, whence the corollary 
Systematic analysis of the uniform error
Here we intend to establish some uniform estimates on the bounding series e abs c (u, v, L) defined in (10) . In a first paragraph, we show the increase of e abs c (u, v, L) with respect to v. This result is of interest since it will allow us to consider the largest v when uniform estimates will be required. The second, third and fourth paragraphs are devoted to the respective cases L = N u , L < N u and L > N u . Numerical computations show the effectiveness of our estimates in the last case.
Increase of e abs c (u, v, L) with respect to v
In this part, we prove that it is possible to get rid of the constraint 0 ≤ v ≤ v max by showing that our estimate of e abs c is an increasing function of v, at least if L + 1 2 is greater than v max . We do not know if we can do the same for u, showing that the estimate is a decreasing function of u, so we will work with the constraint u = αv ≥ α 0 v from now on. 
Proof. We assume that u is fixed and greater than α 0 v max , v smaller than L + 1 2 and we consider (10) again
using (26), we obtain
the latter equality coming from the fact that
and (39) follows.
Study of the error at the pivot value
In this section, we focus on the particular case when L = N u . The cornerstone of our estimates is the following corollary of Proposition (2.8).
Corollary 3.2. Let u and v two positive numbers
(
Proof. The first inequality is a direct consequence of Proposition (2.8). The second one comes from the fact that if 0 < u ≤ N + 
with the possibility to turn 3 into 2 if N u is greater than 8.
Proof. Thanks to Hypothesis (42), we have
we can apply point (ii) of Corollary 3.2:
where v stands for v max to lighten the notations. First we use
If N u is greater than 8, then the function
(u). Thus, by using (44) and the decrease of |H (1) (u)| with respect to u, and then by applying (20), we obtain
(u) may be positive but we still can write
The term J Nu+
We gather all those estimates, and (43) follows.
Our second estimate is uniform with respect to u in u > α 0 v max . It is given below Proposition 3.4. Let α 0 be some number strictly greater than 1.
First we use (27) in order to substitute J Nu+
(v) (with v = v max ), before using (25). It follows that
, and since on the one hand N u + . It yields
Lastly, the term (1 + 
A uniform estimate can be obtain easily: we have
− 1 is positive, the result follows.
Error estimate below the pivot value
Here we assume that L is strictly smaller than N u . We also suppose that v = v max is greater than
We can split the remainder of the series, and display the term corresponding to the previous subsection, by writing
A first and very simple estimate consists in using the increase of |H (1) ν (u)| with respect to ν, and upper bound (20)
and with estimate (32), it yields
Gathering inequalities (43) and (47), we obtain: Proposition 3.5. Let v and u = αv be two positive numbers with
This formula can be used in practice for fixed values of u and v.
Estimates beyond the pivot value
The previous result shows that, for given values of α and and for v large enough, we can obtain an error of the order of by choosing L below the pivot value N u = [αu − 1 2 ]. However, for small values of v or or for α close to 1, it is clear that L must exceed that threshold to reach the required accuracy. In that case the problem of truncation occurs differently. Here we propose to give two estimates of the relative error, which allows us to understand its behaviour. An interesting consequence of those results is also to provide a method to compute quickly a truncation integer which guarantees an error smaller than .
So we consider the case when L is larger than N u = [u − We use the following bound, which was established by Darve in ( [11] , pp. 120-134)
Actually this estimate turns out to be almost satisfactory, because it becomes efficient when v is small (see Fig. 5 ), which is precisely the case when we must go beyond the pivot value. Notice that the constraint on α has no consequence within the scope of the multilevel multipole method, because the minimum value of α is related to an oct-tree structure and a cube-splitting of the domain, and is always greater than
2 (see [11] ). 
A second estimate
Now we start from (49); we use (26) again, that is to say
and we write
Using the strong version of estimate (26), we obtain our second estimate
where
The existence of the constant C max comes from the following result: 
Proof. This result is a direct consequence of the estimates on |J ν (x)| and |H (1) ν (x)| that are given by Barcelo et al. in ([3] , Lem. 1). More precisely, for some ξ smaller than 1/2, uniform estimates can be established in each of the 4 zones ν − ν
and 0 < u < 1. Then we just have to make estimates of the product (with a somewhat tedious though elementary calculation) to obtain the required result. A different and more direct proof could be derived from the following identity, given in [4] ,
About the exact value of C max , the fact that it is larger than 1 comes from (top) and v = 10, 100, 500 and α = 2 (bottom).
Moreover, if we use the asymptotic formulas given in [7] , we can write for s close to 0 and for ξ(s) = 
and Bi(x) are Airy functions [1] ) from which we deduce
(we recognized the function F defined in (24)). Since
However, function C(x) is not monotonous for x > 0, but increases from 0 to a maximum approximately equal to 1.0395 . . ., which is reached for x 1.322, and then decreases from that value and goes to 1 (cf. Fig. 4 ). Hence we deduce that the constant C max must be greater than 1.0395 . . . In fact a large number of numerical experiments seem to point out that C max < 1.0395 is sufficient.
Use and test of our estimates
From our results, we can propose a practical method of finding a truncation integer for a required relative accuracy .
All the results we obtained may be gathered into the following algorithm: If u and v are fixed, u = αv , and when the value of v is respectively 1, 10, 100, and 500. We make L vary and we compare the true error with the upper bound we obtained as well as with Darve's one. In the following three figures, we take α = 2. We do not draw the case v = 1 again, because nothing changes (all the curves nearly merge).
Asymptotic error estimate for large values of v
We intend to establish some uniform error estimates on sets of the following kind:
where α 0 is a chosen positive number strictly greater than 1, and v max is a given positive number. More specifically, we are interested in the asymptotic expansion of the truncation integer L(v max , α 0 , ) that gives an error , uniform on Ω α0,vmax , when v max goes to infinity.
Statement of the result
Our result is stated in the following theorem. 
Let be a small positive number, we define
where W (x) is Lambert's function (see (17) 
) and Θ(x) is the function defined in (31). Then we have
Moreover, L abs (v max , α 0 , ) satisfies to the following asymptotic expansion
Remark 4.2. As we said in the introduction, we focus on the "cosine" part of the error in the whole article. But it is obvious that, for the asymptotic analysis, L is always placed in the zone between v max and α 0 v max , where the behaviours of J + |, which means not only that the result is the same for the total complex error, but also that this formula is optimal for the total complex error rather than for the cosine part. This will be true for all our asymptotic formulas.
We perform some tests on the quality of the asymptotic expansion (57): in Table 2 , we give the values of . The result is very good, even if we can notice that the asymptotic formula becomes valid only for rather large values of v (>100).
Proof of Theorem 4.1
The proof is the most tedious and technical part of our article. Because of the term (αv) (48) is not appropriate for the asymptotic calculation. It means that using inequality (20) throughout the series is too rough. We must use the more accurate inequality (19) as far as possible. But we cannot use it everywhere, since the ratio u + 1 2 approaches 1 just beyond the threshold N u . That is why it is necessary to split the series more shrewdly, bounding some terms of the series thanks to (19) and the others with (20) . 
Point 1 of the proof: splitting the series and first bounds
Let λ be some number such that
. We split the series in (10) into four parts
(for technical reasons we separate the term corresponding to = N λv + 1 from those corresponding to > N λv + 1).
For e (u| ≤ |H
λv (u)| and inequality (19) . After reordering the terms, it follows
From these formulas, we build other estimates by using both bounds (25) for the Bessel functions and (32) for the remainder of the Jacobi-Anger series. We obtain
Our purpose is to show that the dominant term is e 1 c for large v. We will choose x (i.e. L) such that e 1 c is asymptotically in a first paragraph. The best λ is the one which minimizes (e (u, v) , but that minimum is very difficult to reach analytically. Here we will take a more practical approach, by choosing a λ, which is certainly not optimal, but which allows us to obtain an acceptable asymptotic error estimate.
The difficult point is to take λ close enough to 1 in order to minimize the constant in the estimate of e . This choice will be done (once x will have been fixed) in a second paragraph.
Point 2 of the proof: choosing L or x and further bounds
We still assume that u = αv ≥ α 0 v and that is positive real number. First we choose L such that e 1 c (u, v) is of the order of for λ = 1 and for the most constraining value of α, that is to say α 0 since
, when α > α 0 .
As
being the strictly decreasing function given in (31), it follows that
where W (x) is the Lambert function defined in (17) . Since x (v) is not necessarily in the form v k+ 1 2 with k an integer, we take
We get the bound
Since λ/α < 1 and
Now we focus on the terms e 
x λ , then we use the rather rough bounds
, and also x λ > 1 2α , the latter inequality coming from (ev)
Point 3 of the proof: choosing λ
As we said before, in order to have an error asymptotically equal to , we must choose λ large enough for the term e 
2 ) goes to 0 when ξ goes to infinity. Therefore there exists a number U ,α0 such that
One can verify that, if αv is greater than U ,α0 ,
and, if v is large, or more precisely if
Thus we have Figure 6 . Graph of Function θ → (
Assume that it is possible to slip Θ(x) with x given in (60) between the first two terms of the series of inequalities above. Then the constraint 1/x < λ (v, α) < α would be satisfied (Θ(x) is a strictly decreasing function of x) and our choice of λ valid. We prove that it is the case at least when v is large enough: we use the abstruse property (see Fig. 6 )
and get that if 
Last point of the proof: final bounds
With our choice of λ, and since
the estimate on (e (ev)
We have almost finished, still we just have to estimate the term e abs c (u, v, N u ). For that purpose, we consider (46) again. For all u greater than α 0 v, U ,α0 and
then (63) and finally
We gather estimates (62),(64) and (65). We recall that L is chosen equal to
given by (59). We assume that u is greater than α 0 v and v is large enough (with respect to some functions depending only on α 0 and ), to satisfy all the hypotheses we have made. It follows that ∀α 0 > 1, there exist some c 1 , c 2 , c 3 depending on α 0 only such that when v is large enough
Now we have got all the elements to conclude: when v = v max goes to infinity, F (α 0 , v max ) goes to 1 and the error is asymptotically bounded by . Because of the increase of the error e abs c with respect to v, the theorem follows.
Analysis forû ·v given
Here we consider the case when directionsû andv are fixed as well as α, and u and v vary. Our goal is to better understand the dependency of the error on the relative configuration of vectors u and v.
The caseû ·v = −1
Now we focus on the initial series e c ( u, v, L) rather than the one with absolute values. By replacing P (û ·v) by its very value, let (−1) , we obtain
In view of Proposition 2.8, we can give an explicit form for this series, and, after having noticed that u
and,
Assume that v is large and that L − v does not increase faster than Cv δ for some C > 1 and δ ∈] 
·
Let be some small positive number,we have
When v is large, Θ(x) goes to 0, and x goes to 1 and, following the same lines as what we did previously, we finally get an asymptotic development for the value L π (v, α, ) that gives an error of
5.2. The caseû ·v = 1
In this case, P (û ·v) = 1 and
Using Proposition 2.8, and u + v = (α − 1) v, we derive the explicit form of the series,
which is similar to the previous case, except for the difference of signs. The same reasoning as previously can be repeated. The final result for the asymptotic formula is
This is confirmed by numerical results, as shown in Table 3 where we give the values of
ours being chosen according to 74, and L 1 = L actual being the smallest truncation integer obtained experimentally to achieve
The comparison is excellent since the two integers are equal almost everywhere. 
The reasoning that was done for the Jacobi-Anger series in [6] is difficult to repeat here, since we do not have an appropriate formula at our disposal, like Christoffel-Darboux formula, to apply Abel's transformation. However, we can give some elements which show, in an intuitive way, a similarity between both series. First, we note that the sequence (P (cos β)) is asymptotically equivalent to a trigonometric sequence with a pulsation β: the following development can be found for example in ( [1] , p. 336)
Moreover the sequence i = e i π 2 is also trigonometric, with pulsation π 2 . The result concerning Jacobi-Anger consisted in using the fact that, in most of the cases, the sequence (2 + 1)i j (v)P (cos β) was regularly oscillating while softly diminishing in modulus. Special cases were those when both pulsations were compensating one another, that is to say β ± π 2 ≡ 0 (mod 2π). Here we must consider sequences (−1) = e i π , (P (cos β)) with cos β =û ·v and (Y (u)). In the Appendix, it is shown that (Y (u)) is equivalent to a trigonometric sequence with pulsation γ = arccos 1 α , at least in an area of size v 1/3 around an index. Then we can imagine that the only parameters incurring a non-oscillating behaviour are those satisfying
Then two different cases should appear:
• If the parameters satisfy (76) then the general term of e c asymptotically keeps a constant sign, and we can deal with absolute values by using the bound (6) as for Jacobi-Anger. Then we obtain an asymptotic behaviour involving a constant argument in the Lambert function.
• Otherwise, the remainder of the series behaves as its first term, and the error goes to 0 if L = [v] .
Numerical tests confirm all these conjectures: Figure 7 shows the error variations with respect to v when
and we consider three different values of β. When cos β = 1, the error increases softly, as suggested in the previous section. When cos β = 0.5, the error decreases (this is the most common case). Lastly, when cos β = − √ 3 2 , the error converges, exactly as we suggested. Since the oscillations of (−1) , (P (cos β)) and (Y (u)) seem to counterbalance when cos β = − 1 α , then bounding these sequences by their absolute values becomes nearly optimal. By doing it, using (6) leads to
It is easy to prove that
By using the results on e abs c , we easily deduce the following asymptotic formula for
6. Asymptotic analysis of the truncation integer for the Gegenbauer series
In this paragraph, we show that the Legendre Polynomials play a role in the asymptotic value of the truncation integer L for the Gegenbauer series. In a way, bounding the Gegenbauer Series by the series of the absolute values of its terms, then, bounding |P (t)| by 1 (what is commonly done in the literature) leads to overestimate L. Our analysis will rest on the following estimates for Legendre Polynomials, (cf. [16] , p. 1047)
as well as the Bernstein inequality (6). 
Let be a small positive number, we define
where W (x) is Lambert's function (see (17) ) and Θ(x) is the function defined in (31). Then we have
Moreover, L unif (v max , α 0 , ) satisfies to the following asymptotic expansion
This theorem says that, when v max is large, the maximum of the error over the set Ω occurs when the two vectors point toward the same direction. Note that this result is not directly applicable to FMM since the set Ω is not a cube in v (actually it is when the line connecting centers of cubes is a diagonal). An even more complicated analysis should be done to generalize our result to this case. This result and those of the previous section are illustrated in Figure 8 where, for a given v = 1000, we plot in polar coordinates the error e c ( u, v, L) versus the angle of aperture β,
, u = α 0 v and L = 1046. The error reaches its maximum value for β = 0 and π and a local maximum can be seen for β = ± (right).
In Figure 9 , the same kind of illustration is given for two different values of α 0 . The left curve is obtained for α 0 = 2, whereas α 0 = 2 √ 3
for the right one. In both cases v = 70000 and L = 70220. The error reaches its maximum value for β = 0 and π and a local maximum can be seen for β = ± 
Our proof relies on two different expressions for e c that allow us to treat differently the case t not in the neighborhood of ±1 and the case t close to ±1: in one case, we use Bernstein estimate (6) to get
while in the other one we start from the very expression of e c
then use Proposition 2.7 to get
where S L (u, v) and R L (u, v) are defined in 2.7 with the symbols in B · (u) replaced by Y · (u). From the bounds
(v), (78) for P +1 (t)−P −1 (t), and α/(α+1) ≤ 1, we easily find that
The first point of the proof is that when L is chosen as we did, e 
To prove that, we split the series defining e abs c (u, v) into two parts, one with running from L + 1 to the integer L abs defined in Theorem 4.1 and the other with going from L abs + 1 to infinity. This can be done because L abs is asymptotically greater than L (easy to deduce from the properties of Lambert's function). The second series is bounded by 2 when v max is large enough, so it can be incorporated into the negligible part of the estimate. For the first series, we bound each term |Y + (u)| via (21) and the remainder series by (32). We get
Sketch of the proof
We have now all the elements to write our proof. When t is not in the neighborhood of ±1, we use (82) and (84) to get
and this quantity is less than (1 + · · · ) when
Assume now that t lies in the neighborhood of ±1 defined in (85); we have
Besides, the term
| is uniformly negligible according to both (83) and (84), and the main contribution is
Note that our hypothesis imply that
and, in particular the argument u = αv of the Hankel function is always larger than its index. Our claim is that when v is large and q not too large, we can use the approximation 
ν+p (αv).
To provide a rigorous estimate, we define the sequence
νv +p (αv) − e −ip arccos( 
with
νv +p (αv).
We will show that both x 1 and f p are "small" in the sense that when v, ν v , q satisfy to (86), (87) and (88),
• ∃C 
for some data u (0) , u (1) for some α ≥ α 0 then
Proof. We use formula (2) It is easy to verify that τ is real and positive on the path: as w travels along the path from −∞ to ∞ + iπ, τ decreases from +∞ to 0 (when w = iγ) and then increases to +∞. We will call w 1 (τ ) and w 2 (τ ) the two values of w on the path corresponding to a given value of τ and it will be supposed that w 1 > 0 and w 2 < 0. We havex We remark that the path Γ γ lies in the domain Ω = {w, 0 < w < π}. Thanks to the maximum principle, the analytical function H(w) reaches its maximum over Ω on the boundary of Ω , let for some w = λ or w = iπ + λ with λ real. A simple calculation shows that it is reached when e −λ = ± cos γ. We get 
It follows that
ν (u) and the results follows thanks to (98) and ν ≥ 
