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1. INTRODUCTION 
Let M # 8 be a finite set and P(M) its power set. We will consider a (Choquet) 
on M (see [l]) which is a function f : P(M) --+ [0, l] such that two conditions hold 
1. f(0)= 0, f(M) = 1, ( normalization condition) and 
2. A C B ===+ f(A) 5 f(B) (monotonicity condition). 
Each capacity is given by 
f(A) = c g(B), 
where g is the Mobius inverse of f, which in turn is determined from f by 
g(A) = c (-l)‘A-B’f(B). 
BGA 
capacity f 
A capacity f is called co-monotone if and only if its Mobius inverse is nonnegative on P(M). 
Every co-monotone capacity is supermodular (which means by definition that f(A) + f(B) 5 
f(A u B) + f(A n B), VA, B E P(M)). A probability distribution over M is an oo-monotone 
capacity with g(B) = 0 if IBI # 1. Unless otherwise stated, f is assumed to be oo-monotone. 
For a capacity f, consider the set 
Cf := {P 1 f <P(M) P and P is a probability distribution}. 
Cf is the set of all probability distributions over M being compatible with f; compatibility means 
that VA E P(M) holds f(A) 5 P(A). The latter relation between capacities will be denoted 
by <P(M). 
Cf # 0 for oo-monotone f and if f is a probability distribution over M, then Cf is a single- 
ton containing exactly f. The converse is not true for capacities which are not oo-monotone: 
(Cfl = 1 does not imply that f is a probability distribution over M. 
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Cf is convex. Its set of extreme points E(Cf) is given (compare also [2, Section 21) by permu- 
tations 7r of the elements of M, where M = (1, . . . , n} is supposed to be numbered according to r 
P=P,=2 c 
i=l B:iEB,l,...,i-l@B 
where E, is the unit mass distribution 
&i(A) = 
1, if i E A, 
0, ifi@A. 
The intuition behind the construction of P, is fairly simple. Move mass g(B) with 1 E B 
onto (1). Then move all mass g(B) with 2 E B but 1 # B onto (2) and so on. Distributions 
from E(Cf) may coincide for different 7r. Let us denote the class of candidate extreme points 
CE(Cf) consisting of all P, enumerated by their multiplicity. Hence, the cardinality of CE(Cf) 
is always (CE(Cf)( = n! . 
Common matrices are formulated for capacities fi and fi over the lattice (P(M), 2) in the 
obvious way 
dm(f1,f2) = AppyMj Ifl(4 - fd-4)I and 
UP 
4Lf1, f2) = c Ifi(A) - f2(41p 3 1 IP < 00. 
AEP(M) 
We consider the problems 
1. Find the value and a distribution P for 
2. For N > 2 find the value and distributions PI, . . . , PN for 
d,(min{Pr,. . . ,pN 1 fi ECf},f). WI 
Chebychev (d,) approximations arise in a variety of problems including, for instance, data 
fitting [3]. A particular motivation for considering (Pl) is as follows: an co-monotone capacity 
can be regarded as a distribution function of a set-valued random variable X (“random set”), 
see, for example, [4]. With P(X C_ A) = f(A), problem (Pl) amounts to finding a compatible 
distribution of a point-valued random variable X such that P(X G A) approximates P(X C A). 
Another motivation for considering (Pl) is its relationship with the design centering problem in 
the polyhedral case, see [5]. (P2) is an immediate generalization of (Pl), where the idea of finding 
a single “center” is replaced by finding a small number of “germs.” The reason to consider (Pl) 
separately from (P2) will become clear from the solution procedures. 
For supermodular f and sufficiently large N, (P2) has a solution with optimum value 0 (see, for 
example, [6, Lemma 2.51). See [7] for a general class of lattices on which minimum representations 
for supermodular functions hold. The minimum of arbitrary probability distributions is generally 
not oo-monotone, it even need not be supermodular. 
Posing (Pl) in dr metric instead of d, is meaningless since the value di(P, f) is the same for 
all P E Cf. (P2) can be posed reasonably in dl metric. 
The remainder of this paper is structured as follows. In Section 2, we study both of the 
stated problems. In Section 3, they are reformulated for two-dimensional grids making use of a 
particularly defined order relation. In Section 4, we give exact as well as approximate procedures 
to solve the grid problems. 
The symbol := denotes a definition, 1 marks the end of an argument, and A” is the complement 
of set A, with respect to an obvious superset. 
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2. BOUNDS ON THE SUBSET LATTICE 
Let for M = (1,. . . , n} an oo-monotone capacity be given via a Hasse diagram. (We omit 0. 
The number left of a node gives the Mobius inverse belonging to that set, and the number right 
of a node gives the value of f. The elements of M are listed in increasing order from left to right 
in the bottom row.) 
EXAMPLE 1. n =3. 
f = min{Pr,. . . , Pe}, where the probability distributions and their maximum distance from f 
is given by 
PI := 0.65~~ + 0.25~2 + 0.1~3 dxl(Pl, f) = 0.35 = Pl((1)) - f({1)) 
Pz := 0.65~~ + 0.2~2 + 0.15~3 &a(P2, f) = 0.35 = P2({1)) - f({1)) 
Pa := 0.4&r + 0.5&z + 0.1&3 dco(P3, f) = 0.3 = Ps((2)) - f((2)) 
P4 := 0.3~~ + 0.5~2 + 0.2~3 d,(P4, f) = 0.35 = f’4({2,3)) - f@, 3)) 
Ps := 0.3&r + 0.4&z + 0.3&3 d,(P5, f) = 0.35 = Ps({2,3)) - f((273)) 
P(j := 0.5&r +0.2&s + 0.3&3 &o(P6r.f) = 0.3 = p6({113)) -.f(k3)b 
Note that d,(Pi,f) = maxA{Pi(A) - f(A)} is attained for each i on a unique set here and 
this set may differ from a singleton. I 
A probability distribution with a smaller distance than any P E E(Cf) from f in Example 1 is 
given by 
P3,6 := f P3 + ; P6 = 0.45El +0.35&z +0.%3 with d,(P3,s,f) = 0.2. 
The objective d,( . , f) is a maximum over finitely many linear functions and, hence, a convex, 
piecewise linear, and nondifferentiable function on Cf attaining its minimum generally not at an 
extreme point. P3,e in Example 1 is the best possible convex combination which can be formed 
out of Ps and Ps. The optimal solution is 
~r,~ := i PI + i P4 with doo(Pl,4, f) = 0.175, 
with maxA{Pl,d(A) - f(A)} being attained on Ao = {l}, {2}, and {2,3}. The optimality of Pr,4 
is argued below. Since d,(Pl,f) = d,(Pd,f) > d,(Ps,f) = d,(Pe, f), the solution for (Pl) 
cannot be found by taking convex combinations of only those extreme points of Cf which have 
nonmaximal distance to f. 
LEMMA 1. 
1. For all A E P(M) holds 
p(A) := c P(A) = n! 
PGE(C,) BEP(M)-(0) 
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2. For the “center of gravity” of CE(Cf), namely, P := l/n! CPECE(c,) P holds 
P(A) - f(A) = 
IB ” Al 
c dB).~+ 
BEP(M),B$ZA 
PROOF. 
Part 1. 
Part 2. 
Counting over all permutations of the elements of M is equivalent to counting how 
often g(B) is moved onto an element of A. If so, it is moved onto an element of A f~ B. 
g(B) is moved onto an element of A n B by P E CE(Cf) if and only if this element has 
the smallest number from all elements of B, with respect to the numbering of P. There 
are n! . IA n BI/IBI p ermutations over n points with this property yielding the stated 
formula. 
For all A E P(M) holds by Part 1 
P(A) -f(A) = 9 -f(A) = 
IBn Al 
1 g(B)’ IBI ~ - c g(B) 
BEP(M)-(0) BCA 
IB n Al 
= CBEP(M), BAA dB) . r’ I 
P(A) - f(A) is not monotone in A even if only A with 1 5 IAl 5 n - 1 are considered. There 
is not even monotonicity with respect to cardinality IAl. 
EXAMPLE 2. Letn =5 and 
1 
0.1, if B = {1,4}, 
0.2, if B = {3,4}, 
g(B) := 0.2, if B = {2,5}, 
0.1, if (BI = 1, 
0, else. 
Then d,(P, f) = P({l, 2,3}) - f({l, 2,3}) = P({4,5}) - f({4,5}) = 0.25. For all four-element 
sets A holds P(A) - f(A) L 0.1. I 
THEOREM 1. Let g(B) = c(lBj), meaning that the MGbius inverse off does only depend on the 
car&%x&y of subsets of M. The center of gravity of Cf is then given by p = l/n EI+ * . . + l/n G 
and it solves (Pl), pmEic: d,(P, f) = d,(p, f). 
PROOF. P = l/n&l + ... + l/n&, follows by reason of symmetry. Besides P(A), f(A) only 
depends on the cardinality of A, but not on A itself, since f(A) = xBGA g(B) = ~BGA c(lBI) = 
cj”,(=, #, 4IW * ssume 3P0 E Cf with d,(Po,f) < d,(P,f). Let A E P(M) be such that 
d,(P, f) = p(A) - f(A) and let G := IAl. Then 
===s VA with (A( = a holds PO(A) - 3 < P(A) - f(A) 
=f (A) 
==+ VA with IAl = ii holds PO(A) < P(A). 
Among the (i) -- 1 a e ement subsets of M there are (:I:) containing a particular element of M. 
This implies CA: ,Al=E PO(A) = Po({l}) (11:) + . . . + 81((n)) (11:) = (17:). Thus, 
which is a contradiction. I 
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REMARK 1. For \A( = n - 1 the difference Pr(A) - f(A) ’ g’ IS lven via the unique element i0 $ A. 
Let r be the permutation belonging to P = P, E CE(Cf). Denote A, := {i Ii E M and 
n(i) < I}. Then 
P&4) -f(A) = c g(B). 
BZA and 
A,nB#Q 
Theorem 1 cannot be inverted for IA41 > 4 but it can essentially be for IMI = 3. 
LEMMA 2. Let n = 3 and let p be optimal for (Pl). Then g(B) = c(lBI) for IBI # 1. 
PROOF. Optimality of p implies d,(P,f) = P(A) - f(A) f or all two-element sets A. This can 
be seen by considering explicitly all P E CE(Cf). Lemma 1 thus implies 
and, hence, g({l, 2)) = g({l, 3)) = g({2,3)). I 
Without additional assumptions P is not optimal for (Pl). This holds even for IMI = 3 when, 
for example, g({1,2}) > g({1,3}) > g({2,3}) > g({1,2,3}) > 0. A slight perturbation of the 
data from Example 1 leads to such a situation. 
(Pl) can be stated as a linear program. Let PI,. . . , P,! be an enumeration of CE(Cf). The 
minimum value of (Pl) and those of the two following linear programs trivially coincide: 
min d 
s.t. g cuiPi(A) - f(A) 5 d, A E P(M) - (0,M) 
i=l 
cq +..*+a,! = 1, 
d,al,...,an! > 0, 
(LP1.l) 
min d 
s.t. 0 5 agAP({a}) - f(A) 5 4 A E P(M) - (0,M) 
c P({,l) = 1, 
(LP1.2) 
CXEM 
4 f’({al) 2 0, aE M. 
An interpretation of program (LP1.2) is obtained by considering the Hasse diagram of (P(M), C_) 
as a directed graph with arcs pointing from sets to supersets. A feasible solution of (LP1.2) is 
then a flow-like structure of “strength” 1 originating at source 8 and vanishing at sink M with 
capacity f as a lower bound of the flow in the nodes (except 8). (LP1.2) amounts then to finding 
such a structure which minimally supersedes f on all nodes except source and sink. This struc- 
ture is not a flow in the usual sense, because the conservation constraints are not satisfied on the 
whole graph and it must not be confused with, e.g., submodular flows [8]. 
Dropping the constraints which formulate the f <P(M) P conditions in (LP1.2) results in the 
linear program 
min d 
s.t. asAP( - f(A) 5 d, A E P(M) - (0, M} 
c P({aI) = 17 
lZEM 
4 PW) > 0, aE M. 
(LP1.3) 
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The regions of feasibility are nonempty in all three programs since Cf # 8, i.e., any P E Cf 
together with d = 1 is feasible in (LPl.l), (LP1.2), and (LP1.3). All three linear programs are 
equivalent with respect to their optimal solutions. 
LEMMA 3. Among all optimal solutions of (LP1.3) there is an optimal solution of (LP1.2). 
PROOF. For some A0 E P(M) - (0,M) let P(Ao) < f(Ao). The supermodularity off implies 
f(Ao) + f(&) L f(Ao IJ A;) f f(Ao n 4) = I= P(Ao) + PM, 
and hence, 
P(4) > f(G), 
because P(Az) 5 f(Ai) results in an immediate contradiction. Any such P which is a feasible 
solution to (LP1.3) must thus have d > 0 in the constraint belonging to A:, 
c P({u}) -d = P(A;) -d I f(A;). 
&A; 
Decreasing the value P(Ao) below f(Ao) d oes not decrease the minimum value of d in (LP1.3), 
which proves the lemma. I 
LEMMA 4. Program (LP1.3) is equivalent to 
where S’cn) is the simplex ((~1,. . . ,zn) ( cc1 +. . - + zn = 1, xi > 0). 
PROOF. The problem minpeS+) d,(P, f) is equivalent to 
min d 
s.t. 1 C PC{,)> - f(a)/ I 4 A E PW - V’JG 
&A 
c P({~l) = 17 
aEM 
4 JWH 2 0, aE M. 
The first 21”lm2 constraints are equivalent to 
-d I c P((c)) - f(A) 5 4 
WEA 
with the upper inequalities appearing in (LP1.3). The lower inequalities are satisfied without 
loss of generality in case of an optimal solution (see Lemma 3). I 
COROLLARY 1. The optimization problems 
p~$n, d, (p, f) and pmEic: ho (p, f) 
are basically the same. 
Optimality of PI,* in Example 1 results after four iterations of the simplex algorithm applied 
to (LP1.3) (plus two additional iterations for finding a first feasible solution and its base inverse). 
(P2) with N = 3 has an exact minimum representation of f in Example 1 with 
f = min{Pr, P4, PG}. 
When (P2) with optimum value 0 is considered, the region of feasibility may be restricted to its 
extreme points. 
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LEMMA 5. Let f = min{Pr,. . . , PN) and let N be minimal. Then, without loss of generality, 
pi E Wf), Vi = l,...,N. 
PROOF. First consider PI. Minimality of N implies that there is a set A E P(M) - (8, M} with 
f(A) = PI(A) < Pz(A>, . . . , h(A). 
Suppose PI = CL1 CY~Q~ with Qi E E(Cf), CL1 oi = 1, and oi > 0, i = 1,. . . ,m. Then 
f <P(M) Ql,...,Qm implies f(A) i &I(A), . . . , Qm(A) for all sets A on which the minimum 
over PI,..., PN is uniquely attained by PI. Furthermore, or,. . . ,a,,, > 0 implies that PI(A) = 
&I (A) = . . . = &m(A) on all these sets A. Selecting a single of the Qi’s, say Qr, results in 
f = min{Qr, P2,. . . , PN}. 
Proceeding with Pz, . . . , P~J in the same way yields a representation consisting of N extreme 
points of Cf. I 
Lemma 5 does not hold if min{Pr , . . . , PN} is not an exact representation of f. Trivially 
however, in any case none of the Pi’s need to be a convex combination of other distributions 
appearing in the minimum. Though min(Pr, P2) differs from PI and P2 for PI # P2, its distance 
to f need not be smaller than that of PI or P 2. For instance, in Example 1 holds 
d,(min{Pr, Pz}, f) = 0.35 = &(Pi, f) = d~0(~2, f). 
(P2) can also be stated as a mathematical program 
min d 
s.t. 0 I min c Pl({~I>, . . .Y C PN(@),} - 04 I 4 A E WW - 10, W 
GA &A 
c Pl({~l) 
= 1, 
aEM (MP2.1) 
c PN({a)) 
aEM 
4 PI({u)), .. . > PN({u)) 
= 1, 
2 0, UE M. 
This is equivalent to 
min d 
s.t. min c Pl({aI),.*., 
aEA 
C PN({a})} -f(A) 5 4 A E P(M) - {%W 
@CA 
c Pl({~l> > f(A), A E P(M) - 10, W 
&A 
. . . . . . 
2 f(A), A E P(M) - (0,M) (MP2.2) 
= 1, 
. . . . . . 
= 1, 
4 Pl({a)), .. . , PN({a)) 2 0, a E M. 
CAfH 27:8-F 
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These programs render disjunctive ones (in conjunctive normal form [q]), since 
min 
{ 
c P1({a}), . . ..~&({a}) -f(A) 5 d ++ E(A) -f(A) Id, 
&A &A 1 
or . . . or PN(A) -f(A) 5 d. 
Valid cuts serve as relaxations for the disjunctive constraints. Supremal cuts (a standard device 
in disjunctive programming, see [lo]) are trivial here, since they result in lower negative bounds 
for d. The reason for the poor behaviour of supremal cuts here is that each disjunction refers 
to a disjoint set of variables-except d. However, there are nontrivial linear relaxations for the 
disjunctive constraints. 
LEMMA 6. Each disjunctive condition min{P1(A), . . . , l+(A)} - d 5 f(A) in (MP2.2) can be 
relaxed 
1. to the linear constraint 
2 P,(A) - Nd 5 f(A) + (N - l)(l - f(A”)); 
i=l 
2. to the tighter linear constraint 
5 Pi(A) - d I f(A) + (N - l)(l - f(AC)). 
i=l 
PROOF. 
Part 1. This result is a consequence of the general construction for bounded variables from 
[ll, Section 2.11. 
Part 2. C Pi({u}) -d 5 f(A) implies P,,(A) -d 5 f(A) for one is E (1,. . . , N}. For all other 
L-LEA 
distributions Pi holds Pi(AC) 2 f(A”) and, h ence, Pi(A) = 1 - Pi(AC) 5 1 - f(AC). 1 
The relaxation of Lemma 6.2 is the best possible in the sense that it constitutes the convex 
hull implied by one disjunctive constraint. This can be derived from the following observation 
for subsets of R3. Let [a, b] c [ 0,oo) and 
1x1,22 E [o,b], z 2 0, min{x1,22} - z 5 a , 
LEMMA 7. conv(D) = E. 
PROOF. Clearly conv(D) G E. Now choose x0 = (x~,x~,z~)~ E E - D. 
First case xy + xi 5 a + b: Consider the two functions defined for (Y E 10, l] 
x1((Y) := (Y b + (1 - (-Y) a, 
x2(o) := aa + (1 - o) b. 
x1(a) is increasing, x2(o) is decreasing, and xl(o) + x2(o) = a + b, t/o E [O,l]. Choose 
o. E [0, l] such that x1(cyc) = xy. Then xs(cre) 2 xi (otherwise a + b = XI(CXO) + 22(00) = 
xy + 22(cYo) < xy + x; _ < a + b, a contradiction). Now select u E [a, b] such that 
x; = c&J a + (1 - (Yo) U. 
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Such u exists since a 5 xi 5 b. Then 
( ;)=ao( j)+(1-a,)( 5). 
Note that (b, a, z”)’ E D, since min{a, b} - to = a - z” 5 a and (a, U, z”)’ E D, since 
min{a,U}-zO=a-z’<a. 
Second csse c$’ + CC! > a + b: For (xy, a!, z”) T E E choose z’ such that zy+ CC! - z’ = a + b. 
Thenz’<b-aandz’<z’. For 
xy + xi = (a + z’) + b 
apply the construction from the first case with a + z’ instead of a to obtain the convex 
combination 
(Z/)=os( a{*‘)+(l--os)( ‘S’), 
with a + z’ 5 u 5 b. All in all, 
(3) =cr0(a-FFr)+(l-c20j(a~z'). 
with (b,a+z’,z”)T E D, since min{b,a+z’}--z” = a+z’-z0 5 a and (a+z’,u,t”)T E D 
sincemin{a+z’,U}-z’=a+z’---‘<a. I 
A similar analysis like the previous argument reveals that if (MP2.2) contains only a single of 
the stated disjunctions and if this is relaxed according to Lemma 6.2, then the relaxation will 
become the convex hull of the original feasible set. This leads to the subsequent linear relaxation 
of (MP2.2), 
min d 
s.t. 5 Pi(A) - d 
i=l 
I f(A) + (N - I)(1 - !(A”)), A E P(M) - (0, M} 
C pl({a)) 2 
aEA 
f(A), A E P(M) - (0, M} 
C &((a}) L 
&A 
C pl({al) = 
aEM 
f(b 
1, 
A E P(M) - (8, M} (MP2.2R) 
C M{aH = 1, 
WEM 
4 S({a)>, . . . , J’d{a)> 2 0, a E M. 
The relaxation (MP2.2R) may have a solution with d = 0 even if program (MP2.2) does not. 
EXAMPLE 3. Let f on M = {1,2,3} be given by 
0.2, if IBI=lorB={1,2}, 
g(B) ‘= 
0.19, if B = {1,3}, 
0.01, if B = {2,3}, 
0, else. 
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There is no mimimum representation of f by N = 2 distributions from Cf. However, two 
probability distributions 
PI := 0.59 El + 0.21 E2 + 0.2 &3 E Cf, 
P2 := 0.2&i + 0.4@ + 0.4&g E Cf 
solve the six relaxation inequalities (with equality in each case and) with d = 0: 
Pl({l}) + Pz({l}) I 0.2 +0.59 = 0.79 
P,({2}) + P2({2}) 2 0.2 +0.41 = 0.61 
Pi((3)) + P2({3}) 5 0.2 f0.4 = 0.6 
Pr({1,2}) + P2({l,2)) 5 0.6+0.8 = 1.4 
Pi({1,3}) + Ps({1,3}) 5 0.59 f0.8 = 1.39 
Pi({2,3}) + Ps({2,3}) 5 0.41 + 0.8 = 1.21. 
Note that f((2)) = 0.2 < 0.21 = min{Pi{2}, Ps(2)). I 
(MP2.2R) may have solutions with d = 0 which are not minimum representations of f even 
if f has a mimimum representation of N distributions. Such a situation is, for example, given 
with N = 4 in Example 3 where PI, P2 =: P3 =: PJ form a solution of (MP2.2R) with d = 0, but 
min{Pi,..., Pd} = min{Pi,Ps} # f. H owever, four suitable distributions suffice to represent f 
in this case. 
REMARK 2. Let f be representable by the minimum of N probability distributions, i.e., let there 
be a solution of (MP2.2) with d = 0. Then such a solution is among all solutions of the relaxed 
problem (MP2.2R) with d = 0 and the maximum number of slacks being 0 (a maximum number 
of inequalities being satisfied as equalities). 
The disjunctive program (MP2.2R) is solved by branch and bound. Branching decisions consist 
of choosing an inequality P,(A) - d < f(A) to replace a relaxation constraint. The choice of i and 
A is subject to some obvious rules: if index i has been chosen for all elements of A, then i will be 
chosen for A. All index selections which are permutations of each other can be reduced to a single 
one of these since the problem is symmetric in PI,. . . , PN. The branch and bound procedure will 
be described in more detail together with a constraint dropping argument in Section 4. 
A first feasible solution for (P2) can be obtained by solving (MP2.2R) and selecting the value 
do := maxAe~(M){min{Pi(A), . . . , Plv(A)} - f(A)} as bound for the minimum value of (MP2.2). 
(Note that all PI, . . . , PN generated by the relaxed problem are feasible for (MP2.2).) A first 
feasible solution for (P2) can also be obtained by the following heuristic procedure. 
1. Start with a solution PI of (Pl). 
2. Fork=l,...,N-1: 
Select a set A such that do := d,(min{Pi,. . . , Pk}, f) = min{Pr(A), . . . , Pk(A)} - f(A). If 
do = 0, stop; otherwise, construct a distribution Pk+l E E(Cf) belonging to a permutation 
7r of l,... ,n. with ~-~(1),...,7r-i (n - IA/) +I! A (i.e., the first n - JAJ movements of mass 
go into A” making Pk+l(A) small). 
3. Assign do := d,(min{Pi,. . , PN}, f). 
In view of Lemma 5, distribution PI (in Step 1) may alternatively be chosen to be in E(Cf). 
Ties in Step 2 are broken in favour of sets A with small cardinality. If do = 0, a solution for 
(P2) with optimum value 0 has been found. Otherwise, do serves as initial upper bound for the 
optimal value of d. 
3. CAPACITIES ON TWO-DIMENSIONAL FINITE GRIDS 
In this section, we prepare to carry over the previous representations and approximation ap- 
proaches to two-dimensional matrices. Let (g(a, b))~~~,,, d eno t e a matrix with value g(a, b) in 
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row a and column b. The notation should suggest that matrix entries will be considered as a 
Mobius inverse of some capacity f. This requires an order relation. 
DEFINITION 1. Let (a, b) and (c, d) be given with a, c E (1,. . . , m} and b, d E (1,. . . , n}. The 
relation id on the grid (1,. . . , m} x (1,. . . , n} is defined by 
(a, b) 5, (c, d) :e a 2 c and lb - dl I a - c. 
LEMMA 8. The relation id is an order on { 1,. . . , m} x { 1,. . . , n}. 
The intuition behind relation & is as follows: matrix element (a, b) is smaller than (c, d) if 
and only if (a, b) is located in a row not above (c, d) (“a > c”) and the absolute column difference 
(“I b - d I”) does not exceed the row difference (“u - c”). The following is a sketch of & on the 
grid (1,. . . ,m} x (1,. . . ,n} arranged as the usual index set of a two-dimensional matrix with 
entries in unit squares. 
L 
(1: 
1 
I I 
Cm, 1) r Cm 
The elements smaller than (c, d) with respect to id are given by the cone pointed at (c, d) and 
extreme rays heading in at 45’ angles “downward.” 
A capacity f on the grid is then defined by 
where we assume g : (1,. . . , m} x (1,. . . , n} -+ Et>. The capacity f corresponds to an oo- 
monotone capacity on P(M) for a nonnegative Mobius inverse g. There is no analog to supermod- 
ularity since the grid (1,. . . ,m} x (1,. . . , n} endowed with & is not a lattice; for uncomparable 
gridpoints neither infimum nor supremum need to exist. 
Formally, g and f will also be considered on the gridpoints 
(i,j) E (1,. . . ,m} x {-m-t2 ,..., m+n-1). 
Moreover, g is assumed to be 0 on all such points outside (1,. . . , m} x (1,. . . , n}. Then g can 
be gained from f by a symmetric formula using Kronecker’s delta-function 
Sj,l = 
{ ;’ 
ifj=l, 
7 else. 
THEOREM 2. Let f be defined as a capacity of g as above. Then 
s(Gj) = c f(k, 1) ’ (-l)‘k-i’ (1 + 6j 1) 3 7 
(k,l)l,l(i,j),ll-jlll 
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where the Mobius function p of & is defined by 
PROOF. This is a consequence of the principle of inclusion-exclusion. I 
g(i, j) is a sum of O(m - i) values of f. A row-wise bottom up procedure suggests itself if all 
values g(i, j) are to be computed from f. The procedure is based on the identities 
9Cm.d = f(m,.i)> and 
g(i,j + 1) = f(i,j + 1) - c g(k Z) 
(k,I)&i(i,j+l), k>i 
[ 
m--i 
= f(i, j + 1) - c gW)+~-gG+p,.+p)+gG+p,j+l+p) 9 
(WMd(Gj), k>i p=l 1 
for i > m. 
Though A := &l)&(i, j),k>i g(‘, Z) consists of O((m - i)2) terms, the update for (i,j + 1) 
from (i, j) consists of O(m - i) terms. Furthermore, for i > m expression A for row i can be 
updated from the previous row i + 1 
c dk, 9 = c g(k,Z)+Cg(i+p,j+P-l)+9(i+P,j+p). 
(kJ)5d(i,j), k>i (k,l)&(i+l,j-1), k>i p=l 
Minimum representations analogous to those for capacities on P(M) require the analog of 
a probability distribution. This is a so-called elementary function. Elementary functions are 
capacities with nonnegative Mobius inverses which vanish outside a so-called pseudominimal 
subset Us of an order (U, I). 
DEFINITION 2. A set U, 2 U is called pseudominimal (with respect to f) if and only if 
1. LJf is a C-maximal subset of U with each two elements being uncomparable with respect 
to 5 and 
2. g vanishes below Uf, i.e., for all u E U for which exists u’ E Uf with u 5 u’, u # u’ holds 
g(u) = 0. 
In the case of P(M), the set of singletons provides a pseudominimal set. Minimum represen- 
tations with respect to the convex set of elementary functions can be expected in case the order 
has a particular property. The name of this property will not be motivated here as it is based on 
the idea behind the proof of the next theorem. 
DEFINITION 3. An order (U, 5) has the deviation property (with respect to f or some pseudomin- 
imal set Uf), if Vu, 21 E U with v $ u holds 3 w E Uf with w 5 v but w ZI, u. 
THEOREM 3. Let (U, 5) be a finite order, Jet f be a capacity on U, and Jet Uf be pseudominimal. 
If U has the deviation property w.r.t. f, then elementary functions hl, . . . , hN : U + I%> exist 
such that 
f = min{hi,. . . , hN}. 
PROOF. See [7]. I 
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REMARK 3. The elementary functions in Theorem 3 can be chosen to be mass preserving, i.e., 
c I&l(U) = * *. = c hN(U) = c g(u). 
UGJJ “EUJ UEU 
The order 5d does not have the deviation property on the grid { 1,. . . , m} x { 1, . . . , n} with 
respect to the pseudominimal set {(m, l), . . . , (m, n)}. The grid points (m, l), . . . , (m, n) are even 
minimal with respect to &. The order Z$ not having the deviation property on the given grid 
can be seen by choosing n 2 3 and 
w:=(m-1,l) and u:=(m-1,2). 
Then w $d u but {WI w pseudominimal, w & ?J} = {(m, l), (m, 2)) G {(m, l), (m, 2), (m, 3)) = 
{w 1 w pseudominimal, w & u}. 
Adding the gridpoints (m, -m + 2), . . . , (m,O), (m, n + l), . . . , (m,m + n - 1) to (1,. . . ,m} x 
11, *. . , n} ensures & to have the deviation property with respect to the (pseudo)minimal set 
((7% -m + 2), . . . ) (m, m + n - 1)). Adding these points to the grid is called base enlargement, 
which is sketched in the next figure (the numbers given are column indices). 
-m+2 ... 0 1 n 
LEMMA 9. The order & has the deviation property on the grid (1,. . . , m} x { 1, . . . , n} with base 
enlargement. 
PROOF. For all (i,j) holds 
{(k,l) I (k,O ’ P d 1S SC!U OIninh~, (k, I) dd (i,j)} = {(m,j - (m - i)), . . . , (m,j + (m - i))}. 
Let (i,j) Z!d (~~3). A ssume {w 1 w pseudominimal, w -& (i, j)} C {w 1 w pseudominimal, 
w & (r,s)}. Then 
2(m - i) + 1 = I{w I w pseudominimal, w & (i,j)}j I 
I{w I w pseudominimal, w & (T, s)}l = 2(m - r) + 1; 
hence, i 2 T. 
The assumed inclusion is equivalent to 
s-(m-r)<j-(m-i) and j+(m-i)<s+(m-r). 
The inequalities imply s - j 5 i - r and j - s 5 i - T, respectively. Hence, Is - jl 5 i - T. By 
definition of the order & this implies (i, j) 5d (r, s), a contradiction. I 
THEOREM 4. Every capacity f on the grid { 1, . . . , m} x { 1, . . . , n} with base enlargement can be 
represented by a minimum of elementary functions. 
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PROOF. This conclusion is obtained from Theorem 3 and Lemma 9. 
EXAMPLE 4. Let m = 5, n = 9, and let g have only two values 
8 
9(i7j) = 
1, if (i, j) E {(2,4), (2,5), (2,6), (3,4), (3,5), (3,6)), 
9 
7 
else 
The matrix encoded by g contains nothing but a single “block.” N = 3 elementary functions 
suffice for representing f = min{hr, hz, hs} with 
Minimum representations of capacities whose Mobius inverse may be negative on some grid 
points need not be mass preserving and the involved elementary functions need not even have 
equal mass. 
EXAMPLE 5. Let m = 2, n = 4, and 
[ 3, if (i,j) = (1, l), 
9(&j) = I 
4, if (i,j) = (1,2), 
1, if (i, j) = (1,3) or (1,4), 
0, if i = 2. 
Then f = min{ hl , hz}, where 
hl(2,l) = 3641 + &,3, 
h2(2, I) = &,o + 5 &,2 + 2 h,4, 
and C:=, h1(2,1) = 4 < 8 = ~~=, h2(2,1) < 9 = cf=, C:=, g(i, j). The function hp cannot be 
altered with its mass decreasing to 4 while preserving the minimum representation (with only 
N = 2 elementary functions). 1 
There even exist cases in which capacities f given as min{hr, h2) cannot be represented as 
a minimum of two elementary functions having the same mass irrespective of the level of that 
mass. 
4. BOUNDS ON TWO-DIMENSIONAL FINITE GRIDS 
The notion of the order <p(M) carries over to an order I,,,,, for functions on the grid 
(1,. . . ,m) x (1,. . . , n} in the obvious way. So do the notions of matrices and that of the set 
Cf of elementary functions being compatible with capacity f. The approximation problems (Pl) 
and (P2) become the problems 
and 
min 
h,...,hrdEC~ 
d,(min{hl,. . . , hN}, f), 
respectively. Both problems need to be reformulated since there is no notion of supermodularity 
on the grid and, hence, a restriction to elementary functions being compatible with f effects the 
optimal value of d,(h, f) compared to uncompatible elementary functions. This is different on 
subset lattices (see Corollary 1). 
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EXAMPLE 6. (“Compatibility affects optimality on the grid”) 
Letm=3,n=14and 
{ 
4, if (i,j) = (1,6), 
g(i,j) = 7, if (i,j) = (2,4), 
0, else. 
An optimal elementary function hl compatible with f having distance d,(hl, f) = 4 is given by 
712, for j = 3 or 5, 
hl(m,j)= l/2, for j=9 ,..., 16, 
0, else. 
Not requiring compatibility allows to consider hz with d,(hs, f) = 3.5 and 
1 
712, for j = 3 or 5, 
hz(m, j) = 4/7, for j = 10,. . . ,16, 
0, else. 
Note that hs(l,6) = 3.5 < 4 = f(l,6). 
Let &,, denote the set of elementary functions on the grid (1,. . . , m} x (1, 
enlargement. We consider the grid problems 
and 
min 
hl,...,hNEE,,, 
d,(min{hl, . . . , hiv), f). 
. . . 
I 
,n} with base 
(GPl) 
(GP2) 
Note that elementary functions under consideration even in (GPl) need not be mass preserving, 
i.e., Cl”=‘_“,-:, h(m, 1) # Cz”=, Cj”=, s(i, j) is admitted. This is motivated by the next observation 
whose proof is omitted; the proof is elementary but tedious. 
LEMMA 10. Let the Mobius inverse g have only a single positive value g(ie, jcj > 0 and let 
ie < m. The unique optimal solution h of (GPI) is given by neglecting part of g(io, jo) and 
symmetrically splitting the rest, 
s(i0,jo)A if (i,j) = (m, j0 - (m - io)), 
h(i,j) = g(io,jo)P, if (i, j) = (m, j0 + (m - io)), 
0, else. 
(GPl) can be formulated as a linear program (linear grid program) - - 
min d 
s.t. - d I h(i, j) - f(i,j) I d, (i, j) E (1,. . . ,m} x (1,. . . ,n} 
j+(m-i) 
h(i, j> = C h(W) 
(LGP1.l) 
kj-(m-i) 
d, h(m, 1) 2 0, 1= -m+2,...,m+n- 1. 
For a grid stemming from a 256 x 256 matrix program (LGP1.l) has 2.216 = 2.65 536 inequalities. 
Though a linear program of such a size might be tractable by a linear programming solver, we 
give a direct Algorithm Al for an approximate solution. This algorithm does not require us to 
compute capacity f from the matrix entries g(i, j) and it is based on the previous lemma. (Note 
that g vanishes outside the grid.) 
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ALGORITHM Al. Compute for k = -m + 2,. . . , m + n - 1 
h(m, k) = g(m, k) + 5 2 id m - 1, k + 1) + g(m - I, k - l)] . 
l=l 
Another heuristic solution of (GPl) can be obtained by a slight modification 
h(m, k) = g(m, k) + i max eg(m-1,k+1),eg(m-I,k-I) , k = -m+2,. . . ,m+n-1. 
I=1 kl 
Next we state a heuristic to improve a feasible solution for (GPl). Let zc := max{z,O} denote 
the positive part of a real value z and let z- := max{O, -z} denote its negative part. 
ALGORITHM Il. For k = -m + 2,. . . , m + n - 1 do 
1. Compute the values 
d+(m, k) = max 
(a,b)Yd(m,k) 
{(@4) -fwN+} 
2. Update 
h(m,k) +- h(m,k) - 
d+(m, k) - d_(m, k) + 
2 > . 
Each h(m, k) is locally balanced between the maximum and minimum difference of h and f 
encountered on some grid point (a, b) greater (m, k). 
LEMMA 11. Algorithm I1 does not deteriorate a given solution and generally improves it. 
PROOF. Consider arbitrary (a, b) ?x (m,k), k fixed. 
-d-(m, k) 5 h(a, b) - f(a, b) 5 d+(m, k) 
==+ -d_ (m, k) - d+(m, k) - d-Cm, k) 
2 
< h(u b) _ d+(m’ ICI - d-(m’ k, _ f(u,b) - , 2 
<d (m k) _ d+(m,k) -d-(m,k) -+ 7 2 
~ _ d+ (m, k) + d- (m, k) < h(a, b) _ d+(m, k) - d- (my k) 
2 
- 
< d+(m,k) +d-?m,kl 
- f (a, b) 
- 
2 
Now 
max 
(1 
-i(d+(m,k)+d-(m.k))i, li(d+(m,k)+d-(m,k))l} 
I max{d+(m,k),d-(m, k)} I &(hf). I 
Lemma 11 yields an optimality criterion for problem (GPl) which is weakly related to Cheby- 
chev’s alternation theorem (see, for example, [12, p. 751). 
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THEOREM 5. Let h be an optimal solution ofproblem (GPI) with value d = d,(h, f). Then for 
at least one grid point (WI, k), k E (1,. . . , n}, there exist grid points (al, by), (~2, b2) kd (m, k) 
on which the maximum distance is attained with positive and negative sign, 
d = d+(m,k) = h(al,W - f(a~,bl), 
d = d_(m, k) = f(a2, b2) - h(az, b2). 
PROOF. The balancing procedure from Lemma 11 yields for every k with d+(m, k) # d_ (m, k) a 
solution with a strictly smaller maximum distance from f.on all grid points (a, b) above (m, k). 
This contradicts optimality if V k E { 1,. . . , n} holds d > min{d+ (m, k), d_ (m, k)}. I 
Every elementary function dominating f in the sense of <m,n can be improved by the balancing 
procedure. Eventually this leads to the following corollary. 
COROLLARY 2. It is sufficient for (GPl) to consider elementary functions h with h <m,n F, 
where 
F(i,j) := c c S(T>s). 
1: (~,~)~d(~d) (7’,8)hd(774 
Function F is not elementary, as its Mijbius inverse may even be negative on some grid points, 
but f <m,n F. The latter relation follows since, for all grid points (i, J’), grid point (r, s) & (i, j) 
is located above at least one minimal grid point (m, 1) & (i, j). 
(GP2) can be stated as (Bathematical grid program) 
min d 
s.t. - d 2 min{hl(i,j), . . . , hN(i,j)} - f(i,j) < d, V(i3.i) 
l=j+(,-i) 
hl(C.3 = C hl(m,O, v(i,j) 
l=j-(775-i) 
. (MGP2.1) 
This program is equivalent to the disjunctive program 
min d 
s.t. hl(i, j) + d 2 f (i7.i) V(i7.i) 
hN(i,j) + d 2 f (ilj) V&j) 
hl(i,j)-dI f(i,j) or . . . or hN(i,j) - d i f (i,j) v (i,j) 
l=j+(m-i) 
hl(i,j) ZZ C hl(m, I), V(C_i) 
(DGP2.1) 
kj-(m-i) 
I=j+(,-i) 
hv(i,A = C hlv(m, 0, V((i,A 
kj-(77-i) 
d,hl(m,&... ,hN(m,l) 1 0, Vl. 
Relaxations for (DGP2.1) carry over from P(M) (see Lemma 6.2). 
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LEMMA 12. The disjunctive constraint min{hl(i,j), . . . , hp~(i,j)} -d 5 f(i,j) can be relaxed to 
5 h,(i,j) - d I f(i,j) + (N - 1) F(i,j). 
r-1 
This results in the linear relaxation 
min d 
l=j+(m-i) 
s.t. C h(m,O+d 2 f(i,j) 
kj-(m-i) 
l=j+(m-i) 
c h(m,l)+d 2 f(i,j) 
l=j-(m-i) 
N l=j+(m-i) 
C C &Cm,9 -d 5 f(i,j) + W - 1) F(i,j), 
r=l l=j-(m-i) 
d,hl(m,1),...,hN(m,I) 2 0, 
At least n . m - 1 variables of every base of (DGPZ.lR) are slack 
to unit columns. 
V (i,d 
V(&j) 
(DGP2,lR) 
V (4.i) 
Vl. 
variables and, hence, belong 
The solution of (GP2) is addressed by a branch and bound tightening (DGP2.1R). Branching 
decisions consist of replacing a relaxation condition by one of the linear constraints whose dis- 
junction leads to that relaxation. A straightforward criterion to select a relaxation condition on 
which to branch is to pick a disjunctive constraint with maximum distance (d) in (GP2). This is 
possible since disjunctive constraints and their relaxations are in one to one correspondence. 
The one to one correspondence allows “immediate” constraint dropping. Adding the inequality 
h,,(&jo) -d I f( io, jo) for some (io, jo) makes 
2 h,(&jo) - d I f (hjo) + (N - 1) F(hjo) 
r=l 
redundant and thus explicitly removable. If the column of slack variable TO belongs to the current 
base B of the linear program, branching and constraint dropping can be done without increasing 
the size of the base. 
Let the linear programs be solved by the revised simplex algorithm operating on inverses of 
matrices B = (bl,. . . , b,) with bi E Rm denoting the columns of B and b, = (0,. . . ,O, l)T. 
Branching and constraint dropping as stated above amounts then to modifying the entries in the 
last row of B except the entry “1” in the last column. The latter means that the slack variable 
of the redundant constraint becomes that of the new constraint, 
B = (h . .* bn) 
Bmod = b; .‘. bk_, 0 
b-d 
m,l 
. . . pod 
m,m-1 1 
where bi,... ,b~_,,O~Rm-l and B’=(bi ,..., b&,_,). 
LEMMA 13. The matrix B-l is given by 
/ Bl- 1 01 
. . . bbl) 
m,m-1 
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with 
COROLLARY 3. (Bmod)-’ can obviously be updated from B-l in 0(m2) steps. 
Note that Bmod is dually feasible if B is. The argument is similar to that for mere insertion of 
a constraint: let a denote some nonbasic column vector, ca the respective coefficient of the ob- 
jective function, and ca, respectively, cBmOd the m-dimensional vector of all objective coefficients 
belonging to basic variables. Primal minimality of B means CL B-la - c, 2 0. Hence, 
c;mo., (Bmod)-‘u -c, = (&,O) (Bmod)--la -c, 
= c; B-la - c, 5 0, 
where the second and third equalities hold because the last component of CBmod and cB, respec- 
tively, belongs to a slack variable. 
Dual feasibility of Bmod allows one to solve the new problem as usual by the dual simplex 
procedure. Based on dual steps the branching itself can-whenever possible-be restricted to 
constraints whose slack variables belong to an optimal base. 
We finally sketch two heuristic procedures Algorithms Hl and H2 to generate feasible solutions 
for (GP2) and an improvement heuristic Algorithm 12. Algorithm Hl is derived from the idea 
of successively inserting elementary functions depending on current maximum deviations of ca- 
pacity f from the minima. Algorithm H2 intends to minimize the da-distance between f and a 
minimum of elementary functions by scaling the elementary functions. 
Let a -t point (resp., - point) of min{hi, . . . , hk} be defined as a grid point (i, j) with 
min{hi(i,j), . . . , h4Kj)) - f(4.i) = ddmin{hl,. . . , b), f) and 
min{hi(i,j), . . . , MC.91 - f(i,d = -d,(min{h,. . . , b), f), 
respectively. 
ALGORITHM H 1. 
1. For k = 1 choose hl as above (for example, by Algorithm Al and Algorithm II). 
2. For k = 2,. . . , N do: 
Select all &-maximal - points (i, j) of min{hi, . . , /&_I} with at least one + point 
(ml) dd (i,j). (If such points do not exist choose all $-maximal + points (i, j) of 
min{ hl, . . . , hk_1) with at least one - point (m, 1) &j (i,j). Proceed accordingly.) 
Assess an elementary function h, by 
I 
min{hi(m, l), . . . , kc-l(m, 1)) - E, if (m, 1) is a + point 
and (m, 1) id (i,_?), 
h,(m, 1) = min{hr(m, l), . . . , hk._l(m,l)} + n. e, if (m, 1) is not a + point 
and (m, 1) dd (i,j), 
min{h(m, l), . . . , hk-l(m,l)), else. 
Choose maximal positive E such that 
d,(min{hl,. . . , h-1, he), f) I d,(min{h,. . . , b-l), f) 
and then hk := h,. 
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Note that in case no + point (resp., - point) has a &minimal - point (resp., + point) 
below it, decreasing (resp., increasing) values of min{hl, . . . , &_I} is easy and will not be stated 
explicitly here. 
A feasible solution of (GP2) can also be obtained by the subsequent scaling approach. 
ALGORITHM H2. 
1. Generate elementary functions hl , . . . , hN which preserve the mass of f and which are 
compatible with f. (Such elementary functions can be generated by moving g(i, j) for all 
i < m to arbitrary grid points (m, 1) & (i, j).) 
2. Find 
min al,,,,,aN-EIO,ll k&in{% . hl,. . . ,QN . hN}, f). 
This minimization problem can approximately be solved by setting a = (~1 = . . . = aN and 
solving the (comparatively easy) univariate minimization problem with respect to CY E [0, l]. 
3. Allow the ai’s to be different and thus possibly improve the solution. 
A feasible solution for (GP2) can potentially be improved by a balancing approach correspond- 
ing to the case of N = 1 elementary functions. 
ALGORITHM 12. 
1. Select a minimum-restriction with maximum distance between min{hI(i, j), . . . , hN(i, j)} 
and f(i, j) and select an index TO attaining that maximum. 
2. Decrease a positive value h,, (m, 1) with (m, 1) & (i, j) as long as 
L(min{hl,. . . , h,,, . . . , hnr), f) 
decreases and as long as h,, (m, 1) remains nonnegative. 
3. Repeat Step 2 for other suitable indices rg and then repeat Step 1 until no further improve- 
ment can be gained. 
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