In this paper, we consider the general linear hypothesis testing (GLHT) problem in heteroscedastic one-way MANOVA. The well-known Wald-type test statistic is used. Its null distribution is approximated by a Hotelling T 2 distribution with one parameter estimated from the data, resulting in the so-called approximate Hotelling T 2 (AHT) test. The AHT test is shown to be invariant under affine transformation, different choices of the contrast matrix specifying the same hypothesis, and different labeling schemes of the mean vectors. The AHT test can be simply conducted using the usual F-distribution. Simulation studies and real data applications show that the AHT test substantially outperforms the test of [1] and is comparable to the parametric bootstrap (PB) test of [2] for the multivariate k-sample Behrens-Fisher problem which is a special case of the GLHT problem in heteroscedastic one-way MANOVA.
Introduction
The problem of comparing the mean vectors of k multivariate populations based on k independent samples is referred to as multivariate analysis of variance (MANO-VA). If the k covariance matrices are assumed to be equal, Wilks' likelihood ratio, Lawley-Hotelling trace, Bartlett-Nanda-Pillai's trace and Roy's largest root tests ( [3] , Ch. 8, Sec. 6) can be used. When k = 2, Hotelling's T 2 test is the uniformly most powerful affine invariant test. These tests, however, may become seriously biased when the assumption of equality of covariance matrices is violated. In real data analysis, such an assumption is often violated and is hard to check.
The problem for testing the difference between two normal mean vectors without assuming equality of covariance matrices is referred to as the multivariate Behrens-Fisher (BF) problem. This problem has been well addressed in the literature. Reference [4] essentially showed, via some intensive simulations, that when there is no information about the correctness of the assumption of the equality of the covariance matrices, it is better to directly proceed to make inference using some BF testing procedure which is robust against the violation of the assumption, e.g., using the modified Nel and van der Mere's (MNV) test proposed by [5] . Other such testing procedures include those proposed by [1, [6] [7] [8] [9] [10] [11] , among others. Reference [12] compared seven tests and recommended the tests of [8, 9] . However, Reference [5] noted that both [8, 9] 's tests are not affine invariant. Further studies by [5, 10, 11] indicate that the MNV test is comparable to, or better than, other affine invariant tests.
When k > 2, and the covariance matrices are unknown and arbitrary, the problem of testing equality of the mean vectors is more complex, and only approximate solutions are available. Some of these solutions are obtained via generalizing the associated solutions to the univariate BF problem. For example, Reference [6] 's first and second-order tests are extensions of his series solutions to the univariate BF problem. Reference [1] generalized [13] 's univariate approximate degrees of freedom solution to heteroscedastic one-way MANOVA. Both tests are based on an affine-invariant test statistic but used different approaches to approximate its null distribution. Reference [14] proposed a generalized F-test. Reference [15] compared James's first and second-order tests, Johansen's test, and Bartlett-Nanda-Pillai's trace test and concluded that none of them is satisfactory for all sample sizes and parameter configurations. Overall, they recommended the James second-order test followed by the Johansen test. Reference [2] claimed, based on a preliminary study, that the James second-order test is computationally very involved, and is difficult to apply when k = 3 or more, and offered little improvement over the Johansen test. They then proposed a parametric bootstrap (PB) test to the multivariate k-sample BF problem or
where and throughout, p denotes a p-dimensional normal distribution with mean vect  and covariance matrix V, we want to test whether the k mean vectors are equal:
without assuming the equality of the covariance matrices l . The above problem is usually referred to as the multivariate k-sample BF problem or the overall heteroscedastic one-way MANOVA test, which is a special case of the following GLHT problem in heteroscedastic one-way MANOVA:
where
 is a long mean vector obtained via stacking all the population mean vectors of the k samples together into a single column vector,
is a known coefficient matrix with
is a known constant vector. In fact, the GLHT problem (3) reduces to the multivariate k-sample BF problem (2) when we set  0 c and set
, a contrast matrix whose rows sum up to 0, where r and r 1 denote the identity matrix of size
 and a r-dimensional vector of ones, and  is the usual Kronecker product operator.
Remark 1
The contrast matrix C for the null hypothesis in (2) is not unique. For example,
is also a contrast matrix for the null hypothesis in (2) . However, it will be showed that the AHT test proposed in this paper will not depend on the choice of the contrast matrices specifying the same hypothesis.
The GLHT problem (3) is very general. It includes not only the overall heteroscedastic one-way MANOVA test (2) but also various post hoc and contrast tests as special cases since any post hoc and contrast tests can be written in the form of (3 , , ,
This suggests that a Wald-type test statistic can be constructed as
denotes the total sample size of the k samples, it is easy to show that To construct the AHT test based on T, following [5] and [10] , we re-express T as
Notice that the above re-expression theoretically helps the development of the AHT test but in practice we still use (4) to compute the value of T. We have z I
Remark 5 Assume that the sample sizes tend to infinity proportionally. That is, 1 2 , , , . We first show that W is a Wishart mixture, i.e., a linear combination of several independent Wishart random matrices. For this purpose, we decompose C into k blocks of size
with 1 C consisting of the first p columns of C, the second pcolumns of C, and so on.
, , ,
, i.e., the sum of the variances of all the entries of X.
Theorem 1 We have
Theorem 1 is important for the AHT test. It says that W is a Wishart mixture and it gives the mean matrix and the total variation of W.
The AHT Test
were valid with , the random variable T given in (5) 
where the unknown parameters d and are determined via matching the mean matrices and total variations of W and R. That is, we solve the following two equations for d and
The solution is given in Theorem 2 below together with the range of d.
Theorem 2 The solution of (9) is given by
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Moreover, d satisfies the following inequalities: In real data application, the parameter d has to be estimated based on the data. A natural estimator of d is obtained via replacing by their estimators:
Notice that so that the range of d given in (11) is also the range of .
Remark 13 Under the assumption (6), it is standard to show that as
, we have . In addition, . It can be conducted using the usual F-distribution since
Y  means "X X where and throughout, the expression and Y have the same distribution". In other words, the critical value of the AHT test can be specified as   The AHT test can also be conducted via computing the P-value based on the approximate distribution specified in (14).
Minimum Sample Size Determination
  a denote the integer part of a. When
is easy to show that X has up to     2 1 v  finite moments:
In general, T has some finite moments. If its approximate Hotelling
is good, it should also have the same number of finite moments. To assure that has up to r finite moments, by (14) , the minimum sample size must satisfy
which is obtained via using the lower bound of d (and as well) given in (11) . The required minimum sample size may be defined as   1 a  where a is the quantity given in the right-hand side of (15) . It is seen that when p or r is large or when q is small, the required minimum sample size is also large. By Remark 2, we have 
Properties of the AHT Test
In practice, the observed response vectors in (1) are often re-centered or rescaled before any inference is conducted. It is desirable that the inference is invariant under the recentering or rescale transformation. They are two special cases of the following affine transformation of the observed response vectors :
where B is any nonsingular matrix and b is any constant vector. The proposed AHT test is affine-invariant as stated in the theorem below.
Theorem 3 The proposed AHT test is affine-invariant in the sense that both T and are invariant under the affine-transformation (16).
Remark 1 mentions that the contrast matrix C used to write (2) into the form of the GLHT problem (3) is not unique and the AHT test is invariant to various choices of the contrast matrix. This result follows from Theorem 4 below immediately if we notice a result from [21] (Ch. 5, Sec. 4), which states that for any two contrast matrices and C defining the same hypothesis, there is a nonsingular matrix P such that . (17) respectively where P is any nonsingular matrix.
Theorem 4 The AHT test is invariant when the coefficient matrix C and the constant vector c in (3) are replaced with
Finally, we have the following result.
Theorem 5 The AHT test is invariant under different labeling schemes of the mean vectors l
 .
Simulation Studies
In this section, intensive simulations are conducted to compare the AHT test against the test of [1] and the PB test of [2] . All the three tests are affine-invariant. Reference [2] demonstrated that the PB test generally outperforms the test of [1] and the generalized F-test of [14] in terms of size controlling. The generalized F-test are generally very liberal and time consuming. Therefore, we shall not include it for comparison against the AHT test.
Following [2] , for simplicity, we set 
denote the vector consisting of the k sample sizes. For given n and l , we first generated k sample mean vectors  and k sample covariance matrices by ˆ, =1, ,
where the population mean vectors
with 1 μ being the first population mean vector, u a constant unit vector specifying the direction of the population mean differences, and  a tuning parameter controlling the amount of the population mean differences. Without loss of generality, we specified 1 μ as 0 and u as 0 where 0 for any p and
2 -norm of u 0 . We then applied the Johansen, PB, and AHT tests to the generated sample mean vectors and the sample covariance matrices, and recorded their P-values.
The empirical sizes and powers of the Johansen, PB, and AHT tests were computed based on 10000 runs and the number of inner loops for the PB test is 1000. In all the simulations conducted, the significance level was specified as 5% for simplicity.
The empirical sizes (associated with  ) and powers (associated with > 0  ) of the Johansen, PB, and AHT tests for the multivariate k-sample BF problem (2), together with the associated tuning parameters, are presented in Tables 1-3 , in the columns labeled with "Joh", "PB", and "AHT" respectively. As seen from the three tables, three sets of the tuning parameters for population covariance matrices are examined, with the first set specifying the homogeneous cases and seven sets of sample sizes are specified, with the first three sets specifying the balanced sample size cases. To measure the overall performance of a test in terms of maintaining the nominal size  , we define the average relative error as and M is the number of empirical sizes under consideration. The smaller ARE value indicates the better overall performance of the associated test. Usually, when ARE ≤ 10, the test performs very well; when , the test performs reasonably well; and when , the test does not perform well since its empirical sizes are either too liberal or too conservative. Notice that for a good test, the larger the sample sizes, the smaller the ARE values. Notice that for simplicity, in the specification of the covariance and sample size tuning parameters, we often use r to denote "a repeats r times", e.g., (30) 2 = (30, 30) and (2 3 , 4, 1 2 ) = (2, 2, 2, 4, 1, 1) . Tables 1-3 show the empirical sizes and powers of the Johansen, PB, and AHT tests for a bivariate case with , a The Egyptian skull data set was recently analyzed by [2] . It can be downloaded freely at Statlib (http://lib.stat.cmu. edu/DASL/Stories/EgyptianSkullDevelopment.html).
From Table 1 , it is seen that for the two-sample BF problem, the Johansen, PB, and AHT tests performed very similarly with the Johansen test slightly outperforming the other two tests. However, from Tables 2 and 3, it is seen that with k increasing to 3 and 5, the Johansen test performed much worse than the PB and AHT tests. The later two tests were generally comparable for various sample sizes and parameter configurations. Since the PB test is much more computationally intensive, it is less attractive in real data analysis. The AHT test is then a nice alternative, especially when k is moderate or large.
There are five samples of 30 skulls from the early pre-dynastic period (circa 4000 BC), the late pre-dynastic period (circa 3300 BC), the 12-th and 13-th dynasties (circa 1850 BC), the Ptolemaic period (circa 200 BC), and the Roman period (circa AD 150). Four measurements are available on each skull, namely, x = maximum breadth, 2 x = borborygmatic height, 3 x = dentoalveolar length, and 4 x = nasal height (all in mm). To compare the AHT test with the test of [1] and the PB test of [2] in various cases, we applied these three tests to Table 2 . Empirical sizes and powers of the Johansen, PB, and AHT tests for trivariate one-way MANOVA. The number of bootstrap replications in the PB test is 10000 and hence the time spent by the PB test is about 10000 times of that spent by the other two tests. The P-values of the three tests for various cases are presented in Table 4 .
From Table 4 , it is seen that the P-values of the three tests are close to each other with the P-values of the Johansen test slightly smaller in almost all the cases. Reference [2] showed via intensive simulations that the PB test performed well for various parameter configurations. Therefore, we may use the P-values of the PB test as benchmark to compare the AHT test with the Johansen test. It is seen from Table 4 that the P-values of the AHT tests are closer to the P-values of the PB test than those of the Johansen test. In this sense, the AHT test performed similar to the PB test and outperformed the Johansen test. This is in agreement with the conclusions drawn from the simulation results presented in the previous section. 
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