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In the last years, the theorem of Weil on multiplicative character
sums has been very frequently used for getting existence results on
combinatorial designs of various kinds. Case by case, the theorem
has been applied directly and sometimes this required long and
tedious calculations that could be avoided using a result that is a
purely algebraic consequence of it.
Here this result will be used, in particular, for giving a quick proof
of the existence of a (q,k, λ) difference family for any admissible
prime power q >
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2
)2k
/g2k−2 where g = gcd((k2), λ), improving in
this way the original bound q >
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2
)k2−k
given by R.M. Wilson [R.M.
Wilson, Cyclotomic and difference families in elementary abelian
groups, J. Number Theory 4 (1972) 17–47].
More generally, given any simple graph Γ , we prove that there
exists an elementary abelian Γ -decomposition of the complete
graph Kq for any prime power q ≡ 1 (mod 2e) with q > d2e2d
where d and e are the max–min degree and the number of edges
of Γ , respectively. This improves, in some cases enormously,
Wilson’s bound q > ek
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Γ (see [R.M. Wilson, Decompositions of complete graphs into
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applied for getting signiﬁcative existence results on Γ -decomposi-
tions of a complete g-partite graph Kg×q with q a prime power.
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1. Introduction
The theorem of Weil on multiplicative character sums has been recently applied to get results
about many combinatorial designs such as orthogonal Steiner triple systems [26], difference fam-
ilies [3,18,22,24], relative difference families and/or optical orthogonal codes [3,10,14,15,25], whist
tournaments [4,9,31], cyclically resolvable cyclic Steiner 2-designs [28], 1-rotational resolvable Steiner
2-designs [11], authentication perpendicular arrays [17,23], V (m, t) vectors [16,19,20,30], coset differ-
ence arrays [21], generalized Steiner systems [36].
In most cases the theorem of Weil is used for proving that a certain design D(q) exists whenever
one of its parameters q is a prime power belonging to an appropriate congruence class with some
(hopefully none) exceptions. More precisely, the theorem of Weil is needed for proving, theoretically,
that the existence of D(q) is assured for q greater than of a certain value Q 0 and then, in the case
that this bound is not very huge, one tries to produce, concretely, a design D(q) for every q  Q 0
using a computer. We point out, however, that to determine Q 0 applying the theorem of Weil di-
rectly, case by case, usually means a considerable waste of time, namely a quite tedious series of
calculations.
In the same situations, simply invoking the purely algebraic consequence of the theorem of Weil
that we are going to present in the next section, it is possible to indicate a bound Q ′0 that sometimes
could be greater than the respective bound Q 0 alternatively obtainable applying Weil directly; on the
other hand the difference Q ′0− Q 0 is usually quite “small” so that it could be considered more elegant
to perform an additional computer search in the gap between the two bounds rather than to present
an existence proof with many calculations.
Basically, the algebraic consequence of the theorem of Weil guarantees that for any t-tuple
(b1, . . . ,bt) of pairwise distinct elements of a ﬁnite ﬁeld Fq there exists an element x ∈ Fq such
that x − b1, x − b2, . . . , x − bt belong to arbitrarily assigned cyclotomic classes of a certain index e,
provided that q is suﬃciently large. In particular, we will show it is enough to suppose q > t2e2t .
The ﬁrst major application that we obtain using this result is a quick proof of a well-known
theorem by R.M. Wilson [34] according to which the necessary condition for the existence of a
(q,k, λ) difference family in the additive group of a ﬁnite ﬁeld Fq , that is λ(q − 1) ≡ 0 (mod k2 − k),
is asymptotically suﬃcient. In our proof Wilson’s bound q >
(k
2
)k2−k
is considerably improved to
q >
(k
2
)2k
/g2k−2 where g = gcd((k2), λ). On this purpose it should be pointed out that a still better
bound has been given by K. Chen and L. Zhu [24] in the special case of λ = 1. Their proof, however,
is rather involved and the form of their bound is all but simple.
Although we assume a little bit of familiarity with the basic notions of graph theory (we suggest
[33] for a good text on the subject) it is maybe appropriate to give the not very well-known deﬁnition
of max–min degree (also called degeneracy) of a simple graph Γ ; this is the largest minimal degree
among the minimal degrees of all the subgraphs of Γ (see [6]).
Our second major result deals with graph decompositions [7]. Given a graph Γ and a bigger
graph K , a Γ -decomposition of K is a set D of subgraphs of K isomorphic to Γ , whose edges cover,
altogether, all edges of K exactly once. One says that D is sharply vertex transitive if D is invariant
under the action of a group acting sharply transitively on the vertices of K . In particular, one says
that D is elementary abelian when it is sharply vertex transitive under the additive group of a ﬁnite
ﬁeld. In [35] R.M. Wilson proved that if Γ is a simple graph with k vertices and e edges, then there
exists an elementary abelian Γ -decomposition of Kq for any prime power q ≡ 1 (mod 2e) such that
q > ek
2−k . Here this bound is improved to d2e2d in the general case that Γ has max–min degree d > 1,
and to 1+ e(e + n − 2) when Γ is a forest with n trees. The case in which Γ is the complete graph
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2-(q,k,1) design which, equivalently, can be viewed as a sharply vertex transitive Kk-decomposition of
Kq . Usually our bound, though better than Wilson’s one, is important theoretically but not practically
in view of its hugeness. On the other hand this bound could become very signiﬁcative, i.e., practical,
when d is “small.” As an example, let Γ be the graph consisting of a triangle and a square connected
by a bridge. It has eight edges and max–min degree 2. Then, for the existence of an elementary
abelian Γ -decomposition of Kq with q ≡ 1 (mod 16) we only require q > 214 whereas Wilson requires
q > 2126.
The third major result uses the concept of a (G,Γ,μ) strong difference family (see [8] and [12]). This
can be viewed as a labeling Σ of the vertices of a graph tΓ (the disjoint union of t copies of a graph
Γ ) with the elements of a group G with the property that every element x ∈ G can be represented
in exactly μ distinct ways in the form x = Σ(u) − Σ(v) with u and v adjacent vertices of tΓ . In
the last section we prove that whenever such a strong difference family exists, then there exists a
Γ -decomposition of K |G|×q (the complete |G|-partite graph with parts of size q) that is sharply vertex
transitive under G ⊕ Fq for any prime power q ≡ μ + 1 (mod 2μ) such that q > d2μ2d where d is
the max–min degree of Γ provided that the maximum degree Δ of the complement of Γ does not
exceed 2μd−1.
We ﬁnally point out that the three major results illustrated above are based on the asymptotic
existence of a consistent graph labeling, a concept that we introduce in the third section and that natu-
rally generalizes the concept of a consistent k-choice given by R.M. Wilson [34]. Indeed it is strange that
consistent k-choices have not always received the appropriate amount of interest. For instance, we will
show that they allow us to see, without any calculation, that there exists an APAV(q,k) (authentication
perpendicular array vector of parameters q and k) for every prime power q > (k − 1)22(2k−2)n where
2n is the largest power of 2 in q − 1 and a divisor of k − 1. For the cases of n = 1 or 2 much better
bounds have been found in [17] and [23] but, as far as the authors are aware, nobody considered the
case n > 2 before.
2. A purely algebraic consequence of the theorem of Weil on multiplicative character sums
As usual, we denote by Fq the ﬁnite ﬁeld of order q and by F∗q its multiplicative group. If q ≡ 1
(mod e), then Ce will denote the group of nonzero eth powers of Fq and once a primitive root ρ
of Fq has been ﬁxed, we set Cei := ρ iCe . We refer to the cosets Ce0, Ce1, . . . , Cee−1 of Ce in F∗q as the
cyclotomic classes of index e.
We recall that a multiplicative character of Fq is a map χ from Fq to the complex ﬁeld C such that
χ(0) = 0, χ(1) = 1 and χ(xy) = χ(x)χ(y) for any x, y ∈ Fq . Here is the statement of the theorem of
Weil on multiplicative characters sums (see [29, Theorem 5.41]):
Theorem 2.1. Let χ be a multiplicative character of order m > 1 of Fq and let f ∈ Fq[x] be a polynomial that
is not of the form kgm for some pair (k, g) ∈ Fq × Fq[x]. Then, we have:
∣∣∣∣∑
x∈Fq
χ
[
f (x)
]∣∣∣∣ (d − 1)√q
where d is the number of distinct roots of f in its splitting ﬁeld over Fq.
Throughout the paper, given arbitrary integers e  2, t  1 and n 0, we denote by Q (e, t,n) the
number deﬁned by
Q (e, t,n) = 1
4
(
U +
√
U2 + 4et−1(t + en) )2 where U = t∑
h=1
(
t
h
)
(e − 1)h(h − 1).
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Q (e, t,n) < Q (e, t′,n) for t < t′ and Q (e, t,n) < Q (e, t,n′) for n < n′. (1)
Now note that the Taylor expansion of et around e = 1 is et =∑th=0 (th)(e − 1)h so that, obviously,
U < (t − 1)et . This easily implies that we have:
Q
(
e, t,2et−1
)
< t2e2t for every t  2. (2)
In the case of n = 0 we write Q (e, t) instead of Q (e, t,0) and we observe that U2 is smaller than
Q (e, t) but very closed to it.
As an important consequence of Theorem 2.1 we get the following result that the ﬁrst author
already proved for the special case of t = 3 (see Theorem 3.1 in [10]) and that he only stated for the
general case (see Theorem 4.5 in [3]).
Theorem 2.2. Let q ≡ 1 (mod e) be a prime power, let B = {b1, . . . ,bt} be an arbitrary t-subset of Fq, and let
(β1, . . . , βt) be an arbitrary element of Zte . Set X = {x ∈ Fq: x− bi ∈ Ceβi for i = 1, . . . , t}. Then we have:
|X | q − U
√
q − et−1t
et
and hence |X | > n as soon as q > Q (e, t,n).
Thus, in particular, X is not empty for q > Q (e, t).
Proof. Fix a primitive element ρ of Fq , ﬁx a primitive complex eth root of unity ε, and let χ be the
multiplicative character of Fq of order e deﬁned by
χ(x) = ε j for x ∈ Cej , j = 0,1, . . . , e − 1; χ(0) = 0.
For every i = 1, . . . , t , let f i ∈ Fq[x] deﬁned by f i = ρe−βi (x− bi). Obviously, to say that x− bi ∈ Ceβi is
equivalent to saying that f i(x) ∈ Ce so that we have:
X = {x ∈ Fq: f i(x) ∈ Ce for 1 i  t}.
For every x ∈ Fq and every i = 1, . . . , t , set
f i(x) =
e−1∑
h=0
χ
[
f hi (x)
]= 1+ χ[ f i(x)]+ χ[ f 2i (x)]+ · · · + χ[ f e−1i (x)]
and consider the sum
S =
∑
x∈Fq
t∏
i=1
f i(x).
Note that we have 1 + χ(y) + χ(y2) + · · · + χ(ye−1) = e or 0 or 1 according to whether y ∈ Ce
or y ∈ F∗q − Ce or y = 0, respectively. It easily follows that the contribution to S of a given element
x ∈ Fq , namely the product ∏ti=1 f i(x), is given by:
336 M. Buratti, A. Pasotti / Finite Fields and Their Applications 15 (2009) 332–344• et in the case that f i(x) ∈ Ce for every i, that is the case that x ∈ X ;
• et−1 if f i(x) ∈ Ce for every i with the exception of exactly one value, say j, for which we have
f j(x) = 0. This is equivalent to saying that x is an element of the subset B ′ of B deﬁned by
B ′ = {bi ∈ B: bi − bh ∈ Ceβhbut h = i for 1 h t};
• 0 in every other case.
Thus we have:
|S| = et |X | + et−1|B ′| et |X | + et−1t.
Now, let us identify the set {0,1, . . . , e − 1}t with Zte and for every α = (α1,α2, . . . ,αt) ∈ Zte let gα
be the polynomial of Fq[x] deﬁned by gα = f α11 f α22 · · · f αtt . It is clear that expanding S we get
S =
∑
α∈Zte
∑
x∈Fq
χ
[
gα(x)
]
.
If 0 is the all-zero t-tuple of Zte we have g0 = 1 and hence χ [g0(x)] = 1 for every x so that∑
x∈Fq χ [g0(x)] = q. Hence we can write:
S − q =
∑
α∈Zte−{0}
∑
x∈Fq
χ
[
gα(x)
]
.
Now, for every α ∈ Zte − {0}, let w(α) be the weight of α, namely the number of nonzero coordinates
of α. It is clear that each gα has exactly w(α) distinct roots in its splitting ﬁeld over Fq; they are in
fact the bi ’s for which αi = 0. It follows, by Theorem 2.1, that we have
∣∣∣∣∑
x∈Fq
χ
[
gα(x)
]∣∣∣∣ (w(α) − 1)√q ∀α ∈ Zte − {0}.
Then we have:
q − |S| |S − q|
∑
α∈Zte−{0}
∣∣∣∣∑
x∈Fq
χ
[
gα(x)
]∣∣∣∣ ∑
α∈Zte−{0}
(
w(α) − 1)√q
which gives
|S| q −
∑
α∈Zte−{0}
(
w(α) − 1)√q.
So, considering that for every ﬁxed h ∈ {1,2, . . . , t} the number of elements of Zte − {0} such that
w(α) = h is (th)(e − 1)h , we have:
et |X | + et−1t  |S| q −
(
t∑
h=1
(
t
h
)
(e − 1)h(h − 1)
)
√
q = q − U√q.
The assertion immediately follows. 
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difference families (see [2]) about which we will speak more extensively in the fourth section.
Application 1. Given a prime power q ≡ 1 (mod 30), R.M. Wilson observed (see [34]) that the exis-
tence of a (q,6,1) difference family in Fq is assured if, denoted by ξ a primitive cubic root of unity
in Fq , we ﬁnd an element x ∈ Fq such that {ξ − 1, x(ξ − 1), x− 1, x− ξ, x− ξ2} is a complete system
of representatives for the cosets of C5 in Fq . In [24], using the theorem of Weil on multiplicative
character sums directly, and by computer search, K. Chen and L. Zhu proved that such an element
x always exists. Alternatively, it is possible to prove its existence simply invoking Theorem 2.2 plus,
again, computer search.
If C5i is the cyclotomic class of index 5 containing ξ −1, the above request on x is certainly satisﬁed
if, for instance, we have:
x ∈ C51; x− 1 ∈ C5i+2; x− ξ ∈ C5i+3; x− ξ2 ∈ C5i+4.
Applying Theorem 2.2 with e = 5, t = 4, B = {0,1, ξ, ξ2} and (β1, β2, β3, β4) = (1, i+2, i+3, i+4) we
see that the existence of an element x satisfying the above conditions is guaranteed for q > Q (5,4) =
1,894,374. The existence of such an element x for the values of q smaller than Q (5,4) can be easily
checked by computer search.
It should be pointed out, however, that by means of a more reﬁned argument Chen and Zhu were
able to limit their computer search to prime powers q not exceeding 360,191.
The second application deals with Z-cyclic triplewhist tournaments (see [1]). Using Theorem 2.2 we
get the existence of a Z-cyclic triplewhist tournament of order p (brieﬂy, TWh(p)) for any prime p ≡ 1
(mod 8) with p > Q (4,5) = 7,938,048. This bound is just a little bit worst than the bound 7,209,233
already obtained by the ﬁrst author in [9] where the theorem of Weil had been applied directly. In
spite of this, the construction is instructive since it shows how Theorem 2.2 can be applied iteratively.
Application 2. Given a prime p ≡ 1 (mod 8), it is proved in [9] that the existence of a Z-cyclic TWh(p)
is guaranteed by the existence of an ordered 8-tuple (a,b, c,d, e, f , g,h) of elements of Z∗p which is
a permutation of (α,−α,β,−β,γ ,−γ , δ,−δ) for suitable elements α, β , γ , δ such that each of the
sets {α,β,γ , δ}, {a − b, c − d, e − f , g − h}, {a − c,b − d, e − g, f − h}, {a − d,b − c, e − h, f − g} is a
complete system of representatives for the cosets of C4 in Z∗p .
If C4i is the cyclotomic class of index 4 containing 2, then one can easily check that an 8-tuple
of the form (a,b, c,d, e, f , g,h) = (α,−α,β,γ ,−β, δ,−δ,−γ ) satisﬁes the above requirements if, for
instance, α, β , γ , δ are elements of Zp such that:
α ∈ C44−i;
β ∈ C41−i; β − α ∈ C40; β + α ∈ C42;
γ ∈ C42−i; γ − α ∈ C40; γ + α ∈ C41; γ − β ∈ C41;
δ ∈ C43−i; δ − β ∈ C42; δ + β ∈ C42; δ − γ ∈ C43; δ + γ ∈ C43 .
(3)
By iterated application of Theorem 2.2 now we show that an 8-tuple as above certainly exists if
p > Q (4,5). Assume in fact that this inequality holds and ﬁx α ∈ C44−i arbitrarily.
Then, applying Theorem 2.2 with e = 4, t = 3, B = {0,α,−α} and (β1, β2, β3) = (1 − i,0,2), we
see that the set X1 of elements x ∈ Zp such that x ∈ C41−i , x − α ∈ C40 and x + α ∈ C42 is not empty
since the hypothesis p > Q (4,5) implies p > Q (4,3). Fix, at pleasure, an element β ∈ X1.
Now, applying Theorem 2.2 with e = 4, t = 4, B = {0,α,−α,β} and (β1, β2, β3, β4) = (2− i,0,1,1),
we see that the set X2 of elements x ∈ Zp such that x ∈ C42−i , x − α ∈ C40 , x + α ∈ C41 and x − β ∈ C41
is not empty since p > Q (4,5) implies p > Q (4,4). Fix, at pleasure, an element γ ∈ X2.
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(3− i,2,2,3,3), we see that the set X3 of elements x ∈ Zp such that x ∈ C43−i , x− β ∈ C42 , x+ β ∈ C42 ,
x − γ ∈ C43 and x + γ ∈ C43 is not empty in view of the hypothesis p > Q (4,5). Fix, at pleasure, an
element δ ∈ X3.
It is then clear that the quadruple (α,β,γ , δ) satisﬁes all conditions (3) and hence there exists a
Z-cyclic TWh(p) for any prime p ≡ 1 (mod 8) with p > Q (4,5).
The third application concerns cyclotomic numbers. We recall that given a prime power q ≡ 1
(mod e) and an ordered pair (i, j) ∈ {0,1, . . . , e− 1}× {0,1, . . . , e− 1}, the cyclotomic number (i, j)e of
Fq is deﬁned to be the number of elements x ∈ Cei such that x+ 1 ∈ Cej .
Application 3. Given a prime power q ≡ 1 (mod e) and applying Theorem 2.2 with t = 2, B = {0,−1},
and (β1, β2) = (i, j), we ﬁnd that the size of the set X = {x ∈ Fq: x ∈ Cei and x + 1 ∈ Cej } is at least
equal to q−U
√
q−2e
e2
where U =∑2h=1 (2h)(e − 1)h(h − 1) = (e − 1)2. On the other hand, by deﬁnition,
the size of X is nothing but the cyclotomic number (i, j)e . Thus we can say that every cyclotomic
number (i, j)e of Fq is at least equal to
q−(e−1)2√q−2e
e2
and hence, in particular, that all cyclotomic
numbers (i, j)e are positive as soon as q > (e − 1)4 + 4e − 1.
We point out that a slightly better lower bound on the cyclotomic number (i, j)e has been given
in [27] by S.A. Katre. Using Jacobi sums, he proves in fact that (i, j)e  q−(e−1)(e−2)
√
q−(3e−1)
e2
.
3. Consistent graph-labelings
Given a prime power q ≡ 1 (mod e), R.M. Wilson [34] deﬁnes a k-choice for e to be any map
ψ from the set of all ordered pairs (i, j) with 1  i < j  k to the quotient group F∗q/Ce 
 Ze . He
says that such a k-choice is consistent if there exists a k-subset B = {b1, . . . ,bk} of Fq such that
bi − b j ∈ Ceψ((i, j)) holds for 1 i < j  k. Then he proves the following fundamental result according
to which every k-choice is consistent provided that q is suﬃciently large.
Theorem 3.1. If q ≡ 1 (mod e) and q > ek2−k, then every k-choice for e is consistent.
In this section we give a consequence of Theorem 2.2 which, in particular, will allow us to prove
very quickly the above result whose original proof is rather involved (see also [5, p. 501]). In addition,
Wilson’s bound q > ek
2−k will be considerably improved to q > (k − 1)2e2k−2.
From now on we also deal with graphs and digraphs. Speaking of a graph or digraph Γ it will be
always understood it is simple and without isolated vertices. An edge with endpoints u and v will be
denoted by [u, v] and an arc from u to v will be simply denoted by uv .
Given a digraph Γ and two additive groups G and H , we call G-vertex-labeling of Γ any map φ
from the vertex-set V (Γ ) to G and we call H-arc-labeling of Γ any map ψ from the arc-set A(Γ )
to H . Also, speaking of a (G, H)-graph-labeling of Γ we mean a pair (φ,ψ) whose elements are a
G-vertex-labeling and an H-arc-labeling of Γ .
We propose the following generalization of the concept of a consistent k-choice.
Deﬁnition 3.2. Let e be a positive integer, let q be a prime power, and let (φ,ψ) be a (Fq,Ze)-graph-
labeling of a digraph Γ . We say that (φ,ψ) is consistent if the following conditions are satisﬁed:
• φ is injective;
• q ≡ 1 (mod e);
• φ(u) − φ(v) ∈ Ceψ(uv) ∀uv ∈ A(Γ ).
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(φ,ψ) of Γ for every prime power q ≡ 1 (mod e) such that q > Q (e,d,Δ) where d is the max–min degree of
Γ and Δ is the maximum degree of its complement.
Proof. We prove the theorem by induction on the order of Γ . The assertion is obviously true when
Γ has order 2. Assume it is also true for all digraphs of order smaller than the order of Γ and let
q ≡ 1 (mod e) be a prime power with q > Q (e,d,Δ).
Let Γ ′ = Γ − u where u is a vertex of Γ of minimum degree t and let ψ ′ be the restriction of
ψ to A(Γ ′). By deﬁnition of d, the max–min degree d′ of Γ ′ does not exceed d. Also, the maximum
degree Δ′ of the complement of Γ ′ does not exceed Δ. Thus we have q > Q (e,d,Δ)  Q (e,d′,Δ′)
and hence, by induction, there exists a consistent (Fq,Ze)-graph-labeling of Γ ′ of the form (φ′,ψ ′).
Now, let {v1, . . . , vt} be the set of neighbours of u in Γ and consider the t-subset B = {b1, . . . ,bt}
of Fq deﬁned by bi = φ′(vi) for i = 1, . . . , t . Let Ce be the cyclotomic class of index e containing −1
(so that we have 2 ≡ 0 (mod e)) and consider the t-tuple (β1, . . . , βt) ∈ Zte deﬁned by βi = ψ(uvi) or
 + ψ(viu) according to whether uvi or viu belongs to A(Γ ), respectively. We obviously have t  d
so that q > Q (e,d,Δ)  Q (e, t,Δ). Thus, by Theorem 2.2, the set X of ﬁeld elements x such that
x− bi ∈ Ceβi for 1 i  t has size at least equal to Δ + 1.
Note that Δ is not inferior to the number of vertices of V (Γ ) − {u, v1, . . . , vt} that is the degree
of u in the complement of Γ . Thus there is a suitable x∗ ∈ X for which x∗ = φ′(v) for every v ∈
V (Γ ) − {u, v1, . . . , vt}. Let φ be the Fq-vertex-labeling of Γ deﬁned by
φ(u) = x∗ and φ(v) = φ′(v) ∀v ∈ V (Γ ) − {u}.
Let us check that (φ,ψ) is a consistent (Fq,Ze)-graph-labeling of Γ :
φ is injective since φ′ is such and we have φ(u) = x∗ = φ(v) for every v = u.
For any arc vw ∈ A(Γ ) with v = u = w we have: φ(v) − φ(w) = φ′(v) − φ′(w) ∈ Ceψ(vw) since
(φ′,ψ ′) is consistent.
If uvi ∈ A(Γ ), we have φ(u) − φ(vi) = x∗ − bi ∈ Ceβi = Ceψ(uvi) .
Finally, if viu ∈ A(Γ ), we have:
φ(vi) − φ(u) = (−1)
(
x∗ − bi
) ∈ Ce · Ceβi = Ce+βi = Ceψ(viu).
The assertion follows. 
Let us apply the previous theorem to the digraph Γ obtainable from the complete graph on the
set {1, . . . ,k} by orienting an edge [i, j] from i to j if and only if i < j. Then we get the announced
improvement of Wilson’s bound about consistent k-choices.
Theorem 3.4. If q ≡ 1 (mod e) and q > (k − 1)2e2k−2 , then every k-choice for e is consistent.
It is surprising that k-choices, in the usual sense by R.M. Wilson, have not always received the
attention of some authors as conﬁrmed, for instance, by the following consideration. An authentication
perpendicular array vector of parameters q and k, or APAV(q,k) for short, is a k-tuple (b1, . . . ,bk) of
elements of a ﬁnite ﬁeld Fq with q = 2n(2t + 1) + 1 and k = 2nu + 1 such that each of the lists
Li = {bi − b j | 1  j  k but j = i} (i = 1, . . . ,k) has exactly u elements in each cyclotomic class of
index 2n .
Consider the k-choice ψ for e = 2n deﬁned by ψ((i, j)) = Cei− j for 1 i < j  k. We observe that
if ψ is consistent, then the required APAV(q,k) certainly exists. Hence, applying Theorem 3.4, we can
claim that for q > (k − 1)22n(2k−2) an APAV(q,k) exists.
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(see [17]) but, as commented in the introduction, we are not aware of any result concerning APAV(q,k)
with the largest power of 2 in q − 1 greater than 4.
4. Applications to difference families
Let G be an additive group of order v and let Γ be a graph.
Given a collection F of G-vertex-labelings of Γ , we call list of differences from F the multiset ΔF
deﬁned by
ΔF = ±{ f (u) − f (v) ∣∣ f ∈F; [u, v] ∈ E(Γ )}.
As done in [13], we say that F is a (G,Γ,λ) difference family (or (v,Γ,λ) difference family in G) if
every f ∈F is injective and we have ΔF = λ(G − {0}).1
In the special case that Γ = Kk we essentially ﬁnd the well-known concept of a (v,k, λ) difference
family in G usually deﬁned as a collection of k-subsets of G , called base blocks, such that every nonzero
element of G can be represented as a difference of two elements belonging to the same base block in
exactly λ ways (see [2] or [5]). The above concept is important since every (v,Γ,λ) difference family
in G gives rise to a Γ -decomposition of λKv (the λ-fold complete graph of order v) admitting G as a
sharply vertex transitive automorphism group (see [32]).
It is obvious that a necessary condition for the existence of a (v,Γ,λ) difference family is that
λ(v − 1) ≡ 0 (mod 2|E(Γ )|). Any value of v satisfying this congruence will be said admissible.
Theorem 4.1. Let Γ be a graph with e edges, let λ be a positive integer, and let g = gcd(e, λ). Then there exists
a (Fq,Γ,λ) difference family for every admissible prime power q > Q (e/g,d,Δ) where d is the max–min
degree of Γ and Δ is the maximum degree of its complement.
Proof. Here, admissible prime power means that λ(q − 1) ≡ 0 (mod 2e) and hence, equivalently, that
q ≡ 1 (mod 2e/g′) where g′ = gcd(2e, λ). Of course we have g′ = g or 2g according to whether λ/g
is odd or even, respectively.
Take a digraph Γ ′ obtainable from Γ by orienting its edges arbitrarily and take a Ze/g-arc-labeling
ψ of Γ ′ such that the counterimage ψ−1(x) has size g for every x ∈ Ze/g .
Then, given a prime power q ≡ 1 (mod 2e/g′) with q > Q (e/g,d,Δ), we can take a consistent
(Fq,Ze/g)-graph-labeling of Γ ′ of the form (φ,ψ) (existent by Theorem 3.3).
Observe that by Deﬁnition 3.2 we have Δφ = {1,−1} · L where L is a list of e elements of Fq
evenly distributed among the cyclotomic classes of index e/g , namely having exactly g elements in
Ce/gi for 0 i  e/g − 1. So we have:
L = L1 ∪ L2 ∪ · · · ∪ Lg
where each Li is a complete system of representatives for the cosets of Ce/g in F∗q so that we have
Li · Ce/g = F∗q for each i and hence, consequently, L · Ce/g = gF∗q .
First case. g′ = g .
In this case 2e/g′ = 2e/g is even so that q is odd and −1 ∈ Ce/g . Take a complete system S of
representatives for the cosets of {1,−1} in Ce/g , so that we have {1,−1} · S = Ce/g . For each s ∈ S
let φs be the Fq-vertex-labeling of Γ deﬁned by φs(v) = s · φ(v) for every v ∈ V (Γ ). We obviously
have Δφs = s · Δφ and hence the list of differences of the collection F = {φs | s ∈ S} is given by
ΔF = S · {1,−1} · L = Ce/g · L = gF∗q .
1 Given any set S , we agree to denote by λ S the multiset that is union of λ copies of S .
M. Buratti, A. Pasotti / Finite Fields and Their Applications 15 (2009) 332–344 341Second case. g′ = 2g .
Here, taking S = Ce/g and deﬁning φs and F as in the ﬁrst case, we get ΔF = S · {1,−1} · L =
{1,−1} · gF∗q = 2gF∗q .
So, in any case, we have got ΔF = g′F∗q , namely F is an (Fq,Γ, g′) difference family. It is then
clear that the union of λ/g′ copies of F is a (Fq,Γ,λ) difference family. 
Let us apply the above theorem in the special case that Γ = Kk case in which we have e =
(k
2
)
,
d = k − 1 and Δ = 0. Taking into account of (2) we have Q (e/g,d) < d2(e/g)2d and hence we can
state:
Corollary 4.2. There exists an elementary abelian (q,k, λ) difference family for any admissible prime power
q > 1
g2k−2
(k
2
)2k
where g = gcd((k2), λ).
In the following we apply Theorem 4.1 with λ = 1. Let us see, ﬁrst, what happens when d = 1 or,
equivalently, when Γ is a forest.
Corollary 4.3. If Γ is a forest with e edges and n trees, then there exists an elementary abelian Γ -
decomposition of Kq for any prime power q ≡ 1 (mod 2e) with q > e(e + n− 2) + 1.
Proof. By the well-known properties of a forest, that is a graph with no subcycles, one can very
easily see that Γ has max–min degree d = 1 and that the maximum degree Δ of its complement
is equal to e + n − 2. The assertion then follows from Theorem 4.1 simply checking that we have
Q (e,1, e + n − 2) = e(e + n − 2) + 1. 
Now assume that Γ is a graph with e edges, max–min degree d  2 and maximum degree of
its complement equal to Δ. Considering that Δ < 2e (we have at most Δ = 2e − 2 when each con-
nected component of Γ is a single edge), then, by (1) and (2), we have Q (e,d,Δ) < Q (e,d,2e) 
Q (e,d,2ed−1) < d2e2d . Thus, by Theorem 4.1, we can state:
Theorem 4.4. Given a graph Γ with e edges and max–min degree d  2, there exists an elementary abelian
Γ -decomposition of Kq for any prime power q ≡ 1 (mod 2e) with q > d2e2d.
5. Applications to relative difference families
Let H be a subgroup of order h of an additive group G of order gh and let Γ be a graph.
A (G, H,Γ,λ) difference family (or (gh,h,Γ,λ) difference family in G and relative to H) is a collection
F of injective G-vertex-labelings of Γ such that ΔF = λ(G − H). This concept generalizes that of a
difference family deﬁned in the previous section since it is clear that a (G, {0},Γ,λ) difference family
is nothing but a (G,Γ,λ) difference family.
The importance of relative difference families is justiﬁed by the fact that every (gh,h,Γ,λ) differ-
ence family in G and relative to H gives rise to a Γ -decomposition of λKg×h admitting G as a sharply
vertex transitive automorphism group (see [12] or [32]).
In a recent paper [12] it has been shown how strong difference families are a very useful tool for
constructing relative difference families.
Given an additive group G , a graph Γ , and a positive integer μ, a (G,Γ,μ) strong difference
family is a collection Σ of G-vertex-labelings of Γ whose list of differences gives every element of G
(zero included!) exactly μ times. It is the case to recall, although it is trivial, that the parameter μ is
necessarily even.
Theorem 5.1. If there exists a (G,Γ,μ) strong difference family, then there exists a (G ⊕ Fq,G ⊕ {0},Γ,1)
difference family for any prime power q ≡ μ + 1 (mod 2μ) greater than Q (μ,d,Δ) with the usual meaning
of d and Δ.
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to t disjoint copies of Γ and deﬁned by the rules
V (tΓ ) = V (Γ ) × {1,2, . . . , t};
[ui, v j] ∈ E(tΓ ) ⇐⇒ i = j and [u, v] ∈ E(Γ ).
In the above rule and throughout this proof we agree to denote every pair (u, i) ∈ V (tΓ ) simply by ui .
Let G1 = {g ∈ G | 2g = 0} so that the elements of G1 are zero and all possible involutions of G . Of
course we can write G − G1 = S ∪ (−S) for a suitable subset S of G of size |G − G1|/2. Consider the
digraph
−→
tΓ admitting tΓ as underlying graph and obtainable by orienting every edge [ui, vi] of tΓ
as follows:
• arbitrarily if σi(u) − σi(v) ∈ G1;
• from ui to vi if σi(u) − σi(v) ∈ S;
• from vi to ui if σi(u) − σi(v) ∈ −S .
Let A(
−→
tΓ ) be the set of arcs of
−→
tΓ and for every g ∈ G set
Ag =
{
ui vi ∈ A(−→tΓ ): σi(u) − σi(v) = g
}
.
It is clear that {Ag | g ∈ G1 ∪ S} is a partition of A(−→tΓ ). Also, by the deﬁnition of a (G,Γ,μ) strong
difference family we have:
|Ag | =
{
μ if g ∈ S ,
μ
2 if g ∈ G1.
Thus we can take a Zμ-arc-labeling ψ of
−→
tΓ for which we have
ψ(As) = {0,1,2, . . . ,μ − 1} ∀s ∈ S, (4)
ψ(Ag) = {0,1,2, . . . ,μ/2− 1} ∀g ∈ G1. (5)
Let
−→
Γi be the induced subdigraph of
−→
tΓ on V (Γ ) × {i} and let ψi be the restriction of ψ to −→Γi .
By Theorem 3.3 there exists a consistent (Fq,Zμ)-graph-labeling (φi,ψi) of
−→
Γi so that we have
φi(ui) − φi(vi) ∈ Cμψi(ui vi) ∀ui vi ∈ A(
−→
tΓ ). (6)
For i = 1, . . . , t , let f i : V (Γ ) → G ⊕ Fq deﬁned by
f i(u) =
(
σi(u),φi(ui)
) ∀u ∈ V (Γ ).
We have:
t⋃
i=1
Δ f i =
⋃
g∈G
{g} × Lg
where Lg is the list of all possible differences φi(ui) − φi(vi) with u and v adjacent vertices of Γ
such that σi(u) − σi(v) = g . Note that we have
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Ls =
{
φi(ui) − φi(vi)
∣∣ ui vi ∈ As} ∀s ∈ S, (8)
Lg = {1,−1} ·
{
φi(ui) − φi(vi)
∣∣ ui vi ∈ Ag} ∀g ∈ G1. (9)
Equality (8) together with (4) and (6) allows us to see that the list Ls has exactly one element in
each coset of Cμ for every s ∈ S . We deduce, by (7), that L−s has the same property.
Now note that the hypothesis q ≡ μ + 1 (mod 2μ) implies that −1 ∈ Cμμ/2 so that equality (9)
together with (5) and (6) allows us to see that Lg has exactly one element in each coset of Cμ also
in the case of g ∈ G1.
We can conclude that each Lg is a complete system of representatives for the cosets of Cμ in F∗q
so that we have Cμ · Lg = F∗q for every g ∈ G .
Now, for every pair (i, x) ∈ {1, . . . , t} × Cμ , let f i,x : V (Γ ) → G ⊕ Fq deﬁned by
f i,x(u) =
(
σi(u), x · φi(ui)
) ∀u ∈ V (Γ ).
Consider the collection F = { f i,x | 1 i  t; x ∈ Cμ}. Note, ﬁrst, that we have
Δ
({ f1,x, f2,x, . . . , ft,x})= ⋃
g∈G
{g} × (x · Lg).
Thus we have:
ΔF =
⋃
x∈Cμ
Δ
({ f1,x, f2,x, . . . , ft,x})= ⋃
g∈G
{g} × (Cμ · Lg)
=
⋃
g∈G
{g} × F∗q = (G × Fq) −
(
G × {0})
so that F is a (G ⊕ Fq,G ⊕ {0},Γ,1) difference family. The assertion follows. 
Example. Let σ1, σ2, σ3 be the Z9-vertex-labelings of K4 deﬁned by
σ1 = (0,0,4,3), σ2 = (0,1,2,3), σ3 = (0,0,4,7).
In the above notation we agree to denote each labeling σi with the quadruple of values that it as-
sumes on the vertices of K4. It is straightforward to check that Σ = {σ1, σ2, σ3} is a (Z9, K4,4)
strong difference family. Hence, applying Theorem 5.1, we can claim that there exists a (Z9 ⊕Fq,Z9 ⊕
{0},4,1) difference family for any prime power q ≡ 5 (mod 8) such that q > Q (4,3) = 6,656.
Observe that Theorem 5.1 together with inequality (2) allows us to state:
Corollary 5.2. Let Γ be a graph with max–min degree d and let Δ be the maximum degree of its complement.
If there exists a (G,Γ,μ) strong difference family with Δ < 2μd−1 , then there exists a Γ -decomposition of
K |G|×q that is sharply vertex transitive under G ⊕ Fq for any prime power q ≡ μ + 1 (mod 2μ) such that
q > d2μ2d.
In particular, considering that a Kk-decomposition of K |G|×q is equivalent to a (k,1) group divisible
design of type |G|q , we have:
344 M. Buratti, A. Pasotti / Finite Fields and Their Applications 15 (2009) 332–344Corollary 5.3. If there exists a (G, Kk,μ) strong difference family, then there exists a (k,1) group divisible
design of type |G|q that is sharply point transitive under G ⊕ Fq for any prime power q ≡ μ + 1 (mod 2μ)
such that q > (k − 1)2μ2k−2 .
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