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Abstract
Inspired by the concept of hyperconvexity and its relation to curvature,
we translate geometric properties of a metric space encoded by curvature
inequalities into the persistent homology induced by the Cˇech filtration
of that space.
1 Introduction
The fundamental concept of sectional curvature was introduced by Riemann [27]
for spaces that in his honor are called Riemannian manifolds. The model space
is Euclidean space which has vanishing curvature, and for a general Rieman-
nian manifold, its sectional curvature measures its local deviation from being
Euclidean. Spheres have positive curvature, whereas hyperbolic spaces have neg-
ative curvature. For more general metric spaces, one can only define curvature
inequalities. These reduce to those holding for sectional curvatures in the case
of Riemannian manifolds, and they encode important local and global proper-
ties of the space in question. In particular, we have the concepts of Alexandrov
[3] and Busemann [10]; see also [6, 19] for systematic treatments. Gromov [15]
developed a general theory of hyperbolic spaces, that is, spaces whose curvature
is negative. Abstract versions of curvature inequalities involve relations between
the distances in certain configurations of 4 points, see for instance [1, 7, 5].
Another important theory, developed by Isbell [17] and Dress [12] and others,
e.g. [13, 22], associates to each metric space a hyperconvex space containing it;
the notion of hyperconvexity had been introduced in [4].
The concepts of metric curvature inequalities as cited above would naturally as-
sociate the curvature −∞ to such hyperconvex spaces. That is, they represent
extreme cases for curvature. In [18], we have therefore introduced an approach
to metric curvature for which hyperconvex spaces, instead of Euclidean ones,
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constitute the natural model spaces. We also pointed to a link with the topo-
logical concept of persistent homology [11].
In the present paper, we shall introduce a systematic construction that trans-
lates the geometric properties of a metric space (X, d) encoded by curvature
inequalities into the homology of a simplicial complex Xˇ associated to that
space. That is, we systematically translate local (and global) geometry into
topology. Among other things, this also makes the link with persistent homol-
ogy alluded to above more transparent.
The relation between hyperconvexity and persistent homology is also explored
in [24], where the persistent homology of the Vietoris-Rips simplicial filtration
is studied using the persistent homology corresponding to the Cˇech complex of a
specific covering of r- neighbourhoods (r > 0) of the metric space in its injective
envelope.
Some notation: Let (X, d) be a metric space. We denote by
B(x, r) := {y ∈ X : d(x, y) ≤ r} (1)
the closed ball with center x ∈ X and radius r ≥ 0.
2 Nerve of a cover and Cˇech homology
We first recall the notion of a simplicial complex.
Definition 2.1. A simplicial complex Σ consists of a vertex set I whose mem-
bers can span simplices that satisfy the following condition. Whenever I ′ ⊂ I
spans a simplex, then also every I ′′ ⊂ I ′ spans a simplex.
Equivalently, a simplicial complex Σ with vertex set I is a collection of subsets
of I with the condition that whenever I ′ ∈ Σ, then also I ′′ ∈ Σ for every I ′′ ⊂ I ′.
A simplex with (p + 1) vertices is called a p-simplex. When S is a simplex in
the simplicial complex Σ with vertex set I ′, then for i ∈ I ′, the simplex spanned
by I \ {i} is called a facet of Σ.
Thus, a facet of a p-simplex is a (p − 1)-simplex. We next recall how to
construct a simplicial complex from a cover of a topological space.
Definition 2.2. Let U = {Uα}α∈I be a cover of the topological space X . The
nerve N (U) of U is the simplicial complex with vertex set I, where a subset
{αi0 , αi1 , ..., αip} ⊂ I defines a p simplex in N (U) iff
k=p⋂
k=0
Uαik 6= ∅ (2)
The intention then is to choose a cover U that is good in the sense that its
nerve is a good combinatorial model for X . In fact, by the Nerve Theorem, if
F is a (possibly infinite) collection of closed sets in a Euclidean space, where all
the non-empty intersections of subcollections are contractible and the union is
triangulizable, then the nerve of F has the same homotopy type as the union of
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its members.
If we have a data set X in the Euclidean space Ed and U = {B(xα, ǫ), α ∈ I, xα ∈
F ⊂ X, ǫ > 0} is a cover of closed balls for X, then the nerve of U is topologically
equivalent to the ǫ-neighborhood of F in X.1
The concept of a nerve was introduced by Alexandroff [2], and nerve theorems
for sufficiently good (e.g. paracompact) topological spaces were proved by Bor-
suk [8], Leray [23] and Weil [28].
Importantly, the topology or geometry of the space X imposes restrictions
on the combinatorial properties of coverings. Let F be a collection of convex
closed sets in Rd. Then by Helly’s theorem, all the sets in F have a non-empty
common intersection if and only if every subcollection of F with d+1 members
has a non-void intersection. This theorem imposes a restriction on the structure
of the nerve, in the way that if a subcollection F with k ≥ d+1 members of the
cover U = {Uα}α∈I has all its d-simplices in the nerve, then this subcollection
itself must be a k-simplex in the nerve N (U).
This theorem motivates the definition of hyperconvex andm-hyperconvexmetric
spaces. We recall this concept, first introduced by Aronszajn and Panitchpakdi
[4], here.
Definition 2.3. The metric space (X, d) is hyperconvex if for any family {xi}i∈I ⊂
X and positive numbers {ri}i∈I with
ri + rj ≥ d(xi, xj) for i, j ∈ I, (3)
we have ⋂
i∈I
B(xi, ri) 6= ∅.
When this holds for all families with at most m−1 members, the space is called
m-hyperconvex
Remark. Hyperconvexity refines Menger’s convexity condition [26], which re-
quires that whenever
r1 + r2 ≥ d(x1, x2), (4)
we have
B(x1, r1) ∩B(x2, r2) 6= ∅. (5)
If X is a hyperconvex (resp. m-hyperconvex) space and U = {B(xi, ri)}i∈I
is a cover of closed balls, the nerve of this cover satisfies the following property.
For any subset J (resp. any subset J with at most m − 1 members) of I, the
nerve N (U) carries a simplex spanned by J if and only if it carries all 1 dimen-
sional faces, i.e. edges, of this simplex.
1Here, one can define the distance balls B(x, ǫ) = {y ∈ X : dist(x, y) ≤ ǫ} either with
respect to the intrinsic metric of X or that of the ambient Euclidean space Ed. In the persis-
tent homology theory of Carlsson, either seems possible. Another approach, used by Ghrist,
Edelsbrunner and Harer, considers intersections in the ambient space Ed of closed balls whose
centers lie on X.
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Hyperconvex spaces are special cases of more general spaces called λ-hyperconvex
spaces.
Definition 2.4. A metric space (X, d) is said to be λ-hyperconvex for λ ≥ 1 if
for every family {B(xi, ri)}i∈I of closed balls in X with the property ri + rj ≥
d(xi, xj), one has ⋂
i∈I
B(xi, λri) 6= ∅. (6)
Clearly, there is an issue with the terminology here, as we need to distin-
guish between the conditions of m-hyperconvexity and λ-hyperconvexity. Latin
letters are used to indicate the number of intersecting closed balls, while Greek
letters are used for the scale of expansion to get an intersection of a family of
closed balls.
In [18], we defined a function that assigns to each triple of non-collinear
points (x1, x2, x3) in the metric space the quantity
ρ(x1, x2, x3) := inf
x∈X
max
i=1,2,3
d(xi, x)
ri
, (7)
where r1, r2, r3 are obtained by the Gromov products via
r1 =
1
2
(d(x1, x2) + d(x1, x3)− d(x2, x3)),
r2 =
1
2
(d(x1, x2) + d(x2, x3)− d(x1, x3)),
r3 =
1
2
(d(x1, x3) + d(x2, x3)− d(x1, x2)). (8)
In fact, let U = {B(xi, ri)}i∈I be a cover of closed balls. If all the edges of
{i, j, k} ⊂ I belong to N (U), then {i, j, k} spans a simplex in N (U˜), where
U˜ = {B(xi, ρri)}i∈I and
ρ := sup
i1,i2,i3∈I
ρ(xi1 , xi2 , xi3).
The extreme case where the function ρ in (7) is exact (i.e. the infimum is at-
tained) and equals the minimal possible value 1 for each triple of non-collinear
points is used as a definition of tripod spaces in [18] or 4-hyperconvex spaces in
[4]. The program of [18] is to systematically compare the topology of a metric
space with that of such a tripod space.
Homology
Definition 2.5. The homology groups of the simplicial complexN (U) are called
the Cˇech homology groups of (X, d) corresponding to the cover U and denoted
by Hˇp(U).
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In order to obtain invariants of (X, d) that do not depend on the choice of a
cover, one then takes a directed limit of the homology groups of the nerves over
all possible covers of X , ordered by refinement. While such a construction is
possible in principle for arbitrary topological spaces, here we shall present the
definition for metric spaces, as these are the spaces that we are concerned with
in topological and geometric data analysis.
Definition 2.6. A pre-ordered set P is said to be directed, if for every r, s ∈ P
there exists some t ∈ P such that r ≤ t and s ≤ t. Let P ′ be a directed set. An
inverse system of objects in the category C directed by P ′ is a family {cr}r∈P′
of objects of C together with morphisms (called projections) πsr : cs −→ cr
whenever r ≤ s, such that
a) πrr is the identity map on cr
b) πtr = πts ◦ πsr , whenever r ≤ s ≤ t.
Given an inverse system {cr, πrs} directed by P , by the inverse limit of this
system one means the subset c∞ of the Cartesian product C := Πr∈Pcr defined
by
c∞ := {(σr)r∈P ∈ C : πts(σt) = σs}
Set P to be the directed set of nonnegative functions r : X −→ R and P ′ the
directed set of covers Ur := {B(x, r(x))}x∈X with r ∈ P and the pre-order
defined by refinement. Let N (Ur) be the nerve of the cover Ur for each r ∈ P .
One can see that Ur is a refinement of Ur′ (i.e. Ur′ ≤ Ur) whenever r ≤ r′ (i.e.
r(x) ≤ r′(x) for all x ∈ X) and consequently N (Ur) ⊆ N (Ur′).
Therefore, {N (Ur)}r∈P (resp. {H∗(N (Ur))}r∈P) defines an inverse system of
objects in the category C of all simplicial complexes with vertex set X (resp.
F -vector spaces) directed by P ′, where the projection πr′r is the inclusion map
ι : N (Ur) −→ N (Ur′) (resp. the homomorphism induced by inclusion) for
r ≤ r′.
Definition 2.7. Let X , be a topological space. The Cˇech homology group
Hˇk(X) is defined as the directed limit of {Hk(N (U))}U∈Cov(X), where Cov(X)
is the directed set of all coverings of X with the order defined by refinement.
In the special case where (X, d) is a metric space, (σr)r∈P belongs to Hˇk(X),
if for each r ∈ P , one has σr ∈ Hk(N (Ur)) with σr′ = ι∗(σr) whenever r ≤
r′. By elementary simplicial collapses, one can modify N (Ur) such that each
(k − 1)-cycle consists of k + 1 simplices (i.e is the boundary of a single empty
k-simplex) without changing the homology groups. Therefore, Cˇech homology
detects nontrivial topology when from a collection of k balls, any k− 1 of them
have a nontrivial intersection, while the intersection of all k is empty.
We observe the following result which is a direct consequence of the definition
of hyperconvexity.
Lemma 2.1. Let X be a hyperconvex space. For each function r ∈ P with
r(x)+ r(y) ≥ d(x, y), the associated homology H∗(Ur′) is trivial for each r′ ≥ r.
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Definition 2.8. A function r that is minimal subject to r(x) + r(y) ≥ d(x, y)
is called an extremal function.
We omit the proof of the following easy lemma.
Lemma 2.2. 1. Every extremal function is 1−Lipschitz.
2. For each x ∈ X, the distance function d(x, .) is extremal.
3. If X is compact and r is extremal, then for each x ∈ X there exists some
y ∈ X with r(x) + r(y) = d(x, y).
4. For each function r′ : X −→ R with r′(x) + r′(y) ≥ d(x, y), there exists
an extremal function r ≤ r′.
3 Persistent homology
Let (X, d) be a connected metric space.
Definition 3.1. We construct a simplicial complex Xˇ whose vertex set is
{(x, r) : x ∈ X, r ≥ 0}. For every index set I and any family (xi, ri)i∈I of ver-
tices where all the xi are different from each other, it carries a simplex spanned
by these vertices whenever
⋂
i∈I
B(xi, ri) 6= ∅. (9)
On the vertex set of Xˇ, we have the topology of X × R+, and we say that
a family of simplices converges to a limit when the corresponding vertex sets
converge to one that spans a simplex which then is that limit. Since some of the
xi may coincide in the limit, the limiting simplex could be of smaller dimension
than the approximating ones. When we consider each simplex as a geometric
simplex, that is, the unit simplex in RI with its Euclidean topology, then Xˇ
becomes a topological space. When I is finite, with k+1 elements, we also call
the resulting simplex a k-simplex.
Remark. • As mentioned in [11], this construction is computationally ex-
pensive since it requires the storage of simplices of various dimensions.
• As should become clear in the sequel, the construction does not yield a
natural metric on the simplicial complex Xˇ. We could, of course, equip
each simplex with a Euclidean metric, but then the scale is not determined.
Instead of the Cˇech complex, we can also take the Vietoris-Rips complex
V R(X), which has the same vertex set as Xˇ and carries a simplex spanned by
vertices {(xi, ri) : i ∈ I} whenever
ri + rj ≥ d(xi, xj), ∀i, j ∈ I. (10)
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This complex is obtained solely from the edge information. Clearly, both con-
structions have the same set of edges and Xˇ ⊂ V R(X). In fact, the Vietoris-
Rips complex is a flag complex, i.e. it is maximal among all simplicial complexes
with the same 1-skeleton. If X is hyperconvex, then the above complexes are
identical.
Lemma 3.1. As a topological space, Xˇ is connected.
Proof. For each x ∈ X , the halfline {(x, r) : r ≥ 0} is connected. And for
x1, x2 ∈ X , (x1, r1) and (x2, r2) are connected by a 1-simplex as soon as r1+r2 ≥
d(x1, x2). And since we assume that X is connected, the distance between any
two points is finite.
Definition 3.2. For a function r : X → R+, the space {(x, r(x)} equipped with
the simplices according to Def. 3.1 is called a slice of Xˇ. We shall denote it by
Xˇr(x) or also simply by Xˇr.
Slices V R(X, r) of V R(X) are defined in the same manner.
Lemma 3.2. The Cˇech homology Hˇ∗(X) is the directed limit of {H∗(Xˇr)}r∈P ,
where P is the directed set of all non-negative functions on X.
Lemma 3.3. For each function r, we have Xˇr ⊆ V R(X, r). Moreover, V R(X, r) ⊆
Xˇ(µr), where µ > expansion constant of X. If the expansion constant is exact,
one can choose µ = expansion constant of X.
A function r chooses a point on each fiber {x} × R+. Then we construct
the simplicial complex Xˇr according to Def. 3.1. If Xˇr contains an m-simplex
whose vertices lie on fibers over x0, x1, ..., xm, we have
r(xi) + r(xj) ≥ d(xi, xj), for all 0 ≤ i, j ≤ m.
The converse does not necessarily hold. However, if we construct Vietoris-Rips
simplices with respect to the function r, the converse is also true.
For each subset of m+1 points {x0, x1, ..., xm} in X, let r : X −→ R be a func-
tion whose restriction to {x0, x1, ..., xm} is minimal subjected to r(xi)+r(xj) ≥
d(xi, xj) for all 0 ≤ i < j ≤ m, i.e. is an extremal function on {x0, x1, ..., xm}.
(In fact, such a function is an extension of an element of the hyperconvex enve-
lope of {x0, x1, ..., xm}, which by the way is a simplicial complex, to the whole
space X .)
Then r can be considered as the emerging time of this simplex in the Vietoris-
Rips complex. More precisely, the slice Xˇ ′r does not have an m-simplex with
vertex set {x0, x1, ..., xm} (with an abuse of notation) if r′ ≤ r on the set
{x0, x1, ..., xm} with strict inequality for at least one point since at least one of
the edges is missing in this case.
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Lemma 3.4. If Xˇr′ contains all the boundary facets of a simplex with vertex set
{(xi, r′(xi))}i∈I with |I| ≥ 3, then there is a function r ≤ r′ which is extremal
on {xi}i∈I. Moreover, if X satisfies Menger’s convexity condition, then Xˇr
contains all the edges between xis for the first time. i.e. if r
′′ ≤ r on {xi}i∈I
and Xˇr′′ contains all the edges between xis, then r
′′ = r on {xi}i∈I .
Let us now explain how persistent homology [11] can be seen in this frame-
work. Persistent homology [11] considers the slices Xˇr for the constant functions
x 7→ r and their homology as r > 0 varies. Now, let P be the partially ordered
set of nonnegative functions r : X −→ R. We observe that both constructions
(Cˇech and Vietoris-Rips) were obtained as an inverse system of objects directed
by P ′ and yield a P-persistent simplicial complex attached to X .
In general a P-persistent object in the category C, where P is a partially ordered
set, is a family {cr}r∈P of objects of C together with morphisms φrs : cr −→ cs
whenever r ≤ s, such that
φrs = φrt ◦ φts,
whenever r ≤ t ≤ s.
The category of all P-persistent objects in C is denoted by Ppers(C). The
machinery used in the standard persistent homology method constructs R-
persistent simplicial complexes with the vertex set X to study its associated
object in Rpers(Ab), i.e., R-persistent homology groups.
In fact, let r ∈ R+ be the smallest value for which the cycle σr appears in
Hk(Xˇr) and (σs)s∈P ∈ Hˇk(X) is an element whose projection on Hk(Xˇr) is σr.
Then the interval [r, r′] defines the line corresponding to σr in the bar code,
where r′ > r is the smallest value with projr′(σs)s∈P = 0.
Lemma 3.5. If X is a complete convex metric space, and r : X −→ R is
an extremal function with respect to the subset {x0, x1, ..., xm}, then there is a
number 1 ≤ ρ ≤ 2 such that {x0, x1, ..., xm} forms a simplex in the slice Xˇρr
Proof. By Menger’s convexity we have B(xi, r(xi)) ∩ B(xj , r(xj)) 6= ∅ for all
0 ≤ i, j ≤ m. Then for some number ρ, which is ≤ expansion constant of X ,
one has ⋂
0≤i≤m
B(xi, ρr(xi)) 6= ∅.
Lemma 3.6. If (X, d) is hyperconvex, then whenever Xˇ contains all the bound-
ary facets of a simplex with vertex set {(xi, ri)}i∈I with |I| ≥ 3, then it also
contains the simplex with that vertex set. In particular, for a hyperconvex space,
the Cˇech homology of Xˇ is trivial.
Proof. If B(y1, r1) ∩ B(y2, r2) 6= ∅, then necessarily r1 + r2 ≥ d(y1, y2). Thus,
when B(xi, ri) ∩ B(xj , rj) 6= ∅ for all i, j ∈ I, that is, when Xˇ contains all
the edges (1-simplices) between (xi, ri) and (xj , rj), then ri + rj ≥ d(xi, xj),
and therefore, by hyperconvexity, it also contains all the simplices for all vertex
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subsets of {(xi, ri)}i∈I . This implies the first claim. Therefore, all Cˇech coho-
mology in dimension ≥ 1 is trivial. Since Xˇ is connected by Lemma 3.1, this
concludes the proof.
Corollary 3.1. When (X, d) is hyperconvex, then every slice Xˇr has trivial
homology except possibly in dimension 0 (it may be disconnected)
Corollary 3.2. If (X, d) is m-hyperconvex, then the Cˇech homology of Xˇ (resp.
every slice Xˇr) in dimension ≤ m − 2( resp. in 1 ≤ dimension ≤ m − 2) is
trivial.
In order to put Lemma 3.6 into perspective, we now turn to another exam-
ple, the Euclidean plane, that is, R2 equipped with its Euclidean metric. Let
x1, x2, x3 be equidistant, that is, d(x1, x2) = d(x2, x3) = d(x3, x1) =: a. Then
B(xi, aρ) ∩B(xj , aρ) 6= ∅ iff ρ ≥ 1
2
B(x1, aρ) ∩B(x2, aρ) ∩B(x3, aρ) 6= ∅ iff ρ ≥ 1√
3
, (11)
and consequently, for 12 ≤ ρ < 1√3 , Rˇ2 contains three edges between the (xi, aρ),
but not the 2-simplex with those edges.
More generally, for three arbitrary points x1, x2, x3 ∈ R2, Rˇ2 contains three
edges between the vertices {(xi, ri), i = 1, 2, 3}, where r1, r2, r3 are the Gromov
products obtained by (8),
B(xi, ρri) ∩B(xj , ρrj) 6= ∅ iff ρ ≥ 1
B(x1, ρr1) ∩B(x2, ρr2) ∩B(x3, ρr3) 6= ∅ iff ρ ≥ ρ(x1, x2, x3), (12)
where ρ(x1, x2, x3) is obtained by (7) and is a number strictly larger than 1 with
maximal value 2√
3
. For ρ = ρ(x1, x2, x3) the intersection of three scaled balls
is a single point, called weighted circumcenter, whose distance from each xi is
equal to ρri.
For a general metric space (X, d), [5] would suggest to compare the length of the
interval of those rρ > 0 for which we find unfilled simplices spanned by three
equidistant vertices with the length 1√
3
− 12 of that interval for the Euclidean
plane and to take that as a measure of curvature. The curvature is negative
(positive) if that length is smaller (larger) than the Euclidean one. In [18], how-
ever, we have suggested to take those spaces where the length of that interval
vanishes, the tripod spaces, as the comparison spaces, instead of the Euclidean
plane. Hyperconvex spaces are tripod spaces, as follows for instance from Cor.
3.1.
While in [5, 18], only configurations of three points have been considered,
that is, putting it into the framework developed here, we have only looked at
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the first homology group of Xˇ , it is now natural to look at the entire homology
of Xˇ. That is, we systematically translate the local geometry of a metric space
(X, d) into the topology, or more precisely, the homology of the space Xˇ.
In fact, Xˇ not only incorporates the local geometry of (X, d), but also its
global topology. To see, let us consider another simple example, the unit circle
obtained by identifying the two endpoints 0 and 1 of the unit interval [0, 1]. We
consider three equidistant points, for instance x1 = 0, x2 =
1
3 , x3 =
2
3 . Then
B(xi, r) ∩B(xj , r) 6= ∅ ,
but B(x1, r) ∩B(x2, r) ∩B(x3, r) = ∅ for 1
6
≤ r < 1
3
B(x1,
1
3
) ∩B(x2, 1
3
) ∩B(x3, 1
3
) = {x1, x2, x3} 6= ∅ . (13)
Therefore, in the range 16 ≤ r < 13 , our simplicial complex contains three 1-
simplices with vertex set (x1, r), (x2, r), (x3, r) that are not filled by a 2-simplex.
Note: The three radii obtained by the Gromov product for these three points
are r1 = r2 = r3 = 1/6 and the function ρ reaches its maximal value 2 at
(x1, x2, x3). This is the largest possible value, since the expansion constant of a
complete metric space is not larger than 2.
4 Computations
For each triple (x1, x2, x3) let λ be the supremum of the numbers α that satisfy
αd(x1, x2) ≤ d(x1, x3) + d(x2, x3),
αd(x1, x3) ≤ d(x1, x2) + d(x2, x3),
αd(x2, x3) ≤ d(x1, x2) + d(x1, x3). (14)
If the supremum is attained, i.e. λ satisfies the above inequalities, then at
least one of them has to be an equality. If λ = 1, the three points are collinear,
the corresponding triangle is degenerate. If λ = 2, all inequalities become
equalities and the correspongind triangle is equilateral.
We can classify all triangles in (X, d) with respect to this measure. Let us put
Xλ := {all triangles with measure equal to λ}.
For instance, X1 is the set of all degenerate triangles and X2 is the set of all
equilateral triangles and every other triangle lies somewhere between theses two
classes.
Lemma 4.1. Assume for (x1, x2, x3) ∈ Xλ, equality λd(xi, xj) = d(xi, xk) +
d(xj , xk) occurs for a permutation (i, j, k) of (1, 2, 3). Then the edge [xi, xj ] has
the largest length and rk =
λ− 1
2
d(xi, xj).
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Proof. Assume
λd(xi, xj) = d(xi, xk) + d(xj , xk),
λd(xi, xk) ≤ d(xi, xj) + d(xj , xk),
λd(xj , xk) ≤ d(xi, xj) + d(xi, xk).
Then by direct computation rk =
λ− 1
2
d(xi, xj). On the other hand, the
equality along with the first inequality, resp. second inequality, implies rk ≤
1
2d(xi, xk), resp. rk ≤ 12d(xj , xk). Therefore, both rj and ri are bigger than rk
since ri + rk = d(xi, xk) and rj + rk = d(xj , xk). This completes the proof.
According to this lemma, The triangle (x1, x2, x3) is in Xλ, if and only if λ
is equal to the sum of the lengths of the two smallest sides divided by the length
of the largest side.
We can draw the corresponding diagrams for some values of λ (e.g. λ =
5
4
,
6
4
,
7
4
, 2). The diagram corresponding to λ = 2 gives us the comparison of
equilateral triangles with their counterparts in the Euclidean plane, the circle
and the tree.
If r is half the perimeter of the triangle, then
ρ(x1, x2, x3) =
3
r
min
x
max
i=1,2,3
d(x, xi) (15)
for each triangle (x1, x2, x3) ∈ X2.
Let (x¯1, x¯2, x¯3), (x¯1, x¯2, x¯3) and (x
′
1, x
′
2, x
′
3) be the comparison triangles in the
Euclidean plane, the tree and the circle with the same perimeter as the original
triangle. Then according to the previous section,
ρ(x¯1, x¯2, x¯3) =
2√
3
,
ρ(x¯1, x¯2, x¯3) = 1,
ρ(x′1, x
′
2, x
′
3) = 2,
for each triangle (x1, x2, x3) ∈ X2.
For instance, the (r, ρ) diagram for hyperbolic space looks the same as for the
Euclidean plane for sufficiently small values of r, since smooth manifolds are
locally Euclidean, and converges to the line ρ = 1 at infinity.
r
ρ
1
2√
3
2
. . . . . . . . . . . . . . . . . . .
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The fact that for small values of r, ρ is similar to the Euclidean value holds
for all Riemannian manifolds. When the Riemannian sectional curvature is
positive (negative), the values of ρ will increase (decrease) as a function of r.
That ρ = 2 for the circle reflects a topological rather than a geometric property.
(In fact, the necessary condition for a triangle on a circle of radius s to be non-
degenerate is that its perimeter be equal to 2πs. Thus for λ 6= 1, the sets Xλ
only consists of triangles with maximal r, i.e. πs.) When (X, d) is a sphere of
radius s, then the largest equilateral triangle consists of three equidistant points
on a great circle. The maximal r is thus πs, and for r = πs, we have ρ = 32
in (15). The sectional curvature of that sphere is 1
s2
. Thus, the largest value
of ρ does not depend on the sectional curvature, but the value of r where it is
reached is a decreasing function of that curvature. Obviously, 32 is smaller than
2, but we can also reach ρ = 2 on a simply connected Riemannian manifold. For
instance, we can cap off a long cylinder at its ends. Or we can take a spherical
surface with a waist, where that waist then is represented by closed geodesic
that is homotopic to a point, but locally minimizing.
On a Riemannian manifold with varying curvature, there may be different values
of ρ for any r, and so, the diagram gets more complicated.
Of course, we can compute and draw such a profile also for other values of λ.
For instance, for three arbitrary points x1, x2, x3 ∈ R2, the value of ρ and the
position of the weighted circumcenter p are determined by the following system
of equations
d2(x1, x2) = ρ
2(r21 + r
2
2 − 2r1r2 cos(α)),
d2(x2, x3) = ρ
2(r22 + r
2
3 − 2r2r3 cos(β)),
d2(x1, x3) = ρ
2(r21 + r
2
3 + 2r1r3 cos(α+ β)),
where α and β are the angles at p opposite to [x1, x2] and [x2, x3] respectively.
Each triangle (x1, x2, x3) on the circle of radius s centered at O can be rep-
resented by its corresponding angles ∠O(xi, xj) and consequently the Gromov
products constitute the unique solution of the following system of equations
θi + θj = ∠O(xi, xj), 1 ≤ i < j ≤ 3.
Let us suppose θ1 ≥ θ2 ≥ θ3. Then ρ(x1, x2, x3) = 2π
θ1 + θ2
−1 = 2π
∠O(x1, x2)
−1.
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