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Abstract: In this paper, we first define the Neutrosophic tree using the concept of the strong cycle. We
then define a strong spanning Neutrosophic tree. In the following, we propose an algorithm for detecting
the maximum spanning tree in Neutrosophic graphs. Next, we discuss the Connectivity index and related
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1.

Introduction
In recent years, neutrosophic graphs as one of the new branches of graph theory has been welcomed
by many researchers and a lot of work has been done on the features and applications of this particular
type of graph [1, 2, 4-6, 17-25]. One of these is finding the spanning tree in neutrosophic graphs. In an article
by S.Broumi et al. [7], an algorithm for finding the minimum spanning tree is presented. Using the score
function, they calculated a rank for each edge, then constructed a minimum spanning tree based on the
lowest score. Other people, including I.Kandasamy [13], also provided algorithms for the minimum
spanning tree in the Double-Valued neutrosophic graph.
What we present here is an algorithm for finding the maximum spanning tree in neutrosophic graphs.
Our proposed algorithm is similar in appearance to the algorithm presented in [7] but differs from it. First,
the algorithm is presented for graphs that have weighted edges, while our algorithm includes the general
state of the neutrosophic graphs. The second difference is in how you choose to build the tree. In [7], the
score function is used and we use the strength function. The strength function has the advantage of having
a more realistic view of indeterminacy-membership (I). In fact, in this function, we have improved the effect
of effect indeterminacy-membership (I). In [7, 16], the effect of falsity-membership (F) and indeterminacymembership (I) was the same, which does not seem very appropriate due to the different nature of falsitymembership (F) and indeterminacy-membership (I).
The definition of a neutrosophic tree used in this paper is similar in structure to the definition given
in [12]. The difference between the two definitions stems from the difference in the definition of the strength
of connectivity between the two vertices.
2.

Preliminaries
In this section, some of the important and basic concepts required are given by mentioning the source.
Definition 1. [3] A single-valued neutrosophic graph on a nonempty 𝑉 is a pair 𝐺 = (𝑁, 𝑀). Where 𝑁 is
single-valued neutrosophic set in 𝑉 and 𝑀 single-valued neutrosophic relation on 𝑉 such that
𝑇𝑀 (𝑢𝑣) ≤ min{𝑇𝑁 (𝑢), 𝑇𝑁 (𝑣)},
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𝐼𝑀 (𝑢𝑣) ≤ min{𝐼𝑁 (𝑢), 𝐼𝑁 (𝑣)},
𝐹𝑀 (𝑢𝑣) ≤ max{𝐹𝑁 (𝑢), 𝐹𝑁 (𝑣)},
For all 𝑢, 𝑣 ∈ 𝑉. 𝑁 is called single-valued neutrosophic vertex set of 𝐺 and, 𝑀 is called single-valued
neutrosophic edge set of 𝐺, respectively.
Definition 2. [12] A connected SVN-graph 𝐺 = (𝑁, 𝑀) is said to be a SVN-tree if it has a SVN spanning
subgraph 𝐻 = (𝑁, 𝐵) which is a tree, where for all edges 𝑢𝑣 not in H satisfying
𝑇𝑀 (𝑢𝑣) < 𝑇𝐵∞ (𝑢𝑣),

𝐼𝑀 (𝑢𝑣) > 𝐼𝐵∞ (𝑢𝑣),

𝐹𝑀 (𝑢𝑣) > 𝐹𝐵∞ (𝑢𝑣).

3.

Neutrosophic tree
In this section, the types of edges are first classified and defined in terms of edge strength. Then we
will provide some other definitions depending on the type of edges. Based on the strength of connectivity
between the end vertices of an edge, edges of neutrosophic graphs can be divided into two categories as
given below.
Definition 3. An edge 𝑢𝑣 in a neutrosophic graph 𝐺 = (𝑁, 𝑀) is called
a.

A 𝒘𝒆𝒂𝒌 edge if 𝐶𝑂𝑁𝑁(𝐺−𝑢𝑣) (𝑢, 𝑣) = 𝐶𝑂𝑁𝑁𝐺 (𝑢, 𝑣) 𝑎𝑛𝑑 𝐶𝑂𝑁𝑁𝐺 (𝑢, 𝑣) ≠ 𝑀(𝑢𝑣),

b.

A 𝒏𝒆𝒖𝒕𝒓𝒂𝒍 edge if 𝐶𝑂𝑁𝑁(𝐺−𝑢𝑣) (𝑢, 𝑣) = 𝐶𝑂𝑁𝑁𝐺 (𝑢, 𝑣) 𝑎𝑛𝑑 𝐶𝑂𝑁𝑁𝐺 (𝑢, 𝑣) = 𝑀(𝑢𝑣),

c.

A 𝚰 − 𝒔𝒕𝒓𝒐𝒏𝒈 𝒆𝒅𝒈𝒆 if 𝐶𝑂𝑁𝑁(𝐺−𝑢𝑣) (𝑢, 𝑣) < 𝐶𝑂𝑁𝑁𝐺 (𝑢, 𝑣) 𝑎𝑛𝑑,
𝐶𝑂𝑁𝑁𝐺 (𝑢, 𝑣) = (𝑇𝑀 (𝑢𝑣), 𝐼𝑀 (𝑢𝑣), 𝐹𝑀 (𝑢𝑣)) = 𝑀(𝑢𝑣),

d. A 𝚰𝚰 − 𝒔𝒕𝒓𝒐𝒏𝒈 𝒆𝒅𝒈𝒆 if 𝐶𝑂𝑁𝑁(𝐺−𝑢𝑣) (𝑢, 𝑣) < 𝐶𝑂𝑁𝑁𝐺 (𝑢, 𝑣) 𝑎𝑛𝑑, 𝐶𝑂𝑁𝑁𝐺 (𝑢, 𝑣) ≠ 𝑀(𝑢𝑣).
Example 1. Consider the neutrosophic graph 𝐺 = (𝑁, 𝑀) on 𝑉 = {𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓} as shown in figure 1.

Figure 1. A neutrosophic graph

Table 1. The strength of connectedness between each pair of vertices 𝑢 and 𝑣.
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𝑐, 𝑒
𝑐, 𝑓
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𝑪𝑶𝑵𝑵𝑮 (𝒖, 𝒗)

𝑪𝑶𝑵𝑵𝑮−𝒖𝒗 (𝒖, 𝒗)

𝑴(𝒖𝒗)

(0.3, 0.3, 0.5)
(0.3, 0.3, 0.5)
(0.6, 0.4, 0.5)
(0.5, 0.3, 0.5)
(0.7, 0.3, 0.5)
(0.8, 0.2, 0.1)
(0.6, 0.4, 0.5)
(0.6, 0.4, 0.5)
(0.5, 0.3, 0.5)

(0.3, 0.5, 0.7)
(0.2, 0.3, 0.5)
(0.6, 0.4, 0.5)
(0.5, 0.3, 0.7)
(0.3, 0.4, 0.7)
(0.1, 0.6, 0.7)
(0.3, 0.4, 0.7)
(0.6, 0.4, 0.5)
(0.3, 0.5, 0.5)

(0.2, 0.3, 0.5)
(0.3, 0.5, 0.7)
(0.3, 0.4, 0.7)
(0.3, 0.7, 0.5)
(0.7, 0.3, 0.5)
(0.8, 0.2, 0.1)
(0.6, 0.4, 0.5)
(0.1, 0.6, 0.7)
(0.5, 0.3, 0.7)

As can be seen in Table 1, edge 𝑏𝑐 and 𝑐𝑓 are weak, 𝑏𝑒, 𝑏𝑓 and 𝑐𝑒 are Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒𝑠, and 𝑎𝑐, 𝑎𝑑, 𝑏𝑑
and 𝑑𝑒 are ΙΙ − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒.
Definition 4. A path in a neutrosophic graph is called a Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑝𝑎𝑡ℎ if all its edges are Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 and
called a ΙΙ − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑝𝑎𝑡ℎ if all its edges are ΙΙ − 𝑠𝑡𝑟𝑜𝑛𝑔. Also is said to be a 𝑠𝑡𝑟𝑜𝑛𝑔 𝑝𝑎𝑡ℎ if all its edges are
either Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒 or ΙΙ − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒.
Definition 5. Let 𝐺 = (𝑁, 𝑀) be a neutrosophic graph and 𝐶 be a cycle in 𝐺. 𝐶 called strong cycle if all its
edges are either Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒 or ΙΙ − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒.
Definition 6. Let 𝐺 = (𝑁, 𝑀) be a neutrosophic graph. 𝐺 called a neutrosophic tree if it has no strong cycle.
Example 1. Consider a neutrosophic graph 𝐺 = (𝑁, 𝑀) and 𝐻 = (𝐴, 𝐵) as shown in figure 2.

a.

𝐺 is not a neutrosophic tree
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b. 𝐻 is a neutrosophic tree
Figure 2. a. 𝐺 is not a neutrosophic tree and b. 𝐻 is a neutrosophic tree

It is clear from fig 1 that 𝐺 is not a neutrosophic tree. Since 𝐺 contains strong neutrosophic cycles.
Cycles such as 𝑎𝑏𝑑𝑎, 𝑎𝑏𝑒𝑑𝑎, 𝑎𝑏𝑐𝑒𝑑𝑎, ect. are strong neutrosophic cycles in 𝐺. But 𝐻 is a neutrosophic
tree, 𝐻 has no strong neutrosophic cycle.
Definition 7. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph and 𝑇, is a neutrosophic spanning
subgraph of 𝐺 that 𝑇 spanned by the vertex set of 𝐺 and 𝑇 ∗ is a tree. If the edges of 𝑇 are selected from
𝐺 such that for each edge 𝑢𝑣 of 𝑇, 𝑢𝑣 is either Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒 or ΙΙ − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒. Then 𝑇 called a
strong spanning tree and denoted by (𝑆𝑆𝑇).
Definition 8. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph with at least one strong spanning
tree. Then the strength of strong spanning tree in 𝐺 is defined and denoted by
𝑆(𝑇) = ∑ 𝑆(𝑢𝑣) = ∑
𝑢𝑣∈𝑇

𝑢𝑣∈𝑇

4 + 2𝑇𝑀 (𝑢𝑣) − 2𝐹𝑀 (𝑢𝑣) − 𝐼𝑀 (𝑢𝑣)
.
6

Also, F called maximum spanning tree if 𝑆(𝐹) ≥ 𝑆(𝑇) for any strong spanning tree 𝑇.
Theorem 1. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph. Then 𝐺 is a neutrosophic tree if and
only if the following conditions are equivalent for any 𝑢, 𝑣 ∈ 𝑉.
a. 𝑢𝑣 is a Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒
b. (𝐶𝑂𝑁𝑁𝑇𝐺 (𝑢, 𝑣), 𝐶𝑂𝑁𝑁𝐼𝐺 (𝑢, 𝑣), 𝐶𝑂𝑁𝑁𝐹𝐺 (𝑢, 𝑣)) = (𝑇𝑀 (𝑢𝑣), 𝐼𝑀 (𝑢𝑣), 𝐹𝑀 (𝑢𝑣)).
Proof. This theorem can be easily proved by defining a strong edge.

Definition 9. Let 𝐺 = (𝑁, 𝑀) be the Neutrosophic Graph. The 𝒑𝒂𝒓𝒕𝒊𝒂𝒍 𝒄𝒐𝒏𝒏𝒆𝒄𝒕𝒊𝒗𝒊𝒕𝒚 𝒊𝒏𝒅𝒆𝒙 of 𝐺 is
defined as
𝑃𝐶𝐼𝑇 (𝐺) = ∑ 𝑇𝑁 (𝑢)𝑇𝑁 (𝑣)𝐶𝑂𝑁𝑁𝑇𝐺 (𝑢, 𝑣),
𝑢,𝑣 ∈𝑁

𝑃𝐶𝐼𝐼 (𝐺) = ∑ 𝐼𝑁 (𝑢)𝐼𝑁 (𝑣)𝐶𝑂𝑁𝑁𝐼𝐺 (𝑢, 𝑣),
𝑢,𝑣 ∈𝑁

𝑃𝐶𝐼𝐹 (𝐺) = ∑ 𝐹𝑁 (𝑢)𝐹𝑁 (𝑣)𝐶𝑂𝑁𝑁𝐹𝐺 (𝑢, 𝑣),
𝑢,𝑣 ∈𝑁
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Where 𝐶𝑂𝑁𝑁𝑇𝐺 (𝑢, 𝑣) is the strength of truth, 𝐶𝑂𝑁𝑁𝐼𝐺 (𝑢, 𝑣) is the strength of indeterminacy and
𝐶𝑂𝑁𝑁𝐹𝐺 (𝑢, 𝑣) is the strength of falsity between two vertices 𝑢 and 𝑣. we have
𝐶𝑂𝑁𝑁𝑇𝐺 (𝑢, 𝑣) = max{min 𝑇𝑀 (𝑒) | 𝑒 ∈ 𝑃 𝑎𝑛𝑑 𝑃 𝑖𝑠 𝑎 𝑝𝑎𝑡ℎ 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑢 𝑎𝑛𝑑 𝑣},
𝐶𝑂𝑁𝑁𝐼𝐺 (𝑢, 𝑣) = min{max 𝐼𝑀 (𝑒) | 𝑒 ∈ 𝑃 𝑎𝑛𝑑 𝑃 𝑖𝑠 𝑎 𝑝𝑎𝑡ℎ 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑢 𝑎𝑛𝑑 𝑣},
𝐶𝑂𝑁𝑁𝐹𝐺 (𝑢, 𝑣) = min{max 𝐹𝑀 (𝑒) | 𝑒 ∈ 𝑃 𝑎𝑛𝑑 𝑃 𝑖𝑠 𝑎 𝑝𝑎𝑡ℎ 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑢 𝑎𝑛𝑑 𝑣},
Also, the 𝒕𝒐𝒕𝒂𝒍𝒍𝒚 𝒄𝒐𝒏𝒏𝒆𝒄𝒕𝒊𝒗𝒊𝒕𝒚 𝒊𝒏𝒅𝒆𝒙 of 𝐺 is defined as
𝑇𝐶𝐼(𝐺) =

4 + 2𝑃𝐶𝐼𝑇 (𝐺) − 2𝑃𝐶𝐼𝐹 (𝐺) − 𝑃𝐶𝐼𝐼 (𝐺)
.
6

3.1. Maximum spanning tree
In this section, a version of the maximum spanning tree discussed on a graph by strength of edges.
In the following, we propose a neutrosophic maximum spanning tree algorithm, whose computing
steps are described below. Note that the strength function 𝑆(𝑢𝑣) =

4+2𝑇𝑀 (𝑢𝑣)−2𝐹𝑀 (𝑢𝑣)−𝐼𝑀 (𝑢𝑣)
6

is used to

label here.
The algorithm for finding the maximum spanning tree (MST)
Here, the input is adjacency matrix 𝑀 = [(𝑇𝑀 (𝑢𝑖 𝑢𝑗 ), 𝐼𝑀 (𝑢𝑖 𝑢𝑗 ), 𝐹𝑀 (𝑢𝑖 𝑢𝑗 ))]𝑛×𝑛 of the neutrosophic
graph 𝐺 = (𝑁, 𝑀), and output is a tree 𝐹 with weighted edges.
Step 1. Input matrix 𝑀;
Step 2. Using the strength function 𝑆(𝑢𝑖 𝑢𝑗 ) =

4+2𝑇𝑀 (𝑢𝑖 𝑢𝑗 )−2𝐹𝑀 (𝑢𝑖 𝑢𝑗 )−𝐼𝑀 (𝑢𝑖 𝑢𝑗 )
6

, convert the

neutrosophic matrix into a strength matrix 𝑆 = [𝑆(𝑢𝑖 𝑢𝑗 )]𝑛×𝑛 ;
Step 3. Iterate steps 4 and 5 until all 𝑛 − 1 elements of S are either labeled to 0 or all the nonzero
elements of the matrix are labeled;
Step 4. Find the 𝑀 either column or row to compute the unlabeled maximum element 𝑆(𝑢𝑖 𝑢𝑗 ),
which is the value of the corresponding are 𝑒(𝑢𝑖 𝑢𝑗 ) ∈ 𝑀;
Step 5. If the corresponding edge 𝑒(𝑢𝑖 𝑢𝑗 ) ∈ 𝑀 of chosen 𝑆 produce a cycle whit the previous
labeled entries of the strength matrix 𝑆 than set 𝑆(𝑢𝑖 𝑢𝑗 ) = 0 else label 𝑆(𝑢𝑖 𝑢𝑗 );
Step 6. Design the tree 𝐹 including only the labeled elements from the 𝑆 which will be computed
𝑀𝑆𝑇 of 𝐺;
Step 6. Stop (end algorithm).
Example 3. Consider a neutrosophic graph 𝐺 = (𝑁, 𝑀) on 𝑉 = {𝑢1 , 𝑢2 , 𝑢3 , 𝑢4 , 𝑢5 , 𝑢6 } as shown in Figure 3.
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Figure 3. a neutrosophic graph 𝐺 on 𝑉 = {𝑢1 , 𝑢2 , 𝑢3 , 𝑢4 , 𝑢5 , 𝑢6 }

And
0
(0.4, 0.5, 0.6)
0
𝑀=
(0.4, 0.5, 0.7)
0
[
0

(0.4, 0.5, 0.6)
0
(0.4, 0.3, 0.5)
(0.6,0.5, 0.7)
(0.7, 0.3, 0.3)
(0.5, 0.4, 0.6)

0
(0.4, 0.3, 0.5)
0
0
(04, 0.3, 0.5)
(0.4, 0.4, 0.6)

Using the strength function 𝑆(𝑢𝑖 𝑢𝑗 ) =
0
0.517
0
𝑆(𝑢𝑖 𝑢𝑗 ) =
0.483
0
[ 0

(0.4, 0.5, 0.7)
0
0
(0.6,0.5, 0.7) (0.7,0.3, 0.3) (0.5, 0.4, 0.6)
0
(0.4, 0.3, 0.5) (0.4, 0.4, 0.6)
.
(0.7, 0.3, 0.2)
0
0
(0.6, 0.5, 0.7)
0
0
]
0
0
0

4+2𝑇𝑀 (𝑢𝑖 𝑢𝑗 )−2𝐹𝑀 (𝑢𝑖 𝑢𝑗)−𝐼𝑀 (𝑢𝑖 𝑢𝑗 )

0.517
0
0.583
0.550
0.750
0.567

6

0
0.583
0
0
0.583
0.533

we have

0.483
0
0
0.550 0.750 0.567
0
0.583 0.533 ,
0
0.550
0
0.550
0
0
0
0
0 ]

Figure 4. A neutrosophic graph 𝐺 whit strength of edges
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Now search the matrix 𝑆 to find the maximum value and select the edge corresponding to the row and
column of that element. The following figure edge 𝑢2 𝑢5 is highlighted.
0
0.517
0
𝑆(𝑢𝑖 𝑢𝑗 ) =
0.483
0
[ 0

0.517
0
0.583
0.550
0.750
0.567

0
0.583
0
0
0.583
0.533

0.483
0
0
0.550 0.750 0.567
0
0.583 0.533 ,
0
0.550
0
0.550
0
0
0
0
0 ]

Figure 5. An edge 𝑢2 𝑢5 is highlighted

The next maximum element 0.583 is marked and corresponding edges 𝑢2 𝑢3 and 𝑢3 𝑢5 , but the
simultaneous selection of these two edges causes the formation of a cycle, so we choose one of these two
edges arbitrarily and ignore the other.
0
0.517
0
𝑆(𝑢𝑖 𝑢𝑗 ) =
0.483
0
[ 0

0.517
0
0.583
0.550
0.750
0.567

0
0.583
0
0
0.583
0.533

0.483
0
0
0.550 0.750 0.567
0
0.583 0.533 ,
0
0.550
0
0.550
0
0
0
0
0 ]

Figure 6. An edge 𝑢2 𝑢3 is highlighted
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Continuing this process, edges 𝑢2 𝑢6 , 𝑢2 𝑢4 , and 𝑢2 𝑢1 are selected, respectively.
spanning tree is obtained as figure 8.

44

The maximum

Figure 7. The edges 𝑢2 𝑢6 and 𝑢2 𝑢4 are highlighted

Figure 8. Maximum spanning tree (𝑀𝑆𝑇)

As it was observed, the selection of the maximum spanning tree was not unique, so neutrosophic
graph 𝐺 = (𝑁, 𝑀) is not a neutrosophic tree, also 𝐺 contains a strong neutrosophic cycle.
Note. Obviously, if 𝐺 = (𝑁, 𝑀) has a unique strong spanning tree, it will also have a unique maximum
spanning tree, but the conversely is not necessarily true.
3.2. Partial connectivity index in the neutrosophic tree
In this section, the results of examining the Partial connectivity index and totally connectivity index
on the neutrosophic trees are presented and proved.
Theorem 2. Let 𝐺 = (𝑁, 𝑀) be a neutrosophic graph. Then 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) = 𝑇𝐶𝐼(𝐺) if and only if either 𝑢𝑣 is
a weak edge or neutral edge.
Proof. The proof of this theorem is clear using definition 8.

Corollary 1. Let 𝐺 = (𝑁, 𝑀) be a neutrosophic graph and, 𝑢𝑣 is an edge in 𝐺, 𝑢𝑣 is a bridge if and only if 𝑢𝑣
is either Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒 or ΙΙ − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒.
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Corollary 2. Let 𝐺 = (𝑁, 𝑀) be a neutrosophic graph. Then for any 𝑢𝑣, 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) ≠ 𝑇𝐶𝐼(𝐺) if 𝐺 ∗ is a tree.
Theorem 3. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph whit strong spanning tree (𝑆𝑆𝑇) 𝑇. for any
𝑢𝑣 ∈ 𝑀, where 𝑢𝑣 is an edge of 𝑇, then either
𝑃𝐶𝐼𝑇 (𝐺 − 𝑢𝑣) < 𝑃𝐶𝐼𝑇 (𝐺)
𝑜𝑟
[(𝑃𝐶𝐼𝐼 (𝐺 − 𝑢𝑣) > 𝑃𝐶𝐼𝐼 (𝐺)) ∨ (𝑃𝐶𝐼𝐹 (𝐺 − 𝑢𝑣) > 𝑃𝐶𝐼𝐹 (𝐺))]
Hence we have 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) < 𝑇𝐶𝐼(𝐺).
Proof. Suppose 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph whit strong spanning tree (𝑆𝑆𝑇) 𝑇. Since T
is SST then any edge of T is either Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒 or ΙΙ − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒. By Corollary 1, for each 𝑢𝑣 ∈ 𝑀, 𝑢𝑣
is a bridge. Then 𝑃𝐶𝐼𝑇 (𝐺 − 𝑢𝑣) < 𝑃𝐶𝐼𝑇 (𝐺) 𝑜𝑟 [(𝑃𝐶𝐼𝐼 (𝐺 − 𝑢𝑣) > 𝑃𝐶𝐼𝐼 (𝐺)) ∨ (𝑃𝐶𝐼𝐹 (𝐺 − 𝑢𝑣) > 𝑃𝐶𝐼𝐹 (𝐺))].

Theorem 4. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic tree and 𝐺 ∗ is not a tree. Then there exists at least
one edge 𝑢𝑣 ∈ 𝑀∗ such that 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) = 𝑇𝐶𝐼(𝐺).
Proof. Let 𝐺 = (𝑁, 𝑀) be a neutrosophic tree and 𝐺 ∗ is not a tree. Hence there is at least one cycle in 𝐺 ∗ . As
respects a tree is a connected forest, there exist 𝑢𝑣 ∈ 𝑀∗ so that at least one of the following
𝑇𝑀 (𝑢𝑣) < 𝐶𝑂𝑁𝑁𝑇(𝐺−𝑢𝑣) (𝑢, 𝑣),
𝐼𝑀 (𝑢𝑣) > 𝐶𝑂𝑁𝑁𝐼(𝐺−𝑢𝑣) (𝑢, 𝑣),
𝐹𝑀 (𝑢𝑣) > 𝐶𝑂𝑁𝑁𝐹(𝐺−𝑢𝑣) (𝑢, 𝑣))
Then
𝑃𝐶𝐼𝑇 (𝐺 − 𝑢𝑣) = 𝑃𝐶𝐼𝑇 (𝐺) 𝑎𝑛𝑑 𝑃𝐶𝐼𝐼 (𝐺 − 𝑢𝑣) = 𝑃𝐶𝐼𝐼 (𝐺) 𝑎𝑛𝑑 𝑃𝐶𝐼𝐹 (𝐺 − 𝑢𝑣) = 𝑃𝐶𝐼𝐹 (𝐺)
Therefore, 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) = 𝑇𝐶𝐼(𝐺).

Theorem 5. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph then 𝐺 is a neutrosophic tree if and only if
𝐺 has a unique strong spanning tree.
Proof. Suppose 𝐺 = (𝑁, 𝑀) is a connected neutrosophic graph with only one strong spanning tree 𝑇. Then
𝐺 has no strong edges except the edges of 𝑇. hence 𝐺 has no strong cycle. Therefore by definition 6, 𝐺 is a
neutrosophic tree. Conversely, assume that 𝐺 is a neutrosophic tree. Again according to definition 6, 𝐺 lacks
a strong circle. Therefore, there is only one strong path between the two arbitrary vertices of 𝐺. then the
strong spanning tree of 𝐺 is unique.

Theorem 6. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph and 𝑇 the corresponding 𝑆𝑆𝑇 of 𝐺. Then
𝑇𝐶𝐼(𝑇) = 𝑇𝐶𝐼(𝐺) if and only if 𝑇 is the unique strong spanning tree of 𝐺.
Proof. Suppose 𝐺 = (𝑁, 𝑀) is a connected neutrosophic graph and 𝑇 the corresponding 𝑆𝑆𝑇 of 𝐺. And
𝑇𝐶𝐼(𝑇) = 𝑇𝐶𝐼(𝐺). Now, shown that 𝑇 is a unique strong spanning tree of 𝐺. Proof of this is easily possible
using Theorem 5. Conversely, assume that 𝑇 is the unique strong spanning tree of 𝐺. It is clear that to obtain
the connectivity index of 𝐺, only the strong paths will be the same paths of 𝑇. then 𝑇𝐶𝐼(𝑇) = 𝑇𝐶𝐼(𝐺)

Corollary 3. Let 𝐺 = (𝑁, 𝑀) be a neutrosophic tree with the unique strong spanning tree (T) and the unique
maximum spanning tree (F). Then 𝑇𝐶𝐼(𝑇) = 𝑇𝐶𝐼(𝐺) = 𝑇𝐶𝐼(𝐹).
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Theorem 7. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph and 𝑢𝑣 ∈ 𝑀∗ . Then 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) < 𝑇𝐶𝐼(𝐺)
for any 𝑢𝑣 and (𝐶𝑂𝑁𝑁𝑇𝐺 (𝑢, 𝑣), 𝐶𝑂𝑁𝑁𝐼𝐺 (𝑢, 𝑣), 𝐶𝑂𝑁𝑁𝐹𝐺 (𝑢, 𝑣)) = (𝑇𝑀 (𝑢𝑣), 𝐼𝑀 (𝑢𝑣), 𝐹𝑀 (𝑢𝑣)) if and only if 𝐺 ∗ is
a tree.
Proof. Suppose 𝐺 = (𝑁, 𝑀) is a connected neutrosophic graph and 𝐺 ∗ is a tree. It is clear 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) <
𝑇𝐶𝐼(𝐺). Since 𝐺 ∗ is a tree, for any 𝑢𝑣 ∈ 𝑀∗ , 𝐺 − 𝑢𝑣 is not connected. Also for any 𝑢𝑣 ∈ 𝐺 we have
(𝐶𝑂𝑁𝑁𝑇𝐺 (𝑢, 𝑣), 𝐶𝑂𝑁𝑁𝐼𝐺 (𝑢, 𝑣), 𝐶𝑂𝑁𝑁𝐹𝐺 (𝑢, 𝑣)) = (𝑇𝑀 (𝑢𝑣), 𝐼𝑀 (𝑢𝑣), 𝐹𝑀 (𝑢𝑣)). Conversely assume that for each
𝑢𝑣, 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) < 𝑇𝐶𝐼(𝐺) and (𝐶𝑂𝑁𝑁𝑇𝐺 (𝑢, 𝑣), 𝐶𝑂𝑁𝑁𝐼𝐺 (𝑢, 𝑣), 𝐶𝑂𝑁𝑁𝐹𝐺 (𝑢, 𝑣)) = (𝑇𝑀 (𝑢𝑣), 𝐼𝑀 (𝑢𝑣), 𝐹𝑀 (𝑢𝑣)),
then both 𝑢𝑣 is a neutrosophic bridge and a Ι − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒. By theorem 1, G is a tree. Since, for each 𝑢𝑣,
𝑇𝐶𝐼(𝐺 − 𝑢𝑣) < 𝑇𝐶𝐼(𝐺), 𝐺 ∗ is a tree.

Theorem 8. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph such that 𝐺 ∗ is a star graph. If 𝑣1 is the center
vertex and for any 𝑢𝑣 ∈ 𝑀∗ ,
𝑇𝑀 (𝑢𝑣) = min{𝑇𝑁 (𝑢), 𝑇𝑁 (𝑣)} , 𝐼𝑀 (𝑢𝑣) = min{𝐼𝑁 (𝑢), 𝐼𝑁 (𝑣)} , 𝐹𝑀 (𝑢𝑣) = max{𝐹𝑁 (𝑢), 𝐹𝑁 (𝑣)}.
Also ∀ 𝑗 ≥ 2, 𝑡1 ≤ 𝑡𝑗 , 𝑖1 ≤ 𝑖𝑗 and 𝑓1 ≥ 𝑓𝑗 where 𝑡𝑗 = 𝑇𝑁 (𝑣𝑗 ), 𝑖𝑗 = 𝐼𝑁 (𝑣𝑗 ) and 𝑓𝑗 = 𝐹𝑁 (𝑣𝑗 ) for 𝑗 = 1, 2, … , 𝑛. Then
𝑛−1

𝑛

𝑃𝐶𝐼𝑇 (𝐺) = 𝑡1 ∑ 𝑡𝑗 ∑ 𝑡𝑘 ,
𝑗=1
𝑛−1

𝑘=𝑗+1
𝑛

𝑃𝐶𝐼𝐼 (𝐺) = 𝑖1 ∑ 𝑖𝑗 ∑ 𝑖𝑘 ,
𝑗=1
𝑛−1

𝑘=𝑗+1
𝑛

𝑃𝐶𝐼𝐹 (𝐺) = 𝑓1 ∑ 𝑓𝑗 ∑ 𝑓𝑘 .
𝑗=1

𝑘=𝑗+1

Proof. Let 𝐺 = (𝑁, 𝑀) be a neutrosophic graph such that 𝐺 ∗ is a star graph and 𝑣1 is the center vertex.
Therefore for any vertex 𝑣𝑗 , we have
𝐶𝑂𝑁𝑁𝑇𝐺 (𝑣1 , 𝑣𝑗 ) = 𝑇𝑀 (𝑣1 𝑣𝑗 ) = min{𝑇𝑁 (𝑣1 ), 𝑇𝑁 (𝑣𝑗 )} = 𝑇𝑁 (𝑣1 ),
𝐶𝑂𝑁𝑁𝐼𝐺 (𝑣1 , 𝑣𝑗 ) = 𝐼𝑀 (𝑣1 𝑣𝑗 ) = min{𝐼𝑁 (𝑣1 ), 𝐼𝑁 (𝑣𝑗 )} = 𝐼𝑁 (𝑣1 ),
𝐶𝑂𝑁𝑁𝐹𝐺 (𝑣1 , 𝑣𝑗 ) = 𝐹𝑀 (𝑣1 𝑣𝑗 ) = max{𝐹𝑁 (𝑣1 ), 𝐹𝑁 (𝑣𝑗 )} = 𝐹𝑁 (𝑣1 ).
Then

𝑛

𝑛
2

∑ 𝑇𝑁 (𝑣1 )𝑇𝑁 (𝑣𝑘 )𝐶𝑂𝑁𝑁𝑇𝐺 (𝑣1 , 𝑣𝑘 ) = (𝑇𝑁 (𝑣1 )) ∑ 𝑇𝑁 (𝑣𝑘 ) =
𝑘=2

𝑘=2

𝑛

𝑡12

∑ 𝑡𝑘 ,
𝑘=2

Too for any 𝑗, 𝑘 ≠ 1, we have 𝐶𝑂𝑁𝑁𝑇𝐺 (𝑣𝑗 , 𝑣𝑘 ) = 𝑇𝑁 (𝑣1 ) = 𝑡1 . Hence
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𝑃𝐶𝐼𝑇 (𝐺) = ∑ 𝑇𝑁 (𝑢)𝑇𝑁 (𝑣)𝐶𝑂𝑁𝑁𝑇𝐺 (𝑢, 𝑣)
𝑢,𝑣 ∈𝑁

𝑛

𝑛

= ∑ 𝑇𝑁 (𝑣1 )𝑇𝑁 (𝑣𝑘 )𝐶𝑂𝑁𝑁𝑇𝐺 (𝑣1 , 𝑣𝑘 ) + ∑ 𝑇𝑁 (𝑣2 )𝑇𝑁 (𝑣𝑘 )𝐶𝑂𝑁𝑁𝑇𝐺 (𝑣2 , 𝑣𝑘 ) + ⋯
𝑘=2

𝑘=3

+ 𝑇𝑁 (𝑣𝑛−1 )𝑇𝑁 (𝑣𝑛 )𝐶𝑂𝑁𝑁𝑇𝐺 (𝑣𝑛−1 , 𝑣𝑛 )
𝑛

𝑛

2

= (𝑇𝑁 (𝑣1 )) ∑ 𝑇𝑁 (𝑣𝑘 ) + 𝑇𝑁 (𝑣1 ) ∑ 𝑇𝑁 (𝑣2 )𝑇𝑁 (𝑣𝑘 ) + ⋯ + 𝑇𝑁 (𝑣1 )𝑇𝑁 (𝑣𝑛−1 )𝑇𝑁 (𝑣𝑛 )
𝑘=2
𝑛

𝑘=3
𝑛−1

𝑛

𝑛−1

𝑛

2

= (𝑇𝑁 (𝑣1 )) ∑ 𝑇𝑁 (𝑣𝑘 ) + 𝑇𝑁 (𝑣1 ) ∑ 𝑇𝑁 (𝑣𝑗 ) ∑ 𝑇𝑁 (𝑣𝑘 ) = 𝑡1 ∑ 𝑡𝑗 ∑ 𝑡𝑘 .
𝑘=2

𝑗=𝑛

𝑘=𝑗+1

𝑗=1

𝑘=𝑗+1

𝑛
𝑛−1
𝑛
Using a similar proof, we can show that 𝑃𝐶𝐼𝐼 (𝐺) = 𝑖1 ∑𝑛−1
𝑗=1 𝑖𝑗 ∑𝑘=𝑗+1 𝑖𝑘 and 𝑃𝐶𝐼𝐹 (𝐺) = 𝑓1 ∑𝑗=1 𝑓𝑗 ∑𝑘=𝑗+1 𝑓𝑘 .


Theorem 9. Let 𝐺 = (𝑁, 𝑀) be a connected neutrosophic graph such that 𝐺 ∗ = 𝐶𝑛 . Then the following are
equivalent.
a. 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) = 𝑇𝐶𝐼(𝐺) for any 𝑢𝑣.
b. 𝑀 is a constant function.
c. 𝐺 has 𝑛 strong spanning tree whit 𝑆(𝑇) = 𝛾 that 𝛾 is a constant value.
Proof. Suppose 𝐺 = (𝑁, 𝑀) be a neutrosophic graph with 𝐺 ∗ = 𝐶𝑛 .
a → b Assume that 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) = 𝑇𝐶𝐼(𝐺) for any 𝑢𝑣. This means that deleting each edge will not
change the value of the connectivity index. Therefore, the membership function will be the same for all
edges.
b → c Assume that 𝑀 is a constant function. Hence all the edges of 𝐺 are 𝐼 − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑒𝑑𝑔𝑒. Since
removing each edge from the cycle will result a new tree of 𝐺. then the number of strong spanning trees of
𝐺 will be n and strength of any strong spanning tree is a constant value.
c → a Assume that 𝐺 has 𝑛 strong spanning tree whit 𝑆(𝑇) = 𝛾 that 𝛾 is a constant value. It is clear for
each edge of 𝐺 we have 𝑇𝐶𝐼(𝐺 − 𝑢𝑣) = 𝑇𝐶𝐼(𝐺).

4.

Conclusion
In the paper, deals with a maximum spanning tree (𝑀𝑆𝑇) and a strong spanning tree (𝑆𝑆𝑇) problem
under the neutrosophic graphs. Also, the Partial connectivity index and totally connectivity index in
neutrosophic trees was presented here and some results obtained from the study of this index in trees were
presented and proved. It should be noted that the results obtained in this article can be generalized to
directed neutrosophic graphs, bipolar neutrosophic graphs and interval-valued neutrosophic graph, in
general.
Funding: “This research received no external funding”
Acknowledgments: In this section you can acknowledge any support given which is not covered by the
author contribution or funding sections. This may include administrative and technical support, or
donations in kind (e.g., materials used for experiments).
Conflicts of Interest: “The authors declare no conflict of interest

Masoud Ghods and Zahra Rostami, Connectivity index in neutrosophic trees and the algorithm to find its maximum spanning tree

Neutrosophic Sets and Systems, Vol. 36, 2020

48

References
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.

16.

17.

18.
19.

20.

21.
22.

Abdel-Basset, M.; Mohamed, R.; Elhoseny, M. & Chang, V. Evaluation framework for smart disaster response
systems in uncertainty environment, 2020; Mechanical Systems and Signal Processing, 145, 106941.
Abdel-Basset, M.; Ali, M.; & Atef, A. Uncertainty assessments of linear time-cost tradeoffs using neutrosophic set,
2020, Computers & Industrial Engineering, 141, 106286.
Akram, M. single-Valued Neutrosophic Graphs, 2018; Springer Nature Singapore, Pte Ltd.
Shahin, A.I.; Amin, K.M.; Sharawi, A.A. & Yanhui Guo, A. novel enhancement technique for pathological
microscopic image using neutrosophic similarity score scaling, 2018; Optic, 161 84-97.
Broumi, S.; Talea, M.; Bakali, A. & Smarandache, F. Single Valued neutrosophic graphs, Degree, Order and Size,
2016; International Conference on Fuzzy System., pp. 2444-2451.
Broumi, S.; Talea, M.; Bakali, A. & Smarandache, F. Isolated single valued neutrosophic graphs, 2016;
Neutrosophic sets and systems, Vol.11. pp. 74-78.
Broumi, S.; Bakali, A.; Talea, M.; Smarandache, F.; Dey, A. & Son, L.H. Spanning tree Problem with Neutrosophic
Edge Weights, 2018; Procedia computer Science 127, 190-199.
Binu, M.; Mathew, S. & Mordeson, J.N. Connectivity index of a fuzzy graph and its application to human
trafficking, 2019; Fuzzy Sets and Sestems, 360. pp. 117-136.
Ghods, M.; & Rostami, Z. Introduction to Topological Indices in Neutrosophic Graphs, 2020; Neutrosophic Sets
and Systems, Vol. 35, pp. 68-77. DOI: 10.5281/zenodo.3951641.
Gulistan, M.; Yaqoob, N.; Rashid, Z.; Smarandache, F. & Abdul Wahab, H. A Study on neutrosophic Cubic Graphs
with Real Life Appplications in Industries, 2018; Symmetry journal, 10, 203; DOI: 103390/sym10060203.
Balami, H.M. Neutrosophic soft set and its application in multicriteria decision making problems, 2019; Annals
of Fuzzy Mathematics and Informatics, Volume 18, No. 3, pp. 245-271.
Hassan, A. & Malik, M.A. Single Valued Neutrosophic trees, 2018; TWMS J. App. Eng. Math. V. 8, N. 1a, pp. 255266.
Kandasamy, I. Double-Valued Neutrosophic Sets, their Minimum Spanning Trees, and Clustering Algorithm,
2016; J.Intell. Syst., aop. DOI: 10.1515/jisys-2016-0088.
Huang, L.; Yuxia Li, Y.H.; Kishore, P.K.; Dipak Koley, K. & Dey, A. A study of regular and irregular Neutrosophic
Graphs with real life applications, 2019; journal mathematics, DOI: 10.3390/ math7060551.
Christianto, V. & Smarandache, F. A Review of Seven Applications of Neutrosophic Logic: In Cultural
Psychology, Economics Theorizing, Conflict Resolution, Philosophy of Science, ect., 2019; Multidisciplinary
Scientific Journal (MDPI), J, 2, 128-137; DOI:103390/j2020010.
Zhang, H.Y.; Wang, J.Q. & Chen. X.H. Interval neutrosophic sets and their application in multicriteria decision
making problems. Sci. World J. 2014, 645953.
Guleria, A.; Srivastava, S.; Bajaj, R.K. On Parametric Divergence Measure of Neutrosophic Sets with its
Application in Decision-making Models, 2019, Neutrosophic Sets and Systems, vol. 29, pp. 101-120,
DOI: 10.5281/zenodo.3514411
Pramanik, S.; Dey, P.P. Multi-level linear programming problem with neutrosophic numbers: A goal
programming strategy, 2019, Neutrosophic Sets and Systems, vol. 29, pp. 242-254, DOI: 10.5281/zenodo.3514437
Satham Hussain, S.; Jahir Hussain, R.; Jun, Y.B.; & Smarandache, F. Neutrosophic Bipolar Vague Set and its
Application to Neutrosophic Bipolar Vague Graphs, 2019, Neutrosophic Sets and Systems, vol. 28, pp. 6986. DOI: 10.5281/zenodo.3387802
Satham Hussain, S.; Jahir Hussain, R.; & Smarandache, F. Domination Number in Neutrosophic Soft Graphs,
2019, Neutrosophic Sets and Systems, vol. 28, pp. 228-244. DOI: 10.5281/zenodo.3382548
Satham Hussain, S.; Jahir Hussain, R.; & Smarandache, F. On Neutrosophic Vague Graphs, 2019, Neutrosophic
Sets and Systems, vol. 28, pp. 245-258. DOI: 10.5281/zenodo.3382550
Akram, M.; Ishfaq, N.; Smarandache, F.; & Broumi, S. Application of Bipolar Neutrosophic sets to Incidence
Graphs, 2019, Neutrosophic Sets and Systems, vol. 27, pp. 180-200. DOI: 10.5281/zenodo.3275595

Masoud Ghods and Zahra Rostami, Connectivity index in neutrosophic trees and the algorithm to find its maximum spanning tree

Neutrosophic Sets and Systems, Vol. 36, 2020

49

23. Maldonado, P.A.C.; Martinez, Y.P.; Valverde, G.S.E.; and Erazo, J.D.I. Neutrosophic statistics methods applied
to demonstrate the extra-contractual liability of the state from the Administrative Organic Code,
2018, Neutrosophic Sets and Systems, vol. 26, pp. 29-34. DOI: 10.5281/zenodo.3244262
24. Nagarajan, D.; Lathamaheswari, M.; Broumi, S.; & Kavikumar, J. Blockchain Single and Interval Valued
Neutrosophic Graphs, 2019, Neutrosophic Sets and Systems, vol. 24, pp. 23-35. DOI: 10.5281/zenodo.2593909
25. Broumi, S.; Talea, M.; Bakali, A.; Singh, P.K.; & Smarandache, F. Energy and Spectrum Analysis of Interval
Valued Neutrosophic Graph using MATLAB, 2019, Neutrosophic Sets and Systems, vol. 24, pp. 4660. DOI: 10.5281/zenodo.2593919

Received: May 4, 2020. Accepted: September 22, 2020

Masoud Ghods and Zahra Rostami, Connectivity index in neutrosophic trees and the algorithm to find its maximum spanning tree

