Introduction
Building a conformal boundary is a useful tool to study the conformal properties at infinity of noncompact pseudo-Riemannian manifolds. Mostly motivated by General Relativity, some constructions were proposed by Geroch, Kronheimer and Penrose in [GKP] , and also by Schmidt in [S2] , which attach an abstract conformal boundary to a Lorentzian manifold (recall that a metric on a n-dimensional manifold is called Lorentzian when its signature is (1, n − 1), i.e (− + ...+)). The construction in [GKP] uses the causal properties of the spacetime under consideration, so that it does not generalize to other structures than Lorentz ones, while the b-boundary of [S2] can be defined for a lot of structures. Both constructions are intrinsic, and present the advantage of being quite general. Their main drawback is that the boundaries obtained in this way often present topological pathologies (they may not be Hausdorff). Also, it is generally very hard to determine those boundaries explicitely.
Another approach to the conformal boundary problem is to consider a type-(p, q) pseudo-Riemannian manifold (M, g), and to embed it strictly into another one (N, h), of same signature (and in particular of same dimension) thanks to an embedding s : (M, g) → (N, h) which is conformal. This means that s * h = e σ g for some smooth σ : M → R (we are dealing with smooth structures in all the paper). If such an embedding s exists, we can consider ∂ s M , the topological boundary of s(M ) in N (which is nonempty since s is strict), as a conformal boundary for (M, g). A lot of classical objects in Riemannian or pseudo-Riemannian geometry appear naturally endowed with a conformal boundary thanks to such embeddings: for example the n-dimensional real hyperbolic space is conformally embedded as the upperhemisphere of the round sphere S n , what attaches to him naturally a (n−1)-dimensional sphere as conformal boundary.
This point of view raises two natural questions, which will be the main themes of this article. The first question is: given (M, g) a type-(p, q) pseudo-Riemannian manifold, when does it exist a strict conformal embedding s : (M, g) → (N, h) (strict means s(M ) = N ) into a type-(p, q) manifold (N, h)? This question leads to the natural notion of conformally maximal manifolds, namely pseudo-Riemannanian manifolds (M, g) such that any conformal embedding s : (M, g) → (N, h) (with dimM = dimN ) is onto. Among the main results of this paper , we will exhibit quite a wide class of Riemannian or pseudo-Riemannian manifolds which are conformally maximal.
The second question which will interest us is to determine to what extent the extrinsic construction of a boundary by conformal embedding (when such embeddings exist) is actually intrinsic. To make the problem more precise, let us consider a pseudo-Riemannian manifold (M, g) which is not conformally maximal, and assume that we have two strict conformal embeddings s 1 : (M, g) → (N 1 , h 1 ) and s 2 : (M, g) → (N 2 , h 2 ) (let us recall that we always assume dimM = dimN 1 = dimN 2 ). We will adress the following question: can the topological boundaries ∂ s 1 M and ∂ s 2 M be very different? For example, if ∂ s 1 M is a nice, smooth submanifold of N 1 , could it happen that ∂ s 2 M is very wild? If one looks at the 2-dimensional case, the answer seems to be definitely yes. Indeed, the Riemann mapping theorem ensures the existence of conformal embeddings of the Poincaré disc into C, with very different boundaries. In constrast with this situation, our aim in this paper is to show that rigidity phenomena appear for conformal embeddings of Riemannian manifolds as soon as the dimension is at least 3. Let us mention that many works already exist about this kind of problem. For the existence of conformal embedding, we should quote [He] , [C-H] , [C-H3] , [S-Y] among others, which give sufficient conditions (for example on the Ricci curvature of g) ensuring the existence of a strict conformal embedding s : (M, g) → (N, h). Also, in [A1] , [A2] , [Bi] , [C] , [GL] , [Kl] , [KL2] , related questions of existence and unicity of the conformal boundary are studied.
Both of the two questions above make sense not only for conformal structures, but for general geometric structures. As the title suggests it, we will consider them in the quite wide framework of Cartan geometries. We will define precisely Cartan geometries a little bit later. For the moment, let us just mention that they include pseudo-Riemannian metrics, conformal pseudo-Riemannian structures, CR-structures, affine, projective structures etc.... We now detail the main results of the paper, begining with the conformal Riemannian framework, which is maybe the most familiar to the reader, and then giving the general results about emebddings of Cartan geometries.
Conformally maximal manifolds
In the metric context, it is quite clear that a complete pseudo-Riemannian manifold is maximal in the sense that any isometric embedding has to be onto. Of course, the example of Euclidean space shows that completeness is no longer sufficient to imply conformal maximality, which makes this latter notion harder to understand. Thus, exhibiting large classes of conformally maximal structures seems already interesting. In this paper, we will prove: Theorem 1.1.
Every complete flat Riemannian manifold of dimension n ≥ 3 which is not conformally equivalent to the Euclidean space is conformally maximal.
2. For a complete hyperbolic manifold M = Γ\H n , n ≥ 3, the following conditions are equivalent:
(a) M is conformally maximal.
(b) M is projectively maximal.
(c) The limit set Λ Γ is equal to S n−1 = ∂H n .
We refer to [Ka] for the definition of the limit set of a subgroup of Is H n . Let us remark that theorem 1.1 implies that complete hyperbolic manifolds of finite volume and dimension ≥ 3 are conformally maximal. This is in sharp contrast with the 2-dimensional case where it is possible to "fill" the cusps, so that conformally, a hyperbolic surface of finite volume is always obtained by removing points from a compact Riemann surface.
Theorem 1.1 is actually a particular case of Theorem 1.12, which is much more general in the sense that it does not only deal with Riemannian conformal structures, but with Cartan geometries in general (see section 1.4 and 6.2).
Before stating the next result, which is more specific to the Riemannian case, let us define a conformally homogeneous manifold as a Riemannian manifold (M, g), the conformal group of which acts transitively.
Theorem 1.2. Let (M, g) be a Riemannian manifold of dimension n ≥ 3, which is conformally homogeneous. Then it is conformally maximal except in the following cases:
1. (M, g) is conformally equivalent to the Euclidean space R n .
(M, g
) is conformally equivalent to the real hyperbolic space H n .
) is conformally equivalent to the product H m × S k , with m ≥ 1, k ≥ 1, m+k ≥ 3 (with the convention that H 1 is the 1-dimensional Euclidean space).
(M, g) is conformally equivalent to the product
Actually, we don't know if the last example can be removed from the list, i.e if H m × R is conformally maximal (we gess it is the case). The three first examples are conformally equivalent to open subsets of the sphere, hence are not conformally maximal. Let us mention two consequences of the previous result. A left invariant Riemannian metric on a connected Lie group G is always conformally maximal, exept when G = R n . Also, all Riemannian symmetric spaces but the Euclidean and the hyperbolic spaces are conformally maximal.
When a type-(p, q) pseudo-Riemannian manifold admits a strict conformal embedding s : (M, g) → (N, h), with (N, h) also of type-(p, q), and if s(M ) has compact closure in (N, h), we say that s yields a conformal compactification of (M, g). Let us now quote a result about existence of conformal compactification: Theorem 1.3. Let (M, g) be a connected Riemannian manifold of dimension n ≥ 3. Assume that the isometry group of (M, g) is noncompact, and that (M, g) is not conformally flat. Then, there is no conformal compactification for (M, g).
Thus, for generic Riemannian manifolds M , a product R × M does not admit any conformal compactification.
Rigidity of conformal boundaries
We now discuss the second topic of this article, which is unicity, or at least "rigidity" of the conformal boundary defined by a conformal embedding. As we already mentioned it, the situation in dimension ≥ 3 becomes much more rigid than it is dor surfaces. As an example of this rigidity, we will prove: 
So, basically, this theorem classify all possible conformal embeddings of the manifold (M, g) into another Riemannian manifold of the same dimension. Such a strong conclusion is possible because of the condition on the Hausdorff dimension of the boundary ∂M . In particular, theorem 1.4 does not deal with domains having a hypersurface as boundary, a case on which we focus now.
In the forthcoming statements, we will consider a smooth Riemannian manifold (L, g), and M L an open subset satisfying the condition: 
is the open hupper half-space x n > 0.
The condition on the boundary is that there is a smooth atlas (
We will say that the boundary ∂M is of class C k,α , k ∈ N, α ∈ [0, 1], if the functions f i are k-times differentiable with a α-Hölder k-th differential.
Note that a C 0,1 -function is just a Lipschitz function. In the article, by a C k,α -hypersurface of a manifold, we will denote a subset which is locally the graph of a C k,α -function.
We can now state our first theorem: 
This result can be seen as a generalization to dimension ≥ 3 of Carathéodory's theorem about the boundary behaviour of conformal mappings (see [Ca] ). In Theorem 1.5, no assumption is made on the image of the embedding. If we add some (quite mild) assumptions on this image, the result can be precised: This corollary follows directly from theorem 1.6, because H n is conformally diffeomorphic to the upper-hemisphere inside the round sphere S n . So, inside S n , ∂H n is a conformally flat (n−1)-sphere. Now, if s : H n → (N, h) is a smooth strict conformal embedding, such that ∂ s H n is locally the graph of a C 0 function, theorem 1.6 says that ∂ s H n is actually a smooth submanifold, which is conformally covered by the conformally flat sphere S n−1 . Since by the theorem, the cover is at most twofold, we get that ∂ s H n is either conformally diffeomorphic to S n−1 , or to the (n − 1)-dimensional projective space.
Generalization to Cartan geometries
Until there, we spoke only about Riemannian conformal structures. Nevertheless, a great part of the methods leading to the previous results are not at all specific to the Riemannian framework, but hold for more general geometric structures called Cartan geometries. Since this notion is central in all this work, and since it will allow us to get analogue results for very general geometric structures, it seems worthwhile to set the problem of geometric embeddings into the framewok of Cartan geometries.
Intuitively, a Cartan geometry is the data of a manifold infinitesimally modelled on some homogeneous space X = G/P , where G is a Lie group and P a closed subgroup of G. Precisely, a Cartan geometry on a manifold M , modelled on the homogeneous space X = G/P , is the data of:
-a 1-form ω M onM , with values in the Lie algebra g, called Cartan connexion, and satisfying the following conditions:
1. At every pointx ∈M , ω M x is an isomorphism between TxM and g.
2.
If X † is a vector field ofM , comming from the action by right multiplication of some one-parameter subgroup t → Exp G (tX) of P , then ω M (X † ) = X.
3. For every a ∈ P , R a * ω M = Ad(a −1 )ω M (R a standing for the right action of a onM ).
We will only consider Cartan geometries for which P acts faithfully on X = G/P , a condition which is satisfied in all cases of interest.
A lot of classical geometric structures, including pseudo-Riemannain metrics, pseudo-Riemannain conformal structures, CR, affine and projective structures can be interpreted in terms of Cartan geometry, in the sense that they determine a Cartan geometry, which is canonical if one requires suitable normalization conditions on ω M (see [CS] , [Car] , [Ch] , [Ko] , [Sh] , [T] ).
Geometric embeddings
Let X = G/P be an homogeneous space, where G is a Lie group and P a closed subgroup of G. We consider (M,M , ω M ) and (N,N , ω N ) two Cartan geometries modelled on X (notice that M and N automatically have the same dimension, which is that of X). Such Cartan geometries will always supposed to be smooth.
By a geometric embedding σ of (M,M , ω M ) into (N,N , ω N ), we mean a smooth bundle embedding σ :M →N , such that σ * (ω N ) = ω M . Such an embedding is equivariant for the right action of P onM andN respectively, and induces a smooth embedding s : M → N . We will say that σ is a strict embedding if σ(M ) is a strict open subset ofN (or equivalently s(M ) is a strict open subset of N ). When the embedding σ is not strict, we just have a geometrical isomorphism between (M,M , ω M ) and (N,N , ω N ). In other words (M,M , ω M ) and (N,N , ω N ) are the same from the point of view of Cartan geometries modelled on X.
In the whole article, we will denote by ∂ σM (resp. ∂ s M ) the topological boundary of the open subset σ(M ) (resp. s(M )) inN (resp. in N ).
Kleinian manifolds
Let G be a Lie group, P a closed subgroup of G, and X = G/P . If ω G denotes the Maurer-Cartan form on G, the triple (X, G, ω G ) is the flat model for the Cartan geometries modelled on X. The general class of manifolds we will consider are Kleinian manifold, namely quotients M = Γ\Ω, where Ω is an open subset of X = G/P , and Γ a discrete subgroup of G, acting freely and properly on Ω. As we will see in section 5, a Kleinian manifold is naturally endowed with a canonical Cartan geometry modelled on X,
For Kleinian manifolds, we will prove an analogue of theorem 1.4, namely:
is a Cartan geometry modelled on X. Then there is an open subset Ω ′ ⊂ X containing Ω, on which Γ acts properly discontinuously, defining a Kleinian manifold M ′ = Γ\Ω ′ , and such that s extends to a geometric isomorphism
As we said before, quite a lot of classical geometric structures are Cartan geometries, and among them, interesting examples are Kleinian manifolds. Thus, the previous theorem has nice illustrations, playing with different model spaces X. To give a flavour of the kind of applications one can get, let us quote the: Corollary 1.9. Let n ≥ 3, n − 1 > m ≥ 1 two integers, and H m × S n−m endowed with the conformal structure defined by the product of the hyperbolic and round metrics. If s :
The corollary follows directly from the theorem since H m × S n−m is conformally equivalent to the complement of a (m − 1)-sphere in S n (with the convention that a 0-sphere consists of two points).
For open sets Ω bounded by a hypersurface, we will also prove: 
Some results on maximal geometries
The definition of geometric embeddings endows naturally the set of Cartan geometries modelled on a given X = G/P with a partial ordering. If (M,M , ω M ) and (N,N , ω N ) are two such geometries, we will say that M is smaller than N if there is a strict embedding σ :
This leads to the following:
We already quoted results about conformally maximal Riemannian manifolds. For Kleinian manifolds, we will prove: The notion of normal domain will be introduced in section 3.3. Intuitively, a normal domain is an open set whose boundary is not too wild. For example, open subsets whose boundary is a locally Lipschitz hypersurface, or have Hausdorff codimension > 1 are normal. The meaning of theorem 1.12 is the following: if a Kleinian manifold is maximal among all Kleinian manifolds modelled on X, it is maximal among (the larger class of) all Cartan geometries modelled on X.
Organization of the paper
The article begins with a straigthforward generalization to general Cartan geometries of the so called b-boundary construction, first introduced by B.G Schmidt in [S2] . This construction associates a Cauchy boundary to any Cartan geometry. In section 2.2, we explain how any strict geometrical embedding determines a boundary map from an open subset of this Cauchy boundary to the topological boundary of the image of the embedding. In section 3.1, a more explicit description of the Cauchy boundary is provided for Cartan geometries obtained by quotienting open domains having a nice enough topological boundary. The notion of weak Cartan geometry is then introduced. In section 3.5, an important regularity property of the boundary map is proved (proposition 3.7). Sections 2.2 and 3.1 yield the general background for the proofs of most of our results here, and we hope it will be also useful for further investigations on geometric embeddings (especially the case of pseudo-Riemannian (non Riemannian) conformal embeddings).
Section 4 deals specifically with the case of conformal Riemannian structures, for which the general results obtained in sections 2 and 3.1 can be sharpened. This allows to prove theorems 1.4, 1.5 and 1.6, using methods already introduced in [Fr1] . This section is the most involved part of the paper.
In section 5, we investigate geometrical embeddings of Kleinian manifolds, proving theorems 1.8 and 1.10. Section 6 is devoted to conformally maximal manifolds, and more generally maximal Cartan geometries. The reader will find here the proofs of theorem 1.12, from which theorem 1.1 is deduced. Illustrations in the framework of CR-structures, affine, Lorentz and projective geometries are given in 6.2. We also prove in section 6 theorems 1.2 and 1.3, using tools introduced in section 4.
2 The boundary map of a geometric embedding
Cauchy completion of a Cartan geometry
We consider a Cartan geometry (M,M , ω M ) modelled on the space X = G/P . Let us fix once for all X 1 , ..., X m a basis of the Lie algebra g. This choice defines a parallelism R onM as follows:
There is a unique Riemannian metric ρ M onM for which this parallelism is orthonormal, and we denote by d M the distance defined by ρ M onM .
Let (M c , d M ) denote the Cauchy completion of the metric space (M , d M ), and ∂ cM its Cauchy boundary, i.e ∂ cM =M c \M . Let us remark that for every p ∈ P , the Jacobian matrix of R p , the right multiplication by p, when expressed in the parallelism R, is exactly the matrix of the linear map Ad p −1 expressed in the basis (X 1 , ..., X n ). It follows that the maps R p are uniformly continuous, thus extend to continuous maps R p onM c , which leave ∂ cM invariant. As a consequence, one can also define the Cauchy completion M c (resp. the Cauchy boundary ∂ c M ) of M as the quotient M c /P (resp. ∂ cM /P ).
Observe that the initial choice of the basis (X 1 , ..., X m ) is not relevant, since different choices lead to bi-Lipschitz equivalent metrics, hence to the same Cauchy completion.
The space M c is generally quite far from being a nice topological space, because the action of P , which is proper onM , can behave very badly on the boundary ∂ cM , yielding a non Hausdorff quotient.
Two easy examples
As a first example, let us determine the Cauchy boundary of the model space X itself. The Cartan geometry that we are considering here is the triple (X, G, ω G ), where ω G is the Maurer-Cartan form on G. Since the MaurerCartan form is invariant by left multiplication, the left action of G leaves the metric ρ X invariant, so that (G, ρ X ) is an homogeneous Riemannian manifold, hence complete. As a consequence
Another easy, and maybe more enlightening example is that of M = R n , n ≥ 3, endowed with its standard conformally flat structure. Here, the model space X is the sphere S n with its standard conformal structure, and seen as the homogeneous space G/P , where G = SO(1, n + 1) and P is a parabolic subgroup. Since the stereographic projection identifies conformally R n with the sphere minus a point, the bundleM is identified with the open subset of SO(1, n + 1), obtained by removing a P -orbit for the right action. The Cauchy boundary ∂ cΩ is identified with the topological boundary ∂Ω, i.e a P -orbit for the right action. We thus get that ∂ c R n is just a point.
For the conformal structure defined by a flat complete Riemannian manifold M = Γ\R n , with Γ ⊂ Is(R n ) nontrivial and discrete, one checks that ∂ cM is identified with Γ\P , so that ∂ c M is still a point. Nevertheless, when Γ is noncompact, the space M c is not Hausdorff anymore.
Construction of the boundary map
Let (M,M , ω M ) and (N,N , ω N ) be two Cartan geometries modelled on the same homogeneous space X = G/P , and σ :
In what follows, we will call s the embedding from M into N induced by σ. By, ∂ σM (resp. ∂ s M ), we will understand the topological boundary of σ(M ) inN (resp. of s(M ) in N ). The construction described in section 2.1, using a same fixed basis (X 1 , ..., X m ) of g yields two Riemannian metrics ρ M and ρ N onM andN respectively. The construction
what will be often used in the following to say that a Cauchy sequence for d σ N is automatically a Cauchy sequence for
The regular set of ∂ cM associated to σ is defined as:
Since σ is equivariant for the action of P onM andN , the setΛ c is Pinvariant and we call Λ c =Λ c /P . The importance of the setΛ c comes from the fact that there is a nice notion of boundary map defined on it. Before making it precise, let us introduce the:
It is clear thatx ∈ ∂ σM is accessible iff there exists a C 1 pathγ :
We can now state: 
The image ∂s(Λ
c ) (resp. ∂σ(Λ c )) contains every accessible point of ∂ s M (resp. of ∂ σM ). In particular, it is dense in ∂ s M (resp. in ∂ σM ).
The group P acts freely and properly onΛ
Proof: We use the following lemma, which is probably standard (see [Fr1] , Lemma 14):
Since we assumed that s is strict, ∂ s M is nonempty, and by the previous lemma, the accessible points are dense in ∂ s M . Let us chooseẑ accessible in
2 ), and (ŷ k ) a sequence ofM tending toŷ. Then σ(ŷ k ) is a Cauchy sequence for d σ N , hence for d N , and for k big enough: σ(ŷ k ) ∈ B N (ẑ, ǫ). We get that σ(ŷ k ) converges inN , and
Let us now prove the second point of the proposition. Letx be a point of Λ c . By definition, there is a sequence (x k ) ofM converging tox, such that σ(x k ) converges to some point of
, what means that σ(x ′ k ) converges to the same limit as σ(x k ). This shows that ∂σ(x) is well defined. It is clear that σ is P -equivariant, and it is continuous since it is 1-Lipschitz with respect to the distances d M and d N . The third point of the proposition comes from the P -equivariance of ∂σ and σ.
At the begining of the proof, we showed that ifẑ is accessible in ∂ σM , there is a sequence (x k ) ofM tending tox ∈Λ c , such that σ(x k ) converges tô z. This exactly means ∂σ(x) =ẑ, what proves that ∂σ(Λ c ) contains every accessible point of ∂ σM . By P -equivariance, the same property is true for ∂s, and this gives the fourth point of the proposition.
To prove the last point of the proposition, consider (x k ) a sequence ofΛ c ∪M converging tox ∞ ∈Λ c ∪M , and (p k ) a sequence of P such thatx k .p k converges toŷ ∞ ∈Λ c ∪M . Then σ(x k ) tends to σ(x ∞ ) and σ(x k ).p k tends to σ(ŷ ∞ ). Since P acts properly onN , the sequence (p k ) is bounded in P . This shows that the action of P is proper onΛ c ∪M . The action of P is also free onΛ c ∪M , because it is free onN , and ifx.p =x, for somex ∈Λ c ∪M and p ∈ P , then σ(x).p = σ(x).
♦

First consequences of proposition 2.3
It is worth noticing that proposition 2.3 has interesting implications. For example, if (M,M , ω M ) is a Cartan geometry such that ∂ c M has only finitely many points, and if σ : (M,M , ω M ) → (N,N , ω N ) is a strict geometrical embedding, inducing an embedding s : M → N . Then Λ c also has finitely many points, while ∂s(Λ c ) must be dense in ∂ s M . This implies that ∂ s M must have finitely many points. An extreme case is that of the conformal structure of the Euclidean space, for which we saw that ∂ c R n is only one point. Then, we get that if s : (R n , g eucl ) → (N, h) is a strict conformal embedding into some n-dimensional Riemannian manifold (N, h), n ≥ 3, then ∂ s R n must be a single point, and then, it is easy to see that (N, h) is conformally equivalent to the round sphere.
Another straigthforward consequence of proposition 2.3, which will be exploited in the proof of theorem 1.12, is that whenever P does not act properly and freely on any nonempty open subset of ∂ c M , the Cartan geometry (M,M , ω M ) has to be geometrically maximal.
3 Normal domains, quotient manifolds and weak Cartan geometries
then Ω is naturally endowed with a Cartan geometry modelled on X, induced by that of L. The Cartan bundleΩ is the inverse image of Ω under the projection π L :L → L. The Cartan connexion ω Ω on Ω is just the restriction of ω L toΩ. As we saw in section 2.1, the choice of a basis
We say that a diffeomorphism φ of L is an automorphism of the Cartan geometry if it lifts toφ, a bundle automorphism ofL satisfyingφ
The group of automorphisms of L will be denoted by Aut L. The condition that P acts faithfully on X = G/P implies that an element of Aut L lifts in an unique way to a bundle automorphism ofL. Assume now that Γ is a discrete subgroup of Aut L, preserving Ω and acting freely and properly on it. Let us call M the quotient manifold Γ\Ω. Such a manifold also inherits from L a Cartan geometry modelled on X, that we decribe now.
Weak Cartan geometries and canonical quotient geometries
Because it preserves a parallelism, Aut L acts freely and properly onL, and its action commutes with that of P . We denote byL Γ the quotient manifold Γ\L, and by ω L Γ the 1-form induced by ω L onL Γ . The manifoldL Γ still carries a right action of P , and the 1-form ω L Γ satisfies the conditions 1,2 and 3 of a Cartan geometry (see section 1.3). Nevertheless,L Γ is generally not a P -principal bundle (for example, unless the action of Γ is proper on the whole L, the action of P will not be proper onL
is not a Cartan geometry in the classical sense: we will call it a weak Cartan geometry.
IfM is the projection ofΩ onL Γ , thenM is stable for the right P -action onL Γ , and is a P -principal bundle over M . If ω M denotes the restriction of ω L Γ toM , then the triple (M,M , ω M ) is a Cartan geometry. We call it the canonical Cartan geometry on M , induced by that of L.
Normal domains
The metric
serve that the metric ρ M is precisely the one constructed in section 2.1 for the Cartan geometry (M,M , ω M ). Observe also that the projection 
are defined as follows: The following lemma exhibits a wide class of normal domains. Its proof, as well as that of lemma 3.4, is postponed at the end of the paper (section 7). 2. ∂W has Hausdorff dimension < n − 1.
Then W is a normal domain.
In the following, we will also need: 
The natural map
Let Ω ⊂ L be a strict open subset and M = Γ\Ω a quotient manifold, where Γ is discrete in Aut L. We assume now that Ω L is a normal domain. By lemma 3.4,Ω is a normal domain ofL. The projection fromL toL Γ is a local isometry (with respect to the metrics ρ L and ρ L Γ ), so that if M = Γ\Ω, then M is a normal domain ofL Γ . In particular, to eachx ∈ ∂M is associated a real 1 ≤ kx, and a neighbourhood Ux such that Ux ∩M is connected, and satisfying: d
Letx be a point of ∂M , and (x k ) a sequence of Ux ∩M converging tox. The inequality (1) shows that (x k ), which is a Cauchy sequence for d
. Thus the data ofx and (x k ) naturally defines a point of
Thus, the single data of a point in ∂M defines a point of ∂ cM . This yields a well defined P -equivariant map
Proof: Letx ∈ ∂M , and Ux as above.
that the image of λ is open, let us choose ǫ small enough so that the closed ρ L Γ -ball of centerx and radius ǫ is complete for d L Γ , and included in Ux. Let (x k ) be, as above, a Cauchy sequence ofM (for the distance
is, for k big enough, included in the the closed ρ L Γ -ball of centerx and radius ǫ. Thus, it must converge tox ′ ∈ ∂M ∩Ux, and we getŷ ′ = λ(x ′ ).
Starting with
Hence, the map λ −1 is continuous, and λ is an homeomorphism on its image. ♦ Now, assume that Ω ⊂ L is a normal domain, and that M = Γ\Ω, with Γ discrete in Aut L. Assume that (N,N , ω N ) is a Cartan geometry modelled on X, and that σ : (M,M , ω M ) → (N,N , ω N ) is a strict geometrical embedding (here, (M,M , ω M ) is the natural Cartan geometry induced by L on M , as described previously). Thanks to the map λ, we identify ∂M with an open subset of ∂ cM , and we would like to understand the subset Λ =Λ c ∩ ∂M , namely: Λ = {x ∈ ∂M | ∃(x k ) a sequence ofM ,x k →x and σ(x k ) converges inN } This will be done thanks to the:
containing Ω strictly, and on which Γ acts freely and properly.
Proof: We already saw in Proposition 2.3 that P acts freely and properly onΛ c ∪M . SinceΛ ∪M is P -equivariantly homeomorphic to an open subset ofΛ c ∪M , Λ ∪ M = (Λ ∪M )/P is Hausdorff. Let us callΛ ∪Ω the inverse image ofΛ ∪M by the projectionL →L Γ , andΛ ∪ Ω the projection ofΛ ∪Ω on Ω. Then it is not difficult to check that since P acts freely properly on Λ ∪M , Γ acts freely properly onΛ ∪ Ω, and that Λ ∪ M is the quotient Γ\(Λ ∪ Ω). ♦
Regularity properties for the boundary map
SinceΛ and Λ =Λ/P are identified with open subsets ofΛ c and Λ c respectively, we can restrict the boundary maps ∂σ and ∂s to them. Ifx ∈Λ, (resp. x ∈ Λ) then ∂σ(x) (resp. ∂s(x)) is the limit in ∂ σM (resp. in ∂ s M ) of σ(x k ) (resp. s(x k )), for any sequence (x k ) (resp. (x k )) ofM (resp. of M ) tending tox (resp. to x).
We now state a proposition, which says that around every point ofΛ, the map σ is the restriction of a smooth diffeomorphism. This will be crucial in the following, since ∂σ will thus enjoy nice regularity conditions as soon as ∂M does.
Proposition 3.7. Assume that L, Ω, M and Γ satisfy the hypotheses of Lemma 3.3. Then for everyx ∈Λ, there is a neighbourhood Vx (resp Vŷ) ofx inL Γ (resp. ofŷ = ∂σ(x) inN ), and σ ′x a smooth diffeomorphism between Vx and Vŷ, such that σ ′x restricts to σ on Vx ∩ (Λ ∪M ).
Of course, the proposition above is useless ifΛ = ∅. Nevertheless, we will exhibit quite a lot of interesting examples (for instance the case of conformal Riemannian embeddings), where we will be able to show thatΛ = ∅.
Proof: We first make the assumption that the Hausdorff dimension of ∂Ω is < n − 1. For anyx ∈L Γ (respŷ ∈N ), we will denote by Expx (resp. Expŷ) the exponential map defined by the Riemannian metric ρ L Γ (resp. ρ N ). Letx ∈Λ, and (x k ) a sequence ofM tending tox, such that y k = σ(x k ) tends toŷ ∈N . For k 0 sufficiently large, there is Ux k 0 ⊂ Tx k 0L Γ a neighbourhood of 0x k 0 , such that Expx k 0 (Ux k 0 ) = Vx is a simple convex neighbourhood for the metric ρ L Γ , which containsx. This means that any two points of Vx can be joined by a unique geodesic segment (for the metric ρ L Γ ) included in Vx. We will also assume that we have choosen k 0 big enough, and Ux k 0 small enough, so that Expŷ k 0 is a diffeomorphism from
(Ux k 0 ) on its image Vŷ. Now, define σ ′x : Vx → Vŷ by:
The map σ ′x is a smooth diffeomorphism between Vx and Vŷ. Now, because σ is an isometry between (M , ρ M ) and (σ(M ), ρ N ), we have that σ ′x coincides with σ on Wx k 0 , the set of points in Vx ∩M which can be joigned tox k 0 by a geodesic segment included in Vx ∩M . Now, the codimension asumption on ∂Ω allows to prove the:
Lemma 3.8. For everyẑ ∈ V ∩M , the set Wẑ of points in V ∩M , which can be joigned toẑ by a ρ L Γ -geodesic segment included in V ∩M is dense and open in V .
Proof: Since V is supposed to be a convex, simple neighbourhood, for everyẑ ∈ V , there is Vẑ ⊂ TẑL Γ , such that Expẑ is a diffeomorphism from Vẑ onto V . Observe that Vẑ is star-shaped relatively to 0ẑ. Now, let Sẑ(r) (resp. B hz (r)) be the sphere (resp. the open ball) of radius r and center 0ẑ, for the metric ρ
When r is small enough, Sẑ(r) ⊂ Vẑ, and there is a well defined radial smooth projection π : Vẑ \ {0ẑ} → Sẑ(r). If we define Fẑ = Exp 
♦
Thanks to this lemma, Wx k 0 is dense in Vx ∩M . This later set is itself dense in Vx ∩ (Λ ∪M ). By continuity of σ, we get that σ and σ ′x coincide on Vx ∩ (Λ ∪M ), as desired.
Assume now that Ω is a hypersurface with boundary, and ∂Ω is locally the graph of a Lipschitz function. Let X ∈ g and X L Γ (resp. X N ) be the smooth vector field onL hypersurface inL Γ (resp. inN ) which is transverse to X L Γ (resp. to X N ) on the interval ] − ǫ ′ , ǫ[. We mean here that for
. We then define:
and
Those are open neighbourhoods inL Γ andN respectively. We saw in the proof of Lemma 3.6 thatΛ is the projection by the smooth covering map
We thus see thatΛ is locally the graph of a Lipschitz function. As a consequence, givenx ∈Λ, there exists W a neighbourhood ofx inΛ, and a vector X ∈ g such that X L Γ is transverse to W , i.e there exists ǫ > 0 s.
a neighbourhood ofŷ = ∂σ(x) inN , which is moreover a flow-box for φ t X N , and with the property that for eachẑ ∈ B, φ t
Choosing ǫ < ǫ 0 and W small enough, we may assume that φ
Let us call W ′ = φ .ŵ ′′ z , withŵ ′′ z ∈ W ′′ , and t z ∈] − ǫ ′ , ǫ[. We then define a map σ ′x on Vx by the formula:
Sinceẑ → t z andẑ → w ′′ z are smooth, σ ′x is a smooth map defined on Vx.
is an open neighbourhood ofŷ inN . Since it is included in B, it is a flow-box for φ t X N , what implies that σ ′x is a smooth diffeomorphism between Vx and Vŷ.
The fact that σ is a geometrical embedding yields:
In particular σ ′x coincides with σ on Vx ∩M , and with σ on Vx ∩ (Λ ∪M ) by continuity of σ. ♦ 4 Rigidity of conformal embeddings: the Riemannian case
We are going to apply the general tools of the previous sections to the particular case of Riemannian conformal embeddings. Before this, let us recall why conformal Riemannian structures can be described as Cartan geometries infinitesimally modelled on the sphere S n = P O(1, n + 1)/P .
Conformal structures from the point of view of Cartan connections
Let us denote by O(1, n + 1) the subgroup of GL(n + 2, R) preserving the quadratic form −x 2 1 + x 2 2 + ... + x 2 n+2 , and by o(1, n + 1) its Lie algebra. Recall that P O(1, n + 1) := O(1, n + 1)/{±Id} coincides with the group of conformal transformations of S n endowed with the round metric. Thus, we see the conformal sphere as the homogeneous space S n = P O(1, n + 1)/P , where P is the stabilizer of an isotropic line for −x 2 1 + x 2 2 + ... + x 2 n+2 . Using a stereographic projection, P can be seen as the conformal group of the Euclidean space, hence is isomorphic to the semi-direct product (R × O(n)) ⋉ R n . The Lie algebra o(1, n + 1) is a sum n + ⊕ R ⊕ o(n) ⊕ n − , where p = R ⊕ o(n) ⊕ n − is the Lie algebra of P . The algebras n + and n − are both abelian of dimension n.
Assume now that (M,M , ω M ) is a Cartan geometry modelled on S n = P O(1, n+1)/P . For x ∈ M , eachx ∈M above x determines an isomorphism ix : T x M → o(1, n + 1)/p in the following way: if u ∈ T x M andû is a lift of u in TxM , ix(u) is the projection on o(1, n + 1)/p of ω M x (û) (this does not depend on the liftû). Since R * p ω = Ad p −1 ω, for any p ∈ P , we get:
On o(1, n + 1), there is a unique Ad P -invariant conformal class C of Riemannian scalar products. Pulling back this class by ix, we endow each T x M with a conformal class of Riemannian scalar products. The construction does not depend on the choice ofx above x by the identity (2). Hence, any data (M,M , ω M ) as above defines a conformal class of Riemannian metrics on M .
What is nice is that this construction can be reversed. Indeed, it is known since Elie Cartan that given a conformal class of Riemannian metrics on a manifold M of dimension ≥ 3, there is on the bundleM of 2-jets of orthogonal frames a unique normal Cartan connection ω M with values in o(1, n + 1). The normality condition is put on the curvature of the connection to ensure uniqueness (see [Ko] , [Sh] ). Of course, the normal Cartan connection gives back the initial conformal class by the construction decribed above. 
Conformal cones
Let (L,L, ω L ) be a Cartan geometry modelled on S n = P O(1, n + 1)/P . Forx ∈L and u ∈ TxL, we can consider the vector field 
Notice that expx is a diffeomorphism from a sufficiently small neighbourhood of 0x on its image.
We are now going to define what is a conformal cone on a Riemannian manifold (L, g). By what has been said before, (L, g) defines a unique normal Cartan geometry (L,L, ω L ) modelled on S n = P O(1, n + 1)/P . The subalgebra n + ⊂ o(1, n + 1) is not Ad P -invariant. Nevertheless, writting P = (R × O(n)) ⋉ R n , we see that n + is invariant by the adjoint action of R × O(n). We put on n + a scalar product <> which is Ad O(n)-invariant, and call ||.|| the asociated norm. Let S n + be the unit sphere of n + for the norm ||.||, and B a closed ball of nonzero radius of S n + , for the metric induced by <> on S n + . Given λ > 0, we can then define:
If π X denotes the projection P O(1, n + 1) → P O(1, n + 1)/P , then we define a subset of S n putting C(B, λ) = π X • exp G (C(B, λ) ). Calling o the fixed point of P on S n , such a subset will be referred to as a cone with vertex o.
Let π :L → L be the bundle projection. A set of the form Cx(B, λ) = π(Ĉx(B, λ)) will be called a conformal cone with vertex x. We will also use the notationĊx(B, λ), which is simply Cx(B, λ) with its vertex x removed. Since a conformal transformation of (L, g) lifts to an automorphism of (L, ω L ), it is not difficult to check that the set of conformal cones is preserved by conformal transformations.
Also useful for what follows will be the notion of development of a conformal cone. Let x ∈ L,x ∈L above x,x ′ =x.p with p ∈ P , and Cx′(B, λ) a conformal cone with vertex x. We set:
We won't detail here the notion of development of curves for a Cartan geometry, which is of course very close to the previous definition (see [Sh] chapter 5 for more details).
The boundary map for Riemannian conformal embeddings
Until the begining of section 5, we assume that (L, g) is a smooth Riemannian manifold of dimension n ≥ 3, and M L is an open subset. We assume that we are in one of the following cases:
1. The Hausdorff dimension of ∂M is < n − 1.
The closure M is a topological manifold with locally Lipschitz boundary of L (see hypothesis H 1 of the introduction).
We assume that s : (M, g) → (N, h) is a strict conformal embedding, where (N, h) is a Riemannian manifold of dimension n. This conformal embedding lifts to a geometrical embedding σ : (M,M , ω M ) → (N,N , ω N ) between the normal Cartan geometries defined by the two conformal structures. As in section 3.4, we introduce the set:
and Λ =Λ/P . It turns out that in the case of Riemannian conformal structures, we understand very well Λ and the boundary map ∂s : Λ → ∂ s M . The key proposition is:
) and M L satisfying one of the conditions 1. or 2. above. Let s : (M, g) → (N, h) be a strict conformal embedding. Then:
1. Λ coincides with the set:
If M is compact, then Λ is a nonempty open subset of ∂M , and the map ∂s : Λ → ∂ s M is surjective and proper.
Proof: By the very definition of Λ, one always have the inclusion Λ ⊂ {x ∈ ∂M | ∃(x k ) a sequence of M, x k → x and s(x k ) converges in N }. If this latter set is empty, so is Λ.
Let x ∈ ∂M . Assume that there is a sequence (x k ) of M tending to x, such that s(x k ) = y k tends to y ∈ ∂ s M . We choose a sequence (x k ) inM (projecting onto (x k )), converging tox ∈ ∂M , and a sequence (p k ) in P such thatŷ k = σ(x k ).p −1 k tends toŷ ∈ ∂ σM . Our aim is to prove thatx ∈Λ, which is easily seen to be equivalent to the sequence (p k ) being bounded in P .
Assume by contradiction that (p k ) is unbounded. We will take advantage of the assumptions made on ∂M thanks to the: Lemma 4.2. IfM ⊂L is an open subset such that either the Hausdorff dimension of ∂M is < dimL − 1, or ∂M is locally Lipschitz, then for everŷ x ∈ ∂M there is a coneĈx(B, λ) such thatĈx(B, λ) \ {x} ⊂M .
Let us choose such a coneĈx(B, λ). Taking B and λ smaller if necessary, we can assume that there is a k 0 ∈ N such thatĈx k (B, λ) is in the interior of Cx(B, λ) as soon as
We are now confronted to the following problem: first, determine the behaviour of the sequence of sets p k .C(B ′ , λ) in S n , when (p k ) is a sequence of P tending to infinity. When it will be done, consider the natural question:
given We postpone the proof of lemma 4.3 to section 4.3.1. Lemma 4.4 is a particular case of [Fr1] , Lemma 7.
We now use the conclusions of Lemma 4.3:
• either there exists B ′ ⊂ B, such that p k .C(B ′ , λ) → o. Then, by the relation (3) and Lemma 4.4, we conclude that s(Cx k (B ′ , λ)) → y for the Hausdorff topology. But this is a contradiction. Indeed, since for anyx ∈Λ, expx is a diffeomorphism from a a neighbourhood Ux of 0x on its image, and since expx(Ux ∩ (ω L x ) −1 (n + )) is transverse to the fibers of π :L → L for Ux sufficiently small, we deduce that any conformal cone Cx(B, λ) has nonempty interior. From this, it follows that all the sets Cx k (B ′ , λ), k ≥ k 0 , contain a common open subset U ⊂ M . We thus get: σ(U ) = {y}, which yields a contradiction.
• if we are in the second case of Lemma 4.3, then:
what means that
On the one hand, we thus have that Cx k (B, ǫ k ) tends to x for the Hausdorff topology, hence leaves every compact subset of M , and on the other hand the sets s(Cx k (B, ǫ k )) contain a common open subset U ⊂ s(M ) for k large. This contradicts that s : M → s(M ) is a proper map, and the first point of the proposition is proved.
Let us summarize what we got before: if for x ∈ ∂M , there is (x k ) a sequence of M converging to x such that s(x k ) converges to y ∈ N , then x ∈ Λ and ∂s(x) = y. Now, if y ∈ ∂ s M , there is a sequence (x k ) of M such that s(x k ) → y. If we assume that M is compact in L, a subsequence of (x k ) will converge to x ∈ ∂M . Hence x ∈ Λ and ∂s(x) = y by what we just said. This proves that ∂s : Λ → ∂ s M is surjective in this case. To get the second point of the proposition, we must show that ∂s is moreover proper. To this end, consider (x k ) a sequence of Λ leaving every compact subset of Λ. Since ∂M is supposed to be compact, we will assume that x k → x for some x ∈ ∂M . Now, if ∂s(x k ) does not leave every compact subset of N , we can suppose ∂s(x k ) → y for some y ∈ N . Using the continuity of ∂s, one can exhibit a sequence (x ′ k ) of M , also converging to x, such that s(x ′ k ) tends to y. By the first point of the theorem, we get x ∈ Λ: a contradiction. To complete the proof of proposition 4.1, we still have to prove lemma 4.3. Using a stereographic projection, we identify conformally S n \ {o} with R n . Any sequence of P becomes a sequence of conformal transformations of the Euclidean space p k :
, and u k ∈ S(1). Now, looking at a subsequence if necessary, we assume that λ k , µ k ,
The conclusions of the lemma won't be affected if we replace p k by (A k ) −1 .p k , so that we will assume now that p k = λ k Id + µ k u k .
To understand the dynamics of a sequence (p k ) on the set of conformal cones with vertex o, it is better if we describe more precisely such a cone when seen through the stereographic projection. The map s + : n + \{0} → R n \{0} is a conformal chart, which maps lines of n + through zero to lines of R n through 0. For a suitable choice of <>, s + sends S n + , the sphere of center 0 n + and radius λ > 0 (for ||.||) to S( 1 λ ), the Euclidean sphere of radius 1 λ and center 0. Thus, in the chart s + , a cone C(B, λ) (with the origin removed) just read as the set:
The following lemma, which proof is easy will also be useful:
Lemma 4.5. Let [x k , u k ) be a sequence of half-lines in R n . Assume that there are u ∞ and v ∞ in S(1) such that u k → u ∞ and
Assume first that µ k tends to a ∈ R + . Then, we call l k the translation of vector −µ k u k . Clearly, l k → l ∞ in P , whith l ∞ the translation of vector −au ∞ , and l k p k is just the homothetic transformation x → λ k x, hence is in
, so that we are in case (i) of the lemma. If
so that we are in case (ii) of the lemma.
If µ k → +∞, and
with nonzero radius, such that −u ∞ ∈ B ′ . Then, there exists α 0 > 1 λ , such that if x ∈ B ′ , and α > α 0 , then
. We are thus in the situation (i) of the lemma.
It remains to investigate the case where µ k → +∞ and 
we get a Cartan geometry (M ′ ,M ′ , ω ′ ) modelled on S n , which is just the canonical Cartan geometry associated to the conformal structure induced by g on M ′ . By proposition 2.3, we know that σ extends to a continuous map σ :M ′ →N (recall that σ coincides with ∂σ on ∂M and with σ on M ). For everyx ∈Λ, the open subset Vx given by Proposition 3.7 can be chosen arbitrarely small, so that we can assume Vx ⊂M ′ . As a consequence, σ coincides with σ ′x (given by Proposition 3.7) on Vx, so that σ is actually smooth. The identity σ * ω N = ω M ′ holds onM , because s is a conformal map. ButM is dense inM ′ , so that σ * ω N = ω M ′ onM ′ . Let us also remark that sinceM is dense inM ′ and σ is one-to-one, then σ is also one-to-one. The map σ induces a conformal embedding s : (M ′ , g) → (N, h) . Now, by the second point of Proposition 4.1, we know that since M = L is compact, We assume here that M L is an open subset of the Riemannian manifold (L, g) of dimension n ≥ 3. The closure M is assumed to be a compact topological submanifold with boundary of L. This boundary ∂M is a closed C k,α -hypersurface of L, k+α ≥ 1. We consider a strict conformal embedding s : (M, g) → (N, h).
By Lemma 3.6 and point 2. of Proposition 4.1, the set Λ is nonempty and open in ∂M , and is mapped surjectively on ∂ s M . Now, by Proposition 3.7, eachx ∈Λ has a neighbourhood Vx such that ∂σ |Vx∩Λ is the restriction of a smooth diffeomorphism σ ′x : Vx → Vŷ (withŷ = ∂σ(x)). It follows that ∂σ :Λ →N is a P -equivariant C k,α -immersion. Hence, ∂s : Λ → N is also a C k,α immersion.
We now finish the proof of the first point of theorem 1.5, assumin that k ≥ 1.
Proof. We already know that ∂s is a C k -immersion, which is onto ∂ s M , and we have to prove that it is conformal. To see this, let us recall that to eachx ∈L over x, we can associate a natural isomorphism ix : T x L → o(1, n + 1)/p. It is built in the following way: for u ∈ T x L, chooseû ∈ TxL such that π * (û) = u, and define ix(u) := ω L x (û). It is clear that this definition does not depend on the choice ofû. By the very definition of the normal Cartan connection ω L associated to the conformal structure (L, [g]), if <> is a scalar product on o(1, n + 1)/p which is Ad O(n)-invariant, then (ix) * <> is in the conformal class [g] x for everyx over x (see for example [Sh] ). If x ∈Λ, ix yields by restriction an embedding from T x Λ into o(1, n + 1)/p.
In a similar way, we have an embedding i ∂σ(x) : Proof. Assume that x,x ′ and x ′′ are three distinct points of Λ, which are mapped by ∂s to a same point y. We get three pointsx,x ′ andx ′′ , such that no two of them are in the same fiber, such that ∂σ(x) =ŷ, ∂σ(x ′ ) =ŷ.p ′ and ∂σ(x ′′ ) =ŷ.p ′′ , for p ′ and p ′′ in P . Let us consider Vx, V ′ x , V ′′ x the neighbourhoods given by Proposition 3.7, and σ ′x , σ ′x ′ , σ ′x ′′ the associated diffeomorphisms introduced in the same proposition. Since ∂M is a C 1 hypersurface, we may assume, shrinking Vx, V ′ x , V ′′ x if necessary, that Vx ∩M, Vx′ ∩M , Vx′′ ∩M are connected and project onto three disjoints open sets
project on three neighbourhoods of y, that we call U y , U ′ y and U ′′ y . The projections on M of ∂σ(Vx ∩ ∂M ), ∂σ(Vx′ ∩ ∂M ) and ∂σ(Vx′′ ∩ ∂M ) are three embedded
and s(U x ′′ ) can not be pairwise disjoint, contradicting the injectivity of s. This shows that the fibers of ∂s have at most two elements.
The two previous lemmas give the first point of theorem 1.5. To prove the second point, we make the assumption that s(M ) has compact closure in N .
By the second point of proposition 4.1 which says that ∂s is a proper map, we get that Λ = ∂M . We introduce the following notation: two points x and x ′ on Λ are twin points if ∂s(x) = ∂s(x ′ ) and x = x ′ . If x and x ′ are twin points, we say that x branches with x ′ when there exists U a neighbourhood of x in Λ, such that for every neighbourhood U ′ of x ′ : ∂s(U ′ ) ⊂ ∂s(U ). Now, define:
Proof. Let us call F the complementary of Λ o in Λ. If F is empty, there is nothing to prove, so that we make the assumption F = ∅. Assume that (x k ) is a sequence of F converging to x ∞ ∈ ∂M = Λ. Each point x k has by definition a twin point y k in ∂M , and considering a subsequence if necessary, we assume that y k tends to y ∞ ∈ Λ. Since by proposition 3.7, ∂s is locally one-to-one, and ∂s(x k ) = ∂s(y k ) for all k, we can not have y ∞ = x ∞ . Thus y ∞ is a twin point of x ∞ . If x ∞ does not branch with y ∞ , we can find U (resp. V ) a neighbourhood of x ∞ (resp. of y ∞ ) in Λ on which ∂s is oneto-one and such that ∂s(U ) = ∂s(V ). Let k be big enough so that x k ∈ U and y k ∈ V . Then ∂s(U ) = ∂s(V ) means that x k branches with y k , a contradiction since both of those points are in F . We get that x ∞ branches with y ∞ , what shows that F is closed.
Let us cover Λ = ∂M by a finite family of open subsets (W i ) i=1,...,s such that for each i = 1, ..., s, the restriction of ∂s to W i is one-to-one. For each i = 1, ..., s, we introduce the set:
We would like to prove that F i has empty interior. For a contradiction, assume that some open subset U ⊂ ∂M is included in F i . We can assume that ∂s is one-to-one in restriction to U . By definition of F i , every point of U is twin with some point of W i , so that ∂s(U ) ⊂ ∂s(W i ), and ∂s(U ) is open in ∂s(W i ) because ∂s is an immersion. We would get an open subset U ′ ⊂ W i with ∂s(U ′ ) = ∂s(U ), but then, no point of U would branch with any point of U ′ : contradiction.
By definition, there is x ∈ Λ o such that ∂s(x) = z. Let us choose Σ x an open neighbourhood of x in ∂M , contained in Λ o , and such that ∂s is one-to-one in restriction to Σ x . Then,
If it is not the case, we could find a sequence (y k ) in ∂M such that z k := ∂s(y k ) converges to z, but ∀k ∈ N, z k ∈ Σ z . Now, we can assume that y k tends to y ∞ in ∂M , and because z k ∈ Σ z , y ∞ = x. Thus x and y ∞ are twin points, but since x ∈ Λ o , x does not branch with y ∞ . Thus, we can find Σ y∞ a neighbourhood of y ∞ in ∂M and Σ ′ x ⊂ Σ x a neighbourhood of x, such that ∂s(Σ y∞ ) = ∂s(Σ ′ x ). As a consequence, z k ∈ Σ z for k big enough: a contradiction.
Proof of Theorem 1.6
We keep the same hypotheses than for the previous theorem, and we assume moreover that ∂ s M is a C 0 -hypersurface of N .
This hypothesis implies that the set Λ o introduced in the proof of theorem 1.5 is actually equal to Λ. Indeed, if x and x ′ are twin points in Λ and x branches with x ′ , then ∂s(Λ) can not be locally the graph of a function. This implies that ∂ s M = ∂s(Λ) is a C k,α -hypersurface of N , and the first point of theorem 1.6 is proved.
Assuming moreover that N is compact, we deduce from point 2. of Proposition 4.1 that Λ is the whole ∂M . Now, ∂s :
Since ∂M i is compact, ∂s must be a covering map from ∂M i onto ∂ s M i . The fact that this covering is conformal and at most twofold when k ≥ 1 is a straigthforward consequence of Theorem 1.5.
Geometric embeddings of Kleinian manifolds
In this section, we consider a homogeneous space X = G/P , where G is a Lie group and P a closed subgroup of G, such that the action of P on X is faithfull. On X, we consider the canonical Cartan geometry defined as the triple (X, G, ω G ), where ω G is the Maurer-Cartan form on G. A Kleinian manifold is a quotient M = Γ\Ω, where Γ is a discrete subgroup of G acting freely and properly on an open subset Ω ⊂ X. We are thus in the situation of quotient manifolds described in section 3.1, where (X, G, ω G ) plays the role of the Cartan geometry (L,L, ω L ). If we refer to the notations introduced at the begining of section 3.2, we will write G (resp. G Γ = Γ\G) instead of L (resp.L Γ ). Also, we will adopt the notations ω G and
As explained in section 3.2, there is a natural Cartan geometry (M,M , ω M ) induced by (X, G, ω G ), and when we will speak of the Cartan geometry of a Kleinian manifold, we will always refer to this canonical one.
The fundamental fact here is that the Riemannian manifold (G, ρ G ) is Ghomogeneous, hence complete. 
The boundary map of a Kleinian manifold
As a first consequence of the completeness of (G Γ , ρ G Γ ), we have a sharpening of lemma 3.5.
Lemma 5.1. Let Ω ⊂ X be a normal domain of X, and M = Γ\Ω a Kleinian manifold. Then the natural map λ :
Proof: In Lemma 3.5 we showed that λ mapped ∂M homeomorphically onto an open subset of ∂M c . We are going to prove that it is surjective. The key point here is that (G Γ , ρ G Γ ) is a complete Riemannian manifold. Let x ∞ be a point of ∂ cM , and (x k ) be a sequence of points ofM converging
It is then straigthforward to check that if σ : (M,M ω M ) → (N,N , ω N ) is a strict geometrical embedding, λ mapsΛ ontoΛ c .
♦
Proof of Theorem 1.8
We assume that M = Γ\Ω is a Kleinian manifold of dimension n, modelled on X = G/P , and that the Hausdorff dimension of ∂Ω is strictly less than n − 1. We consider σ :
We keep the notations of section 5.1.
The first observation is that because the Hausdorff dimension ofΛ c is smaller than m − 1, where
is a dense open subset of G Γ , on which P acts freely and properly (proposition 2.3). As we saw in lemma 3.6, Λ c = Γ\Λ, whereΛ is an open subset of ∂Ω on which Γ acts freely properly discontinuously. Actually, Ω ′ =Λ ∪ Ω is also an open subset of X on which Γ acts freely properly discontinuously (just because P acts freely and properly onΛ c ∪M ). The space M ′ = Λ c ∪ M is thus a Kleinian manifold M ′ = Γ\Ω ′ , and if we denote by
is the Cartan geometry of the Kleinian manifold M ′ . By the study made in section 2.2, σ extends to a continuous map σ :M ′ →N . For everyx ∈Λ c , the open set Vx of Proposition 3.7 can be choosen arbitrary small, so that in fact Vx ⊂M . We thus see that on Vx, the map σ coincides with the map σ ′x , which is smooth. We infer that σ is smooth, and σ * ω N = ωM ′ , since this equality holds onM , which is dense inM ′ . Finally, we have proved that
We would like to prove now that σ is a geometrical isomorphism. By Proposition 2.3, it is sufficient to show thatΛ ′ c is empty (here the points ofΛ ′ c are thosex ′ ∈ ∂M ′ for which there exists a sequence (x ′ k ) inM ′ , such that x ′ k →x ′ and σ(x ′ k ) converges inN ). Assume for a contradiction that there existsx ′ ∈Λ ′ c . Let (x ′ k ) be a sequence ofM ′ converging tox ′ , such that σ(x ′ k ) converges toŷ ∈N . Let (x k ) a sequence ofM converging tox ′ (such a sequence exists sinceM is dense in M ′ ). Since ∂Ω ′ ⊂ ∂Ω, its Hausdorff dimension is < n − 1. It follows that Ω ′ is a normal domain of X. Hencex ′ admits a neighbourhood U ⊂ G Γ , such (N,N , ω N ) is a geometrical isomorphism, what proves the theorem.
Remarks about theorem 1.8
Let us mention two interesting consequences of theorem 1.8.
Assume first that X is noncompact (this is the case if we are dealing with pseudo-Riemannian metrics of type (p, q), in which case X is just the type-(p, q) Minkowski space R p,q , or if we consider affine structures, for which X is the affine space). Then given Ω ⊂ X an open subset such that ∂Ω has a Hausdorff dimension < dim X − 1. A straigthforward consequence of theorem 1.8 is that Ω does not admit any geometrical compactification. In other words, there is no geometrical embedding σ : (Ω,Ω, ω Ω ) to(N,N , ω N ), where (N,N , ω N ) is a cartan geometry modelled on X, and N is compact.
On the other hand, let us assume that X is compact (for example if we are considering conformal pseudo-Riemannian structures of type (p, q), or projective structures). Then given Ω ⊂ X an open subset such that ∂Ω has a Hausdorff dimension < dim X − 1, theorem 1.8 implies unicity of a geometrical compactification for Ω. Namely, if σ : (Ω,Ω, ω Ω ) → (N,N , ω N ) is a geometrical embedding, with (N,N , ω N ) a Cartan geometry modelled on X, N compact, we get that (N,N , ω N ) is geometrically isomorphic to (X, G, ω G ).
5.3
The case of domains bounded by hypersurfaces: Theorem 1.10
Here Ω X is an open subset such that Ω is a topological submanifold with boundary of X, and ∂Ω is of class C k,α , k + α ≥ 1. Let M = Γ\Ω be a Kleinian manifold, and σ : (M,M , ω M ) → (N, B, ω N ) be a strict geometric embedding, where (N, B, ω N ) is a Cartan geometry modelled on X. We assume that the boundary ∂ s M is locally the graph of a C 0 map. Lemma 5.1 ensures thatΛ is a nonempty open subset of ∂M , hence a submanifold of G Γ of class C k,α . Since ∂ s M is assumed to be locally a graph, every point of ∂ s M is accessible, so that ∂s(Λ) = ∂ s M by lemma 2.4. Let y ∈ ∂ s M , and x ∈ Λ such that ∂s(x) = y. Letx ∈Λ andŷ ∈N above x and y respectively.
We apply proposition 3.7. There are Vx and Vŷ neighbourhoods ofx and y in G Γ andN respectively, and σ ′x : Vx → Vŷ a smooth diffeomorphism inducing σ on Vx ∩ (Λ ∪M ). In particular, ifΣx = Vx ∩Λ, then ∂σ(Σx) is a Ck, α-submanifold ofN containingŷ. By lemma 3.6, there is Σ x ⊂ ∂Ω an open neighbourhood of x (on which Γ acts freely and properly), such that ∂s(Σ x ) is the projection of ∂σ(Σx) on N , hence a C k,α -submanifold of N , containing y. Of course, ∂s(Σ x ) ⊂ ∂ s M , and since this latter is locally the graph of a map, we must conclude that ∂s(Σ x ) is a neighbourhood of y in ∂ s M , and that ∂ s M is of class C k,α .
6 Maximal geometries: some examples 6.1 Proof of theorem 1.12
Here Ω and M = Γ\Ω satisfy the hypotheses of theorem 1.12. Assume for a contradiction that σ : Let us also quote the:
Proposition 6.1. Any Kleinian manifold of the form M = Γ\X is geometrically maximal.
Proof:
The proof is obvious with our previous work: the Cartan geometry (M,M , ω M ) is complete, so that for any geometrical embedding σ : (M,M , ω M ) → (N,N , ω N ),Λ c must be empty. By proposition 2.3, σ can not be strict. ♦
Illustration of theorem 1.12
The reader is referred to [Ch] , [T] , [Ko] , [Sh] for the interpretation of conformal structures, CR-structures and projective structures as Cartan geometries.
6.2.1 Proof of theorem 1.1
• complete flat Riemannian structures. A complete flat structure is a quotient Γ\Ω, where Ω = S n \ {p}, and Γ is a discrete subgroup of P O(1, n + 1) fixing p. As soon as Γ = {id}, the action of Γ on ∂Ω is not free. When n ≥ 3, we can apply theorem 1.12 and deduce immediately point 1. of theorem 1.1.
• complete hyperbolic manifolds. Such manifolds are quotients Γ\Ω, where Ω is the upper-hemisphere in S n , and Γ ⊂ P O(1, n + 1) is a lattice. If Λ Γ denotes the limite set of Γ on ∂Ω, it is well known that the action of Γ is proper on S n \ Λ Γ . Hence, theorem 1.12 implies that Γ\H n is conformally maximal if and only if Λ Γ = ∂Ω. This yields the first part of the second point of theorem 1.1. Recall now the projective model of the hyperbolic space H n . Let R 1,n be the Minkowski space of dimension n + 1, namely R n+1 endowed with the quadratic form q 1,n (x) = −x 2 1 + ..... + x 2 n+1 . Then the projective structure on H n is the projective structure induced by that of RP n on the projectivisation Ω of {q 1,n < 0}. The projectivization of the isotropic cone of q 1,n is the topological boundary ∂Ω, and is diffeomorphic to a (n − 1)-sphere. For any x ∈ ∂Ω, one can define a hypersurface Σ(x) as follows: let u x be a vector of R 1,n projecting on x, then the q 1,n -orthogonal of u x is a degenerate hyperplane; one defines Σ(x) as the projectivization of this hyperplane. It is straigthforward to check that Σ x is tangent to ∂Ω at x, and that it divides RP n into two connected components, exactly one of each containing Ω. We call this component Ω(x). The group Γ is a discrete subgroup of P O(1, n) ⊂ P GL(n + 1, R). The condition Λ Γ = S n−1 implies that Γ acts minimally on ∂Ω. It is then clear from theorem 1.12 that Γ can not act properly on some open subset Ω ′ ⊂ Ω containing strictly Ω. The hyperbolic manifold Γ\H n is then projectively maximal.
On the other hand, let us show that if Λ Γ = S n−1 , then the hyperbolic manifold Γ\H n is not projectively maximal. Recall the decomposition P O(1, n) = KAK, where K (resp. A) is a maximal compact subgroup (resp. a Cartan subgroup) of P O(1, n). Any sequence (γ k ) in Γ tending to infinity writes as γ k = l 1,k a k l 2,k , where l 1,k and l 2,k are two sequences of K and a k tends to infinity in A. One says that (γ k ) tends simply to infinity when l 1,k and l 2,k both have a limit in K, that we call l 1,∞ and l 2,∞ respectively. The group A fixes exactly two points p + and p − on ∂Ω, and acts freely properly on
to infinity, we associate to it p + (γ k ) = l 1,∞ .p + and p − (γ k ) = l −1 2,∞ .p − . The action of Γ is free and proper on Ω ′ = {Ω + (p + (γ k )), the union being taken over all sequences of Γ tending simply to infinity. Now, it is a classical fact that Λ Γ is actually the union of all the p + (γ k ), when (γ k ) ranges among all sequences of Γ tending simply to infinity. If Λ Γ = S n−1 , then Ω ′ contains Ω as a strict open subset, and thus Γ\Ω is not projectively maximal.
Other applications
We enumerate other examples illustrating theorem 1.12.
• Conformal Kleinian manifolds. Let us go further in the discussion above about hyperbolic manifolds. If Γ is a noncompact discrete subgroup of P O(1, n + 1), then the action of Γ on S n splits into two parts. There is a minimal closed Γ-invariant subset Λ Γ called the limit set of Γ. On the complementary Ω Γ (the so called domain of discontinuity), the action of Γ is proper. The group is Kleinian when Ω Γ = ∅. A direct consequence of theorem 1.12 and the minimality of the action on Λ Γ is that Kleinian manifolds of the form Γ\Ω Γ are conformally maximal (among Riemannian conformal structures).
• CR geometry. The boundary S 2n−1 of the n-dimensional complex hyperbolic space (n ≥ 2) is endowed with a flat CR-structure, and actually, any CR-structure on a (2n − 1)-dimensional manifold determines in a canonical way a Cartan geometry modelled on S 2n−1 . The group P U (1, n) is the group of CR-automorphisms of S 2n−1 , and Heis(2n − 1) ⊂ P U (1, n) (the (2n − 1)-dimensional Heisenberg group) acts simply transitively on the complementary of a point in S 2n−1 . Hence Heis(2n − 1) inherits also of a flat CR-structure, which is left-invariant. A straigthforward consequence of theorem 1.12 is that any CR-structure of the form Γ\Heis(2n − 1), with Γ = {id} a discrete subgroup of Heis(2n − 1), is CR-maximal.
In the same way, the unit tangent bundle to the real hyperbolic space H n (n ≥ 2) is endowed with a flat CR-structure. Actually, T 1 H n is an open orbit Ω of O(1, n) ⊂ P U (1, n) in S 2n−1 , the boundary of which is a sphere S n−1 . The action of O(1, n) on ∂Ω is identified to that on the boundary of H n . As a consequence, we get that the flat CR-structure on the unit tangent bundle of a complete hyperbolic manifold of finite volume is CR-maximal.
• Projectively maximal structures. The affine flat space R n embeds projectively as an open subset Ω ⊂ RP n . The boundary ∂Ω is a codimension one RP n−1 in RP n . Any translation of R n extends as a projective transformation of RP n , which fixes pointwise ∂Ω. Applying theorem 1.12, we get:
for n ≥ 3, any complete flat affine manifold Γ\R n , where Γ is a nontrivial discrete subgroup of translations, is projectively maximal.
Also, let us recall that by Bieberbach's theorem, a complete flat complete Riemannian manifold Γ\R n , Γ = {Id}, has a nontrivial subgroup of finite index which contains only pure translations. Such a subgroup fixes pointwise ∂Ω. We thus get that except the n-dimensional Euclidean space (n ≥ 3), any flat complete Riemannian manifold is projectively maximal.
• Examples of conformally maximal Lorentzian manifolds. We conclude with a last example for readers interested by Lorentzian geometry. The anti-de Sitter space is the Lorentzian analogue of the real hyperbolic space. A model for this space is the following: in R n+2 equiped with the quadratic form q 2,n (x) = −x 2 1 − x 2 2 + .... + x 2 n+2 , let us consider the quadric Q −1 = {u ∈ R n+2 | q 2,n (u) = −1}. The anti-de Sitter space is the quadric Q −1 endowed with the Lorentz metric induced by q 2,n . It is a complete Lorentz manifold of constant sectional curvature −1. The group of isometries of AdS 2n+1 , n ≥ 1, is O(2, 2n). In particular, it contains subgroups isomorphic to U (1, n). Using the dynamical study made in section 3 of [Fr2] (see also section 5 of this reference), one can prove that if Γ is a lattice in U (1, n), then any anti-de Sitter manifold Γ\AdS 2n+1 is conformally maximal.
6.3 Maximal conformally homogeneous Riemannian structures: proof of Theorem 1.2
We are considering (M, g) a conformally homogeneous Riemannian manifold of dimension ≥ 3, and we assume that (M, g) is not conformally maximal, namely there exists a strict conformal embedding s : (M, g) → (N, h). The proof will work in two steps. The main step will be to prove the:
) is conformally homogeneous but not conformally maximal, then it is conformally flat.
Once this proposition will be proved, we will be reduced to the study of conformally flat conformally homogeneous Riemannian structures, which were investigated by D.V. Alekseevskii and B. N. Kimel'fel'd in [A-K] . Since compact Riemannian structures are obviously conformally maximal, we restate the result they obtained for noncompact manifolds:
) be a connected conformally flat Riemannain manifold of dimension n ≥ 3, with a transitive group of conformal transformations, then (M, g) is conformally eauivalent to one of the following spaces: S n (with the convention that round spheres of dimension 0 are the union of two points). Hence H n−m × Q m are Kleinian manifolds. Since it is easily checked that subgroups of the form {id} × Γ as above fix ∂Ω pointwise, it is a consequence of theorem 1.12 that H n−m × Q m is conformally maximal when Γ is nontrivial.
We now focus on the proof of proposition 6.2. Actually, the proof is very much the same as that made in [Fr1] to generalize the Ferrand-Obata theorem. We call U the open set s(M ), so that the group Conf (M, g) is identified with the group of conformal transformations of (U, h). Let us call (N,N , ω N ) the canonical Cartan geometry associated to the conformal structure (N, h), andÛ the inverse image of U by the projection π N :N → N . Every conformal transformation f ∈ Conf (U ) lifts tof , which acts by bundle automorphism onN , s.t (f ) * ω N |Û = ω N |Û . We assumed that s is a strict conformal embedding, hence we can pick y ∞ ∈ ∂U . Let us fix x ∈ U . By homogeneity of U , we can find (f k ) a sequence of Conf U such that y k = f k (x) tends to y ∞ . We choosex andŷ ∞ inN projecting on x and y ∞ respectively. Then, there exists a sequence (p k ) of P such thatŷ k =f k (x).p −1 k tends toŷ. The sequence (p k ) is called an holonomy sequence associated tof k . The first property ([Fr1] , Theorem 3, point (ii)) is that since (f k ) tends to infinity in Conf U , then (p k ) also tends to infinity. Let Cx(B, λ) be a conformal cone included in U . We now apply Lemma 4.3:
It is now quite a standard fact that the Weyl tensor (resp. the Cotton tensor if we are in dimension 3) has to vanish on Cx(B, λ). Indeed,
h dV ol h is conformally invariant, where W denotes de Weyl tensor of (N, h).
h dV ol h , and this for every ǫ > 0 arbitrary small. This implies
h dV ol h = 0, and finally W = 0 on Cx(B, λ). In dimension 3, one considers ||C|| instead of ||W || n 2 h . Now, by homogeneity, we conclude that W = 0 (resp. C = 0 if we are in dimension 3) on U , what proves that U is conformally flat.
• if we are in the second case of Lemma 4.3, there exist C(B ∞ , λ ∞ ) a cone in n + , (l k ) a sequence of P tending to l ∞ ∈ P , and ǫ k → 0 such that:
This implies, as in the proof of Proposition 4.1 that the f k (Cx(B, ǫ k )) contain, for k large enough, V , where V is a relatively compact open set of N . We thus have V ⊂ f k (Cx(B, ǫ k )) ⊂ U for k large, and since the sequence (f k ) tends to infinity in Conf U , this implies that the action of Conf U on U is nonproper. We can then use the Ferrand-Obata theorem ([?], [?] , [?], [Fr1] ) which ensures that (U, h) is conformally equivalent to the euclidean space. In particular, it is conformally flat.
6.4 About conformal compactifications: proof of Theorem 1.3
We consider a noncompact Riemannian manifold (M, g) of dimension n ≥ 3, having a noncompact group of isometries. We assume that we have a (necessarily strict) conformal embedding s : (M, g) → (N, h), where (N, h) is a compact n-dimensional Riemannian manifold. As in the previous proof, we identify (M, g) conformally with (U, h), where U = s(M ). Let us fix x ∈ U . Since the isometry group of (M, g) acts properly on (M, g), the hypothesis that Is (M, g) is noncompact yields a sequence (f k ) of Conf (U, h) tending to infinity such that y k = f k (x) tends to y ∞ ∈ y ∞ . We are now in the same situation as in the previous proof. Keeping the notations of this proof, we get that either U is the euclidean space (hence is conformally flat), or the Weyl tensor (resp. the Cotton tensor) has to vanish on some conformal cone Cx(B, λ) included in U . In particular, this tensor vanishes at x and since x was any point of U , we conclude that U is conformally flat. We assume first that the Hausdorff dimension of ∂W is < n − 1. Let us pick x ∈ ∂W , and consider a chart φ : V → U , where V is a neighbourhood of x,
and U an open subset of R n containing 0. We will assume that φ maps x to 0, and identify V with U and V ∩W with φ(V ∩W ). Let us consider B r ⊂ V the ball of center 0 and radius r, and let us take x 0 and y 0 in B r ∩ W . We denote by W x 0 (resp. W y 0 ) the points in B r ∩ W which can be joigned to x 0 (resp. y 0 ) by a line segment included in B r ∩ W . By lemma 3.8 (more exactly, by a straigthforward adaptation of its proof), W x 0 ∩ W y 0 is dense in B r ∩ W , so that we can find a sequenceẑ k ∈ W x 0 ∩ W y 0 which tends to Assume now that W is bounded by a locally Lipschitz hypersurface. As above, looking at a suitable chart around x ∈ ∂W , we can restrict our study to a neighbourhood of 0, U =] − ǫ, +ǫ[ n ⊂ R n . We see R n as the product R n−1 × R, and the boundary W ∩ U is given by a k-Lipschitz map φ : U n−1 → R, where U n−1 =] − ǫ, +ǫ[ n−1 . Restricting to a suitably small neighbourhood of x, we will assume that the (z, t) ∈ U ∩ W are caracterized by t > φ(z), so that U ∩ W is connected. We endow U with the Euclidean metric. Since φ is k-Lipschitz, one has:
The basis of neighbourhoods ] − ǫ i+1 , + ǫ i+1 [, endowed with the Euclidean metric satisfy definition 3.1, if we put k i = k. By remark 3.2, W is a normal domain.
Proof of lemma 3.4
Here we assume that W ⊂ Y is a normal domain, π : B → Y is a fibration andŴ = π −1 (W ). We want to prove thatŴ ⊂ B is also a normal domain. Let x ∈ W ,x ∈Ŵ above x, and (U i ) a sequence of neighbourhood as in definition 3.1, proving that W is a normal domain of Y . Since the property is local around x, there is no harm assuming that the U i 's are open subsets of R n , and that U 0 is endowed with the Euclidean metric g (see remark 3.2). Also, in a suitable chart aroundx, W i = U i ×] − ǫ i , ǫ i [ m is a sequence of neighbourhoods ofx (with m is the dimension of the fibers of π, and ǫ i a decreasing sequence converging to 0) satisfying i≥0 W i = {x}, and for all i ≥ 0: W i ∩ W is connected. We endow W 0 with the product metric of the Euclidean metric g on U 0 and the Euclidean metric on ] − ǫ i , ǫ i [ m . The resulting product metric is denoted byĝ. To avoid cumbersome notations, L(α) will indistinctively denote the length of α for g if α is a curve of U i , and forĝ if α is a curve of W i .
Our aim is to prove that for every i ≥ 1, there exists K i ≥ 1 such that d W i ∩W ≤ K i d W i . this will be done thanks to the following lemmas. L 2 + |y 1 − y 2 | 2 . ♦ We then prove:
Lemma 7.2. Let z 1 = (x 1 , y 1 ) and z 2 = (x 2 , y 2 ) be two points of W i ∩Ŵ , x 1 = x 2 . Let γ k = (γ 1,k , γ 2,k ) be a sequence of curves joining z 1 and z 2 in W i (resp. in W i ∩Ŵ ), satisfyingĝ(γ ′ 1,k , γ ′ 1,k ) = 1, and such that L k = L(γ k ) tends to d W i (z 1 , z 2 ) (resp. to d W i ∩Ŵ (z 1 , z 2 )). Then L(γ 1,k ) tends to d U i (x 1 , x 2 ) (resp. to d U i ∩W ).
Proof:
Assume for a contradiction that the conclusion does not hold. Then we can find a curve α joining x 1 and x 2 in U i (resp. in U i ∩ W ), and ǫ > 0 such that L(α) < L(γ 1,k ) − ǫ for all k ∈ N. By lemma 7.1, there is a curve γ joining z 1 and z 2 in W i (resp. in W i ∩Ŵ ), projecting on α, and having length L(α) 2 + |y 1 − y 2 | 2 . On the other hand, the length of γ k is at least L(γ 1,k ) 2 + |y 1 − y 2 | 2 . We thus deduce the existence of δ > 0 such that L(γ) < L(γ k ) − δ: contradiction.
♦
We now finish the proof of lemma 3.4. Let z 1 = (x 1 , y 1 ) and z 2 = (x 2 , y 2 ) two points of W i ∩W . If x 1 = x 2 , it is clear that d W 1 (z 1 , z 2 ) = d W i ∩Ŵ (z 1 , z 2 ). So, we assume now that x 1 = x 2 . We choose γ k = (γ 1,k , γ 2,k ) (resp. λ k = (λ 1,k , λ 2,k )) a sequence of curves joining z 1 and z 2 in W i ∩Ŵ (resp. in W i ) such that g(γ ′ 1,k , γ ′ 1,k ) = 1 (resp. g(λ ′ 1,k , λ ′ 1,k ) = 1), and L(γ k ) → d W i ∩Ŵ (z 1 , z 2 ) (resp. L(λ k ) → d W i (z 1 , z 2 )). By lemma 7.2, we get that L 1,k = L(γ 1,k ) tends to d U i ∩W (x 1 , x 2 ) (resp. l 1,k = L(λ 1,k ) tends to d U i (x 1 , x 2 )).
Moreover, by lemma 7.1, we may also assume that L(γ k ) = L 2 1,k + |y 1 − y 2 | 2 and L(λ k ) = l 2 1,k + |y 1 − y 2 | 2 . Since the U i 's are as in definition 3.1, there is k i ≥ 1 such that d U i ∩W ≤ k i d U i . Let us call K i = 2k i . Then for k sufficiently large, L 1,k ≤ K i l 1,k , what yields:
Passing to the limit as k → +∞, we get:
as desired.
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