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For “static memory materials” the bulk properties depend on boundary conditions. Such materials can
be realized by classical statistical systems which admit no unique equilibrium state. We describe the
propagation of information from the boundary to the bulk by classical wave functions. The dependence
of wave functions on the location of hypersurfaces in the bulk is governed by a linear evolution equation
that can be viewed as a generalized Schrödinger equation. Classical wave functions obey the super-
position principle, with local probabilities realized as bilinears of wave functions. For static memory
materials the evolution within a subsector is unitary, as characteristic for the time evolution in quantum
mechanics. The space-dependence in static memory materials can be used as an analogue representation
of the time evolution in quantum mechanics - such materials are “quantum simulators”. For example,
an asymmetric Ising model on a Euclidean two-dimensional lattice represents the time evolution of free
relativistic fermions in two-dimensional Minkowski space.
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1 Introduction
Memory and information transport are key issues in in-
formation technology. The study of statistical systems of
Ising spins or bits has shaped the conceptual advances
for the role of information [1]. The understanding of
computations with materials able to conserve memory
[2–5] may well influence future information processing.
In this paper we propose a formalism for the problem
of (static) information transport based on the concept
of classical wave functions. It resembles the derivation
of the wave function from the path integral in quantum
mechanics by Feynman [6]. However, our approach re-
mains entirely rooted in classical statistics, describing
classical Ising spins in thermal equilibrium or more elab-
orate static states in classical statistical systems.
We investigate probability distributions in classical
statistics for systems with boundaries and a “bulk” lim-
ited by the boundaries. How is a change in the bound-
ary conditions reflected by the observables within the
bulk? This amounts to the question how a signal prop-
agates from the boundary into regions within the bulk
or how information is transported within the bulk. In
turn, this issue is directly related to the question how
information can be transported from one boundary to
another, say between the two ends of a wire. We address
these questions in a static context, for example thermal
equilibrium, without any dependence on time. The ab-
sence of a genuine time evolution associates the bulk of
such static states to a generalized notion of “equilibrium
state”, even for situations where the latter is not unique.
One finds a rather rich variety of different possible be-
haviors for the information transport. For the most com-
mon situation the boundary properties are not relevant
for the bulk. Boundary information is lost within a finite
correlation length, either monotonically or as damped os-
cillations. This situation is realized if the bulk equilib-
rium state is unique. A neighboring case is the power-
like decay in case of an infinite correlation length, as
for critical phenomena. Most interesting in our context
are static memory materials for which expectation val-
ues of observables in the bulk depend on the boundary
conditions. This becomes possible if no unique bulk equi-
librium state exists, as in case of spontaneous symmetry
breaking. Information can now be transported from the
boundary to the bulk, imprinted on the properties of the
degenerate “equilibrium states.” For example, we find
models with oscillating local probabilities in the bulk,
with details of the oscillations depending on the bound-
ary conditions.
In general, local probabilities and therefore the expec-
tation values of local observables A(t) will depend on
the location t of some hypersurface in the bulk. For
an Ising model with a finite correlation length ξ the
boundary information will be exponentially erased for
∆t = min(tf − t, t− tin) larger than ξ
〈A(t)〉 = A¯+ cA exp(−∆t/ξ), (1)
with A¯ the “bulk expectation value” or equilibrium value.
At a phase transition ξ diverges and 〈A〉 is approached
with a power law in ∆t. We will see that this loss of
memory of boundary conditions is characteristic for all
systems with a unique equilibrium state.
The loss of memory of boundary information is, how-
ever, not the only possibility. One may ask under which
circumstances memory of boundary conditions is kept,
for example by an oscillating behavior as
〈A(t)〉 = a0 cos(ω t+ α), (2)
with α depending on the boundary conditions. We find
such a behavior for highly interesting “static memory ma-
terials” where bulk observables keep high sensitivity to
boundary conditions. Static memory materials can be
realized if no unique equilibrium state for the bulk ex-
ists. Degenerate generalized equilibrium states occur, in
particular, in case of spontaneous symmetry breaking or
in presence of conserved quantities.
A simple example for a static memory material is the
asymmetric diagonal two-dimensional Ising model, with
action
Scl = −β
2
∑
t,x
[
s(t+ ǫ, x+ ǫ) s(t, x)− 1], (3)
taken in the limit β → ∞. The points (t, x) are on a
quadratic lattice, and local observables at given t corre-
spond to Ising spins s(x) = ±1 or occupation numbers
n(x) =
(
s(x) + 1
)
/2 = (1, 0). The interactions are only
on one diagonal, and β may be considered as a combi-
nation of interaction strength and inverse temperature.
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For suitable boundary conditions the expectation values
〈s(t, x)〉 at fixed x oscillate with t, similar to eq. (2).
For β →∞ the asymmetric diagonal Ising model con-
stitutes a simple cellular automaton [7–11]. For the evo-
lution from a hypersurface at t to the next hypersurface
at t+ǫ each spin up or particle at x hops to the next side
on the right at t + ǫ, and each spin down or hole does
the same. The system can be visualized as propagating
fermions, with occupation numbers n(t, x) either one or
zero. Cellular automata may be realized by experimen-
tal setups or as computing architectures. Finite β or
the addition of other interactions may be considered as
probabilistic perturbations to the deterministic cellular
automata. Also a probabilistic distribution of boundary
values turns this model into a genuine classical statistical
system. Our general formalism embeds the deterministic
cellular automata into a classical statistical probabilistic
setting. We will further be interested in the conditions
for the realization of general static memory materials
that do not need to be deterministic cellular automata.
Our investigation addresses a particular form of “equi-
librium signal transport” for which the usual dynamics
of a system plays no role. In particular, the signal is
available “simultaneously” at all locations t. This could
be an interesting aspect for numerical computations, in
particular since reading out the information at t by mea-
suring some local observable A(t) would influence the
probability distribution, similar to quantum mechanics.
An experimental realization of static memory materials
may use recent advances in spin based information tech-
nology [12–14]. In our context it is important that the
system obeys classical statistics, at least to a good ap-
proximation. This requires the control of the quantum
fluctuations in the real world [15].
It is the aim of our paper to develop a general formal-
ism for the problem of information transport. It is based
on the central concept of classical wave functions. While
Feynman’s path integral for quantum mechanics involves
a complex weight factor, our investigation concerns a real
positive weight factor ∼ exp(−Scl). We therefore expect
analogies, but also important differences as compared to
quantum mechanics. Similar to quantum mechanics the
classical wave functions obey a linear evolution law real-
izing the superposition principle. Probabilities are bilin-
ears in the wave functions, such that interference is, in
principle, possible. As in quantum mechanics the expec-
tation values of observables involve bilinears of the wave
functions. The main differences to quantum mechanics
are twofold. Instead of the complex wave function in
quantum mechanics the classical statistical setting in-
volves two different real wave functions. While their
evolution is linear, it is, in general, not unitary. The
norm of the wave functions can change. Only for par-
ticular static memory materials the evolution becomes
unitary and the two wave functions can be identified. In
this situation the system obeys all axioms of quantum
mechanics.
The transfer matrix formalism [16–18] introduces the
notion of non-commuting operators into classical statis-
tics. In a sense it can be viewed as the analog of the
Heisenberg picture in quantummechanics. Our approach
supplements a Schrödinger picture for classical statistics
by implementing classical wave functions. Their deriva-
tion from the partition function or functional integral
shows many analogies to Feynman’s derivation [6] of the
quantum wave function from the path integral.
We will demonstrate our general considerations with
several examples for which the boundary value problem
can be solved explicitly. The first is the well-known one-
dimensional Ising model [19, 20] in a homogeneous mag-
netic field. This model serves as a demonstration how
the concept of a classical wave function can be used in
practice. We recover the known results of the exact solu-
tion [21] directly from the evolution of the classical wave
function. The expectation values of local spins for arbi-
trary boundary conditions are described explicitly.
As a second explicit solution we consider the “four-
state oscillator chain”. This is again a one-dimensional
Ising type model, now with two species of spins s1 and
s2. For a particular choice of next-neighbor interactions
this system shows oscillatory behavior of expectation val-
ues of local observables. These oscillations are damped,
however, since they occur in a sector for which the eigen-
values of the step evolution operator obey |λ| < 1. Only
for a particular limit this system becomes a memory ma-
terial with all four eigenvalues of S obeying |λ| = 1. It is
then a “unique jump chain”, corresponding to a simple
cellular automaton [7–11].
Our third example is the asymmetric diagonal two-
dimensional Ising model (3), as well as neighboring mod-
els. For β → ∞ we find the explicit solution of the
boundary value problem in terms of the free propagation
of relativistic Weyl, Majorana, Majorana-Weyl or Dirac
fermions in two dimensions. The limit β → ∞ of this
model can again be associated with cellular automata.
This model describes a genuine memory material and
we briefly discuss a possible realization in experiments
or by numerical simulation. This model constitutes an
existence proof for static memory materials within the
setting of classical statistical systems. It is a quantum
simulator with non-trivial Hamiltonian and associated
oscillations of local probabilities and expectation values
of local observables.
The aim of the present paper is mainly on the con-
ceptual side. We only briefly discuss some aspects of
an experimental realization of static memory materials,
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or of computer realizations of such materials. It is our
hope that the concepts developed here are helpful for a
future practical realization of static memory materials,
and that such objects will reveal interesting new aspects
for information processing.
This paper is organized as follows. In sec. 2 the wave
function q˜(t) and conjugate wave function q¯(t) are de-
fined as suitable “functional integrals” over variables at
t′ < t or t′ > t, respectively. Thus q˜(t) depends on
the “initial boundary factor” fin, while q¯(t) involves the
“final boundary factor” f¯f. The local probability distri-
bution p(t) can be expressed as a bilinear in q˜(t) and
q¯(t). In sec. 3 we discuss the evolution (t-dependence) of
q˜(t) and q¯(t), and therefore of p(t). The explicit solution
for the classical wave function q˜(t) of the one-dimensional
Ising model in a homogeneous magnetic field contains the
full information about the equilibrium properties in the
bulk, as well as the quantitative approach to equilibrium
as one moves from the boundary to the bulk. We show
that the monotonic information loss in the Ising model
is not the only possible behavior. This is done by the
explicit construction of classical probability distributions
for which the local probability distribution p(t) oscillates
with t. The evolution of quantum mechanics is found if
the step evolution operator S is a rotation. This gener-
alizes to subsectors of S acting on a suitable subspace
of wave functions. In sec. 4 we discuss the generalized
Schrödinger equation. This linear differential evolution
equation can be obtained if a suitable continuum limit
ǫ→ 0 can be realized. We also introduce the density ma-
trix for mixed state boundary conditions. We summarize
the basic concepts and the relation to the quantum for-
malism in sec. 5. To gain a first impression of the content
of the formalism the reader could start with this section.
Sec. 6 is devoted to the discussion of simple static mem-
ory materials. We first discuss “unique jump chains”
with properties similar to cellular automata. This is
extended in sec. 7 to Ising type models describing the
propagation of free fermions in one space and one time di-
mension. They realize oscillating local probabilities and
expectation values of the type of eq. (2). We briefly dis-
cuss the possibility of an experimental realization. In
sec. 8 we comment on the general conditions for memory
materials. For memory materials the wave function, or a
subsector of the density matrix, follows a quantum evo-
lution. We discuss some conceptual implications of our
results in the concluding sec. 9, in particular a possible
impact on the foundations of quantum mechanics and
ideas of an emergent time [22–24].
2 Functional integral for occupation
numbers and classical wave functions
In secs. 2 to 4 we discuss the basic formalism for our
discussion of information transport in static classical sta-
tistical systems. Since the formalism of classical wave
functions is unfamiliar to most readers we proceed in de-
tail. An overview of the formalism is provided in sec. 5,
to which a reader mainly interested in examples for static
memory materials may jump. We employ a discrete set-
ting such that all quantities are mathematically well de-
fined as long as the number of degrees of freedom remains
finite. The continuum limit of an infinite number of de-
grees of freedom does not pose a particular problem for
the investigations of this paper.
2.1 Spin chains
In order to be specific we consider a one-dimensional wire
with locations in the wire labeled by a discrete position
variable t, and endpoints at both sides denoted by tin
and tf, tin ≤ t ≤ tf. For the particular set of observables
used to define the probability distribution we take here
as “variables” the occupation numbers nγ(t). They can
take the values zero or one, implying the relation
n2γ = nγ . (4)
The occupation numbers could also express bits of in-
formation. They can be directly related to Ising spins
sγ = 2nγ − 1 that take the values ±1. For our purposes
it will be more convenient to work directly with the oc-
cupation numbers, but is is evident that a configuration
sum or functional integral for occupation numbers can be
translated directly to a functional integral for Ising spins.
In this sense we discuss here generalized Ising models. In
analogy to the Ising model we mean by “functional inte-
gral” a sum over distributions of discrete numbers. For
a finite number of degrees of freedom this is a finite sum.
All expressions are therefore regularized.
The index γ labels different species of occupation num-
bers at a given t. It could comprise location or momen-
tum labels. Discrete variables with more than two values
can be constructed by combining several nγ . For exam-
ple, integer values from zero to three obtain as binary
code from two occupation numbers. The generalization
to infinitely many discrete values or continuous values
is straightforward. In this sense our setting will corre-
spond to the most general quasilocal classical statisti-
cal system. A “local configuration” or set of occupation
numbers
[
nγ(t)
]
at a given t can also be expressed in a
fermionic language. For nγ = 1 a fermion of species γ is
present, while for nγ = 0 it is absent.
The overall classical statistical probability distribution
p
({n}) is specified by associating to every sequence of
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values of the occupation numbers nγ(t), e.g. {n} ={
nγ1(t1), nγ2(t1), . . . nγ1(t2), . . .
}
, a probability,
p
({n}) ≥ 0, ∑
{n}
p
({n}) = 1. (5)
We investigate “quasi-local” probability distributions
that can be written in the form
p
({n}) = f¯f∏
t
K(t)fin. (6)
Here K(t) involves only variables nγ(t′) with t′ in the
neighborhood of t, while the boundary terms fin and f¯f
involve only n(t′) in the vicinity of tin or tf, respectively.
This is a generic class of statistical systems. It comprises
Ising models and all statistical systems with local inter-
actions. Mostly we consider only interactions between
neighboring t-layers, with K(t) depending on nγ(t) and
nγ(t+ ǫ). Also fin will depend only on nγ(tin), and f¯f on
nγ(tf).
This setting is easily generalized to multi-dimensional
systems. In this case t labels a sequence of hypersur-
faces, and the index γ comprises a label for the location
within the particular hypersurface at a given t. For the
two-dimensional Ising models the observables nγ(t) may
be associated with Ising spins s(t, x) = ±1, and K(t)
contains the information on next-neighbor or diagonal
interactions.
We employ the label t for the different hypersurfaces in
analogy with time, but we stress again that we have not
introduced any a priori concept of time or dynamics. The
wire is seen as a timeless or static object. Its description
is given by a static probability distribution depending
on boundary conditions. Thus our systems do not repre-
sent dynamical systems with time dependent boundary
conditions as studied in the wide field of signal transmis-
sion. Nevertheless, the dependence of expectation values
of observables on t shares many features with a time
evolution. We therefore associate sometimes t with an
emergent time and use the corresponding language.
The boundary conditions can be collected in a “bound-
ary matrix”
b = fin f¯f. (7)
This may be extended to a statistical distribution of
boundary conditions
b =
∑
α
wαf
(α)
in f¯
(α)
f , (8)
with wα appropriate weights.
General local observables A(t) can be constructed from
nγ(t). In our context the central question of informa-
tion transport asks how the expectation value of a local
observable in the bulk, 〈A(t)〉, responds to a change in
the boundary matrix b. The question of “equilibrium
signal transport” from one boundary to another can be
explored as a special case. The boundary matrix b is var-
ied only by varying the initial condition fin at one end
(“initial time”). One then investigates observables A(tf)
at the other end (“final time”) in their response to the
variation of b. For the asymmetric diagonal Ising model
(3) the initial signal is completely transmitted to the final
boundary.
We start by introducing the concepts of a local prob-
ability distribution and classical wave function, and dis-
cuss subsequently how the local probability distribution
and wave functions are obtained from the “overall prob-
ability distribution” p
({n}). We employ a normalized
p
({n}), corresponding to a partition function Z = 1. The
partition function is expressed as a product of step evolu-
tion operators, multiplied by boundary terms. Splitting
the functional integral for Z into parts with t′ < t and
t′ > t introduces the concept of the classical wave func-
tion q˜(t) and conjugate wave function q¯(t).
2.2 Local probabilities and wave functions
We begin with the simple case where γ takes only two
values, n1 and n2. The species can be associated with
spin up and spin down of a fermion. There are four differ-
ent local states at a given t that we label by τ = 1 . . . 4.
For τ = 1 two fermions are present, n1 = 1, n2 = 1.
For τ = 2 only one fermion with spin down is present,
n1 = 0, n2 = 1, while for τ = 3 one has only a spin up
fermion, n1 = 1, n2 = 0. For τ = 4 no fermion is present,
n1 = n2 = 0. Local probabilities pτ (t) for the four states
obey the usual requirements, pτ (t) ≥ 0,
∑
τ pτ (t) = 1.
At a given t the expectation values of local occupation
numbers or local observables A(t) follow the standard
classical statistical rule
〈A(t)〉 =
∑
τ
pτ (t)Aτ (t), (9)
with Aτ (t) the value of the observable in the state τ .
A general local observable A(t) can be expressed as a
linear combination of four basis observables constructed
from products of occupation numbers, as 1, n1, n2, n1n2.
For a given t the expectation values are given by
〈n1〉 = p1 + p3, 〈n2〉 = p1 + p2, 〈n1n2〉 = p1. (10)
We will discuss later how the local probabilities pτ (t)
can be computed from the overall probability distribu-
tion p
({n}) which depends on the sequence of occupation
numbers {n} for all t.
We will express the set of local probabilities [pτ (t)] in
terms of a “classical wave function” [q˜τ (t)] and “conju-
gate classical wave function” [q¯τ (t)] as (no sum over τ
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here)
pτ (t) = q¯τ (t)q˜τ (t). (11)
In the next section we will formulate the t-dependence of
the local probabilities pτ (t) in terms of the wave function
and its conjugate. The four real numbers q˜τ can be seen
as the coefficients of an abstract wave function in the
occupation number basis, and similar for the conjugate
wave function.
As local basis observables we employ four basis func-
tions hτ (n) given by
h1 = n1 n2, h2 = (1− n1)n2,
h3 = n1(1− n2), h4 = (1− n1)(1− n2).
(12)
In this short notation we have suppressed the t-argument.
It will always be understood that local basis observables
hτ (t) depend on occupation numbers nγ(t). The local ba-
sis observables are eigenfunctions of occupation numbers
with eigenvalues one or zero, in the sense
n1 h1 = h1, n1 h2 = 0, n1 h3 = h3, n1 h4 = 0,
n2 h1 = h1, n2 h2 = h2, n2 h3 = 0, n2 h4 = 0.
(13)
With nγ(1−nγ) = 0, (1−nγ)(1−nγ) = (1−nγ), one
easily verifies three central relations: the first two are
the product rule
hτ hρ = hτ δτρ, (14)
and the integration rule∫
dnhτ =
∏
γ
∑
nγ=0,1
hτ = 1, (15)
while the third is the sum rule stating that the sum of
the basis functions obeys∑
τ
hτ = 1. (16)
The wave function f(t) and the conjugate wave func-
tion f¯(t) are defined as
f(t) = q˜τ (t)hτ (t), f¯(t) = q¯τ (t)hτ (t). (17)
(Sums over repeated indices are implied unless stated oth-
erwise.) Similarly, the local observables A(t) can be writ-
ten as
A(t) = Aτ (t)hτ (t). (18)
In particular, the observable for the local occupation
number Nγ(t) is simply given by nγ(t). With eq. (11)
we can write the expectation value (9) as
〈A〉 =
∫
dn f¯Af, (19)
where
∫
dn denotes the sum over local configurations ac-
cording to eq. (15)
We can generalize the notion of local observables by
introducing operators A′(t) as matrices with elements
A′τρ(t). Their expectation value is expressed by the
“quantum rule”
〈A〉 = q¯τ A′τρ q˜ρ = 〈q¯ A′˜ q〉. (20)
Local observables that are constructed as sums of prod-
ucts of occupation numbers are represented by diagonal
operators
A′τρ = Aτ δτρ. (21)
For our simple setting the operators A′ are 4×4-matrices
with elements A′τρ. Occupation numbers correspond to
diagonal operators
N ′1 = diag(1, 0, 1, 0), N
′
2 = diag(1, 1, 0, 0). (22)
For diagonal operators the equivalence of the expres-
sions in eq. (20) with eqs. (9) and (19) is easily verified
by using the properties of the basis functions and the
definition (11). The physical interpretation of observ-
ables represented by off-diagonal operators is discussed
in ref. [25].
Our setting can be extended to an arbitrary number
of species γ ∈ {1, . . . ,M}. The sequences of occupation
numbers nγ ∈ {0, 1} describe now N = 2M local states.
The corresponding basis functions hτ , τ ∈ {1, . . . , 2M},
are defined by the possible products of M factors nγ or
1−nγ , in analogy to eq. (12). If we label τ by a sequence
of occupation numbers, say (0, 1, 1, 0, 1 . . . ), the corre-
sponding basis function hτ = (1−n1)n2 n3 (1−n4)n5 . . .
obtains by inserting n for each value one, and 1 − n for
each value zero. The basis functions obey
nγhτ = (nγ)τhτ , (23)
where (nγ)τ “reads out” the corresponding value zero or
one in the sequence τ . The three central relations (14)
to (16) remain valid for arbitrary M .
2.3 Overall probability distribution
The overall probability distribution p
({n}) associates to
each sequence of occupation numbers {n} = {nγ(t)} a
probability. We consider a discrete set of equidistant lo-
cations t ∈ {tin, tin + ǫ, tin + 2ǫ, . . . , tf}. (The continuum
limit ǫ→ 0 can be taken, if appropriate, at the end.) A
sequence of occupation numbers specifies first all nγ(tin),
then all nγ(tin+ ǫ) and so on. If there is only one species
(M = 1), the sequences are the configurations of an Ising
chain. For an arbitrary number of species the sequences
are the configurations of generalized Ising models. For
the formal part of our discussion we generalize to an ar-
bitrary weight function w
({n}) which is not necessarily
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positive. For the classical statistical systems of interest
w
({n}) will then be restricted to be positive semidefinite.
A general observable depends on the sequence of oc-
cupation numbers
{
nγ(t)
}
. Expectation values obey the
standard statistical rule
〈A〉 =
∑
{n}
w[n]A[n]. (24)
We switch here to the standard “functional integral” no-
tation, w[n] = w
({n}), A[n] = A({n}). (The naming
“functional integral” corresponds to the continuum limit
ǫ → 0 where nγ(t) become discrete functions of t. For
finite ǫ the functional integral is simply a finite config-
uration sum which can be considered as an appropriate
regularization of the functional integral.) The symbol∑
{n} denotes the sum over all configurations of occupa-
tion numbers at arbitrary t. We will equivalently use the
symbol for functional integration,∫
Dn =
∑
{n}
=
∏
t
∏
γ
∑
nγ(t)=0,1
=
∏
t
∫
dn(t). (25)
Eq. (24) assumes that the weight distribution is normal-
ized, ∫
Dnw[n] = 1. (26)
Boundary conditions at tin and tf can be implemented
by weight distributions of the form
w[n] = f¯f
(
n(tf)
)
K[n] fin
(
n(tin)
)
, (27)
where K[n] is independent of the boundary conditions.
The “initial boundary term” fin only depends on the oc-
cupation numbers at tin, e.g. nγ(tin), while the “final
boundary term” f¯f involves only occupation numbers at
tf. In this paper we discuss quasi-local probabilities
K[n] =
∏
t
K(t). (28)
We will concentrate on next-neighbor interactions where
K[n] =
∏
t
K(n(t+ ǫ), n(t)) =∏
t
K(t). (29)
The product is over all time points tin ≤ t ≤ tf − ǫ. The
factor K(t) depends on two sets of neighboring occupa-
tion numbers nγ(t) and nγ(t + ǫ). Extensions beyond
next-neighbor interactions are discussed in app. A. They
do not lead to new structural elements.
Local observables A(t) depend only on local occu-
pation numbers nγ(t) at a given t. Their expecta-
tion value is given by the local probability distribution
p(t) = p
(
nγ(t)
)
= pτ (t)hτ (t) = pτ (t)hτ
(
n(t)
)
according
to eq. (9). With eq. (24) the local probability distri-
bution obtains from the overall weight distribution as a
configuration sum of occupation numbers at t′ different
from t
p(t) = p
(
[nγ(t)]
)
=
∏
t′ 6=t
∏
γ
∑
nγ(t′)=0,1
w[n]. (30)
It will be our aim to express the t-dependence or evo-
lution of the local probabilities pτ (t) by an evolution law
for the time dependent wave function f(t) and conju-
gate wave function f¯(t) as given by eq. (17). From the
evolution of the wave functions we can compute directly
the evolution of expectation values of local observables
〈A(t)〉 according to eq. (19), and thereby investigate the
propagation of information from the boundary into the
bulk.
2.4 Partition function and step evolution
operator
The partition function Z can be written as a functional
integral
Z =
∑
{n}
f¯f
(
n(tf)
)
K[n] fin
(
n(tin)
)
. (31)
By the definition of the overall weight distribution (27)
it equals one,
Z =
∫
Dn w[n] = 1. (32)
The real initial and final wave functions f¯f and fin depend
only on nγ(tf) and nγ(tin), respectively. They associate
weights to different initial and final boundary conditions.
Their normalization should be compatible with eq. (32).
In eq. (31) the factor, K[n] takes a real value for each
configuration {n}.
Consider now the quasi-local probability distribution
(29) with next-neighbor interactions. Arbitrary K(t) can
be expanded as
K(t) = Sτρ(t)hτ (t+ ǫ)hρ(t), (33)
with basis functions hτ (t+ ǫ) and hρ(t) given in terms of
nγ(t+ǫ) and nγ(t), respectively. Due to the identity (14)
eq. (33) is indeed the most general function of nγ(t + ǫ)
and nγ(t). The “step evolution operator” S, with ma-
trix elements Sτρ, is a central quantity for our discussion.
We only consider invertible S that can be diagonalized
by complex regular matrices. The multiplicative normal-
ization of K(t) is chosen such that the largest absolute
value of the eigenvalues of S equals one.
For t-independent S we observe the identity∫
dn(t+ ǫ)K(t+ ǫ)K(t) = hτ (t+ 2ǫ) (S2)τρ hρ(t) (34)
where S2 denotes the matrix multiplication
(S2)τρ = SτσSσρ. (35)
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This generalizes to chains of K-factors. The matrix mul-
tiplication property allows us to write
Z =
∫
dn(tf)dn(tin) f¯f
(
n(tf)
)
hτ
(
n(tf)
)
(SG)τρ
× hρ
(
n(tin)
)
fin
(
n(tin)
) (36)
or
Z = q¯τ (tf) (S
G)τρ q˜ρ(tin), (37)
with G = (tf−tin)/ǫ the number of points between tf and
tin and S
G the matrix product of G factors S.
Eq. (37) shows the close relation of the step evolution
operator S with the transfer matrix. What is particular
is the normalization. We employ a normalized partition
function Z = 1. Eq. (37) still leaves some freedom in
the relative normalization of S, q˜(tin) and q¯(tf). We will
choose a normalization where the largest absolute value
among the eigenvalues of S is normalized to one. If S
depends on t one replaces SG by the ordered product of
matrices S(ti), with tf− ǫ to the left and tin to the right.
2.5 Wave function from functional integral
The wave function f(t) and conjugate wave function f¯(t)
correspond to partial functional integrations of the over-
all weight distribution w[n]. Here f(t) involves an inte-
gration over variables n(t′) with t′ < t, while f¯(t) results
from a similar integration of n(t′ > t). For this purpose
we split
K[n] = K>(t)K<(t),
K<(t) =
t−ǫ∏
t′=tin
K(t′), K>(t) =
tf−ǫ∏
t′=t
K(t′). (38)
The wave functions are defined as
f(t) =
∫
Dn(t′ < t)K<(t) fin(tin),
f¯(t) =
∫
Dn(t′ > t) f¯f(tf)K>(t).
(39)
The integral
∫ Dn(t′ < t) restricts the product in eq. (25)
to tin ≤ t′ ≤ t − ǫ, such that f(t) is a function of nγ(t).
Similarly,
∫ Dn(t′ > t) involves t + ǫ ≤ t′ ≤ tf and f¯(t)
also depends on nγ(t). These definitions allow us to ex-
press Z in terms of the wave function and conjugate wave
function,
Z =
∫
dn(t) f¯(t) f(t) = q¯τ (t) q˜τ (t). (40)
By suitable normalizations of fin, f¯f and K(t) we can al-
ways implement Z = 1.
Inserting the definitions (38) and (39) into eq. (30) ex-
presses the local probabilities in terms of the wave func-
tions
p(t) = f¯(t) f(t). (41)
Expanding in basis functions according to eq. (17),
p(t) = pτ (t)hτ (t) = q¯ρ(t)hρ(t) q˜τ (t)hτ (t)
=
∑
τ
q¯τ (t) q˜τ (t)hτ (t),
(42)
yields eq. (11). This identifies the wave functions in
eq. (11) with the ones constructed from eq. (39). For
diagonal local observables (21) the expectation values
therefore obey eq. (20)
〈A(t)〉 = q¯τ (t)A′τρ(t) q˜ρ(t). (43)
Knowledge of the wave functions is sufficient for the de-
termination of 〈A(t)〉, while all additional information
contained in w[n] is not relevant.
2.6 Positivity of overall probability distribution
A local probabilistic setting (11) is realized if the product
q¯τ (t)q˜τ (t) is positive semidefinite for all t, and for each τ
individually. While this condition is sufficient for a well
defined local probability distribution, it is necessary but
not sufficient for a well defined overall probability distri-
bution. The latter requires positivity for all w[n] = p[n].
The overall probability distribution (6) can be repre-
sented as a product of elements of step evolution opera-
tors. We use the explicit representation
w[n] = q¯τ (tf)hτ (tf) K(tf − ǫ) . . . K(tin)q˜ρ(tin)hρ(tin),
(44)
where fin = q˜ρ(tin)hρ(tin) is the initial wave function
and f¯f = q¯τ (tf)hτ (tf) the final conjugate wave function.
Insertion of eq. (33) and use of eq. (14) yields
w[n] =
∑
ρ1,...,ρG+1
wρ1ρ2...ρG+1 (45)
× hρ1(t1)hρ2(t2) . . . hρG+1(tG+1),
with (no summations in the following expression)
wρ1ρ2...ρG+1 = q¯ρG+1(tG+1)SρG+1ρG(tG)
× SρGρG−1(tG−1) . . . Sρ3ρ2(t2)Sρ2ρ1(t1)q˜ρ1(t1).
(46)
Here we have numbered the time arguments, tin = t1,
tin + ǫ = t2, . . . tf = tG+1.
We could specify w[n] directly by the product of step
evolution operators (45) and (46). However, arbitrary
S will not yield a positive overall probability distribu-
tion p[n] obeying eqs. (5) and (6). In general, eqs. (45)
and (46) define a weight distribution that can take nega-
tive values for certain sequences {n}. A classical proba-
bility distribution requires then that all weights are pos-
itive. In turn, this requires all coefficients wρ1ρ2...ρG+1
to be positive semidefinite, since they can be identified
with the probabilities to find a particular sequence of oc-
cupation numbers. If negative wρ1...ρG+1 occur, we deal
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with the weight function for some generalized statistical
setting, but no longer with classical statistics. Positivity
of w can always be realized if all elements of the step
evolution operator as well as q˜ρ1(t1) and q¯ρG+1(tG+1) are
positive or zero. This property is, however, not necessary.
We do not necessarily require translation invariance such
that the step evolution operators for different t may dif-
fer. For example, there could be purely positive S (all
Sρτ ≥ 0) and purely negative S (all Sρτ ≤ 0), with an
even number of purely negative S.
For establishing a necessary condition for the positiv-
ity of w we introduce the product (no sum over ρm)
Bρm,αβ(tm) = Sαρm(tm)Sρmβ(tm−1). (47)
This factor appears in w, while the other factors do not
depend on the index ρm for 2 ≤ m ≤ G. If Bρm,αβ(tm)
has different signs for different ρm, with some given
values for α, β and tm, there are necessarily elements
wρ1...ρm...ρG+1 that change sign as the index ρm varies.
Therefore some elements of w must be negative and the
weight factor is not a classical statistical probability dis-
tribution. A necessary condition for a classical statisti-
cal system requires that two consecutive matrix elements
Sαρm(tm) and Sρmβ(tm−1) either have the same sign for
all ρm, or at least one element vanishes. This should hold
independently of α, β and tm.
For a more extended discussion of the question which
type of step evolution operators are compatible with the
notion of an overall classical statistical probability distri-
bution p[n] we refer to ref. [25]. In the present paper we
only discuss examples for which Sτρ(t), q˜τ (tin) and q¯τ (tf)
are all positive semidefinite.
3 Evolution
The dependence of the local probabilities pτ (t) on the
location t can be described by the t-dependence of the
wave function f(t) and the conjugate wave function f¯(t),
(no sum over τ here)
pτ (t) = q¯τ (t) q˜τ (t) =
∫
dn(t)hτ (t) f¯(t) f(t). (48)
We will often call the t-dependence of the wave function
a “time evolution”, even though it describes the depen-
dence on some general location. The notion of evolution
distinguishes the coordinate t, for which the evolution is
considered, from other possible coordinates ~x in a multi-
dimensional setting. It does not mean that t and ~x are
conceptually different.
3.1 Evolution of wave functions
The evolution of the wave function f(t) follows directly
from its definition (39),
f(t+ ǫ) =
∫
dn(t)K(t)f(t). (49)
Using the explicit expressions (17) and (33) yields
f(t+ ǫ) = q˜τ (t+ ǫ)hτ (t+ ǫ)
=
∫
dn(t)Sτρ(t)hτ (t+ ǫ)hρ(t) q˜σ(t)hσ(t)
=
∑
τ,ρ
Sτρ(t) q˜ρ(t)hτ (t+ ǫ)
∫
dn(t)hρ(t)
= Sτρ(t) q˜ρ(t)hτ (t+ ǫ).
(50)
Here we have used the relations (14) and (15). Eq. (50)
establishes the linear evolution law
q˜τ (t+ ǫ) = Sτρ(t)q˜ρ(t). (51)
Using analogous steps one obtains for the conjugate
wave function the evolution
q¯τ (t) = q¯ρ((t+ ǫ))Sρτ (t), (52)
or, for invertible matrices S,
q¯τ (t+ ǫ) = q¯ρ(t)(S
−1(t))ρτ =
(
ST(t)
)−1
τρ
q¯ρ(t). (53)
The time evolution of the classical wave function q˜ and
conjugate wave function q¯ is therefore described by the
step evolution operator S, as encoded in the overall prob-
ability distribution by eqs. (29) and (33). The naming
“step evolution operator” reflects the role of S for the
evolution in a minimal discrete time step.
3.2 Classical Ising-spin systems
For a classical Ising-spin system the factor K(t) can be
expressed by an exponential
K(t) = exp{−L(t)}, (54)
where L(t) depends on nγ(t) and nγ(t+ ǫ). For
f¯f
(
n(tf)
)
fin
(
n(tin)
) ≥ 0 (55)
the product f¯fKfin is positive semidefinite. Therefore
p[n] = Z¯−1 f¯fK fin (56)
is a normalized probability distribution. For general L(t)
the partition function and the classical wave functions
are not yet normalized. We therefore take Z¯ > 0 ar-
bitrary, while we will later achieve Z = 1 by a suitable
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additive constant in L(t) and normalization of the bound-
ary factors.
For the Ising model with general Z¯ > 0 one has the
standard functional integral expression for expectation
values of local observables
〈A(t)〉 = Z¯−1
∫
Dn f¯f(n(tf)) e−Scl[n]A(t) fin
(
n(tin)
)
,
(57)
where we employ in eq. (31) the classical action Scl[n],
K[n] = exp{−Scl[n]} , Scl[n] =
∑
t
L(t). (58)
(Recall that a local observable A(t) is an arbitrary func-
tion of occupation numbers n(t) =
(
s(t)+1
)
/2 at a given
t.) Using the factorization (38) one arrives at
〈A(t)〉 = Z¯−1
∫
dn(t)f¯(t)A(t)f(t), (59)
with Z¯ given by eq. (40). We can express A(t) as a lin-
ear combination of basis observables hτ (t) according to
eq. (18). The expansion (17) of f(t) and f¯(t) in terms
of basis functions defines the local probabilities as (sum
over τ only if indicated)
pτ (t) = Z¯
−1q¯τ (t) q˜τ (t), Z¯ =
∑
τ
q¯τ (t) q˜τ (t), (60)
such that eq. (59) is consistent with eq. (19).
We want to work with a normalization of the wave
function where eq. (11) holds. By a suitable additive
constant in L(t) and/or suitable multiplicative constants
in fin and f¯f we can always achieve Z = 1, such that
pτ = q¯τ q˜τ . We will adjust the additive constant in L(t)
such that the largest eigenvalue of S obeys |λ| = 1. Then
only finf¯f has to be normalized accordingly.
The most general action involving next-neighbor inter-
actions and local terms can be written as
L(t) =Mτρ(t)hτ (t+ ǫ)hρ(t). (61)
By use of eqs. (14) and (16) one finds
exp{−L(t)} =
∑
τ,ρ
exp
(−Mτρ(t))hτ (t+ ǫ)hρ(t), (62)
and therefore the matrix elements of the step evolution
operator
Sτρ(t) = exp
(−Mτρ(t)). (63)
The step evolution operator S has only positive elements,
Sτρ ≥ 0. In this case we call S a “positive matrix”. (In
the present paper a positive matrix means that all matrix
elements are positive or zero, in distinction to the posi-
tivity of all eigenvalues.) The trivial evolution Sτρ = δτρ
is found if the diagonal elements of M vanish, Mττ = 0,
while all off-diagonal elements diverge, Mτρ → ∞ for
τ 6= ρ. Our choice of basis functions allows for a straight-
forward and efficient computation of the step evolution
operator or transfer matrix by eqs. (61) and (63).
All these statements apply equally for multicomponent
Ising spins or occupation numbers nγ(t). The standard
Ising-type models assume translation symmetry, with
Mτρ and Sτρ independent of t. As an explicit exam-
ple we next describe the one-dimensional Ising model in
our formalism. A few generalized Ising-type models are
discussed in app. B.
3.3 One-dimensional Ising model
The one-dimensional Ising model in a homogeneous mag-
netic field is one of the best known exact solutions in sta-
tistical physics. It is therefore a good example to demon-
strate our formalism based on classical wave functions
explicitly. The known properties of the exact solution
are recovered from the solution of the evolution equation
for the wave function. Furthermore, the use of the occu-
pation number basis for the computation of the transfer
matrix and step evolution operator, as well as the solu-
tion of the model based on the behavior of classical wave
functions, can be generalized to many other spin models.
The one-dimensional Ising model with next-neighbor
interaction is described by a single spin s(t) = ±1 for
each site t. The factor K(t) in eqs. (33) and (54) reads
K(t) = exp
{
βs(t+ ǫ)s(t) +
γ
2
(
s(t+ ǫ) + s(t)
)}
= exp
{
β(2n(t+ ǫ)− 1)(2n(t) − 1)
}
× exp
{
γ
(
n(t+ ǫ) + n(t)− 1)}
= exp
{
β
[
h1(t+ ǫ)− h2(t+ ǫ)
][
h1(t)− h2(t)
]}
× exp
{
γ
2
(
h1(t+ ǫ)− h2(t+ ǫ) + h1(t)− h2(t)
)}
.
(64)
Here we use a single occupation number n(t) = (1 +
s(t))/2 and basis functions h1 = n, h2 = 1 − n. The
constants β and γ are related to the next-neighbor cou-
pling J and the magnetic field H by β = J/(kBT ),
γ = H/(kBT ). We consider β > 0.
From the relation (14) one infers
(h1 − h2)2 = h1 + h2 = 1 (65)
and computes
xK(t) = Kβ(t)Kγ(t), (66)
with
Kβ(t) = cosh β
((
h1(t+ ǫ) + h2(t+ ǫ))(h1(t) + h2(t)
))
+ sinhβ
((
h1(t+ ǫ)− h2(t+ ǫ))(h1(t)− h2(t)
))
,
(67)
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and
Kγ(t) = 1 + 1
2
(cosh γ − 1)
(
1+
+
(
h1(t+ ǫ)− h2(t+ ǫ)
)(
h1(t)− h2(t)
))
+
1
2
sinh γ
(
h1(t+ ǫ)− h2(t+ ǫ) + h1(t)− h2(t)
)
.
(68)
This expresses K(t) in terms of the basis functions
K(t) = eβ+γh1(t+ ǫ)h1(t) + eβ−γh2(t+ ǫ)h2(t)
+ e−β
(
h1(t+ ǫ)h2(t) + h2(t+ ǫ)h1(t)
)
,
(69)
and one infers the well known result for the transfer ma-
trix
S¯ =
(
eβ+γ e−β
e−β eβ−γ
)
. (70)
At this point the probability distribution is not normal-
ized and one may compute Z¯(β, γ) from eq. (37). The
normalization can be achieved by a multiplicative con-
stant
S = e−ϕS¯. (71)
Employing the same factor for the boundary term
q¯(tf)q(tin) we obtain from eq. (37)
Z = e−(G+1)ϕZ¯ = 1. (72)
We can identify ϕ with the free energy per degree of free-
dom
ϕ(β, γ) =
1
G+ 1
ln Z¯(β, γ). (73)
Free energy The association of the free energy density
ϕ with the normalization of the step evolution operator
in eq. (71) permits us to compute ϕ(β, γ) from the evo-
lution of the wave function. For this purpose we recall
the evolution of the wave function
q˜τ (tin + nǫ) = (S
n)τρq˜ρ(tin). (74)
Since S is a real symmetric matrix it can be diagonalized
by orthogonal transformations. The eigenvalues λj are
real. Eigenvectors with λj > 1 will grow, while eigenvec-
tors with λj < 1 decrease
q˜(j)τ (t+ nǫ) = λ
n
j q˜
(j)
τ (tin). (75)
Consider now the final “time” tf,
q˜τ (ff) = (S
G)τρq˜ρ(tin). (76)
With
Z = q¯τ (tf)q˜τ (tf) = 1 (77)
we conclude that for any finite q¯(tf) eq. (77) can hold
only if q˜(tf) is finite and different from zero. (We exclude
here particularly “fine tuned” final states q¯(tf) that are
orthogonal to a diverging part of q˜(tf)). For G→∞ this
requires that one eigenvalue of S equals one, while the
other eigenvalue is smaller than one. This condition fixes
the multiplicative factor in the step evolution operator
or normalized transfer matrix
S =
(
eβ+γ−ϕ e−β−ϕ
e−β−ϕ eβ−γ−ϕ
)
. (78)
The largest eigenvalue of S should be equal to one. This
in turn determines ϕ as a function of β and γ. In conse-
quence, the thermodynamics can be extracted from the
normalization of the step evolution operator.
From the eigenvalue condition det(S−1) = 0 one infers
e−ϕ =
2
sinh 2β
(
eβ cosh γ ∓
√
e−2β + sinh2 γe2β
)
, (79)
or
ϕ(β, γ) = ln
[
eβ cosh γ ±
√
e−2β + sinh2 γe2β
]
. (80)
For the appropriate sign this is the standard exact so-
lution for the free energy of the one-dimensional Ising
model. The largest eigenvalue of S¯ matters, correspond-
ing to the plus sign in eq. (80) or the minus sign in
eq. (79). We observe that eϕ is an eigenvalue of the
transfer matrix S¯ in eq. (70), as expected. From the free
energy F = (G + 1)ϕ the magnetization and thermody-
namic quantities of the Ising model can be computed. In
other words, the requirement that the wave function q˜(t)
does not diverge or vanish for (tf − tin)/ǫ → ∞ can be
used for the computation of the thermodynamic equilib-
rium properties.
For more general models with not too large N = 2M
this property may be useful for a determination of equi-
librium properties by a numerical solution of the discrete
evolution equation (51).
If the largest eigenvalue of S equals one, and all other
eigenvalues are smaller than one, the product Sn will
converge for n → ∞ to a scaling form S∗. This implies
the matrix identity
S S∗ = S∗, S∗ = lim
n→∞S
n. (81)
In App. C we use this relation in order to determine ϕ
and S∗. For the one-dimensional Ising model the explicit
scaling form S∗ is found as
S∗ =
1
2
(
1 + sinh γ e2βg g
g 1− sinh γ e2βg
)
, (82)
with
g =
1√
1 + sinh2 γ e4β
. (83)
One verifies detS∗ = 0, corresponding to one eigenvalue
one and the other zero.
11
The explicit form of the step evolution operator reads
S =
1
cosh γ e2β + g−1
(
e2β+γ 1
1 e2β−γ
)
. (84)
For γ = 0 one has the particular simple form g = 1 and
S∗ =
1
2
(
1 1
1 1
)
, S =
1
2 cosh β
(
eβ e−β
e−β eβ
)
. (85)
Knowing S∗ we can fix (for G→∞) the normalization
of the initial and final factors, with eq. (37) reading
q¯τ (tf)(S∗)τρq˜ρ(tin) = Zb. (86)
We can decompose q˜(tin) and q¯(tf) into eigenvectors of S∗
with eigenvalues one or zero. Only the eigenvectors with
eigenvalue one contribute to Zb. They can be normalized
by multiplication with 1/
√
Zb in order to achieve Z = 1.
Magnetization We can compute the magnetization in
the bulk directly from the asymptotic behavior of the
wave function. Exploiting eq. (74) for large n only the
largest eigenvalue of S will contribute. Thus the wave
function q˜(t) converges to an equilibrium value q˜∗ inside
the bulk, given by
Sq˜∗ = q˜∗, S∗ q˜∗ = q˜∗. (87)
This fixes the wave function up to a multiplicative con-
stant
q˜∗2 =
(
1/g − sinh γe2β) q˜∗1. (88)
A similar argument for the conjugate wave function
yields for large m (using S = ST in eq. (52))
q¯(tf −mǫ) = Smq¯(tf) = S∗q¯(tf) = q¯∗, (89)
implying for the equilibrium conjugate wave function
q¯∗2 =
(
1/g − sinh γe2β) q¯∗1. (90)
For properly normalized boundary conditions (Zb = 1)
we can employ the normalization (40)
q¯∗1q˜∗1 + q¯∗2q˜∗2 = 1 (91)
which implies
q¯∗1q˜∗1 =
1
2N1
,
N1 = 1 + sinh
2 γe4β − 1
g
sinh γe2β .
(92)
Knowing the bulk wave functions explicitly we can
compute expectation values in the bulk from eq. (43)
〈A〉 = q¯T∗ A′q˜∗. (93)
For example, the occupation number N ′ = diag(1, 0) has
in the bulk the expectation value
n∗ = 〈n〉 = q¯∗1q˜∗1 = 1
2N1
. (94)
This translates to the average spin
s∗ = 2n∗ − 1 = 1
N1
− 1 = ∆
1 +∆
, (95)
where
∆ = sinh γe2β
(
1/g + sinh γe2β
)
. (96)
We observe that s∗ only depends on the parameter
combination
δ = sinh γe2β , (97)
with
∆ = δ(
√
1 + δ2 + δ), s∗ =
δ√
1 + δ2
. (98)
For δ →∞ one finds the usual saturation
s∗ = 1− 1
2δ2
. (99)
As expected, s∗ coincides with the mean spin as com-
puted from the free energy
∂ϕ
∂γ
= s∗. (100)
Effect of boundary conditions Besides the asymptotic
behavior in the bulk the explicit knowledge of the evo-
lution of the wave functions permits a detailed descrip-
tion of the influence of boundary conditions on the ex-
pectation values of local spins. For the boundary prob-
lem we split the initial wave function q˜(tin), which fixes
the boundary term, into a part proportional to q˜∗ and a
part proportional to the eigenvector of S with eigenvalue
λ− < 1,
q˜(tin) = c1
(
q˜∗ + δq˜(tin)
)
, (101)
where
Sδq˜ = λ−δq˜. (102)
The evolution equation (74) yields
q˜(tin + nǫ) = c1
(
q˜∗ + λn−δq˜(tin)
)
. (103)
Arbitrary initial wave functions approach c1q˜∗ as n in-
creases, according to
q˜(t) = c1
(
q˜∗ + exp
(
− t−tin
ξ
)
δq˜(tin)
)
. (104)
The correlation length ξ is related to the second eigen-
value of S,
ξ =
ǫ
ln(1/λ−)
. (105)
For a quantitative estimate of the memory of the
boundary conditions after n steps into the bulk we need
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the second eigenvalue λ− of S. Since one eigenvalue of
S equals one we compute λ− from
λ− = detS =
e4β − 1(
1/g + cosh γe2β
)2 . (106)
Restricting the discussion to γ = 0 one finds
λ− =
e2β − 1
e2β + 1
= tanh β. (107)
The correlation length ξ diverges for β →∞
ξ
ǫ
=
1
ln cosh β
→ e
2β
2
. (108)
It is the same correlation length as the one defined by
the decay of the correlation function for the known ex-
act solution of the Ising model.
The conjugate wave function for t in the vicinity of tin,
with large G →∞, can be approximated by the equilib-
rium value
q¯(t) =
q¯∗
c1
=
q¯∗1
c1
(
1√
1 + δ2 − δ
)
, (109)
where the normalization is chosen such that Z = 1. The
expectation value 〈n(t)〉 follows as
〈n(t)〉 = q¯1(t)q˜1(t) = q¯∗1
(
q˜∗1 + δq˜1(t)
)
= n∗ + q¯∗1δq˜1(t) = n∗ + q¯∗1δq˜1(tin)
δq˜1(t)
δq˜1(tin)
.
(110)
With
n∗ + q¯∗1δq˜1(tin) = 〈n(tin)〉 (111)
eq. (104) yields the simple final result
〈n(t)〉 = n∗ +
(
n(tin)− n∗
)
exp
(
− t−tin
ξ
)
. (112)
We observe that the orthogonality of eigenvectors to
different eigenvalues implies
q¯∗1δq˜1 + q¯∗2δq˜2 = 0. (113)
The bounds 0 ≤ 〈n(tin)〉 ≤ 1 limit the allowed values of
δq˜(tin), while q˜(tin) can be arbitrary by use of the con-
stant c1.
We conclude that the classical wave function q˜(t), to-
gether with the conjugate wave function q¯(t), solve the
issue of the influence of boundary conditions for the
one-dimensional Ising model completely. This method
is closely analogous to the use of the transfer matrix.
The simple concept of wave functions allows a straight-
forward use of methods known from quantum mechanics.
It is suitable for more complex models and the discussion
of general properties.
3.4 Different types of evolution
Many classical statistical systems share the qualitative
properties oft the one-dimensional Ising model. For this
class of systems the transfer matrix S¯ has positive real
eigenvalues. The step evolution operator S is then re-
lated to S¯ by a multiplicative constant, chosen such that
the largest eigenvalue of S equals one. If the second
largest eigenvalue λ− is separated from the largest eigen-
value, it defines a finite correlation length ξ according
to eq. (105). The memory of boundary terms is expo-
nentially damped, similar to eq. (112). For some subset
of initial conditions the damping even occurs faster, ac-
cording to other eigenvalues of S smaller than λ−. This
scenario with a separated largest eigenvalue of the trans-
fer matrix is realized if the dimension of S¯ is finite and
all elements are strictly positive, S¯τρ > 0.
This loss of boundary information is, however, not the
most general behavior. Interesting situations arise if the
largest eigenvalue of S becomes degenerate. In this limit
the correlation length diverges. This situation is typi-
cally realized for critical phenomena. For practical pur-
poses it is sufficient that ξ exceeds the size of the system
tf − tin, as realized for the strongly coupled or low tem-
perature Ising model for large β.
One may also encounter unstable situations where the
transfer matrix S¯ has negative eigenvalues. For the one-
dimensional Ising model this is realized for β < 0. Typ-
ically, the equilibrium state q˜∗ is not invariant under
translations by ǫ in this case. The equilibrium state may
still have translation symmetry with respect to transla-
tions by 2ǫ, as for the antiferromagnetic Ising model for
β < 0.
It is possible that S has complex eigenvalues. This can
occur if S is not symmetric. In this case one expects oscil-
latory behavior. An example is the four-state oscillator
chain, as realized by the four by four matrix
S =


1− η 0 η 0
η 1− η 0 0
0 0 1− η η
0 η 0 1− η

 . (114)
The four eigenvalues are
λ0 = 1, λ1± = 1− η ± iη, λ2 = 1− 2η. (115)
For 0 ≤ η ≤ 1 all entries of S are positive and the model
can be realized with Ising spins. Since some elements of
S vanish it is a type of “constrained Ising model”. Its
detailed realization is discussed in app. B. We may avoid
negative eigenvalues by requiring η < 1/2.
The (unnormalized) eigenvectors to the eigenvalues
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λ0, λ1+, λ1−, λ2 are given by

1
1
1
1

 ,


1
−i
i
−1

 ,


1
i
−i
−1

 ,


1
−1
−1
1

 . (116)
Since the real part of λ1± is smaller than one, one en-
counters damped oscillations of the wave function if the
initial wave function contains components ∼ v1±.
Whenever a unique largest eigenvalue one of S is sep-
arated from the other eigenvalues λi, with |λi| < 1, one
may suspect a loss of memory of boundary conditions
with a finite correlation length. The situation is subtle,
however. The reason is that an exponentially decaying
q˜ − q˜∗ may be compensated by an exponentially increas-
ing q¯ − q¯∗. This could lead to undamped oscillations of
the local probabilities. In the next section we will define
a density matrix as a bilinear in q˜ and q¯. The general
solution of the evolution equation (172) admits indeed
undamped oscillatory behavior [25]. One then has to
investigate if such density matrices can be realized by
suitable boundary conditions. The answer is negative,
such that the evolution is indeed described by damped
oscillations [25].
One may ask if there are simple exact models where
the loss of boundary information by the damping towards
the equilibrium state is absent. This is indeed the case.
A sufficient condition for keeping the memory of bound-
ary conditions at tin far inside the bulk, and even at the
opposite boundary at tf, is the presence of more than one
largest eigenvalue of S with |λ| = 1. (Largest is here in
the sense of largest |λ|.) The simplest and rather trivial
example is S = 1. In this case the expectation value of
a local observable A(t) is simply given by
〈A(t)〉 = q¯τ (tf)A′τρ(t)q˜ρ(tin). (117)
This holds independently of t, including t = tf. The
expectation value obviously depends on the initial wave
function q(tin).
A somewhat less trivial example is
S =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 . (118)
In the notation of eq. (12), with two species of occupa-
tion numbers interpreted as fermionic particles at two
different sites, this corresponds to one particle jumping
from one site to the other, while states with no particles
or two particles, one at each site, are t-independent. The
matrix S has three eigenvalues +1, and one eigenvalue
−1. Since S2 = 1 one finds
〈A(t)〉 = q¯T(tf)Sm(t)A′(t)Sn(t)q˜(tin), (119)
with
m(t) =
{
0 for (tf − t)/ǫ even,
1 for (tf − t)/ǫ odd.
n(t) =
{
0 for (t− tin)/ǫ even,
1 for (t− tin)/ǫ odd.
(120)
For even G = (tf − tin)/ǫ one has m(t) = n(t), while m
and n differ for G odd. In particular, one finds at tf
〈A(tf)〉 =
{
q¯T(tf)A
′(tf)q˜(tin) for G even
q¯T(tf)A
′(tf)Sq˜(tin) for G odd
. (121)
In both cases the information on the boundary at tin is
transported completely to the other boundary at tf.
Let us restrict the discussion for simplicity to G even
and to t-independent local observables, represented by
the same operator Aˆ for each t. Operators commuting
with S have static expectation values
〈A(t)〉 = q¯T(tf)A′q˜(tin). (122)
On the other hand, if A′ S = −S A′, the expectation
value oscillates with period 2ǫ
〈A(t+ ǫ)〉 = 〈−A(t)〉. (123)
An example is
A′ =


0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

 , (124)
which measures the difference n2 − n1. Obviously, this
example realizes oscillating local probabilities pτ (t), with
period 2ǫ. Indeed, the wave function obeys an oscillating
behavior
q˜2(t+ ǫ) = q˜3(t), q˜3(t+ ǫ) = q˜2(t), (125)
while q1 and q4 are static. The same holds for the conju-
gate wave function, such that
p2(t+ ǫ) = p3(t), p3(t+ ǫ) = p2(t), (126)
with static p1 and p4.
A further example of complete information transport
is given by eq. (114), with η = 1. It corresponds to
q˜2(t + ǫ) = q˜1(t), q˜4(t + ǫ) = q˜2(t), q˜3(t + ǫ) = q˜4(t),
q˜1(t + ǫ) = q˜3(t). This evolution is periodic with pe-
riod 4ǫ. Correspondingly the eigenvalues of S are ±1,±i.
With ST S = 1 the step evolution operator
S =


0 0 1 0
1 0 0 0
0 0 0 1
0 1 0 0

 (127)
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describes a rotation. The conjugate wave function q¯(t)
follows the same evolution as q˜(t) according to eq. (53).
Therefore the local probabilities p(t) oscillate with pe-
riod 4ǫ, according to p2(t+ ǫ) = p1(t), p4(t+ ǫ) = p2(t),
p3(t+ ǫ) = p4(t), p1(t+ ǫ) = p3(t).
These simple examples demonstrate already that the
issue of information transport is expected to differ sub-
stantially from a simple approach to equilibrium in the
bulk whenever more than one eigenfunction to eigenval-
ues of S with |λ| = 1 exists. In this case there is no
unique equilibrium wave function q˜∗ as in the Ising model,
cf. eq. (88). Memory of boundary conditions is expected
to occur due to a “degeneracy” of generalized equilibrium
wave functions.
3.5 Quantum mechanics
Let us investigate the particular case where S = R is
a rotation matrix. Then f(t) and f¯(t) obey the same
evolution law. If they are equal for one particular time
point t¯ they will remain equal for all t. The wave func-
tion f(t) depends on the initial value fin(tin), while f¯(t)
depends on f¯f(tf). One can always choose f¯f(tf) such
that f¯(t) = f(t). (This is formally achieved by solving
the evolution law (49) or (51) in order to compute f(tf),
and then to choose f¯f(tf) = f(tf).) We will assume here
the boundary condition f¯(tf) = f(tf), while more general
choices of f¯f are discussed in ref. [25].
A normalized classical wave function q(t) is defined
[26] by the square root of the local probability up to a
sign function sˆτ (t) = ±1,
qτ (t) =
√
pτ (t) sˆτ (t), q
2
τ (t) = pτ (t). (128)
According to eq. (48) it is realized if
q¯(t) = q˜(t) = q(t). (129)
For f¯(t) = f(t) we can indeed replace both q˜ and q¯ by a
common normalized classical wave function q.
For f¯(t) = f(t) one has, from eq. (40)
Z =
∫
dn(t)f2(t)
=
∫
dn(t) qτ (t) qρ(t)hτ (t)hρ(t) =
∑
τ
q2τ (t).
(130)
A normalized wave function obeys∑
τ
q2τ = 1, (131)
and this normalization is preserved by the evolution if S
describes a rotation. In this case it is sufficient that the
initial wave function fin is normalized. For a normalized
wave function also Z is normalized, Z = 1. An evolu-
tion that preserves the length of the vector qτ (t) will be
called unitary. (In the present case of real qτ the unitary
transformations are rotations.)
We can now identify pτ (t) = q
2
τ (t) with the local proba-
bility for finding at time t an appropriate combination of
occupation numbers. For M species of occupation num-
bers this is precisely the setting of quantum mechanics
for the special case of a real 2M -component wave function.
If the rotation matrix Rτρ is compatible with a complex
structure we can order the 2M real components into a
complex 2M−1-component wave function that obeys a
unitary evolution, as we will see in the next section.
Expectation values of occupation numbers at a given t
can be computed from the normalized wave function as
〈nγ(t)〉 =
∫
dn(t)f2(t)nγ(t)
=
∑
τ
pτ (t)nγ,τ (t),
(132)
using nγ(t)hτ (t) = nγ,τ (t)hτ (t) according to eq. (13).
Employing the diagonal operators N ′γ defined in eq. (22)
we also have the quantum rule for expectation values
〈nγ(t)〉 = qτ (t)(N ′γ)τρqρ(t). (133)
For a normalized wave function and f¯ = f the basic def-
inition of these expectation values is given by the func-
tional integral
〈nγ(t)〉 =
∫
Dnf¯fKnγ(t)fin. (134)
In accordance with the previous general discussion,
eq. (132) follows from eq. (134) by using the split (38)
and the definition of the wave functions (39).
The question arises under which circumstances the
step evolution operator can be a rotation if p[n] is a
classical probability distribution. Acceptable local prob-
abilities are found for arbitrary rotation matrices S = R,
since q2τ ≥ 0. In contrast, a positive overall probability
distribution is, in general, not realized. For arbitrary ro-
tations the weight distribution w[n], defined by eqs. (45)
and (46), will not be positive semidefinite. For rotations
there are typically negative matrix elements Sτρ. This
holds, in particular, for all (non-trivial) infinitesimal ro-
tations. Exceptions of finite rotations with only positive
matrix elements of S exist, however, as demonstrated by
the examples (118) and (127).
In case of translation symmetry and for finite M it is
easy to convince oneself that step evolution operators cor-
responding to infinitesimal rotations cannot be realized
by a positive p[n]. Indeed, for infinitesimal rotations the
factor Bρm,αβ(tm) in eq. (47) exhibits both positive and
negative values as ρm is varied. We conclude that in case
of translation symmetry and finite M the realization of
a quantum evolution by step evolution operators that
are rotation matrices differing only infinitesimally from
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one is not compatible with an overall classical probability
distribution p[n]. Nevertheless, one can find interesting
examples of quantum evolution. They can be realized by
extensions of the examples (118) and (127) or if transla-
tion symmetry is abandoned. It is also possible that a
subsystem follows a quantum evolution even though the
total system does not. Furthermore, for M → ∞ new
possibilities open up. The notion of infinitesimal may
now refer to the neighborhood in a dense space of states.
In any case, particular conditions are needed for the
whole system to follow a quantum evolution. Generic
generalized Ising-type models (54) and (61) do not fol-
low a unitary evolution. Since all matrix elements Sτρ
are positive semidefinite, the matrix S is a rotation ma-
trix only for special cases. Such special cases are static
memory materials and will be discussed in secs. 6 to 8.
While the generic Ising-spin systems do not represent a
quantum system of the type discussed above, we will ar-
gue that the evolution of the local probabilities admits
undamped oscillatory behavior under a rather wide range
of circumstances. For these cases a suitable subsystem
follows a unitary time evolution. We briefly discuss in
app. D that the generic evolution can be viewed as a
non-linear unitary evolution of a suitably defined normal-
ized wave function. The quantum subsystems are then
subsystems that follow a linear unitary evolution.
4 Generalized Schrödinger equation
This section addresses the continuum limit of the evo-
lution (51) and (53). In the continuum limit the wave
functions obey linear differential equations - the gener-
alized Schrödinger equation. If the evolution admits a
complex structure the generalized Schrödinger equation
takes the usual complex form. Only the generalization
of the Hamiltonian operator is, in general, not hermitian
for classical statistical systems. Similar to quantum me-
chanics one can define a density matrix, which evolves
according to a generalized von Neumann equation.
4.1 Continuous evolution limit
A continuous time evolution can be realized if the change
of the wave function after one or a few time steps is in
some sense small. For small changes after two time steps
we define
W (t) =
1
2ǫ
(
S(t)− S−1(t− ǫ)), (135)
such that
∂tq˜(t) =
1
2ǫ
(
q˜(t+ ǫ)− q˜(t− ǫ)) =W (t)q˜(t). (136)
If the limit ǫ → 0 can be taken, q˜(t) is a differentiable
function and ∂tq˜ becomes the standard derivative. For
the particular case where S is independent of t and de-
viates from the unit matrix only by elements ∼ ǫ one
has
Sτρ = δτρ + ǫWτρ, S = 1 + ǫW. (137)
This is, however, not the only possibility how a contin-
uum limit can be realized.
The evolution equation (136) is a real equation for a
real wave function. We can formally write it as a complex
equation which makes the difference to the Schrödinger
equation in quantum mechanics apparent. We split W
into a hermitian (symmetric) and antihermitian (anti-
symmetric) part and write without loss of generality
W = J − iH, (138)
with H and J hermitian matrices. For real wave func-
tions q˜ and real W the Hamilton operator H is antisym-
metric and purely imaginary, while J is real and symmet-
ric. This yields a generalized Schrödinger equation
∂tq˜ = −iH q˜ + J q˜. (139)
For quantum systems with t-invariant orthogonal S the
matrix J vanishes.
For the conjugate wave function eq. (53) implies
∂tq¯(t) = −W˜T(t) q¯(t),
W˜ (t) =
1
2ǫ
[
S(t− ǫ)− S−1(t)]. (140)
For t-independent S one has W˜ =W and therefore
∂tq¯ = −WT q¯ = −iH q¯ − J q¯. (141)
For quantum systems q˜ and q¯ obey the same evolution
equation which amounts to the Schrödinger equation for
the normalized wave function q. For J 6= 0 the evolution
of q˜ and q¯ differs.
We may discuss simple examples. For the one-
dimensional Ising model with γ = 0 the continuous evo-
lution is realized for β →∞. In this case one has
S =
(
1− e−2β e−2β
e−2β 1− e−2β
)
, W = J =
(
−ω ω
ω −ω
)
,
(142)
with
ω =
e−2β
ǫ
. (143)
The equilibrium solution
q˜∗ =
1√
2
(
1
1
)
(144)
corresponds to the zero eigenvalue of W . The general
solution of the generalized Schrödinger equation (139),
q˜(t) = c1q˜∗ + c2e−2ω(t−tin)
(
1
−1
)
, (145)
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is the equivalent of eq. (104), with ξ−1 = 2ω.
Another example is the four-state oscillator chain with
step evolution operator (114). For small η, we define
ω = η/ǫ and extract
J =
1
2


−2ω ω ω 0
ω −2ω 0 ω
ω 0 −2ω ω
0 ω ω −2ω

 ,
H =
i
2


0 −ω ω 0
ω 0 0 −ω
−ω 0 0 ω
0 ω −ω 0

 .
(146)
The general solution of the evolution equation (139)
shows damped oscillations, as expected.
4.2 Complex wave function and generalized
Schrödinger equation
In quantum mechanics we are used to employ complex
wave functions. Rather trivially we can write every com-
plex wave function as a real wave function with twice
the number of components. A hermitian Hamiltonian
becomes in this real language an antisymmetric purely
imaginary matrix, such that −iH is real, as in eq. (139).
In the opposite direction a real wave function can be com-
bined to a complex wave function with half the number of
components if a suitable complex structure exists. This
complex structure is very useful in quantum mechanics.
One often encounters a complex structure also for the
evolution in classical statistics described in this paper.
A complex structure does not need a unitary evolution.
For many interesting cases there exists a basis for
which the N × N -matrix W can be written in terms of
N/2 ×N/2-matrices W1 and W2 in the form(
W1 W2
−W2 W1
)
. (147)
We can then write the evolution equation in the form of
a complex generalized Schrödinger equation,
i∂tψ = Gψ, G = Hˆ + iJˆ . (148)
For the generalized Schrödinger equation G is not hermi-
tian. The hermitian and antihermitian parts are associ-
ated to Hˆ = Hˆ† and Jˆ = Jˆ†, respectively, with
Hˆ =W2S + iW1A, Jˆ =W1S − iW2A, (149)
and WiS ,WiA the symmetric and antisymmetric parts of
Wi.
According to the block structure (147) we group the
components of q˜ as
q˜ =
(
q˜R
q˜I
)
(150)
and define the complex wave function as
ψ = q˜R + iq˜I . (151)
The equivalence of eq. (148) with eq. (139) is established
by insertion of eq. (151). The complex N/2 × N/2-
matrices Hˆ and Jˆ correspond to the antisymmetric and
symmetric parts of W , respectively
WA = −iH =
(
W1A W2S
−W2S W1A
)
,
WS = J =
(
W1S W2A
−W2A W1S
)
.
(152)
For the conjugate wave function we employ
ψ¯ = q¯R − iq¯I . (153)
For W˜ =W , eq. (141) is transformed to
− i∂tψ¯ = GT ψ¯ = (Hˆ∗ + iJˆ∗)ψ¯. (154)
For quantum systems with q¯ = q˜ one has ψ¯ = ψ∗. For
Jˆ = 0, eq. (154) is the complex conjugate of eq. (148).
Thus for antisymmetricW and q¯ = q˜ we recover the stan-
dard complex Schrödinger equation of quantum mechan-
ics if a complex structure (147) exists. With eq. (153)
and ψ¯ = ψ∗ it is easy to verify that eq. (43) becomes
in the complex formulation the standard expression of
quantum mechanics for the expectation value of observ-
ables.
For a generic evolution with J 6= 0 one observes
∂t(ψ¯
T ψ) = 0, (155)
in accordance with eq. (40). On the other hand, one finds
∂t(ψ
†ψ) = 2ψ†Jˆψ. (156)
The form of eq. (156) shows that the antihermitian part
of G acts as a generalized damping term that can change
the norm |ψ|.
4.3 Density matrix
For “pure states” the real classical density matrix ρ′τρ(t)
obtains by multiplication of the wave function with its
conjugate
ρ′τρ(t) = q˜τ (t)q¯ρ(t). (157)
(Primes are used here in order to make the distinction to
an equivalent complex formulation more easy to follow.)
The diagonal elements are the local probabilities (no sum
here)
pτ (t) = ρ
′
ττ (t). (158)
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This holds by virtue of eq. (11), and no particular con-
ditions on q˜ or q¯ need to be imposed except for the nor-
malization Z = 1.
For pure states the quantum expression for expec-
tation values of local observables follows directly from
eq. (43),
〈A(t)〉 = A′ρτ ρ′τρ(t) = Tr(A′ ρ′). (159)
Mixed states can be obtained for the general boundary
conditions (8). The expression (159) continues to hold.
The time evolution of the density matrix follows di-
rectly from eqs. (51) and (53)
ρ′τρ(t+ ǫ) = Sτα(t)ρ
′
αβ(t)S
−1
βρ (t). (160)
In the continuum limit, ǫ→ 0, one finds with eqs. (135),
(136) and (141) and for sufficiently smooth q(t) ≈ (q(t+
ǫ) + q(t− ǫ))/2,
∂tρ
′
τρ =Wτα(t)ρ
′
αρ(t)− ρ′τα(t)W˜αρ(t). (161)
For S independent of t one has W = W˜ . More generally,
we concentrate in the following on the case W˜ (t) =W (t),
for which
∂tρ
′ = [W,ρ′]. (162)
IfW admits a complex structure according to eq. (147)
the pure state density matrix obtains from the complex
wave function ψ and conjugate wave function ψ¯ as
ρλσ(t) = ψλ(t)ψ¯σ(t). (163)
This generalizes to mixed states according to the gener-
alized boundary condition (8),
ρλσ(t) =
∑
α
wαψ
(α)
λ (t)ψ¯
(α)
σ (t). (164)
The complex evolution equation is the generalization of
the von Neumann equation to non-hermitian G,
i∂tρ = [G, ρ] = [Hˆ, ρ] + i[Jˆ , ρ]. (165)
We conclude that the quantities carrying the local in-
formation, such as the wave functions q˜, q¯ or ψ, ψ¯ or the
density matrices ρ′ or ρ, all obey linear evolution equa-
tions. The superposition principle holds. Memory mate-
rials can be realized if J or Jˆ vanish on a subspace with
more than one (real) dimension. (The one-dimensional
case corresponds to a unique equilibrium state.) Oscillat-
ing local probabilities further require H 6= 0 or Hˆ 6= 0.
Similar to quantum mechanics, the density matrix is
a convenient concept for the description of subsystems.
“Reduced” or “coarse grained” density matrices for sub-
systems can be obtained by taking a partial trace. A nec-
essary condition for a unitary evolution of the subsystem
is the vanishing of J or Jˆ for the reduced evolution equa-
tion. In other words, the symmetric part of W or the an-
tihermitian part of G have to commute with the reduced
ρ. This condition is, however, not sufficient to guarantee
a non-trivial behavior of a subsystem as undamped oscil-
lations. An additional condition is the realization of the
potentially oscillating behavior by appropriate boundary
conditions.
A quantum behavior for subsystems typically holds for
idealized isolated subsystems. In many circumstances
the isolation may only be approximate, resulting in deco-
herence [27–29] or syncoherence [30] for the subsystem.
Decoherence or syncoherence in subsystems can be de-
scribed by additional terms in the evolution equation. In
their presence a pure state density matrix can evolve into
a mixed state density matrix (decoherence), or a mixed
state can evolve into a pure state (syncoherence).
5 Basic concepts and quantum
formalism
Before proceeding to detailed examples of static mem-
ory materials it may be useful to summarize the main
features of our formalism of classical wave functions and
density matrices. For readers less interested in the for-
mal aspects of this paper we have written this section
to be self-contained, necessarily involving some repeti-
tion of material of the previous sections. Our formalism
is based on the notion of a “classical wave function” q˜(t)
and the conjugate wave function q¯(t) [26]. Here t denotes
the location of a hypersurface in the bulk, with bound-
ary conditions set at tin and tf. The expectation values
of local observables can be computed from q˜(t) and q¯(t).
It is therefore sufficient to understand the t-dependence
or “evolution” of these wave functions.
It is remarkable that the formalism for information
transport in classical statistical systems turns out to be
conceptually close to quantum mechanics. It resembles
Feynman’s derivation of the wave function from the path
integral for quantum mechanics [6]. In particular, the
change of local probabilities between different positions
of hypersurfaces in the bulk is described by a linear evo-
lution equation for a classical density matrix, rather than
by the local probabilities alone. Indeed, we can construct
from q˜(t) and q¯(t) a “classical density matrix” ρ′(t) at a
given location t. It is bilinear in q˜(t) and q¯(t), ρ′τρ = q˜τ q¯ρ,
and permits to compute expectation values by the stan-
dard quantum formula
〈A(t)〉 = Tr{A′(t) ρ′(t)}. (166)
Similar to quantum mechanics A′(t) is an operator asso-
ciated to the local observable A(t). The local probabili-
ties are the diagonal elements of the density matrix ρ′(t).
18
The evolution law for the density matrix is linear, while
any formulation in terms of the local probability distri-
bution alone would result in a complicated non-linear
equation. It is the presence of additional local informa-
tion in the off-diagonal elements of the density matrix
that renders the evolution simple and allows for the su-
perposition principle for solutions.
The central issue for information transport is the evolu-
tion of the wave function between two neighboring points
or hypersurfaces t and t + ǫ. The evolution law for the
classical wave function is linear
q˜(t+ ǫ) = S˜ q(t), (167)
with S the “step evolution operator”. The step evolu-
tion operator is related to the transfer matrix [16–18] by
a suitable multiplicative renormalization. For the step
evolution operator S all eigenvalues obey |λ| ≤ 1, with a
set of “largest eigenvalues” |λ| = 1.
One often can define a continuum limit ǫ → 0, which
reads for t-independent S
∂tq˜ =
dq˜
dt
=Wq˜, (168)
where
W =
1
2ǫ
(S − S−1). (169)
Eq. (168) is a linear differential equation for the wave
function and constitutes the generalized Schrödinger
equation.
The usual complex Schrödinger equation can always
be written in the real form (168) by splitting a complex
wave function into real and imaginary parts, ψ = q˜R+iq˜I ,
such that it becomes a real linear first order differential
equation for q˜ = (q˜R, q˜I). Inversely, if W has appropri-
ate properties for the introduction of a complex structure
(cf. sec. 4) we can write eq. (168) in the familiar complex
form
i∂tψ = Gψ. (170)
It is a key difference between the evolution of the
wave function for classical statistical systems and the
Schrödinger equation for quantum mechanics that G is,
in general, not hermitian, or W not antisymmetric. De-
composing G into its hermitian and antihermitian parts
G = Hˆ + iJˆ , Hˆ† = Hˆ, Jˆ† = Jˆ , (171)
one finds that Jˆ is responsible for the loss of information
as t increases from some boundary or initial value tin into
the bulk. For memory materials Jˆψ vanishes in the bulk.
The evolution in the bulk obeys then the Schrödinger
equation and is unitary. Static memory materials are
therefore quantum simulators for which the dependence
of observables on the location t traces the time evolution
of observables in a quantum system with the same Hˆ.
Similarly, the dependence of the density matrix on t
obeys an evolution equation that is a generalization of
the von Neumann equation in quantum mechanics
∂tρ
′(t) = [W,ρ′(t)]. (172)
In particular, this equation describes the t-dependence
of the local probabilities, which are given by the diago-
nal elements of ρ′, pτ (t) = ρ′ττ (t). In the presence of a
complex structure eq. (172) translates to a generalized
von Neumann equation for the complex density matrix
ρ,
i∂tρ = [G, ρ]. (173)
One recovers the unitary evolution according to the von
Neumann equation for Jˆ = 0, or more generally, for
[Jˆ , ρ] = 0. For Jˆ 6= 0 eq. (173) one finds a modification
of the von Neumann equation. Also in classical statis-
tics a pure state density matrix remains pure state in
the course of the evolution. For decoherence in subsys-
tems one expects additional terms similar to the Lind-
blad equation [31–33].
It is remarkable that the simple linear time evolution
(172) and (173) is formulated for a density matrix. No
such simple evolution law can be formulated in terms of
the local probabilities pτ (t) = ρ
′
ττ (t) alone. The density
matrix arises as the natural object for the description of
information transport in a completely classical statistical
context. It is not an object specific to quantum systems.
The off-diagonal elements of the density matrix should
be considered as a genuine part of the local information
at a given t. Only with this information, which goes be-
yond the local probabilities, a simple evolution law can
be formulated.
The linearity of the evolution equation implies the su-
perposition principle. Again, this central principle for
the wave interpretation is not a specific quantum fea-
ture. It characterizes the classical statistical information
transport as well. Particle-wave duality appears in clas-
sical statistics. The discrete “particle properties” are as-
sociated to the discrete values of observables, while the
continuous wave aspect arises from the continuous prob-
abilistic description in terms of classical wave functions
or the density matrix.
If the step evolution operator S admits a unique largest
eigenvalue |λ| = 1, the evolution is characterized by the
approach to a unique equilibrium state, which is the
eigenstate to this largest eigenvalue. In this case the
memory of boundary conditions is lost in the bulk, with
a typical behavior as in eq. (1). Indeed, the eigenstates
to eigenvalues |λ| < 1 are damped towards zero by mul-
tiple repetition of eq. (167). Static memory materials
can be realized if the set of largest eigenvalues of S is
not unique. In particular for complex largest eigenval-
ues, λ = eiα, α 6= 0, π, one finds an oscillatory behavior
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similar to eq. (2). Such undamped oscillations occur in
the subsector of wave functions that are eigenstates to
eigenvalues |λ| = 1. The boundary information concern-
ing this subsector is transported inside the bulk without
loss of memory.
The hermitian and antihermitian parts of G (or anti-
symmetric and symmetric parts of W) have a direct re-
lation to the eigenvectors of the step evolution operator.
For the subspace of eigenvectors to eigenvalues |λ| = 1
the length of the vector q˜ is conserved. The evolution
within this subspace is unitary, with antisymmetric W
or hermitian G. The symmetric part of W or antihermi-
tian part of G acts only on the subspace corresponding
to eigenvalues |λ| < 1. These parts of the wave function
go to zero for large ∆t = t− tin, typically exponentially
with a correlation length ξ. For the asymptotic behav-
ior inside the bulk the components of q˜ corresponding
to |λ| < 1 can be neglected. The asymptotic evolution
inside the bulk is therefore always the unitary “quantum
evolution”.
For systems with a unique equilibrium state (unique
eigenvalue |λ| = 1) the “quantum evolution” is trivial,
however, corresponding to Hˆ = 0. A non-vanishing
Hamiltonian Hˆ, with the typical associated oscillatory
behavior of the wave function, can only be realized if
the step evolution operator has more than one eigen-
value |λ| = 1. (Memory of boundary conditions can
also be conserved for Hˆ = 0, provided the equilibrium
is not unique. In this case the memory corresponds to t-
independent expectation values of local observables that
depend on the boundary conditions.)
The asymmetric diagonal Ising model (3) with β →∞
is a memory material for which all eigenvalues of the step
evolution operator obey |λ| = 1. The complete boundary
information is transported into the bulk. Correspond-
ingly, the classical wave function obeys a real Schrödinger
equation (168) with antisymmetric W . We will find that
this model actually describes the quantum field theory
for free massless relativistic fermions in two-dimensional
Minkowski space. This suggests that the association of
the variable t with an emergent effective time may have
a deeper meaning.
In a complex formulation the Schrödinger equation for
a one-particle excitation involves the momentum opera-
tor Pˆ ,
i∂tψ = Hˆψ = Pˆψ, Pˆ = −i∂x, (174)
with generalizations to multi-particle states. The infor-
mation in the initial wave function ψ(tin, x) is trans-
ported completely to the bulk,
ψ(t, x) = ψ(tin, x− t+ tin). (175)
Initial oscillations in x translate to oscillations in t for
fixed x, e.g.
ψ(t, x) = cN
(
cos
[
ω(x− t+ tin) + α
]
+ 1
)
. (176)
Many other initial conditions are possible. Distributions
that are located around x0 at tin will propagate into the
bulk as wave packets, localized around x0 + t− tin.
The realization of such memory materials could of-
fer new possibilities for information processing. A large
amount of information could be transported. In the ideal
case these are complete sequences of bits. Even if indi-
vidual bits can not be controlled separately, any proba-
bilistic distribution of initial bits will be transported to
the bulk. Furthermore, the initial information is avail-
able at every t. The shift of characteristic features in x
for different t could also be exploited.
6 Simple static memory materials
In secs. 6 to 8 we discuss detailed examples and general
features of static memory materials. Static classical sta-
tistical systems with the property that the information
about the boundary conditions at tin is not completely
lost at the other boundary at tf, or inside the bulk at
arbitrary t, may be called “static memory materials”. In
short, the material keeps memory of its boundary condi-
tion. Memory materials can be realized in the presence
of more than one eigenvalue λ of the step evolution opera-
tor S with |λ| = 1. If all eigenvalues of S obey |λ| = 1 the
information is completely transmitted. If there is only a
subset of eigenvalues |λi| = 1, information relating to a
subsystem corresponding to this subset is transmitted,
while other parts of the boundary information can be
lost by exponential damping. The limits between the
different cases get somewhat washed out in the presence
of eigenvalues with |λ| only slightly smaller than one. If
some of the eigenvalues λi with |λi| = 1 have an imagi-
nary part the local probability distribution will typically
show oscillations. In this section we discuss materials for
which all eigenvalues of the step evolution operator obey
|λi| = 1. In sec. 8 we investigate systems where only a
subset of λi has unit absolute value.
6.1 Unique jump chains
One of the simplest examples for a memory material is
the “unique jump chain”. It is a one dimensional chain,
labeled by positions ti, on which an excitation, defect or
impurity, called “particle” for our purpose, can propa-
gate or “jump” from a given property at tin to another
one at the next neighbor at ti + ǫ. Let the number of
particles first be conserved, e.g. the same for all ti. The
chain may have at each ti several sites labeled by γ. Al-
ternatively, γ may label different internal properties of
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the particle. For a unique jump chain there is a unique
possibility for every particle configuration at t to jump to
a particle configuration at t+ ǫ. All elements of the step
evolution operator S are one or zero, with a single one
in each column. This property should hold for jumps in
both directions, e.g. from t to t+ǫ or from t+ǫ to t, such
that S is invertible, with a single one in each row. Thus
S is a rotation matrix and unique jump chains are quan-
tum systems. If we take boundary conditions such that
q¯ = q˜ the evolution can be described by a normalized
classical wave function q(t).
The realization by Ising spins involves constrained
Ising models, as discussed in app. B. The elements Mτρ
in eq. (61) vanish or diverge according to eq. (63). For
our particular example neighboring configurations with
a different number of particles are forbidden. For neigh-
boring configurations with the same particle number all
possibilities except one are forbidden as well. For the
simplest case with two species, γ = 1, 2, there are two
possibilities for neighboring one particle states
t+ ǫ : 01 10 01 10
t : 01 10︸ ︷︷ ︸
(a)
10 01︸ ︷︷ ︸
(b)
. (177)
While (a) corresponds to S = 1, (b) is realized for S given
by eq. (118).
The limitation to a conserved particle number is in-
structive, but not necessary. What is needed is only
the uniqueness of the jump. The step evolution opera-
tor (127) can be seen as particle number non conserving
jumps. Alternatively, this can be viewed as a single par-
ticle with four different internal properties labeled by τ .
The period of oscillations is 4ǫ in this case.
For M difference species of occupation numbers
nγ(t), γ = 1 . . .M , τ = 1 . . . 2
M , a suitable choice of
S can achieve oscillations with a maximum period of
τp = Nǫ, N = 2
M . Smaller periods are also possible,
by closing circles of jumps after n steps. Thus possible
periods are
τp = n ǫ, 2 ≤ n ≤ N. (178)
There is no need that tf − tin precisely corresponds to
the completion of some oscillation. Different subsystems
may also exhibit different periods. We conclude that for
large G = (tf − tin)/ǫ and large M rather arbitrary time
evolutions of expectation values 〈A(t)〉 can be realized
without loss of memory. (A minimal period of 2ǫ is sim-
ply a consequence of discrete time steps.)
The way to realize unique jump chains is to forbid
certain types of neighboring configurations, implement-
ing zero elements Sτρ. Characterizing Ising models by
Mτρ in eqs. (61) and (63), with step evolution operators
Sτρ = exp(−Mτρ), this can be achieved for classical Ising
spin systems by letting Mτρ →∞ for the forbidden com-
binations of sets of occupation numbers. If the unique
allowed finite Mτρ have all the same value, the normal-
ization of the probability distribution by an additive con-
stant in L will lead for the finite values to Mτρ = 0,
Sτρ = 1. As an alternative we can achieve the unique
jumps by letting Mτρ → −∞ for the allowed transition,
keeping finite Mτρ for the forbidden transitions. If all
Mτρ are equal for the allowed jumps, the normalization
of the step evolution operator will again result in Sτρ = 1
or 0 for the allowed or forbidden jumps.
More generally, it is sufficient that the elements Mτρ
belong to two classes with small and large values. All
elements of the class with small Mτρ should be equal. It
is then sufficient that the difference between the large
Mτρ and the small ones diverges. After subtraction of
the additive normalization constant the small elements
all equal zero, while all large elements diverge. The infi-
nite difference between the large and small elements ofM
can be achieved by the “zero temperature limit” β →∞
similar to the Ising model.
Unique jumps chains bare resemblance to determinis-
tic cellular automata [7–11]. For a given initial sequence
of occupation numbers at tin the sequence at every later
time step is uniquely fixed. For every time step from
t to t + ǫ the sequence changes in a deterministic way.
The probabilistic element concerns then only the proba-
bilities of initial sequences at tin. This is determined by
both the boundary factors at tin and tf.
6.2 Single-particle propagation in two
dimensions
Let us next describe a model for the propagation of a sin-
gle particle, realized by a single impurity, excitation or
defect, in two dimensions. We use the N = 2M values of
τ in order to label the coordinate x of a second dimension.
Correspondingly, the wave function fτ (t) can be written
as f(t, x). Neighboring τ correspond to neighboring x,
with τ = (x − xin + ǫ)/ǫ. For finite M and finite ǫ the
coordinate x extends from xin to xf = xin+(N−1)ǫ. We
may adopt for simplicity periodic boundary conditions
with xf + ǫ identified with xin, or
xin +Nǫ = xin. (179)
The step evolution operator Sτρ is assumed to be in-
dependent of t and can be written as S(x, y). Let us
consider the particular unique jump chain
S(x, y) = δ(x− ǫ, y), (180)
with discrete δ-function δ(x, y) = 1 for x = y and
δ(x, y) = 0 otherwise. This implies the evolution of the
wave function
q(t+ ǫ, x) = q(t, x− ǫ). (181)
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The matrix S has ones just above the diagonal. For
N = 4 and periodic boundary conditions it reads
S =


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 , (182)
describing an evolution of the same type as for eq. (127),
with period 4ǫ.
For large N we may consider the jump from x to x+ ǫ
as a small change and use the approximation of a contin-
uous evolution equation. From
q(t+ ǫ, x)− q(t− ǫ, x) = q(t, x− ǫ)− q(t, x+ ǫ), (183)
we obtain, by dividing both sides by 2ǫ,
∂tq(t, x) = −∂xq(t, x). (184)
This describes the propagation of a particle moving to
the positive x-direction as t increases. The general solu-
tion reads
q(t, x) = f(t− x). (185)
Multiplying eq. (184) formally by i yields a Schrödinger
equation, with hermitian Hamiltonian H = P = −i∂x.
The solutions of this quantum system admits indeed real
wave functions. With
S−1(x, y) = ST(x, y) = S(y, x) = δ(x+ ǫ, y), (186)
the conjugate wave function shows the same evolution as
q, and the local probabilities obey p(t+ǫ, x) = p(t, x−ǫ).
Formally, the insertion of eq. (180) into the definition
(135) yields indeed an antisymmetric matrix W ,
W (x, y) =
1
2ǫ
(
δ(x− ǫ, y)− δ(x, y − ǫ)), (187)
where we use
S−1(x, y) = δ(x, y − ǫ). (188)
For periodic boundary conditions in x, eq. (179), the
time-period is Nǫ. The different powers Sn can be seen
as elements of the abelian rotation group SO(2), more
precisely the subgroup ZN . With S
N = 1 and Sn 6= 1
for 1 ≤ n < N the N eigenvalues of S are given by
λm = exp
(
2πim
N
)
, |λm| = 1, 1 ≤ m ≤ N. (189)
For N →∞ we can interpret S as an infinitesimal SO(2)-
rotation.
The Schrödinger equation (184) describes the propaga-
tion of a single Majorana-Weyl fermion [34] in one time
and one space dimension. The occupation number is one
or zero, as appropriate for a fermion. The Weyl condi-
tion implies that the particle moves only in one direc-
tion, towards increasing x in our case. The Majorana
condition permits a real one-component wave function
q(t, x). Majorana-Weyl spinors do not admit a mass
term, implying the energy-momentum relation E = |p|.
It is remarkable that a quantum system with time evo-
lution arises from a classical statistical setting that has
not introduced time as an external parameter. The co-
ordinate t has been introduced just as a position label
on a one-dimensional chain. Nevertheless, all properties
of the quantum theory for a Majorana-Weyl fermion in
two-dimensional Minkowski space are represented by this
classical statistical system.
7 Ising models for massless relativistic
fermions
In this section we describe a class of asymmetric diago-
nal Ising models for which the “zero temperature state”
for β →∞ is exactly solvable. They are perfect memory
materials for which the boundary information is com-
pletely transmitted to the bulk. The solutions of the
evolution equation can be interpreted as the propaga-
tion of an arbitrary number of free massless fermions in
two-dimensional Minkowski space.
7.1 Multi-fermion systems
In the previous example we have treated t and x in a
different fashion. Whereas t labels different occupation
numbers, x has labeled different sequences of M occupa-
tion numbers with values one or zero. We next discuss
memory materials where t and x are treated equally as
locations on a two-dimensional lattice. Instead of nγ(t)
we now discuss occupation numbers n(t, x), with x cor-
responding to γ. For periodic boundary conditions in x
we have now M different values for x, x = xin+(m−1)ǫ,
1 ≤ m ≤M , xf = xin + (M − 1)ǫ, xin +Mǫ = xin.
A static memory material can be realized as an Ising
type model with interactions only among diagonal neigh-
bors in one direction
L(t) = −β
∑
x
{
n(t+ ǫ, x+ ǫ)n(t, x)
+
(
n(t+ ǫ, x+ ǫ)− 1)(n(t, x)− 1)− 1}. (190)
We consider an attractive interaction, β > 0, and the
limit β → ∞. Equivalently, we can write the classical
action Scl =
∑
t L(t) in terms of Ising spins s(t, x),
L(t) = −β
2
∑
x
{
s(t+ ǫ, x+ ǫ)s(t, x)− 1}. (191)
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This “asymmetric diagonal Ising model” can be solved
exactly in terms of the free propagation of an arbitrary
number of Weyl fermions.
This solution is easily understood by considering two
neighboring sequences of x-occupation numbers, e.g.{
n(t + ǫ, x)
}
and
{
n(t, x)
}
. Whenever the occupation
numbers n(t + ǫ, x + ǫ) and n(t, x) are the same, either
both one or both zero, the factor K(t) in eq. (54) receives
a factor one. If they are different, n(t+ǫ, x+ǫ) 6= n(t, x),
a factor e−β occurs. The leading term in K(t) thus copies
the sequence n(t, x) from t to t+ǫ, now translated by one
unit in the positive x-direction. For this configuration of
two neighboring displaced sequences K(t) assumes the
value K(t) = 1. In other words, the leading term copies
a bit sequence
{
n(x)
}
at t to t + ǫ, displacing all bits
by one unit in x. A copy error in one bit reduces K(t)
by a factor e−β , and errors in k-bits produce a penalty
e−kβ. In the limit β → ∞ the weight of configurations
with copy errors goes to zero. This realizes a unique
jump chain, where every sequence
{
n(x)
}
at t is mapped
uniquely to a sequence
{
n′(x)
}
at t+ ǫ. This model is a
perfect copy-machine of any initial sequence
{
n(x)
}
at tin
to later times, with an ǫ-displacement in the x-direction
for every ǫ-advance in t.
The wave function f(t) is a function of the config-
uration
[
n(x)
]
of occupation numbers n(t, x), f(t) =
f
(
t;
[
n(x)
])
. In this language the general exact solution
of the evolution equation takes the form
f
(
t+ ǫ;
[
n(x)
])
= f
(
t;
[
n˜(x)
])
, (192)
where [n˜(x)] obtains from [n(x)] by shifting all zeros and
ones of the sequence by one place to the left. In other
words, at t + ǫ the value of f for a given configuration[
n(t+ ǫ, x)
]
is the same as the value of f at t for a con-
figuration
[
n˜(t, x)
]
.
We may phrase this situation in terms of the trans-
fer matrix S¯. A given sequence
[
n(x)
]
corresponds to a
given basis function hτ . The sequence displaced by one
unit, e.g. n′(x) = n(x + ǫ), corresponds to a different
basis function hα(τ). (The map τ → α(τ) depends on
the particular ordering in τ .) The transfer matrix S¯ρτ
equals one whenever ρ = α(τ), while all other elements
are suppressed by factors e−kβ, with k the “number of
errors”. The relative size of the suppression remains the
same if we normalize S¯ by a multiplicative factor in order
to obtain the step evolution operator S. For β →∞ one
has S¯ = S, where Sρτ = 1 for ρ = α(τ), and Sρτ = 0
for ρ 6= α(τ). We recognize a unique jump chain. The
evolution of the wave function is given by
qα(τ)(t+ ǫ) = qτ (t), qτ (t+ ǫ) = qα−1(τ)(t). (193)
The displacement by one x-unit of the copied
[
n(x)
]
-
sequence does not change the number of ones in this
sequence. If we associate each n(x) = 1 with a particle
present at x (and n(x) = 0 with no particle present), the
total number of particles is the same at t and t+ ǫ. The
step evolution operator conserves the particle number.
We can therefore decompose the wave function qτ (t) into
sectors with different particle numbers F . They do not
mix by the evolution and can be treated separately.
The sectors with F = 0 and F = M are static. The
sector with F = 1 describes the propagation of a sin-
gle particle. It is characterized by a single-particle wave
function q(1)(t, x), where x denotes the location of the
single particle or the position of the unique one in the
sequence
[
n(x)
]
. Its evolution obeys eq. (181), and the
previous discussion of the propagation of a single parti-
cle can be taken over completely for the wave function in
this subsection. A similar discussion holds for F =M−1,
where x denotes now the position of a hole.
The subsector with F = 2 is characterized by the posi-
tions x and y of the two particles. There is no distinction
which particle sits at x and which one at y, and we may
use an antisymmetric wave function
q(t;x, y) = −q(t; y, x). (194)
Using variables
s =
x+ y
2
, r = x− y (195)
the evolution obeys
q(t+ ǫ; s, r) = q(t; s− ǫ, r). (196)
The distance r between the occupied sites remains the
same for all t. The evolution equation
∂tq = −∂sq = −(∂x + ∂y)q (197)
has the same structure as eq. (184), with inter-particle
distance r an additional label not affected by the evolu-
tion. The case F = M − 2 can be treated in the same
way, now with two “holes” (sites with n = 0 in even en-
vironment of n = 1) playing the role of particles. This
setting is easily generalized to sectors with arbitrary F ,
all inter-particle distances being conserved.
7.2 Single-particle wave function
For a single particle (F = 1) the wave function q(t, x)
depends on the position x of the particle or the unique
Ising spin up. In the continuum limit the evolution reads
∂tq(x) =
∫
y
W (x, y)q(y), (198)
with W (x, y) a derivative operator
W (x, y) =
1
2ǫ
(
δ(x, y + ǫ)− δ(x, y − ǫ)) = −δ(x− y)∂y.
(199)
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The two-dimensional lattice with points
(t, x) = (tin + n
′ǫ, xin +m′ǫ) (200)
can be composed of an “even sublattice” with n′ + m′
even and an “odd sublattice” where n′ +m′ is odd. The
propagation of a particle on a diagonal does not mix the
points of the even and odd sublattice. We can employ
this observation for the introduction of a simple complex
structure. The complex conjugation corresponds to an
involution K acting on q(t, x) = q(n′,m′) by reversing
the sign on the odd sublattice,
Kq(n′,m′) = (−1)n′+m′q(n′,m′). (201)
For even t we may restrict the positions to even x by
denoting
q(t, x) = qR(t, x), q(t, x+ ǫ) = qI(t, x), (202)
while for odd t we take odd x− ǫ with
q(t, x− ǫ) = qR(t, x− ǫ), q(t, x) = qI(t, x− ǫ). (203)
The complex wave function is defined by
ψ(t, x) = qR(t, x) + iqI(t, x). (204)
The map K translates to the complex conjugation of ψ.
The matrix W does not mix qR and qI . It is antisym-
metric and acts in the same way on the two blocks qR
and qI , such that in the language of eq. (152) one has
W1S = W2S = W2A = 0. In the complex formulation W
is represented by the hermitian Hamiltonian
Hˆ = Pˆ , Pˆ (x, y) = −iδ(x − y)∂y. (205)
We recognize the momentum operator Pˆ and the stan-
dard form of the Schrödinger equation for a simple free
massless Weyl fermion in two dimensions,
i∂tψ = Pˆ ψ. (206)
As an example for a specific initial condition we may
consider
q(tin, x) = qin(x) = c cos
2
(
ωx
2
+ α
)
,
ψ(tin, x) =
1 + i√
2
qin(x),
(207)
with normalization c chosen such that∫
x
q2in(x) = 1. (208)
With this initial condition the solution of the evolution
equation (206) reads
ψ(t, x) =
c(1 + i)
2
√
2
{
cos
[
ω(x− t+ tin) + 2α
]
+ 1
}
. (209)
For fixed x the solution oscillates with t, with period
2π/ω. This example provides for a simple existence proof
of static memory materials with oscillating local proba-
bilities in the bulk.
Depending on initial conditions the Schrödinger equa-
tion (206) has many other solutions as, for example, prop-
agating wave packets. The expectation value of the mo-
mentum operator Pˆ can be computed from the usual
rule of quantum mechanics and is conserved. We also
stress that a “particle” is an excitation with respect to a
given “ground state”. For the discussion above we have
assumed the ground state to be the unique configuration
with F = 0, e.g. all spins down. Many other ground
states are possible, for example with half filling. The
criterion for a possible ground state is its independence
on t. All probability amplitudes f(tin, x) that are invari-
ant under translations in x lead to such a “ground state”.
Local excitations (as compared to a given ground state)
will be described by classical wave functions that obey
eq. (198) – see ref. [35] for a related discussion.
7.3 Memory materials for Dirac, Weyl, Majorana
and Majorana-Weyl fermions in two dimensions
The Ising type model (191) describes a quantum field the-
ory for free Weyl fermions in two-dimensional Minkowski
space. (For a more detailed discussion of wave functions
and the realization of Lorentz-symmetry cf. refs. [35,
36].) The extension to free Dirac fermions is straight-
forward. Dropping the Weyl constraint one has “left
movers” as well as “right movers”. A free massless Dirac
fermion can be viewed as two Weyl fermions, one moving
to the left and the other to the right. Correspondingly,
we introduce two species of occupation numbers nα(t, x)
at each site of the lattice, α = 1, 2, γ = (α, x). The
weight factor in the partition function is now specified
by (β →∞)
L(t) = −β
2
∑
x
{
s1(t+ ǫ, x+ ǫ)s1(t, x)
+ s2(t+ ǫ, x− ǫ)s2(t, x) − 2
}
.
(210)
While the species α = 1 describes the right movers, the
species α = 2 accounts for the left movers.
Each species α = 1, 2 can actually be viewed as de-
scribing two distinct Majorana-Weyl spinors. They cor-
respond to particles on the even or odd sublattice. Alto-
gether we distinguish four sorts of particles that propa-
gate independently. They correspond to occupation num-
bers n
(even)
α and n
(odd)
α , or nαR and nαI . The total num-
ber of particles for each sort is conserved separately. We
therefore could introduce separate wave functions
qFαδσ (t), α = 1, 2, δ = R, I, (211)
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with Fαδ the number of particles of sort (α, δ), and σ
denoting the locations of these particles at different x.
They will not be mixed by the evolution.
A Majorana constraint can be imposed by eliminat-
ing one of the sublattices, keeping, for example, only the
odd sublattice. The odd sublattice is again a quadratic
lattice, now with lattice distance ǫ′ =
√
2 ǫ. The diago-
nal neighbors on the original lattice become next neigh-
bors on the sublattice. Majorana-Weyl or Majorana
spinors can therefore be realized by Ising models with
next-neighbor interaction. What is important is that
species α = 1 has only interactions in one direction, say
the z1-direction, while species α = 2 has only interac-
tions in the orthogonal z2-direction. A memory material
for Majorana spinors is realized for∑
t
L(t) = −β
2
∑
z1,z2
{
s1(z1 + ǫ
′, z2)s1(z1, z2) (212)
+ s2(z1, z2 + ǫ
′)s2(z1, z2)− 2
}
,
with ǫ′ =
√
2 ǫ. The coordinates t and x are given by
t = 1√
2
(z1 + z2), x =
1√
2
(z1 − z2). (213)
Initial boundaries and final boundaries at constant t cor-
respond now to diagonals on the (z1, z2)-lattice. Also
the evolution described by the transfer matrix is in a
diagonal direction.
We have described here two-dimensional fermions by
an “Euclidean quantum field theory” for Ising spins. The
fermionic character is expressed by the property that oc-
cupation numbers take values one or zero. We have not
put much weight on the issue of statistics. Usually, quan-
tum field theories for fermions are described by Grass-
mann functional integrals, which make the fermionic
statistics manifest by the anticommuting properties of
the Grassmann variables. In ref. [37] we construct an
explicit map between the generalized Ising model (210)
and an equivalent Grassmann functional integral.
7.4 Experimental and computer realization of
two-dimensional static memory materials
One may wonder if static memory materials exist in na-
ture for certain solids, if they can be technically pro-
duced, or if they can be experimentally simulated by ul-
tracold atoms on a lattice. If one of the memory materi-
als describing the propagation of free fermions could be
realized for practical use in a computer, it would provide
new algorithmic possibilities. Not only the information
stored in whole bit sequences could be substantial. The
realization of oscillating information or the transport of
information along diagonal directions may open new as-
pects. The close analogy to quantum evolution may sug-
gest some analogies to quantum computers.
A “Majorana-Weyl material” corresponds to eq. (212)
with s2 left out. The crucial ingredient is the absence of
the interaction in one of the directions and the limit of
very large β. The limit β → ∞ can be approached by
lowering the temperature towards the ground state. The
absence of other interactions is more difficult to realize.
Consider a weight factor e−Scl
Scl = −β
2
∑
z1,z2
{
s(z1 + ǫ
′, z2)s(z1, z2)
+ σs(z1, z2 + ǫ
′)s(z1, z2)− c
}
.
(214)
Depending on the sign of σ the interaction in the z2-
direction will favor an alignment of spins in this direc-
tion, or alternating signs. Without imposing boundary
conditions the ground state has then uniform signs or
alternating stripes. In both cases it is unique up to an
overall flip of signs for all spins. One may therefore ex-
pect that a large part of the information is damped out
for any σ 6= 0. In the presence of fixed values of the spins
at the initial boundary the aligned state involves errors
in the transmission of boundary information. For small
enough |σ| there will be a competition between the or-
dering tendency due to σ and the memory of the initial
spin sequence on a boundary.
For β →∞ the question if memory of the initial bound-
ary is transmitted or not amounts to the determination
of the minimum of Scl in the presence of fixed values of
boundary spins. Consider first σ > 0 with a tendency to
alignment of all spins. For simplicity we begin with the
case where boundary conditions are given for fixed z1 = t˜.
One may compute the difference of the action ∆Scl be-
tween a state where the initial information is transmitted
and a state where it is lost. For the first state the spins
at x˜ = z2 have for all t˜ the same value as at t˜in, while
for the second state they are all positive or all negative
for all t˜ ≥ t˜in + ǫ. Consider an initial state where all
s(t˜in, x˜) are positive except for an interval [x˜−, x˜+] with
D sites where they are all negative. The difference in
action amounts to
∆Scl = β σG− β
2
D, (215)
since the “memory state” has 2G spin flips on the sides
of the domains with negative spin, while the “no-memory
state” has D errors in the transition from tin to tin + ǫ.
The boundary information is transmitted for D > 2σG,
and lost for D < 2σG. For small D and large G very
small σ are required for memory transmission. Other-
wise memory is transmitted only partially. For a given
σ and G the transmitted part of the memory is the one
stored in large enough domains, D > 2σG. The situa-
tion for σ < 0 is similar. (An exception is the case of
periodicity in x˜ with an odd number of x˜-points. This
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necessitates a defect in the stripe sequence, and the in-
formation of the location of the defect is transmitted for
arbitrary values of σ.) Using similar arguments one finds
that imposing boundary conditions at fixed t leads to the
same result as for boundary conditions at fixed t˜.
For transmitting a maximum amount of information
one would attempt to realize |σ| ≪ 1. Since interactions
in one of the directions can often not be eliminated com-
pletely a good strategy may be to realize some random
distribution of σ that is tunable such that σ vanishes in
the average. Another possibility is the use of symmetry.
For σ = 0 the weight factor (214) is invariant under a
reversal of the sign of all s for z2 odd, while σ 6= 0 breaks
this symmetry.
Beyond the preparation of the material one needs the
ability to impose an initial wave function on some bound-
ary, for example by imposing a fixed sequence of spins on
this boundary. Similarly, a read out mechanism has to
measure the expectation values of spins on some “final
boundary”. If the boundaries are at fixed z1 the trans-
fer of information is in the z1-direction. This realizes
the mathematically trivial case S = 1. For a realization
of the fermion system described above the boundaries
should be at fixed t and therefore on diagonals in the
(z1, z2)-lattice.
We finally observe that the periodic boundary condi-
tions in the x-direction introduced before are of a purely
technical nature and not needed for real systems. The
information propagation is a local phenomenon. For the
information at a given (t, x) only the “past light cone”
at
(
tin, xin = x± (t− tin)
)
plays a role. If the range in x
is large enough this light cone does not feel the presence
of periodic boundary conditions or not. Our memory
material realizes in a simple way the causal structure
of a quantum field theory, with a maximal velocity of
propagation of information. (In our units the “speed of
information” or speed of light is set to one.)
While a material realization of static memory materi-
als is an experimental challenge, their numerical realiza-
tion on a computer seems rather straightforward. The
probability distribution p[n] can be sampled by a suitable
Monte-Carlo algorithm. There is no problem to imple-
ment only diagonal interactions in one direction and to
investigate the limit β →∞. Finite large β can be used
to investigate how the loss of memory sets in. Suitable
boundary conditions can be imposed without particular
problems. Expectation values of local observables can
be “measured” for all t. Such a “computer experiment”
should reveal the predicted oscillatory patterns.
7.5 Oscillating local probabilities
The asymmetric diagonal Ising model (191) with β →∞
provides for a simple example of a classical statistical sys-
tem with oscillating local probabilities. The probability
distribution
p[n] = p[s] = exp
{
β
2
∑
t,x
[
s(t+ ǫ, x+ ǫ) s(t, x)− 1]}fin
(216)
is considered here for simplicity on a torus in the x-
direction. We have taken f¯f = 1 while fin = fin
(
s(tin, x)
)
specifies boundary values at tin.The conjugate wave func-
tion q¯(tf) corresponding to f¯f = 1 reads q¯τ (tf) = 1. It is
invariant under the evolution, resulting for all t and τ in
q¯τ (t) = 1. (217)
For the particular conjugate wave function (217) the lo-
cal probability distribution is given by the wave function,
pτ (t) = q˜τ (t). (218)
Consider now a boundary term
fin = f(tin) = exp
{
−
∑
x
h˜(x) s(tin, x) + c
}
, (219)
with periodic h˜(x), n˜ ∈ Z
h˜
(
x+ 2πn˜
ω
)
= h˜(x). (220)
Since fin is positive for all values of the initial spins
s(tin, x) = 2n(tin, x)−1, the distribution p[n] in eq. (216)
defines indeed a probability distribution (for an appro-
priate normalization constant c). The boundary term
determines the expectation values of the spins or occu-
pation numbers at the initial boundary
〈
s(tin, x)
〉
=
∫
dn(tin)
(
2n(tin, x)− 1
)
fin = g(x) (221)
The periodicity of h˜(x) results in periodic g(x)
g
(
x+ 2πn˜
ω
)
= g(x). (222)
From the general solution of the evolution equation
for the wave function (192) we can compute the local
probabilities for all t, cf. eq. (48) for f¯(t) = 1,
p(t) = f(t),
pτ (t) =
∫
dn(t)hτ (t)f(t).
(223)
(There should be no confusion between the “initial mag-
netic field” h˜(x) and the basis functions hτ .) According
to
f(tin + ǫ) = exp
{
−
∑
x
h˜(x− ǫ)s(tin + ǫ, x) + c
}
,
f(t) = exp
{
−
∑
x
h˜(x− t+ tin)s(t, x) + c
}
,
(224)
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we conclude from the periodicity of h˜ the periodicity of
f ,
f
(
t+ 2πn˜
ω
)
= f(t). (225)
The local probabilities pτ (t) are periodic functions of
t. Correspondingly, the expectation values of spins at
a given position x are periodic in time
〈s(t, x)〉 = g(x− t+ tin). (226)
The initial wave function (219) could be realized by a
periodic magnetic field only present at the initial bound-
ary tin. In terms of fermion numbers this initial state
contains contributions from all sectors with fixed parti-
cle numbers. If we want to realize a one fermion state the
corresponding boundary wave function fin should vanish
for all configurations that contain more than one or zero
particles. An example for a positive wave function and
positive p[n] is
fin = c
∑
x
cos2
(
ωx
2 + α
)
n(tin, x)
∏
x′ 6=x
(
1− n(tin, x′)
)
.
(227)
Local probabilities and expectation values are again pe-
riodic, obeying eqs. (225) and (226). We have discussed
the corresponding one-particle wave function above.
8 General static memory materials
Based on the examples discussed so far one may ask what
are the general conditions for memory materials. For low
N we can explicitly classify the positive matrices that
lead to several “largest eigenvalues” |λ| = 1. This is
done in app. E for N = 2 and N = 4. For large N
we rather may concentrate on general properties, as the
absence of a unique equilibrium state or the presence of
conserved quantum numbers.
8.1 General conditions for static memory
materials
An important ingredient for the realization of static
memory materials is a degeneracy of the equilibrium
state. By equilibrium state we mean here the bulk, with
boundaries moved far away. If the equilibrium state is
unique there will always be a tendency to approach this
state when t starts to deviate from the boundary at tin.
Uniqueness of the equilibrium state comes in pair with a
loss of memory of boundary conditions. In case of degen-
eracy, however, there is an ambiguity which may prevent
the complete loss of memory. Typically, the information
that can be transmitted by a memory material reflects a
degeneracy of the equilibrium state. For the Weyl mate-
rial given by eq. (191), β →∞, the degeneracy concerns
an arbitrary sequence of
{
s(x)
}
at a given t. For ev-
ery such sequence there exists an associated equilibrium
state. A particular equilibrium state is realized when-
ever all spins on a given diagonal have the same sign –
which sign does not matter. More generally, the non-
uniqueness of the equilibrium state is a necessary condi-
tion for a memory material. In the other direction the
preservation of boundary information in a memory mate-
rial implies that the equilibrium state cannot be unique.
Let us next assume that the different degenerate equi-
librium states can be labeled by the expectation values
〈Ai(t¯)〉 of local observables at some given t¯. If those
are sufficient to map out completely the degeneracy of
the equilibrium state, the expectation values 〈Ai(t)〉 are
fixed in terms of 〈Ai(t¯)〉 for all t. This can describe a
non-trivial evolution of 〈Ai(t)〉, rather than an approach
to a unique value in case of a unique equilibrium state.
A memory material is then realized if one can connect
〈Ai(t¯)〉 to some appropriate initial boundary conditions.
8.2 Spontaneous symmetry breaking
A rather common reason for a degenerate equilibrium
state is spontaneous symmetry breaking. Consider a
two-dimensional Ising model with Z2-symmetry at low
enough temperature, such that the Z2-symmetry is spon-
taneously broken. The equilibrium state has either 〈s〉 =
m or 〈s〉 = −m. Depending on the boundary condition
at tin the bulk will be in one of the two equilibrium states.
This information can be transmitted to another bound-
ary at tf. Even though being a rather trivial example,
with two eigenvalues of S equal to one, and all other
|λ| < 1, it demonstrates that static memory materials
exist in nature. For models with spontaneous symmetry
breaking in the bulk the selection of the equilibrium state
depends on the boundary condition.
We can understand the fermion models of the preced-
ing section in terms of a symmetry which multiplies for
a given t each s(x) with δ(x) = ±1. If at t+ ǫ one mul-
tiples s(x+ ǫ) with δ(x), the expression L(t) in eq. (191)
is invariant. This extends to other L(t′) by multiply-
ing appropriately shifted variables s(x + kǫ) with δ(x).
As a result, all spins on a given diagonal can be multi-
plied by the same sign, without changing Scl =
∑
t L(t).
This model can be decomposed into independent one-
dimensional Ising models. For one-dimensional Ising
models spontaneous symmetry breaking is possible in the
zero temperature limit β → ∞. In this case the bound-
ary conditions decide which one of the two ground states
of the one-dimensional Ising model is realized, all spins
up or all down. This is done for every diagonal inde-
pendently. For finite β the one-dimensional Ising model
has a unique ground state and no longer features spon-
taneous symmetry breaking. The Ising model (191) for
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finite β is no longer a memory material.
An example for a memory material with finite β is a
three dimensional generalized Ising model on a lattice
with points (t, x, y), given by
L(t) = −β
2
∑
x,y
{
s(t+ ǫ, x+ ǫ, y)s(t, x, y) (228)
+ s(t, x, y + ǫ)s(t, x, y)− c(β)}.
This model is composed of independent two-dimensional
Ising models on diagonal hypersurfaces. In the infinite
volume limit (infinitely many points in the t-, x- and
y-directions) spontaneous symmetry breaking occurs for
β > βc. The boundary information at tin decides for ev-
ery surface separately which one of the two ground states
is selected. This constitutes an example for a memory
material that is not a unique jump chain. Local probabil-
ities and observables at fixed x and y may oscillate with
t for suitable boundary conditions. Much more compli-
cated and interesting situations of information transport
can be conceived in the presence of spontaneous sym-
metry breaking. Still rather simple, but somewhat less
trivial examples concern the propagation of topological
defects.
8.3 Conserved quantities
A simple obstacle for the existence of a unique equilib-
rium state are conserved quantities. Examples are con-
served particle numbers or a conserved number of topo-
logical defects. If the evolution conserves in each step
a certain quantity as, for example, the total number of
spins up, this quantity is the same at every t as at tin.
Different values of the conserved quantity specify differ-
ent equilibrium states or families of equilibrium states,
such that a unique equilibrium state is excluded. The
memory of the conserved quantity is transmitted and
a static memory material can be realized. In app. B
we explicitly discuss some simple models with conserved
quantities.
In case of conserved quantities the step evolution op-
erator becomes block diagonal, with different sectors cor-
responding to the different possible values ck of the con-
served quantity C. The expectation value of C at tin is
given by the probabilities pk(tin) that C takes the value
ck at tin,
〈C(tin)〉 =
∑
k
pk(tin) ck. (229)
By a conserved quantity we understand that 〈C(t)〉
is independent of t. Typically this is realized by t-
independent probabilities pk(t). In this case the relative
weight of the different sectors is not changed by the evolu-
tion. Therefore, each block of S corresponding to a given
sector must have at least one eigenvalue with |λ| = 1.
If each sector has precisely one eigenvalue λ = 1, and
all other eigenvalues |λ| < 1, the memory is preserved in
a rather simple fashion. Each sector approaches its own
separate equilibrium state. The total “equilibrium state”
is the weighted sum of the individual equilibrium states,
and the transmitted information concerns the probabili-
ties pk. Our example of oscillating local probabilities for
generalized Ising models with conserved particle num-
bers demonstrates that more complex memory transport
is possible.
For observables that are expressed by t-independent
operators A′, and for t-independent step evolution oper-
ators S, the expectation value 〈A〉 is independent of t if
A′ commutes with S,
[A′, S] = 0. (230)
This follows directly from eqs. (43), (51) and (53),
〈A(t+ ǫ)〉 = 〈q¯(t+ ǫ)A′q˜(t+ ǫ)〉
= 〈q¯(t)S−1A′ Sq˜(t)〉 = 〈q¯(t)A′q˜(t)〉
= 〈A(t)〉.
(231)
In the other direction, a quantity is conserved for a given
state if 〈S−1A′ S〉 = 〈A′〉. If we require this condition
for all possible states one finds the condition (230). For
every t the expectation value of conserved quantities is
given by the boundary conditions
〈A(t)〉 = 〈A(tin)〉 = 〈q¯(tin)A′q˜(tin)〉. (232)
Despite the possible presence of conserved quantities
a unique equilibrium state cannot preserve memory of
boundary conditions. In case of a unique equilibrium
state in the bulk and large enough tf− tin we can replace
q¯(tin) by the equilibrium conjugate wave function q¯∗,
〈A(tin)〉 = 〈q¯∗A′q˜(tin)〉 = 〈q¯∗S−1∗ A′q˜(tin)〉
= 〈q¯∗A′S∗q˜(tin)〉 = 〈q¯∗A′q˜∗〉.
(233)
For A′ commuting with S the initial value 〈A(tin)〉 is
uniquely given by eq. (233). It cannot be chosen freely
and no information associated to 〈A(t)〉 can be trans-
ported into the bulk. (In particular, this holds for
A′ = S.)
The scaling step operator S∗, defined by eq. (81), is a
projector,
S2∗ = S∗. (234)
Its eigenvalues are one or zero. This limit matrix S∗ al-
ways exists for a unique equilibrium state where only one
eigenvalue equals one. For degenerate bulk states S∗ may
no longer exists. There are no longer unique equilibrium
wave functions q˜∗, q¯∗, and non-trivial information can
now be encoded in 〈A(tin)〉. If S∗ exists, more than one
eigenvalue differs from zero for degenerate bulk states.
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8.4 Memory materials as asymptotic states
The length of eigenvectors to eigenvalues of S with
|λ| < 1 decreases as t increases. For the asymptotic
behavior of the wave function for large t− tin (typically
t−tin ≫ ξ) all eigenvectors to eigenvalues |λ| < 1 have be-
come very close to zero. Neglecting them one is still left
with the subspace spanned by the eigenvectors to eigen-
values |λ| = 1. For wave functions q˜ belonging to this
subspace the length |q˜| no longer changes as t increases.
The evolution far inside the bulk always becomes the
unitary evolution of quantum mechanics.
The unitary evolution can be trivial. If the step evo-
lution operator projected on the “bulk subspace” is the
unit matrix, one has H = 0 and the wave function q˜∗ be-
comes independent of t. This is automatically the case if
the equilibrium state is unique – cf. the discussion of the
Ising model in sec. 3. Such a behavior may also occur
in the presence of conserved quantities or for degener-
ate equilibrium states. In this case memory of boundary
conditions is preserved in the bulk, while local proba-
bilities are independent of t. There are, however, also
models for which the evolution equation in the bulk fol-
lows a non-trivial quantum mechanical evolution with
H 6= 0. A very simple example with M = 4 is displayed
in app. E, where we discuss explicitly how the appro-
priate two-component subsystem is constructed. Other
examples are the two-dimensional fermion models dis-
cussed in sec. 7.
In summary, the quantum evolution with orthogonal
step evolution operators for suitable subsystems is the
generic case for large t− tin (or tf− t) far inside the bulk.
If this evolution is not trivial, the generalized Ising model
can be used as a quantum simulator of a quantum system
with the same H. The space-dependence of observables
in the generalized Ising model can be used to “measure”
the time dependence of observables in quantum mechan-
ics.
The class of quantum systems that can be realized as
appropriate memory materials is restricted by the spec-
trum of the step evolution operator, more precisely by
the set of eigenvalues with |λ| = 1. If the (sub)space of
eigenvalues with |λ| = 1 has finite dimension M ′, one
can have at most M ′ different eigenvalues. This can de-
scribe discrete quantum mechanics, where the continuous
time evolution is replaced by the evolution operator for
discrete time steps, U(t+ǫ, t). The time evolution of con-
tinuous quantum mechanics requires M ′ → ∞. This is
realized for the continuum limit of the two-dimensional
fermion models discussed before.
8.5 Quantum evolution in generalized Ising
models and unique jump chains
For generalized Ising models with a positive step evolu-
tion operator, Sτρ ≥ 0, one may investigate the condi-
tions for a “unitary evolution” corresponding to quan-
tum mechanics. We want to classify positive orthogonal
N × N -matrices, ST S = 1, for finite N . The unique
possibilities are unique jump operators. One concludes
that a quantum evolution for the whole system (not sub-
systems), that does not correspond to the almost deter-
ministic unique jump chains, requires an infinite number
of degrees of freedom M . In practice, this condition is
not very strong since N increases very rapidly with M .
The orthogonality condition∑
j
SijSkj =
∑
j
SjiSjk = δik (235)
requires for Sij ≥ 0 that all terms in the sums vanish
separately for i 6= k
SijSkj = 0, SjiSjk = 0 for i 6= k. (236)
Furthermore, invertibility of S requires that each column
and each row has at least one non-zero element. We want
to show that two or more non-vanishing elements in a
given row or column lead to a contradiction to the prop-
erty (236). Then positive orthogonal matrices have in
each column and each row precisely one positive non-zero
element. The normalization condition (235) for i = k im-
plies that all these elements equal one and S is therefore
a “unique jump operator”.
In order to establish the contradiction we assume that
for a given i there are two non-zero elements Sij1 and
Sij2. Then eq. (236) implies Skj1 = Skj2 = 0 for all k 6= i.
More generally, each Sij¯ 6= 0 “blocks” the row j¯ for all
other k, in the sense Skj¯ = 0. Once we have distributed
N non-zero values Sij (for different i) all columns are
blocked. If for a given row i we have already blocked two
columns j1 and j2, at most N−2 other rows can admit a
non-zero element before all columns are blocked. There
remains then at least one row without any non-zero ele-
ment, which contradicts the invertibility of S.
For finite N we conclude that orthogonal step evolu-
tion operators that are not unique jump operators re-
quire some of the elements Sτρ to be negative. This
cannot be realized by a classical Ising spin system with
positive step evolution operator (63). We recall, however,
that negative elements Sτρ can still be compatible with
a positive weight distribution w[n]. Also subsystems can
follow a quantum evolution even for positive S that are
not unique jump operators. We present a simple explicit
example in app. E. For the limit N → ∞ the simple
counting argument above is not necessarily valid. For
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the action (228) we have realized an Ising type model
that admits spontaneous symmetry breaking for finite β
in the “infinite volume limit” corresponding to N → ∞.
This constitutes an example for a quantum evolution of
a subsystem that is realized by step evolution operators
that are not unique jump operators.
8.6 Extension to quantum statistics
Even though the main emphasis of the present paper is
on information transport in classical statistical systems,
many aspects of the formalism can be taken over to infor-
mation transport in quantum statistical systems in ther-
mal equilibrium. For this purpose we employ the Mat-
subara formalism for quantum statistics which is based
on a “functional integral” where Euclidean time is com-
pactified on a torus with circumference 1/T . In our two-
dimensional setting of sec. 7 the periodic variable x cor-
responds then to (discretized) Euclidean time, while t
plays the role of a space coordinate. The wave function
and density matrix describe the evolution of the quan-
tum statistical equilibrium system in space and can there-
fore be used for an investigation of information transport
in space. The two-dimensional models describe the one-
dimensional quantum statistical models, with appropri-
ate generalization to higher dimensions.
9 Conclusions and discussion
We have developed a formalism for understanding the
influence of boundary conditions on observables in the
bulk for static classical statistical systems. Key elements
are local probabilities at particular points t of a wire or,
more generally, on particular hypersurfaces of a multi-
dimensional system. Local probabilities permit the com-
putation of expectation values of local observables. They
obtain from the overall probability distribution by inte-
grating out all degrees of freedom except those on the
given hypersurface.
The transport of information between neighboring hy-
persurfaces is, however, not described in terms of the
local probabilities alone. It rather can be encoded in the
evolution equation for classical wave functions. More
generally, the evolution of the local probabilities is de-
scribed by a density matrix which obeys a generalization
of the von Neumann equation. The local probabilities
are the diagonal elements of this density matrix. It is
remarkable that the evolution of the local probabilities
is not described by a linear first order differential equa-
tion involving the probabilities alone. The appropriate
linear first order differential equation also needs the off-
diagonal elements of the density matrix as necessary lo-
cal information for the evolution. A structure well known
from quantum mechanics arises naturally in the context
of classical statistics.
The analogy to quantum mechanics becomes even
more striking if the density matrix of the system (or an
appropriate subsystem) obeys a unitary evolution. In
this case the evolution equation for the density matrix
is given precisely by the von Neumann equation with
an appropriate hermitian Hamiltonian. We have pre-
sented several explicit examples for static classical sta-
tistical systems with this property. For these systems we
have solved the boundary problem exactly by use of the
quantum formalism.
For a non-unitary evolution the generalized von Neu-
mann equation can describe the approach to “equilib-
rium states” in the bulk. The only difference between
the evolution of the classical wave function and the
Schrödinger equation for the quantum wave function con-
cerns the lack of hermiticity of the evolution operator G
in eq. (148) - and similarly for the evolution of the den-
sity matrix (165). The antihermitian part of G drives the
wave function or density matrix towards generalized equi-
librium states. This family of states is reached asymp-
totically in the bulk. On these asymptotic states G acts
as a hermitian Hamiltonian operator and the evolution
becomes unitary.
One may view the family of asymptotic states in the
bulk as a subsystem obeying the unitary “quantum evolu-
tion”. Even for pure classical states of the overall system
the subsystem may be described by a mixed system in
terms of a “coarse grained” density matrix. Projecting
the overall evolution equation onto the subsystem typi-
cally generates additional terms, similar to the Lindblad
equation [31–33]. They account for decoherence [27–29]
or syncoherence [30].
In case of a unique equilibrium state the unitary evolu-
tion of the subsystem is a trivial t-independent behavior,
while oscillations may be found if no unique equilibrium
state exists. If the asymptotic bulk state has more than
one independent component of the wave function q˜, the
system constitutes a static memory material. For such
memory materials the properties of a boundary remain
relevant for observables in the bulk. Boundary informa-
tion is transported from the boundary to the bulk, and
also to some other boundary. The usual complete loss
of memory of boundary conditions in the approach to
an equilibrium bulk state does not occur. Very gener-
ally, static memory materials become possible if there
is no unique equilibrium state in the bulk. If one en-
counters with comparable probability a family of “equi-
librium states” in the bulk, the boundary information
can be transported as selection and evolution within this
family.
For static memory materials one often encounters os-
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cillating local probabilities and expectation values. This
occurs whenever the Hamiltonian Hˆ acting on the asymp-
totic states differs from zero. We have discussed the pos-
sible experimental realization of static memory materials,
as well as their numerical simulation. The very particular
properties of static memory materials may find applica-
tions in information processing or elsewhere. Boundary
information becomes available “simultaneously” at all lo-
cal t-hypersurfaces.
Realizing a static memory material in experiment or by
numerical simulation constitutes a “quantum simulator”.
The observed oscillations in space as a function of t are
mapped one to one to the oscillations in time of the cor-
responding quantum system described by the same von
Neumann equation. The time dependence of quantum
systems can be made visible by the space dependence in
static memory materials.
The close correspondence between the evolution in
space of local probabilistic information with the time
evolution in quantum mechanics suggests that quantum
systems can be understood as appropriate subsystems of
classical statistical systems, as proposed earlier [30, 38].
In the present paper we have not addressed the issue
of non-commuting observables. This is related to observ-
ables represented by off-diagonal operators. A typical off
diagonal operator appearing in our setting is the Hamil-
tonian. Also derivatives of local observables with respect
to t can be represented by off diagonal operators [24]. A
more extensive discussion of the question which type of
observables are described by non-diagonal operators can
be found in refs. [25, 37].
The particular “quantum properties” related to non-
commuting operators, as the uncertainty relation, are
rooted in “incomplete statistics” [39]. Incomplete statis-
tics emerges naturally in our setting where the local prob-
abilistic information is given by the density matrix. The
density matrix contains statistical information beyond
the local probabilities. This information is sufficient for
the computation of expectation values of additional ob-
servables - namely the ones represented by off-diagonal
operators. It is incomplete in the sense that the proba-
bilities for finding simultaneously the values of two non-
commuting observables are not part of the local infor-
mation contained in the density matrix. Typically, the
overall probability distribution may include the informa-
tion about joint probabilities, but the latter is lost in the
reduction to the local density matrix. Quite generally,
incomplete statistics characterizes subsystems. In this
case the appropriate subsystem is associated to the local
probabilistic information, as given by the density matrix.
A second quantum issue that we have not addressed
here concerns correlations. Different types of sequences
of measurements and associated conditional probabilities
are described by different correlation functions [30]. Ideal
classical sequences of measurements are described by the
classical correlation function which involves joint proba-
bilities. While computable from the overall probability
distribution, the classical correlation needs information
beyond the local subsystem characterized by the density
matrix. Ideal quantum measurements are described by
quantum correlations that are computable from the infor-
mation of the subsystem. The quantum correlations in-
volve non-commuting operator products and violate [30]
Bell’s inequalities [40].
We can associate the sequence of hypersurfaces with
a concept of probabilistic time [24]. In this view time
emerges as an ordering concept of general statistical sys-
tems. In our case it orders the hypersurfaces on which
“local physics” is defined. Remarkably, time and quan-
tum mechanics emerge together in our formalism. (The
emergent time should not be confounded with some “ex-
ternal time” in dynamical systems. With respect to ex-
ternal dynamics our systems are static.) In two - or
higher - dimensional classical statistical systems there
is no a priori difference between time and space direc-
tions. The time direction is simply the one in which the
transport of statistical information is studied. As one of
our examples we have studied asymmetric Ising models
in two dimensions. For these models there is no differ-
ence between the time direction (t) and the space direc-
tion (x). Nevertheless, the system describes the propa-
gation of free fermions in Minkowski space, with the as-
sociated Lorentz-symmetry. The asymmetric signature
of the Minkowski metric arises as a result of the evolu-
tion in a particular t-direction. This picture describes
the world by an overall probability distribution, cover-
ing past, present and future. Quantum mechanics arises
by “integrating out” the past and future, concentrating
on the probabilistic information of the “present” local
subsystem.
The present paper has developed and employed the
quantum formalism for the description of static memory
materials or quantum simulators. We have presented a
few explicit examples for static classical overall probabil-
ity distributions that realize a unitary quantum evolu-
tion and induce oscillating local probabilities in the bulk.
Nevertheless, our examples still describe rather simple
physical situations as the propagation of non-interacting
massless fermions in two-dimensional spacetime. It will
be interesting to see if more complex situations can be
realized by classical overall probability distributions, as
massive particles in a potential with typical quantum ef-
fects as interference and tunneling.
Despite its present limitations this paper contributes
a possible answer to the question why our probabilis-
tic description of the world uses probability amplitudes
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or wave functions rather than directly the probabilities.
Probability amplitudes arise as the natural concept if
one deals with local observables defined on a hypersur-
face at the location t for static systems or time in quan-
tum mechanics. Local probabilities obtain by integrating
out the “past” and the “future”. Each of these integra-
tions separately produces a probability amplitude, with
local probabilities bilinear in these amplitudes. Typical
evolution equations are linear in the amplitudes, imple-
menting the superposition principle fort their possible
solutions. Corresponding evolution laws formulated only
in terms of local probabilities are complicated non-linear
equations. It is the simplicity of the linear evolution law
for the wave functions or the density matrix that singles
out these “quantum concepts” for the description of the
local probabilistic information.
If one accepts the view that time and evolution are or-
dering concepts in a classical statistical description of our
world, our approach also answers the question why evo-
lution is described by quantum mechanics. Integrating
out the past and future, with a number of time steps go-
ing to infinity, all information is lost except the one for
subsystems described by quantum mechanics. Moving
boundaries to infinity, any remaining possible non-trivial
evolution is described by quantum mechanics.
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Appendix A Beyond next-neighbor
interactions
In the main text we have concentrated on quasi-local
probability distributions (6) for which K(t) involves only
spins or occupation numbers on two neighboring t-layers.
In this appendix we consider more general quasi-local
probability distributions and show that the discussion
in the main text also covers these more general settings.
The representation of K[n] as a product of factors K(t)
involving each only occupation numbers on two neighbor-
ing layers can be extended to products of factors involv-
ing three or more neighboring layers. We will show that
this extended setting can be represented in terms of inter-
actions on a block lattice, with suitable block-occupation
numbers on two neighboring layers of the block lattice.
In this sense our discussion of next-neighbor interactions
covers these more extended settings as well.
As an example we consider a product of building blocks
G(t) containing each three neighboring occupation num-
bers,
K[n] =
∏′
t
G(t),
G(t) = Gτρσ hτ (t+ ǫ)hρ(t)hσ(t− ǫ).
(A.1)
Here the product
∏′
t extends from t = tin+ǫ to t = tf−ǫ.
The initial and final factors involve now two neighboring
occupation numbers
Z =
∫
Dn f¯f
(
n(tf), n(tf − ǫ)
)
K[n] fin
(
n(tin + ǫ), n(tin)
)
.
(A.2)
(Factors involving only n(tin) or n(tf) are a special case
of eq. (A.2).) For simplicity we assume the number of
lattice points to be even.
We can group two neighboring lattice points into
points of a block lattice with sites at t + ǫ/2. For the
blocks the values of t are given by t = tin + 2mǫ, such
that the block sites are at tin + ǫ/2, tin + 5ǫ/2 and so on.
We employ extended wave functions for the occupation
numbers in the blocks
f
(
t+ ǫ2
)
= qρτ
(
t+ ǫ2
)
hρ(t+ ǫ)hτ (t). (A.3)
For M different occupation numbers on a given site the
number of occupation numbers on the block sites is 2M .
Thus N = 2M states on a single site, labeled by τ , imply
N2 = 22M states for each site of the block lattice, labeled
now by the double index (τ, ρ). Correspondingly, the
wave functions q˜ρτ
(
t+ ǫ2
)
can be viewed as N2-component
vectors or N ×N -matrices. The initial and final factors
in eq. (A.2) can directly be expressed in terms of the
block-wave functions,
fin = q˜in,ρτ
(
tin +
ǫ
2
)
hρ(tin + ǫ)hτ (tin),
f¯f = q¯f,ρτ
(
tf − ǫ2
)
hρ(tf)hτ (tf − ǫ).
(A.4)
The factors G(t+ ǫ) and G(t+2ǫ) involve only the oc-
cupation numbers belonging to the blocks at t+ ǫ/2 and
t+ 5ǫ/2. We group them together to a “block evolution
factor” involving only two neighboring blocks
K¯(t+ ǫ2) = G(t+ 2ǫ)G(t + ǫ), (A.5)
or
K¯(t+ ǫ2) = S¯τρ,σλ(t+ ǫ2)hτ (t+ 3ǫ)hρ(t+ 2ǫ)
×hσ(t+ ǫ)hλ(t),
(A.6)
where (no sums here)
S¯τρ,σλ
(
t+ ǫ2
)
= Gτρσ(t+ 2ǫ)Gρσλ(t+ ǫ). (A.7)
With
K[n] =
∏
t∈block
K¯(t+ ǫ2), (A.8)
we recover the structure of next-neighbor interactions be-
tween blocks. The only change is the extended wave
function (A.3) which involves now an extended number
of states, with index ρ˜ = (ρ, τ) taking N2 values. This
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is easily generalized: Factors with up to four neighbor-
ing occupation numbers involve the N3 different states
in blocks of three sites, and so on.
The setting with a block lattice can also be employed
in case of next-neighbor interactions (29) and (33). In
this case one has
K¯
(
t+ ǫ2
)
= K(t+ 2ǫ)K(t + ǫ)K(t). (A.9)
The “double site” wave function q˜ρτ
(
t + ǫ2
)
transports
now additional information beyond the one contained in
the “simple site” wave function q˜τ (t).
Appendix B Generalized Ising models
In this appendix we display several simple generalized
Ising models that can be solved exactly. They demon-
strate as explicit examples several features of the dis-
cussion in the main text. In particular, constraints can
be used in order to formulate situations with conserved
quantities.
B.1 Constrained Ising models
Ising spins can be associated with occupation numbers,
nγ = 2sγ−1, for particles being present (nγ = 1, sγ = 1)
or absent (nγ = 0, sγ = −1). Two Ising spins, γ = 1, 2,
correspond to two species of particles. We can construct
models for which the total particle numberNtot = n1+n2
is preserved by the evolution. A conserved particle num-
ber enhances the symmetry of the model. For example,
if the particle number is conserved modulo two one has
an additional Z2-symmetry. With respect to this sym-
metry the configurations with Ntot = 0, 2 are considered
as even, while those with Ntot = 1 are odd. The step
evolution operator conserves the Z2-symmetry if it does
not mix sectors with even or odd Ntot.
In the notation of sec. 2 with basis functions hτ ,
τ = 1 . . . 4, this implies for the step evolution operator S
that all elements Sτρ must vanish for which τ refers to an
even basis element and ρ to an odd one, or τ to an odd
element and ρ to an even one. In the occupation number
basis even (odd) elements have an even (odd) number of
occupied states nγ = 1. With the definitions (12) the
basis elements h1 and h4 are even, while h2 and h3 are
odd. The Z2 symmetry maps h2,3 → −h2,3, with h1,4 in-
variant. A Z2-symmetric evolution is therefore realized
by S12 = S13 = S42 = S43 = 0, and the same for the
transposed elements S21 = S31 = S24 = S34 = 0. With
eq. (63) this implies that the corresponding elementsMτρ
must diverge.
We want to understand the evolution of the wave func-
tion,
qτ (t+ ǫ) =
∑
ρ
exp(−Mτρ) qρ(t), (B.1)
in some more detail. Diverging elements Mτρ can be
used to divide Sτρ into blocks such that the system has
conserved quantities. For example, for
M12 =M13 =M14 =M21 =M31 =M41
=M24 =M34 =M42 =M43 = κ,
(B.2)
and κ → ∞, the matrix S has non-vanishing elements
only for S11, S44, S22, S23, S32 and S33. This guarantees
that 〈N1 +N2〉 is conserved, 〈N1(t) +N2(t)〉 = const.
The limit κ→∞ can be interpreted as a constraint on
the system. For example, forM12 →∞ all configurations
with h1(t+ǫ)h2(t) 6= 0 would lead to exp{−L(t)} = 0 and
therefore not contribute to the functional integral. This
implies effectively the constraint h1(t+ ǫ)h2(t) = 0. The
three constraints h1(t + ǫ)h2(t) = 0, h1(t + ǫ)h3(t) =
0, h1(t + ǫ)h4(t) = 0 require for the configurations
that can contribute to the functional integral the selec-
tion rule n1(t) = n2(t) = n1(t + ǫ) = n2(t + ǫ) = 1
or n1(t + ǫ) = 0 or n2(t + ǫ) = 0. Similarly, the
constraints h2(t + ǫ)h1(t) = 0, h3(t + ǫ)h1(t) = 0
and h4(t + ǫ)h1(t) = 0 admit non-zero contributions
only for n1(t + ǫ) = n2(t + ǫ) = n1(t) = n2(t) or
n1(t) = 0 or n2(t) = 0. Combining the two sets of
three constraints leaves for the contributing combina-
tions (n1(t), n2(t), n1(t+ǫ), n2(t+ǫ)) only the possibilities
(1, 1, 1, 1), (0, 0, 0, 0), (0, 1, 0, 1), (1, 0, 1, 0), (0, 1, 1, 0),
(1, 0, 0, 1), (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0) and (0, 0, 0, 1).
If we further impose the constraints h2(t + ǫ)h4(t) = 0,
h3(t+ ǫ)h4(t) = 0, h4(t+ ǫ)h2(t) = 0, h4(t+ ǫ)h3(t) = 0
the last four possibilities are excluded as well. The re-
maining six contributions obey all n1(t+ ǫ)+n2(t+ ǫ) =
n1(t) + n2(t), while the configurations that violate this
selection rule do not contribute to the functional integral.
Conserved quantities and symmetries as the Z2-
symmetry are actually often more easily expressed as
properties of the step evolution operator S, where they
can be realized by vanishing elements. For a more direct
comparison with Ising models we will continue here the
formulation as a standard action, characterized by Mτρ.
We may consider a class of models with part of the ele-
ments of M given by eq. (B.2). The limit κ→∞ of our
example therefore imposes effectively the constraint
n1(t+ ǫ) + n2(t+ ǫ) = n1(t) + n2(t). (B.3)
The model is therefore a “constrained Ising model” where
the total number of spins up is required to be the same
for two neighboring sites. This constraint is implemented
effectively by a term in the action
Lκ = κ
{
n′1 n
′
2(−3n1 n2 + 3n1 + 3n2 − 1) (B.4)
+ (n′1 + n
′
2)(1− n1 − n2) + (n↔ n′)
}
,
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with n′γ = nγ(t+ ǫ), nγ = nγ(t), taking the limit κ→∞.
In terms of Ising spins this reads
Lκ = κ
8
{
5−(s′1+s′2)(s1+s2)+s′1 s′2+s1 s2−3s′1 s′2 s1s2
}
.
(B.5)
For many models considered in this paper certain en-
tries of the step evolution operator vanish. This can be
seen as a constraint that certain transitions between con-
figurations at t and configurations at t+ǫ are not allowed.
Typically, vanishing elements of the step evolution oper-
ator S can be implemented by “constraint terms” of the
type of eq. (B.4) with κ→∞.
B.2 Four-step oscillator chain
As an example for a constrained Ising model we may take
the four-step oscillator chain as specified by the evolution
operator (114). It can be realized by an Ising model with
L = − ln(1− η)(h′1h1 + h′2h2 + h′3h3 + h′4h4)
− ln η(h′2h1 + h′1h3 + h′3h4 + h′4h2)
+ κ(h′1h2 + h
′
1h4 + h
′
2h3 + h
′
2h4
+ h′3h1 + h
′
3h2 + h
′
4h1 + h
′
4h3),
(B.6)
with κ→∞. Here we use the shorthands h′τ = hτ (t+ ǫ),
hτ = hτ (t). We can write this in terms of Ising spins
using eq. (12)
h1 =
1
4
(1 + s1 + s2 + s1 s2)
h2 =
1
4
(1− s1 + s2 − s1 s2)
h3 =
1
4
(1 + s1 − s2 − s1 s2)
h4 =
1
4
(1− s1 − s2 + s1 s2).
(B.7)
This model has interactions involving up to four spins.
Its purpose is not a particular interest for its realization,
but rather a simple explicit demonstration of oscillating
local probabilities.
Appendix C Scaling form of step
evolution operator for Ising model
The relation (81) for the scaling form of the evolution
operator S∗, e.g. SS∗ = S∗, can be employed for the
determination of S∗ as well as for the free energy density
ϕ. We perform the computation here for the Ising model
in view of possible applications to more complex settings.
The form of a matrix equation (81) can exploit directly
possible symmetries of S.
Let us write S in terms of the Pauli matrices, τ0 = 1,
µ = 0, 1, 2, 3,
S = sµτµ, (C.1)
with
s0 = e
β−ϕ cosh γ, s1 = e−β−ϕ
s2 = 0, s3 = e
β−ϕ sinh γ.
(C.2)
With
S∗ = aµτµ (C.3)
one has
SS∗ = eβ−ϕ(cosh γ a0 + sinh γ a3)+e−β−ϕa1 (C.4)
+
[
eβ−ϕ(cosh γ a3 + sinh γ a0)+ie−β−ϕa2
]
τ3
+
[
eβ−ϕ cosh γ a1 − ieβ−ϕ sinh γ a2+e−β−ϕa0
]
τ1
+
[
eβ−ϕ cosh γ a2 + ieβ−ϕ sinh γ a1 − ie−β−ϕa3
]
τ2.
Since S is symmetric, also S∗ is symmetric and the coef-
ficient in front of τ2 has to vanish,
a2 = 0, e
β−ϕ sinh γ a1 = e−β−ϕa3, (C.5)
such that
a3 = e
2β sinh γ a1. (C.6)
Comparing in eq. (81) the coefficients of τ1 implies
eβ−ϕ cosh γ a1 + e−β−ϕa0 = a1 (C.7)
or
a0 = (e
β+ϕ − e2β cosh γ)a1. (C.8)
Similarly, one finds for the coefficient of τ3
sinh γ a0 = (e
ϕ−β − cosh γ)a3
= (eβ+ϕ sinh γ − e2β sinh γ cosh γ)a1,
(C.9)
where the second relation employs eq. (C.6) and coin-
cides with eq. (C.8). Together with the coefficient of τ0
we are left with three independent equations for the four
variables a0, a1, a3 and ϕ.
The relation SS∗ = S∗ is linear in S∗ and can there-
fore not determine the overall normalization of the coef-
ficients aµ. For the normalization we employ the knowl-
edge that S∗ has one eigenvalue one and the other eigen-
value zero. This requires the additional condition
TrS∗ = 1. (C.10)
With
a0 =
1
2
(C.11)
one finds
a1 = ± e
−β
2
√
e−2β + sinh2 γ e2β
(C.12)
and
eϕ = eβ cosh γ +
e−β
2a1
= eβ cosh γ ±
√
e−2β + sinh2 γ e2β ,
(C.13)
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in accordance with eq. (80). The advantage of the use of
the relations (C.10) and (81) for more complicated situ-
ations is the possibility to exploit directly symmetries of
S and S∗.
Appendix D Normalized classical wave
function and non-linear unitary evolution
If Sτρ is not an orthogonal matrix the norm of the wave
function,
∑
τ q˜
2
τ , will not be conserved. In this case q˜
2
τ (t)
can not be associated with a probability. We have, how-
ever, still the relations (51) and (53) (for invertible S)
which yield for the product q¯τ q˜τ the identity (no sum
over τ here)
q¯τ (t+ ǫ) q˜τ (t+ ǫ) = S
−1
ρτ Sτσ q¯ρ(t) q˜σ(t). (D.1)
If the product q¯τ q˜τ remains positive for all τ and all t,
and if the initial and final wave functions are normalized
such that Z = 1, we can define probabilities by eq. (48).
This allows us to define the normalized classical wave
function by
qτ (t) =
√
q¯τ (t) q˜τ (t) sign
(
q˜τ (t)
)
. (D.2)
For the particular case q¯ = q˜ one has q = q˜. The normal-
ized classical wave function q obeys∑
τ
q2τ =
∑
τ
pτ = 1. (D.3)
Since the length of the vector {qτ} is fixed for all t,∑
τ
qτ (t)qτ (t) =
∑
τ
q¯τ (t) q˜τ (t) = 1, (D.4)
the time evolution is now unitary, with a normalized ro-
tation matrix Rτρ,
qτ (t+ ǫ) = R
(n)
τρ qρ(t). (D.5)
While R(n) is an orthogonal matrix, it is no longer inde-
pendent of the wave function. What is specific for quan-
tum systems is the linearity of the evolution law, i.e. the
fact that R is independent of the wave function. Uni-
tarity of the evolution can be realized in a much wider
context. In fact, it always holds if probabilities pτ are
represented as the squared elements of a real wave func-
tion.
Classical Ising-spin systems are examples where Sτρ is
not orthogonal, but q¯τqτ remains positive for all τ and t.
Eq. (D.2) applies and we can describe the time evolu-
tion by a non-linear rotation R
(n)
τρ which depends on the
wave function. In this sense a generic classical statisti-
cal system can be viewed as a non-linear generalization
of quantum mechanics where the Hamiltonian depends
on the wave function. Again this raises the interesting
question under which conditions the evolution of subsys-
tems can become linear and therefore describe quantum
systems.
Appendix E Step evolution operators
for simple memory materials
In this appendix we discuss properties of step evolution
operators for memory materials, concentrating on a small
number of local states N . We investigate regular positive
N ×N -matrices with more than one eigenvalue |λ| = 1,
while all other eigenvalues have absolute value smaller
than one. We proceed by specifying the eigenvalues and
construct positive matrices that realize these eigenvalues.
The key restriction arises from the requirement that all
matrix elements are positive or vanish. The simplest ex-
ample for N = 2 has eigenvalues λ ∈ {1,−1}. The only
positive matrix obeying this condition is τ1. This consti-
tutes a unique jump operator.
E.1 Traceless 4× 4-matrices
For N = 4 we first consider λ ∈ {a,−a, b,−b}, where a or
b may be imaginary. From TrS =
∑
λi = 0 we conclude
that positivity requires all diagonal elements to vanish,
Sii = 0. For this case one finds
det(S − λ) = detS −Bλ−Aλ2 + λ4, (E.1)
with
A = S12 S21 + S13 S31 + S14 S41
+ S23 S32 + S24 S42 + S34 S43,
(E.2)
and
B = S12 S23 S31 + S12 S24 S41 + S13 S32 S21
+ S13 S34 S41 + S14 S42 S21 + S14 S43 S31
+ S23 S34 S42 + S24 S43 S32.
(E.3)
The requirement
det(S − λi) = 0 (E.4)
for all λi amounts to (a, b 6= 0)
A = a2 + b2, B = 0. (E.5)
From A∗ = A, A ≥ 0 we conclude that one of the largest
eigenvalues must be real and we take a = 1. The eigen-
value b may be real or purely imaginary, b 6= 0. One
therefore has
DetS = b2, A = 1 + b2. (E.6)
For positive S the condition B = 0 requires that each
one of the eight terms in eq. (E.3) has to vanish.
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For a = 1, b = i one needs A = 0. Each one of the six
terms in eq. (E.2) has to vanish. The conditions A = 0
and B = 0 can be obeyed only if each column and each
row has a unique non-zero element. Indeed, without loss
of generality we can take S12 6= 0 such that S21 = 0.
Then invertibility of S requires that either S31 or S41
differs from zero, and we take without loss of generality
S31 6= 0, S13 = 0. From B = 0 one infers S23 = 0, such
that invertibility requires S24 6= 0, S42 = 0. In turn,
B = 0 now needs S41 = 0 and therefore S43 6= 0, S43 = 0.
Finally, B = 0 requires S32 = 0, S14 = 0.
With detS = −S12 S24 S43 S31 = −1 the normaliza-
tion of the product of the nonzero elements is fixed. The
most general positive 4×4-matrices with eigenvalues λ =
(1,−1, i,−i) are therefore characterized by three posi-
tive numbers S12, S24, S43, with S31 = (S12 S24 S43)
−1,
or suitable permutations of columns and rows of these
matrices. Rotation matrices are realized only for S12 =
S24 = S43 = S31 = 1, and we recover the step evolution
operators of the unique jump chains.
We next consider a = 1, −1 < b2 ≤ 1, such that
A = 1 + b2 > 0, DetS = b2 > −1. As a first example,
one may achieve B = 0 by
S31 = S41 = S32 = S42 = 0, (E.7)
such that
A = x+ y, DetS = xy,
x = S12 S21, y = S34 S43.
(E.8)
With x+ y = 1 + b2, xy = b2 one needs b2 > 0 and
x+ y = 1 + xy. (E.9)
The solutions require x = 1 or y = 1. We may take
S12S21 = 1, S34S43 = b
2. (E.10)
The four elements S13, S14, S23, S24 remain free.
Another, perhaps more interesting example for B = 0
is
S14 = S23 = S32 = S41 = 0, (E.11)
where
A = S12 S21 + S13 S31 + S24 S42 + S34 S43 (E.12)
and
detS = S12 S21 S34 S43 + S13 S31 S24 S42
− S12 S24 S43 S31 − S13 S34 S42 S21.
(E.13)
For
b2 = A− 1 = DetS (E.14)
one can now achieve positive or negative values. (The
previously discussed limit b2 = −1 can be realized for
S13 = S34 = S42 = S21 = 0 or S12 = S24 = S43 = S31 =
0.) There are plenty of choices of positive step evolution
operators that lead to |b| < 1. For a particular case we
consider
S12 = S24 = S43 = S31 = w,
S13 = S34 = S42 = S21 = u,
(E.15)
where
A = 4wu, detS = −(w2 − u2)2. (E.16)
The elements u and w have to obey
1 + 2w2u2 − u4 − w4 − 4wu = 0, (E.17)
which is solved by
b = i(1 − 2u). (E.18)
(The degenerate limit b = 0 is reached for u = w = 1/2.)
For small w ≪ u the setting is close to the unique
jump chain (127). The eigenvectors to the eigenvalues
λ = 1,−1, i(1 − 2u), −i(1− 2u) are

1
1
1
1

 ,


1
−1
−1
1

 ,


1
i
−i
−1

 ,


1
−i
i
−1

 . (E.19)
The examples (E.7) or (E.11), with the restrictions on
the non-zero elements as discussed above, realize all the
eigenvalues λ = (1,−1, b,−b). This demonstrates that
many 4× 4-matrices can have two different largest eigen-
values λ = ±1. These matrices do not need to be unique
jump operators.
E.2 Matrices close to unique jump operators
We may investigate more generally the 4 × 4-matrices
close to the unique jump operators with eigenvalues
λ ∈ {1,−1, b1, b2}, |b1| ≤ 1, |b2| ≤ 1. (E.20)
For this purpose, we make the ansatz
S = Sˆ + T, (E.21)
with
Sˆ13 = Sˆ34 = Sˆ42 = Sˆ21 = 1, (E.22)
and Sˆij = 0 otherwise. The matrix T is considered to
be small – for T = 0 the step evolution operator S is a
unique jump operator. An expansion linear in T yields
detS = −1− tr(Sˆ−1 T )
= −1− (T13 + T34 + T42 + T21)
= −b1 b2,
(E.23)
while the quantities A and B in eqs. (E.2) and (E.3) read
A = T31 + T43 + T24 + T12,
B = T14 + T41 + T23 + T32.
(E.24)
36
We also have
D = trS = T11 + T22 + T33 + T44 = b1 + b2. (E.25)
Since S is close to Sˆ, the eigenvalues of S have also to
be close to the ones of Sˆ, and we take
b1 = i+ c1, b2 = −i+ c2, (E.26)
and therefore (in lowest order)
b1 + b2 = c1 + c2, b1b2 = 1− i(c1 − c2). (E.27)
This yields the relations
D = T11 + T22 + T33 + T44 = c1 + c2, (E.28)
and
E = T13 + T34 + T42 + T21 = −i(c1 − c2). (E.29)
One concludes that c1 + c2 is real while c1 − c2 is purely
imaginary. This yields
b1 = i+
1
2
D +
i
2
E, b2 = −i+ 1
2
D − i
2
E. (E.30)
From
|b1|2 = |b2|2 =
(
1 + E2
)2
+
1
4
D2 = 1 + E ≤ 1 (E.31)
we infer
E ≤ 0. (E.32)
(Note that the sign of T13, T34, T42 and T21 is not fixed
for positive S, since these elements add to the ones in
eq. (E.22).)
The condition det(S − λ) = 0 for the four eigenvalues
λ ∈ {+1,−1, i(1 +E/2),−i(1 +E/2)} yields constraints
on the matrix T . In linear order in T one has
det(S − λ) = detS −B λ−A λ2 −D λ3 + λ4. (E.33)
The conditions det(S − λ) = 0 are obeyed for
B +D = 0, A = 1 + detS = −E. (E.34)
In linear order in T these are the only conditions for
S to have two eigenvalues λ = 1 and λ = −1. One
finds a large number of matrices that differ from unique
jump operators only in order T and maintain two largest
eigenvalues λ = ±1. The matrices (E.15) are part
of this family, with T12 = T24 = T43 = T31 = w,
T13 = T34 = T42 = T21 = −w.
E.3 Unitary subsystems
For E < 0 the asymptotic evolution in the bulk proceeds
in the eigenspace of the eigenvalues λ = ±1. The eigen-
vectors to the other eigenvalues approach zero asymp-
totically. We are interested to construct the effective
two-state system corresponding to the two largest eigen-
values.
Let us first compute the eigenvectors to the two largest
eigenvalues. For λ = ±1 one finds to lowest order, respec-
tively,
v+ =


1
1 + x2
1 + x2 + x3 + x4
1 + x2 + x4

 ,
v− =


1
−(1 + y2)
−(1 + y2 + y3 + y4)
1 + y2 + y4


(E.35)
where
xi =
∑
j
Tij ,
y2 = T21 − T22 − T23 + T24,
y3 = T31 − T32 − T33 + T34,
y4 = −(T41 − T42 − T43 + T44).
(E.36)
The asymptotic wave function will be a linear combina-
tion of v+ and v−,
q˜∗(t) = w+(t) v+ + w−(t) v−. (E.37)
The four-component wave function will therefore be re-
duced to an effective two-component wave function qr(t).
We are interested in the evolution of this subsystem
and want to construct an effective 2 × 2 step evolution
operator Sr, such that
q˜r(t+ ǫ) = Sr q˜r(t). (E.38)
For this purpose we first have to specify a suitable ba-
sis for the reduced system. Let us assume that we are
mainly interested in observables that can be computed
from the first two components q˜1 and q˜2 of the wave func-
tion. It will then be useful to define the reduced system
such that
q˜r,1(t) = q˜1(t), q˜r,2(t) = q˜2(t). (E.39)
The other two components q˜3(t) and q˜4(t) can be ex-
pressed by eq. (E.37) in terms of q˜1(t) and q˜2(t). This
procedure will define the reduced step evolution operator
Sr.
We first express q˜∗1 and q˜∗2 in terms of w+ and w−
q˜∗1 = w++w−, q˜∗2 = (1+x2)w+−(1+y2)w−. (E.40)
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This relates q˜r and w±,
q˜r = Qw, w =
(
w+
w−
)
, Q =
(
1 1
1 + x2 −1− y2
)
.
(E.41)
We can invert eq. (E.41),
w = Q−1q˜r, Q−1 =
1
2
(
1− x2−y22 1− x2+y22
1 + x2−y22 −1 + x2+y22
)
,
(E.42)
or
w+ =
1
2
{(
1− x22
)
(q˜r1 + q˜r2) +
y2
2
(q˜r1 − q˜r2)
}
,
w− =
1
2
{(
1− y22
)
(q˜r1 − q˜r2) + x2
2
(q˜r1 + q˜r2)
}
.
(E.43)
From eq. (E.37) we can express q˜∗3 and q˜∗4 in terms of
w± and therefore in terms of q˜r1 and q˜r2,
q˜3∗ =
1
2
{
(x3 + x4 − y3 − y4)q˜r1
+ (2 + x3 + x4 + y3 + y4)q˜r2
}
,
q˜4∗ =
1
2
{
(2 + x2 + x4 + y2 + y4)q˜r1
+ (x2 + x4 − y2 − y4)q˜r2
}
(E.44)
These results can be inserted into the evolution equa-
tion for q˜r
q˜r1(t+ ǫ) = T11q˜r1(t) + T12 q˜r2(t)
+ (1 + T13) q˜∗3(t) + T14 q˜∗4(t),
q˜r2(t+ ǫ) = (1 + T21) q˜r1(t) + T22 q˜r2(t)
+ T23 q˜∗3(t) + T24(t) q˜∗4(t).
(E.45)
One extracts the step evolution operator Sr of the sub-
system in eq. (E.38), where
Sr =
(
T11 + T14 + γ− 1 + T12 + T13 + γ+
1 + T21 + T24 T22 + T23
)
(E.46)
with
γ± =
1
2
[
x3 + x4 ± (y3 + y4)
]
,
γ+ = T31 + T34 + T42 + T43,
γ− = T32 + T33 + T41 + T44.
(E.47)
We can write Sr in the form
Sr = τ1 + V, (E.48)
where
V11 = T11 + T33 + T44 + T14 + T41 + T32,
V12 = T12 + T13 + T31 + T34 + T42 + T43,
V21 = T21 + T24,
V22 = T22 + T23.
(E.49)
We observe
V12 + V21 = A+ E = 0 (E.50)
and
V11 + V22 = B +D = 0. (E.51)
These relations ensure that the eigenvalues of Sr are
λ = ±1 and S2r = 1.
For the case of a positive matrix S the condition
B +D = 0 requires
T11 = T22 = T33 = T44 = T14
= T41 = T23 = T32 = 0.
(E.52)
In this case the diagonal elements of V vanish. Up to
rescalings the step evolution operator of the reduced sys-
tem is a unique jump operator. This is perhaps not sur-
prising since the only positive 2×2-matrix with eigenval-
ues ±1 is given by
Sr =
(
0 1/a
a 0
)
. (E.53)
The precise form of the reduced step evolution op-
erator Sr depends on the basis that we choose for
parametrizing the degrees of freedom of the subsystem.
A change of basis for the subsystem results in a transfor-
mation Sr → S′r = DSrD−1. For example, if we choose
the eigenfunctions w+ and w− as basis functions the re-
duced step evolution operator becomes S′r = τ3. This
demonstrates that the reduced step evolution operator
no longer needs to be positive.
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