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Global expanding solutions of compressible Euler equations with small
initial densities
Shrish Parmeshwar∗, Mahir Hadzˇic´†, Juhi Jang‡
Abstract
We prove the existence of a large class of global-in-time expanding solutions to vacuum free boundary com-
pressible Euler flows without relying on the existence of an underlying finite-dimensional family of special affine
solutions of the flow.
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1 Introduction
In this work we prove the existence of a wide class of global solutions to the free boundary isentropic compressible
Euler equations expanding into the vacuum, under a suitable assumption of smallness on the initial gas density and
an outgoing condition on the initial velocity profile which roughly speaking states u0(x) ∼ x. The key property of
the Euler flow is the behaviour under scaling of the nonlinearity, which generates a stabilising effect under a suitable
outgoing condition on the initial velocity profile. We work in a vacuum free boundary setting which translates this
stabilising effect into the expansion of the gas support. Through the mass conservation this will, morally speaking,
force the gas density to decay and hence disperse away as t→∞.
We work with the compressible Euler equations describing the motion of an isentropic and ideal gas. We consider
the free-boundary formulation of the problem wherein a blob of gas supported on a moving domain Ω(t) ⊂ R3 is
surrounded by vacuum. Further unknowns are the gas velocity vectorfield u, the density ρ, and the pressure p. We
assume the isentropic equation of state
p = P (ρ) = ργ , γ > 1. (1)
The associated system of equations takes the form
∂tρ+∇ · (ρu) = 0 in Ω(t), (2a)
ρ (∂t + u · ∇)u+∇ (ργ) = 0 in Ω(t), (2b)
ρ = 0 on ∂Ω(t), (2c)
V (∂Ω(t)) = u · n on ∂Ω(t), (2d)
equipped with initial conditions
(ρ,u) = (ρ0, u0) on Ω := Ω(0). (3)
Here V (∂Ω(t)) denotes the normal velocity of ∂Ω(t), and n is the outward unit normal of ∂Ω(t).
A crucial requirement for the well-posedness theory of the moving vacuum boundary Euler equations is the
so-called physical vacuum condition [13, 9]. We first define the speed of sound c through the relationship
c2 =
dP
dρ
= γργ−1. (4)
Then the physical vacuum boundary condition reads
−∞ < ∂c
2
∂n
∣∣∣∣
∂Ω
< 0. (5)
If we set
w(x) := ργ−10 (x), (6)
then (5) in particular implies that there exists a constant C > 0 such that
1
C
dist(x, ∂Ω) ≤ w(x) ≤ Cdist(x, ∂Ω) (7)
in the vicinity of the initial vacuum boundary ∂Ω. Quantity w is proportional to the enthalpy of the system and it
will play an important role in our analysis. For notational convenience, define
α =
1
γ − 1 , (8)
so that ρ0 = w
α.
There are several works on the expansion-into-vacuum for gases described by the compressible Euler flows. As
a rule, the vast majority of such results rely on a reduction of the flow to a finite-dimensional dynamical system, by
2
means of separation of variables arguments for the Lagrangian flow map. Such reductions of compressible flows
with the affine ansatz on the Lagrangian flow can be tracked back to the works of Ovsiannikov [14] and Dyson [2],
where one may obtain solutions with different properties based on the choice of the equation of state. With the choice
of the equation of state (1), a finite dimensional class of special affine compactly supported expanding solutions of
the vacuum free boundary compressible Euler flows was discovered by Sideris [19, 18]. Nonlinear stability of such
motions was shown by Hadzˇic´ and Jang [5] for the range of adiabatic exponents 1 < γ ≤ 53 and it was extended to
the range γ > 53 by Shkoller and Sideris [16].
In the absence of free boundaries, the stabilising effect of the expansion was already understood by Serre [17]
and generalised in the subsequent work by Grassin [3]. In the latter work a class of smooth expanding solutions to
Euler equations with small initial densities was constructed for any γ > 1. In 2003 Rozanova [15] also showed the
existence of a class of global solutions with expansion as a driving mechanism. The associated velocity profiles are
essentially linear (or affine) - this amounts to an assumption on the initial velocity field that drives the expansion of
the fluid, which in turn overcomes a possible focusing effect that can lead to shock formation.
It is well-known that the presence of the free boundary causes severe difficulties in the analysis, and a central
theme in the well-posedness theory is a delicate interplay between the energy estimates and the transport equation
satisfied by the vorticity of the velocity vector field [1, 8, 10, 11]. Our analysis is performed entirely in Lagrangian
coordinates and our solutions are unique in a suitable regularity class which includes the physical vacuum boundary
condition (5).
Our main result, Theorem 4.1, shows by contrast to [5, 6, 16] that the global existence of expanding solutions
does not crucially depend on the existence of the underlying ODE-type affine motions. Instead, in addition to the
stabilising effects of the expansion described in [5], this work exploits an additional scaling structure of the problem,
already observed in [6] for the Euler-Poisson system, which allows us to insert a small parameter in front of the fluid
density. As a consequence we identify an open class of initial data, with small, but otherwise essentially arbitrary
density profiles satisfying (7) which lead to the global existence for (2)–(5).
2 Lagrangian Coordinates, Rescaling, and Derivatives
The well-posedness theory for (2) with the physical vacuum condition (5) was developed independently in [11]
and [1] for domains that are periodic in two directions. For the purpose of this work we rely on the well-posedness
framework developed in [11] that has been suitably adapted to handle ball-like domains in [5]. At the heart of this
approach are the Lagrangian coordinates; they allow us to pull back the free boundary problem onto a fixed domain.
2.1 Lagrangian Coordinates
In order to address the movement of the vacuum free boundary, we shall reformulate the problem using the La-
grangian coordinates. To that end we introduce the flow map η : [0, T ] × Ω → R3 as a solution of the ordinary
differential equation
∂tη(t, x) = u(t, η(t, x)), t ∈ [0, T ],
η(0, x) = x, (9)
for some T > 0. Let
v(t, ·) = u(t, η(t, ·)),
f(t, ·) = ρ(t, η(t, ·))),
M = Dη,
A =M−1,
J = detM,
a = JA.
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The following differentiation identities are useful to note:
∂Aki = −Akr∂∂sηrAsi , (10)
∂J = JAsr∂∂sηr, (11)
where ∂ = ∂t or ∂ = ∂i, i = 1, 2, 3. Here and hereafter we use the Einstein summation convention. From these, and
the definition of a, we obtain the Piola identity
∂ka
k
i = 0. (12)
We now pull back (2)–(3) with respect to the Lagrangian coordinates, thus fixing the domain. The new system of
equations is given by
∂tf + fAji∂jvi = 0 in I × Ω, (13)
f∂tv
i +Aki ∂kfγ = 0 in I × Ω, (14)
f = 0 on I × ∂Ω, (15)
(f, v, η) = (ρ0, u0, x) in {t = 0} × Ω. (16)
Note that we can use the identity (11) with the differential operator ∂t to rewrite (13) as
∂tf + fJ−1∂tJ = 0.
This simplifies to ∂t (log fJ ) = 0, which gives the formula
fJ = ρ0 = wα. (17)
Multiplying (14) by J , and using (12), we arrive at
wα∂tv
i + aki ∂k
(
ργJ −γ) = wα∂tvi + ∂k (aki ργJ−γ) = 0.
Using the identities ργ = w1+α and aki J−γ = AkiJ 1−γ = Aki J−1/α, we finally obtain
wα∂ttη
i + ∂k
(
w1+αAkiJ −1/α
)
= 0 in I × Ω, (18a)
(v, η) = (u0, x) in {t = 0} × Ω, (18b)
w = 0 on ∂Ω. (18c)
2.2 Rescaling and a new formulation
As the expected mechanism for the global existence is the expansion of the support of Ω(t), we pass to a new set of
variables:
τ = log (1 + t), (19)
ζ = e−τη. (20)
We then define
ν = ∂τ ζ, M = Dζ, A = [Dζ]
−1, J = detM , a˜ = J A . (21)
Comparing with Lagrangian coordinates, we have similar differentiation formulae for the jacobian, and inverse of
the gradient, given by
∂A ki = −A kr ∂∂sζrA si , (22)
∂J = J A sr ∂∂sζ
r, (23)
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giving rise to an analogous Piola identity:
∂ka˜
k
i = 0. (24)
Now the chain rule gives us
∂t =
dτ
dt
∂τ =
1
1 + t
∂τ = e
−τ∂τ .
Applying this to the first term in (18a), we get
∂tη(t, x) =
deτ
dt
ζ + eτ
∂ζ
∂τ
= e−τ eτζ + eτe−τζτ = ζ(τ, x) + ζτ (τ, x),
which implies
∂ttη = e
−τζτ + e
−τζττ .
Now, for the pressure term, we can see that J = detDζ = det (e−τDη) = e−3τJ . Finally, Mki = eτM ki , and
therefore Aki = e−τA ki . Combining these identities allows us to rewrite (18a) as
wα
(
e−τ ζ iτ + e
−τζ iττ
)
+ e−(1+
3
α)τ∂k
(
w1+αA ki J
−1/α
)
= 0.
Multiplying by the appropriate power of eτ to get rid of exponential terms on the pressure term we get
wαeβτ
(
ζ iττ + ζ
i
τ
)
+ ∂k
(
w1+αA ki J
−1/α
)
= 0, (25)
where for clarity, we define
β :=
3
α
= 3(γ − 1). (26)
In this paper we assume
Ω(0) = Ω = B1, (27)
the closed unit ball on R3. Assumption (27) will simplify some of the technical steps in the proof, but we can easily
treat more general domains that are small smooth deformations of domains of the form AB1(0), for A ∈ GL+(3)
(i.e. small deformations of ellipsoids).
We also introduce an ansatz for the weight function w.
Definition 2.1. LetW : Ω→ R be a given nonnegative function such that
• W > 0 on int(Ω) and
W |∂Ω ≡ 0. (28)
• There exists a positive constant C > 0 such that for any x ∈ Ω
1
C
d(x, ∂Ω) ≤W (x) ≤ Cd(x, ∂Ω), (29)
where x 7→ d(x, ∂Ω) is the distance function to ∂Ω.
• The function given by
x 7→ W (x)
d(x,Ω)
(30)
is smooth on a neighbourhood of the boundary ∂Ω.
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For any δ > 0 we consider the enthalpy profile
w(x) = wδ(x) = δW (x).
The set {wδ}δ∈R>0 forms a 1-parameter family of initial enthalpies, which generate a 1-parameter family of the
corresponding initial densities via
ρδ0(x) = wδ(x)
α.
Remark 2.2. A model example of a function W satisfying the above assumptions isW (r) = (1− r2)+.
Remark 2.3. The parameter δ > 0 will be assumed small in our work and will be used as an effective measure of
smallness for the initial gas density. The freedom to make δ > 0 small will be crucial in our strategy, as it will also
be used as an additional small factor in the closing our estimates. Without this smallness our strategy would fail.
From now on we drop the explicit δ-dependence in wδ and simply write w. Using such a choice of w in (25) and
Definition 2.1, upon dividing (25) by δ1+α, we obtain
1
δ
Wαeβτ
(
ζ iττ + ζ
i
τ
)
+ ∂k
(
W 1+αA ki J
−1/α
)
= 0. (31)
We shall look for solutions where ζ is a small perturbation of the identity map. To that end, we introduce
θ := ζ − x,
and note that θτ = ζτ . Then (31) reads
1
δ
Wαeβτ
(
θiττ + θ
i
τ
)
+ ∂k
(
W 1+αA ki J
−1/α
)
= 0. (32)
Muliplying (32) by θi and integrating over Ω, we arrive at
1
δ
1
2
d
dτ
∫
Ω
eβτ |θ|2Wα dx+ 1
δ
(
1− β
2
)∫
Ω
eβτ |θ|2Wα dx+
((
W 1+αA ki J
−1/α
)
, θi
)
L2(Ω)
= 0
Therefore, to guarantee the non-negativity of the second term on the left-hand side above, it appears necessary to
assume 1−β/2 ≥ 0, which is in turn equivalent to γ ≤ 5/3. This apparent restriction is analogous to the one in [5].
A way to go around this when β > 2 has was introduced in [16]: we multiply (32) by e(2−β)τ and obtain
1
δ
Wαe2τ
(
θiττ + θ
i
τ
)
+ e(2−β)τ∂k
(
W 1+αA ki J
−1/α
)
= 0. (33)
This removes the above mentioned issue with the potentially wrongly signed damping term, at the expense of a
negative exponential in front of the pressure term. Nevertheless, we will be able to close our estimates, thereby
allowing some of the spatial norms to grow as τ →∞ when β > 2.
To unify the two cases we introduce some more notation
Definition 2.4. For any β ∈ (0,∞) we define
σ1(β) :=
{
β if β ≤ 2
2 if β > 2
, (34)
σ2(β) :=
{
0 if β ≤ 2
β − 2 if β > 2 . (35)
Remark 2.5. Note that σ1(β) + σ2(β) = β.
We shall drop the explicit β dependence in σ1(β), σ2(β) and write instead σ1, σ2 respectively. We recall that
β = 3α = 3(γ − 1). We may therefore rewrite our system succinctly as
1
δ
Wαeσ1τ
(
θiττ + θ
i
τ
)
+ e−σ2τ∂k
(
W 1+αA ki J
−1/α
)
= 0 in I ×Ω, (36a)
(ν, θ) = (u0 − x, 0) in {τ = 0} × Ω, (36b)
where the profileW is given in Definition 2.1, δ > 0 is a constant, and σi, i = 1, 2, are given in Definition 2.4.
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3 Notation
3.1 General Notation
For a function F : O → R, some domain O, the support of F is denoted suppF . For a real number λ, the ceiling
function, denoted ⌈λ⌉, is the smallest integer M such that λ ≤ M . For two real numbers A and B, we say A . B
if there exists a positive constant C such that
A ≤ CB, (37)
and for two real valued functions f and g, we say f . g if f(x) . g(x) holds pointwise. For two real-valued
non-negative functions f, g : O → R≥0, some domain O, we say f ∼ g if there exist positive constants c1 and c2
such that
c1g(x) ≤ f(x) ≤ c1g(x), (38)
for all x ∈ O.
For a collection of rank 2 tensorsM [i], i = 1, . . . , j by
M [1] . . .M [j], (39)
we mean a particular element of the rank 2j tensorM [1]⊗ · · · ⊗M [j], that is, something of the form
M [1]k1i1 . . .M [j]
kj
ij
, (40)
for some k1, i1, . . . , kj , ij ∈ {1, 2, 3}. We say this is a schematic representation of the object. Note that this
notation is ambiguous and will only be used when we are looking to bound such a quantity using the properties of
M [1], . . . ,M [j] themselves, rather than any of their specific elements.
We also record the definition of the radial function on Ω = B1 the unit ball:
r : B1 → R≥0
x 7→ r(x) := |x|. (41)
It is convenient to define shorthand for the distance function on Ω. Define
dΩ(x) = d(x, ∂Ω). (42)
3.2 Derivatives
As we have seen above, rectangular derivatives will be denoted as ∂i, for i in 1, 2, 3. In addition, we define various
rectangular and ζ Lie derivatives that will be used throughout. The gradient, divergence, and curl on vector fields
are given by
[∇F ]ij = ∂jF i, (43)
divF = ∂iF
i, (44)
[curlF ]i = εijk∂jF
k, (45)
for i, j = 1, 2, 3.
The ζ versions are given by
[∇ζ F ]ij = A kj ∂kF i, (46)
divζ F = A
k
i ∂kF
i, (47)
[curlζ F ]
i = εijkA
s
j ∂sF
k. (48)
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In addition, we also need the matrix ζ curl, given by
[Curlζ F ]
i
j = A
s
j ∂sF
i −A si ∂sF j . (49)
As stated in (27), our initial domain will be the closed unit ball in R3, so Ω = B1. Therefore, there exists a
natural choice of spherical coordinates (r, ω, φ). An advantage of this choice of domain is that we can privilege the
outward normal derivative, the direction in which the degeneracy of the problem occurs, due to the vacuum boundary
condition.
Accordingly, in essence we use ∂r as the normal derivative, and ∂ω, ∂φ as the tangential derivatives. However we
modify these derivatives by using linear combinations. These modifications allow for better commutation relations
with the rectangular derivatives.
Let the angular derivatives ✓∂ ij and radial derivative Λ be given by
✓∂ ij := xi∂j − xj∂i, (50)
Λ := xi∂i = r∂r, (51)
where the xi and ∂j are rectangular, and i, j run through 1, 2, 3.
Remark 3.1. The coefficients of the derivatives we have defined go to 0 at the origin, which means we can only
use them to do estimates on a region separated from the origin. This can be dealt with using a partition of unity
argument. Near the boundary we use these modified spherical derivatives, and on the interior, we are free to use
rectangular derivatives as the degeneracy at the vacuum boundary is not an issue in this case.
Now, form ∈ Z≥0, and n = (n1, n2, n3) ∈ Z3≥0, we define
Λm✓∂
n := Λm✓∂
n1
12✓∂
n2
13✓∂
n3
23 . (52)
Although there are six non-zero ✓∂ derivatives to consider, ✓∂ ij = −✓∂ ji, so (52) covers all cases. For such an
n ∈ Z3≥0, |n| = n1 + n2 + n3.
Similarly for rectangular derivatives we define, for k = (k1, k2, k3) ∈ Z3≥0,
∇k = ∂k11 ∂k22 ∂k33 . (53)
We have the commutation relations between the modified spherical and rectangular derivatives, for i, j, k,m ∈
{1, 2, 3}, given by
[✓∂ ij ,Λ] = 0, (54)
[✓∂ ij ,✓∂ jk] = ✓∂ ik, (55)
[∂m,Λ] = ∂m, (56)
[∂m,✓∂ ji] = δmj∂i − δmi∂j . (57)
We also define commutators between the higher order differential operator defined in (52), and ∇:
([∇,Λm✓∂n]F )ij = ∂j
(
Λm✓∂
nF i
)− Λm✓∂n (∂jF i) . (58)
We can do the same thing with ∇ζ :
([∇ζ ,Λm✓∂n]F )ij = A kj ∂k
(
Λm✓∂
nF i
)− Λm✓∂n (A kj ∂kF i) , (59)([
∇ζ ,∇k
]
F
)i
j
= A kj ∂k
(
∇kF i
)
−∇k
(
A kj ∂kF
i
)
. (60)
There is no corresponding definition to (60) for ∇, as ∇ and ∇k commute for all k ∈ Z3≥0. Note that (59) and (60)
also define analogous objects for Curlζ and divζ as the former is ∇ζ −∇ζ⊺, and the latter is Tr∇ζ .
We also use the following decomposition frequently:
∂i =
xj
r2
✓∂ ji +
xi
r2
Λ. (61)
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3.3 Higher Order Energies and Local Well-Posedness
We now define the function spaces, and their associated norms, that we use to prove global-in-time solutions for (36)
with small initial data.
As noted in Remark 3.1, our choice of derivatives requires a separation of the analysis in two parts; near the
boundary of the ball, and near the origin. Our choice of function spaces will reflect this fact. Let 0 < r1 < r0 < 1
be given and define a smooth cutoff function ψ on the unit ball such that
ψ =
{
1 if r ∈ [r0, 1]
0 if r ∈ [0, r1] , (62)
and such thatW/dΩ is smooth on suppψ, as in (30). In addition define ψ¯ by
ψ¯ = 1− ψ. (63)
Before we define our energy spaces, recall the definition of α given in (8) andW in Definition 2.1, and that our
initial domain Ω is given by the closed unit ball B1 on R
3.
Definition 3.2. Let b ∈ Z≥0 and define the space X b by
X b =
{
W
α
2 F ∈ L2(Ω) :
∫
Ω
Wα+mψ |Λm✓∂nF |2 +Wαψ¯
∣∣∣∇kF ∣∣∣2 dx <∞, 0 ≤ max (m+ |n|, |k|) ≤ b} .
The norm of X b is given by
‖F‖2X b =
b∑
m+|n|=0
∫
Ω
ψWα+m |Λm✓∂nF |2 dx+
b∑
|k|=0
∫
Ω
ψ¯Wα
∣∣∣∇kF ∣∣∣2 dx. (64)
For D ∈ {∇,∇ζ ,div,divζ ,Curl,Curlζ} define the set Yb(D) by
Yb(D) =
{
W
1+α
2 DF ∈ L2(Ω) :
∫
Ω
W 1+α+mJ −1/αψ |DΛm✓∂nF |2 +W 1+αψ¯
∣∣∣D∇kF ∣∣∣2 dx <∞,
0 ≤ max (m+ |n|, |k|) ≤ b
}
,
and associate to it the quantity
‖F‖2Yb(D) =
b∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |DΛm✓∂nF |2 dx+
b∑
|k|=0
∫
Ω
ψ¯W 1+αJ −1/α
∣∣∣D∇kF ∣∣∣2 dx. (65)
Remark 3.3. By the assumption (29),W is bounded uniformly from below and above by some constant depending
on r1 in all of the above integrals that are weighted by ψ¯. In particular, it is strictly speaking superfluous to keep the
corresponding powers of W in such integrals, but it provides a notational unity in the derivation of various energy
identities and does not create any issues.
Remark 3.4. It is important to note that while X b is a Banach space with ‖·‖X b as its norm, the same is not true for
Yb(D) for any of the possible choices of D given in Definition 3.2. Nevertheless, the non-negative quantity ‖·‖Yb(D)
is crucial as it forms part of our higher order energy function.
We now define our higher order energy function and Curlζ energy functions. Recall δ from Definition 2.1.
Definition 3.5. Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6, for some N ≥ 2⌈α⌉ + 12.
We define, for all τ ∈ [0, T ], the total energy
SN (τ) = SN (ν, θ, τ)
:= sup
0≤τ ′≤τ
(
1
δ
eσ1τ
′ ∥∥ν(τ ′)∥∥2
XN
+
∥∥θ(τ ′)∥∥2
XN
+ e−σ2τ
′ ∥∥θ(τ ′)∥∥2
YN (∇ζ)
+
1
α
e−σ2τ
′ ∥∥θ(τ ′)∥∥2
YN (divζ)
)
,
(66)
9
and the curl energy
CN (τ) = CN (ν, θ, τ)
:= sup
0≤τ ′≤τ
e−σ2τ
′
(∥∥ν(τ ′)∥∥2
YN (Curlζ)
+
∥∥θ(τ ′)∥∥2
YN (Curlζ)
)
. (67)
The local well-posedness theory for (18a)–(18c) is given in [11]. From this proof we can adapt an argument to
show local well-posedness for (36).
Theorem 3.6 (Local Well-Posedness of the Rescaled Free Boundary Euler System). Let N be an integer such that
N ≥ 2⌈α⌉+ 12, with α defined in (8). Additionally, assume that ∇W ∈ XN . Let u0 be such that
SN (0) + CN (0) = SN (u0 − x, 0, 0) + CN (u0 − x, 0, 0) <∞.
Then, there exists a T > 0 such that there exists a unique solution (ν, θ) to (36) on the interval [0, T ] such that
SN (τ) + CN (τ) ≤ 2(SN (0) + CN (0) +
√
δ), ∀τ ∈ [0, T ],
(ν(0), θ(0)) = (u0 − x, 0).
Moreover, the function τ 7→ SN (τ) is continuous.
4 Main Theorem and A Priori Assumptions
Now we state the main theorem. Recall the definition of α in (8), as well asW and δ in Definition 2.1.
Theorem 4.1 (Global Existence of Expanding Solutions with Small Initial Data). Let γ ∈ (1,∞), or equivalently,
α ∈ (0,∞). LetN be an integer such that N ≥ 2⌈α⌉+12. Assume∇W ∈ XN . Then there exists sufficiently small
δ, ε0 > 0 such that for all 0 ≤ ε ≤ ε0, and u0 with
SN (0) + CN(0) = SN (u0 − x, 0, 0) + CN (u0 − x, 0, 0) ≤ ε,
there exists a global-in-time solution to (36), with (u0 − x, 0) as the initial conditions, and
SN (τ) ≤ C
(
ε+
√
δ
)
, ∀τ ∈ [0,∞), (68)
some constant C . Finally, there exists a τ independent function θ∞ : B1 → R3 such that
‖θ(τ)− θ∞‖XN → 0 τ →∞. (69)
Remark 4.2 (Initial density profiles). The above theorem in particular implies that there exists a global solution
to (18a)–(18b) with initial densities of the form ρ0 = w
α
δ = δ
αWα and the initial domain Ω = B1(0). There-
fore, apart for the smallness parameter δ and the physical vacuum condition (30), the density profile is essentially
arbitrary! This highlights the difference to the results relying on finite-dimensional reductions of the flow [19, 14, 2].
Remark 4.3 (Initial velocity profiles). Unlike the densities, there is more rigidity for the initial Eulerian velocity
profile, as it takes the form of a nearly linear field
u0(x) = x+ ∂τθ(0, x) = x+O(
√
εδ).
Thus, to leading order u0(x) ∼ x and this assumption encodes the expansive nature of our flow.
Remark 4.4. Unwinding the change of variables (19)–(20), Theorem 4.1 gives us the formulas
η(t, x) = (1 + t)
(
x+O(
√
ε+ δ
1
4 )
)
,
v(t, x) = ∂tη(t, x) = x+O(
√
εδ + δ
3
4 )
where we recall Definition 2.4.
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Remark 4.5. Observe that the expansion as a mechanism for global existence is a stable phenomenon, since our
initial data form an open set in a suitable topology.
We note that our perturbed equations (36) do not admit θ ≡ 0 as a solution, whereas in [5] θ ≡ 0 of the perturbed
equations is the solution and it represents the Sideris’ affine motions with a correct choice of the density. Hence it is
a priori not clear why one would expect global solutions near θ = 0. A key to success of achieving the global-in-time
solutions without being close to the affine motions is the scaling structure of the Euler equations that grants a small
parameter δ. With sufficiently small 0 < δ ≪ 1 as well as the stabilising effect of the coefficient eσ1τ , one would
expect that θτ in (36) decays and θ stays small for large time if initial data are sufficiently small.
In order to capitalise on this viewpoint and prove Theorem 4.1, we adapt the weighted energy methods developed
in [4, 5, 6, 11]. We use suitable spatial vector fields to deal with the vacuum degeneracy and obtain the leading order
energy by high order energy estimates and curl estimates. We keep track of the δ dependence and critically use the
smallness of δ to continue the solution for all forward in time.
Our method gives a unified treatment for all γ > 1. In order to treat all γ > 1, we design γ-dependent time
weights in the energy norms, which still exhibit the stabilising effect and allow some growth for spatial norms in
the energy at the top order for γ > 53 . In this regime (γ >
5
3 ) we control the lower order spatial norms, inspired by
[16], by making use of the fundamental theorem of calculus in time variable to obtain their boundedness (without
any growth in time) by the given total energy.
Remark 4.6. It is not hard to see that the analogue of Theorem 4.1 holds for the Euler-Poisson system in both the
gravitational and the plasma case. However, in that case, due to the nature of the nonlocal forcing term, the same
restriction on the values of γ as in [6] applies, i.e. we allow γ = 1 + 1n , n ∈ N, n ≥ 2 or γ ∈ (1, 1413 ).
Here we also state a priori assumptions that will be used to prove the energy estimates. In turn we use the
energy estimates to improve upon these assumptions, thereby closing the proof via a continuation argument. The
assumptions are, for a solution (ν, θ) on [0, T ]:
SN (τ) ≤ 1
3
‖A − I‖L∞(Ω) ≤
1
3
‖J − 1‖L∞(Ω) ≤
1
3
. (70)
For sufficiently small enough initial data, the assumptions (70) are initially true. Then the local well-posedness
theory for this system ensures these bounds will hold for at least some, possibly short period of time. These condi-
tions also ensure the invertibility of ∇ζ on the time interval of existence for the solution.
5 Lower Order Estimates
In this section we record several estimates of the lower order terms. We start with a lemma that explains how ‖θ‖XN
is bounded in terms of the energy function defined in Definition 3.5.
Lemma 5.1. Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6, for some N ≥ 2⌈α⌉ + 12.
Suppose the a priori assumptions (70) hold. Then for all τ ∈ [0, T ], we have
‖θ‖2XN . δSN (τ).
Remark 5.2. The δ in front of the energy function provides an extra source of smallness that we will use repeatedly
in our estimates.
Proof. The quantity ‖θ‖XN is defined in (64). Letm ∈ Z≥0, and let n ∈ Z3≥0 be such that m+ |n| ≤ N . First we
observe √
ψW
α+m
2 Λm✓∂
nθi =
∫ τ
0
√
ψW
α+m
2 Λm✓∂
nνidτ ′. (71)
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Here we make use of θ(0, x) = 0 for all x ∈ Ω. Taking the square of the norm on both sides above gives
ψWα+m |Λm✓∂nθ|2 =
∣∣∣∣
∫ τ
0
√
ψW
α+m
2 Λm✓∂
nν dτ ′
∣∣∣∣2 .
Now, integrating over Ω and using the generalised Minkowski’s integral inequality gives us∫
Ω
ψWα+m |Λm✓∂nθ|2 dx .
(∫ τ
0
(∫
Ω
ψWα+m |Λm✓∂nν|2 dx
)1/2
dτ ′
)2
.
(∫ τ
0
√
δe−σ1τ
′/2SN (τ
′)1/2dτ ′
)2
. δSN (τ),
where we have used σ1 > 0.
We also have a result that bounds ‖θ‖YM(∇ζ) in terms of ‖θ‖XN , both defined in (65), for indices M < N .
Lemma 5.3. Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6, for some N ≥ 2⌈α⌉ + 12.
Suppose the a priori assumptions (70) hold. Finally, letM ∈ Z≥0 be such thatM < N . Then for all τ ∈ [0, T ], we
have
‖θ‖YM(∇ζ) . ‖θ‖XN .
Proof. Recall that
‖θ‖2YM (∇ζ) =
M∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |∇ζ Λm✓∂nθ|2 dx+
M∑
|k|=0
∫
Ω
ψ¯W 1+α+mJ −1/α
∣∣∣∇ζ ∇kθ∣∣∣2 dx.
By the definition of ∇ζ in (46), we have the bound
M∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |∇ζ Λm✓∂nθ|2 dx+
M∑
|k|=0
∫
Ω
ψ¯W 1+α+mJ −1/α
∣∣∣∇ζ ∇kθ∣∣∣2 dx
.
M∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |A |2 |∇Λm✓∂nθ|2 dx+
M∑
|k|=0
∫
Ω
ψ¯W 1+α+mJ −1/α |A |2
∣∣∣∇∇kθ∣∣∣2 dx.
For the second term on the second line above,
M∑
|k|=0
∫
Ω
ψ¯W 1+α+mJ −1/α |A |2
∣∣∣∇∇kθ∣∣∣2 dx . M+1∑
|k|=0
∫
Ω
ψ¯Wα+m
∣∣∣∇kθ∣∣∣2 dx. (72)
We bound the A and J −1/α terms, as well as W , in L∞ using the a priori assumptions in (70), and the fact that
W ∼ 1 on supp ψ¯. Using (61), we can write rectangular derivatives as a linear combination of radial and angular
derivatives with coefficients smooth away from the origin. So, for the integrals on suppψ, we have
M∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |A |2 |∇Λm✓∂nθ|2 dx
.
M∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |A |2 |ΛΛm✓∂nθ|2 dx+
M∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |A |2 |✓∂Λm✓∂nθ|2 dx
.
M+1∑
m+|n|=0
∫
Ω
ψWα+m |Λm✓∂nθ|2 dx. (73)
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We once again use (70) to bound A and J −1/α in L∞. We also use that on suppψ, W (x) ∼ d(x, ∂Ω) to bound
W in L∞. Combining (72) and (73), we have
‖θ‖2YM (∇ζ) . ‖θ‖
2
XM+1 . ‖θ‖2XN ,
asM + 1 ≤ N . This gives the result.
Finally, we prove a lemma that shows how to estimate terms of the form Λa✓∂ b
(
WJ−1/αA
)
.
Lemma 5.4. Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6, for some N ≥ 2⌈α⌉ + 12.
Assume ∇W ∈ XN . Suppose the a priori assumptions (70) hold. Finally, let (m,n, k) ∈ Z≥0 × Z3≥0 × Z3≥0 be
such that 1 ≤ max (m+ |n|, |k|) ≤ N . Then for all τ ∈ [0, T ], we have∫
Ω
ψWα+m
∣∣∣Λm✓∂n (WJ−1/αA )∣∣∣2 dx+ ∫
Ω
ψ¯Wα
∣∣∣∇k (WJ−1/αA )∣∣∣2 dx . 1 + δSN (τ) + eσ2τSN (τ),
(74)
∫
Ω
ψW 1+α+m
∣∣∣Λm✓∂n (J −1/αA )∣∣∣2 dx+ ∫
Ω
ψ¯W 1+α
∣∣∣∇k (J −1/αA )∣∣∣2 dx . δSN (τ) + eσ2τSN (τ). (75)
Proof. Consider Λm✓∂n
(
WJ −1/αA ki
)
, some i and k in {1, 2, 3}. Using (22) and (23) to differentiate A ki and
J −1/α repeatedly, this term can be written as
−WJ −1/αA kr A si Λm✓∂n (∂sθr)−
1
α
WJ −1/αA ki A
s
r Λ
m
✓∂
n (∂sθ
r) + J −1/αA ki Λ
m
✓∂
nW
+
m+|n|∑
p=1
∑
a1+···+ap+c=m
b1+···+bp+d=n
1≤c+|d|<m+|n|
L (a1, b1 . . . , ap, bp, c, d)J
−1/α A . . .A︸ ︷︷ ︸
p+1
Λc✓∂
dWΛa1✓∂
b1 (∇θ) . . .Λap✓∂ bp (∇θ) . (76)
The terms
A . . .A Λc✓∂
dWΛa1✓∂
b1 (∇θ) . . .Λap✓∂bp (∇θ)
are written schematically in the sense of (39) and (40). As we are looking to bound this sum using the higher
order energy function, the specific structure of the indices for each factor above is not important, only the derivative
distribution across the product. The terms L (a1, b1 . . . , ap, bp, c, d) are the constant coefficients of expansion,
counting the multiplicity of each term that appears in the sum. Note that ifm+ |n| = 1 then all of these coefficients
are 0.
To estimate the first term in (76), we use Lemma A.1 to write
−WJ−1/αA kr A si Λm✓∂n (∂sθr) = −WJ −1/αA kr [∇ζ Λm✓∂nθ]ri −
m+|n|∑
j=1
∑
e+|f |=j
e≤m+1
WKs,j,e,fJ −1/αA kr A si Λe✓∂fθr,
where Ks,j,e,f are some functions, smooth on suppψ. Thus we have the estimate∫
Ω
ψWα+m
∣∣∣WJ −1/αA kr A si Λm✓∂n (∂sθr)∣∣∣2 dx . ∫
Ω
ψW 1+α+mJ −1/α |∇ζ Λm✓∂nθ|2 dx
+
m+|n|∑
j=1
∑
e+|f |=j
e≤m+1
∫
Ω
ψW 1+α+m
∣∣∣Λe✓∂fθ∣∣∣2 dx, (77)
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where we have used (70) to bound J −1/α and A terms in L∞. We have also bounded Ks,j,e,f in L∞. Then we
have∫
Ω
ψWα+m
∣∣∣WJ −1/αA kr A si Λm✓∂n (∂sθr)∣∣∣2 dx . ‖θ‖2YN (∇ζ) + ‖θ‖2XN . eσ2τSN (τ) + δSN (τ). (78)
Analogously for the second term in (76),∫
Ω
ψWα+m
∣∣∣WJ−1/αA ki A sr Λm✓∂n (∂sθr)∣∣∣2 dx . ‖θ‖2YN (divζ) + ‖θ‖2XN . eσ2τSN (τ) + δSN (τ). (79)
For the third term in (76), ifm > 0, we write Λm✓∂nW = Λm−1✓∂n (x · ∇W ), as Λ = x · ∇. This implies
Λm✓∂
nW =
m+|n|−1∑
e+|f |=0
e≤m−1
Qe,f · Λe✓∂f (∇W ) . (80)
The coefficients Qe,f come from differentiating x, and are smooth on suppψ. Therefore, we have the bound∫
Ω
ψWα+m
∣∣∣J −1/αA ki Λm✓∂nW ∣∣∣2 dx . ‖∇W‖2XN . 1. (81)
We have bounded J −1/α and A ki in L
∞ using (70), and the last inequality is due to the assumption that ∇W ∈
XN . Ifm = 0, then we can use ✓∂ ij = xi∂j − xj∂i to instead obtain
✓∂
nW =
|n|−1∑
|f |=0
Qf · ✓∂f (∇W ) , (82)
and get the same bound as (81). Finally we have the sum of lower order terms on the second line of (76). For each
term in the sum, we have the bound∫
Ω
ψWα+m
∣∣L (a1, b1, . . . , ap, bp, c, d)∣∣2 J −2/α |A |2(p+1) ∣∣∣Λc✓∂dW ∣∣∣2 ∣∣∣Λa1✓∂ b1 (∇θ)∣∣∣2 . . . ∣∣∣Λap✓∂bp (∇θ)∣∣∣2 dx
.
∫
Ω
ψWα+mJ −2/α
∣∣∣Λc✓∂dW ∣∣∣2 ∣∣∣Λa1✓∂ b1 (∇θ)∣∣∣2 . . . ∣∣∣Λap✓∂bp (∇θ)∣∣∣2 dx, (83)
with the bound coming from the fact that L are constant coefficients and A is bounded in L∞. The estimate for the
right hand side of (83) is comprised of two cases.
Case I: c > 0. Since c > 0, we write
Λc✓∂
dW =
∑
l+|q|=c+|d|−1
l≤c−1
Ql,q · Λl✓∂ q (∇W ) (84)
similarly to (80). Once again, we can use Lemma A.1 and (61) to write
Λai✓∂
bi (∇θ) =
ai+|bi|∑
ji=1
∑
ei+|fi|=ji
ei≤ai
Kji,ei,f i
[
∇Λei✓∂f iθ
]
, (85)
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with K smooth on suppψ. Thus we have the bound∫
Ω
ψWα+mJ −2/α
∣∣∣Λc✓∂dW ∣∣∣2 ∣∣∣Λa1✓∂ b1 (∇θ)∣∣∣2 . . . ∣∣∣Λap✓∂ bp (∇θ)∣∣∣2 dx
.
p∑
i=1
ai+|bi|∑
ji=1
∑
ei+|f i|=ji
ei≤ai
∑
l+|q|=c+|d|−1
l≤c−1∫
Ω
ψWα+m
∣∣∣Kj1,e1,f
1
∣∣∣2 . . . ∣∣∣Kjp,ep,f
p
∣∣∣2 ∣∣∣Ql,q∣∣∣2 ∣∣∣Λl✓∂ q (∇W )∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 dx. (86)
Choose a term from the right hand side above and, reordering if necessary, assume e1 + |f1| ≤ · · · ≤ ep + |fp|.
Suppose for now that p ≥ 2. Then we write
Wα+m
∣∣∣Λl✓∂ q (∇W )∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 = W e1 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . .W g+α+l+ep ∣∣∣Λl✓∂ q (∇W )∣∣∣2 ∣∣∣∇Λep✓∂fpθ∣∣∣2 ,
(87)
where g = m − l −∑i ei. Note that g ≥ 1 because l + e1 + · · · + ep ≤ c − 1 + a1 + · · · + ap = m − 1. If
l+ |q| ≥ ep + |fp|, then we must have ep + |fp| ≤ (m+ |n|)/2, and ei + |f i| < (m+ |n|)/2 for i = 1, . . . , p− 1.
Hence we have ⌈α⌉+ 6 + ep + |fp| ≤ N , and ⌈α⌉+ 6 + ep + |fp| < N for i = 1, . . . , p− 1.
So for i = 1, . . . , p, we boundW ei
∣∣∣∇Λei✓∂f i∣∣∣2 in L∞, then use (234) in Lemma C.5, as well as Lemma 5.3 for
i = 1, . . . , p− 1. This gives us∫
Ω
ψWα+m
∣∣∣Kj1,e1,f
1
∣∣∣2 . . . ∣∣∣Kjp,ep,f
p
∣∣∣2 ∣∣∣Ql,q∣∣∣2 ∣∣∣Λl✓∂q (∇W )∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 dx
. ‖θ‖2(p−1)
XN
‖θ‖2YN (∇ζ)
∫
Ω
ψW g+α+l
∣∣∣Λl✓∂ q (∇W )∣∣∣2 dx . δeσ2τSN (τ). (88)
The first inequality above comes from the L∞ embeddings mentioned above, as well as bounding Kji,ei,fi and Ql,q
in L∞. The second inequality is because W g is bounded in L∞, and ∇W ∈ XN . Finally, we have bounded any
extra powers of δ and SN (τ) by a constant. This is as δ is itself a constant, and SN (τ) can be bounded using the a
priori assumptions (70).
If ep + |fp| ≥ l + |q|, then we instead write
Wα+m
∣∣∣Λl✓∂ q (∇W )∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 = W l ∣∣∣Λl✓∂ q (∇W )∣∣∣2W e1 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . .W g+α+ep ∣∣∣∇Λep✓∂fpθ∣∣∣2 .
(89)
If p = 2, and e1 + |f1| = e2 + |f2|, then we have∫
Ω
ψ
∣∣∣Kj1,e1,f
1
∣∣∣2 ∣∣∣Kj2,e2,f
2
∣∣∣2 ∣∣∣Ql,q∣∣∣2W l ∣∣∣Λl✓∂ q (∇W )∣∣∣2W e1 ∣∣∣∇Λe1✓∂f1θ∣∣∣2W g+α+e2 ∣∣∣∇Λe2✓∂f2θ∣∣∣2 dx
. ‖∇W‖2XN ‖θ‖2YN (∇ζ)
∫
Ω
ψW 1+α+e2
∣∣∣∇Λe2✓∂f2θ∣∣∣2 dx . ‖∇W‖2XN ‖θ‖2YN (∇ζ) ‖θ‖2Y⌈α⌉+6+e2+|f2|(∇ζ) . (90)
The first inequality is once again due to L∞ bounds followed by Lemma C.5, and the second inequality follows by
the definition of Yb(∇ζ) given in (65). Now, since ⌈α⌉+ 6 + e2 + |f2| < N , we can apply Lemma 5.3 to obtain∫
Ω
ψ
∣∣∣Kj1,e1,f
1
∣∣∣2 ∣∣∣Kj2,e2,f
2
∣∣∣2 ∣∣∣Ql,q∣∣∣2W l ∣∣∣Λl✓∂ q (∇W )∣∣∣2W e1 ∣∣∣∇Λe1✓∂f1θ∣∣∣2W r+α+e2 ∣∣∣∇Λep✓∂fpθ∣∣∣2 dx
. ‖∇W‖2XN ‖θ‖2YN (∇ζ) ‖θ‖
2
XN . δe
σ2τSN (τ). (91)
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Otherwise, ei + |f i| < N/2 for i = 1, . . . , p − 1, so we bound analogously to (88):∫
Ω
ψWα+m
∣∣∣Kj1,e1,f
1
∣∣∣2 . . . ∣∣∣Kjp,ep,f
p
∣∣∣2 ∣∣∣Ql,q∣∣∣2 ∣∣∣Λl✓∂q (∇W )∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 dx
. ‖∇W‖2XN ‖θ‖2(p−1)XN
∫
Ω
ψW 1+α+ep
∣∣∣∇Λep✓∂fpθ∣∣∣2 dx . δeσ2τSN (τ). (92)
Combining bounds (83), (86), (88), (90), (91), and (92), we have∫
Ω
ψWα+m
∣∣L (a1, b1, . . . , ap, bp, c, d)∣∣2 J −2/α |A |2(p+1) ∣∣∣Λc✓∂dW ∣∣∣2 ∣∣∣Λa1✓∂ b1 (∇θ)∣∣∣2 . . . ∣∣∣Λap✓∂ bp (∇θ)∣∣∣2 dx . δeσ2τSN (τ)
(93)
when c > 0 and p ≥ 2.
If p = 1 then we look to bound∫
Ω
ψWα+m
∣∣∣Λl✓∂q (∇W )∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 dx. (94)
If l+ |q| ≥ e1 + |f1|, we boundW e1
∣∣∣∇Λe1✓∂f1θ∣∣∣2 in L∞, then use (234) in Lemma C.5. If l+ |q| ≤ e1 + |f1|, we
instead boundW l
∣∣Λl✓∂ q (∇W )∣∣2 in L∞, and use (233) in Lemma C.5. In both cases we have the bound∫
Ω
ψWα+m
∣∣∣Λl✓∂ q (∇W )∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 dx . eσ2τSN (τ). (95)
Case II: c = 0. We have the bound∫
Ω
ψWα+mJ −2/α
∣∣∣Λc✓∂dW ∣∣∣2 ∣∣∣Λa1✓∂ b1 (∇θ)∣∣∣2 . . . ∣∣∣Λap✓∂ bp (∇θ)∣∣∣2 dx
.
p∑
i=1
ai+|bi|∑
ji=1
∑
ei+|fi|=ji
ei≤ai
∫
Ω
ψWα+m
∣∣∣Kj1,e1,f
1
∣∣∣2 . . . ∣∣∣Kjp,ep,f
p
∣∣∣2 ∣∣∣✓∂dW ∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 dx. (96)
Once again we choose a term from the right hand side and assume e1 + |f1| ≤ · · · ≤ ep + |fp|, with p ≥ 2.
Case IIa: |d| ≤ ep + |fp|. If |d| ≤ ep + |fp|, then we have ✓∂dW = dΩ✓∂d(W/dΩ), where we recall from (42) that
dΩ(x) = d(x, ∂Ω) = 1− r(x) is a function depending on the radial direction only.
From Definition 2.1, we know thatW/dΩ is smooth on suppψ, so∥∥∥∥✓∂d
(
W
dΩ
)∥∥∥∥
L∞(suppψ)
. 1. (97)
Therefore we have the bound∫
Ω
ψWα+m
∣∣∣Kj1,e1,f
1
∣∣∣2 . . . ∣∣∣Kjp,ep,f
p
∣∣∣2 ∣∣∣✓∂dW ∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 dx
.
∫
Ω
ψW 2+α+m
∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 dx. (98)
Here we have used L∞ on the Kji,ei,f i , as well as L
∞ and (97) on ✓∂d(W/dΩ). Moreover, from Definition 2.1, we
know |d(x, ∂Ω)|2Wα+m ∼W 2+α+m.
The integral on the right hand side of (98) can be estimated as in the c > 0 case. This gives us∫
Ω
ψW 2+α+m
∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 dx . δeσ2τSN (τ). (99)
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Case IIb: |d| ≥ ep + |fp|. If |d| ≥ ep + |fp|, then write
✓∂
dW =
|d|−1∑
|l|=0
Ql · ✓∂ l (∇W )
as in (82), with Ql smooth on suppψ, and we have the bound∫
Ω
ψWα+m
∣∣∣Kj1,e1,f
1
∣∣∣2 . . . ∣∣∣Kjp,ep,f
p
∣∣∣2 ∣∣∣✓∂dW ∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . . ∣∣∣∇Λep✓∂fpθ∣∣∣2 dx
.
|d|−1∑
|l|=0
∫
Ω
ψW e1
∣∣∣∇Λe1✓∂f1θ∣∣∣2 . . .W ep ∣∣∣∇Λep✓∂fpθ∣∣∣2Wα ∣∣∣✓∂ l (∇W )∣∣∣2 dx . δeσ2τSN (τ). (100)
As ei+ |f i| ≤ (m+ |n|)/2, i = 1, . . . , p, we can use L∞ bounds, then Lemmas C.5 and 5.3 on theW ei
∣∣∣Λei✓∂f iθ∣∣∣2
terms. This, along with the fact that ∇W ∈ XN , gives the second inequality in (100).
For the case p = 1, the bound follows similarly to (95), and we have∫
Ω
ψWα+m
∣∣∣✓∂dW ∣∣∣2 ∣∣∣∇Λe1✓∂f1θ∣∣∣2 dx . eσ2τSN (τ). (101)
Combining bounds (78), (79), (81), (93), (95), (99), (100), and (101), along with analogous estimates on supp ψ¯,
gives (74). The inequality in (75) follows similarly.
6 Curl Estimates
As we will see in Section 7 when we derive the natural energy function, the top order Curlζ terms appear with a bad
sign. Closing these estimates therefore requires separate bounds on the Curlζ terms. This comes from (25) which
has a specific structure we can exploit, encapsulated in the following lemma.
Lemma 6.1. Let (ν, θ) be the solution to (36) on [0, T ], for some N ≥ 2⌈α⌉ + 12. Then for all τ ∈ [0, T ], we have
Curlζ ν = e
−τ Curlζ ν(0) + e
−τ
∫ τ
0
eτ
′
[∂τ ,Curlζ ] ν(τ
′)dτ ′.
Proof. To prove this, first write (25) as
(θττ + θτ ) + (1 + α)∇ζ
(
e−βτwJ −1/α
)
= 0. (102)
The equivalence of (25) and (102) comes from the fact that ζτ = θτ , an application of the Piola identity, (24), and
finally dividing by eβτ .
As Curlζ annihilates ∇ζ , we apply Curlζ to (102) to obtain
Curlζ ∂τν +Curlζ ν = 0.
Rewrite this as
∂τ (Curlζ ν) + Curlζ ν − [∂τ ,Curlζ ] ν = 0,
where
([∂,Curlζ ]F )
i
j = ∂
(
A sj
)
∂sF
i − ∂ (A si ) ∂sF j (103)
for ∂ ∈ {∂1, ∂2, ∂3, ∂τ}.
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Multiplying by eτ , we have
∂τ (e
τ Curlζ ν) = e
τ [∂τ ,Curlζ ] ν.
Integrating in τ , we arrive at
Curlζ ν = e
−τ Curlζ ν(0) + e
−τ
∫ τ
0
eτ
′
[∂τ ,Curlζ ] ν(τ
′)dτ ′. (104)
Remark 6.2. We recall here that as ζ = x at τ = 0, we have Curlζ ν(0) = Curl ν(0).
Before we move on to estimates, we first define some functions that will play a role in providing sufficient
bounds for Curlζ ν. Recall the definitions of σ1 and σ2 given in (34) and (35).
Definition 6.3. For i = 1, . . . , 6, define Gi : (0,∞) × (0,∞)→ R by
G1(β, τ) =


τe−2τ if 2σ1(β) > 2 + σ2(β)
τ2e−2τ if 2σ1(β) = 2 + σ2(β)
τe(σ2−2σ1)τ if 2σ1(β) < 2 + σ2(β)
, (105)
G2(β, τ) =
{
τ2e−2τ if σ1(β) = 2 + σ2(β)
τe(σ2−σ1)τ if σ1(β) < 2 + σ2(β)
, (106)
G3(β, τ) =


τe−2τ if 2β > 2 + σ2(β)
τ2e−2τ if 2β = 2 + σ2(β)
τe(σ2−2β)τ if 2β < 2 + σ2(β)
, (107)
G4(β, τ) =


τe−2τ if σ1(β) > 1
τ2e−2τ if σ1(β) = 1
τe−2σ1τ if σ1(β) < 1
, (108)
G5(β, τ) =
{
τ2e−2τ if σ1(β) = 2
τe−σ1τ if σ1(β) < 2
, (109)
G6(β, τ) =


τe−2τ if β > 1
τ2e−2τ if β = 1
τe−2βτ if β < 1
. (110)
The first proposition will lead to estimates on Curlζ ν.
Proposition 6.4. Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6, for some N ≥ 2⌈α⌉ + 12.
Suppose the a priori assumptions (70) hold. Then for all τ ∈ [0, T ], we have
N∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |[Curlζ ,Λm✓∂n] ν|2 dx+
N∑
|k|=0
∫
Ω
ψ¯W 1+αJ −1/α
∣∣∣[Curlζ ,∇k] ν∣∣∣2 dx
. δe−σ1τSN (τ) + δe
(σ2−σ1)τSN (τ)
2, (111)
N∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/αe−2τ |Λm✓∂nCurlζ ν(0)|2 dx+
N∑
|k|=0
∫
Ω
ψ¯W 1+αJ −1/αe−2τ
∣∣∣∇k Curlζ ν(0)∣∣∣2 dx
. e−2τ (CN (0) + δSN (0)) , (112)
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N∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′
Λm✓∂
n [∂τ ,Curlζ ] ν(τ
′)dτ ′
∣∣∣∣2 dx
+
N∑
|k|=0
∫
Ω
ψ¯W 1+αJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′∇k [∂τ ,Curlζ ] ν(τ ′)dτ ′
∣∣∣∣2 dx
. (δe(σ2−σ1)τ + δe−σ1τ )SN (τ)
2 +
6∑
i=1
δGi(β, τ)SN (τ)
2, (113)
with Gi(β, τ), i = 1, . . . , 6, defined in (105)− (110).
Proof. We prove the three statements in the proposition separately.
Proof of (111): If m+ |n| or |k| are 0, then the commutators in the integrands on the left hand side of (111) are 0.
Therefore we can assume in this proof that both of these quantities are ≥ 1. Componentwise, we write
([Curlζ ,Λ
m
✓∂
n] ν)
i
j = Λ
m
✓∂
n
(
A sj ∂sν
i −A si ∂sνj
)− (A sj ∂sΛm✓∂nνi −A si ∂sΛm✓∂nνj)
=
[
Λm✓∂
n
(
A sj ∂sν
i
)−A sj ∂sΛm✓∂nνi]︸ ︷︷ ︸
A
− [Λm✓∂n (A si ∂sνj)−A si ∂sΛm✓∂nνj]︸ ︷︷ ︸
B
,
recalling the definition of [∇ζ ,Λm✓∂n] given in (59).
It is sufficient to concentrate on bounding A. The strategy for bounding B is identical, due to the fact that the
distribution of derivatives is exactly the same. First we write
Λm✓∂
n
(
A sj ∂sν
i
)−A sj ∂sΛm✓∂nνi = ∑
a+c=m
b+d=n
L (a, b, c, d)Λa✓∂
b
(
A sj
)
Λc✓∂
d
(
∂sν
i
)−A sj ∂sΛm✓∂nνi
=
∑
a+c=m
b+d=n
1≤a+|b|<m+|n|
L (a, b, c, d)Λa✓∂
b
(
A sj
)
Λc✓∂
d
(
∂sν
i
)
+ Λm✓∂
n
(
A sj
)
∂sν
i + A sj [Λ
m
✓∂
n, ∂s] ν
i, (114)
where L are the coefficients of expansion. For Λm✓∂n
(
A sj
)
∂sν
i, we have the bound
∫
Ω
ψW 1+α+mJ −1/α
∣∣Λm✓∂nA sj ∣∣2 ∣∣∂sνi∣∣2 dx . ∫
Ω
ψW 1+α+mJ −1/α |Λm✓∂nA |2 |∇ν|2 dx.
For the ∇ν term, we first use (61) to convert ∇ in to a sum of radial and angular derivatives, after which Lemma
C.4 gives
‖∇ν‖2L∞(suppψ) . ‖ν‖2XN . δe−σ1τSN (τ). (115)
Then we have∫
Ω
ψW 1+α+mJ −1/α |Λm✓∂nA |2 |∇ν|2 dx . δe−σ1τSN (τ)
∫
Ω
ψW 1+α+mJ −1/α |Λm✓∂nA |2 dx︸ ︷︷ ︸
I
. δe(σ2−σ1)τSN (τ)
2,
(116)
where we employ an analogous argument to the one used in Lemma 5.4 to bound I and go from the second inequality
to the third.
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The strategy for bounding the sum of lower order terms in (114) is also adapted from Lemma 5.4.
∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣∣∣∣∣∣∣
∑
a+c=m
b+d=n
1≤a+|b|<m+|n|
L (a, b, c, d)Λa✓∂
b
(
A sj
)
Λc✓∂
d
(
∂sν
i
)
∣∣∣∣∣∣∣∣∣∣
2
dx . δe(σ2−σ1)τSN (τ)
2 + δe−σ1τSN (τ)
2.
(117)
The extra decay comes from the fact that we are bounding ∇ν terms as well as∇θ terms.
The remaining term from (114) is A sj [Λ
m✓∂n, ∂s] ν
i. We apply Lemma A.1 to expand the commutator, and
obtain
3∑
s=1
∫
Ω
ψW 1+α+mJ −1/α |A | |[Λm✓∂n, ∂s] ν|2 dx . δe−σ1τSN (τ). (118)
Combining (116), (117), and (118), along with analogous estimates on supp ψ¯, gives (111).
Proof of (112). Similarly to the proof of (111), we make use of the fact that
Λm✓∂
nCurlζ ν(0) = Curlζ Λ
m
✓∂
nν(0) + [Λm✓∂
n,Curlζ ] ν(0).
The lower order commutator term is controlled by the estimates above for (111). The top order Curlζ Λ
m✓∂nθ term
requires CN to control it. Therefore, we have that∫
Ω
ψW 1+α+mJ −1/αe−2τ |Λm✓∂nCurlζ ν(0)|2 dx . e−2τ (CN(0) + δSN (0)) . (119)
Once again, estimates on supp ψ¯ are analogous, so we have (112).
Proof of (113). Finally we look at∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′
Λm✓∂
n [∂τ ,Curlζ ] ν(τ
′)dτ ′
∣∣∣∣2 dx.
Recall that
(Λm✓∂
n [∂τ ,Curlζ ] ν)
i
j = Λ
m
✓∂
n
(
∂τ
(
A sj
)
∂sν
i
)− Λm✓∂n (∂τ (A si ) ∂sνj) .
On the right hand side, both terms have the same distribution of derivatives, as in (111), so we focus onΛm✓∂n
((
∂τA
s
j
)
∂sν
i
)
.
First, using (22), we write this term as
Λm✓∂
n
(
∂τ
(
A sj
)
∂sν
i
)
= −Λm✓∂n
(
A kj A
s
l ∂kν
l∂sν
i
)
.
Whenm+ |n| = 0 we have the bound∫
Ω
ψW 1+α+mJ −1/αe−2τ
(∫ τ
0
eτ
′
∣∣∣A kj A sl ∂kνl∂kνs∣∣∣ dτ ′
)2
dx
. τe−2τ
∫
Ω
ψW 1+α+mJ −1/α
(∫ τ
0
e2τ
′ |A |4 |∇ν|4 dτ ′
)
dx
. δ2τe−2τSN (τ)
2
(∫ τ
0
e(2−2σ1)τ
′
dτ ′
)
. δG4(β, τ)SN (τ)
2. (120)
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The first inequality comes from Cauchy-Schwarz inequality on the τ integral. The second comes from bounding A ,
J , and ∇ν in L∞, using the a priori assumptions (70) for the first two, and (115) on the last, as well as noting the
integral of ψW 1+α+m over Ω is finite. The last inequality is by definition of G4.
Thus from now we can assumem+ |n| ≥ 1. We then expand the expression:
Λm✓∂
n
(
A kj A
s
l ∂kν
l∂sν
i
)
= Λm✓∂
n
(
A kj
)
A sl ∂kν
l∂sν
i + A kj Λ
m
✓∂
n (A sl ) ∂kν
l∂sν
i
+ A kj A
s
l Λ
m
✓∂
n
(
∂kν
l
)
∂sν
i + A kj A
s
l ∂kν
lΛm✓∂
n
(
∂sν
i
)
+
∑
a+c+e+g=m
b+d+f+h
1≤g+|h|<m+|n|
L (a, b, c, d, e, f , g, h)Λa✓∂
b
(
A kj
)
Λc✓∂
d (A sl )Λ
e
✓∂
f
(
∂kν
l
)
Λg✓∂
h
(
∂sν
i
)
.
(121)
The first four terms on the right hand side are top order. We look at the first and third of these terms, as the estimation
strategies for the other two are analogous. We are left to consider
Λm✓∂
n
(
A kj
)
A sl ∂kν
l∂sν
i︸ ︷︷ ︸
A
+A kj A
s
l Λ
m
✓∂
n
(
∂kν
l
)
∂sν
i︸ ︷︷ ︸
B
.
The term A gives∫
Ω
ψW 1+α+mJ −1/αe−2τ
(∫ τ
0
eτ
′
∣∣∣Λm✓∂n (A kj )A sl ∂kνl∂sνi∣∣∣ dτ ′
)2
dx
.
∫
Ω
ψW 1+α+mJ −1/αe−2τ
(∫ τ
0
eτ
′ |A | |Λm✓∂nA | |∇ν|2 dτ ′
)2
dx
. τe−2τ
∫
Ω
ψW 1+α+mJ −1/α
(
sup
0≤τ ′≤τ
e−σ2τ
′ |Λm✓∂nA |2
)(∫ τ
0
e(2+σ2)τ
′ |∇ν|4 dτ ′
)
dx
. δ2τe−2τSN (τ)
2
(∫ τ
0
e(2+σ2−2σ1)τ
′
dτ ′
)(
sup
0≤τ ′≤τ
e−σ2τ
′
∫
Ω
ψW 1+α+mJ −1/α |Λm✓∂nA |2 dx
)
︸ ︷︷ ︸
A1
. (122)
To go from the first line to the second, we employ Cauchy-Schwarz on the τ integral, along with a priori assumptions
from (70) for the A terms. From the second to third line we use (115). To go from the third to fourth line, we make
use of the a priori assumptions (70), to estimate J −1/α (which is of order 1) by its supremum over [0, τ ]. Then we
use an argument in the style of Lemma 5.4 to handle A1, and we obtain(
sup
0≤τ ′≤τ
e−σ2τ
′
∫
Ω
ψW 1+α+mJ −1/α |Λm✓∂nA |2 dx
)
.
(
sup
0≤τ ′≤τ
e−σ2τ
′
δeσ2τ
′
SN (τ
′)
)
. SN (τ), (123)
where we have modified the bound from Lemma 5.4, as eσ2τ
′ ≥ 1. Combining (122) and (123) we get∫
Ω
ψW 1+α+mJ −1/αe−2τ
(∫ τ
0
eτ
′
∣∣∣Λm✓∂n (A kj )A sl ∂kνl∂sνi∣∣∣ dτ ′
)2
dx . δG1(β, τ)SN (τ)
2, (124)
with G1 defined in (105), and any extra powers of δ and SN bounded by a constant.
For the third term on the right hand side in (121), B, there are too many derivatives on ∂kνl, so we write
A kj A
s
l Λ
m
✓∂
n
(
∂kν
l
)
∂sν
i = ∂τ
(
A kj A
s
l Λ
m
✓∂
n
(
∂kθ
l
)
∂sν
i
)
− ∂τ
(
A kj A
s
l
)
Λm✓∂
n
(
∂kθ
l
)
∂sν
i −A kj A sl Λm✓∂n
(
∂kθ
l
)
∂sν
i
τ ,
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and commuting ∂k with Λ
m✓∂n, we get
A kj A
s
l Λ
m
✓∂
n
(
∂kν
l
)
∂sν
i = ∂τ
(
A kj A
s
l ∂kΛ
m
✓∂
nθl∂sν
i
)
− ∂τ
(
A kj A
s
l
)
∂kΛ
m
✓∂
nθl∂sν
i
−A kj A sl ∂kΛm✓∂nθl∂sνiτ + ∂τ
(
A kj A
s
l [Λ
m
✓∂
n, ∂k] θ
l∂sν
i
)
− ∂τ
(
A kj A
s
l
)
[Λm✓∂
n, ∂k] θ
l∂sν
i −A kj A sl [Λm✓∂n, ∂k] θl∂sνiτ . (125)
The first term we can write as ∂τ
(
A sl [∇ζ Λm✓∂nθ]lj ∂sνi
)
, and we estimate
∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′
∂τ
(
A sl [∇ζ Λm✓∂nθ]lj ∂sνi
)
dτ ′
∣∣∣∣2
=
∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣[eτ ′A sl [∇ζ Λm✓∂nθ]lj ∂sνi]τ0 −
∫ τ
0
eτ
′
A sl [∇ζ Λm✓∂nθ]lj ∂sνi(τ ′)dτ ′
∣∣∣∣2 dx
.
∫
Ω
ψW 1+α+mJ −1/α
(
|A |2 |∇ζ Λm✓∂nθ|2 |∇ν|2 + e−2τ |∇ζ Λm✓∂nθ(0)|2 |∇ν(0)|2
)
dx
+
∫
Ω
ψW 1+α+mJ −1/αe−2τ
(∫ τ
0
eτ
′ |A | |∇ζ Λm✓∂nθ| |∇ν| dτ ′
)2
dx
. δe(σ2−σ1)τSN (τ)
2 + δG2(β, τ)SN (τ)
2, (126)
where G2 is defined in (106). Note that the τ = 0 term does not contribute to the estimate as θ = 0 initially.
For the second term on the right hand side of (125), we first employ (23) which gives
∂τ
(
A kj A
s
l
)
∂kΛ
m
✓∂
nθl∂sν
i = −A sr A pl [∇ζ Λm✓∂nθ]lj ∂sνi∂pνr −A sl A pj [∇ζ Λm✓∂nθ]
l
r ∂sν
i∂pν
r,
and we can control both of these terms by the following estimate:∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′ |A |2 |∇ζ Λm✓∂nθ| |∇ν|2 dτ ′
∣∣∣∣2 dx . δ2G1(β, τ)SN (τ)3 . δG1(β, τ)SN (τ)2.
(127)
For the third term, ∂sν
i
τ has too many τ derivatives to be in our energy space. We use (31) to relate ντ to lower order
terms. We rearrange equation (31) to obtain
νiτ = −νi − δe−βτ
(
W∂k
(
A ki J
−1/α
)
+ (1 + α)A ki J
−1/α
)
,
and write the third term on the right hand side of (125) as
−A sl [∇ζ Λm✓∂nθ]lj ∂sνiτ = A sl [∇ζ Λm✓∂nθ]
l
j ∂sν
i + δe−βτA sl [∇ζ Λm✓∂nθ]lj ∂s
(
W∂k
(
A ki J
−1/α
))
+ δ(1 + α)e−βτA sl [∇ζ Λm✓∂nθ]lj ∂s
(
A ki J
−1/α
)
.
These can all be estimated using methods shown previously, as the terms that come from rewriting νiτ are of low
order. We have∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′
A sl [∇ζ Λm✓∂nθ]lj ∂sνiτdτ ′
∣∣∣∣2 dx . δG2(β, τ)SN (τ)2 + δG3(β, τ)SN (τ)2,
(128)
where G3 is defined in (107).
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For the last three terms on the right hand side of (125) we first use Lemma A.1 to expand the commutator terms,
which can then all be controlled by ‖θ‖XN . Employing Lemma 5.1, we have the bounds∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′
∂τ
(
A kj A
s
l [Λ
m
✓∂
n, ∂k] θ
l∂sν
i
)
dτ ′
∣∣∣∣2 dx . δe−σ1τSN (τ)2 + δG5(β, τ)SN (τ)2,∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′
∂τ
(
A kj A
s
l
)
[Λm✓∂
n, ∂k] θ
l∂sν
idτ ′
∣∣∣∣2 dx . δG4(β, τ)SN (τ)2,∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′
A kj A
s
l [Λ
m
✓∂
n, ∂k] θ
l∂sν
i
τdτ
′
∣∣∣∣2 dx . δG5(β, τ)SN (τ)2 + δG6(β, τ)SN (τ)2,
(129)
with G5 and G6 defined in (109) and (110).
Finally, we bound the last term on the right hand side of (121), the sum of lower order terms. This term is
bounded analogously to (124), and once again uses an argument adapted from Lemma 5.4. If we denote the sum L,
we have the bound∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′L dτ ′
∣∣∣∣2 dx . δG1(β, τ)SN (τ)2 + δG4(β, τ)SN (τ)2. (130)
Bounds (124), and (126)− (130), along with analogous estimates on supp ψ¯ give (113), which completes the proof
of Proposition 6.4.
Proposition 6.4 is used to prove the main estimate for Curlζ ν.
Theorem 6.5. Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6, for some N ≥ 2⌈α⌉ + 12.
Suppose the a priori assumptions (70) hold. Then for all τ ∈ [0, T ], we have
‖ν‖2YN (Curlζ) .e−2τ (CN (0) + δSN (0)) + δe−σ1τSN (τ) + (δe(σ2−σ1)τ
+ δ2e−σ1τ )SN (τ)
2 +
6∑
i=1
δGi(β, τ)SN (τ)
2, (131)
for Gi defined in 6.3, i = 1, . . . , 6.
Proof. Act on (104) with Λm✓∂n to get
Curlζ Λ
m
✓∂
nν = [Curlζ ,Λ
m
✓∂
n] ν + e−τΛm✓∂
nCurlζ ν(0) + e
−τ
∫ τ
0
eτ
′
Λm✓∂
n [∂τ ,Curlζ ] ν(τ
′)dτ ′.
From here we take the modulus and then square both sides, then use Young’s inequality:
|Curlζ Λm✓∂nν|2 =
∣∣∣∣[Curlζ ,Λm✓∂n] ν + e−τΛm✓∂nCurlζ ν(0) + e−τ
∫ τ
0
eτ
′
Λm✓∂
n [∂τ ,Curlζ ] ν(τ
′)dτ ′
∣∣∣∣2
. |[Curlζ,Λm✓∂n] ν|2 +
∣∣e−τΛm✓∂nCurlζ ν(0)∣∣2 + ∣∣∣∣e−τ
∫ τ
0
eτ
′
Λm✓∂
n [∂τ ,Curlζ ] ν(τ
′)dτ ′
∣∣∣∣2 .
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Multiply by ψW 1+α+mJ −1/α and integrate over Ω. Finally sum over 0 ≤ m+ |n| ≤ N to get
N∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |Curlζ Λm✓∂nν|2 dx
.
N∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/α |[Curlζ ,Λm✓∂n] ν|2 dx
+
N∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/αe−2τ |Λm✓∂nCurlζ ν(0)|2 dx
+
N∑
m+|n|=0
∫
Ω
ψW 1+α+mJ −1/αe−2τ
∣∣∣∣
∫ τ
0
eτ
′
Λm✓∂
n [∂τ ,Curlζ ] ν(τ
′)dτ ′
∣∣∣∣2 dx. (132)
The result is then obtained by using Proposition 6.4, along with analogous estimates for supp ψ¯.
We turn our attention to estimates for Curlζ θ. First we need to define more functions as in Definition 6.3 that
play a role in proving sufficient bounds for Curlζ θ.
Definition 6.6. For i = 1, . . . , 6, define G˜i : (0,∞) × (0,∞)→ R by
G˜i(β, τ) =
∫ τ
0
e
σ1τ
′
2 Gi(β, τ
′)dτ ′, (133)
with G1, . . . , G6 as in Definition 6.3. Furthermore we define H1,H2 : (0,∞)× (0,∞)→ R by
H1(β, τ) =


e(σ2−σ1)τ if σ1(β) < σ2(β)
τ2 if σ1(β) = σ2(β)
1 if σ1(β) > σ2(β)
, (134)
H2(β, τ) =


e(σ2−
σ1
2
)τ if σ1(β) < 2σ2(β)
τ if σ1(β) = 2σ2(β)
1 if σ1(β) > 2σ2(β)
. (135)
The estimates for Curlζ θ come directly from Theorem 6.5 along with an application of the Fundamental Theo-
rem of Calculus.
Theorem 6.7. Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6. LetN be an integer such that
N ≥ 2⌈α⌉+ 12. Suppose the a priori assumptions (70) hold. Then for all τ ∈ [0, T ], we have
‖θ‖2YN (Curlζ) . (CN(0) + δSN (0)) + δSN (τ) + δSN (τ)2 + δ(H1(β, τ) +H2(β, τ))SN (τ)2
+
6∑
i=1
δG˜i(β, τ)SN (τ)
2, (136)
with G˜i, i = 1, . . . , 6, H1, and H2 defined in 6.6.
Proof. Define the tensor K(m,n), which is given in components by
K(m,n)ij = −A sj ∂sνl [∇ζ Λm✓∂nθ]il . (137)
Using the Fundamental Theorem of Calculus we write
Curlζ Λ
m
✓∂
nθ =
∫ τ
0
∂τ (Curlζ Λ
m
✓∂
nθ) dτ ′,
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because θ and all its spatial derivatives are 0 at τ = 0. In component form this gives
[∂τ (Curlζ Λ
m
✓∂
nθ)]
i
j = ∂τ
(
A kj
)
∂k
(
Λm✓∂
nθi
)− ∂τ (A ki ) ∂k (Λm✓∂nθj)
+ A kj ∂k
(
Λm✓∂
nνi
)−A ki ∂k (Λm✓∂nνj) .
This means
∂τ (Curlζ Λ
m
✓∂
nθ) = K(m,n)−K(m,n)⊺ +Curlζ Λm✓∂nν, (138)
because
∂τ
(
A kj
)
∂k
(
Λm✓∂
nθi
)
= −A sj A kl ∂sνl∂k
(
Λm✓∂
nθi
)
= −A sj ∂sνl [∇ζ Λm✓∂nθ]il .
Now we look to bound the integral∫
Ω
ψW 1+α+mJ −1/α |Curlζ Λm✓∂nθ|2 dx =
∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
∂τ (Curlζ Λ
m
✓∂
nθ) dτ ′
∣∣∣∣2 dx.
Using the decomposition (138) we obtain∫
Ω
ψW 1+α+mJ −1/α |Curlζ Λm✓∂nθ|2 dx .
∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
Curlζ Λ
m
✓∂
nν dτ ′
∣∣∣∣2 dx
+
∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
K(m,n) dτ ′
∣∣∣∣2 dx
+
∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
K(m,n)⊺ dτ ′
∣∣∣∣2 dx.
Due to (137), we have the bound∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
K(m,n) dτ ′
∣∣∣∣2 dx .
∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
|A | |∇ν| |∇ζ Λm✓∂nθ| dτ ′
∣∣∣∣2 dx.
The ∇ν term is dealt with as in (115), and we bound A in L∞ due to the a priori assumptions (70). This leaves us
with the bound ∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
K(m,n) dτ ′
∣∣∣∣2 dx . δH1(β, τ)SN (τ)2, (139)
withH1 defined in (134). The bound for K(m,n)
⊺ is completely analogous.
It is left to bound the Curlζ Λ
m✓∂nν term. We have∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
Curlζ Λ
m
✓∂
nν dτ ′
∣∣∣∣2 dx
.
(∫ τ
0
e−
σ1
2
τ ′dτ ′
)(∫ τ
0
e
σ1
2
τ ′
∫
Ω
ψW 1+α+mJ −1/α |Curlζ Λm✓∂nν|2 dxdτ ′
)
.
∫ τ
0
e
σ1
2
τ ′ ‖ν‖2YN (Curlζ) dτ ′.
Here we use Cauchy-Schwarz in τ on Curlζ Λ
m✓∂nν = e−
σ1
4
τ
(
e
σ1
4
τ Curlζ Λ
m✓∂nν
)
. Both ψ and W 1+α+m are τ
independent, and J −1/α ∼ 1 due to the a priori assumptions in (70), so all three terms can be absorbed in to the τ
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integral on the third line above. Then, using (131), we have∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
Curlζ Λ
m
✓∂
nν dτ ′
∣∣∣∣2 dx . (CN (0) + δSN (0))
(∫ τ
0
e−(2−
σ1
2
)τ ′dτ ′
)
+
∫ τ
0
e−
σ1
2
τ ′
(
δSN (τ
′) + δSN (τ
′)2
)
dτ ′ +
∫ τ
0
δe(σ2−
σ1
2
)τ ′SN (τ
′)2dτ ′
+
6∑
i=1
∫ τ
0
e
σ1
2
τ ′Gi(β, τ
′)δSN (τ
′)2dτ ′, (140)
where we have bounded any extra powers of δ and SN (τ) by a constant.
The definition of σ1(β) in (34) means that 4− σ1(β) ≥ 2 for all β ∈ (0,∞). This implies that∫ τ
0
e−(2−
σ1
2
)τ ′dτ ′ . 1. (141)
Next, we use that SN (τ) is increasing to get∫ τ
0
e−
σ1
2
τ ′
(
δSN (τ
′) + δSN (τ
′)2
)
dτ ′ +
∫ τ
0
δe(σ2−
σ1
2
)τ ′SN (τ
′)2dτ ′ +
6∑
i=1
∫ τ
0
e
σ1
2
τ ′Gi(β, τ
′)δSN (τ
′)2dτ ′
. δSN (τ) + δSN (τ)
2 + δH2(β, τ)SN (τ)
2 +
6∑
i=1
δG˜i(β, τ)SN (τ)
2, (142)
withH2 defined in (135), and G˜i, i = 1, . . . , 6, defined in (133).
Combining (140)− (142) gives∫
Ω
ψW 1+α+mJ −1/α
∣∣∣∣
∫ τ
0
Curlζ Λ
m
✓∂
nν dτ ′
∣∣∣∣2 dx . (CN (0) + δSN (0)2)+ δSN (τ) + δSN (τ)2
+ δH2(β, τ)SN (τ)
2 +
6∑
i=1
δG˜i(β, τ)SN (τ)
2.
Combine (139) and (142), and sum over (m,n). These, along with analogous estimates on supp ψ¯, give the result.
We finish this section with a lemma that shows the functions G˜i, i = 1, . . . , 6, H1, and H2 have sufficient
pointwise boundedness, and integrability as functions of τ for our final estimates.
Lemma 6.8. The functions e−σ2τ G˜i(β, τ), i = 1, . . . , 6, e
−σ2τH1(β, τ), and e
−σ2τH2(β, τ), when considered as
functions of τ , are bounded for all β > 0, and integrable for all β > 2.
Proof. From (133) we know that
G˜1(β, τ) =


∫ τ
0 τ
′e(
σ1
2
−2)τ ′dτ ′ if 2σ1(β) > 2 + σ2(β)∫ τ
0 (τ
′)2e(
σ1
2
−2)τ ′dτ ′ if 2σ1(β) = 2 + σ2(β)∫ τ
0 τ
′e
(
σ2−
3σ1
2
)
τ ′
dτ ′ if 2σ1(β) < 2 + σ2(β)
.
For the case where 2σ1(β) ≥ 2 + σ2(β), we once again recall the definition of σ1(β) and note that 4 − σ1(β) ≥ 2
for all β > 0. Hence on this region, e−σ2τ G˜1(β, τ) . e
−σ2τ .
For the case where 2σ1(β) < 2 + σ2(β), we have
e−σ2τ G˜1(β, τ) .


e−σ2τ if 3σ1(β) > 2σ2(β)
τ2e−σ2τ if 3σ1(β) = 2σ2(β)
τe−
3σ1τ
2 if 3σ1(β) < 2σ2(β)
,
which satisfies pointwise boundedness for all β > 0, and integrability for β > 2. The arguments for G˜2, . . . , G˜6,
H1, and H2 are analogous.
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7 Energy Estimates
In this section we derive the natural higher order energy function coming from (36a). While, in spirit, the process we
go through for both the zero order case and higher order case is the same, there are technical differences. Therefore,
for clarity, we separate the analysis.
To begin with, we define damping functionals which play a role in obtaining adequate energy estimates.
Definition 7.1. Let (ν, θ) be solutions to (36) on [0, T ] in the sense of Theorem 3.6. On [0, T ] define Dψ(m,n), the
damping functional on suppψ, at level (m,n) by
D
ψ
(m,n)(τ) =
1
δ
(2− σ1)
∫
Ω
eσ1τψWα+m |Λm✓∂nν|2 dx
+ σ2
∫
Ω
e−σ2τψW 1+α+mJ −1/α
(
|∇ζ Λm✓∂nθ|2 + 1
α
|divζ Λm✓∂nθ|2
)
dx. (143)
Define D
ψ¯
k , the damping functional on supp ψ¯ at level k by
D
ψ¯
k (τ) =
1
δ
(2− σ1)
∫
Ω
eσ1τ ψ¯Wα
∣∣∣∇kν∣∣∣2 dx
+ σ2
∫
Ω
e−σ2τ ψ¯W 1+αJ −1/α
(∣∣∣∇ζ ∇kθ∣∣∣2 + 1
α
∣∣∣divζ ∇kθ∣∣∣2) dx. (144)
Remark 7.2. Note that due to definitions of σ1 and σ2 in (34) − (35), the damping functionals are always non-
negative, hence the nomenclature.
Remark 7.3. Both D
ψ
(m,n) and D
ψ¯
k vanish when γ = 5/3, or equivalently, when β = 2. All we require is that these
terms have the right sign; they are not otherwise used in our analysis.
7.1 Zero Order Energy Estimates
One of the main differences for the zero order case is the fact that we are not applying Λ, ✓∂ or ∂ derivatives to
(36a) before constructing an appropriate energy identity. Therefore, it is unnecessary to deal with the cases near the
boundary and on the interior separately, as we do not use the cutoff functions ψ and ψ¯. Moreover, note that at zero
order, the relevant damping term is given by D0 := D
ψ
(0,0) + D
ψ¯
0 .
The energy estimates at zero order rely on the following energy identity.
Theorem 7.4 (Zero Order Energy Identity). Let (ν, θ) be solutions to (36) on [0, T ] in the sense of Theorem 3.6, for
some N ≥ 2⌈α⌉+ 12. Suppose the a priori assumptions (70) hold. Then for all τ ∈ [0, T ],
d
dτ
(
1
2δ
∫
Ω
eσ1τWα |ν|2 dx+
∫
Ω
e−σ2τW 1+αJ −1/α
(
1
2
|∇ζ θ|2 + 1
2α
|divζ θ|2
)
dx
)
+
1
2
D0
− d
dτ
(
1
4
∫
Ω
e−σ2τW 1+αJ −1/α|Curlζ θ|2dx
)
− σ2
4
∫
Ω
e−σ2τW 1+αJ −1/α|Curlζ θ|2dx = R(0), (145)
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where
R(0) =− (1 + α)
∫
Ω
e−σ2τWα∂i(W )ν
idx−
∫
Ω
e−σ2τW 1+αJ −1/αA kj A
l
p [∇θ]pi [∇θ]jl ∂kνidx
+
∫
Ω
e−σ2τW 1+α
(
J −1/α − 1
)
∂iν
idx− 1
2α
∫
Ω
e−σ2τW 1+αJ −(1+
1
α
)∂τJ |∇ζ θ|2dx
+
∫
Ω
e−σ2τW 1+αJ −1/α[∇ζ θ]ij∂τ
(
A kj
)
∂kθ
idx− 1
4α
∫
Ω
e−σ2τW 1+αJ −(1+
1
α)∂τJ |Curlζ θ|2 dx
+
∑
i>j
∫
Ω
e−σ2τW 1+αJ −1/α
[
∂τA
k
i ∂k
(
θj
)− ∂τA kj ∂k (θi)] [Curlζ θ]ji dx
− 1
2α2
∫
Ω
e−σ2τW 1+αJ −(1+
1
α
)∂τJ |divζ θ|2dx+ 1
2α
∫
Ω
e−σ2τW 1+αJ −1/α∂τ
(|divζ θ|2) dx.
(146)
Proof. Consider (36a) in a modified form:
1
δ
eσ1τWα
(
θiττ + θ
i
τ
)
+ e−σ2τ∂k
(
W 1+α
(
A ki J
−1/α − δki
))
= −(1 + α)e−σ2τWα∂iW. (147)
We multiply this expression by θiτ , integrate over Ω, and use integration by parts to
1
2
d
dτ
(∫
Ω
1
δ
eσ1τWα |ν|2 dx
)
+
1
2
(2− σ1)
∫
Ω
1
δ
eσ1τWα |ν|2 dx−
∫
Ω
e−σ2τW 1+α
(
A ki J
−1/α − δki
)
∂kθ
i
τdx
= −(1 + α)
∫
Ω
e−σ2τWα∂i(W )θ
i
τdx,
where for the third term on the left hand side, we have used the divergence theorem, and noted that W is 0 on the
boundary of the domain.
Now,
A ki J
−1/α − δki =
(
A ki − δki
)
J −1/α + δki
(
J −1/α − 1
)
.
So we can write
1
2
d
dτ
(∫
Ω
1
δ
eσ1τWα |ν|2 dx
)
+
1
2
(2− σ1)
∫
Ω
1
δ
eσ1τWα |ν|2 dx−
∫
Ω
e−σ2τW 1+α
(
A ki − δki
)
J −1/α∂kθ
i
τdx
= −(1 + α)
∫
Ω
e−σ2τWα∂i(W )ν
idx+
∫
Ω
e−σ2τW 1+α
(
J −1/α − 1
)
∂iν
idx.
Note that
(
A ki − δki
)
= A kj
(
δji −M ji
)
= A kj
(
[∇x]ji − [∇ζ]ji
)
.
Recall that θ = ζ − x, so (
A ki − δki
)
= −A kj [∇θ]ji .
We can further rewrite this as(
A ki − δki
)
= −A kj [∇θ]ij −A kj [Curl θ]ji
= −A kj [∇ζ θ]ij −A kj A lp [∇θ]pj [∇θ]il −A kj [Curl θ]ji .
Next, note that
[Curl θ]ji = [Curlζ θ]
j
i + A
l
p [∇θ]pi [∇θ]jl −A lp [∇θ]pj [∇θ]il.
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Hence we can finally write(
A ki − δki
)
= −A kj [∇ζ θ]ij −A kj [Curlζ θ]ji −A kj A lp [∇θ]pi [∇θ]jl .
So we obtain
1
2
d
dτ
(∫
Ω
1
δ
eσ1τWα |ν|2 dx
)
+
1
2
(2− σ1)
∫
Ω
1
δ
eσ1τWα |ν|2 dx+
∫
Ω
e−σ2τW 1+αJ −1/α[∇ζ θ]ijA kj ∂kθiτdx
+
∫
Ω
e−σ2τW 1+αJ −1/α[Curlζ θ]
j
iA
k
j ∂kθ
i
τdx = −(1 + α)
∫
Ω
e−σ2τWα∂i(W )ν
idx
+
∫
Ω
e−σ2τW 1+α
(
J −1/α − 1
)
∂iν
idx−
∫
Ω
e−σ2τW 1+αJ −1/αA kj A
l
p [∇θ]pi [∇θ]jl ∂kνidx.
Now, note that
e−σ2τW 1+αJ −1/α[∇ζ θ]ijA kj ∂kθiτ =
1
2
∂τ
(
e−σ2τW 1+αJ −1/α|∇ζ θ|2
)
+
σ2
2
e−σ2τW 1+αJ −1/α|∇ζ θ|2
+
1
2α
e−σ2τW 1+αJ −(1+
1
α
)∂τJ |∇ζ θ|2 − e−σ2τW 1+αJ −1/α[∇ζ θ]ij∂τ
(
A kj
)
∂kθ
i.
For the Curlζ term we use an antisymmetrisation argument that gives
e−σ2τW 1+αJ −1/αA kj ∂kθ
i
τ [Curlζ θ]
j
i = −
1
4
∂τ
(
e−σ2τW 1+αJ −1/α |Curlζ θ|2
)
− σ2
4
e−σ2τW 1+αJ −1/α |Curlζ θ|2
− 1
4α
e−σ2τW 1+αJ −(1+
1
α)∂τJ |Curlζ θ|2 +
∑
i>j
e−σ2τW 1+αJ −1/α
[
∂τA
k
i ∂k
(
θj
)− ∂τA kj ∂k (θi)] [Curlζ θ]ji .
We also insert corresponding divζ terms, as all higher order energy terms include such expressions:
1
2α
∂τ
(
e−σ2τW 1+αJ −1/α|divζ θ|2
)
+
σ2
2α
e−σ2τW 1+αJ −1/α|divζ θ|2
=− 1
2α2
e−σ2τW 1+αJ −(1+
1
α
)∂τJ |divζ θ|2 + 1
2α
e−σ2τW 1+αJ −1/α∂τ
(|divζ θ|2) .
Taking all of this in to account gives us
d
dτ
(
1
2δ
∫
Ω
eσ1τWα |ν|2 dx+
∫
Ω
e−σ2τW 1+αJ −1/α
(
1
2
|∇ζ θ|2 + 1
2α
|divζ θ|2
)
dx
)
+
1
2
D0
− d
dτ
(
1
4
∫
Ω
e−σ2τW 1+αJ −1/α|Curlζ θ|2dx
)
− σ2
4
∫
Ω
W 1+αJ −1/α|Curlζ θ|2dx = R(0), (148)
where D0 = D
ψ
(0,0) + D
ψ¯
0 , and the remainder R(0) is given in (146), as required.
Now we move on to the estimates.
Theorem 7.5 (Zero Order Energy Estimates). Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6,
for some N ≥ 2⌈α⌉ + 12. Suppose the a priori assumptions (70) hold, and that ∇W ∈ XN . Then for all
0 ≤ τ1 ≤ τ ≤ T , we have∣∣∣∣
∫ τ
τ1
R(0)dτ ′
∣∣∣∣ .
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)1/2dτ ′ +
∫ τ
τ1
e−
σ1
2
τ ′
(
SN (τ
′) + SN (τ
′)3/2
)
dτ ′. (149)
Proof. Let us first look at the quantity ∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
Wα∂i(W )ν
idxdτ ′
∣∣∣∣ .
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Using Cauchy-Schwarz, we have∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
Wα∂i(W )ν
idxdτ ′
∣∣∣∣ .
∫ τ
τ1
e−σ2τ
′
∥∥∥W α2∇W∥∥∥
L2(Ω)
∥∥∥W α2 ν∥∥∥
L2(Ω)
dτ ′.
To bound the ∇W term, we have∥∥∥W α2∇W∥∥∥2
L2(Ω)
=
∫
Ω
ψWα |∇W |2 dx+
∫
Ω
ψ¯Wα |∇W |2 dx
≤ ‖∇W‖2XN . (150)
The first equality is since ψ + ψ¯ = 1, and the last inequality is by definition of the space XN . Since ∇W ∈ XN ,
this quantity is bounded. Similarly,∥∥∥W α2 ν∥∥∥2
L2(suppψ)
≤ ‖ν‖2XN ≤ δe−σ1τSN (τ).
These bounds give∫ τ
τ1
e−σ2τ
′
∥∥∥W α2∇W∥∥∥
0
∥∥∥W α2 ν∥∥∥
0
dτ ′ .
∫ τ
τ1
√
δe−
1
2
(2σ2+σ1)τ ′SN (τ
′)1/2dτ ′. (151)
Next we have ∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −1/αA kj A
l
p [∇θ]pi [∇θ]jl∂kνidxdτ ′
∣∣∣∣ ,
which is controlled by the quantity∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −1/α |A |2 |∇θ|2 |∇ν|dxdτ ′. (152)
This can be written as∫ τ
τ1
∫
Ω
ψe−σ2τ
′
W 1+αJ −1/α |A |2 |∇θ|2 |∇ν| dxdτ ′ +
∫ τ
τ1
∫
Ω
ψ¯e−σ2τ
′
W 1+αJ −1/α |A |2 |∇θ|2 |∇ν| dxdτ ′.
(153)
The A and J −1/α terms can be bounded in L∞ using the a priori assumptions in (70). For the right hand
side integral above, we bound one of the copies of ∇θ in L∞. To do this, we first employ Sobolev embedding
H2(supp ψ¯) →֒ L∞(supp ψ¯) to obtain
‖∇θ‖L∞(supp ψ¯) . ‖∇θ‖H2(supp ψ¯) . ‖θ‖H3(supp ψ¯) . (154)
Then we have
‖θ‖2H3(supp ψ¯) =
3∑
|k|=0
∫
supp ψ¯
∣∣∣∇kθ∣∣∣2 dx = 3∑
|k|=0
∫
supp ψ¯
ψ
∣∣∣∇kθ∣∣∣2 dx+ 3∑
|k|=0
∫
supp ψ¯
ψ¯
∣∣∣∇kθ∣∣∣2 dx
=
3∑
|k|=0
∫
supp ψ¯∩suppψ
ψ
∣∣∣∇kθ∣∣∣2 dx+ 3∑
|k|=0
∫
supp ψ¯
ψ¯
∣∣∣∇kθ∣∣∣2 dx. (155)
Note that supp ψ¯ ∩ suppψ is removed from both the origin, and the vacuum boundary. On this region, we can use
Lemma B.2 to write
∇k =
|k|∑
m+|n|=0
Z(m,n)Λm✓∂n,
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for some smooth functions Z(m,n). Also on this region, as well as on supp ψ¯,W ∼ 1, so we can adjust the powers
ofW in the integrals with freedom. Hence we have the bound
‖θ‖2H3(supp ψ¯) .
3∑
m+|n|=0
∫
supp ψ¯∩suppψ
ψWα+m |Λm✓∂nθ|2 dx+
3∑
|k|=0
∫
supp ψ¯
ψ¯Wα
∣∣∣∇kθ∣∣∣2 dx
.
3∑
m+|n|=0
∫
Ω
ψWα+m |Λm✓∂nθ|2 dx+
3∑
|k|=0
∫
Ω
ψ¯Wα
∣∣∣∇kθ∣∣∣2 dx
. ‖θ‖2XN . (156)
Moreover, (∫
Ω
ψ¯W 1+α |∇θ|2 dx
)1/2(∫
Ω
ψ¯W 1+α |∇ν|2 dx
)1/2
. ‖θ‖XN ‖ν‖XN ,
by definition of the space XN , and sinceW ∼ 1 on supp ψ¯. Therefore,∫ τ
τ1
∫
Ω
ψ¯e−σ2τ
′
W 1+αJ −1/α |A |2 |∇θ|2 |∇ν| dxdτ ′ .
∫ τ
τ1
e−σ2τ
′ ‖θ‖XN
∫
Ω
ψ¯W 1+α |∇θ| |∇ν| dx
.
∫ τ
τ1
δe−
1
2
(2σ2+σ1)τ ′SN (τ
′)3/2dτ ′, (157)
where the last inequality comes from Cauchy Schwartz. The corresponding integral on suppψ in (153) is estimated
analogously, but on this region we utilise (61) to transform ∇ in to radial and angular derivatives. Finally, we get∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −1/αA kj A
l
p [∇θ]pi [∇θ]jl ∂kνidxdτ ′
∣∣∣∣ .
∫ τ
τ1
δe−
1
2
(2σ2+σ1)τ ′SN (τ
′)3/2dτ ′. (158)
To bound ∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+α
(
J −1/α − 1
)
∂iν
idxdτ ′
we write J −1/α − 1 as
J −1/α − 1 = 1
α
Tr [∇θ] +O(|∇θ|2),
which follows from expanding to first order the following identity
J −1/α = (det [∇ζ])−1/α = (det [I +∇θ])−1/α .
From this we deduce∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+α
(
J −1/α − 1
)
∂iν
idxdτ ′
∣∣∣∣ .
∫ τ
τ1
δe−
1
2
(2σ2+σ1)τ ′SN (τ
′)dτ ′. (159)
Next we look to bound the quantity
− 1
2α
∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −(1+
1
α
)∂τJ |∇ζ θ|2dxdτ ′ − 1
4α
∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −(1+
1
α)∂τJ |Curlζ θ|2 dxdτ ′
− 1
2α2
∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −(1+
1
α
)∂τJ |divζ θ|2dxdτ ′. (160)
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Now ∂τJ = J A
s
r ∂
r
s , so we can control the first integral above by∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −1/α |A | |∇ν| |∇ζ θ|2dxdτ ′
The A term can be bounded in L∞ using the a priori assumptions in (70). For∇ν, we have
‖∇ν‖L∞(Ω) . ‖∇ν‖L∞(suppψ) + ‖∇ν‖L∞(supp ψ¯) . (161)
On the suppψ term on the right hand side, we can use (61) to turn ∇ in to radial and angular derivatives, and apply
Lemma C.4. On the supp ψ¯ term, the bound is analogous to the one shown for ∇θ in (154) − (156). So we have
the bound
‖∇ν‖2L∞(Ω) . δe−σ1τSN (τ). (162)
This gives∫ τ
τ1
∫
Ω
e−σ2τW 1+αJ −1/α |A | |∇ν| |∇ζ θ|2dx .
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)1/2
∫
Ω
e−σ2τ
′
W 1+αJ −1/α |∇ζ θ|2 dxdτ ′
.
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)3/2dτ ′, (163)
as ∫
Ω
e−σ2τ
′
W 1+αJ −1/α |∇ζ θ|2 dx . e−σ2τ ′ ‖θ‖YN (∇ζ) . SN (τ ′).
The remaining two integrals in (160) have the same bounds.
Finally we have to bound∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −1/α[∇ζ θ]ij∂τ
(
A kj
)
∂kθ
idxdτ ′ +
1
2α
∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −1/α∂τ
(|divζ θ|2) dxdτ ′
+
∑
i>j
∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −1/α
[
∂τA
k
i ∂k
(
θj
)− ∂τA kj ∂k (θi)] [Curlζ θ]ji dxdτ ′. (164)
As ∂τA
k
j = −A kr A sj ∂sνr, and [∇ζ θ]ij = A lj ∂lθi, the first integral above can be controlled by∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −1/α |A |3 |∇θ|2 |∇ν|dxdτ ′.
This can be bounded analogously to (152), so∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+αJ −1/α[∇ζ θ]ij∂τ
(
A kj
)
∂kθ
idxdτ ′
∣∣∣∣ .
∫ τ
τ1
δe−
1
2
(2σ2+σ1)τ ′SN (τ
′)3/2dτ ′. (165)
The other two integrals in (164) have the same bound.
Combining bounds (151), (158), (159), (163), and (165) gives the result once we bound e−
1
2
(2σ2+σ1)τ by e−
σ1
2
τ
wherever necessary.
Remark 7.6. The smallness of δ plays an important role in (151); SN (τ)
1/2 under the τ integral is not enough on
its own to let us close the estimates, but the extra smallness coming from
√
δ on this term counteracts this. This is
an example of a source term estimate, where all spatial derivatives fall onW , and we will need the same argument
at higher orders. These source terms are not present in [5] or [16].
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7.2 Higher Order Energy Estimates
Now we move on to higher order terms. First we deal with estimates near the boundary. In this case, it is important
to derive a higher order energy identity with remainder terms that have enough powers of the weightW to estimate
them in our energy spaces. This is a delicate issue and requires taking advantage of cancellation inherent in the
identities (54)− (61). We do this via the following lemma.
Lemma 7.7. Let Q be a rank 2 tensor. Let q > 0. Then for i, j, l = 1, 2, 3,
Λ
(
1
W q
∂k
(
W 1+qQki
))
=
1
W 1+q
∂k
(
W 2+qΛQki
)
+ Cq+1i (Q),
✓∂ jl
(
1
W q
∂k
(
W 1+qQki
))
=
1
W q
∂k
(
W 1+q✓∂ jlQ
k
i
)
+Dqi (j, l,Q),
where
Cq+1i (Q) =∂rW
xl
r
✓∂ lkQ
k
i −W∂kQki + (1 + q)QkiΛ∂kW,
and
Dqi (j, l,Q) = W [✓∂ jl, ∂k]Qki + (1 + q)Qki ✓∂ jl∂kW + ✓∂ jlW∂kQki .
For a proof of this result, we refer to [5].
Remark 7.8. The key part of this result is the fact that ΛW∂kQ
k
i − ∂kWΛQki produces an angular derivative of Q.
On their own, both of these terms include a radial derivative of Q, which requires an extra power of W to bound
in the correct energy space. However, the cancellation lowers this requirement, and in essence, lets us close our
estimates.
Next we have a lemma that shows us how J −1/αA linearises. For a proof, we once again refer to [5].
Lemma 7.9. Let D ∈ {∂i,Λ,✓∂ jk} for i, j, k = 1, 2, 3. Then
D
(
J −1/αA ki
)
= −J −1/αA kj [∇ζ Dθ]ij −
1
α
J −1/αA ki divζ Dθ −J −1/αA kj [Curlζ Dθ]ji
−
(
J −1/αA kj A
s
i [D , ∂s] θ
j +
1
α
J −1/αA ki A
s
j [D , ∂s] θ
j
)
. (166)
Finally, before we prove our higher order energy identity, we make some conventional choices, and define the
remainder terms that we will eventually have to estimate. This is done for the purposes of streamlining exposition.
First of all, to obtain a higher order energy identity on suppψ, we need to act on (36a) with a differential operator
of the form Λm✓∂n. Note that written out fully,
Λm✓∂
n = Λm✓∂
n1
12✓∂
n2
13✓∂
n3
23 .
To lessen the burden of index tracking when manipulating ✓∂n, say during integration by parts, or expanding a term
of the form ✓∂n(A · B) via the product rule, we prove the higher order energy identity for a differential operator of
the form
Λm✓∂
n = Λm✓∂
n
12,
that is, n = (n, 0, 0). We also assume n ≥ 1. The case for general (m,n) is addressed in Remarks 7.14 and 7.12.
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Definition 7.10 (Higher Order Remainder Terms). Let (ν, θ) be the solution to (36) on [0, T ] in the sense of The-
orem 3.6, for some N ≥ 2⌈α⌉ + 12. Fix (m,n, k) ∈ Z≥0 × Z3≥0 × Z3≥0, with n = (n, 0, 0), n ≥ 1, and
max (m+ n, |k|) ≤ N . For all τ ∈ [0, T ], define, for i, k = 1, 2, 3,
Ri1(m,n) = −e−σ2τWα+m

 ∑
l+p=m−1
ΛlC1+α+pi
(
Λp✓∂
n
12
(
J −1/αA
))
+
∑
a+b=n−1
Λm✓∂
a
12Dαi
(
1, 2,✓∂
b
12
(
J −1/αA
)) ,
(167)
Rki2 (m,n) =− Λm✓∂n−112
(
J −1/αA kj A
s
i [✓∂12, ∂s] θ
j +
1
α
J −1/αA ki A
s
j [✓∂12, ∂s] θ
j
)
−J −1/αA kj A si
[
Λm✓∂
n−1
12 , ∂s
]
✓∂12θ
j − 1
α
J −1/αA ki A
s
j
[
Λm✓∂
n−1
12 , ∂s
]
✓∂12θ
j
−
∑
p+l=m
q+b=n−1
p+q>0
L (p, q, l, b)Λp✓∂
q
12
(
J −1/αA kj A
s
i
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
)
− 1
α
∑
p+l=m
q+b=n−1
p+q>0
L (p, q, l, b)Λp✓∂
q
12
(
J −1/αA ki A
s
j
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
)
, (168)
Ri(m,n) = ψRi1(m,n) + e−σ2τψ∂k
(
W 1+α+mRki2 (m,n)
)
+ e−σ2τW 1+α+m∂kψJ
−1/αA kj [∇ζ Λm✓∂n12θ]ij
+ e−σ2τW 1+α+m∂kψ
(
J −1/αA ki divζ Λ
m
✓∂
n
12θ + J
−1/αA kj [Curlζ Λ
m
✓∂
n
12θ]
j
i
)
, (169)
Rki2 (k) = −
∑
p+q=k
|p|>0
L (p, q)
(
∇p
(
J −1/αA kj A
s
i
)
∇q (∂sθj)+ 1
α
∇p
(
J −1/αA ki A
s
j
)
∇q (∂sθj)) , (170)
Ri(k) = −αe−σ2τ ψ¯∇k
(
∂kWJ
−1/αA ki
)
+ e−σ2τ ψ¯∂k
(
WRki2 (k)
)
+ e−σ2τW∂kψ¯J
−1/αA kj
[
∇ζ ∇kθ
]i
j
+ e−σ2τW∂kψ¯
(
J −1/αA ki divζ ∇kθ + J −1/αA kj
[
Curlζ ∇kθ
]j
i
)
, (171)
with C and D defined in Lemma 7.7.
We are now ready to state the relevant higher order energy identities.
Theorem 7.11 (Higher Order Energy Identity). Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6,
for someN ≥ 2⌈α⌉+12. Fix (m,n, k) ∈ Z≥0×Z3≥0×Z3≥0, n = (n, 0, 0), n ≥ 1, and such thatmax (m+ n, |k|) ≤
N . Then for all τ ∈ [0, T ], we have
d
dτ
(
1
2δ
∫
Ω
eσ1τψWα+m |Λm✓∂n12ν|2 dx+
∫
Ω
e−σ2τψW 1+α+mJ −1/α
(
1
2
|∇ζ Λm✓∂n12θ|2 +
1
2α
|divζ Λm✓∂n12θ|2
)
dx
)
+
1
2
D
ψ
(m,n) −
d
dτ
(
1
4
∫
Ω
e−σ2τψW 1+α+mJ −1/α|Curlζ Λm✓∂n12θ|2dx
)
− σ2
4
∫
Ω
e−σ2τψW 1+α+mJ −1/α|Curlζ Λm✓∂n12θ|2dx = R(m,n), (172)
34
and
d
dτ
(
1
2δ
∫
Ω
eσ1τ ψ¯
∣∣∣∇kν∣∣∣2 dx+ ∫
Ω
e−σ2τ ψ¯WJ−1/α
(
1
2
|∇ζ ∇kθ|2 + 1
2α
|divζ ∇kθ|2
)
dx
)
+
1
2
D
ψ¯
k
− d
dτ
(
1
4
∫
Ω
e−σ2τ ψ¯WJ −1/α|Curlζ ∇kθ|2dx
)
− σ2
4
∫
Ω
e−σ2τ ψ¯WJ −1/α|Curlζ ∇kθ|2dx = R(k), (173)
where
R(m,n) =− 1
2α
∫
Ω
e−σ2τψW 1+α+mJ −(1+
1
α)∂τJ |∇ζ Λm✓∂n12θ|2 dx
− 1
2α2
∫
Ω
e−σ2τψW 1+α+mJ −(1+
1
α)∂τJ |divζ Λm✓∂n12θ|2 dx
+
1
4α
∫
Ω
e−σ2τψW 1+α+mJ −(1+
1
α)∂τJ |Curlζ Λm✓∂n12θ|2 dx
+
∫
Ω
e−σ2τψW 1+α+mJ −1/α∂τ
(
A kj
)
∂k
(
Λm✓∂
n
12θ
i
)
[∇ζ Λm✓∂n12θ]ij dx
+
1
α
∫
Ω
e−σ2τψW 1+α+mJ −1/α
(
∂τA
k
i ∂k
(
Λm✓∂
n
12θ
i
))
divζ Λ
m
✓∂
n
12θdx
−
∑
i>j
∫
Ω
e−σ2τψW 1+α+mJ −1/α
[
∂τA
k
i ∂k
(
Λm✓∂
n
12θ
j
)− ∂τA kj ∂k (Λm✓∂n12θi)] [Curlζ Λm✓∂n12θ]ji dx
+
∫
Ω
Ri(m,n)Λm✓∂n12νidx, (174)
and
R(k) =− 1
2α
∫
Ω
e−σ2τ ψ¯WJ −(1+
1
α)∂τJ
∣∣∣∇ζ ∇kθ∣∣∣2 dx
− 1
2α2
∫
Ω
e−σ2τ ψ¯WJ −(1+
1
α)∂τJ
∣∣∣divζ ∇kθ∣∣∣2 dx
+
1
4α
∫
Ω
e−σ2τ ψ¯WJ −(1+
1
α)∂τJ
∣∣∣Curlζ ∇kθ∣∣∣2 dx
+
∫
Ω
e−σ2τ ψ¯WJ −1/α∂τ
(
A kj
)
∂k
(
∇kθi
) [
∇ζ ∇kθ
]i
j
dx
+
1
α
∫
Ω
e−σ2τ ψ¯WJ−1/α
(
∂τA
k
i ∂k
(
∇kθi
))
divζ ∇kθdx
−
∑
i>j
∫
Ω
e−σ2τ ψ¯WJ −1/α
[
∂τA
k
i ∂k
(
∇kθj
)
− ∂τA kj ∂k
(
∇kθi
)] [
Curlζ ∇kθ
]j
i
dx
+
∫
Ω
Ri(k)∇kνidx, (175)
withRi(m,n), Ri(k), Dψ(m,n), and Dψ¯k are given in Definitions 7.10 and 7.1.
Remark 7.12. A corresponding higher order energy identity holds true for the case of general (m,n), with the
remainder terms being appropriately defined in the case of dealing with general ✓∂n.
Proof. Proof of (172). First we rewrite (36a) by dividing byWα,
1
δ
eσ1τ
(
θiττ + θ
i
τ
)
+
e−σ2τ
Wα
∂k
(
W 1+αA ki J
−1/α
)
= 0. (176)
35
We act on this equation by Λm✓∂n12:
1
δ
eσ1τ
(
∂τΛ
m
✓∂
n
12ν
i + Λm✓∂
n
12ν
i
)
+Λm✓∂
n
12
(
e−σ2τ
Wα
∂k
(
W 1+αA ki J
−1/α
))
= 0. (177)
Apply Lemma 7.7 to the pressure term in (177) in an inductive manner. This leaves us with the equality
✓∂
n
12
(
e−σ2τ
Wα
∂k
(
W 1+αA ki J
−1/α
))
=
e−σ2τ
Wα
∂k
(
W 1+α✓∂
n
12
(
A ki J
−1/α
))
+ e−σ2τ
∑
a+b=n−1
✓∂
a
12Dαi
(
1, 2,✓∂
b
12
(
J −1/αA
))
.
Then we apply Λm to the first term on the right hand side. This gives us
Λm
(
e−σ2τ
Wα
∂k
(
W 1+α✓∂
n
12
(
A ki J
−1/α
)))
=
e−σ2τ
Wα+m
∂k
(
W 1+α+mΛm✓∂
n
12
(
A ki J
−1/α
))
+ e−σ2τ
∑
l+p=m−1
ΛlC1+α+pi
(
Λp✓∂
n
12
(
J −1/αA
))
.
Using these identities in (177), we obtain
1
δ
eσ1τWα+m
(
∂τΛ
m
✓∂
n
12ν
i +Λm✓∂
n
12ν
i
)
+ e−σ2τ∂k
(
W 1+α+mΛm✓∂
n
12
(
A ki J
−1/α
))
= Ri1(m,n),
where Ri1(m,n), as in Definition 7.10, is given by
−e−σ2τWα+m

 ∑
l+p=m−1
ΛlC1+α+pi
(
Λp✓∂
n
12
(
J −1/αA
))
+
∑
a+b=n−1
Λm✓∂
a
12Dαi
(
1, 2,✓∂
b
12
(
J −1/αA
)) .
(178)
Now we concentrate on Λm✓∂n12
(
A ki J
−1/α
)
. First of all, we see how A ki J
−1/α behaves upon the application
of an angular derivative (note that the differentiation identities (22) and (23) still hold for ✓∂ ). From the proof of
Lemma 7.9 we have
✓∂12
(
A ki J
−1/α
)
=−J −1/αA kj A si ∂s✓∂12θj −
1
α
J −1/αA ki A
s
j ∂s✓∂12θ
j
−
(
J −1/αA kj A
s
i [✓∂12, ∂s] θ
j +
1
α
J −1/αA ki A
s
j [✓∂12, ∂s] θ
j
)
.
To apply this to our identity, act on both sides with Λm✓∂
n−1
12 :
Λm✓∂
n
12
(
A ki J
−1/α
)
= −J −1/αA kj A si Λm✓∂n−112 ∂s✓∂12θj −
1
α
J −1/αA ki A
s
j Λ
m
✓∂
n−1
12 ∂s✓∂12θ
j
− Λm✓∂n−112
(
J −1/αA kj A
s
i [✓∂12, ∂s] θ
j +
1
α
J −1/αA ki A
s
j [✓∂12, ∂s] θ
j
)
−
∑
p+l=m
q+b=n−1
p+q>0
L (p, q, l, b)
(
Λp✓∂
q
12
(
J −1/αA kj A
s
i
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
)
+
1
α
Λp✓∂
q
12
(
J −1/αA ki A
s
j
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
))
.
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Commute Λm✓∂
n−1
12 with ∂s on the first two terms on the right hand side above:
Λm✓∂
n
12
(
A ki J
−1/α
)
= −J −1/αA kj A si ∂sΛm✓∂n12θj −
1
α
J −1/αA ki A
s
j ∂sΛ
m
✓∂
n
12θ
j
− Λm✓∂n−112
(
J −1/αA kj A
s
i [✓∂12, ∂s] θ
j +
1
α
J −1/αA ki A
s
j [✓∂12, ∂s] θ
j
)
−
∑
p+l=m
q+b=n−1
p+|q|>0
L (p, q, l, b)
(
Λp✓∂
q
12
(
J −1/αA kj A
s
i
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
)
+
1
α
Λp✓∂
q
12
(
J −1/αA ki A
s
j
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
))
−J −1/αA kj A si
[
Λm✓∂
n−1
12 , ∂s
]
✓∂12θ
j − 1
α
J −1/αA ki A
s
j
[
Λm✓∂
n−1
12 , ∂s
]
✓∂12θ
j.
Once again, using the same idea as in the proof of Lemma 7.9, we can rewrite this as
Λm✓∂
n
12
(
A ki J
−1/α
)
=−J −1/αA kj [∇ζ Λm✓∂n12θ]ij −
1
α
J −1/αA ki divζ Λ
m
✓∂
n
12θ
−J −1/αA kj [Curlζ Λm✓∂n12θ]ji −Rki2 (m,n), (179)
where, as in Definition 7.10,
Rki2 (m,n) =− Λm✓∂n−112
(
J −1/αA kj A
s
i [✓∂12, ∂s] θ
j +
1
α
J −1/αA ki A
s
j [✓∂12, ∂s] θ
j
)
−J −1/αA kj A si
[
Λm✓∂
n−1
12 , ∂s
]
✓∂12θ
j − 1
α
J −1/αA ki A
s
j
[
Λm✓∂
n−1
12 , ∂s
]
✓∂12θ
j
−
∑
p+l=m
q+b=n−1
p+q>0
L (p, q, l, b)Λp✓∂
q
12
(
J −1/αA kj A
s
i
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
)
− 1
α
∑
p+l=m
q+b=n−1
p+q>0
L (p, q, l, b)Λp✓∂
q
12
(
J −1/αA ki A
s
j
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
)
. (180)
So we can rewrite our equation as
1
δ
eσ1τWα+m
(
∂τΛ
m
✓∂
n
12ν
i + Λm✓∂
n
12ν
i
)− e−σ2τ∂k (W 1+α+mJ −1/αA kj [∇ζ Λm✓∂n12θ]ij)
− e−σ2τ∂k
(
W 1+α+m
(
1
α
J −1/αA ki divζ Λ
m
✓∂
n
12θ + J
−1/αA kj [Curlζ Λ
m
✓∂
n
12θ]
j
i
))
= Ri1(m,n) + e−σ2τ∂k
(
W 1+α+mRki2 (m,n)
)
.
Finally, multiply by ψ and commute ψ with ∂k to acquire
1
δ
ψWα+meσ1τ
(
∂τΛ
m
✓∂
n
12ν
i + Λm✓∂
n
12ν
i
)− e−σ2τ∂k (ψW 1+α+m (J −1/αA kj [∇ζ Λm✓∂n12θ]ij))
− e−σ2τ∂k
(
ψW 1+α+m
(
1
α
J −1/αA ki divζ Λ
m
✓∂
n
12θ + J
−1/αA kj [Curlζ Λ
m
✓∂
n
12θ]
j
i
))
=
ψRi1(m,n) + e−σ2τψ∂k
(
W 1+α+mRki2 (m,n)
)
+ e−σ2τW 1+α+m∂kψJ
−1/αA kj [∇ζ Λm✓∂n12θ]ij
+ e−σ2τW 1+α+m∂kψ
(
J −1/αA ki divζ Λ
m
✓∂
n
12θ + J
−1/αA kj [Curlζ Λ
m
✓∂
n
12θ]
j
i
)
= Ri(m,n). (181)
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Take the scalar product of this equation with Λm✓∂n12θ
i
τ , and integrate over the domain Ω. This gives us
d
dτ
(
1
2δ
∫
Ω
eσ1τψWα+m |Λm✓∂n12ν|2 dx
)
+
1
2δ
(2− σ1)
∫
Ω
eσ1τψWα+m |Λm✓∂n12ν|2 dx
+
∫
Ω
e−σ2τψW 1+α+mJ −1/α∂k
(
Λm✓∂
n
12θ
i
τ
)(
A kj [∇ζ Λm✓∂n12θ]ij +
1
α
A ki divζ Λ
m
✓∂
n
12θ
)
dx
+
∫
Ω
e−σ2τψW 1+α+m∂k
(
Λm✓∂
n
12θ
i
τ
)
J −1/αA kj [Curlζ Λ
m
✓∂
n
12θ]
j
i dx =
∫
Ω
Ri(m,n)Λm✓∂n12νidx.
Note that we have used the divergence theorem on the top order ∇ζ , divζ , and Curlζ terms, as well as the fact that
W is 0 on ∂Ω. We now concentrate on these three integrals on the left hand side. First we have the∇ζ identity given
by
e−σ2τJ −1/α[∇ζ Λm✓∂n12θ]ijA kj ∂k
(
Λm✓∂
n
12θ
i
τ
)
=
1
2
∂τ
(
e−σ2τJ −1/α|∇ζ Λm✓∂n12θ|2
)
+
σ2
2
e−σ2τJ −1/α|∇ζ Λm✓∂n12θ|2
+
1
2α
e−σ2τJ −(1+
1
α
)∂τJ |∇ζ Λm✓∂n12θ|2 − e−σ2τJ −1/α[∇ζ Λm✓∂n12θ]ij∂τ
(
A kj
)
∂k
(
Λm✓∂
n
12θ
i
)
. (182)
For divζ we obtain
1
α
e−σ2τJ −1/α divζ Λ
m
✓∂
n
12θA
k
i ∂k
(
Λm✓∂
n
12θ
i
τ
)
=
1
2α
∂τ
(
e−σ2τJ −1/α|divζ Λm✓∂n12θ|2
)
+
σ2
2α
e−σ2τJ −1/α|divζ Λm✓∂n12θ|2
+
1
2α2
e−σ2τJ −(1+
1
α
)∂τJ |divζ Λm✓∂n12θ|2 −
1
α
e−σ2τJ −1/α (divζ Λ
m
✓∂
n
12θ) ∂τ
(
A ki
)
∂k
(
Λm✓∂
n
12θ
i
)
.
(183)
The Curlζ term requires an antisymmetrisation argument as with the zero order energy identity in Theorem 7.4, so
we end up with
e−σ2τJ −1/α [Curlζ Λ
m
✓∂
n
12θ]
j
i A
k
j ∂k
(
Λm✓∂
n
12θ
i
τ
)
= −1
4
∂τ
(
e−σ2τJ −1/α |Curlζ Λm✓∂n12θ|2
)
− σ2
4
e−σ2τJ −1/α |Curlζ Λm✓∂n12θ|2
− 1
4α
e−σ2τJ −(1+
1
α)∂τJ |Curlζ Λm✓∂n12θ|2
+
∑
i>j
e−σ2τJ −1/α
[
∂τA
k
i ∂k
(
Λm✓∂
n
12θ
j
)− ∂τA kj ∂k (Λm✓∂n12θi)] [Curlζ Λm✓∂n12θ]ji . (184)
Using (182)− (184) leaves us with
d
dτ
(
1
2δ
∫
Ω
eσ1τψWα+m |Λm✓∂n12ν|2 dx+
∫
Ω
e−σ2τψW 1+α+mJ −1/α
(
1
2
|∇ζ Λm✓∂n12θ|2 +
1
2α
|divζ Λm✓∂n12θ|2
)
dx
)
+
1
2
D
ψ
(m,n) −
d
dτ
(
1
4
∫
Ω
e−σ2τψW 1+α+mJ −1/α|Curlζ Λm✓∂n12θ|2dx
)
− σ2
4
∫
Ω
e−σ2τψW 1+α+mJ −1/α|Curlζ Λm✓∂n12θ|2dx = R(m,n),
with D
ψ
(m,n) given in 7.1, and R(m,n) in (174).
Proof of (173): This time we write (36a) as
1
δ
eσ1τ
(
θiττ + θ
i
τ
)
+ e−σ2τ∂k
(
WJ −1/αA ki
)
= −αe−σ2τ∂kWJ −1/αA ki . (185)
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Then we act on (185) by ∇k:
1
δ
eσ1τ
(
∇kθiττ +∇kθiτ
)
+ e−σ2τ∂k∇k
(
WJ−1/αA ki
)
= −αe−σ2τ∇k
(
∂kWJ
−1/αA ki
)
. (186)
From here the proof of (173) follows that of (172).
We move on to higher order energy inequalities.
Theorem 7.13 (Higher Order Energy Estimates). Let (ν, θ) be the solution to (36) on [0, T ] in the sense of The-
orem 3.6, for some N ≥ 2⌈α⌉ + 12. Suppose the a priori assumptions (70) hold, and ∇W ∈ XN . Fix
(m,n, k) ∈ Z≥0×Z3≥0×Z3≥0, with n = (n, 0, 0), n ≥ 1, andmax (m+ n, |k|) ≤ N . Then for all 0 ≤ τ1 ≤ τ ≤ T ,∣∣∣∣
∫ τ
τ1
(R(m,n) +R(k)) dτ ′
∣∣∣∣ . SN (τ1) +√δSN (τ) +
∫ τ
τ1
√
δ
(
e−
σ1
2
τ ′ + σ2e
−
σ2
2
τ ′
)(
SN (τ
′)3/2 + SN (τ
′)
)
dτ ′
+
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)1/2dτ ′. (187)
Remark 7.14. Once again, these higher order energy estimates follow for general (m,n) by bounding the corre-
sponding remainder terms in a manner completely analogous to the proof of the Theorem 7.13.
Proof. To begin with, we look at the first line of the right hand side of (174):∫
Ω
e−σ2τψW 1+α+mJ −(1+
1
α)∂τJ |∇ζ Λm✓∂n12θ|2 dx.
Since ∂τJ = J A
s
r ∂sν
r, we have∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
ψW 1+α+mJ −(1+
1
α)∂τJ |∇ζ Λm✓∂n12θ|2 dxdτ ′
∣∣∣∣ .
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)3/2dτ ′. (188)
We use (115) and (70) respectively to bound the ∇ν and A terms in L∞. The second and third lines on the right
hand side of (174) have the same bound.
Next is the fourth line on the right hand side of (174):∫
Ω
e−σ2τψW 1+α+mJ −1/α∂τ
(
A kj
)
∂k
(
Λm✓∂
n
12θ
i
)
[∇ζ Λm✓∂n12θ]ij dx.
We write, using (22),
∂τ
(
A kj
)
∂k
(
Λm✓∂
n
12θ
i
)
[∇ζ Λm✓∂n12θ]ij = −A sj ∂sνrA kr ∂k
(
Λm✓∂
n
12θ
i
)
[∇ζ Λm✓∂n12θ]ij
= −A sj ∂sνr [∇ζ Λm✓∂n12θ]ir [∇ζ Λm✓∂n12θ]
i
j .
So we have the bound∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
ψW 1+α+mJ −1/α∂τ
(
A kj
)
∂k
(
Λm✓∂
n
12θ
i
)
[∇ζ Λm✓∂n12θ]ij dxdτ ′
∣∣∣∣
.
∫ τ
τ1
∫
Ω
e−σ2τ
′
ψW 1+α+mJ −1/α |A | |∇ν| |∇ζ Λm✓∂n12θ|2 dxdτ ′.
Once again using (115) on ∇ν, and a priori assumptions on A we have the bound∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
ψW 1+α+mJ −1/α∂τ
(
A kj
)
∂k
(
Λm✓∂
n
12θ
i
)
[∇ζ Λm✓∂n12θ]ij dxdτ ′
∣∣∣∣ .
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)3/2dτ ′.
(189)
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The corresponding integrals with divζ Λ
m✓∂n12θ and Curlζ Λ
m✓∂n12 terms have the same bound. This deals with all
terms on the right hand side of (174) except for the last.
Estimating Ri(m,n).
We have
Ri(m,n) = ψRi1(m,n) + e−σ2τψ∂k
(
W 1+α+mRki2 (m,n)
)
+ e−σ2τW 1+α+m∂kψJ
−1/αA kj [∇ζ Λm✓∂n12θ]ij
+ e−σ2τW 1+α+m∂kψ
(
J −1/αA ki divζ Λ
m
✓∂
n
12θ
)
+ e−σ2τW 1+α+m∂kψ
(
J −1/αA kj [Curlζ Λ
m
✓∂
n
12θ]
j
i
)
,
(190)
and we start by estimating the third term on the right hand side. Since ψ + ψ¯ ≡ 1, we have∫ τ
τ1
∫
Ω
e−σ2τ
′
W 1+α+m∂kψJ
−1/αA kj [∇ζ Λm✓∂n12θ]ij Λm✓∂n12νidxdτ ′
=
∫ τ
τ1
∫
Ω
ψe−σ2τ
′
W 1+α+m∂kψJ
−1/αA kj [∇ζ Λm✓∂n12θ]ij Λm✓∂n12νidxdτ ′
+
∫ τ
τ1
∫
Ω
ψ¯e−σ2τ
′
W 1+α+m∂kψJ
−1/αA kj [∇ζ Λm✓∂n12θ]ij Λm✓∂n12νidxdτ ′.
For the first integral on the right hand side we have∣∣∣∣
∫ τ
τ1
∫
Ω
ψe−σ2τ
′
W 1+α+m∂kψJ
−1/αA kj [∇ζ Λm✓∂n12θ]ij Λm✓∂n12νidxdτ ′
∣∣∣∣
.
∫ τ
τ1
‖θ‖YN (∇ζ) ‖ν‖XN dτ ′ .
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)dτ ′. (191)
We have used the a priori assumptions (70) to bound A in L∞. Moreover, since ψ is smooth, ∇ψ can also be
bounded in L∞. From there, we use Cauchy-Schwarz to obtain the estimate.
For the corresponding suppψ integral, we can use (230) in Lemma B.1 to turn all Λa✓∂ b terms in to rectangular
derivatives, and we can again bound all A terms in L∞ using (70). Therefore, this integral has the same bound as
in (191). Overall, we end up with∣∣∣∣
∫ τ
τ1
∫
Ω
ψe−σ2τ
′
W 1+α+m∂kψJ
−1/αA kj [∇ζ Λm✓∂n12θ]ij Λm✓∂n12νidxdτ ′
∣∣∣∣ .
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)dτ ′. (192)
The same bounds hold for the last two terms in the (190) involving divζ Λ
m✓∂n12θ and Curlζ Λ
m✓∂n12θ terms.
Now we turn our attention to estimating Ri1(m,n).
Remainder Terms from Applying Lemma 7.7 to J −1/αA .
We recall that for i = 1, 2, 3,
Ri1(m,n) = −e−σ2τWα+m

 ∑
l+p=m−1
ΛlC1+α+pi
(
Λp✓∂
n
12
(
J −1/αA
))
+
∑
a+b=n−1
Λm✓∂
a
12Dαi
(
1, 2,✓∂
b
12
(
J −1/αA
)) .
First we deal the term
e−σ2τWα+mΛm✓∂
a
12Dαi
(
1, 2,✓∂
b
12
(
J −1/αA
))
, (193)
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for a+ b = n− 1. This term is, by definition,
e−σ2τWα+mΛm✓∂
a
12
(
W [✓∂12, ∂k]✓∂
b
12
(
J −1/αA ki
)
+ (1 + α)✓∂
b
12
(
J −1/αA ki
)
✓∂12∂kW + ✓∂12W∂k✓∂
b
12
(
J −1/αA ki
))
.
(194)
From (194), we must take extra care with terms of the form
e−σ2τWα+m✓∂
c
12WΛ
m
✓∂
a
12 [✓∂12, ∂k]✓∂
b
12
(
J −1/αA ki
)
︸ ︷︷ ︸
A1
+(1 + α)e−σ2τWα+mΛm✓∂
a′
12
(
J −1/αA ki
)
✓∂
b′
12∂kW︸ ︷︷ ︸
A2
+ e−σ2τWα+m✓∂
c′′
12WΛ
m
✓∂
a′′
12∂k✓∂
b
12
(
J −1/αA ki
)
︸ ︷︷ ︸
A3
, (195)
for a+ c+ b = a′′ + c′′ + b = n− 1, and a′ + b′ = n. The extra care is required in dealing with the powers ofW
in the integrals, asWα+m is not suitable by itself for these particular terms. First we look at A1. We have
e−σ2τWα+m✓∂
c
12WΛ
m
✓∂
a
12 [✓∂12, ∂k]✓∂
b
12
(
J −1/αA ki
)
= e−σ2τdΩW
α+m
✓∂
c
12
(
W
dΩ
)
Λm✓∂
a
12 [✓∂12, ∂k]✓∂
b
12
(
J −1/αA ki
)
,
where the equality comes from d(x, ∂Ω) being a function of r only. On suppψ, dΩW
α+m ∼ W 1+α+m. If c ≤
N − 2, we have the bound∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
ψdΩW
α+m
✓∂
c
12
(
W
dΩ
)
Λm✓∂
a
12 [✓∂12, ∂k]✓∂
b
12
(
J −1/αA ki
)
Λm✓∂
n
12ν
idxdτ ′
∣∣∣∣
.
∥∥∥∥✓∂ c12
(
W
dΩ
)∥∥∥∥
L∞(suppψ)
∫ τ
τ1
∫
Ω
e−σ2τ
′
ψW 1+α+m
∣∣∣Λm✓∂a12 [✓∂12, ∂k]✓∂b12 (J −1/αA ki )∣∣∣ ∣∣Λm✓∂n12νi∣∣ dxdτ ′
.
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)dτ ′. (196)
To obtain the final inequality, we use the argument given in (97) to bound the W/dΩ term, and then use Cauchy-
Schwarz on the integral over Ω. We use (57) and (61) to convert the commutator [✓∂12, ∂k] in to a linear com-
bination of radial and angular derivatives, and then apply Lemma 5.4. If c = N − 1 or N , then we can bound
Λm✓∂a12 [✓∂12, ∂k]✓∂
b
12
(
J −1/αA ki
)
in L∞ instead, and obtain the same bound as in (196). Estimating A3 is also
completely analogous to (196), and gives the same bound.
Finally, we look at A2:
(1 + α)e−σ2τWα+mΛm✓∂
a′
12
(
J −1/αA ki
)
✓∂
b′
12∂kW = (1 + α)e
−σ2τWα+m✓∂
b′
12
(
dΩ∂k
(
W
dΩ
))
Λm✓∂
a′
12
(
J −1/αA ki
)
+ (1 + α)e−σ2τWα+m✓∂
b′
12
(
W
dΩ
∂kdΩ
)
Λm✓∂
a′
12
(
J −1/αA ki
)
.
The first term on the right hand side can be bounded analogously to (196). For the other term we first write
Wα+m✓∂
b′
12
(
W
dΩ
∂kdΩ
)
=
∑
c′+d′=b′
Wα+mL (c′, d′)✓∂
c′
12
(
W
dΩ
)
✓∂
d′
12 (∂kdΩ) . (197)
Now, using the fact that d(x, ∂Ω) = dΩ(x) is a function of r only, as well as (57), we have
✓∂12∂kdΩ = [✓∂12, ∂k] dΩ = δk2∂1dΩ − δk1∂2dΩ. (198)
We also know that [✓∂12, ∂1] = −∂2, and [✓∂12, ∂2] = ∂2. Hence for any d′ ≤ b′, and k = 1, 2, 3, we have
✓∂
d′
12∂kdΩ = L (d
′, k)∂1dΩ + L¯ (d
′, k)∂2dΩ, (199)
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for some constants L and L¯ depending on d′ and k. Owing to (199), we first look at the integral∫
Ω
e−σ2τψWα+m∂1dΩ✓∂
c′
12
(
W
dΩ
)
Λm✓∂
a′
12
(
J −1/αA ki
)
Λm✓∂
n
12ν
idx, (200)
The following identity is also key:
Wα+m∂1dΩ =
1
1 + α+m
(
W
dΩ
)α+m
∂1
(
d1+α+mΩ
)
. (201)
So (200) becomes∫
Ω
e−σ2τψWα+m∂1dΩ✓∂
c′
12
(
W
dΩ
)
Λm✓∂
a′
12
(
J −1/αA ki
)
Λm✓∂
n
12ν
idx
= − 1
1 + α+m
∫
Ω
e−σ2τd1+α+mΩ ∂1
(
ψ
(
W
dΩ
)α+m
✓∂
c′
12
(
W
dΩ
)
Λm✓∂
a′
12
(
J −1/αA ki
)
Λm✓∂
n
12ν
i
)
dx, (202)
with the right hand side coming from integration by parts in ∂1 as well as (201). Up to constant, the integral on the
right hand side is
−
∫
Ω
e−σ2τd1+α+mΩ ∂1ψ
(
W
dΩ
)α+m
✓∂
c′
12
(
W
dΩ
)
Λm✓∂
a′
12
(
J −1/αA ki
)
Λm✓∂
n
12ν
idx
− (α+m)
∫
Ω
e−σ2τd1+α+mΩ ψ
(
W
dΩ
)α+m−1
∂1
(
W
dΩ
)
✓∂
c′
12
(
W
dΩ
)
Λm✓∂
a′
12
(
J −1/αA ki
)
Λm✓∂
n
12ν
idx
−
∫
Ω
e−σ2τd1+α+mΩ ψ
(
W
dΩ
)α+m
✓∂
c′
12
(
W
dΩ
)
∂1Λ
m
✓∂
a′
12
(
J −1/αA ki
)
Λm✓∂
n
12ν
idx
−
∫
Ω
e−σ2τd1+α+mΩ ψ
(
W
dΩ
)α+m
✓∂
c′
12
(
W
dΩ
)
Λm✓∂
a′
12
(
J −1/αA ki
)
∂1Λ
m
✓∂
n
12ν
idx. (203)
Note that due to (29), ∣∣∣∣WdΩ
∣∣∣∣+
∣∣∣∣dΩW
∣∣∣∣ . 1
on suppψ. Hence, the first three integrals above can be bounded as in (196). For the third integral, we also use (61)
to write ∂1 as a linear combination of radial and angular derivatives with smooth coefficients.
This leaves us with the last integral, in which ∂1Λ
m✓∂n12ν
i has too many derivatives to be bounded in the correct
energy space. So we write
e−σ2τΛm✓∂
a′
12
(
J −1/αA ki
)
∂1
(
Λm✓∂
n
12ν
i
)
=∂τ
(
e−σ2τΛm✓∂
a′
12
(
J −1/αA ki
)
∂1
(
Λm✓∂
n
12θ
i
))
+ σ2e
−σ2τΛm✓∂
a′
12
(
J −1/αA ki
)
∂1
(
Λm✓∂
n
12θ
i
)
− e−σ2τΛm✓∂a′12
(
J −1/αA kj A
s
i ∂sν
i
)
∂1
(
Λm✓∂
n
12θ
i
)
− 1
α
e−σ2τΛm✓∂
a′
12
(
J −1/αA ki A
s
j ∂sν
j
)
∂1
(
Λm✓∂
n
12θ
i
)
.
Every term on the right hand side above can be estimated as in (196), along with the Fundamental Theorem of
Calculus in τ for the first term. We end up with the bound∣∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
ψ
(
W
dΩ
)α+m
✓∂
c′
12
(
W
dΩ
)
d1+α+mΩ Λ
m
✓∂
a′
12
(
J −1/αA ki
)
∂1
(
Λm✓∂
n
12ν
i
)
dxdτ ′
∣∣∣∣∣
.
√
δe−
σ2
2
τ1SN (τ1) +
√
δe−
σ2
2
τSN (τ) +
∫ τ
τ1
√
δ
(
σ2e
−
σ2
2
τ ′ + e−
β
2
τ ′
)
SN (τ
′)dτ ′
. SN (τ1) +
√
δSN (τ) +
∫ τ
τ1
√
δ
(
σ2e
−
σ2
2
τ ′ + e−
σ1
2
τ ′
)
SN (τ
′)dτ ′. (204)
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We bound the integral with L¯ (d′, k)∂2 instead of L (d
′, k)∂1 analogously. Combining the bounds (196) and (205)
gives us the estimate for (195).
Any terms coming from (194) that are not of the form A1, A2, or A3 can be bounded using Lemma 5.4.
Therefore, we have the bound∣∣∣∣∣ ∑
a+b=n−1
∫ τ
τ1
∫
Ω
ψe−σ2τWα+mΛm✓∂
a
12Dαi
(
1, 2,✓∂
b
12
(
J −1/αA
))
Λm✓∂
n
12ν
idxdτ ′
∣∣∣∣∣
. SN (τ1) +
√
δSN (τ) +
∫ τ
τ1
√
δ
(
σ2e
−
σ2
2
τ ′ + e−
σ1
2
τ ′
)
SN (τ
′)dτ ′ +
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)1/2dτ ′. (205)
It remains to bound all terms of the form
e−σ2τWα+mΛlC1+α+pi
(
Λp✓∂
n
12
(
J −1/αA
))
, (206)
where l + p = m− 1. By definition this term is equal to
e−σ2τWα+mΛl
(
∂rW
xj
r
✓∂ jkΛ
p
✓∂
n
12
(
J −1/αA ki
)
−W∂kΛp✓∂n12
(
J −1/αA ki
)
+ (1 + α+ p)Λp✓∂
n
12
(
J −1/αA ki
)
Λ∂kW
)
.
(207)
We can bound this term analogously to (196) using Lemma 5.4. Thus we have∣∣∣∣∣∣
∑
l+p=m−1
∫ τ
τ1
∫
Ω
ψe−σ2τWα+mΛlC1+α+pi
(
Λp✓∂
n
12
(
J −1/αA
))
Λm✓∂
n
12ν
idxdτ ′
∣∣∣∣∣∣ .
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)dτ ′.
(208)
We are left to bound Rki2 (m,n).
Remainder Terms from Linearising J −1/αA .
We look at the expression e−σ2τψ∂k
(
W 1+α+mRki2 (m,n)
)
, which by definition is given by
e−σ2τψ∂k
(
−W 1+α+mΛm✓∂n−112
(
J −1/αA kj A
s
i [✓∂12, ∂s] θ
j +
1
α
J −1/αA ki A
s
j [✓∂12, ∂s] θ
j
))
− e−σ2τψ∂k
(
W 1+α+mJ −1/αA kj A
s
i
[
Λm✓∂
n−1
12 , ∂s
]
✓∂12θ
j − 1
α
W 1+α+mJ −1/αA ki A
s
j
[
Λm✓∂
n−1
12 , ∂s
]
✓∂12θ
j
)
− e−σ2τψ∂k

W 1+α+m
∑
p+l=m
q+b=n−1
p+q>0
L (p, q, l, b)Λp✓∂
q
12
(
J −1/αA kj A
s
i
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
)


− 1
α
e−σ2τψ∂k

W 1+α+m
∑
p+l=m
q+b=n−1
p+q>0
L (p, q, l, b)Λp✓∂
q
12
(
J −1/αA ki A
s
j
)
Λl✓∂
b
12
(
∂s✓∂12θ
j
)

 .
We first transform this expression using integration by parts:∫
Ω
e−σ2τψ∂k
(
W 1+α+mRki2 (m,n)
)
Λm✓∂
n
12ν
idx =−
∫
Ω
e−σ2τψW 1+α+mRki2 (m,n)∂k
(
Λm✓∂
n
12ν
i
)
dx
−
∫
Ω
e−σ2τ∂kψW
1+α+mRki2 (m,n)Λm✓∂n12νidx. (209)
43
The second term on the right hand side is lower order, and we can use an argument similar to that in Lemma 5.4 to
bound all terms coming from Rki2 in this case. We have the estimate∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
∂kψW
1+α+mRki2 (m,n)Λm✓∂n12νidxdτ ′
∣∣∣∣ .
∫ τ
τ1
δe−
σ1
2
τ ′SN (τ
′)dτ ′. (210)
For the other, top order integral, we first write
e−σ2τψW 1+α+mRki2 (m,n)∂k
(
Λm✓∂
n
12ν
i
)
=∂τ
(
e−σ2τψW 1+α+mRki2 (m,n)∂k
(
Λm✓∂
n
12θ
i
))
+ σ2e
−σ2τψW 1+α+mRki2 (m,n)∂k
(
Λm✓∂
n
12θ
i
)
− e−σ2τψW 1+α+m∂τRki2 (m,n)∂k
(
Λm✓∂
n
12θ
i
)
.
All of these terms can again be estimated using the methods set out in the proof of Lemma 5.4, so we have∣∣∣∣
∫ τ
τ1
∫
Ω
e−σ2τ
′
ψW 1+α+mRki2 (m,n)∂k
(
Λm✓∂
n
12ν
i
)
dxdτ ′
∣∣∣∣
.
√
δe−
σ2
2
τ1SN (τ1) +
√
δe−
σ2
2
τSN (τ) +
∫ τ
τ1
√
δ(σ2e
−
σ2
2
τ ′ + e−
β
2
τ ′)SN (τ
′)dτ ′
. SN (τ1) +
√
δSN (τ) +
∫ τ
τ1
√
δ(σ2e
−
σ2
2
τ ′ + e−
σ1
2
τ ′)SN (τ
′)dτ ′. (211)
The bounds for R(k) are analogous asW ∼ 1 on supp ψ¯. Thus we have Theorem 7.13.
8 Energy Inequality and Proof of Theorem 4.1
In this section we prove the main result of this paper, Theorem 4.1. However, we first need an energy inequality.
Theorem 8.1 (Energy Inequality). Let (ν, θ) be the solution to (36) on [0, T ] in the sense of Theorem 3.6, for some
N ≥ 2⌈α⌉+ 12. Suppose the a priori assumptions (70) hold, and ∇W ∈ XN . Then for all 0 ≤ τ1 ≤ τ∗ ≤ T ,
SN (τ
∗; τ1) ≤ C1SN (τ1) + C2
√
δ + C3 (CN(0) + SN (0)) +C4
√
δSN (τ
∗; τ1) +C5
∫ τ∗
τ1
√
δG(β, τ ′)SN (τ ′; τ1)dτ ′,
(212)
with Cj , j = 1, 2, 3, 4, 5 constants ≥ 1, and G(β, τ) integrable in τ for all fixed β.
Taken from [5], the notation SN (τ ; τ1) is a modification of Definition 3.5, in that we take the supremum over
[τ1, τ ] instead of [0, τ ].
The proof will require using Theorems 7.11 and 7.13. Once again we stress that while we assumed a specific
form of (m,n) to prove these energy identities and estimates on the vacuum boundary, this was for simplicity, and
there are no additional technicalities when proving the same statements for general (m,n), only extra care when
dealing with ✓∂n. Thus, throughout the proof we assume the statement of these theorems for all (m,n) such that
m+ |n| ≤ N .
Proof. Fix τ1 ≤ τ∗ ≤ T . To begin with we integrate the energy identities (145), (172) and (173) in τ ∈ [τ1, τ∗],
sum over all (m,n) and k such that max (m+ |n|, |k|) ≤ N , and obtain
1
2
(
1
δ
eσ1τ ‖ν‖2XN (τ) + e−σ2τ ‖θ‖2YN (∇ζ) (τ) +
1
α
e−σ2τ ‖θ‖2YN (divζ) (τ)
)
.
1
2
(
1
δ
eσ1τ1 ‖ν‖2XN (τ1) + e−σ2τ1 ‖θ‖2YN (∇ζ) (τ1) +
1
α
e−σ2τ1 ‖θ‖2YN (divζ) (τ1)
)
+
1
4
(
e−σ2τ ‖θ‖2YN (Curlζ) (τ)− e−σ2τ1 ‖θ‖
2
YN (Curlζ)
(τ1)
)
+
σ2
4
∫ τ
τ1
e−σ2τ ‖θ‖2YN (Curlζ) (τ ′)dτ ′ +
∫ τ
τ1
(R(0) +R(m,n) +R(k)) dτ ′. (213)
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Note that whilst (173) does not have the same powers of W on the supp ψ¯ integrals as the definition of the energy
norms in (64) and (65),W ∼ 1 on this region, so this is not an issue. Now we apply Theorems 7.5 and 7.13, and get
1
2
(
1
δ
eσ1τ ‖ν‖2XN (τ) + e−σ2τ ‖θ‖2YN (∇ζ) (τ) +
1
α
e−σ2τ ‖θ‖2YN (divζ) (τ)
)
.
1
4
e−σ2τ ‖θ‖2YN (Curlζ) (τ) +
σ2
4
∫ τ
τ1
e−σ2τ ‖θ‖2YN (Curlζ) (τ ′)dτ ′ + SN (τ1) +
√
δSN (τ)
+
∫ τ
τ1
√
δ
(
e−
σ1
2
τ ′ + σ2e
−
σ2
2
τ ′
)(
SN (τ
′)3/2 + SN (τ
′)
)
dτ ′ +
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)1/2dτ ′. (214)
Applying Theorem 6.7, this bound becomes
1
2
(
1
δ
eσ1τ ‖ν‖2XN (τ) + e−σ2τ ‖θ‖2YN (∇ζ) (τ) +
1
α
e−σ2τ ‖θ‖2YN (divζ) (τ)
)
. (CN (0) + SN (0)) +
√
δSN (τ) + SN (τ1) +
∫ τ
τ1
√
δG¯(β, τ ′)SN (τ ′)dτ ′ +
∫ τ
τ1
√
δe−
σ1
2
τ ′SN (τ
′)1/2dτ ′.
(215)
Here G¯ is defined as
G¯(β, τ) = e−σ12 τ + σ2

e−σ22 τ + 2∑
j=1
e−σ2τHj(β, τ) +
6∑
i=1
e−σ2τ G˜i(β, τ)

 , (216)
whereHj and G˜i are given in Definition 6.6. We have also used the property that e
−σ2τHj(β, τ) and e
−σ2τ G˜i(β, τ)
are uniformly bounded in τ for all β > 0. Next we use Young’s Inequality on the last integrand on the right hand
side of (215). We also add ‖θ‖2XN to both sides and employ Lemma 5.1 to obtain(
1
δ
eσ1τ ‖ν(τ)‖2XN + ‖θ(τ)‖2XN + e−σ2τ ‖θ(τ)‖2YN (∇ζ) +
1
α
e−σ2τ ‖θ(τ)‖2YN (divζ)
)
. (CN (0) + SN (0)) +
√
δ +
√
δSN (τ) + SN (τ1) +
∫ τ
τ1
√
δG(β, τ)SN (τ ′)dτ ′. (217)
Note that G is given by G¯ + e−σ12 τ . Moreover, since σ2(β) = 0 for all β ∈ (0, 2], and e−σ2τHj(β, τ) and
e−σ2τ G˜i(β, τ) are integrable in τ for all β > 2, we have that G is integrable in τ for all β > 0. By definition,
SN (τ) ≤ SN (τ ; τ1) + SN (τ1). As G is integrable, we have(
1
δ
eσ1τ ‖ν‖2XN (τ) + ‖θ‖2XN + e−σ2τ ‖θ‖2YN (∇ζ) (τ) +
1
α
e−σ2τ ‖θ‖2YN (divζ) (τ)
)
. (CN(0) + SN (0)) +
√
δ + SN (τ1) +
√
δSN (τ ; τ1) +
∫ τ
τ1
√
δG(β, τ) (SN (τ ′; τ1) + SN (τ1)) dτ ′
. (CN(0) + SN (0)) +
√
δ + SN (τ1) +
√
δSN (τ ; τ1) +
∫ τ
τ1
√
δG(β, τ)SN (τ ′; τ1)dτ ′. (218)
Finally, taking the supremum over [τ1, τ
∗] on both sides, and adjusting constants on the right hand side if necessary,
we have (212), noting the last two terms in (218) are increasing in τ .
8.1 Proof of Theorem 4.1
Let T be such that
sup
0≤τ≤T
SN (τ) = SN (T ) ≤ C¯(SN (0) + CN (0) +
√
δ), (219)
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for some constant C¯ given by local well-posedness theory. Let C∗ be defined by
C∗ = 3(C1C¯ + C2 + C3), (220)
with Ci, i = 1, 2, 3, 4, 5 given in Theorem 8.1. Note that C¯ < C
∗, and so if we define
T ∗ = sup
τ≥0
{
Solution to (36) exists on [0, τ ] |SN (τ) ≤ C∗(SN (0) + CN (0) +
√
δ)
}
, (221)
then T ≤ T ∗. Now letting τ1 = T/2 in Theorem 8.1, for any τ∗ ∈ [T2 , T ∗), we have
SN (τ
∗;
T
2
) ≤ C1SN (T
2
) + C2
√
δ + C3 (CN(0) + SN (0)) +C4
√
δSN (τ
∗;
T
2
) + C5
∫ τ∗
T
2
√
δG(β, τ ′)SN (τ ′; T
2
)dτ ′
≤ C1SN (T
2
) + C2
√
δ + C3 (CN(0) + SN (0)) +C4
√
δSN (τ
∗;
T
2
) + C5
√
δ
(∫ ∞
0
G(β, τ ′)dτ ′
)
SN (τ
∗;
T
2
).
(222)
Let δ be so small that
δ ≤ min
(
(4C4)
−2 ,
(
4C5
∫ ∞
0
G(β, τ ′)dτ ′
)−2)
. (223)
Then we have
SN (τ
∗;
T
2
) ≤ 2C1SN (T
2
) + 2C2
√
δ + 2C3 (CN (0) + SN (0)) . (224)
Using (219) to bound SN (T/2) by C¯
(
CN (0) + SN (0) +
√
δ
)
, we obtain
SN (τ
∗;
T
2
) ≤ 2C1C¯
(
CN(0) + SN (0) +
√
δ
)
+ 2C2
√
δ + 2C3 (CN (0) + SN (0))
≤ 2(C1C¯ + C2 + C3)
(
CN (0) + SN (0) +
√
δ
)
< C∗
(
CN (0) + SN (0) +
√
δ
)
. (225)
Combining (225) with (219), we obtain SN (τ
∗) < C∗
(
CN (0) + SN (0) +
√
δ
)
, for all τ∗ ∈ [0, T ∗). Shrinking δ
further if necessary, we also improve our a priori assumptions (70). For A we have, for all τ ∈ [0, T ∗),
‖A − I‖L∞ =
∥∥∥∥
∫ τ
0
∂τA dτ
′
∥∥∥∥
L∞
≤ C
√
δ
∫ τ
0
e−
σ1
2
τ ′SN (τ
′)dτ ′ <
1
3
, (226)
for small enough δ. Similarly for J .
Then, by continuity of SN (τ) as a function of τ , we must have that T
∗ = ∞. Thus the bound (68) follows. It
is left to prove (69). Let τ1 > τ2. For anym+ |n| ≤ N , we have∫
Ω
ψWα+m |Λm✓∂n (θ(τ1)− θ(τ2))|2 dx =
∫
Ω
ψWα+m
∣∣∣∣
∫ τ1
τ2
Λm✓∂
nν(τ ′)dτ ′
∣∣∣∣2 dx
.
(∫ τ1
τ2
e−
σ1
2
τ ′dτ ′
)∫ τ1
τ2
e
σ1
2
τ ′
∫
Ω
ψWα+m |Λm✓∂nν|2 dxdτ ′
. δSN (τ1)
∫ τ1
τ2
e−
σ1
2
τ ′dτ ′
. δ
(
e−
σ1
2
τ2 − e−σ12 τ1
)
. (227)
The first estimate follows from the Cauchy-Schwarz inequality in τ , the second follows from the integrability of
e−
σ1
2
τ , and the last one follows from the uniform-in-τ boundedness of δSN (τ).
An analogous estimate holds for any |k| ≤ N on supp ψ¯. Thus ‖θ(τ1)− θ(τ2)‖XN → 0 as τ1, τ2 → ∞. In
particular this implies that θ(τn) is Cauchy, for any strictly increasing sequence τn. As XN is a Banach space, this
implies the existence of limτ→∞ θ(τ) in XN , which we call θ∞. Thus we have (69).
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Appendix A Commutators
We recall that in Section 3.2, we introduced our angular and radial derivatives, ✓∂ and Λ and the various commutator
identities (54) − (57). In this appendix, we state how these commutators can be written as radial and angular
derivatives, following [5].
Lemma A.1 (Higher order commutator identities). Let ∂s be a rectangular derivative. Then for n ∈ Z3≥0 with
|n| > 0, we have
[Λm✓∂
n, ∂s] =
m+|n|∑
i=1
∑
a+|b|=i
a≤m+1
Ks,i,a,bΛa✓∂b, (228)
where Ks,i,a,b are smooth functions away from the origin.
If |n| = 0, then we instead have
[Λm, ∂s] =
m+|n|∑
i=1
∑
a+|b|=i
a≤m
Fs,i,a,bΛa✓∂ b, (229)
where, again, Fs,i,a,b are smooth functions away from the origin.
Proof. First we prove (228). Recall that (61) gives us the identity
∂q =
xk
r2
✓∂kq +
xq
r2
Xr.
Write ✓∂n = ✓∂ n˜✓∂ jl, with |n˜| = |n| − 1. We have
[Λm✓∂
n, ∂s] = Λ
m
✓∂
n˜∂s✓∂ jl − ∂sΛm✓∂n + Λm✓∂ n˜ [✓∂ jl, ∂s] .
Then we invoke (57):
Λm✓∂
n˜ [✓∂ jl, ∂s] = −δsjΛm✓∂ n˜ (∂l) + δslΛm✓∂ n˜ (∂j)
= −δsjΛm✓∂ n˜
(xk
r2
✓∂kl +
xl
r2
Xr
)
+ δslΛ
m
✓∂
n˜
(xk
r2
✓∂kj +
xj
r2
Xr
)
.
Now x/r2 is a smooth function away from the origin, so expanding the right hand side gives us
Λm✓∂
n˜ [✓∂ jl, ∂s] =
m+|n|∑
i=1
∑
a+|b|=i
a≤m+1
K
(1)
s,i,a,bΛ
a
✓∂
b,
where K
(1)
s,i,a,b are smooth functions away from the origin.
We can keep repeating this procedure with Λm✓∂ n˜∂s✓∂ jl, swapping the ∂s sequentially with the sequence of
angular derivatives, at each step gaining a term with the same structure as
m+|n|∑
i=1
∑
a+|b|=i
a≤m+1
K
(1)
s,i,a,bΛ
a
✓∂
b
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to end up with
[Λm✓∂
n, ∂s] = Λ
m∂s✓∂
n − ∂sΛm✓∂n +
m+|n|∑
i=1
∑
a+|b|=i
a≤m+1
K
(2)
s,i,a,bΛ
a
✓∂
b,
where K
(2)
s,i,a,b are smooth functions away from the origin.
Ifm > 0 we note that Λm∂s✓∂
n = Λm−1∂sΛ✓∂
n + Λm−1 [Λ, ∂s]✓∂
n, and we invoke (56) to get
Λm∂s✓∂
n = Λm−1∂sΛ✓∂
n − Λm−1∂s✓∂n
= Λm−1∂sΛ✓∂
n − Λm−1
(xk
r2
✓∂ks +
xs
r2
Xr
)
✓∂
n
= Λm−1∂sΛ✓∂
n +
m+|n|∑
i=1
∑
a+|b|=i
a≤m
K
(3)
s,i,a,bΛ
a
✓∂
b,
withK
(3)
s,i,a,b smooth away from the origin. We can also keep repeating this process until we get
[Λm✓∂
n, ∂s] = Λ∂sΛ
m−1
✓∂
n − ∂sΛm✓∂n +
m+|n|∑
i=1
∑
a+|b|=i
a≤m+1
K
(4)
s,i,a,bΛ
a
✓∂
b,
where K
(4)
s,i,a,b are smooth away from the origin. Finally, note that
Λ∂sΛ
m−1
✓∂
n − ∂sΛm✓∂n = [Λ, ∂s] Λm−1✓∂n = −∂sΛm−1✓∂n,
and using (56) once again, we finally get
[Λm✓∂
n, ∂s] =
m+|n|∑
i=1
∑
a+|b|=i
a≤m+1
Ks,i,a,bΛa✓∂b,
for some Ks,i,a,b smooth away from the origin.
Ifm = 0, write ✓∂n = ✓∂ j′l′✓∂
n′ , with |n′| = |n| − 1. We obtain
[✓∂
n, ∂s] = ✓∂ j′l′∂s✓∂
n′ − ∂s✓∂n +
m+|n|∑
i=1
∑
a+|b|=i
a≤1
K
(5)
s,i,a,bΛ
a
✓∂
b
=
[
✓∂ j′l′ , ∂s
]
✓∂
n′ +
m+|n|∑
i=1
∑
a+|b|=i
a≤1
K
(5)
s,i,a,bΛ
a
✓∂
b,
at which point we once again invoke (57) and (61) to obtain the desired statement. The proof for the second part of
the lemma is analogous.
Appendix B Transformation of Derivatives
In this appendix we record how Λm✓∂n can be written as a sum of ∇k on an appropriate sub-domain of the unit ball
B1, and vice versa.
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Lemma B.1. Let B1 be the closed unit ball in R
3, and let Λm✓∂n and ∇k be defined as in (52) and (53). Then we
have
Λm✓∂
n =
m+|n|∑
|k|=0
Qk∇k, (230)
for some Qk, smooth on B1.
Proof. This is a simple consequence of our definitions of Λ, given in (51) and ✓∂ , given in (50). In rectangular
coordinates, they are given as
Λ = x.∇
✓∂ ij = xi∂j − xj∂i.
Noting that x is a smooth function on the ball, we get the desired statement by using these equalities in Λm✓∂n and
expanding the expression.
There is also a partial converse to Lemma B.1.
Lemma B.2. Let B1 be the closed unit ball in R
3, and let Λm✓∂n and ∇k be defined as in (52) and (53). Then we
have
∇k =
|k|∑
m+|n|=0
Z(m,n)Λm✓∂n, (231)
for some functions Z(m,n), smooth on any region removed from the origin in B1.
Proof. This is an application of identity (61), namely
∂i =
xj
r2
✓∂ ji +
xi
r2
Xr.
The function x/r2 is smooth on any region removed from the origin, so we can use this equality in ∇k and expand,
giving us the desired result.
Appendix C Hardy-Type Inequality and Sobolev Embeddings
One of the main tools we use is a higher order Hardy-type embedding which tells us that a weighted Sobolev space
on a domain can be realised in a Sobolev space of lower regularity, in essence sacrificing regularity to remove
degeneracy near the boundary.
Definition C.1. For a bounded domain O ⊂ R3, and s ∈ Z≥0, define the Sobolev space Hs(O) by
Hs(O) =
{
F ∈ L2(O) : ∇kF is weakly in L2(O), k ∈ Z3≥0, 0 ≤ |k| ≤ b
}
,
with norm given by
‖F‖2Hs(O) =
b∑
|k|=0
∫
O
∣∣∣∇kF ∣∣∣2 dx.
The definition of Hs(O) can be extended to s ∈ R≥0 by interpolation.
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Definition C.2. For a bounded domain O ⊂ R3, α > 0 and b ∈ Z≥0, define the weighted Sobolev space Hα,b by
Hα,b(O) =
{
d
α
2 F ∈ L2(O) : ∇kF is weakly in L2(O, dαdx), k ∈ Z3≥0, 0 ≤ |k| ≤ b
}
,
with norm given by
‖F‖2Hα,b(O) =
b∑
|k|=0
∫
O
dα
∣∣∣∇kF ∣∣∣2 dx,
where d = d(x, ∂O) is the distance function to the boundary on O.
Given these definitions, we have the following embedding.
Lemma C.3. Let O be as above and let b ∈ Z>0 and 0 < α ≤ 2b. Then the Banach spaces Hα,b(O) embeds
continuously in Hb−
α
2 (O).
Finally, we state the Hardy-Sobolev bounds for L∞-norm in terms of our energy norms. Recall the space X b
and the set Yb(∇ζ) given in Definition 3.2, as well as ψ given in (62).
Lemma C.4. Let a ∈ Z≥0 and b ∈ Z3≥0, and let a+ |b| = M . Then∥∥∥Λa✓∂ bF∥∥∥2
L∞(suppψ)
. ‖F‖2X ⌈α⌉+2M+4 . (232)
Lemma C.5. Let a ∈ Z≥0 and b ∈ Z3≥0, and let a+ |b| = M . Then∥∥∥W a2Λa✓∂ bF∥∥∥2
L∞(suppψ)
. ‖F‖2X ⌈α⌉+M+6 . (233)
∥∥∥W a2∇Λa✓∂ bF∥∥∥2
L∞(suppψ)
. ‖F‖2Y⌈α⌉+M+6(∇ζ) . (234)
The proofs of Lemmas C.3–C.5 are standard and can be found in [12, 7].
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