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Abstract 
Human eyes play an important role in everyday social interactions. 
However, the cues provided by eye movements are often missing or 
difficult to interpret in computer-mediated remote collaboration. 
Motivated by the increasing availability of gaze-tracking devices in the 
consumer market and the growing need for improved remote-
collaboration systems, this thesis evaluated the value of gaze awareness in 
a number of video-based remote-collaboration situations. 
This thesis comprises six publications which enhance our understanding 
of the everyday use of gaze-tracking technology and the value of shared 
gaze to remote collaborations in the physical world. The studies focused 
on a variety of collaborative scenarios involving different camera 
configurations (stationary, handheld, and head-mounted cameras), display 
setups (screen-based and projection displays), mobility requirements 
(stationary and mobile tasks), and task characteristics (pointing and 
procedural tasks). The aim was to understand the costs and benefits of 
shared gaze in video-based collaborative physical tasks.  
The findings suggest that gaze awareness is useful in remote collaboration 
for physical tasks. Shared gaze enables efficient communication of spatial 
information, helps viewers to predict task-relevant intentions, and enables 
improved situational awareness. However, different contextual factors can 
influence the utility of shared gaze. Shared gaze was more useful when 
the collaborative task involved communicating pointing information 
instead of procedural information, the collaborators were mutually aware 
of the shared gaze, and the quality of gaze-tracking was accurate enough 
to meet the task requirements. In addition, the results suggest that the 
collaborators’ roles can also affect the perceived utility of shared gaze.  
Methodologically, this thesis sets a precedent in shared gaze research by 
reporting the objective gaze data quality achieved in the studies and also 
provides tools for other researchers to objectively view gaze data quality 
in different research phases.  
The findings of this thesis can contribute towards designing future 
remote-collaboration systems; towards the vision of pervasive gaze-based 
interaction; and towards improved validity, repeatability, and 
comparability of research involving gaze trackers. 
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1 Introduction 
The human eye performs dual roles in our lives; an organ for perception 
as well as communication. In addition to their role in visual perception, by 
virtue of their unique morphology, eyes communicate our current point of 
visual attention to an observer (Kobayashi & Kohshima, 2001). The 
awareness of where a person is looking, how long the person has been 
looking at a detail, and the temporal changes in their visual attention can 
communicate a wealth of information in our everyday social interactions. 
It is thus unsurprising that humans show a preferential bias towards 
attending to the eyes of other people to gather these important social cues 
(Jack, Scheepers, Fiset, Caldara, & Blais, 2008; Walker-Smith, Gale, & 
Findlay, 1977).  
In our everyday lives, we infer much more than gaze direction from a 
person’s eye movements. For instance, people naturally look at objects in 
an environment that they prefer or find attractive (Shimojo, Simion, 
Shimojo, & Scheier, 2003). Similarly, an onlooker’s gaze directed at a 
person could be interpreted as a sign of general interest in the person, 
romantic attraction, intention to talk, or sometimes even as a threat. Every 
shift in the gaze direction encodes a meaning, defined by the cultural, 
social, and environmental context in which it is made. Humans are not 
only attuned to interpreting the direction of gaze but also the meaning it 
communicates.  
There is growing interest in the field of Human–Computer Interaction 
(HCI) to use eye gaze as a means to interact with computing devices. Gaze 
tracking is the process of measuring the movement of the eyes or 
estimating a person’s current focus of visual attention with the aid of 
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technology. Computing devices equipped with gaze trackers can use this 
information as an input channel in HCI.  
Gaze-tracking devices traditionally have been used as an assistive 
technology or research tool in controlled environments. However, recent 
advancements in software and hardware technology have made gaze 
tracking cheaper, more accurate, and more ergonomic to use. The 
technology is increasingly seen as a viable and beneficial input technique 
to interact with computers (Kumar, Paepcke, & Winograd, 2007), mobile 
phones (Drewes, De Luca, & Schmidt, 2007), public displays (Melodie 
Vidal, Bulling, & Gellersen, 2013), wearables such as smartwatches (Akkil 
et al., 2015), and head-mounted devices (Baldauf, Fröhlich, & Hutter, 2010; 
Duchowski et al., 2004).  
1.1 RESEARCH CONTEXT AND FOCUS 
This thesis focuses on three interlinked themes (see Figure 1). In the 
following section, I briefly introduce the three themes. 
Figure 1. The three themes of the thesis 
Theme I: Gaze Awareness in Collaborative Physical Tasks 
The distributed nature of our current work and social networks has 
increased the need for technological tools and services that support 
collaboration between geographically separated individuals. Remote-
collaboration technologies such as e-mail, instant messaging, and 
audio/video telephony are already integral parts of our personal and 
professional lives.  
Within the scope of this thesis, collaboration is broadly defined as two or 
more individuals “working together with a shared goal” (Mattessich, 
Monsey, & Murray-Close, 2001).  
2
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Video-based collaboration technologies are particularly interesting since 
they provide a rich medium for communication between remote partners. 
A popular use of video-based collaboration is to facilitate remote meetings 
via video conferencing. Another growing use of video-based 
communication is to use video-as-data (Nardi, Kuchinsky, Whittaker, 
Leichner, & Schwarz, 1996). Here, video is not used to show “talking 
heads” but to provide images of the physical world to help remote 
participants support joint activities and experiences. Imagine young 
parents sharing the video of their son’s football game to the rest of the 
family in different locations, an industrial field worker video-calling an 
indoor expert to seek guidance on troubleshooting a piece of industrial 
equipment, an elder parent seeking the help of their child in another city 
to help operate a new microwave oven, a young adult video-calling a 
remote friend to seek suggestions while shopping, or a traveller in a new 
city video-calling a friend to show the interesting tourist attractions.  
Current video-based remote-collaboration technologies are far from ideal, 
especially for tightly coupled tasks that requires frequent, complex, and 
real-time communication between collaborators (G. M. Olson & Olson, 
2000; J. S. Olson & Olson, 2006). Such complex scenarios require cues, in 
addition to the shared visual information, to enable more efficient 
communication and improved awareness between collaborators (S. R. 
Fussell, Setlock, & Kraut, 2003; Gergle, Kraut, & Fussell, 2013). 
Given the strong utility of eyes in everyday social interactions, previous 
research has explored the value of gaze awareness in video-based remote 
collaborations. Techniques that enable gaze awareness between remote 
partners involved in a discussion (Vertegaal, 1999) as well as shared 
display collaboration such as remote pair programming (D’Angelo & 
Begel, 2017) have been investigated. However, we still have limited 
knowledge regarding the costs and benefits of sharing gaze information 
between remote partners involved in collaborative physical tasks. The 
primary focus of this thesis is to explore the costs and benefits of gaze 
awareness in video-based remote collaboration for physical tasks and to 
understand the different contextual factors that influence the usefulness 
of shared gaze.  
I used the ISO 9241-11:2018 (ISO, n.d.) definition of context. Within the 
scope of this thesis, context is defined as the combination of users, goals 
and tasks, resources, and environments (technical, physical, and social) 
within which a collaborative activity takes place. 
Theme II: Everyday Gaze Interactions on Smartglasses 
The second theme of the thesis focuses on everyday gaze-based interaction 
in augmented-reality (AR) smartglasses. Smartglasses are a device form 
factor that research community, technology enthusiasts and device 
manufacturers envision will revolutionise how we interact with our 
3
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environment and embedded computing devices. From the perspective of 
the primary theme of this thesis, smartglasses are also a relevant device 
form factor for remote collaborative physical tasks since they are often 
equipped with a world-facing camera that provides a first-person view of 
the world and is also hands free to use. 
Gaze tracking is considered to be a viable and potentially beneficially 
input modality in such devices (Bulling & Gellersen, 2010). Numerous 
previous publications exist on leveraging gaze tracking in smartglasses 
(e.g. Baldauf et al. 2010; Lee et al. 2011), but all of them have focused on 
either core technology development or evaluating gaze as an interaction 
mechanism in specific use cases. Thus, we lack a holistic understanding of 
users’ concerns and preferences when using gaze as an interaction 
technique in such devices. This is especially important since earlier 
versions of consumer smartglasses (e.g. Google Glass) faced severe social 
acceptability issues.  
The second focus of this thesis is to enable a holistic understanding of 
potential users’ expectations of everyday use of gaze tracking in 
smartglasses. 
Theme III: Measuring and Reporting Gaze Data Quality 
The third focus of my work is relevant to the broader gaze-tracking 
research community. Gaze tracking is used as a research tool in a variety 
of fields such as psychology, human behavioural science, marketing 
research, education, sports, and performance research. As the applicability 
of gaze tracking in research is increasing, a critical aspect that researchers 
often overlook is the quality of the gaze-tracking data achieved in the 
study and how it influences the research findings. Research that makes 
offline use of gaze data for analysis can perform post-calibration to reduce 
the influence of tracking errors. However, this is not possible in research 
fields that use real-time use of gaze tracking data (e.g. HCI).  
Gaze data quality is critical to the validity, repeatability, and 
comparability of research findings. For example, in the field of HCI, two 
recent studies—Qian and Teather (2017) and Blattgerste et al. (2018)—
independently compared gaze and head-based pointing in virtual reality. 
Despite the comparable research contexts, the two publications arrived at 
opposite results. Based on the authors’ qualitative descriptions, the biggest 
differentiator between the two studies appeared to be in the achieved gaze 
data quality. However, since neither of the studies reported any objective 
measures of gaze data quality (note that Blattgerste et al. (2018) report a 
realistic accuracy measure based on a measurement conducted on 10 users 
separately from the user study), it is difficult to conclusively say how large 
the differences were or how much those differences may have affected the 
results.  
4
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One of the reasons why most researchers overlook gaze-tracking data 
quality is due to the lack of flexible tools to help easily measure, analyse, 
and report the quality metrics. Most tracker manufacturers do not include 
such flexible tools in their software offerings. For example, the Tobii Pro 
Lab (Tobii Technology, 2017) software outputs a numerical value for gaze-
tracker calibration quality for individual users. However, the quality 
evaluation is coupled with the calibration routine and cannot be 
performed independently. Further, while tracker manufacturers may 
make such tools available in the future, they may still have different 
implementations; thus, the results across eye trackers from different 
manufacturers may not be comparable. 
The third focus of this thesis is to develop an open-source, flexible, and 
gaze tracker independent tool to measure gaze data quality. In addition to 
developing and distributing the tool to the community, this thesis also 
presents examples on how to practically use the tool in research involving 
gaze trackers and how to report the quality measures in publications.  
Research Questions and Objectives 
This thesis takes inspiration from previous works in the cognitive and 
behavioural sciences on the value on gaze awareness in everyday social 
interactions and in collocated task-based collaborations as well as previous 
work in the HCI on gaze-based interaction in general and specifically gaze 
awareness in shared display collaboration.  
The high-level focus of this thesis is to understand the costs and benefits of 
gaze awareness in real-world, collaborative physical tasks. At a lower 
level, this thesis focuses on answering the following research questions. 
The research questions were motivated and influenced by previous 
literature. They were arrived at after synthesising the previous work in the 
area and identifying gaps in our knowledge regarding the value of gaze 
awareness in remote collaboration. Each study was then designed to fill 
those gaps. 
RQ1: Can sharing gaze between collaborators lead to any measurable benefits in 
video-based collaborative physical tasks? If yes, what benefits does it provide? 
(Studies III, IV, and V) 
RQ2: Do contextual factors influence the usability of shared gaze for collaboration? 
(Studies II, III, IV, and V) 
RQ3: How does shared gaze compare against more explicit remote gesturing 
mechanisms such as shared mouse for collaborative physical tasks? (Studies IV 
and V) 
The tertiary theme of the work was motivated by the understanding that 
gaze-tracking-data quality can influence the usability of shared gaze for 
5
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remote collaboration and. more generally, the use of gaze in HCI. The 
tertiary theme of this thesis is not defined by a research question per se. 
Rather, it is motivated by a larger research objective. 
To support and encourage gaze-tracking researchers to take a more objective view 
regarding gaze data quality. Furthermore, to facilitate research to easily record, 
analyse, and report the gaze data quality achieved in user studies. (Studies I, IV, 
V, and VI) 
1.2 METHOD  
The research reported in this thesis utilises both quantitative and 
qualitative approaches to gather a holistic understanding of the themes in 
this thesis. 
Study II used focus groups as the study methodology. Furthermore, we 
analysed the unstructured qualitative data using affinity diagramming 
(Holtzblatt, Wendell, & Wood, 2005), an inductive/bottom-up thematic 
approach, to gather key insights regarding the end-user expectations of 
everyday gaze interaction using smartglasses.  
Studies I, III, IV, V, and VI follow experimental research methods and 
were conducted in a controlled lab environment. The studies began with 
prototyping the relevant software and hardware systems for conducting 
the experiment. This was followed by a series of short pilot studies to 
define several key parameters and experimental design choices. From a 
quantitative viewpoint, we used both subjective (captured using 
questionnaire data) and objective measures. The main objective measures 
were the success rate of communicating information with and without 
gaze awareness (in Studies II and III) and collaboration performance 
measures, such as task completion times and the number of utterances 
required to complete the task (in Study V and VI). The subjective measures 
included users’ confidence in interpreting the information from the video 
(in Studies III and IV) and a series of questions to evaluate the perceived 
quality of collaboration (in Studies V and VI). 
Studies III and IV were conducted in two phases. We deconstructed a 
potentially collaborative scenario to understand the subtasks to which 
gaze awareness between partners could add value, in terms of intention 
prediction and spatial pointing, respectively. In contrast, Studies V and VI 
focused on real-world collaboration and involved real-time 
communication between participants in separate physical locations. 
6
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1.3 CONTRIBUTION 
This thesis makes three contributions to gaze-based HCI. First, this thesis 
evaluates the value of gaze awareness in the context of video-based 
remote collaboration. The studies presented in this thesis will enable 
understanding of the contextual factors that influence the usefulness of 
shared gaze. More generally, the research findings will help with 
designing future video-based remote collaboration systems. A wider 
adoption of remote collaboration systems in our professional and personal 
lives will have many significant implications. Systems that can overcome 
the need for traditional collocated collaboration will help to reduce the 
frequent travelling needed to accomplish tasks and thus help reduce our 
carbon footprint. In addition, such collaboration systems will enable 
flexibility of work location for employees, potentially leading to improved 
well-being. Furthermore, they can result in time and cost savings for 
organisations and lead to optimised workflows. 
Second, this thesis explores the users’ expectations, preferences, and 
concerns in using everyday gaze-tracking technology and will contribute 
to the user-centric design of pervasive gaze-based interaction technologies. 
Third, the work done in this thesis brings to the forefront the importance 
of gaze data quality in research involving gaze trackers. The software tool 
presented in this thesis will enable other researchers to record, analyse, 
and report the gaze data quality achieved at different research phases, 
thus contributing towards improving the validity, comparability, and 
repeatability of research involving gaze trackers.  
1.4 STRUCTURE
This thesis consists of a summary of the work undertaken along with the 
six peer-reviewed publications. The structure of the thesis is as follows: In 
Chapter 2, I briefly present the communicative functions of eye 
movements. Chapter 3 introduces the gaze-tracking technology and its use 
in HCI. In particular, the chapter introduces the different factors that 
influence the gaze tracking data quality.  In Chapters 4 and 5, I present a 
literature review of shared gaze interfaces for computer-mediated 
collaboration. The chapters also present a classification of the previous 
literature focusing on shared gaze. In Chapter 6, I describe the 
methodology used in the study and contextualise the work done as part of 
this thesis. Chapter 7 introduces the six publications in more detail, in 
terms of the methodology used and the key results. In Chapter 8, I discuss 
the key findings of this thesis in light of the initial research questions and 
objectives. The chapter also presents the limitations of this research as well 
as directions for future research. I conclude the thesis in Chapter 8 by 
highlighting the key contributions of the work.    
7
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2 Communicative Functions of 
Human Eyes 
2.1 HUMAN EYES AND EYE MOVEMENTS 
The human eye is a complicated organ that has evolved over millions of 
years, from a simple light-sensitive structure to the complex organ 
responsible for binocular vision. Our eyes work roughly like a camera, 
collecting incoming light through the tiny opening of the pupil and 
focusing it with specialised lens arrangements to the retina, the inner 
photosensitive layer of the eye. However, unlike a camera, which uses 
photographic film or digital sensors to form the image, the light striking 
the retina’s photoreceptors causes a series of chemical and electrical events 
that ultimately convert the light into electrical impulses for the brain.  
In addition to their working principles, what makes our eyes even more 
fascinating is the fact that our eyes are mobile. Eyes move both voluntarily 
and involuntarily to enable and enhance our sense of vision. The primitive 
eyes evolved to move as a means of stabilizing the image on the retina, in 
the presence of head movements (Walls, 1962). Gradually, the 
evolutionary need for higher vision resolution  led to development of a 
specialised area in the retina, called the fovea, with relatively higher visual 
acuity and colour sensitivity. It also led to the complementary 
development of mechanisms that enable eye movements responsible for 
“aiming” the incoming light to this area of highest visual acuity in the 
retina (Walls, 1962).  
The human retina is covered with two types of photoreceptors: rods and 
cones. These two types of photoreceptors complement each other in their 
9
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functionality and placement in the retina. Rods are useful for low-light 
vision but have low visual acuity and colour sensitivity. On the other hand, 
cones are responsible for vision in well-lit conditions. Cones have higher 
visual acuity and are responsible for colour vision. The fovea, the region of 
highest visual acuity, is almost exclusively composed of cone 
photoreceptors, while the rest of the retina is scattered with rods. The high 
concentration of cones in the fovea is the reason for its colour sensitivity 
and high resolution of vision. Our visual acuity degrades dramatically 
beyond the foveal region. The size of the fovea in humans is 
approximately 400 µm, which translates to 1.3 degrees of visual angle 
(Duchowski, 2007). To put this number into perspective, it is roughly the 
size of the thumbnail when held at arm’s length (O’Shea, 1991). Figure 2 
shows a representative image showing the difference in acuity between 
foveal and peripheral vision in humans. 
Figure 2. Conceptual illustration of the difference in acuity of foveal and peripheral vision 
in humans.  
2.2 TYPES OF EYE MOVEMENTS 
Eye movements can be classified into three categories based on 
functionality: gaze-shifting eye movements, gaze-stabilising eye 
movements, and fixational eye movements. Our eyes move to bring the 
region of our current interest to the foveal region for detailed inspection 
(gaze-shifting movements), to stabilise the image on the retina in the 
presence of movement (gaze-stabilising movements), or to maintain the 
object of interest in the foveal region and to prevent the sensory 
adaptation of the retina by refreshing the visual information on the retina 
(fixational eye movements).  
There are two types of gaze-shifting eye movements: saccades and smooth 
pursuits. 
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Saccades are rapid, discrete, ballistic eye movements performed to bring 
an object of interest in the environment to the region of foveal vision. A 
saccade can last between 10 and 100 ms, during which the eyes move at a 
peak velocity of up to 800 degrees per second (A. T. Bahill, Clark, & Stark, 
1975). Our visual perception is blinded during saccades, a phenomenon 
known as saccadic suppression (Matin, 1974). Fixations are the intervals 
between two saccades, when our eyes stay relatively stationary. During 
this relatively stationary period, the image on the retina is stable, and we 
perceive the visual information.  
Smooth pursuits are smooth eye movements that enable clear vision of 
moving targets by visually following the target. Our environment is filled 
with a variety of moving stimuli, such as flying birds, vehicles in transit, 
sprinting animals, floating clouds, and even virtual objects moving on a 
computer display. Smooth pursuits are eye movements produced as a 
result of maintaining attention on moving targets. Pursuits are unique in 
the sense that one cannot produce such eye movements at will, as they 
require perceived motion. In comparison with saccades, which are rapid 
and discrete in nature, smooth pursuits are usually slower than saccades 
(the eye velocity depends on target velocity, typically <50 deg/sec) and 
are continuous in nature (C. H. Meyer, Lasker, & Robinson, 1985).  
Gaze-stabilizing movements are involuntary eye movements responsible 
for counteracting self-motion and are required to stabilise the image of the 
visual world on the retina. Vestibulo-ocular reflexes (VORs) and 
optokinetic reflexes (OKR) are the two gaze-stabilizing eye movements in 
humans.  
Fixational eye movements include a variety of involuntary “micro” eye 
movements, such as microsaccades, tremors, and drifts. Fixational eye 
movements play a key role in refreshing the visual information on the 
retina, when the eyes are relatively still. This helps to keep the objects in 
the visual field from perceptual fading and corrects any offsets in eye 
position (Martinez-Conde, Macknik, & Hubel, 2004).  
Yet another type of eye movement is the vergence eye movement, 
characterised by simultaneous movement of the eyes in opposite 
directions. When looking at a nearby target, the eyes rotate inwards along 
the horizontal axis (i.e. convergence). Similarly, while looking at a target 
far away, the eyes rotate outwards, away from each other, until roughly 
parallel (i.e. divergence).  
A detailed review of gaze-stabilising and fixational eye movements is out 
of the scope of this thesis. Gaze-shifting eye movements are of the most 
importance in terms of their communicative role and are thus also most 
relevant from the perspective of this thesis.  
11
…
…
…
…
…
 
  
2.3 PERCEPTION OF GAZE DIRECTION 
The unique morphological characteristics differentiate the human eye 
from the eyes of the rest of the primates. The human eye has the largest 
exposed sclera region, devoid of any pigmentation, surrounding the 
darker iris. The white sclera region and the darker iris provide a high 
degree of contrast, enabling an onlooker to easily perceive one’s direction 
of gaze. The light sclera in humans is believed to be an evolutionary 
adaptation to enable signalling and communication using the eyes, in 
contrast to the gaze-camouflaging eyes found in most other primates 
(Kobayashi & Kohshima, 2001).  
Notably, while eye movements contribute significantly to our shifts in 
gaze direction, we do not shift our gaze direction exclusively using eye 
movement. Our body position and head and eye orientation jointly 
modulate our gaze direction. Generally, small shifts in visual attention are 
almost exclusively performed using eye movement (Land, 2006). In 
contrast, during larger shifts in attention, eye movements are 
accompanied by head and body re-orientation (Land, 2006). 
Head orientation is a coarse indicator of our gaze direction, while eye 
position combined with head orientation provides a refined interpretation 
of one’s gaze direction. Loomis et al. (2008) note that an onlooker can 
accurately observe a person’s head orientation through their peripheral 
vision, as head orientation is a large visual stimulus. In contrast, eye 
movements are a relatively subtle visual stimulus, and accurately 
interpreting them requires onlookers to fixate near the person’s eyes.  
Dyadic Gaze and Triadic Gaze 
Our social communications contain two fundamentally different types of 
gaze signals: dyadic gaze and triadic gaze (George & Conty, 2008; Symons, 
Lee, Cedrone, & Nishimura, 2008). Dyadic gaze concerns cues provided by 
eye contact, while triadic gaze concerns information provided by the eyes 
while attending to a third party (i.e. objects or people in the environment).  
Dyadic and triadic gaze show differences in their information-processing 
requirements, function, and underlying neurological mechanisms 
(Symons et al., 2008). Perceiving eye contact or dyadic gaze involves 
relatively simpler information processing (i.e. are you looking at me?). In 
contrast, triadic gaze requires more complex analysis (i.e. what are you 
looking at?). Similarly, one of the main functions of dyadic gaze is to 
regulate face-to-face social interaction, while triadic gaze has a role in 
regulating social interactions, revealing one’s interests to the onlooker, 
and establishing joint attention. Developmental studies suggest that 
infants as young as 2 to 3 months old are sensitive to dyadic gaze (Hains & 
Muir, 1996), while sensitivity to triadic gaze emerges as late as 18 months 
(Corkum & Moore, 1998).  
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The perception of being looked at is a special case of a more general 
gazing behaviour, which seems to have unique neurological judgement 
mechanisms and cognitive processes associated specifically with it 
(George & Conty, 2008). 
Previous works have investigated the acuity of perceiving dyadic and 
triadic gaze. In their classic study, Gibson and Pick (1963) reported that a 
human observer can accurately discriminate between an onlooker’s gaze 
directed at them and one that is directed 1 cm horizontally away from 
them, from a distance of 200 cm. Jenkin et al. (2003) reported similar 
discrimination thresholds. Furthermore, the sensitivity to perceiving 
dyadic gaze seems to be higher along the horizontal direction than the 
vertical (Cline, 1967).  
Similarly, humans also show remarkable sensitivity to triadic gaze. 
Symons et al. (2008) noted that observers can analyse another 
person’s eye movement, derive directional information from it, and 
triangulate it to 3D space from the onlooker’s perspective with relative 
ease. However, the acuity of triadic gaze changes as the target moves 
away from the observer and the onlooker. People are best at judging 
where another person is looking, when the target is between the looker 
and themselves, whereas acuity degrades further away (Symons et al., 
2008). Bock et al. (2008) demonstrated that the overall threshold of 
interpreting triadic gaze varied between 1.8 degrees to 3.9 degrees of 
visual angle, based on the target’s location. They also reported a 
systematic upward bias, with all of the gaze target interpretations skewed 
by an average of 1.2 degrees of visual angle upwards.  
Generally, head orientation affects the accuracy of both dyadic and triadic 
gaze perception (Cline, 1967). A divergence between head and eye 
position introduces a constant error in gaze judgement. Furthermore, 
observers subconsciously integrate the information derived from the 
individual eyes. The information from one eye corrects the positional bias 
introduced from the other eye (Symons et al., 2008). This also suggests that 
the onlooker’s relative positioning (e.g. frontal compared to sideways) can 
influence the accuracy of gaze perception. Overall, for most head angles 
and observer positions, gaze directed at the observer is discriminated with 
greater accuracy than other lines of regard are (Bock et al., 2008).  
To summarise, humans are incredibly good at perceiving both the dyadic 
and triadic gaze of an onlooker. The dyadic and triadic gaze 
discrimination thresholds have direct implications on shared gaze in 
remote collaboration. In shared gaze interfaces, the gaze-tracking accuracy 
needs to be comparable to 1.8 degrees to 3.9 degrees to match the 
accuracies of gaze awareness available in naturalistic collaboration 
scenarios in which the collaborators are facing each other. Modern-day 
gaze trackers can estimate a person’s point of regard at a much higher 
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accuracy (≤ 0.5 degrees). This improved accuracy of gaze awareness can 
potentially enable improved utility of shared gaze in remote collaboration, 
as compared to naturalistic collocated collaboration scenarios. 
2.4 ROLE OF THE EYES IN SOCIAL INTERACTIONS
Many previous studies have shown that individuals are biased towards 
attending to the eyes of others. In an image of a face, viewers 
disproportionately fixate on the eye region (Jack et al., 2008; Walker-Smith 
et al., 1977). Other studies have found that following the gaze of others is 
at least partially automatic (Itier & Batty, 2009). However, most of such 
studies are conducted in the lab environment, using unnatural stimuli 
such as images and videos and avoiding the social context associated with 
the interaction. In real-world situations, factors such as sociocultural 
norms and personality traits of the individuals involved have a profound 
influence on when, how frequently, and how long the gaze of another 
person is perceived and followed. 
Gallup et al. (2012) demonstrated that walkers are less likely to gaze at 
other pedestrians and follow their gaze cues when the pedestrians are 
facing them. Foulsham et al. (2010) noted that walkers gaze at other 
approaching pedestrians less often in the real world than when watching a 
first-person video of a similar situation. Similarly, Laidlaw et al. (2011) 
showed that when people are seated in a waiting area with strangers, they 
are more likely to look at non-social objects in the environment than other 
people. Zuckerman et al. (1983) demonstrated that when in an elevator 
with a stranger, people initially show brief eye contact followed by 
prolonged gaze aversion. Taken together, these results suggest that the 
implicit bias humans exhibit towards looking at others, and specifically 
fixating at eye regions of others, is malleable.  
On the other hand, gaze is a potent stimulus to initiate (Cary, 2006) and 
maintain conversations (Gullberg, 2003). In a live conversation, people 
actively perceive and follow the gaze cues provided by their conversation 
partners. The face of the conversation partner is one of the most fixated-
upon areas in a face-to-face conversation (Gullberg, 2003).  
Research on gaze patterns during face-to-face communication shows that 
speakers frequently look at their conversation partners (presumably to 
monitor the listener’s state of attention and understanding). In comparison, 
listeners spend more time looking at the speaker (presumably to extract 
gaze signals and facial expression of the speaker; Cook 1977). Gaze cues 
towards and away from the partner also correlate with turn transition 
(Kendon, 1967). Speakers tend to gaze away from the partner when they 
start to speak and gaze back at the partner at the end of their utterance as 
a means to enable smooth turn transition. Also, speakers avert their gazes 
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during times when they are not ready for turn transition (e.g. during 
hesitation, or when conveying complex or emotional details) (Kendon, 
1967). While there exist many generalisable gaze patterns in face-to-face 
conversations, there are also large differences in gaze behaviour based on 
individual gaze allocation characteristics (Kendon, 1967), personality traits 
(Cook, 1977), familiarity between participants (Broz, Lehmann, Nehaniv, 
& Dautenhahn, 2012), the type of interaction (Foddy, 1978), gender (Cook, 
1977; Foddy, 1978), and culture (H. Z. Li, 2004). 
Gaze allocation is closely linked with the semantics of speech. Griffin and 
Bock (2000) note that people look at things in the environment when 
speaking about them. In their study, participants speaking 
extemporaneously consistently fixated at objects for one second before 
naming them in their spoken description, providing evidence for a 
systematic temporal linkage between eye movements and spoken 
utterances. In a complementary line of research, Cooper (1974) showed 
that people tend to look at objects in the visual field when they hear a 
semantic reference to them, or a related word in the speech. Cooper (1974) 
presented participants with a variety of pictures on a computer display 
simultaneously with spoken language. They observed that participants 
spontaneously fixated at elements on the screen which are closely related 
to the meaning of the speech (e.g. looking at a picture of lion upon hearing 
the words “lion” or “Africa”). Their results suggest that eye movements 
are influenced by interpretation of the language heard.  
2.5 ROLE OF EYES IN COLLOCATED COLLABORATIVE PHYSICAL TASKS 
Two or more collocated individuals working together on a physical task 
that requires frequent referring and manipulating objects in the 
environment is very different from a typical conversational interaction. 
Such collaborations may often involve several non-verbal elements in 
addition to spoken language, such as pointing at objects in the 
environment using the hand, interpreting the partner’s pointing target, 
monitoring the objects in the task space, manipulating the objects etc. The 
gaze allocation strategy and the functional role played by gaze could be 
influenced by these additional requirements, which are imposed by the 
characteristics of the physical task and the common goals of the 
collaboration.  
Clark and Krych (2004) observed collocated collaboration in a LEGO 
building task. They found that, in such situations, people generally 
communicate with a variety of non-verbal cues, such as pointing, nodding, 
shaking the head and eye gaze. Macdonald and Tatler (2012) conducted a 
study to understand how people use the gaze cues of their partner in real-
world collaborative tasks. The experimental task for the participants was 
to work in pairs to make a cake. Half of the pairs were assigned to 
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predefined roles of chef and gatherer, while the other half did not have any 
roles. They found that, across all conditions, participants spent more time 
mutually fixating at the objects required for the task and spent less time 
looking at each other. However, the results showed an interesting 
difference when the participants had predefined roles. Gatherers sought 
chefs’ gaze cues more often than when no roles were defined (Macdonald 
& Tatler, 2012). Gaze cues provided by the chef may be more informative 
to the gatherer than in the situation in which no roles are defined – that is, 
people may seek the gaze cues of others depending on the perceived 
informativeness of the cue.  
In an important follow-up study, Macdonald and Tatler (2017) found that 
when verbal instructions are ambiguous, people tend to seek, follow, and 
benefit from spatial cues provided by the gaze of the collaboration partner. 
In their study, an instructor had to use speech to convey the identity of 
one of the many objects arranged on the table, which the collaboration 
partner, seated frontally, had to select. In the gaze-cued condition, the 
instructor fixated at the object being referred to, while in the condition 
without gaze, the instructor read the speech from a paper. When gaze cues 
were available, participants actively sought the cues by initially fixating at 
the face of the instructor and made more correct selections when the 
verbal instructions could not uniquely identify the objects. In contrast, 
when the verbal instructions were unambiguous, participants seldom 
sought gaze cues provided by the instructor and no difference in task 
performance was found. These results suggest that people in naturalistic 
situations follow a flexible approach to seeking the cues provided by gaze. 
When speech is unambiguous, gaze provides little additional value and is 
hence ignored. In contrast, the value provided by gaze becomes greater 
when the language used is ambiguous.  
Hanna and Brennan (2007) note that when communication partners have 
to convey spatial information, gaze cues, available through the head 
orientation and eye position, help disambiguate referring expressions 
much earlier than the linguistic point of disambiguation. In a follow-up 
study designed to tease out the role of head orientation and gaze direction 
(S. S. E. Brennan, Hanna, Zelinsky, & Savietta, 2012), instructors wearing 
mirrored sunglasses that would prevent an onlooker from perceiving 
accurate gaze cues but allow perceiving head orientation provided verbal 
instructions required to identify spatially arranged objects. They found 
that head orientation information alone was less informative and incurred 
a cost in accuracy when other competitor objects were located near the 
referred object. Boucher et al. (2012) extended this work and found that 
when eyes are visible, as opposed to situations when the instructor is 
wearing sunglasses,  the efficiency of collaboration was improved by 
reducing the time needed for the participants to select the objects.  
16
…
…
…
…
…
 
 
    
More recently, Garcia et al. (2017a) conducted an empirical study to 
understand the value of gaze for multimodal referentiality in naturalistic 
collaborative tasks. In their study, participants worked in pairs, standing 
face-to-face to each other across a table, to arrange different objects in 
predefined abstract shapes. The arrangement was known to one 
collaborator, while the other could only manipulate the task space. The 
researchers manipulated the availability of gaze cue as an independent 
variable. In one of the experimental conditions, both collaborators wore 
goggles that prevented the visibility of eyes to the partner; in the other 
condition, the participants collaborated without the goggles. The results 
suggest that the availability of gaze cues not only enabled higher joint task 
performance, but also led to higher frequency of deictic references and 
reduced frequency of conversational repair.  
Interestingly, Garcia et al. (2017a) reported that familiarity between 
participants modulates their communication strategy. Pairs who were 
familiar with each other more actively used each other’s gaze cues. When 
the pairs were not familiar with each other, they were also reluctant to 
engage in direct eye contact and to infer the spatial information encoded 
in the eye position, despite its utility in the task. Similar observations were 
also reported by Macdonald and Tatler (2017).  
Knowing where one’s collaboration partner is looking is useful in 
collocated collaborative physical tasks, even though social norms and 
personality traits can modulate the usefulness. How do these benefits 
translate to scenarios involving video-mediated remote collaborative 
physical tasks? Answering this question is the focus of this thesis. 
 
Summary of the chapter 
• Humans are remarkably good at perceiving both dyadic and triadic gazes 
of an onlooker. 
• Gaze cues provide multiple benefits in our social interactions and 
collocated collaborative physical tasks 
• The reluctance of people to engage in eye contact reduces the benefits of 
gaze cues in collocated collaborative physical tasks 
17
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3 Gaze tracking and Gaze-Based 
Human Computer Interaction 
3.1 BASIC CONCEPTS OF GAZE TRACKING 
Understanding how our eyes move has been instrumental in gathering 
intricate details regarding our sense of vision and how we perform visuo-
cognitive tasks such as reading. The earliest studies in this area used direct 
physical observation of the eyes to collect information about eye 
movements. It wasn’t until the late 19th century that devices to assist in 
measurement of eye movements were developed. The earliest such 
devices were mechanical in nature and invasive to use, requiring the 
device to be directly attached to the eyes of the user. However, with years 
of technological advancements, a variety of non-invasive solutions have 
been developed which assist in measuring movement of the eyes. 
Based on the underlying technology, contemporary gaze-tracking systems 
can be classified into three broad categories: electro-oculography (EOG), 
scleral search coil, and video oculography (VOG).  
EOG relies on the electrostatic charge difference between the cornea and 
the retina of the eye (Mowrer, Ruch, & Miller, 2017). The cornea is 0.40 mV 
to 1.0 mV positively charged relative to the retina (Young & Sheena, 1970). 
As the eyes move, the electric dipole moves with them, causing a variation 
in electric potential around the eyes. Skin electrodes strategically placed 
around the eyes can detect this variation in electrical potential to measure 
the movement of the eyes in relation to the head. The recorded potentials 
are small, in the range of 20 to 200 μV, with a sensitivity of the order of 20 
μV/deg of eye movement (Young & Sheena, 1970). EOG-based gaze-
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tracking devices have the advantage of simpler information processing 
and power requirements. On the downside, they need sensors to be 
attached on the skin around the eyes and suffer from problems of accuracy 
due to interference from other bio-signals (e.g. due to muscle activity) and 
external electrical interferences (Young & Sheena, 1970). 
The scleral search coil method requires the user to wear a contact lens 
embedded with a thin wire coil, which is also connected to an external 
voltage measurement unit. When the coil is subjected to a known 
alternating magnetic field, a voltage is induced in the coil according to 
Faraday’s law of induction. The induced voltage depends on the 
orientation of the coil, and hence on the orientation of the eye. Normally, 
multiple orthogonal magnetic fields operating at different quadratures or 
frequencies are used to measure the eye position along its multiple 
degrees of freedom (Robinson, 1963). The scleral search coil method for 
gaze tracking, although invasive, is very accurate and can track eyes at a 
very high sampling rate. It is used in the medical field for research, as well 
as for diagnosis of neurologic, ophthalmologic, and vestibular disorders 
(Houben, Goumans, & Van Der Steen, 2006). More recently, the scleral 
search coil contact lens method was proposed as a feasible gaze-tracking 
technique to interact with virtual-reality headsets (Whitmire et al., 2016).  
VOG, on the other hand, is a camera-based technique that relies on 
advanced computer vision to landmark characteristic points of the eye 
area (e.g. center of pupil, limbus, corner of the eye, etc.). The direction of 
gaze is calculated based on the position of these landmark points. In 
general, two or more landmark points are required to estimate the point of 
gaze, with at least one point that is independent of eye movement (e.g. 
corner of the eye) and one point that is dependent on the eye position (e.g. 
pupil centre). The specific landmark points tracked depend on the 
algorithm used. There are two broad categories of VOG gaze-tracking 
techniques based on the illumination source used. Active illumination 
techniques use near-infrared illumination to track the gaze, while passive 
illumination approaches rely on visible light (Hansen & Ji, 2010). In active 
illumination trackers, the infrared light source is either placed on or off the 
optical axis of the video camera, rendering the pupil of the eye bright 
(when IR light source is placed on axis) or dark (when IR light source is 
placed off axis) in contrast to the iris. This high contrast enables robust 
tracking of the pupil. In addition, the infrared light is reflected at the 
surface of the cornea, creating a glint in the camera image. The position of 
the glint remains static and is invariant of the eye orientation. Active 
illumination tracking relies on the position of the glint and the pupil as 
landmark points to estimate the gaze vector. For a detailed review of the 
different eye landmark detection and gaze estimation techniques, see 
Hansen and Ji (2010). 
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In terms of the gaze-tracking technology used, this thesis will focus on 
VOG-based active illumination gaze tracking. Currently, this is the most 
commonly used gaze-tracking device setup for the purpose of interacting 
with computers. Further, all the research work done as part of this thesis 
employed active illumination VOG-based gaze trackers. Figure 3 shows 
the two most common form factors for VOG-based gaze trackers: (a) head-
mounted and (b) remote.  
 
Figure 3. Different types of VOG gaze trackers. (a) User wearing a PUPIL 120Hz binocular 
head-mounted gaze tracker1. (b) User interacting with a Tobii remote gaze tracker 2 
3.2 GAZE-BASED HUMAN COMPUTER INTERACTION 
Gaze tracking is gradually transitioning from being a niche technology 
towards the mainstream consumer market. Microsoft Windows now 
supports gaze trackers as a standard input device. Gaze trackers comes 
integrated in gaming laptops (e.g. Alienware 17 3), VR headsets (e.g. HTC 
Vive Pro 4) and AR devices (e.g. Microsoft Hololens II 5). These recent 
developments in the consumer market stands as an evidence for the 
maturity of the technology and its promise in HCI.  
There are two key challenges in using gaze for HCI. First is coping with 
the Midas-touch problem – that is, the difficulty in distinguishing between 
gaze shifts that are part of perception and those that are directed as 
commands to the computer (P Majaranta & Räihä, 2002). The second 
challenge is overcoming the issues related to gaze data quality. 
There are different gaze-based interaction techniques that use various 
strategies to overcome these challenges. Dwell-based interaction relies on 
                                                 
1 https://pupil-labs.com/products/invisible/ (accessed 7 July 2019) 
2 Source: http://www.uta.fi/sis/tauchi/virg/laboratory.html (accessed 7 July 2019) 
3 https://gaming.tobii.com/onboarding/  (Accessed 1 July 2019) 
4 https://enterprise.vive.com/ca/product/vive-pro-eye/ (Accessed 1 July 2019) 
5 https://www.microsoft.com/en-us/hololens/ (Accessed 1 July 2019) 
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prolonged staring (or dwelling) to distinguish gaze commands from 
regular eye movements. For example, disabled users type on an on-screen 
keyboard by staring at each key for a defined duration of time (P 
Majaranta & Räihä, 2002). A shortcoming of dwell-based interaction is that 
it is sensitive to gaze-tracking accuracy. A typical way to deal with low 
gaze-tracking accuracy in dwell-based interaction is to make the screen 
area of the interactive elements larger. This approach is obviously not 
sustainable in devices with smaller displays, or applications with large 
numbers of interactive on-screen elements (e.g. an on-screen keyboard).  
Gaze gesture is another gaze-based interaction technique. Gaze gesture 
requires the user to perform a sequence of saccades in a predefined 
pattern such as making a Z gesture with the eyes, normally within a 
limited time period. These predefined movements are considered as 
commands to a computer to perform a predetermined action. The gaze 
gesture pattern needs to be simple, so that the user can remember and 
perform the gesture with ease. At the same time, the gesture needs to be 
unique, so that it does not occur as part of normal gaze behaviour. An 
advantage of a gaze gesture is that it relies on relative eye movements and 
is less sensitive to gaze-tracking accuracy.  
A more recent gaze-based interaction technique is to use smooth-pursuit 
eye movements. Smooth-pursuit gaze interaction requires a display with 
targets moving on predefined trajectories. When the user visually follows 
any specific target, the trajectories of the object and gaze are matched and 
the command associated with the followed object is performed (Mélodie 
Vidal, Pfeuffer, Bulling, & Gellersen, 2013). An advantage of smooth-
pursuit gaze interaction is that, like gaze gestures, it is less sensitive to 
accuracy of tracking and can be performed using even an uncalibrated 
gaze tracker. On the downside, this technique requires visualising a 
moving target to produce the corresponding pursuit eye movements (i.e. it 
needs a display). Further, the user is required to follow the moving target 
long enough to differentiate between natural eye movement and the 
intentional target following meant as an input to the computing device. 
Dwell-based interaction, gaze gestures and smooth-pursuit interactions all 
have two things in common: They all rely on gaze as the sole interaction 
modality, and all of them require explicit use of the eyes to interact. Such 
gaze-only explicit interactions may be suitable for specific situations (e.g. 
when the user’s hands are occupied), functionality (e.g. to calibrate the 
gaze tracker), or user groups (e.g. disabled user group). However, its 
utility outside the niche usage context may be limited. 
On the other hand, a person’s gaze, even if produced without the intention 
to communicate, is naturally informative. HCI researchers have long 
argued that attentive computing systems using this implicit information 
contained in our natural eye movements, as opposed to requiring explicit 
22
…
…
…
…
…
 
 
    
use of the eyes to interact, may have much wider applicability among 
mainstream users (Päivi Majaranta & Bulling, 2014).  
In addition to implicit gaze-based interactions, the strength of gaze as an 
interaction technique can be harnessed in multimodal interfaces that 
combine the wealth of information provided by gaze with the explicitness 
and flexibility of conventional interaction techniques. There is a growing 
amount of research in multi-modal interfaces where gaze is used as a 
complementary input modality. For example, gaze can be used for 
pointing and touch for selection while interacting with on-screen or 
physical objects (Kumar et al., 2007; Stellmach & Dachselt, 2012), or 
computer games can be played with a gamepad, where a player’s visual 
attention is used as a complementary input to augment the social 
interactions inside the game (Melodi Vidal, Bulling, & Gellersen, 2015).  
3.3 GAZE TRACKING DATA QUALITY 
The data returned by a gaze tracker, in addition to other parameters, 
includes the (x, y, z) coordinates of the point the user is currently looking 
at. However, this data contains both a noise component and systematic 
error. The quality of gaze data could potentially influence the validity of 
research results when a gaze tracker is used as a research tool, as well as 
influencing quality of interaction when gaze is used as an input 
mechanism in HCI (Holmqvist, Nyström, & Mulvey, 2012). The utility of a 
gaze tracker is dependent on the quality of the gaze data it can generate.  
Gaze-tracking-data quality can be broadly divided into its spatial quality, 
robustness, and temporal delay. Spatial quality includes two different 
aspects: accuracy and precision of tracking. Accuracy of gaze data is the 
measure of the difference between the true point of gaze and the point of 
gaze estimated by the tracker. On the other hand, precision of gaze data 
indicates how consistent the gaze samples are when the true point of gaze 
is constant (Holmqvist et al., 2012). Figure 4 shows a visualisation of gaze 
data in terms of its spatial quality, generated using TraQuMe, a tool for 
measuring gaze data quality developed as part of this thesis (Akkil, 
Isokoski, Kangas, Rantala, & Raisamo, 2014).  
Robustness of gaze data or trackability indicates the extent to which the 
tracker can deliver valid gaze data. Sometimes, a VOG-based gaze tracker 
with a fixed sampling rate returns invalid data that indicates that eyes 
cannot be tracked. This would be the expected behaviour when no user is 
present, when the user is looking away from the gaze tracker, or when the  
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Figure 4. Visualisation of gaze data in terms of spatial quality. The figure illustrates the 
point of gaze generated by a gaze tracker when the user is fixating at a specific point 
(shown as a grey dot). (a) Gaze data with high accuracy and precision, (b) data with good 
precision, but low accuracy, (c) data with high accuracy, but low precision, and (d) data 
with low accuracy and low precision. 
user blinks while interacting with the system. However, in some cases, the 
tracker may fail to report the gaze data even when a user is present. For 
example, this could be due to wrong positioning of the device relative to 
the user, such that eyes are not visible clearly in the image, or failure of the 
tracking algorithm to detect or landmark the eyes in the image.  
Most commercial gaze-tracking manufacturers state an ideal condition 
accuracy of 0.5 degrees and precision of 0.1 degrees in their product 
specifications (Tobii Technology, 2016). This data quality is often 
measured in an ideal tracking environment (stable lighting, stable screen 
luminance, no other IR interference, strategically placed light sources to 
avoid unwanted reflections, etc.), on either artificial eyes or “best” 
participants using a head rest. For example, The gaze tracker 
manufacturer Tobii AB developed a gaze-tracking data quality 
measurement methodology (2011). In their method, 90 participants are 
first selected from a test pool of 200 participants based on the criteria of 
normal vision, no history of eye surgery or other eye conditions, and no 
droopy eyelids or narrow eye shape. From the 90 participants who take 
part in the study, 40 participants with the best gaze-tracking accuracy and 
precision are selected for further analysis. In short, the manufacturer-
specified quality measure indicates the ideal system performance in 
optimal conditions for “best” participants.  
Holmqvist et al. (2012) note that characteristics of the user, the gaze 
tracker, the test environment, and the task may influence the accuracy, 
precision, and robustness of gaze data. 
• Characteristics of the user: Some users may wear eyeglasses or 
contact lenses, or have long eyelashes or droopy eyelids. All these 
personal characteristics of the user may influence how clearly the 
camera can see the eyes and track the characteristic points. Blignaut 
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et al. (2013) compared gaze data quality for users from different 
ethnic backgrounds and found that gaze trackers provide more 
accurate, precise, and robust data for African and European users 
relative to East Asian users. East Asian eyes appear narrow 
externally, and this could influence the gaze data quality.  
• Characteristics of the gaze tracker: The number and resolution of the 
camera(s) used in the gaze tracker, relative positioning of the 
camera affording a good view of the eyes, the algorithm used to 
track characteristic points of the eye and estimate point of regard, 
the calibration procedure used, and whether the tracker is 
monocular or binocular are some of the gaze tracker characteristics 
that influences gaze data quality.  
• Characteristics of the environment and task: The presence of other 
infrared light sources and vibrations in the environment are some 
of the environmental characteristics that adversely influence the 
quality of gaze data. Characteristics of the task, such as those that 
require frequent movements or require the user to be at too small or 
large distances from a remote gaze tracker or make large gaze 
angles, could also influence the quality of gaze data.  
The temporal delay of gaze data indicates the latency between a gaze 
event taking place and the corresponding gaze data being delivered by the 
tracker. In a VOG-based gaze tracker, the temporal delay is the sum of 
latencies incurred in acquisition of the image from the camera, processing 
of the image to estimate the gaze point, and delivering the gaze data to the 
application. The temporal delay is influenced by the processing power of 
the computer and sampling rate of the tracker. The delay in commercial 
gaze trackers working on dedicated computers is less than 55ms (Gibaldi, 
Vanegas, Bex, & Maiello, 2017), and this likely goes unnoticed in gaze-
based interaction. However, the delay may be an issue when gaze trackers 
are integrated with wearable devices with lower computation power, or 
when gaze-tracking systems relying on client-server models emerge. Also, 
unlike other gaze data quality measures, the temporal delay of gaze data 
is mostly a system characteristic and less dependent on characteristics of 
the user or the environment.  
Many research studies have indicated the importance of gaze data quality 
in ensuring research validity (Blignaut & Wium, 2014; Holmqvist et al., 
2012; Nyström, Andersson, Holmqvist, & van de Weijer, 2013). However, 
gaze data quality is an aspect that is still not given enough attention in the 
gaze research community. This is evident from the fact that vast majority 
of gaze-tracking research does not measure or report the gaze data quality 
metrics in the paper. The papers that do report on accuracy mostly rely on 
accuracy and precision values provided in manufacturer specifications, 
which can be very misleading. In the very few papers that do measure and 
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report the data quality, no standard and comparable way of measuring 
and reporting gaze data measures exists.  
One of the goals of this thesis is the development of an open-source gaze 
data quality measurement system, called TraQuMe (Study I). TraQuMe is 
a light-weight and tracker-independent data quality measurement 
software that enables easy recording, analysis, and reporting of gaze data 
quality.  
 
Summary of the chapter 
• Gaze-tracking technology is more affordable and ergonomic to use than 
ever before and is increasingly available in the mainstream consumer 
market. 
• Characteristics of the gaze tracker, user, and environment influence gaze 
data quality. 
• There is a need for a tracker-independent and flexible gaze data quality 
measurement tool. 
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4  Gaze Sharing in Computer-
Mediated Communication 
Research on shared gaze in computer-mediated communication is not new. 
In this chapter, I introduce the research domain and present a literature 
review.  
4.1 INTRODUCTION TO THE LITERATURE REVIEW 
The earliest research on sharing gaze information between remote 
collaborators focused on conversational video conferencing. For example, 
in 1987, Acker and Levitt developed GazeCam, a video-conferencing 
system that uses mirror arrangements to remove the parallax associated 
with camera positioning. GazeCam facilitated eye contact between remote 
video conferencing participants.  
Ishi and Kobayashi (1992) extended the concept from conversational video 
conferencing scenarios to task-oriented remote collaborations. They 
developed Clearboard, a platform that enables collaborative drawing 
whilst also providing awareness of where the collaboration partner is 
looking. Clearboard used the metaphor of “talking through and drawing 
on a transparent glass window”. Users saw the video feed of the partner 
and the drawing area overlaid on each other without the need to shift their 
attention between the two. Later, Monk and Gale (2002) devised a system 
based on the Clearboard architecture but using two separate displays. A 
semi-transparent display showed the shared workspace and a separate 
display behind it, to present the video of the collaborator. By decoupling 
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the two displays, more accurate gaze awareness in joint drawing tasks was 
provided.  
All of the studies discussed thus far in this chapter have one aspect in 
common. They provide gaze awareness by presenting real-time video of 
the collaboration partner’s face. This approach is natural but has several 
shortcomings. First, these methods require presenting the face of the 
partner along with a view of the activity space, which may not be 
desirable in certain situations (O’Hara, Black, & Lipson, 2006). Second, the 
accuracy of interpreting the point of regard is influenced by the limits of 
accuracy of human gaze perception and characteristics of the technological 
setup. Third, ascertaining the point of regard requires looking near the 
region of the eyes of the partner. Several factors, such as personality traits 
of the user and social norms pertaining to eye contact, may modulate how 
often the users seek, follow, and benefit from the gaze cues (García et al., 
2017).  
Another option is to use a gaze tracker to estimate the collaborator’s point 
of regard and to present this information to the partner– for instance, as an 
abstract visual cue overlaid on the video.  
Such an approach simplifies the gaze interpretation for the viewer and can 
present more accurate gaze information. On the other hand, 
communicating the gaze of a person artificially as an abstract element 
raises the question of whether such a presentation involves the same 
cognitive processes involved in natural gaze perception and gaze 
following. Our perception and interpretation of another person’s gaze 
reflects our understanding of the differences in each other’s fields of view 
and the spatial relationships of objects around us. It shows our awareness 
of the communicative significance of eyes and our recognition that the 
gaze of a person reflects their mental state. It reflects our understanding 
that the gaze of a person may not always be informative of attention (e.g. 
staring plainly at something) and can be manipulated to deceive. We 
perceive, process, and interpret a person’s gaze and make judgements 
about its underlying meaning instantaneously and instinctively. Further, 
other cues, such as the facial expression of the person, modulate how his 
or her gaze is utilised by an onlooker (Bayliss, Frischen, Fenske, & Tipper, 
2007). Additional cues such as facial expression may be completely 
missing when gaze is communicated artificially. It is debatable whether 
communicating the gaze of a person as an artificial visual cue may be 
followed as preferentially, perceived as intuitively, or decoded as 
effortlessly as compared to perceiving gaze of a person by looking at their 
face.  
On the other hand, presenting the partner’s gaze information artificially 
provides several pragmatic benefits, that of a pointer that automatically 
and intuitively conveys our spatial attention. Further, our belief that an 
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artificially presented cue is representative of the gaze of a person can 
modulate our low-level mechanisms of visual attention (Tufft, Gobel, & 
Richardson, 2015). When viewers believe that an artificial cue, such as a 
dot in a video, is communicating the focus of attention of another person, 
they respond differently to when they believed that the cue was not 
associated with an implied social context.  
Velichkovsky (1995) was the first to study the value of gaze awareness in 
task-oriented collaboration in an applied setting. With a shared view of 
the computer screen, two remote users collaborated to perform a puzzle-
solving task. One of the users knew the solution to the task, but could not 
act on the puzzle. The other user could perform the task, but lacked the 
knowledge of how to solve the puzzle. Instead of presenting the video of 
the face of the partner to provide gaze awareness, the study used gaze 
tracking to estimate the point of regard of the user on screen and 
visualised this information on the display of the remote partner, in the 
form of a semi-transparent dot. The study showed that sharing gaze 
information can improve the efficiency of collaboration and change the 
nature of dialogues between the collaborators.  
Following the promising study by Velichovsky in 1995, numerous others 
have investigated the value of applied gaze awareness in various 
collaborative and communicative-use contexts. Numerous workshops 
have been organised under the theme of Dual-Eye Tracking (e.g. DUET 
2011, 12, 13), and the collaborators’ real-time gaze-tracking technique has 
been proposed as a novel methodology to not just support collaboration, 
but to also study the dynamics and quality of collaboration (Jermann, 
Nüssli, & Li, 2010), predict expertise of the collaborators (Y. Liu, Hsueh, & 
Lai, 2009), predict the social context of the collaboration (W. Li, Nüssli, & 
Jermann, 2010), and detect misunderstandings during collaboration 
(Cherubini, Nüssli, & Dillenbourg, 2008). Other research has also focused 
on developing novel technological frameworks and software tools that 
enable fast and synchronised sharing and recording of gaze information 
during collaboration (Nyström, Niehorster, Cornelissen, & Garde, 2017).  
There is also increasing commercial interest in shared-gaze interfaces. For 
example, Tobii Ghost6 allows real-time livestreaming of casual gaming 
and e-sport sessions, with gaze overlay to the audience. Sprint7 by Tobii is 
another service that allows users to share a desktop screen with gaze 
overlay on it with remote collaborators in real time. Sprint is a platform 
for designers and researchers to effortlessly harness the power of gaze 
tracking in remote-user testing.  
                                                 
6 https://gaming.tobii.com/software/ghost/ (accessed 04 March 2019) 
7 https://www.tobiipro.com/sprint/ (accessed 04 March 2019) 
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As the domain of shared gaze interfaces is expanding, there is currently a 
lack of coherent understanding of the type of previous work that has 
already been undertaken in this area, the results these studies have 
provided in their specific contexts of evaluation, and the subtle differences 
between the different studies.  
A comprehensive literature review that provides a holistic view of the 
topic is currently missing. Such a literature review would also help in 
understanding the originality and contribution of this thesis, in the larger 
context of research in this domain. In this and the following chapter, such 
a review is presented. In this chapter, I present an overview and 
classification of the research domain. In Chapter 5, I focus on previous 
research on shared gaze interfaces for real-time remote collaboration.  
The literature review presented here analyses all the publications so far on 
gaze sharing in computer-mediated communication, including the 
publications produced as part of this thesis, and the more recent 
publications afterwards. Such an approach is taken to present a coherent 
and complete review of the work in the domain and to do justice to the 
cumulative nature of research undertaken in this domain. Wherever 
relevant, I will highlight the research performed and the contributions 
made as part of this thesis. 
4.2 METHODOLOGY 
The focus of this literature review is on task-oriented video-mediated 
communication, where the gaze information of the partner is 
communicated artificially as an abstract visual cue as opposed to users 
interpreting the gaze of the partner directly from the video of his or her 
face. For this review, I used two approaches to gather the relevant 
publications. First, I selected a few of the popular and pioneering works in 
the domain, such as that of Velichkovsky (1995), Brennan et al. (2008b), 
Stein and Brennan (2004), and Qvarfordt et al. (2005). Then, I used a 
snowball sampling technique to find relevant papers that either cited or 
were cited by these publications. Second, I used Google Scholar to search 
for relevant papers, using the focused search query “Communication” 
AND (“Gaze Sharing” OR “Gaze transfer” OR “Shared Gaze”) AND 
“Video” to find papers that might have been missed in the earlier 
approach. The query returned 475 results (on 20 June 2018). I then 
reviewed the titles and abstracts of the results to judge the relevance of the 
papers to the literature review. I removed papers that did not meet the 
criteria from the collection. I did not include any possible duplicates and 
publications that were not from peer-reviewed venues (e.g. master’s 
theses, white papers, etc.).  
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At the end of this stage, 92 papers remained, all focused on the topic of 
interest. However, a few of these papers focused on concept presentations 
or related technology frameworks (e.g. Nyström et al. 2017) without an 
experimental evaluation. Such papers were filtered out. Lastly, there were 
a few studies related to perceptual skill transfer from an expert to a novice 
that did not explicitly use the gaze data of the expert directly to train the 
expert but instead used either verbal instructions or simulated gaze 
representation to convey expert gaze pattern. Such studies were also 
excluded from the analysis.  
Finally, there were 73 peer-reviewed publications. Figure 5 shows the 
distribution of the publications included in the literature review, 
according to the year of publication. 
 
Figure 5. Distribution of publications included in the literature review. The literature 
review was conducted in June 2018. 
4.3 CLASSIFICATION BASED ON JOHANSEN’S TIME–SPACE MATRIX 
An obvious technique to classify the shared gaze communication systems 
is to use Johansen’s time–space matrix (Johansen, 1988). The time–space 
matrix involves a 2 X 2 matrix based on the time (whether the system is 
designed for real-time or non-real-time use) and space (whether the 
system is designed for collaboration between collocated or remote users) 
characteristics. Table 1 shows the time-space matrix for shared gaze 
interfaces, with an example for each.  
For some of the studies in the literature review, the time-space 
characteristics were not evident. For example, systems intended for 
remote collaboration were evaluated in an experimental setup in which 
the participants were collocated but separated visually using a physical 
barrier (e.g. D’Angelo & Begel 2017). Such a setup has pros and cons. It 
provides experimental simplicity, without the need for any Internet-based 
audio/video-streaming requirements. On the other hand, it reduces the 
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generalisability of the findings to “in the wild” contexts. Furthermore, 
systems intended for real-time collaboration were experimentally 
evaluated in studies conducted in multiple phases without real-time 
collaboration (e.g. Akkil & Isokoski 2016a). Such a study design provides 
better focus on the research question by eliminating the effect of other 
variables introduced as part of the complexities of real-time collaboration. 
The time-space matrix presented in this literature review is based on the 
intended use of the collaboration system, not on the design of the studies 
used in the evaluation.  
Furthermore, for most studies involving non-real-time communication, 
the location characteristics were not clear or not important (e.g. systems 
designed for skill transfer from an expert to a novice). In these systems, it 
made little difference whether the video of the expert performing the task 
was recorded in the same or a different location. Thus, publications with 
non-real-time characteristics in which the location was not an important 
factor were grouped together in the “remote” category.  
Time-space characteristics # of 
publications  
Example  
Non-real-time, remote 29 Augmenting Massive open online course 
(MOOC) video with the gaze of the 
instructor (Sharma, Jermann, & 
Dillenbourg, 2015a) 
Non-real-time, collocated 2 Sharing the gaze information of students 
involved in a reading a reading activity 
to the class teacher for later analysis 
(Špakov, Siirtola, Istance, & Räihä, 2017) 
Real-time, remote 35 Gaze sharing during remote pair 
programming (D’Angelo & Begel, 2017) 
Real-time, collocated 7 Sharing the gaze of a co-passenger with 
the driver during collaborative car 
navigation (Maurer, Trösterer, et al., 
2014) 
Table 1. Classification of previous work on shared gaze interfaces based on Johansen’s 
time-space characteristics, with an example for each from previous literature. 
Table 1 shows the classification of previous work based on Johansen’s 
time-space characteristics. 
 (a) Gaze Sharing in Non-Real-Time Remote Communication 
A majority of the studies in this time-space matrix investigated skill 
transfer (e.g. from an expert to a novice) in a variety of different domains, 
such as inspection, classification, reading, programming, and 
psychomotor tasks. They focused on answering the following question: 
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Does viewing a video of a model with the gaze overlay help novice users to 
perform the same task more efficiently?  
Table 2 presents a summary of the 29 publications with their domain of 
investigation. 
Publication Domain of Investigation 
(Litchfield, et al. 2008, 2010; 
Nalanagula, Greenstein, & 
Gramopadhye, 2006; Sadasivan, 
Greenstein, Gramopadhye, & 
Duchowski, 2005; Seppänen & 
Gegenfurtner, 2012; Sridharan, 
McNamara, & Grimm, 2012) 
Inspection and interpretation 
(Causer et al. 2014; Moore, Vine, 
Smith, Smith, & Wilson, 2014; Joan 
N. Vickers, Vandervies, Kohut, & 
Ryley, 2017; Vine, Moore, & Wilson, 
2011; Vine & Wilson, 2010, 2011; 
Wilson et al., 2011; Wood & Wilson, 
2011, 2012) 
Precision skill training (e.g. surgery, 
sports, marksmanship) 
(Gallagher-Mitchell, Simms, & 
Litchfield, 2017; Jarodzka et al., 
2012; Jarodzka 2009; Jarodzka, Van 
Gog, Dorr, Scheiter, & Gerjets, 2013; 
Wu, Shimojo, Wang, & Camerer, 
2012) 
Classification and estimation 
(Kushalnagar, Kushalnagar, & 
Manganelli, 2012; Sharma, 
D’Angelo, Gergle, & Dillenbourg, 
2016; Sharma, Jermann, & 
Dillenbourg, 2015b) 
MOOC video-based learning 
(Mason, Pluchino, & Tornatora, 
2015, 2016) 
Reading 
(van Gog, Jarodzka, Scheiter, 
Gerjets, & Paas, 2009; van Marlen, 
van Wermeskerken, Jarodzka, & van 
Gog, 2016) 
Procedural problem-solving 
(Stein & Brennan, 2004) Software program debugging 
(Litchfield & Ball, 2011) Perceptual problem-solving 
Table 2. Research on shared gaze for remote, non-real-time applications 
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The eye movement strategy greatly varies between expert and novice 
users in complex tasks. Reingold and Sheridan (2012) noted two 
characteristic differences in eye movement patterns of experts and novices. 
First, experts exhibit superior encoding of visual information. When 
presented with a visual scene, experts are faster to gain a global 
understanding of the scene by following an optimal scan path, often 
consisting of fewer but longer fixations. Second, experts exhibit specific 
gaze patterns as a result of the implicit task-related knowledge that they 
might have obtained through their years of experience and acquired 
expertise. Experts fixate on task-relevant areas more often and ignore task-
irrelevant areas, sometimes even without being consciously aware of it. 
For example, elite hitters in fast ball sports, such as cricket, baseball, tennis, 
and squash, track the fast-moving ball for longer periods than amateurs 
do ( a T. Bahill & Laritz, 1984). Elite hitters also make predictive saccades 
to the anticipated position of the ball much earlier than amateurs. The 
pronounced differences in gaze patterns between experts and novices go 
far beyond the field of elite sports and could very well exist in everyday 
situations, such as reading, searching, driving, and problem-solving tasks 
(Land & McLeod, 2000). 
Similarly, Stein and Brennan (2004) showed that viewing the gaze pattern 
of an expert debugging a software program can enable novice users to 
solve the same task faster. They noted that eye gaze, even if produced 
instrumentally without the explicit intention to communicate information, 
can be beneficial to others performing the same task. Litchfield and Ball 
(2011) obtained similar results in a Duncker’s radiation problem, another 
perceptual problem-solving task.  
Similar results were found in inspection tasks. Nalanagula et al. (2006) 
studied whether viewing the gaze pattern of an expert would help novice 
users in a printed circuit board inspection task. They found that novice 
users, when trained using dynamic gaze visualisation of the expert, 
showed an improved transfer performance compared to that with static 
gaze visualisation or with no visualisation at all. Their results suggest that 
visualisation of the gaze of the model influences the benefits of the 
training videos and that such novel training methods can foster learning. 
Sadasivan et al. (2005) found similar results in an aircraft inspection task. 
Novice inspectors performed better when they were shown the gaze 
pattern of an expert, although their task completion times increased. 
Seppänen and Gegenfurtner (2012) showed that seeing an expert’s gaze 
enabled novice radiographers to focus on task-relevant areas and fostered 
learning.  
Litchfield et al. (2008, 2010) studied the effect of the expertise of both the 
model and observers on task performance in a task requiring identification 
of pulmonary nodules in chest X-rays. They found that both novice and 
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expert radiographers benefitted from gaze visualisation of a model 
performing the same task, irrespective of the expertise of the model. Their 
results suggest that, along with expertise-related eye movement, there 
might be task-related components of eye movement that could also be 
informative to viewers performing the same task.  
In inspection and problem-solving tasks, seeing another person’s gaze can 
help a person to perform the same task faster compared to receiving no 
other cues. This is, of course, no surprise. Knowing where others looked 
while solving the same problem could give the user insights into the task-
relevant regions. One could also argue that any additional information in 
such a context could be more useful than no information at all (e.g. 
knowing how others used their mouse while solving the same problem, or 
hearing their think-aloud comments, could also arguably lead to some 
benefits). These studies do not necessarily show that gaze is a superior 
information signal when compared to other possible alternatives.  
Researchers have compared gaze sharing with alternative communication 
channels in skill transfer as well. Sridharan et al. (2012) showed that 
showing an expert’s gaze point or explicit selection using the mouse can 
be helpful in mammography training, with gaze sharing showing a 
slightly better short-term transfer effect. Similarly, Gallagher-Mitchell et al. 
(2017) found that viewing training videos of an expert performing a 
number line estimation task, with either the gaze or mouse cursor 
visualised, led to better performance than a control condition involving 
self-training. Interestingly, gaze- and mouse-based learning led to similar 
performance, with the mouse being marginally more accurate. Sharma et 
al. (2016) compared gaze visualisation and pen pointer visualisation to a 
control condition of no visual aid to convey deixis in MOOC videos. They 
found that gaze visualisation led to improved learning compared with 
having no visual aid, and no difference between gaze and pen 
visualisation was found. However, they observed that students spent 
more time looking at the task-relevant areas in the gaze condition than in 
the pen-based visualisation condition. Overall, the value of gaze-
augmented training videos is task dependent and might not always be 
more effective than overlaying mouse/pen visualisation to indicate active 
areas.  
In all the previous examples, novice users viewed a video of a model 
performing a perceptual task, with the gaze of the model overlaid on the 
video. The novice users could see where the model fixed his or her gaze at 
different points during the task. However, the novice viewers might not 
have always been able to understand why the model looked at those areas. 
Eye movement modelling examples (EMMEs) (Jarodzka et al., 2012; 
Jarodzka, Holmqvist, & Gruber, 2017; Jarodzka et al., 2009, 2013; van Gog 
et al., 2009) are gaze-augmented videos of experts, often produced 
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didactically along with explicit verbal descriptions, designed to teach 
novice users to perform complex perceptual tasks. When shown the video 
of an expert performing a similar perceptual task, with the gaze of the 
expert overlaid on the video, novice users can gain an understanding of 
the tacit strategies and perceptual processes followed by the expert. When 
accompanied with explicit verbal instructions, novice users can learn 
where the expert looked at specific points during the task and why he or 
she looked at those points.  
Jarodzka et al. showed the value of EMMEs in tasks requiring clinical 
reasoning (2012) and educational classification (2009, 2013). They noted 
that in visually rich learning materials, using visualisation of an expert’s 
gaze fosters learning (Jarodzka et al., 2013). Mason et al. (2015, 2016) 
showed that EMMEs can help children in reading tasks by enabling them 
to better integrate texts with related illustrations. Children receiving 
EMME training spent more time transitioning from text to visual 
representation and strategically spent a longer time re-inspecting the 
pictures while rereading the text. They also showed improved verbal and 
graphical recall.  
In contrast to studies that showed a positive effect of EMME training, Gog 
et al. (van Gog et al., 2009) showed that EMME training might not be more 
effective than normal videos in helping users solve procedural tasks. 
Classification tasks and reading strategy tasks used in other EMME 
studies involved users inspecting or viewing the content on the screen, 
without explicitly acting on it. In contrast, procedural problem-solving 
involves the model acting on the on-screen content either by using a 
mouse or by typing. Such overt actions also indirectly communicate the 
attention of the model. In such cases, the redundancy offered by the gaze 
does not help in learning and can, in fact, be detrimental. Similar results 
were obtained by Marlen et al. (2016).  
In summary, showing the gaze information of an expert involved in a 
similar task can help communicate the perceptual processes of the expert. 
Such modelling examples can be useful in a wide variety of classification, 
inspection, estimation, reading, and problem-solving tasks. They provide 
two benefits. First, they can help novice users performing the same task to 
improve their efficiency. Second, they can enable novice users to learn the 
problem-solving strategy of the expert and transfer this knowledge in 
novel situations. It is unclear if gaze visualised as an abstract visual cue 
overlaid on the display is a more useful signal for problem-solving than 
other possible signals, such as communicating mouse position or explicit 
verbal instruction. Also, when the attention of the model is already 
available in the form of other interactions such as mouse movement, 
redundancy provided by gaze sharing does not aid in learning and could 
be detrimental.  
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Shared Gaze for Psychomotor Training 
So far, all of the studies discussed involved tasks performed on a 
computer display, where other modalities such as mouse and pen pointers 
are also feasible. An important question to ask is, can communicating the 
gaze information of a model be helpful in physical tasks? A significant 
differentiation here is that in physical tasks, other modalities are less likely 
to provide the extent of information made possible by gaze sharing. For 
example, in basketball training, the gaze of an expert could uniquely 
provide key insights into his or her visual processing strategy. The hands 
of the expert might already be occupied in the task, and providing verbal 
instructions might not be feasible in such a fast-paced scenario. 
Furthermore, some of the strategies used by players in these complex 
scenarios might be subconscious, such that they themselves are not fully 
aware of them. Gaze tracking could thus be a valuable tool in such a 
training routine.  
Previous research in the area of precision skill training and hand-eye co-
ordination has highlighted the role and importance of a “quiet eye” period 
in tasks that require precision psychomotor skills such as aiming and 
interceptive tasks (Joan N. Vickers, 1996). The quiet eye period is defined 
as the period during which a performer fixates on or tracks the critical 
object, before the initiation of a motor action (e.g. the period during which 
a volleyball player tracks the incoming ball before receiving a serve, the 
period during which a golf player fixates on the ball before putting, or the 
period during which a basketball player fixates on the hoop or backboard 
before throwing). Even though the underlying cognitive and perceptual 
processes are not very well understood, it is believed that during the quiet 
eye period, task-related cues are processed and motor plans are 
coordinated to successfully perform the task. Functionally, the quiet eye 
period allows for reorganising the neural networks responsible for 
movement and pre-programming of movement parameters that are 
required for precision psychomotor tasks. A longer quiet eye duration is a 
characteristic of skilled performers (Gonzalez et al., 2017). 
Vickers and Adolphe (1997) studied members of the Canadian men’s 
national volleyball team and compared the gaze characteristics of the 
individual players with their yearly performance statistics. They found 
that players with better serve reception and pass statistics also exhibited 
improved tracking of the ball prior to receiving it, with minimal 
interference from other motor behaviours. These players had a clear and 
distinct quiet eye period of 432 ms, during which they quietly gathered the 
visual information required for their upcoming motor action. In contrast, 
the others did not have a clear quiet eye period. Researchers noticed 
similar results showing the relationship between extent of the quiet eye 
period and expertise in a variety of aiming and interceptive tasks, such as 
billiard shots (Williams, Singer, & Frehlich, 2002), golf putting (J.N. 
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Vickers, 1992), ice hockey goal tending (Panchuk, Vickers, & Hopkins, 
2017), and basketball free throwing (Joan N. Vickers, 1996).  
This has led to growing interest in the field of psychomotor training to 
develop smart training interventions that teach the appropriate quiet eye 
behaviour to trainees. Vine et al. (2014) noted that the quiet eye period is 
not a by-product of expertise but rather a mediator of skilful performance. 
Quiet eye training (QET), or training novice users to follow the quiet eye 
gaze patterns of an expert, is known to improve learning of psychomotor 
performance. Some of the QET studied used explicit verbal instructions to 
the participants on how to control their gaze behaviour and sometimes 
employed feedback sessions in which the participants viewed their own 
gaze data overlaid on a video (e.g. Vine & Wilson 2010). Other studies 
used training videos of expert users with gaze augmentation as a training 
aid, along with explicit verbal instructions emphasizing the critical gaze 
patterns of the expert that need to be followed (e.g. Vickers et al. 2017). 
Please read the work of Vickers (2016) for a review of the origin, typical 
training methodology, and current research progress in the field of QET. 
Adolphe et al. (1997) employed a 6-week QET intervention for “near 
expert” volleyball players. They employed a comparative video feedback 
session during which the players could view their own gaze behaviour 
compared with that of two expert players in terms of four key gaze 
characteristics. They found significant pre-to-post improvement in the 
quiet eye gaze characteristics. Their results confirmed that quiet eye skills 
are trainable. Similarly, Vine et al. (2011) studied the benefits of QET in 
golf putting. The trainees watched a video comparing their gaze pattern 
while putting to that of an elite model. This was followed by a discussion 
with the trainees to cognitively probe their understanding of the gaze 
pattern of the expert model and the observed differences between their 
own gaze pattern and that of the model. They found that their lab-based 
QET intervention improved trainees’ putting performance, which 
transferred to real golf courses. In a follow-up study, they experimentally 
manipulated the anxiety level of trainees and found that QET offers two 
key advantages: resilience to anxiety and expedited rate of skill acquisition 
compared to the control group that did not receive gaze behaviour-specific 
training (Vine et al., 2011).  
Other researchers found positive benefits of employing QET by showing a 
video and gaze of an expert in a wide variety of tasks, such as basketball 
free throwing (Joan N. Vickers et al., 2017), shotgun shooting (Causer, 
Holmes, & Williams, 2011), maritime marksmanship (Moore et al., 2014), 
soccer penalty taking (Wood & Wilson, 2012), laparoscopic technical skill 
acquisition (Wilson et al., 2011), and surgical knot tying (Causer et al., 
2014).  
38
…
…
…
…
…
 
 
    
Also, it should be noted that QET is an area of research that has been 
gaining a lot of interest recently and is growing rapidly. It is very likely 
that the strategy used to gather publications for the literature review 
resulted in missing a large proportion of this work. A Google Scholar 
search using the focused query “quiet eye training” returned 390 results, 
with 190 of those published since 2015. The research mentioned in this 
section is by no means meant to be an exhaustive review of the work on 
QET but rather indicative of the variety of previous work that has been 
conducted. Please read the work of Vickers (2007) and Vine et al. (2014) for 
a more thorough review of QET.  
 (b) Gaze Sharing in Non-Real-Time Collocated Communications 
There were two publications involving non-real-time collocated 
communication using gaze sharing. Both studies involved gaze sharing 
between teacher and students. Cheng et al. (2015) developed 
SocialReading, a system that shares a teacher’s gaze information while he 
or she is reading an academic paper to students. Instead of using raw gaze 
point, SocialReading uses higher levels of abstraction in the visualisation 
by converting each paragraph into an area of interest (AOI): grey shading 
to visualise reading speed, border thickness to indicate frequency of 
rereading, and lines to indicate transition from one paragraph to another. 
They found that such gaze-based annotations improved the reading 
comprehension of the students and led to increased similarity in reading 
pattern between teacher and students.  
Spakov et al. (2017) presented a system that supports different 
visualisations of the reading progress of young children during classroom 
reading to aid the teachers. The system supports both real-time and non-
real-time visualisations, such as the raw gaze data of the students with or 
without a scan path, the reading progress of all students in tabular form, 
and a summary of students’ reading, such as average reading speed and 
fixation length. The system was evaluated by surveying the teachers who 
tried the system, and the researchers found that different visualisations 
serve different purposes. The teachers particularly appreciated the 
possibility of analysing the reading behaviour of individual students and 
collectively of the class, of identifying problematic words after a lesson is 
over, and of communicating the progress to parents.  
Surprisingly, the research on gaze sharing in non-real-time collocated 
contexts is limited to teacher-student interactions. With the increasing 
popularity of wearable gaze trackers and displays, gaze sharing for non-
real-time collocated communication could be an important avenue for 
future research and applications. For example, imagine walking through a 
museum and seeing the gaze representation of previous visitors presented 
using ambient lights or walking into a store and seeing the abstract 
visualisation of what other shoppers paid attention to on AR smartglasses.   
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 (c) Gaze Sharing in Real-Time Collocated Communication 
All of the publications on real-time collocated communication, except that 
of Spakov et al. (2016), explored scenarios in which two collocated 
individuals were involved in the collaboration. In contrast, Spakov et al. 
(2016) studied gaze sharing in a context in which the gaze of a speaker was 
shown to the presentation audience. Table 3 provides a summary of the 
seven publications with their domain of investigation.  
Table 3. Research on shared gaze for collocated, real-time applications 
Depending on how collaborators are positioned, people working together 
in a collocated setting can estimate the direction of their partner’s gaze by 
observing his or her facial orientation and eye position. When the 
individuals are positioned facing each other, the accuracy of perception of 
gaze direction is high (Cline, 1967). However, it degrades when the 
collaborators are side by side or positioned such that they do not see each 
other’s faces (e.g. one user partially behind the other). Most of the 
previous studies explored scenarios in which two or more users were 
sitting or standing in front of a display (e.g. public display, gaming 
display, or driving simulator). Other studies explored scenarios in which 
Publication Positioning of 
Collaborators 
Domain of Investigation Direction of 
Gaze Sharing  
(Trösterer, 
Gärtner, et al., 
2015; Trösterer, 
Wuchse, 
Döttlinger, 
Meschtscherjakov, 
& Tscheligi, 2015) 
Side by side Driver-passenger collaboration  Passenger to 
driver 
(Zhang et al., 
2017) 
Side by side Collaborative visual search on 
public display 
Bi-directional  
(Maurer, Aslan, 
Wuchse, 
Neureiter, & 
Tscheligi, 2015) 
Side by side Player-spectator collaboration  Spectator to 
gamer 
(Guo & Feng, 
2013) 
Side by side Parent-child shared storybook 
reading 
Parent to child,  
 child to parent 
(Pfeuffer, 
Alexander, & 
Gellersen, 2016) 
Face to face Gaze-aware collaborative 
tabletop gaming 
Bi-directional  
(Špakov et al., 
2016) 
Face to face Presentation aids for lecture  Presenter to 
audience 
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users were face to face (e.g. teacher–student in classrooms, using tabletop 
computers while sitting facing each other).  
Trösterer et al. (2015a, 2015b) explored how sharing the gaze of a co-
passenger with the driver can be useful in a collaborative navigation 
scenario. Using a driving simulator, they evaluated the value of sharing 
the gaze of a co-passenger, either continuously or after explicit activation 
by the co-passenger. They compared this with a baseline where the driver 
and co-passenger communicated verbally, without any shared gaze 
visualisation (Trösterer, Gärtner, et al., 2015), in a complex lane change 
task. Even though the collaboration between the driver and co-passenger 
using gaze sharing did not improve driving performance, the researchers 
found that it reduced the cognitive demand and perceived workload of 
the driver by enabling faster and more efficient communication. In 
another study, Trösterer et al. (2015b) compared direct visualisation of the 
gaze of a co-passenger on the windscreen to a more subtle visualisation 
using LED strips to present the horizontal position of the co-passenger’s 
gaze. They found that LED strips have the advantage of reduced driver 
distraction, at the cost of reduced accuracy and trust of the co-passenger.  
Maurer et al. (2015) and Pfeuffer et al. (2016) used gaze as an input 
technique to interact with games in a multi-user setting: to integrate the 
game spectator into the game play (Maurer et al., 2015) and as an input 
mechanism in multiplayer tabletop games (Pfeuffer et al., 2016). Such 
gaze-aware multi-user applications communicate attention between 
players and allow for novel gameplay mechanics by requiring the partners 
to maintain shared attention or shift their attention in specific ways to 
collaboratively play the game and promote novel ways of engagement.  
Zhang et al. (2017) studied the effect of bi-directional gaze sharing 
between collaborators and the effect of different gaze visualisations in a 
collaborative visual search task. They compared four different gaze 
visualisations (cursor, trajectory, spotlight, and highlight) with a baseline 
of a no shared gaze condition. They found that gaze sharing improved 
visual search performance and that the subtlety of gaze visualisation 
influences the quality of collaboration. Participants generally prefer subtle, 
yet visible, visualisations of gaze.  
Guo and Feng (2013) studied the effect of gaze sharing between parent 
and child during shared storybook reading. They found that gaze sharing 
of parent to child, or vice versa, improved the instances of joint visual 
attention between parent and child. Such interventions also provided 
significant learning benefits to the children.  
Lastly, Spakov et al. (2016) compared the value of gaze sharing during 
presentations. The gaze point of the presenter was overlaid on the 
PowerPoint presentation and shown to the audience as a tool for pointing. 
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They compared gaze with a conventional handheld laser pointer and 
mouse pointer. Overall, gaze and mouse cursor were noticed faster than 
the handheld laser pointer.  
In summary, gaze sharing can be useful for real-time communication, 
even when individuals are collocated and can potentially naturally 
perceive the direction of their partner’s from his or her face. Augmenting 
gaze information on the shared visual content enables more intuitive and 
accurate awareness of attention, even in a cognitively challenging 
situation such as driving.   
 (d) Gaze Sharing in Real-Time Remote Communication 
The focus of this thesis is on real-time remote communication; thus, the 
previous work in this category is the most relevant to this thesis.  
Real-time gaze sharing in video-based remote communications imposes 
two main challenges on the usability of a shared gaze when compared to 
non-real-time use cases. First, typical video communication over the 
Internet in the current state of technology can introduce a delay of several 
hundred milliseconds after a visual or gaze event has occurred until it is 
perceived at the remote end (Berndtsson, Folkesson, & Kulyk, 2012). The 
delay could occur due to a wide variety of issues, such as video 
compression, transmission of the data over the Internet, delay incurred 
due to image acquisition and processing by the gaze tracker, or as a result 
of the processing and visualisation of the information at the receiving end.  
Second, the robustness and accuracy of gaze tracking can be an important 
factor that influences the use of a gaze pointer. In non-real-time use cases, 
we can perform post-calibration of gaze data to correct the possible 
inaccuracies in tracking and ensure that the technology works reliably. 
However, this is not always possible when the gaze of the user is 
transferred in real time to the remote participant.  
Previous studies have used several methods to avoid these two challenges. 
First, the possible delay in video and gaze sharing is reduced by 
experimentally evaluating the value of gaze sharing in controlled lab 
setups that limit latency in gaze transfer (e.g. by having the collaborators 
in the same physical location or using a dedicated high-speed local area 
network for data sharing). Second, the issue with gaze-tracking accuracy is 
often tackled by calibrating the user multiple times or, in some cases, 
excluding the “bad” gaze data from the analysis.  
Task Publications 
Joint construction (E. G. Bard, Hill, Foster, & Arai, 2014; Carletta 
et al., 2010; D’Angelo & Gergle, 2016; Harrer, 
Schlosser, Schlieker-Steens, & Kienle, 2015; C. 
Liu, Kay, & Chai, 2011; Müller, Helmert, 
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Pannasch, & Velichkovsky, 2013; Schlösser, 
Schlieker-steens, & Kienle, 2015; B. M. 
Velichkovsky, 1995) 
(Akkil & Isokoski, 2019; Akkil, James, 
Isokoski, & Kangas, 2016; Akkil, Thankachan, 
& Isokoski, 2018; Billinghurst et al., 2017; S. R. 
Fussell et al., 2003; Gupta, Lee, & Billinghurst, 
2016; Higuch, Yonetani, & Sato, 2016) 
Visual search and consensus (Brennan et al. 2008; Neider et al. 2010; Wahn 
et al. 2016; McDonnell et al. 2017; Messmer et 
al. 2017; Yamani et al. 2017; D'Angelo & 
Gergle 2018) 
Computer gaming (Lankes, Maurer, & Stiglbauer, 2016; Lankes, 
Rammer, & Maurer, 2017; Maurer, Lankes, 
Stiglbauer, & Tscheligi, 2014; Newn, 2018; 
Newn, Velloso, Allison, Abdelrahman, & 
Vetere, 2017) 
Video and text communication (Roberts et al., 2009; Schlösser, Schröder, 
Cedli, & Kienle, 2018; Shikida, 2016) 
Spatial referencing (Akkil & Isokoski, 2016a; Duchowski et al., 
2004) 
Computer programming (Bednarik & Shipilov, 2011; D’Angelo & Begel, 
2017) 
Trip planning (Qvarfordt et al., 2005) 
Collaborative learning (Schneider & Pea, 2013) 
Collaborative navigation (Akkil & Isokoski, 2016b) 
Table 4. Overview of previous studies based on the context of evaluation 
Table 4 presents a summary of the previous studies based on the task used. 
Fifteen of the previous publications explored the value of gaze sharing to 
facilitate remote guidance (e.g. an expert user guiding a novice worker) in 
tasks involving arrangement, assembly, and repair of objects, collectively 
categorised as joint construction. In addition, there were seven 
publications in the area of visual search (i.e. two or more collaborators 
looking for a specific object in the shared visual field) and five 
publications in the domain of computer gaming. 
An important factor to note here is that the design of the shared gaze 
interface and criteria for evaluating the success of gaze sharing for 
different tasks are not the same. For example, in the context of joint 
construction, an important function of gaze sharing is to enable grounding 
and improve efficiency of communication. The purpose of gaze sharing in 
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the domain of computer game streaming might be to communicate the 
cognitive processes of players to spectators and increase engagement of 
the spectators. Thus, a gaze cue that provides a fine level of information 
about the visual strategy of the player might be appreciated in such 
scenarios. On the other hand, in cognitively challenging tasks such as 
collaborative learning, gaze cues that are even only slightly distracting 
could be detrimental to the activity. The potential benefits and limitations 
of gaze sharing are dependent on the collaborative task.  
In Chapter 5, I present a more in-depth analysis of the previous work on 
gaze sharing in real-time remote communication. 
Summary of the chapter 
• Gaze sharing for (real-time and non-real-time) collocated applications is a 
potential avenue for future research. 
• Gaze sharing for psychomotor training is an area that is gaining 
increasing research interest. 
• Gaze sharing for real-time applications presents two additional challenges 
related to delay in gaze transfer and quality of gaze tracking. 
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5 Shared Gaze in Real-Time 
Remote Collaboration 
The focus of this thesis is on gaze sharing in real-time remote video-based 
collaboration. In this chapter, I present a more detailed analysis and 
taxonomy of the previous studies in this area, followed by analysing the 
benefits and limitations of gaze sharing highlighted in the literature. 
5.1 CLASSIFICATION OF PREVIOUS STUDIES ON SHARED GAZE  
There are multiple factors that can be used to classify previous literature 
on gaze sharing in real-time remote collaboration. From the perspective of 
the thesis, four factors are specifically interesting: i) characteristics of the 
task, ii) symmetry of collaborator roles, iii) type of gaze visualisation used, 
and iv) level of awareness of gaze sharing. The categories I used for the 
classification are shown in Figure 6 and described in more detail below.  
 
Figure 6. Factors used in the classification of the literature on shared gaze in real-time 
remote collaboration 
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Characteristics of the Task  
There are multiple ways of classifying a task based on its characteristics 
(e.g. based on its cognitive demands, based on how well defined the task 
is). From the perspective of literature on gaze sharing for remote 
collaboration, an important distinction must be made between digital 
tasks and physical tasks.  
Digital tasks are tasks performed exclusively on a 2D computer display 
(e.g. pair programming). Collaboration to accomplish a digital task 
normally involves sharing the screen between individuals so that both 
collaborators have a consistent and full view of the desktop screen. Tasks 
that require explicit user interaction are accomplished by using the mouse 
or touching the screen to act on the virtual objects. From an interaction 
mechanics point of view, the vast majority of digital tasks that are 
performed on a computer display are pointing-intensive interactions (e.g. 
menu navigation, clicking hyperlinks). Also, typically, the screen-sharing 
software available enables sharing control of the mouse cursor. This 
means that the task of performing the required interactions can be 
delegated to the remote collaboration partner. Figure 7 shows a typical 
shared display collaboration setup involving two collaborators. 
 
Figure 7. A typical shared display collaboration setup involving two users. The users have 
their display shared and can see the gaze point of the collaboration partner overlaid on 
their screen. 
Physical tasks are tasks that require actions in the 3D physical world, such 
as manipulating and analysing objects (e.g. operating a coffee machine). 
Collaborative physical tasks involve one or more individuals using a 
camera to show part of the physical world to the remote collaborator(s). 
Thus, the remote collaborator(s) might not always have a consistent, or 
full, view of the task space. The view provided to the remote 
collaborator(s) is influenced by the relative positioning of the camera, the 
limited field of view of the camera, and the 3D nature of the task objects. 
In addition, the camera arrangement used for the collaboration can be 
stationary or mobile (e.g. using cameras on mobile phones or 
smartglasses). The camera arrangement and the mobility of tasks can thus 
introduce additional complexities in the collaboration. Furthermore, in 
collaborative physical tasks that require physical manipulation, only the 
individual who is in physical proximity to the task objects can perform the 
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physical manipulations. This limitation, due to the physical nature of the 
task, introduces a clear asymmetry of collaborator roles.  
Another key distinction between physical and digital tasks is in the task 
complexity and the interaction mechanics. While our interactions with 
digital artefacts on the computer display are largely “point and click”, 
interactions with the physical world involve a series of more complex 3D 
manipulations (e.g. turning and flipping objects) to be performed directly, 
using the hands or with specific tools operated using the hands (e.g. a 
screwdriver). It is easy to gauge the difference in the interactions using an 
example. Imagine a common interaction in the physical world, that of 
assembling a new item of furniture. This physical task requires the 
operator to first locate the right blocks, followed by precisely orienting the 
blocks and aligning them relative to one other. While holding the joined 
structure together, the operator needs to locate the appropriate screw and 
screwdriver. Next, without removing his or her hand used to hold the 
structure together, the operator tightens the screw using the screwdriver, 
making a clockwise movement of the hand, while exerting enough force 
inwards. Physical tasks are more complex than the typical “point and 
click” interactions involved with virtual objects on a 2D computer screen. 
Most of the previous work on shared gaze interfaces studied collaborative 
digital tasks. In contrast, the research focus on physical tasks is relatively 
new. Except for the earliest study by Fussell et al. (2003), all the work on 
gaze awareness in collaborative physical tasks was published after 2014. 
See Table 5 for an overview. 
Characteristics 
of the task 
Publications 
Digital task  (Velichkovsky 1995; Qvarfordt et al. 2005; Cherubini et al. 2008; 
Neider et al. 2010; Bednarik & Shipilov 2011; Liu et al. 2011; Müller 
et al. 2011, 2013, 2014; Schneider & Pea 2013, 2014; Maurer et al. 
2014a; John et al. 2014; Schlösser et al. 2015, 2018; Harrer et al. 2015; 
Wahn et al. 2016; D’Angelo & Gergle 2016, 2018; Lankes et al. 2016, 
2017; Li et al. 2016; Newn et al. 2017, 2018; Niehorster et al. 2017; 
D’Angelo & Begel 2017; Yamani et al. 2017; Messmer et al. 2017) 
Physical task  (Fussell et al. 2003; Akkil & Isokoski 2016b, a, 2019; Akkil et al. 2016, 
2018; Gupta et al. 2016; Higuch et al. 2016) 
Table 5. Classification of previous work on shared gaze based on the characteristics of the 
task. 
The purpose of this thesis is to extend knowledge on the costs and benefits 
of gaze sharing in collaborative physical tasks. Four out of the eight 
publications on collaborative physical tasks were produced as part of this 
thesis. 
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Symmetry of Roles of the Collaborator and Direction of Shared Gaze 
Two friends chatting with each other using an instant messenger is a good 
example of an interaction with symmetry of roles. Both the users have the 
same sub-task, i.e., to read, process, understand the conversation so far, 
and respond in order to facilitate the exchange of views, opinions, or 
thoughts. Collaboration between individuals with a symmetry of roles 
means they have a comparable sub-task, extent of participation, and 
mental and physical effort.  
On the other hand, many everyday situations involve collaboration 
between individuals who do not have symmetry of roles (e.g., a remote 
expert teaching a novice to perform a task). Multiple people working 
together to accomplish a task may have different visual environments, 
activities within the task, knowledge of the task at hand, or abilities for 
performing the actions to accomplish the task. Asymmetries in 
collaborator roles may mean that even though two individuals are 
collaborating to accomplish a common task, they are involved in different 
activities, leading to different mental and physical efforts. Schneider and 
Pea (2013) noted that even in collaboration with theoretically symmetrical 
roles, asymmetry may emerge as the collaboration progresses because the 
collaborators may show different levels of interest and initiative in the 
task.  
In terms of directionality of shared gaze, there are different ways of 
implementing a shared-gaze collaborative system. Gaze can be shared in 
one direction, from a specific collaborator to others (e.g. from an expert to 
the novice), or the gaze of every collaborator can be broadcast to others 
(e.g. three users performing a collaborative search with each other’s 
shared gaze).  
The symmetry of collaborators’ roles often influences the directionality of 
shared gaze. Asymmetry of roles introduces scenarios where sharing the 
gaze of one of the collaborators may be more beneficial, more relevant to 
the collaboration (e.g. a teacher gaze sharing with students or a game 
player with a game viewer), or technically easier (e.g. a desktop computer 
user collaborating with a mobile phone user).  
Previous research on shared gaze involving asymmetrical roles has 
focused on the asymmetries introduced due to the knowledge possessed 
by the collaborators, e.g., expert and novice (Akkil et al., 2016; B. M. 
Velichkovsky, 1995), asymmetries due to different visual environments, 
e.g. collaborative visual search using a gaze contingent moving window 
(McDonnell et al., 2017; Müller et al., 2014), asymmetries as a result of 
different abilities for performing actions on the task objects, e.g. game 
player and viewer (Lankes et al., 2017), asymmetries induced due to the 
medium of collaboration, e.g. a desktop computer user collaborating with 
a mobile phone user (Akkil et al., 2018), or asymmetries due to their 
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different combinations, e.g. a remote expert guiding a field worker 
through mobile video communication to accomplish a physical task 
introduces asymmetry of knowledge, visual environment, and abilities 
(Akkil et al., 2018). 
Table 6 shows an overview of previous publications based on the 
symmetry of roles and direction of shared gaze. A clear pattern emerged 
from the analysis of previous work; i.e. all the previous studies in real-
time remote collaboration involving symmetrical collaborator roles used 
multidirectional gaze sharing, while the majority of the studies involving 
asymmetrical collaborator roles studied the value of shared gaze in a 
unidirectional context. 
Collaborator 
roles 
Direction of 
shared gaze 
Publications 
Asymmetrical 
Unidirectional (Bednarik & Shipilov, 2011; Foulsham & Lock, 2015; 
C. Liu et al., 2011; McDonnell et al., 2017; Müller et 
al., 2014, 2013; Newn et al., 2017; Qvarfordt et al., 
2005; Shikida, 2016; B. M. Velichkovsky, 1995) 
(Akkil & Isokoski, 2016b, 2016a, 2019; Akkil et al., 
2016, 2018; S. R. Fussell et al., 2003; Gupta et al., 
2016; Higuch et al., 2016; Newn et al., 2017) 
Bidirectional/
multi- 
directional 
(E. G. Bard et al., 2014; E. Bard, Hill, Arai, & Foster, 
2009; Duchowski et al., 2004; Lankes et al., 2017) 
Symmetrical 
Unidirectional 
 
None 
Bidirectional/
multi- 
directional 
(Siirtola et al.; Vertegaal 1999; Brennan et al. 2008; 
Neider et al. 2010; Schneider & Pea 2013, 2014; Bard 
et al. 2014; John et al. 2014; Maurer et al. 2014a; 
Schlösser et al. 2015, 2018; Harrer et al. 2015; Wahn 
et al. 2016; D’Angelo & Gergle 2016; Lankes et al. 
2016; Niehorster et al. 2017; Yamani et al. 2017; 
D’Angelo & Begel 2017; Messmer et al. 2017; 
D'Angelo & Gergle 2018; Newn et al. 2018) 
Table 6. Classification of previous research on shared gaze based on collaborator roles 
Video-based remote collaboration to accomplish physical tasks introduces 
a clear asymmetry of collaborator roles. All the work reported in the thesis 
involved unidirectional sharing of gaze information. In Studies III and IV, 
gaze of the person performing the physical task was shared to the remote 
collaborator. In contrast, in Studies V and VI, gaze of the remote user was 
shared to the collaborator performing the physical task. 
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Visualisation of Gaze Information 
There are different ways of visualising the gaze information of a 
collaborator in relation to the shared visual space. Table 7 summarises 
gaze visualisations used in previous literature and Figure 8 presents an 
example for each. The most common visualisation technique is to present 
the current gaze position as a cursor, i.e., an abstract visual element such 
as a semi-transparent dot (e.g., (Akkil et al., 2018; Qvarfordt et al., 2005), 
ring (e.g., Brennan et al. 2008; Neider et al. 2010), crosshair (e.g., (Yamani 
et al., 2017), or icon (e.g., (D’Angelo & Gergle, 2016; Müller et al., 2014). A 
cursor visualisation has multiple advantages. First, it is relatively simple 
to implement because it directly visualises the gaze point returned by the 
tracker and does not require complex processing of the historical gaze 
data or separating different eye movements, such as fixation and saccades. 
Second, it is very flexible to use because it can be used with any simple 
gaze-smoothening technique to make the gaze cursor more or less 
responsive according to the task’s requirements. Third, the cursor 
visualisation works for any on screen content or task without the need for 
task- or content-specific fine tuning.  
 
Visualisation used Publications  
Dot/ring/icon/crosshair (E. Bard et al., 2009; S. E. Brennan et al., 2008; D’Angelo 
& Gergle, 2016; Lankes et al., 2016, 2017; C. Liu et al., 
2011; Müller et al., 2013; Neider et al., 2010; Qvarfordt et 
al., 2005; Schneider & Pea, 2014; B. M. Velichkovsky, 
1995) 
(Bednarik & Shipilov, 2012; Duchowski et al., 2004; 
Foulsham & Lock, 2015; C. Liu et al., 2011; Messmer et 
al., 2017; Newn et al., 2017; Schlösser et al., 2015; Siirtola 
et al., 2019; B. M. Velichkovsky, 1995; Vertegaal, 1999; 
Yamani et al., 2017) 
(Akkil & Isokoski, 2016b, 2016a, 2019; Akkil et al., 2016, 
2018; S. R. Fussell et al., 2003; Gupta et al., 2016; Higuch 
et al., 2016) 
Moving window or variants (McDonnell et al., 2017; Müller et al., 2014) 
Heat map or variants (John et al. 2014; Newn et al. 2017; D'Angelo & Gergle 
2018) 
Scan path (Newn et al. 2017; D'Angelo & Gergle 2018) 
Area of interest  (Harrer et al., 2015; Newn et al., 2017; Schlösser et al., 
2015) 
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Table 7. Different shared-gaze visualisations used in literature 
 
Previous literature also utilised other visualisations such as heat maps, 
scanpaths, and shared attention area, albeit rarely. More recently, non-
visual modalities, such as vibrotactile feedback, have been proposed as 
feasible feedback modalities for gaze in remote collaboration (Wahn et al., 
2016). See Figure 9 for example visualisations. 
 
Figure 8. Example visualisations used in previous studies: (a) dot, (b) heat map, (c) area of 
interest if visualisation is based on gaze of one of the collaborators and shared attention 
area if visualisation is triggered upon joint attention, (d) moving window paradigm, (e) 
scanpath visualisation, and (f) content-specific visualisation, in which the coloured line 
highlighting to the left of the screen indicates the region of attention of the collaborator 
Shared attention area (Lankes et al. 2017; D'Angelo & Gergle 2018) 
Task/screen content-specific 
visualisation (subtle 
highlighting of line) 
(D’Angelo & Begel, 2017; Schlösser et al., 2018) 
Audio and vibrotactile 
feedback 
(Wahn et al., 2016) 
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Previous studies have also focused on comparing different gaze 
visualisations for remote (D’Angelo & Gergle, 2018; Harrer et al., 2015; 
Newn et al., 2017; Schlösser et al., 2015) and collocated (Špakov et al., 2016; 
Trösterer, Wuchse, et al., 2015; Zhang et al., 2017) collaborations. The 
different gaze visualisations such as cursor, heat map, AOI, shared 
attention area, and scanpath communicate different information to the 
viewer, have different levels of conspicuousness and distraction, and 
afford different interpretations (D’Angelo & Gergle, 2018). For example, a 
heat map visualisation enables easy interpretation of historical gaze data 
(i.e. did the collaborator look at a specific AOI in the last few seconds?). In 
contrast, a dot representation of gaze shows only the current gaze point. 
Though at the cost of higher cognitive effort, a viewer may still be able to 
interpret whether the collaborator recently viewed a certain area. On the 
other hand, the current gaze point may be less visible in a cumulative heat 
map visualisation.  
The challenge in visualizing the gaze point is to understand the gaze 
information that is most relevant to a given task and communicate it such 
that it enables easy interpretation with minimal cognitive effort. Previous 
research has noted the challenge of balancing the visibility, visual 
information, and distraction of gaze markers in remote collaboration 
(Newn et al., 2017). Zhang et al. (2017) studied four gaze visualisations 
(cursor, trajectory, spotlight, and highlight) in a collocated collaborative 
visual search. They found that the subtle visualisation of gaze often leads 
to reduced efficiency in completing a task. On the other hand, prominent 
visualisation may be distracting.  
It is evident from the previous work that there is not one gaze 
visualisation that fits all scenarios. The task and context should determine 
the gaze visualisation. For example, Newn et al. (2017) compared nine 
gaze visualisations in a competitive game setting. They found that heat 
map visualisation was the most preferred and efficient visualisation for 
enabling intention prediction. Heat map visualisation maintains the gaze 
information for a small amount of time, allowing viewers to comfortably 
gather the recent historical gaze points and infer the intention. On the 
other hand, D’Angelo and Gergle (2018) compared three gaze 
visualisations (heat map, scanpath, and shared attention area) for a 
collaborative search and consensus task. They found that heat map 
visualisation was the least useful and least subjectively preferred. The heat 
map was also considered the most distracting. With heat map 
visualisation, the current gaze point is not very prominent because the 
visualisation takes into account previous gaze points within a specific time 
window. Current gaze location is often important in tasks where gaze is 
used for explicit deictic referencing. Another drawback of heat map 
visualisation is that it can occlude the task space.  
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Interestingly, the cursor visualisation of gaze performed moderately well 
compared to other visualisations in intention prediction (Newn et al., 
2017), collocated (Zhang et al., 2017), and (D’Angelo & Gergle, 2018) 
remote visual search tasks. This indicates the flexibility of use and 
interpretation the relatively simple cursor visualisation provides. On the 
other hand, cursor visualisation can be potentially distracting due to the 
“jumpy” and “jittery” movements of the cursor. Thus, consideration 
should be given to smoothening the gaze data before presentation (Akkil 
et al., 2016; D’Angelo & Gergle, 2016; Qvarfordt & Zhai, 2005) and 
identifying situations where the gaze visualisation could be useful or 
distracting to automatically enable or disable the visualisation. 
Four key conclusions based on the analysis of gaze visualisations in 
mediated collaboration are as follows:  
• Cursor-based visualisation is the most commonly used gaze 
visualisation in mediated communication.  
• The visualisation used can influence the collaboration performance 
and benefit of gaze awareness.  
• There is not one gaze visualisation that is best suited for all tasks 
and contexts.  
• Cursor-based visualisation is a simple and flexible visualisation 
that performs moderately well for different tasks and contexts. 
 
The work in this thesis used cursor-based visualisation of shared gaze.  
Level of Awareness of Gaze Sharing  
In remote collaboration, a shared-gaze cursor provides two different 
utilities. It can function as an explicit communication mechanism between 
the collaborators, and it can function as an implicit information channel 
when the eye movements are also task relevant. An example of the explicit 
use of gaze is to use the gaze cursor as a spatial pointer in the 
communication (e.g. “Place the object here” while staring at a spot). Brennan 
et al. (2008b) demonstrated that gaze pattern that is naturally produced as 
part of performing a task, as opposed to explicitly produced for 
communicating, can be beneficial in remote collaboration. In their 
collaborative visual search task, collaborators could covertly attend to the 
gaze of their partner and allocate their own attention based on an “I look 
where you are not looking” strategy. 
Brennan et al. (2012) presented a differentiation between 
explicit/communicative and implicit/informative signalling. They note 
that for a signal to be explicit, it needs to have three characteristics: First, 
the signal must be informative, second, the signal receiver must be able to 
perceive and process it, and third, the signal must be produced with the 
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intention to communicate. On the other hand, an implicit/informative 
signal may naturally contain information the receiver can perceive and 
process. However, it is not produced with the intention of communicating.  
Studying implicit and explicit use of gaze in remote collaboration can be 
difficult, as it requires understanding the user’s intention. An easier way 
to study the difference between the implicit and explicit use of gaze is to 
manipulate the collaborators’ awareness regarding shared gaze. When the 
producer of the gaze is not aware of gaze sharing, all of the eye 
movements are naturally occurring and are produced as part of the task, 
without the producer’s explicit intention to communicate using his eyes.  
On the other hand, though the producer of the gaze is aware that his gaze 
is being shared with the collaboration partner, this does not mean all eye 
movements are explicitly produced with the intention to communicate. 
The collaborator may manipulate his natural gaze behaviour to be less 
confusing (e.g. avoid looking at certain places) or use it explicitly to 
communicate. However, they may still exhibit eye movements necessary 
for perception (e.g. search for an item). The awareness that his gaze is 
being shared and the absence of other remote gesturing mechanisms 
would simply increase the probability of the collaborator using gaze as an 
explicit channel of communication.  
In addition to the awareness of shared gaze, another aspect that can 
potentially influence the extent and accuracy of use of the gaze cursor is 
whether the producer of the gaze can see his own gaze point, which is 
being transferred to the collaborator. The direct feedback of one’s own 
gaze can theoretically help in multiple ways. First, it enables the producer 
of the gaze to be aware of his eye movements, allowing him to proactively 
correct them when they could be potentially misleading. Second, it allows 
the producer of the gaze to be aware of gaze-tracking accuracy and 
proactively work to overcome any offset that may exist (e.g., recalibrate 
the tracker, look slightly away so that the gaze cursor is on target, or 
adjust the tracker verbally). Third, it may allow the producer of the gaze to 
use the channel for collaboration more confidently because he can see the 
exact gaze point that his partner can also see. 
In certain collaborative contexts, seeing one’s own gaze point may be 
unavoidable. For example, Zhang et al. (2017) studied collaborative visual 
search among co-located users on a large display. In such cases, because 
both users share the same display, gaze sharing between participants 
would mean that the producer of the gaze also views his own gaze. 
Similarly, Akkil et al. (2016a) and Higuch et al. (Higuch et al., 2016) 
studied a remote collaboration setup in which a collaborator’s gaze was 
physically projected to the partner’s task space. The physical projection of 
gaze is thus also visible in the shared visual space for the gaze’s producer. 
Furthermore, in certain collaborative contexts, seeing one’s own gaze 
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point may be a solution to avoid the potential privacy issues associated 
with gaze sharing (Vertegaal, 1999). 
Previous research on shared gaze can be categorised according to the gaze 
producer’s level of awareness regarding the gaze sharing. Figure 9  shows 
an illustration of the three classifications in the context of a one-directional 
shared display remote collaboration, and Table 8 shows the previous 
studies based on the level of awareness of the producer of the gaze 
regarding gaze sharing. Some of the studies did not mention in the paper 
if the producer of the gaze could see his own gaze point (e.g., (Bednarik & 
Shipilov, 2012; Niehorster et al., 2017). These studies were excluded from 
analysis. Some studies presented here were done in two phases (e.g., 
(Akkil & Isokoski, 2016b, 2016a; Foulsham & Lock, 2015; Newn, 2018) and 
did not involve real-time collaboration. In such cases, the awareness of 
shared gaze was determined, not based on whether the producer of the 
gaze was aware of gaze tracking but whether he was aware of the task for 
subsequent participants who would view the video. Without knowing the 
task for subsequent participants, it is unlikely that they would have 
altered their natural eye movements to explicitly communicate to the 
viewer. 
 
Figure 9. Three gaze-sharing configurations based on the level of awareness of the gaze 
producer. (A) The collaborator on the right is not aware of gaze sharing. (B) The 
collaborator on the right is aware of their shared gaze but cannot see the gaze point. (C) 
The collaborator on the right is aware of their shared gaze and can also see the gaze point 
that is transferred. In all cases, the collaborator on the left can see the shared gaze  
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Level of awareness of shared gaze Publications 
Not aware  (Akkil et al., 2018; C. Liu et al., 2011; Newn 
et al., 2018, 2017; Qvarfordt et al., 2005) 
Aware but no direct feedback (E. G. Bard et al., 2014; S. E. Brennan et al., 
2008; D’Angelo & Begel, 2017; D’Angelo & 
Gergle, 2016; Lankes et al., 2016, 2017; 
Messmer et al., 2017; Müller et al., 2013; 
Neider et al., 2010; B. M. Velichkovsky, 
1995; B. Velichkovsky, Pomplun, & Rieser, 
1996; Yamani et al., 2017) 
Aware and received direct feedback (Akkil & Isokoski, 2019; Akkil et al., 2016; 
Carletta et al., 2010; Duchowski et al., 2004; 
Harrer et al., 2015; Higuch et al., 2016; 
McDonnell et al., 2017; Müller et al., 2014; 
Schlösser et al., 2015) 
Table 8. Classification of shared-gaze research based on level of awareness of shared gaze 
Results from previous publications indicated that shared gaze in all three 
configurations provides benefits to collaboration. For example, Qvarfordt 
et al. (2005) found that implicitly produced gaze can be useful in spatial 
referencing, aid topic switching, and reducing ambiguity in 
communication. Others found that naturally produced eye movements 
can help enable referential grounding (C. Liu et al., 2011) and prediction of 
intention (Akkil & Isokoski, 2016b; Newn, 2018). Similarly, numerous 
publications have found use of gaze as an explicit pointing mechanism 
(D’Angelo & Gergle, 2016; Neider et al., 2010). 
The cost and benefits of seeing one’s own gaze point is unclear from the 
previous publications. Seeing one’s own gaze point can be potentially 
distracting, especially when gaze tracking is not accurate or when there is 
a delay in updating the visuals. D’Angelo and Gergle (2016) noted that 
showing one’s own gaze point ”can produce a feedback loop that causes 
people to follow their own cursor”. On the other hand, Maurer et al. 
(2014a) studied shared gaze in cooperative online gaming. Their 
participants commented that they would like to see their own gaze point 
visualised along with the partners.  
One of the publications (Study VI) in this thesis is specifically designed to 
answer this question: Does the level of the gaze producer’s awareness 
regarding the gaze sharing influence the utility of shared gaze? We 
compared the three gaze-sharing configurations in a mobile, video-based, 
collaborative physical task.  
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5.2 TASK COUPLING  
In addition to the four factors used to classify the previous work on shared 
gaze, task coupling is another aspect that influences the utility of shared 
gaze for collaboration. 
Task coupling is a measure of dependencies between the collaborators and 
refers to the extent of communication required to accomplish the task (G. 
M. Olson & Olson, 2000). A parallel visual search where both collaborators 
can independently search for the object with minimal coordination with 
each other is an example of a loosely coupled task. On the other hand, a 
similar visual search task with an additional consensus phase where both 
collaborators need to locate the object and reach a consensus introduces 
additional dependencies and a coordinated effort. The collaborator who 
first finds the object needs to coordinate its location with the partner to 
jointly arrive at a decision. The visual search and consensus task is more 
tightly coupled than the parallel visual search. 
A loosely coupled task requires less frequent or less complex interaction 
between the collaborators. Likewise, a tightly coupled task may require 
more frequent or more complex interactions (Neale, Carroll, & Rosson, 
2004; G. M. Olson & Olson, 2000). Task coupling is a measure that is 
inherently associated with the nature of the task and may be influenced by 
other contextual factors such as the collaborators’ familiarity with the task, 
task-specific common knowledge shared by the collaborators, and even 
familiarity between the collaborators (G. M. Olson & Olson, 2000).  
Previous studies have experimentally manipulated the task coupling to 
understand how the value of task coupling in loosely coupled and tightly 
coupled tasks influences shared gaze (D’Angelo & Gergle, 2018; Müller et 
al., 2013). Muller et al. (2013a) used the term “task autonomy” instead of 
task coupling. In their work, “low autonomy” and “high autonomy” were 
indicative of tight coupling and loose coupling, respectively. 
The previous literature discusses the extent to which task coupling can 
influence the value of shared gaze, with more tightly coupled tasks 
benefitting more from shared gaze than loosely coupled tasks (D’Angelo 
& Gergle, 2018). This is in line with the more general understanding that a 
tightly coupled remote task which requires more complex and frequent 
interactions between the collaborators may require more sophisticated 
awareness mechanisms that provide the collaborators with the relevant 
contextual cues (Neale et al., 2004). Shared gaze may not provide any 
substantial benefit in loosely coupled tasks. Furthermore, Muller et al. 
(2013) showed that gaze sharing in loosely coupled tasks may be 
counterproductive. When collaborators can work on the tasks 
independently, showing the partner’s gaze can be distracting and 
detrimental to the efficiency of collaboration. 
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While gaze may be generally more useful in tightly coupled collaborative 
tasks than loosely coupled tasks, one should also be careful about 
generalizing this result to all types of tasks. For example, Muller et al. 
(2014) studied the value of shared gaze in a tightly coupled “moving 
window paradigm”-style hierarchical decision-making task and found 
that gaze sharing was not as useful as sharing a mouse. This highlights the 
fact that not all tightly coupled tasks may show clear benefits of shared 
gaze. Task characteristics beyond simple task coupling, such as how 
grounding takes places in the specific collaborative context need to be 
considered before applying shared gaze for remote collaboration. 
5.3 BENEFITS OF SHARED GAZE IN REMOTE COLLABORATION 
In 1995, Velichkovsky conducted the seminal study comparing gaze and 
mouse pointers in a collaborative construction task involving on-screen 
puzzle solving. He found that sharing the gaze and mouse of a remote 
expert can help improve the task performance and found no overall 
performance difference between gaze and mouse transfer for collaboration. 
Both gaze and mouse sharing were better than a no pointer condition. 
Interestingly, Velichkovsky (1995) found a noticeable difference in the rate 
of learning the two pointers, with gaze being faster in the initial trial and 
the mouse being faster in later trials. He noted that communication using 
gaze may be especially efficient in situations involving high complexity 
and low redundancy. 
Many subsequent studies have evaluated shared gaze in real-time 
collaboration in a variety of contexts. Table 9 shows a cumulative 
summary of the previous findings. The purpose of this analysis is to 
present a high level summary of the value of shared gaze and does not 
take into account any difference in context and collaborator roles.  
Benefit of shared gaze Publications 
Spatial/deictic referencing (Akkil & Isokoski, 2016a; Akkil et al., 2016; E. Bard et 
al., 2009; Cherubini et al., 2008; D’Angelo & Gergle, 
2016, 2018; Gupta et al., 2016; Higuch et al., 2016; 
Maurer, Trösterer, et al., 2014; Müller et al., 2013; 
Neider et al., 2010; Qvarfordt et al., 2005; Schneider & 
Pea, 2013; Špakov et al., 2016; Trösterer, Gärtner, et al., 
2015; van Rheden, Maurer, Smit, Murer, & Tscheligi, 
2017; B. M. Velichkovsky, 1995) 
Establishing joint attention (Akkil & Isokoski, 2016b; D’Angelo & Begel, 2017; 
Guo & Feng, 2013; Harrer et al., 2015; Qvarfordt et al., 
2005; Schneider & Pea, 2013; B. M. Velichkovsky, 1995; 
Zhang et al., 2017) 
Enabling grounding  (S. E. Brennan et al., 2008; John et al., 2014; C. Liu et 
al., 2011; Siirtola et al., 2019; B. M. Velichkovsky, 1995; 
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Zhang et al., 2017) 
Increasing task 
engagement/enjoyment 
(Akkil & Isokoski, 2019; Akkil et al., 2016, 2018; Gupta 
et al., 2016; Lankes et al., 2016, 2017; Maurer et al., 
2015; Pfeuffer et al., 2016; Zhang et al., 2017) 
Increasing redundancy and 
reduced ambiguity in 
communication 
(Akkil & Isokoski, 2019; Akkil et al., 2016, 2018; Gupta 
et al., 2016; Higuch et al., 2016; Maurer, Trösterer, et 
al., 2014; Qvarfordt et al., 2005) 
Communicating interest, 
preference, and intention 
(Akkil & Isokoski, 2016b; Foulsham & Lock, 2015; 
Higuch et al., 2016; Newn et al., 2018, 2017; Qvarfordt 
et al., 2005) 
Increasing understanding of 
collaborators’ task status  
(Akkil & Isokoski, 2016a, 2019; Akkil et al., 2016; 
Qvarfordt et al., 2005; Schlösser et al., 2018; Zhang et 
al., 2017) 
Improving feeling of presence (Akkil & Isokoski, 2019; Akkil et al., 2016; Gupta et al., 
2016; Lankes et al., 2016, 2017) 
Improving perceived quality of 
collaboration 
(Akkil & Isokoski, 2019; Akkil et al., 2016, 2018; Gupta 
et al., 2016; Higuch et al., 2016) 
Improving confidence in 
communication 
(Akkil & Isokoski, 2016b, 2016a; Akkil et al., 2016; 
Qvarfordt et al., 2005) 
Enabling learning (Guo & Feng, 2013; Harrer et al., 2015) 
Coordinating efficiently in 
time-critical tasks 
(S. E. Brennan et al., 2008; Neider et al., 2010) 
Allowing consistency of use (Akkil et al., 2018) 
Table 9. Benefits of shared gaze 
Furthermore, as a consequence of these benefits, many studies have also 
reported improved efficiency of task performance. For example, Brennan 
et al. (S. E. Brennan et al., 2008) reported improved task completion time 
in collaborative visual search tasks. On the other hand, D’Angelo and 
Gergle (2016) reported that while gaze sharing was helpful in accurately 
referring to linguistically complex objects, it did not improve task 
completion time. This suggests that the benefits of shared gaze do not 
always translate to performance improvement.  
Analysis of the reported benefits of shared gaze highlights four important 
points:  
• A relatively simple intervention such as showing where a 
collaborator is looking can provide numerous benefits to the 
collaboration.  
59
…
…
…
…
…
 
 
  
• Shared gaze benefits both objective (e.g. increased deictic 
referencing) and subjective (e.g. improved perceived quality of 
collaboration) aspects of the collaboration.  
• While gaze provides many different benefits in collaboration, one 
of the most commonly reported benefits of shared gaze is its use as 
a pointer for explicit deictic referencing.  
• The collaborative task and the visualisation of the gaze cursor 
influence the benefits of shared gaze. A fine-level analysis of the 
task characteristics and designing the visualisation to intuitively 
present the eye movement pattern relevant for the task ensure the 
benefits of shared gaze. 
5.4 LIMITATIONS OF SHARED GAZE IN REMOTE COLLABORATION 
Gaze sharing between collaborators can provide numerous benefits, as 
reported in the earlier section. This brings us to the other pertinent 
question: What are the limitations of shared gaze? Table 10 presents a 
summary of previous studies based on the limitation of shared gaze that 
they highlighted. Some of the limitations may be overcome to a certain 
extent by a better design of the gaze-sharing system (e.g., better 
visualisation can reduce the distraction caused by shared gaze), and all the 
limitations may not be intrinsic to the concept of gaze sharing. 
Limitations Publications 
Visualisation of the gaze cursor 
(fast and jittery) can be distracting  
(Akkil et al., 2018; Bednarik & Shipilov, 2012; 
D’Angelo & Gergle, 2016; Lankes et al., 2017; Newn 
et al., 2017; Trösterer, Gärtner, et al., 2015; 
Trösterer, Wuchse, et al., 2015; Zhang et al., 2017) 
Accuracy of tracking can 
influence value of shared gaze 
(Akkil & Isokoski, 2019; Akkil et al., 2018; 
D’Angelo & Gergle, 2016; van Rheden et al., 2017; 
Zhang et al., 2017) 
Not as flexible as an explicit 
gesturing mechanism 
(Akkil & Isokoski, 2019; Akkil et al., 2018; Higuch 
et al., 2016; Müller et al., 2014, 2013) 
Can be ambiguous (Midas touch) 
and thus complicate grounding 
(Akkil & Isokoski, 2019; Akkil et al., 2018; Müller et 
al., 2011, 2013) 
Potential privacy issues (Akkil et al., 2016; van Rheden et al., 2017; Zhang et 
al., 2017) 
Without shared visual context, 
shared gaze may not be useful 
(C. Liu et al., 2011; Müller et al., 2014) 
Can cause eye strain (Akkil et al., 2018) 
Table 10. Limitations of shared gaze 
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Need for Shared Visual Context  
Liu et al. (2011) studied the usefulness of gaze as a means to support 
collaboration in an object arrangement task. One of the participants (an 
expert) knew the arrangement to make, while only the remote partner 
could act on the objects. The expert’s gaze was transferred to the remote 
partner. They found that gaze transfer improved collaboration when both 
partners had the exact view of the task space. In comparison, gaze was less 
helpful when the collaborators had a mismatched view of the shared space. 
Similarly, Muller et al. (2014) noted that without a shared visual context, 
gaze may not be useful in collaboration. The meaning encoded in eye 
movement can only be interpreted when one understands the visual 
context in which the eye movement is made. For example, knowing that 
the collaboration partner looked at (x,y) position on the screen and 
knowing that the person looked at a specific object in that visual context 
affords different interpretation. 
Accuracy of Gaze Tracking  
The second limitation of shared gaze is associated with its accuracy. 
Numerous previous publications have qualitatively highlighted the fact 
that inaccuracies in tracking can complicate the use of the shared gaze. For 
example, D’Angelo and Gergle (2016) noted that when the gaze cursor is 
not accurate, collaborators rely on extensive verbal instructions to achieve 
conversational grounding. Rheden et al. (2017) noted that when gaze 
tracking is inaccurate, the value of shared gaze decreases.  
As part of this thesis, we performed an objective analysis of how gaze-
tracking accuracy influences task completion time and verbal effort (Akkil 
& Isokoski, 2019; Akkil et al., 2018).  
Distraction of Gaze Visualisation 
The visualisation of shared gaze may distract the collaborator from the 
task. Viewers of gaze data often find gaze data to be “jittery” and “jumpy”. 
The jitteriness of the gaze cursor is due to the low precision of gaze 
trackers. On the other hand, the frequent and swift saccadic motion of the 
eyes causes the jumpiness of the gaze cursor. The fast and frequently 
moving gaze cursor can often take the attention of the collaborator. 
Filtering the jitteriness and smoothening the jumpiness of the gaze data 
could reduce the distractibility associated with the gaze cursor. The 
distractibility associated with the gaze cursor is specifically impactful 
when the gaze cursor is not directly relevant to the current sub-task, e.g., 
in loosely coupled tasks (Müller et al., 2013). 
Privacy Issues Associated with Shared Gaze 
Another key and often under-discussed aspect of shared gaze is the 
potential privacy issues associated with it. Several factors, such as the 
characteristics of the scene (e.g., salience), information requirements of the 
current task, and characteristics of the person (e.g., personality can 
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modulate eye movements), modulate a person’s gaze. Theeuwes et al. 
(1998) noted that while goal-directed eye movements are voluntary, 
stimulus-directed eye movements may be produced reflexively. For 
example, if a new object suddenly appears in the scene, people tend to 
look at it involuntarily. Some eye movements may not be within a 
person’s control. Another troubling aspect of gaze allocation in the context 
of shared gaze is that people are not always aware of their own low-level 
voluntary eye movements (Kok, Aizenman, Võ, & Wolfe, 2017). When 
asked to report the areas where the person fixated in a previous scene, 
viewers often only report a small subset of the actual fixations. The 
disparity between the number of reported and actual fixations increases as 
the complexity of the scene increases (Marti, Bayet, & Dehaene, 2015).  
Eye movements are considered to be a window to a person’s mind 
because they can give deep insights into much of one’s potentially private 
information, such as personal characteristics, emotional state, current 
interest, future intention, and other cognitive processes. Considering that 
people have neither full control nor awareness of their eye movements, it 
one could inadvertently share such information with a communication 
partner. For example, Zhang et al. (2017) reported that in a collaborative 
visual search, collaborators often agree upon a “divide and conquer” 
search strategy. When gaze is being shared, any deviation from this 
agreed strategy becomes evident and may signal a lack of trust between 
collaborators.  
The privacy issues associated with shared gaze may also have several 
practical implications. The two most important factors are relating to user 
consent and user awareness. Shared-gaze systems would require explicit 
user permission instead of being an always ON feature. Users need to 
have the flexibility of being aware of the status of shared gaze and the 
potential to toggle the feature ON and OFF during a collaborative activity. 
Furthermore, there should also be awareness mechanisms that enable 
users to have fine-level understanding of their own eye movements (e.g., 
by showing their eye movements; (Vertegaal, 1999). Such awareness tools 
would allow users to be more aware of the gaze sharing and the possible 
interpretations of the meaning it communicates. It also seems likely that 
users may be more willing to share their gaze only in certain contexts and 
with certain trusted collaborators (Zhang et al., 2017). Collaborative 
systems thus need to provide alternative remote gesturing and awareness 
mechanisms so that even the user’s opting out of gaze sharing has limited 
impact on the collaboration. 
Ambiguity Associated with the Gaze Cursor 
Ambiguity associated with a gaze cursor that is continually moving is 
evident when shared gaze is compared to a more explicit shared mouse 
pointer. Eighteen years after the pioneering study by Velichkovsky (1995), 
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Muller et al. (2013a) replicated it, and similar to the results by 
Velichkovsky (1995), they found that both gaze and mouse transfer lead to 
similar task performance. However, gaze sharing introduces ambiguity in 
communication and complicates grounding in spatial referencing. In case 
of an explicit gesturing mechanism, such as the mouse, every move 
communicates an intention that is relevant to the task. Collaborators can 
thus trust this movement for its communicative value, and use the cursor 
confidently, e.g. “Don’t think; just follow my mouse” (Müller et al., 2014). 
In contrast, not all eye movements are made with the intention to 
communicate. Collaborators may be less confident to use the gaze without 
confirming the intention behind the eye movement. This is very similar to 
the Midas-touch problem associated with gaze interaction.  
Gaze sharing can be valuable in the absence of any other remote gesturing 
mechanisms. However, when compared to an explicit pointer such as the 
mouse, gaze induces uncertainty and increased reliance on verbal 
instructions to complete a task. 
Limited Flexibility Compared to Other Explicit Pointing Mechanisms 
The physiological constraints of how our eyes move, how visual 
perception functions, and the dual role that eyes play limit the flexibility 
gaze offers as a remote gesturing mechanism. An explicit pointer such as 
the mouse performs only one role, that of a communicating device. Thus, 
it enables a certain degree of flexibility. It can be moved quickly or slowly, 
depending on the task demands. It can even be moved to closely replicate 
visual attention to a certain degree (Müller et al., 2014). 
The work done as part of this thesis extends these findings to the case of 
collaborative physical tasks. A mouse (or one could argue hand gestures 
and other explicit gesturing mechanisms) can be used to communicate 
complex procedural instructions by drawing shapes and representing 
actions (Akkil & Isokoski, 2019; Akkil et al., 2018). Such instructions make 
up a large part of people’s collaboration to accomplish physical tasks (S. R. 
Fussell et al., 2003).  
One could also argue that the purpose of shared gaze is not to use it to 
explicitly communicate but for the implicit benefits it provides. Our 
results suggest that in the context of collaborative physical tasks involving 
the complex manipulation of objects, shared gaze may not be enough to 
efficiently complete the task.  
Can Be a Cause of Eye Strain 
The most widely identified benefit of shared gaze in previous studies is its 
value as an explicit gesturing mechanism for deixis. The explicit use of 
gaze to communicate spatial references often makes it unnatural (e.g., 
staring at a place for a long period) (Chitty, 2013; Kangas et al., 2014).  
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The work in this thesis also supports this claim. When gaze is the only 
shared gesturing mechanism in the context of a collaborative physical task, 
users tend to use gaze, to communicate complex procedural instructions 
(e.g. “Turn it this way” while trying to make a circular eye movement). 
Such unnatural eye movement can lead to eye strain. Many of our 
participants also reported eye strain from viewing their own gaze point, 
especially when gaze tracking was not accurate.  
In summary, gaze sharing information between collaborators has its share 
of limitations:  
• The context of use (i.e., characteristics of the task, availability of 
other gesturing modalities, accuracy of tracking, availability of 
shared visual context, etc.) influence the usefulness of shared gaze.  
• The visualisation and responsiveness of the gaze representation 
should be designed to facilitate the task 
• Accuracy of tracking is an important technical aspect that limits the 
usefulness of shared gaze. 
• Applications designed to facilitate remote collaboration should 
include multiple remote gesturing mechanisms to ensure the best 
experience for all users in all scenarios.  
5.5 HOW HAVE PREVIOUS STUDIES ADDRESSED GAZE-DATA QUALITY? 
Previous studies used different gaze-tracking hardware setups (e.g., 
monocular vs. binocular and remote vs. head-mounted), different 
calibration schemes (e.g., 5-, 9-, or 15-point calibration), possibly different 
experimental contexts (e.g., different ambient lighting and screen 
brightness), and different demographics of participants. It is inevitable 
that they had different levels of gaze data quality. 
Interestingly, no previous studies on shared gaze in remote collaboration 
before this thesis have reported the gaze-data quality achieved. This 
makes it difficult to interpret the results and compare them to other 
publications. The most common way of addressing the accuracy issue is to 
not mention it at all in the publication. Few publications report the 
manufacturer-provided accuracy as representative values. However, as 
stated earlier, this can be highly misleading.  
Furthermore, studies used very subjective and subtly different approaches 
to address the issue of gaze-tracking quality, e.g. by calibrating the users 
multiple times or excluding the data from participants with “bad” gaze-
data quality. Very few publications report, even qualitatively, the accuracy 
problems they faced and how they addressed this challenge in the 
research.  
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Schneider and Pea (2013) mentioned that they “cursorily watched the 
videos showing the participants’ gaze patterns, to ensure that no large 
deviation was present”. Li et al. (2016) “recalibrated as needed, in order to 
maintain accuracy”. D’Angelo et al. (2016) noted that they recalibrated 
roughly 40% of the participants. D’Angelo and Begel (2017) “relied on the 
participants to tell when they believed the accuracy had degraded enough 
to require recalibrating”. Messmer et al. (2017) reported a more objective 
approach, highlighting the fact that “the calibration routine was repeated 
until it produced no more than 1° of visual angle gaze error vertically and 
horizontally. Calibration was revalidated between blocks of trials”. Harrer 
et al. (2015) excluded data from 10% of the participants, due to 
“unsatisfactory gaze data”.  
 
Gaze tracking, even in its current state-of-the-art form, is a difficult 
technology that does not work “satisfactorily” for all users all of the time. 
The results reported in many of the previous studies on shared gaze for 
remote collaboration may be presenting an “ideal world” view of the 
benefits of shared gaze and may not be representative of real-world 
scenarios in terms of gaze-data quality. It is difficult to conclusively say, 
because most of the studies do not report the gaze-data quality achieved.  
 
Notably, this trend of overlooking gaze-data quality possibly applies to 
most fields of science using real-time gaze tracking as a research tool. 
Research that utilises gaze data for offline analysis often has the luxury of 
using post calibration to ensure reliable gaze data. However, studies that 
use gaze data in real-time would benefit from more objective reporting of 
gaze-data quality and grounds for recalibration/exclusion of data from 
analysis.One of the contributions of this thesis is to develop an easy-to-use 
tool to measure gaze-data quality to facilitate and encourage reporting 
such metrics in research publications.  
 
Summary of the chapter 
• Characteristics of the task, symmetry of the roles of collaborators, 
visualisation of gaze, and level of awareness of gaze sharing are four 
factors of classifying literature on shared gaze for real-time collaboration. 
• Benefits and limitations associated with shared gaze are dependent on 
contextual factors. 
• Previous literature on shared gaze for real-time collaboration lacks 
methodological consistency in terms of gaze-data quality, making 
comparisons between studies more complicated. 
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6 Methodology  
The research reported in this thesis employed both qualitative and 
quantitative research methods, to gather a holistic understanding of the 
main focuses of the individual studies. Study II was exploratory in nature 
and used focus groups as the data collection method. Studies I, III, IV, V 
and VI used experimental research methods. Prototype systems were 
developed by iterative design. Each system enabled a specific use of gaze 
information in remote collaboration. The prototype systems were first 
informally evaluated in a series of pilot tests, and the learnings from the 
pilot tests guided further fine-tuning of the prototypes. The usability and 
utility of the prototypes was then evaluated in controlled user 
experiments. 
In this chapter, I present an overview of the constructive and iterative 
approach followed in this research. I briefly describe the early pilot 
evaluations that were undertaken, the learnings from them, and how they 
guided the design of the six studies presented as part of this thesis. I 
conclude this chapter by presenting the ethical challenges associated with 
conducting research in the domain of shared gaze. 
6.1 CONSTRUCTIVE AND ITERATIVE APPROACH 
The studies reported in this thesis followed a constructive and iterative 
approach. In the research, I made use of off-the-shelf hardware devices, 
such as gaze trackers, camera modules, projectors, and mobile devices. I 
also involved the development of multiple software and hardware 
applications for facilitating the user studies and for distribution to other 
researchers and practitioners to utilise in their research.  
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The software systems were developed using either Microsoft .NET 
framework, or web technologies such as HTML and JavaScript. The 
features of the prototypes developed for conducting the user study were 
all guided by the focus of the study. The features of the software system 
that was developed for distribution (Study I) were guided by the literature 
and discussion with other gaze-tracking researchers at Tampere Unit for 
Human-Computer Interaction (TAUCHI), Tampere University, Finland. 
The software systems were evaluated informally multiple times, to ensure 
suitability of use. This was followed by a series of pilot evaluations to fine-
tune the different parameters involved.  
6.2 EARLY PILOT EVALUATIONS 
Before the start of this thesis, there was only one previous study, by 
Fussell et al. (2003),  in the area of shared gaze for collaborative physical 
tasks. They used a head-mounted gaze-tracking system and overlaid the 
user’s gaze on the egocentric video. This video was presented to a remote 
collaborator. Despite the theoretical advantage of such a system for 
collaboration, they did not find any measurable benefit of gaze-
augmented egocentric video for collaboration.  They concluded that such 
“head-mounted camera systems [with gaze tracking] may not yet be robust 
enough for actual field applications.” 
Early phase of the thesis was utilized in exploring the value of gaze-
augmented egocentric videos in complex, real-world collaborative 
scenarios. The numerous short-term pilot evaluations that were conducted 
eventually led to finalising the environment and design of the six 
publications. Figure 11 shows a snapshot of the different informal pilot 
evaluations that were conducted.  
Prototype systems that enabled sharing gaze between collaborators were 
developed as a plug-in for the Google Hangouts8 video-calling system. I 
used ETUDriver (Bates & Spakov, 2006), a middleware that allows an end-
user application to seamlessly connect with multiple gaze trackers. This 
enabled us to use the same software, with multiple remote (e.g. Tobii T60, 
Tobii X2) and head-mounted (e.g. Pupil, 9  Ergoneers Dikablis 10 ) gaze-
tracker configurations. This platform allowed us to explore the value of 
the technology outside the confines of the laboratory, as well as between 
collaborators who are truly geographically separated and involved in 
complex, real-world tasks (e.g. collaborative shopping in a large grocery 
store, showing city landmarks to a remote partner, or collaboratively 
choosing a specific book from the library).  
                                                 
8 https://hangouts.google.com/ (Accessed 16 Feb 2019) 
9 https://pupil-labs.com/(Accessed 16 Feb 2019) 
10 https://www.ergoneers.com/en/hardware/dikablis-glasses/(Accessed 16 Feb 2019) 
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We faced multiple technical issues that limited the feasibility or usefulness 
of gaze-augmented video calling in such “in the wild” environments. Two 
of the biggest technical challenges we faced concerned video-calling delay 
and limited gaze-tracking quality and system stability in a mobile 
environment.  In addition to the technical issues, we also observed that the 
task characteristics play a very important role in how people use shared 
gaze and perceive its value for collaborative physical tasks. Below, I 
discuss the key learnings from the early pilot evaluations. 
 
Figure 10. Different real-world collaborative use cases of gaze-augmented egocentric video 
explored as part of the thesis: (a) remotely guiding a museum visitor, (b) collaboratively 
selecting a book from the library, (c) grocery shopping, with the guidance of a remote 
person, (d) troubleshooting a coffee machine, with the help of a remote guide, (e) real-
world puzzle solving, (f) collaboratively exploring notice-board advertisements, (g) 
collaborative assembly task with physical projection of gaze, (h) collaborative exploration 
of  different city landmarks, and (j) a LEGO-building task 
Effect of delay in video calling 
A typical audio call made through the cellular network is very fast, as 
carriers have dedicated bandwidth for the service. However, the quality of 
video calling over the Internet can be influenced by multiple network 
factors. Since the purpose of video-calling is to facilitate real-time 
interaction, users are normally sensitive to any noticeable delay. However, 
the sensitivity to video delay may also depend on the task and the context 
of the video call. Certain conversational tasks are less sensitive to video 
delay if they involve less-frequent turn taking (e.g. remote presentation). 
In typical conversational video calls, a delay of 500–700 ms is common and 
often considered acceptable (Berndtsson et al., 2012). Yu et al. (2014) 
studied typical video-calling delays between two devices located in the 
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same city using major video conferencing services such as Google 
Hangout, Skype, and FaceTime. They found that video delay can typically 
vary between 300 ms to less than 1 second, with frequent spikes of much 
longer delays (up to 10 seconds). They noted that different dynamic 
network conditions, such as the bandwidth variation and packet loss, can 
influence the video-calling experience. Further, other factors such as 
whether the call is made through a cellular network or Wi-Fi, as well as 
the reception quality of the network, can also influence the overall delay in 
video transmission.     
We noticed that gaze-augmented video is sensitive to network delay. In 
one of the pilot tests, we evaluated the system in a collaborative shopping 
scenario involving a mobile user wearing a head-mounted gaze tracker in 
a grocery store collaborating with a remote stationary user (see Figure 
11(c)). We observed multiple instances where the stationary user would 
refer to the gaze of the mobile user as a way for deictic referencing (e.g. 
“take the one that you are looking at”). Even a slight video delay reduced the 
usability of the gaze cursor. The mobile user would constantly shift the 
focus of attention from one object in the store to another object. Thus, the 
deictic references that involved the gaze pointer often led to 
misunderstanding (e.g. you mean this? [while taking the wrong piece]). 
Such situations required extensive verbal effort to correct (e.g. “not this one, 
the red-coloured one you looked at earlier”). The effect of delay in video is 
further accentuated, as the mobile users may not often be aware of their 
own shifts in attention at a fixation level (e.g. “OK, what did I look at earlier? 
This one, maybe?”). A noticeable delay in video communication can reduce 
the benefit of gaze augmentation.  
Surprisingly, the delay in video communication and its effects on the 
usability of shared gaze are aspects that are not adequately discussed in 
the previous literature. This could partly be due to the fact that the 
previous studies were conducted in a lab environment making use of 
dedicated LAN connections. Despite our best efforts, we could not 
manage to consistently get a lag-free video-calling platform outside a 
controlled environment using a 4G cellular network. It should be noted 
that the overall video lag we experienced is the result of cumulative delay 
incurred due to processing of the gaze tracker, processing of the video at 
the sender and the receiver’s end, network transmission delay, and the 
delay in presenting the content on screen.  
Although we could not make the shared gaze prototype work fast enough 
on the current cellular networks, the advent of 5G networks and other 
advancements in mobile network connectivity promise lower latency and 
higher bandwidth. It is likely that commercial applications using gaze-
augmented video for collaborative physical tasks may become a reality in 
the near future. 
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Gaze-tracking robustness and accuracy in a mobile situation 
The second option we explored was to conduct the study in a semi-
controlled environment at the university cafeteria. Such an environment 
allowed us to better access and set up WLAN networks so as to overcome 
the technical problem associated with video delay. The study involved a 
collaborative shopping scenario where a mobile participant had to show 
all the items on sale to the remote user and buy certain items of the remote 
stationary participant’s choosing from the cafeteria. Figure 12 shows the 
university cafeteria settings where the pilot evaluations were conducted. 
 
Figure 11. The university cafeteria environments where the pilot evaluations were 
conducted 
The task required the participant to navigate the different aisles of the 
cafeteria. We used the Ergoneer Dikablis binocular gaze-tracking system 
for the mobile participant. The constant movement hindered the accuracy 
and robustness of gaze tracking. The effect of limited accuracy of tracking 
was accentuated, as the objects of interest (e.g. drinks in the refrigerator, 
sandwiches on the shelf, etc.) were small in size, as seen through the head-
mounted camera. This led to the understanding that accurate gaze 
tracking is critical to the usability of shared-gaze interfaces, which is 
another aspect that is not well represented in the previous work.    
Even in this semi-controlled environment, we faced unforeseen technical 
problems associated with the quality of tracking and several hardware 
issues. The data collection could not be completed.  
Almost 15 years have passed since the first study by Fussell et al. (2003). 
Gaze-tracking technology has seen rapid advances since then in terms of 
the accuracy of tracking and ergonomics of use. Despite that, our 
observations are similar. Wearable gaze-tracking technology may not yet 
be robust enough for consumer applications involving collaborative 
physical tasks. Collective research effort is required to ensure that the 
technology works reliably for all users for collaborative tasks that require 
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high accuracy in tracking, involve frequent mobility, and are difficult to 
track environments.  
Linguistic complexity of the task  
In a variety of other tasks that we evaluated, the value of shared gaze was 
not clearly visible in terms of task efficiency. For example, we evaluated 
the value of shared gaze in a relatively simple LEGO-based joint 
construction collaboration task. One of the collaborators had direct access 
to the puzzle block but did not know what shape to construct. The remote 
collaborator knew the shape to construct but did not have direct access to 
the LEGO pieces. The collaborator who had access to the LEGO blocks 
used the Ergoneer Dikablis head-mounted gaze tracker. The gaze-
augmented egocentric video from the gaze tracker was transferred to the 
remote partner. The task was to ensure efficient collaboration so as to 
build the structure.  
In this specific task, the LEGO blocks used had different simple shapes 
(e.g. cube, cylinder, etc.) and distinct colour, and blocks afforded a few 
specific methods of arrangement (see Figure 11(j)). This made the task 
linguistically simple, making it easy to refer to task objects and locations, 
using their salient properties such as colour or shape. The affordance of 
the LEGO blocks also made the orientation and placement of the blocks 
intuitive. Thus, shared gaze did not directly improve referencing objects 
and locations and did not appear to lead to any noticeable performance 
improvement. This is in line with the findings of Macdonald and Tatler 
(2017), in the context of collocated collaboration, and D’Angelo and Gergle 
(2016), in the context of shared-display collaboration, in that the value of 
knowing where your partner is looking is more useful when the task is 
linguistically complex. 
The benefit of the shared gaze, and one could argue that this applies to all 
remote-gesturing mechanisms, is amplified in an environment that is 
linguistically complex (i.e. in scenarios where verbal instructions can be 
difficult) due to the complexity of the tasks or collaborators’ language 
proficiency. This does not mean that, in linguistically simple collaborative 
scenarios, there may not be any benefits of shared gaze at all. It is possible 
and likely that there are still benefits of shared gaze in terms of improved 
quality of collaboration, increased redundancy in communication, and 
other subjective aspects. Also, it may be the case that there are small 
performance improvements with shared gaze in such linguistically simple 
collaborative scenarios. However, experimentally validating this claim 
would have required an experiment with an unreasonably large sample 
size.  
The design of the studies undertaken in this thesis should be seen in the 
light of the learnings from these early pilot evaluations. Based on the 
lessons we learnt, as well as the review of previous literature, we 
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hypothesised the potential benefits of shared gaze in collaborative 
physical tasks (e.g. prediction of intention (Akkil & Isokoski, 2016b), 
spatial referencing (Akkil & Isokoski, 2016a)). We then deconstructed a 
collaborative physical task to find sub-tasks where clear statistically 
significant benefits of shared gaze would be available. We then carefully 
designed experimental studies in a controlled lab environment to evaluate 
our hypothesis. The publications (Studies III and IV) used such an 
approach.  
In contrast, Studies V and VI involved real-time collaboration, and we 
conducted them in a controlled lab environment. The laboratory 
environment helped the research in multiple ways. It allowed us to tune 
the technology to work optimally within the limits and confines of the lab 
using dedicated high-speed WLAN and custom video-calling solutions. It 
also allowed us to overcome the potential social and privacy issues 
associated with performing such studies “in the wild.” Another advantage 
of the controlled laboratory environment was that it enabled us to define 
complex, artificial but representative, and experimental tasks that 
highlight the specific costs and benefits of shared gaze. We could also 
create multiple versions of the same task, with comparable complexity, 
enabling us to leverage the strength of a within-subject experimental 
design.  
6.3 RESEARCH ETHICS 
Even though the field of HCI is relatively nascent, it already has well-
established codes of conduct associated with research ethics (e.g. the ACM 
code of ethics).11 However, as a field that is rapidly advancing, ethics is an 
important aspect that requires constant reflection and discussion.  
Three studies (Studies I, III, and VI) reported in this thesis involved benign 
situations, where the participants were not fully informed in the beginning 
about the purpose of the study or how the data collected would be utilised. 
Study I involved a “hidden” gaze-tracker calibration mechanism. We 
calibrated the users in the background while they were answering a 
survey questionnaire on the computer using mouse. In Study III, I 
recorded the gaze of two actors while they were driving a car simulator. 
While the actors knew their eyes were being tracked, they were not told 
beforehand that, in the second phase of the study, other participants 
would watch the video recorded through their head-mounted camera, 
with the gaze point overlaid in an intention-prediction task. In Study VI, I 
studied the value of sharing implicitly produced gaze in a remote-
collaboration task. In a specific condition of the experiment, we told 
participants their gaze was not being shared, when in reality it was. In all 
                                                 
11 https://www.acm.org/code-of-ethics 
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the studies, we told the participants about the deception immediately after 
the data collection and explained why such an approach was required. In 
all cases, we offered the participants an option to withdraw their data 
(immediately or later by email) without any penalty or pressure.  
We conducted all three studies in carefully controlled laboratory 
environments with experimental tasks that were carefully chosen, such 
that deception did not pose any risk or provide any chance for the 
participant to inadvertently reveal any personal information. In all the 
studies, the benign deception was short-lived and did not pose any risk to 
the participants in terms of their privacy, interests, or well-being.  
Such an approach was required to gather important information about the 
value of naturally produced eye movements in human–computer 
interaction and computer-mediated collaboration. To answer the research 
questions and to maintain the validity of the research study, it was critical 
that the participants were not aware of the experimental details. For 
instance, in Study I, if participants were made aware that the system 
would attempt to calibrate the gaze tracker while they were answering the 
survey questions, it is possible they would have altered their gaze 
behaviour to enable the calibration (e.g. by looking at the interaction area 
for an unnaturally longer time). In Study III, if the participants were made 
aware that, in the later phase of the study, other participants would view 
their gaze-overlaid egocentric video in order to predict the turn direction 
of the car, they might have consciously or subconsciously made eye 
movements to guide this prediction or tried to suppress the naturally 
occurring guiding eye movements. Such a behaviour would have biased 
the collected data and exaggerated or reduced the value of gaze. In Study 
VI, if the participants knew about their shared gaze in remote 
collaboration, they would have used it explicitly as a means of 
communication. This would have limited the insights we could have 
gathered about the communicative value of implicitly produced gaze.  
In the research reported in this thesis, we used video recording of the user 
study session. We either used the videos as viewing materials for the 
second phase of the study (e.g. Studies III and IV) or to analyse the 
interaction between participants by transcribing the speech and relevant 
actions (e.g. Studies II, V, and VI). We safely archived all of the data, 
including the video data, and all of the results were reported while 
maintaining participants’ anonymity, as per the guidelines provided by 
the Finnish Advisory Board on Research Integrity 12  and the practices 
followed at the Tampere University at the time when the research was 
undertaken. 
                                                 
12 https://www.tenk.fi/en  
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Ubiquitous gaze-based interaction and shared-gaze interfaces  in 
particular are not without their share of privacy issues. Shared-gaze 
interfaces that transfer a user’s gaze information of remote locations may 
have privacy implications (Zhang et al., 2017) and may not be desirable in 
all situations. The exploratory research undertaken as part of this thesis to 
understand potential users’ expectations of everyday gaze interaction 
technology also highlights the potential users’ privacy concerns regarding 
the technology. Even though the focus of the research is to understand the 
costs and benefits of shared gaze in a collaborative physical task, it is also 
in the interest of this thesis to initiate a discussion on the potential privacy 
issues of such systems, as well as their implications in a future world, 
where gaze tracking may be ubiquitous.  
Summary 
• The studies reported as part of this thesis were grounded on previous 
literature on shared gaze and influenced by the learnings from the early 
pilot evaluations. 
• Delay in video communication and quality of gaze tracking influence the 
value of shared gaze. 
• Value of shared gaze is amplified in linguistically complex situations.  
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7 Introduction to the Studies 
The publications produced as part of this thesis can be categorised into 
three different themes. Figure 13 presents a visual representation of how 
the individual studies are situated in the different themes.  
 
Figure 12. The publications and research themes 
The primary focus of the thesis was to understand the value of shared 
gaze in collaborative physical task (Theme 1). Four (Studies III, IV, V, and 
VI) out of six publications reported in the thesis directly enabled this 
research objective, whereas the remaining studies (Themes II and III) 
supported the primary research objective indirectly. 
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Study 1 provided a tool to measure and report gaze data quality. This was 
used in the subsequent studies to report the gaze data quality, and in 
understanding how gaze-tracking accuracy influences shared gaze 
collaboration. Study II laid the required groundwork for exploring 
smartglasses as a platform for collaborative physical tasks. In Study II, we 
focused on understanding the user’s requirements, concerns, and 
preferences regarding smartglasses with gaze tracking . Smartglasses with 
gaze tracking capability are particularly suited for collaborative physical 
tasks, as they normally have a world-facing camera (e.g. Google Glass, 
Epson Moverio). The wearable form factor enables the user’s hands to be 
free to perform the physical actions. Collaboration using gaze-augmented 
egocentric video from a wearable gaze tracker or smartglasses was the 
focus of two of the publications included in the thesis (Studies III and IV). 
Even though Study II did not directly explore collaborative use cases, it 
can be considered a step towards human-centred design and development 
of everyday gaze interaction on smartglasses and a prerequisite to 
exploring shared gaze for collaborative physical tasks using smartglasses. 
In the following section, I introduce the six publications.  
7.1 STUDY I: MEASURING AND REPORTING GAZE-TRACKING QUALITY 
Reference 
Deepak Akkil, Poika Isokoski, Jari Kangas, Jussi Rantala, and Roope 
Raisamo. "TraQuMe: a tool for measuring the gaze tracking quality." 
In Proceedings of the Symposium on Eye Tracking Research and Applications, pp. 
327-330. ACM, 2014. DOI: 10.1145/2578153.2578192 
Objective and Methods 
In this paper, I presented TraQuMe, a flexible gaze-tracking quality-
measurement software. TraQuMe is built on the ETUDriver platform 
(Bates & Spakov, 2006) and is thus tracker independent and can connect to 
multiple gaze trackers. TraQuMe shows fixation points such as a 
conventional gaze-tracker calibration routine. Based on the fixation points 
and the collected gaze data, it outputs an easy-to-understand visualisation 
along with numeric values for accuracy, precision, and robustness of 
tracking. TraQuMe can be used during experiments to ensure gaze data 
quality, as objective grounds to recalibrate the user or to omit the data 
from analysis, and to easily report the data quality values in the 
publication. 
Since TraQuMe may need to be run multiple times in an experiment with 
diverse tracking needs, the speed of measurement and flexibility of use 
were two of the central design criteria. Figure 14 below shows TraQuMe 
visualisation displaying good and bad gaze data quality. 
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Figure 13. An example visualisation presented in TraQuMe showing good and bad gaze data 
quality 
To evaluate TraQuMe and to provide an example of how to use the 
software, we conducted a controlled user study comparing a form-based 
hidden calibration method that we developed to the standard 2-, 5-, and 9-
point calibration routines. After each of the calibration routines, we 
evaluated the tracking quality using a 4-point validation method using 
TraQuMe.  
Results and Discussion 
Our evaluations showed noticeable difference in gaze-tracking quality 
only between the 9-point calibration and the hidden calibration 
mechanism. The 9-point calibration was the most consistent and accurate, 
and form-based calibration led to noticeably higher variability in gaze-
tracking accuracy across different participants. None of the differences 
were statistically significant. The results suggest that the hidden 
calibration method is almost as good as the calibration where the 
participants are knowingly cooperating.  
In this paper, we studied two interlinked issues in the research involving 
gaze tracking. We presented a tool for measuring and reporting gaze data 
quality. We further presented a hidden gaze-tracker calibration 
mechanism to be used in experiments where users’ awareness of being 
gaze tracked can potentially influence their gaze behaviour. We used 
TraQuMe in the context of comparing the new calibration routine to the 
standard 2-, 5-, and 9-point calibrations. Both TraQuMe and the hidden 
gaze-tracker calibration mechanism are functional, and we warmly 
recommend both to the research community.  
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7.2 STUDY II: USER EXPECTATIONS OF EVERYDAY GAZE INTERACTION  
 
Reference 
Deepak Akkil, Andrés Lucero, Jari Kangas, Tero Jokela, Marja Salmimaa, 
and Roope Raisamo. 2016. User Expectations of Everyday Gaze Interaction 
on Smartglasses. In Proceedings of the 9th Nordic Conference on Human-
Computer Interaction (NordiCHI '16). ACM, New York, NY, USA, Article 24, 
10 pages. DOI: 10.1145/2971485.2971496 
Objective and Method 
Gaze-tracking technology is increasingly available at prices cheaper than 
ever before. The technology is a feasible, practical, and beneficial input 
modality in different everyday contexts, such as interacting with large 
displays (Melodie Vidal et al., 2013), mobile phones (Drewes et al., 2007), 
and wearables such as smartwatches (Akkil et al., 2015) and smartglasses 
(Baldauf et al., 2010).  
There has been a lot of promising research on gaze-based interaction for 
the mainstream consumer market in the past decade. However, most of 
them are limited to technology development or evaluation of new 
interaction techniques to be used in a very specific context of use. Such 
studies, while extremely useful, provide limited insights into a user’s 
holistic perception and expectations of this promising technology. They do 
not answer the larger yet fundamental questions, such as What do potential 
users feel about an environment where gaze interaction is ubiquitous?, In what 
contexts would users want to use gaze interaction?, When would gaze-based 
interaction not be acceptable?, and What are the social and personal implications 
of everyday use of this technology? We chose smartglasses capable of gaze 
tracking as a platform to explore these fundamental questions. 
We conducted six exploratory focus group sessions with heterogenous 
groups of participants. We used five carefully crafted scenarios, each 
giving an abstract “ideal-world” narration of a distant future with gaze-
tracking smartglasses. All scenarios were inspired by previous research on 
gaze-based interaction and included a mixture of different use contexts 
(indoor/outdoor, individual/social, private/public). These scenarios were 
used as the probing material for the focus group sessions. The moderator 
asked several open-ended questions to understand how users felt about 
using the technology in the context of the scenario and their requirements, 
concerns, and preferences. 
We first transcribed the focus group sessions and analysed them using 
affinity diagramming (Holtzblatt & Beyer, 2014). We arranged different 
affinity notes hierarchically based on their content, allowing themes to 
emerge organically.  
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Results and Discussion 
Below, I describe the three prominent themes that emerged from the study.  
Social Aspects of the Technology 
The context of use influenced how participants felt about gaze-tracking 
technology. Generally, gaze interaction on smartglasses was perceived 
positively only when alone in a private or public context and was 
perceived negatively in social situations. There were three specific 
concerns regarding the social aspects of the technology. First, participants 
felt that performing unnatural eye movements to interact with the 
smartglasses or the environment in a social situation may be noticeable to 
an onlooker and thus may look “weird.” The second concern was about 
how easy it would be to covertly interact with the device while pretending 
to be in a social situation. Participants were of the opinion that wearing 
gaze-tracking smartglasses in a social situation may be perceived 
negatively. Third, participants recognised the importance of eye contact in 
social situations and how using eyes to interact may reduce the natural 
communicative use of eyes in social situations. Generally, the technology 
was perceived to be not conducive to sociability.  
Concerns about the Technology 
Participants raised concerns about several aspects of the technology, such 
as personal safety and health, privacy, and trust issues of the technology. 
Participants were concerned about the safety implications of the long-term 
use of the system and the health implications of performing unnatural eye 
movements to interact with the system. Another major concern about the 
technology concerned the privacy aspects of its use, specifically pertaining 
to collecting personal gaze data. Third, the technology was still considered 
nascent and not to be trusted in replacing other mature technologies, such 
as mobile devices. Also, users expressed concern about not always being 
in control with such a technology in terms of the potential ease of 
identifying when the device is not working properly, troubleshooting 
issues, and recovering from errors.  
Interaction Preferences 
The most promising use of gaze-tracking smartglasses was considered to 
be intuitive interaction with distant objects. Participants expressed the 
need for subtle feedback when there were interactive objects or 
information at the point where they were looking. “Glasses should be polite; 
it should ask if the user wants to know more information about the item” [P18]. 
Generally, the preferred interaction technique was to dwell on the items, 
whereas gaze gestures were considered suitable for short and infrequent 
interactions. Users may not want to use gaze interaction in all use contexts. 
Future gaze-tracking smartglasses should not rely on gaze as the main, or 
sole, input modality. The device should support complementary input (e.g. 
mobile device, voice input, etc.) and nonvisual output modalities to enable 
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flexibility of use (e.g. by allowing users to disable or provide optional 
vibrotactile feedback to communicate subtle information without 
distracting the user). 
7.3 STUDY III: GAZE AUGMENTATION AND AWARENESS OF INTENTION 
Reference 
Deepak Akkil and Poika Isokoski. 2016. Gaze Augmentation in Egocentric 
Video Improves Awareness of Intention. In Proceedings of the 2016 CHI 
Conference on Human Factors in Computing Systems (CHI '16). ACM, New 
York, NY, USA, 1573-1584. DOI: 10.1145/2858036.2858127 
Objective and Method 
During recent years, there has been growing interest in wearable cameras 
(e.g. the GoPro camera) and smartglasses (e.g. Epson Moverio). Such 
devices can capture the egocentric (first-person view) video of a person, 
enabling users to stream the video in real time over the Internet or use it as 
a medium to facilitate remote collaboration.  
We identified three potential benefits of overlaying gaze information in 
egocentric video for remote collaboration: i) aid deictic referencing using 
gaze as an explicit pointing mechanism, ii) improve situational awareness 
and enable grounding in communication, and iii) enable collaborators to 
predict intention. However, prior studies have failed to show any clear 
and measurable practical benefits of gaze overlay in egocentric video (S. R. 
Fussell et al., 2003). The focus of the paper was to validate that overlaying 
gaze information can indeed be helpful. So, we chose to focus on one of 
the three hypothesised benefits: intention prediction.  
We deconstructed a potentially collaborative car navigation scenario (i.e. a 
scenario where a remote person is guiding a car driver to a specific 
location) to the sub-tasks, where the ability to predict the driver’s 
intention will be clearly visible in turn-taking behaviour at road 
intersections. 
The study was conducted in two phases. In the first phase, we invited two 
actors to record their gaze behaviour while driving in a car simulator. We 
recorded 15 videos of each actor driving through a four-way intersection 
on a road with a single lane in each direction in moderate traffic 
conditions. In the second phase, we recruited 12 volunteer participants to 
view the video and predict the drivers’ turn direction. 
Our study followed a within-subject design with one independent variable 
(i.e. availability of gaze pointer). There were three dependent measures: i) 
accuracy of predicting the turn direction, ii) subjective confidence in their 
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prediction, and iii) the average synchronous gaze distance between the 
driver and the participant. 
Results and Discussion 
Our results show that gaze augmentation in egocentric video did enable 
viewers to predict the intention, not only more accurately but also more 
confidently. The viewers predicted the turn direction of the driver up to 
26% more accurately in the presence of the gaze overlay.  
Further, our analysis provides preliminary indication that task-relevant 
expertise may be a key modulator of the usefulness of the gaze overlay. 
Participants who rated themselves to be frequent drivers were more 
confident with their predictions in the presence of gaze overlay than 
participants who did not drive often. In addition, viewers of the gaze-
augmented video exhibited gaze behaviour comparable to that of the 
driver.  
Before this study, we did not know if gaze augmentation in egocentric 
video could provide any value in remote collaboration. The results of this 
study are encouraging and provide a platform for investigating the value 
of gaze augmentation in egocentric video in real-time, real-world remote 
collaborations. 
7.4 STUDY IV: SHARED GAZE FOR SPATIAL REFERENCING 
Reference 
Deepak Akkil and Poika Isokoski. 2016. Accuracy of interpreting pointing 
gestures in egocentric view. In Proceedings of the 2016 ACM International 
Joint Conference on Pervasive and Ubiquitous Computing (UbiComp '16). ACM, 
New York, NY, USA, 262-273. DOI: 10.1145/2971648.2971687 
Objective and Method 
Pointing is one of the foundational building blocks of human–human and 
human–computer interactions. In remote collaboration involving head-
mounted cameras, there are four different ways of communicating spatial 
information. The first is pointing by hand. The user’s hand is visible in the 
video feed and can be used to communicate spatial points of interest. The 
second is pointing by head orientation by bringing the object of interest to 
the centre of the video feed. A third option becomes available if the user’s 
gaze can be visualised in real time. If the gaze pointer is overlaid on the 
video feed, the gaze pointer can be used to communicate spatial 
information. A fourth option is to show the gaze point, even while 
pointing with the hand. The purpose of this study was to compare the four 
different pointing mechanisms in terms of successful communication of 
the spatial information.   
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This study was conducted in two phases. In the first phase, we prepared a 
room with pointing targets attached on the walls (5 rows of pointing 
target placed on 3 walls, with 24 targets in a row, each separated by 60 cm, 
i.e., 5 X 24 = 120 pointing targets). Next, we invited two actors to perform 
the pointing task while wearing the head-mounted camera. The actors 
were chosen such that they had different self-reported ocular dominance 
(left eye dominant and right eye dominant). After a round of practice, we 
recorded 30 videos of the actors pointing at different pointing targets for 
each pointing condition.  
In the second phase, we recruited 16 volunteer participants to view the 
recorded videos and estimate the pointing target. Our experiment 
followed a within-subject design, with four experimental conditions (i.e. 
hand, head, gaze, hand+gaze). In addition to the pointing target, we also 
gathered the participant’s subjective confidence in the estimation.    
Results and Discussion 
Our results indicate that gaze augmentation (i.e. both the gaze and hand + 
gaze conditions) enabled more accurate and confident estimation of 
pointing targets than hand-only and head-based pointing conditions. The 
differences between gaze and hand + gaze were not statistically significant. 
Further, interpreting targets with gaze augmentation was not influenced 
by the eccentricity or density of the targets. On the other hand, hand 
pointing was more difficult to interpret when the targets were closer 
together, and head-pointing was more difficult to interpret when the 
targets had large eccentricity.  
Our results indicate that all four of the conditions are feasible pointing 
options in the egocentric view. Supporting gaze modality needs to be 
considered based on the accuracy requirements of the task. Second, when 
gaze is available, additional hand pointing (i.e. hand + gaze) does not lead 
to significant improvement in accuracy over gaze-only pointing. 
Interpreting hand pointing is most accurate when targets are straight 
ahead and may be influenced by the ocular dominance of the collaborator 
performing the pointing.  
7.5 STUDY V: SHARED GAZE FOR STATIONARY COLLABORATIVE PHYSICAL 
TASKS 
Reference 
Deepak Akkil, and Poika Isokoski. 2018. Comparison of Gaze and Mouse 
Pointers for Video-based Collaborative Physical Task. In Interacting with 
Computers (2018).DOI: 10.1093/iwc/iwy026 
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Objective and Method 
Previous studies on remote collaboration have shown that sharing gaze 
and  sharing mouse movement between collaborators can be useful. 
However, no studies exist comparing these two mechanisms in the context 
of a collaborative physical task. This publication presents the first 
experimental study comparing shared gaze and shared mouse cursor for 
collaborative physical tasks.  
Our study involved remote collaboration between a remote desktop 
computer user (expert) and a worker in a puzzle block-arrangement task. 
The worker had access to physical puzzle blocks but did not know the 
structure to build. The remote expert knew the structure to build and was 
required to guide the worker to accomplish the task. Our collaboration 
system used overhead cameras and projector systems at the worker end. 
The expert saw the video feed from the overhead camera, with their gaze 
or mouse cursor projected directly on the task space of the worker.  
Both gaze and  mouse cursors are continuous pointing mechanisms that 
can be useful for explicit spatial referencing. In contrast, gaze also 
implicitly conveys attention and cognitive processes, whereas mouse 
always requires explicit user action. The automaticity provided by gaze 
may be useful in situations where the user is distracted or is multitasking 
(Schneider & Pea, 2014). Further, remote experts may have differing 
strategies for using the shared mouse. Some may use it frequently, some 
rarely, and others not at all, despite being always available (Müller et al., 
2013). On the other hand, shared gaze ensures a level of consistency of use 
between collaborators.  
Further, to understand the difference between the shared gaze and shared 
mouse cursors, we designed an experiment with two independent 
variables: the pointer used by the expert (gaze, mouse, none) and the 
expert’s level of distraction of (distraction, no distraction). The experiment 
followed a within-subject design and involved 24 participants (12 pairs). 
We analysed the effect of the pointing modality on task-completion times, 
perceived quality of collaboration, and characteristics of the conversation 
that ensued between the collaborators. 
Results and Discussion 
Our results suggest that both shared gaze and shared mouse pointer can 
be useful for video-based collaborative physical tasks compared to having 
no pointer at all. When comparing gaze and mouse cursor, both 
performed equally well in sub-tasks that required only pointing. However, 
mouse cursor outperformed gaze in sub-tasks that required 
communicating procedural instructions (e.g. “turn the block like this,” while 
making a clockwise movement with the mouse). Analysis of the verbal 
effort shows that collaborators required more verbal effort with shared 
gaze than with shared mouse cursor. This can be attributed to larger 
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verbal effort required to communicate procedural instructions and a larger 
number of verbal acknowledgements in the gaze condition. Our results 
indicate the need for analysing the task characteristics (e.g. pointing vs. 
procedural tasks) before deciding the optimal remote-gesturing 
mechanism. 
We also noticed that gaze-tracking accuracy influences the usefulness of 
the shared-gaze cursor. An increase in the gaze-tracking offset is 
correlated with an increase in the task-completion times, as well as with 
an increase in the total number of phrases required to complete the task.  
Our workers appreciated the awareness of where the expert was paying 
attention when the expert was multitasking. The combination of gaze and 
mouse pointer (i.e. a mouse pointer that is only visible when the expert is 
attending to the collaboration) may be useful in such scenarios. 
7.6 STUDY VI: SHARED GAZE FOR MOBILE COLLABORATIVE PHYSICAL 
TASKS 
Reference 
Deepak Akkil, Biju Thankachan, and Poika Isokoski. 2018. I see what you 
see: gaze awareness in mobile video collaboration. In Proceedings of the 
2018 ACM Symposium on Eye Tracking Research & Applications (ETRA ‘18). 
ACM, New York, NY, USA, Article 32, 9 pages. DOI: 
10.1145/3204493.3204542 
Objective and Method 
After careful review of the previous literature, I identified that previous 
work on shared-gaze interfaces have relied on three slightly different 
shared-gaze configurations. Some of the studies shared the gaze of a 
person who was not aware of the gaze sharing (i.e., Gaze-Unaware). Thus, 
the shared gaze is implicitly produced without the intention to 
communicate (e.g., (C. Liu et al., 2011; Qvarfordt et al., 2005; Stein & 
Brennan, 2004)). On the other hand, the gaze producer was aware of the 
shared gaze in some studies, however, could not see their own gaze point 
was being transferred (i.e., Gaze-Invisible). Some other studies relied on 
another configuration in which the gaze producer was not only aware of 
the shared gaze but also viewed the exact point being transferred (i.e., 
Gaze-Visible). In these situations, participants were more aware of their 
own eye movements and gaze-tracking quality (e.g., (Akkil et al., 2016; 
Higuch et al., 2016; Zhang et al., 2017). However, no previous studies 
experimentally compared the three configurations to understand if all are 
equally effective. The objective of this study was to compare the three 
different gaze configurations (i.e., Gaze-Unaware, Gaze-Invisible, and 
Gaze-Visible).  
86
…
…
…
…
…
 
 
    
We designed a controlled user study comparing the three different shared-
gaze configurations, to a baseline of shared mouse in mobile video-based 
collaborative physical tasks. The task was to arrange 3D puzzle blocks in a 
predefined form. One of the collaborators used a mobile phone to share 
the video to a remote instructor, who saw the video on a stationary 
computer display. The mobile user had access to the puzzle blocks but did 
not know the arrangement to make. The remote stationary user was aware 
of the final arrangement, however, could not directly access the puzzle 
blocks. The video feed from the mobile camera was also presented on the 
mobile phone display with the gaze or mouse of the remote stationary 
instructor overlaid. The task for the pairs was to collaborate over mobile 
video telephony to arrange the blocks correctly.  
Our study followed a within-subject design. We recruited 24 participants 
(12 pairs) to take part in the study. There were four experimental 
conditions (Gaze-Unaware, Gaze-Visible, Gaze-Invisible, and Mouse). The 
dependent variables were task completion times, number of utterances 
required to complete the task, and subjective perception of the 
collaboration.  
Results and Discussion 
In the Gaze-Unaware condition, pairs took significantly more time to 
complete the task than with the mouse. Similarly, in the Gaze-Unaware, 
pairs required significantly more verbal effort to complete the task than all 
the other conditions. Other differences were not statistically significant. 
In terms of subjective evaluation of the condition, the differences between 
the conditions were clear at the instructor’s end and less evident at the 
mobile worker’s end. The instructors overwhelmingly preferred using 
mouse to gaze sharing, due to its accuracy and flexibility. On the other 
hand, most of the workers preferred one of the three shared gaze 
conditions over the mouse. Mobile workers highlighted multiple benefits 
of shared gaze. Shared gaze was less susceptible to the wrong 
interpretation when the mobile device moved. While using the mouse, any 
small movement of the device often led to the wrong interpretation of the 
pointing target. Furthermore, shared gaze allowed the rough prediction of 
the target location, even before any verbal instructions.  
Our results suggest that implicitly produced gaze may not be as beneficial 
as explicitly produced gaze in collaborative physical tasks. Thus, designers 
should provide awareness cues to enable the instructor’s awareness of the 
shared gaze. In addition, it would be best to provide a feature to toggle 
gaze ON and OFF. This would enable the instructors to check the gaze-
tracking accuracy, when they find this information useful. Also, while 
instructors prefer using the mouse, workers find value in shared gaze. 
Gaze can be an alternative or complementary awareness mechanism, 
when the mouse is either not available or not being actively used 
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8 Discussion 
This thesis focused on three interlinked themes. The primary theme was to 
investigate the value of gaze awareness in computer-mediated remote 
collaborative physical tasks. The second theme was to understand the 
potential users’ expectations in the everyday use of gaze interaction 
technologies. The third theme focused on the development of a flexible 
and easy-to-use software tool to enable gaze-tracking researchers to take a 
more objective view of gaze data quality at different phases of research.  
The first and second themes were dissected into three research questions 
(RQ1-3 below). The tertiary theme had a broad research objective 
associated with it. In the following section, I will discuss the key findings 
of my thesis in relation to the initial research questions and research 
objectives. 
RQ1: Can gaze sharing between collaborators lead to measurable benefits in 
video-based collaborative physical tasks? If yes, what benefits does it provide?  
This research question forms the foundation of this thesis. The only study 
on the topic prior to the start of this work, conducted by Fussell et al. 
(2003), could not find any measurable benefit of gaze-augmented video for 
collaborative physical tasks. They attributed their results to the various 
technical challenges associated with their study set-up. After more than 15 
years of technological progress, this thesis revisited this topic.  
Measuring the benefits of shared gaze in a complex collaborative 
environment can be challenging from a methodological perspective. 
Collaboration itself is a very complex process, and it is often the case that 
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benefits of subtle interventions, such as shared gaze, are not always 
evident in high-level measures, such as the efficiency of collaboration and 
accuracy of the collaborative task (Qvarfordt et al., 2005). The complexities 
involved in collaboration introduce large subjective variability in the high-
level measures. This may make the effect of the intervention hidden in 
experimental studies, even with reasonable sample sizes. In addition, 
human behaviour and cognitive processes are highly adaptable. When 
certain cues are missing, users can extract the same information from 
other contextual information available or rely more on other available 
channels to compensate for them (e.g. (Nüssli & Jermann, 2012; van 
Marlen et al., 2016). These subtle details may not be adequately captured 
in high-level performance measures and would require low-level analysis 
of the collaboration to uncover. Furthermore, it is also plausible that 
certain interventions are beneficial in certain parts of the collaborative 
process, while being harmful or distracting in other parts, thereby 
effectively negating the overall benefit.  
In order to overcome this methodological challenge, this thesis answers 
the research question from two different but complementary perspectives. 
In Studies III and IV, I deconstructed a collaborative task to find subtasks 
where gaze sharing could be beneficial. Such a deconstructed approach 
enabled the elimination of additional complexities associated with real-
time collaboration. In contrast, Studies V and VI took a more holistic 
approach by focusing on the value of shared gaze in a real-world, real-
time collaborative physical task.  
This thesis answered RQ1, based on the findings of Studies III, IV, V and 
VI. Sharing gaze between collaborators enabled communicating task-
relevant information, such as spatial references and intentions, more 
accurately. Furthermore, it allowed a more confident interpretation of this 
information at the receiver’s end. For example, in our Studies III and IV, 
viewers of gaze-augmented egocentric video could much more accurately 
and confidently interpret pointing acts at distant targets and predict the 
intention of a driver in terms of turn direction at intersections than when 
gaze information was unavailable. In addition, shared gaze also enabled 
improved situational awareness between the collaborators (Study III). 
Shared Gaze Aids Communication of Spatial Information 
Shared gaze is remarkably good at communicating spatial information. 
Gaze information overlaid on the shared video or directly projected on the 
task space intuitively communicates the user’s visual attention. 
Sharing gaze in a collaborative physical task enables the use of the gaze 
cursor for implicit and explicit spatial references. We naturally tend to 
look at the objects that we are talking about (e.g., pick the small 
screwdriver, while naturally looking at it) (Z M Griffin & Bock, 2000) and 
look at semantically related objects in the scene when we hear their 
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references (e.g., the partner looks at the screwdriver when they hear “pick 
the small screwdriver”) (Cooper, 1974), thereby implicitly communicating 
spatial references and comprehension of spatial references. In addition, 
when the collaborators are aware of shared gaze, it enables the use of gaze 
information as an explicit mechanism to convey spatial information (e.g., 
can you see the building that I am looking at).  
Our results from Study IV suggest, in the context of collaboration using 
head-mounted cameras, shared gaze is not just good at communicating 
spatial information, it may, in fact, be superior to other modalities, such as 
hand or head pointing in terms of accuracy of communication and 
confidence of the receiver’s interpretation. Furthermore, our results from 
Studies V and VI suggest, in the context of collaborative physical tasks 
involving stationary cameras or mobile cameras, shared gaze is 
comparable to shared mouse for spatial referencing.  
Shared Gaze Helps to Predict Task-Relevant Intentions 
Another benefit provided by shared gaze is in enabling the collaborators 
viewing the gaze-augmented video to interpret the intentions of the gaze 
producer. Predicting intentions of the collaboration partner can be useful, 
as it enables the collaborators to be aware of and prepare for what is 
coming next (Sebanz, Bekkering, & Knoblich, 2006). Furthermore, it also 
enables them to proactively repair the communication if the upcoming 
action is not acceptable, even before it happens. 
Shared gaze enables the prediction of the partner’s intention in two related 
ways. First, viewers of the gaze-augmented video can interpret the gaze 
signal, combine the information communicated by the gaze with other 
contextual cues, and effectively predict the future physical actions of the 
user (i.e., what my partner will do next). In Study III, viewers of the gaze-
augmented video could more accurately and confidently predict the turn 
direction of a driver at a four-way intersection, in comparison to viewing 
the same video without the gaze augmentation. Overlaying gaze 
information on the egocentric video helped the viewers to interpret what 
physical actions the gaze producer would perform in the next few seconds. 
Second, the ability to predict intentions can also manifest in an ability to 
anticipate the upcoming verbal instruction. In Study VI, which involved 
an object-assembly task, we observed scenarios where our participants 
could anticipate which object the instructor would ask them to pick next. 
Gaze behaviour is highly intertwined with physical actions (Land, 2006). 
In everyday physical tasks, the eyes are responsible for not only gathering 
visual information relevant to the current action but also in gathering the 
relevant visual information required for executing future motor actions. 
For example, when approaching a sink to wash the hands, the eyes may 
already fixate at the soap dispenser to locate its position and plan the 
future motor action. Such guiding fixations are called “look-ahead” 
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fixations (Pelz & Canosa, 2001). Look-ahead fixations are very reliable 
predictors of an upcoming action (Mennie, Hayhoe, & Sullivan, 2007). The 
time window before the look-ahead fixation occurs depends on the task 
and can typically occur several seconds before the upcoming motor action. 
In a typical reach operation to pick an object, it occurs up to three seconds 
before the reach operation (Mennie et al., 2007). Our results from Study III 
suggest that viewers of gaze-augmented video can detect patterns of look-
ahead fixations from the video and combine it with other contextual 
information to infer the task-related intention of the partner. 
Gaze and speech production are also time locked. Griffin and Bock (2000) 
note that people look at objects prior to describing them. The eye 
movements during speech production are closely related to the linguistic 
complexity (Zenzi M. Griffin, 399AD). Normally, people speaking 
extemporaneously look at an object roughly one second before its verbal 
description (Z M Griffin & Bock, 2000). The duration of the gaze on the 
object prior to the verbal utterances is related to the linguistic complexity. 
For example, the gaze durations are longer when there are either none (A. 
S. Meyer, Sleiderink, & Levelt, 1998) or more than one (Zenzi M. Griffin, 
206AD) common names to appropriately refer to the object of interest. In 
Study VI, we observed that in gaze sharing with a stationary instructor 
and a mobile worker in an assembly task the mobile worker could 
occasionally predict the correct object to select and the spatial locations to 
place the object, even before the instructor’s verbal point of 
disambiguation. Such an ability was not available when a more explicit 
pointer, such as a mouse, was shared between the remote instructor and 
the mobile worker.  
Shared Gaze Enables Situational Awareness and Aids Conversational Grounding 
Another benefit of showing the collaborator’s gaze on the video is the 
situational awareness it provides. In Study III, we noticed that gaze-
augmentation enabled viewers of the video to synchronise eye movement 
with the eye movement of the partner (i.e., viewers of the video looked at 
same parts of the scene synchronously with the gaze producer). Such a 
coordinated gaze behaviour between collaborators helped establish a state 
of continual joint attention, improved the awareness of the partner’s 
cognitive processes, and enabled effortless grounding in communication 
(Richardson & Dale, 2005). The improved situational awareness facilitated 
by this coordinated gaze behaviour may explain why the viewers of the 
gaze-augmented video in Study III were better at predicting the task-
related intention of the partner. 
The importance of coordinated gaze behaviour has been highlighted in 
previous studies. For example, Richardson and Dale (2005) showed that a 
closer coordination in gaze behaviour between a speaker and listener is a 
marker of improved language comprehension. Similarly, Cherubini et al. 
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(2008) showed that it is possible to automatically detect misunderstanding 
in collaboration during an event-planning task simply by analysing the 
distance in gaze patterns of the collaborators.  
When gaze of the collaborator is presented, it enables the viewer to utilise 
it flexibly based on the requirements of the task. For example, Brennan et 
al. (2008b) found gaze sharing allowed the collaborators involved in a 
collaborative visual search task to efficiently divide the task space by 
following a I look where you are not looking strategy. In contrast, where the 
task was to predict a car driver’s turn directions, Study III viewers 
followed an I look where you are looking strategy that enabled them to attain 
the situational awareness from the driver’s perspective. Taken together, 
users followed a flexible approach on how to utilise the shared gaze, 
depending on the task requirements.  
Based on Studies III, IV, V, and VI reported in this thesis, we can conclude 
that gaze sharing of collaborators can be beneficial by enabling effortless 
spatial referencing, improving prediction of task-relevant intention, and 
enhancing situational awareness. These individual benefits can potentially 
add up to higher-level benefits in collaboration, such as improved 
efficiency (Studies V and VI), improved accuracy of communication 
(Studies III and IV), and improved subjective perception of the 
collaboration (Studies V and VI).  
RQ2: What contextual factors influence the usability of gaze-based HCI and, 
more specifically, shared gaze for collaboration?  
In Study II, we explored how the context of use influences the 
acceptability of gaze-based interaction in general. Gaze as a means to 
interact with computing devices was generally preferred in an individual 
use context (i.e., when the user is not involved in collocated social 
interactions) or not in the presence of other unfamiliar collocated 
individuals. Human eyes help gather visual information about the 
environment and naturally communicate visual attention to onlookers, 
playing an important role in non-verbal communication. Using gaze as an 
explicit mechanism to interact with computing devices introduces an 
additional function for gaze. This was considered as problematic in social 
situations and not conducive to sociability.  
Computer-mediated collaborative physical tasks present a scenario where 
gaze is used as a means of communication between two or more 
geographically separated collaborators. This introduces additional 
challenges in the usability of shared gaze. In Studies III, IV, V, and VI, I 
explored how the contextual factors influence the usability and user 
preference of shared gaze in computer-mediated collaborative physical 
tasks. In our series of studies, we noticed three distinct categories of the 
contextual factors that can modulate the value of shared gaze: task context, 
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technological context, and the user context. I will briefly describe the 
different contextual factors below.  
Task Context 
Everyday computing tasks are pointing intensive. In contrast, many of our 
everyday physical tasks involve both pointing and complex procedural 
manipulations (S. R. Fussell et al., 2003). Fussell et al. (2003) note that 
collocated individuals collaborating to perform a complex physical task 
use two types of gestures to support the communication: pointing gestures 
and representational gestures. Pointing gestures are used to communicate 
objects and locations (e.g., put that object there). Representational gestures 
communicate the form of an object and the nature of action to be 
performed on it (e.g., turn the knob like this, while turning hands clockwise).  
In remote collaborative physical tasks that are pointing intensive (e.g., a 
tourist showing important city landmarks to a remote partner), gaze 
provided a substantial benefit by allowing effortless and accurate pointing 
by the user and confident interpretation by the remote partner (Study IV). 
On the other hand, in tasks that require communicating representational 
gestures gaze provides less benefit in the collaboration (Study V).  
In scenarios involving communicating extensive procedural 
manipulations, the task requires a more flexible and expressive gesturing 
mechanism to efficiently communicate, for example, a pen-based 
annotation system (Kirk & Fraser, 2006), a representation of a hand (Alem 
& Li, 2011), or a shared mouse cursor (S. Fussell et al., 2004). The flexibility 
offered by these gesturing mechanisms allows for showing complex 
physical manipulations (e.g., turn it like this while making a clockwise 
movement of the mouse, or place it like this while making a Z gesture with 
the mouse). Gaze provides little flexibility to communicate such complex 
instructions.  
Our results suggests that shared gaze may be more useful in physical 
tasks that are pointing intensive than tasks that involve communication of 
complex representational gestures.  
Technical Context  
One of the critical factors that affects the usefulness of shared gaze in 
remote task-based collaboration is the accuracy of gaze tracking. When 
gaze tracking is not accurate, it can often lead to misinterpretation of the 
gaze signal, increase the ambiguity in communication, and increase the 
verbal effort for coordination. Previous research on shared gaze has 
observed the gaze-tracking accuracy can influence its usefulness 
(D’Angelo & Gergle, 2016; van Rheden et al., 2017). In a remote guidance 
task that involves many different task objects and when the shared gaze 
cursor is misaligned, it may appear to the viewer that the remote user is 
talking about a different object, requiring elaborate verbal instruction to 
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clarify the task object and repair the communication (D’Angelo & Gergle, 
2016). 
Our results extend these observations to collaborative physical tasks and 
show a correlation between the gaze-tracking accuracy achieved in the 
study and high-level measures, such as the task completion times and the 
verbal effort to complete the task (Studies V and VI). Gaze-tracking 
accuracy can influence the high-level quantitative measures of the 
collaboration. As the gaze-tracking accuracy reduces, collaborators take 
more time and verbal effort to complete the task.  
User Context 
Three factors in the user context may influence the usability of shared gaze 
in collaborative physical tasks. First, the task-related expertise of the 
collaborator may influence how confidently they interpret and use the 
gaze signal to benefit the collaboration. In Study III, participants who 
reported to be frequent drivers were also more confident in their 
prediction of turn direction when shared gaze was available. Frequent 
drivers are more familiar with gaze-allocation strategies that may be 
associated with driving and, thus, may be better at utilizing the gaze 
channel. Even though the difference was not statistically significant, it is 
indicative of a task-based expertise component in how viewers make use 
of the partner’s gaze information.  
The task-related expertise of the viewer may be a factor in tasks that have 
easily distinguishable characteristic gaze patterns associated with them 
and a meaning behind the different gaze allocation strategies. In the 
driving scenario, there were different gaze patterns of the driver that may 
have been easier to decode for a viewer who drives frequently. For 
example, when turning left in the presence of an oncoming car, the driver 
looked at the oncoming car to determine if it was slowing down, in order 
to safely navigate a left turn; or, when going straight ahead, the driver 
looked at both the left and right sides to ensure there were no other 
vehicles approaching the intersection and then fixated straight ahead.  
Second, the awareness of the producer of the gaze of the gaze sharing can 
influence how well they use it to aid communication. In Study V, we 
found that the collaborator’s awareness of gaze sharing can mediate the 
utility of the shared gaze cursor. Collaborating pairs in which the 
producer of gaze was unaware of the gaze sharing relied more on 
extensive verbal instructions and were less efficient than pairs who were 
mutually aware of the gaze sharing. Pairs who were aware of the gaze 
sharing used it as an explicit medium for communication, and relied less 
on long verbal utterances, with an increased shift towards clearer deictic 
references. 
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A third factor in the user context that could influence the utility of shared 
gaze is the collaborator’s role. Remote collaborative physical tasks, by 
nature, introduce an asymmetry in collaborator roles. In Study VI, there 
was a clear difference in user preferences, depending on the roles of the 
collaborators. Instructors situated in a stationary environment, who were 
also the producer of the shared gaze, preferred to use the mouse for 
remote gesturing, due to the accuracy and flexibility offered by the mouse 
to convey complex instructions. On the other hand, mobile workers, who 
received the shared gaze, found value in gaze sharing due to its 
intuitiveness, consistency of use, and ability to predict the upcoming 
instructions.  
RQ3: How does shared gaze compare against other remote gesturing 
mechanisms available for collaborative physical tasks?  
Most computer-mediated collaborative contexts enable different 
modalities to communicate task-relevant information. For example, shared 
gaze provides fine-grained awareness of visual attention between 
collaborators. On the other hand, communicating head-orientation of the 
partner provides a rough awareness of the attention. In addition to 
different levels of attention awareness, other remote gesturing 
mechanisms, such as a shared mouse, hand representations through video, 
and touchscreen-based annotation systems are also available in different 
collaborative scenarios.  
The different remote gesturing mechanisms have their own unique 
affordances and limitations. The choice of which communication cue to 
use for remote collaboration should be made based on the characteristics 
of the task and the context in which the collaboration is taking place. It 
should be noted that all the viable communication cues may not compete 
and some may be complementary to each other. For example, Higguch et 
al. (2016) shows that gaze sharing along with presenting collaboration 
partner’s hand representation can enable more efficient collaboration in 
construction tasks than simply presenting the hand representation.  
Most of the previous experimental research involving shared gaze for 
task-based collaboration has compared shared-gaze interfaces, with 
interfaces that do not offer any additional communication mechanisms. 
Notable exceptions are studies by Muller et al. (2011, 2013a, 2014). 
Previous studies that compared shared gaze with a no pointer baseline 
have found several benefits of shared gaze. Such comparisons are 
theoretically interesting when understanding the implicit and explicit 
benefits of collaborative shared gaze. From a practical standpoint, 
however, the studies provide little insight into the value of gaze in 
computer-mediated collaboration where more than one remote gesturing 
cue is available. When more than one remote gesturing mechanism is 
available, it is important to compare the combinations against each other 
to understand which works best in a given circumstance. Another 
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criticism with respect to the previous studies is they tend to paint an 
overly positive picture of the value of shared gaze, since they compare 
gaze with a “weaker” experimental baseline where there are no other 
remote gesturing mechanisms.  
Three of the studies included in this thesis present experiments where 
shared gaze was compared with other feasible gesturing mechanisms in 
the context of the collaboration (Study IV, V, and VI). Study IV compared 
the different ways of communicating spatial information in collaboration 
involving a head-mounted camera. We compared shared gaze with hand-
based, head-based and a combination of hand and gaze -based remote 
gesturing. In Study V, we compared the shared gaze with a shared mouse 
cursor in real-time remote collaboration involving a 3D object 
arrangement task. In Study VI, we compared shared gaze with a shared 
mouse in mobile collaborative physical tasks.  
Our results suggests that sharing gaze information is more accurate in 
communicating spatial information in egocentric view compared to using 
hands or head-based pointing. The superiority of shared gaze for 
communicating spatial information in computer-mediated collaboration 
involving head-mounted cameras makes it a compelling option for video-
based collaboration involving pointing-intensive tasks.  
In collaboration involving a stationary remote user, gaze sharing and 
mouse position of the stationary user are both feasible. When such 
collaborations involved stationary cameras, using a shared mouse was 
noticeably faster than shared gaze, and was preferred by both the 
collaborators (Study V). A more detailed analysis of the sub-tasks showed 
that shared gaze and shared mouse were not statistically significantly 
different in subtasks that involved extensive pointing, while the mouse 
outperformed gaze in the subtask requiring communication of complex 
representational information.  
However, the differences between shared gaze and shared mouse are not 
so straight forward in the collaborative physical tasks using mobile video. 
The frequent movement of the device in the hands of the mobile user 
makes pointing at task objects with a mouse more difficult. Additionally, 
the smaller mobile display makes interpretation of complex mouse 
expressions challenging for the mobile worker. Compared to a shared 
mouse, shared gaze is less affected by the frequent movement of the 
mobile camera. In mobile collaborative physical tasks, shared gaze was 
comparable to shared mouse in terms of efficiency of collaboration, and 
the preference of modality depended largely on the roles of the 
collaborators (Study VI). The mouse is a remarkably flexible and 
expressive tool to communicate complex spatial and procedural 
instructions (Gutwin & Penner, 2002). Shared mouse was generally 
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preferred by the stationary expert. Shared gaze, on the other hand, was 
found useful by the mobile workers.  
In summary, shared gaze is remarkably good at communicating spatial 
information. This is especially true in collaborative physical tasks 
involving egocentric view. However, when the task requires 
communicating extensive procedural instructions, mouse outperforms 
gaze. The differences between shared mouse and shared gaze are more 
pronounced in collaboration involving stationary cameras than mobile 
cameras. 
Research Objective: Enabling Researchers to Objectively View Gaze Data 
Quality 
The discussion on gaze data quality and its impact on research findings is 
not new. The pioneering work done by Holmqvist et al. (2012) and 
Nyström et al. (2013) have helped us understand to what extent individual 
and environmental factors influence the gaze-tracking quality, and the 
impact it may have on research findings. The focus of this thesis was 
instead on equipping researchers with the tools and recommendations to 
view the gaze data quality in a more objective way in different phases of 
the research. 
In practice, this means enabling researchers to do the following (Please 
note that this is only an indicative list, and the relevance of these factors 
may vary based on the research): 
1. Setting an objective threshold of when to recalibrate a participant 
(e.g., “The participants were recalibrated when gaze tracking offset 
was greater than 3 cm at the centre of the screen”.) 
2. Setting an objective threshold of when to exclude data from the 
analysis (e.g., “The data from P1 was excluded because the 
participant could not be tracked robustly and more than 50% of the 
gaze samples were missing”.) 
3. Reporting the objective gaze data quality obtained in the studies. 
(e.g., “Gaze tracking accuracy obtained in the study varied from 0.5 
degrees to 2 degrees of visual angle, mean = 0.75 degrees, SD = 0.3 
degrees”.) 
One of the core works done as part of the thesis was to develop TraQuMe, 
an open-source, tracker-independent tool to measure gaze data quality. It 
should be noted that some of the gaze tracker manufacturers already 
provide numeric values indicating the tracking quality. For example, Tobii 
Pro Lab (Tobii AB, 2017) analysis software outputs the accuracy and 
precision of gaze tracking soon after the calibration procedure. However, 
the gaze data quality evaluation cannot be performed independently of 
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the calibration nor in any other point other than those used for calibration. 
One of the advantages of TraQuMe is its flexibility of use. Furthermore, 
TraQuMe can be used with eye trackers from different manufacturers, 
enabling a direct comparison of results.  
TraQuMe was utilised in this thesis in order to enable the understanding 
of how gaze data quality influences the use of shared gaze in collaborative 
physical tasks. In addition, one of the objectives in making the tool freely 
available to the research community was to enable and encourage 
researchers to make use of the tool in their research and build on it, if 
necessary. This thesis also presented recommendations on how to use 
TraQuMe and report the gaze data quality in research involving gaze 
trackers.  
Some significant publications in the field of gaze-based HCI have already 
made use of TraQuMe in research. For example, Raiha et al. (2013) used 
TraQuMe to evaluate how gaze-based text entry is influenced by the gaze 
data quality. Spakov et al. (2018) used the system to compare different 
unsupervised gaze-tracker calibration techniques for school children. Li et 
al. (Z. Li, Akkil, & Raisamo, 2019) used TraQuMe to exclude data from 
analysis where gaze tracking offset was more than a certain limit. These 
examples show the utility and flexibility of TraQuMe for research 
involving gaze trackers in HCI.  
In this thesis, I also set a precedent, by reporting the gaze-tracking 
accuracy measures obtained in the studies. None of the previous research 
on shared gaze for collaboration had reported numeric values for the gaze 
data quality obtained, making the direct comparison of studies difficult. I 
believe reporting the actual gaze data quality measures is a small, yet 
significant step towards methodological consistency in research involving 
shared gaze for collaboration.   
Limitations and Future Work 
The work presented as part of this thesis contributes only a part towards 
the vision of pervasive gaze-based interaction, in general, and shared gaze 
interfaces for remote collaboration, specifically. In this section, I detail 
some of the limitations of the work presented in this thesis and present 
avenues for future research.  
First, the work presented in this thesis focused on a very specific type of 
collaboration involving physical tasks. The different collaborative 
scenarios we looked at involved collaborative car navigation (Study III), 
spatial referencing (Study IV), and remote guidance (Studies V and VI). 
We did not cover the length and breadth of all collaborative activity 
within the realm of collaborative physical tasks. It is very likely that other 
collaborative activity (e.g., collaborative learning involving real-world 
physical objects or collaborative visual search in the physical world) may 
99
…
…
…
…
…
 
 
  
show different costs and benefits of shared gaze. We should be cautious 
when generalising the results for other collaborative scenarios. I leave this 
aspect for future works to investigate.  
Furthermore, the methodologies, experimental tasks, and the contexts of 
evaluation used in this thesis were influenced by the current state of the 
technology, in terms of accuracy and ergonomics of tracking, and network 
communication delays associated with video telephony. As technology is 
rapidly advancing, it is likely technology may soon support “in the wild” 
investigations, allowing evaluation of the value of gaze sharing in more 
naturalistic tasks and contexts. This is especially interesting, since our 
results from Study II regarding users’ expectations of gaze-based 
interaction suggest that gaze-based interaction may be preferred in an 
individual use context compared to its use in social situations. Several 
remote collaborative scenarios may involve other onlookers in addition to 
the collaborators (e.g., a tourist in a busy city showing interesting 
landmarks to a remote partner). Social conventions regarding video-
recording in public and eye movements in social situations may influence 
the collaboration strategies in such a scenario. Due to the controlled nature 
of the studies presented in this thesis, our work provides limited insights 
into the role of acceptability of shared gaze interfaces “in the wild”.  
All of the participants were novice users of gaze tracking and, more 
specifically, of shared gaze interfaces for remote collaboration. All the 
studies that were conducted as part of the thesis and all the previous work 
in the area of gaze awareness in remote collaboration have focused on 
short-term evaluations. We do not know how learning influences the gaze 
producer’s use for communication and how easily users viewing the 
shared gaze learn to interpret the communication cues presented by the 
gaze cursor. Future longitudinal studies are required to answer this 
question.  
The focus of this thesis was finding how gaze awareness improved task 
efficiency, accuracy, and the extent of the verbal effort required for 
collaboration (i.e., pragmatic or utilitarian benefits of gaze sharing). One 
could argue there may be hedonistic benefits in knowing where others are 
looking in certain scenarios (e.g., playful use of shared gaze (Akkil et al., 
2016), the joy of a parent in seeing the reading strategy of their child). We 
did not investigate the affective characteristic of shared gaze systems nor 
design choices to make shared gaze interfaces more playful, joyful, and 
emotionally stimulating. We leave this aspect for future research. 
Our work focused on collaboration scenarios where the gaze of one 
collaborator is shared. Different collaborative physical tasks may benefit 
from involvement of more than two collaborators (e.g., two geographically 
separated experts assisting a field worker to accomplish a complex task, or 
one instructor communicating to multiple workers simultaneously) and 
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multi-directional gaze sharing. We did not explore how the benefits of 
shared gaze may translate to such scenarios. We also leave this part for 
future work. 
Lastly, our early attempt to inquire about potential users’ concerns and 
preferences regarding pervasive gaze-based interaction uncovered social 
and privacy issues associated with the technology. Future research is 
required to investigate different approaches to address these issues. 
Furthermore, we hope the early attempt to inquire the user’s preferences 
and concerns regarding gaze tracking technology (Study II) will pave the 
way to many future works towards human-centred design of pervasive 
gaze interactive systems. 
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9 Conclusion 
Collaboration is at the heart of human interactions. Humans have 
evolved to what we are today, as a result of our innate ability to 
understand and collaborate with each other. With the geographically 
dispersed nature of workplaces and social circles, technologies that 
allow remote individuals to communicate and collaborate is a 
necessity of our times. Despite years of technological advancement, 
however, distributed collaboration is still a challenge (Bjorn, Esbensen, 
Jensen, & Matthiesen, 2014).  
Today, there is an ever-increasing need to develop improved remote 
collaboration technologies. Collaboration technologies could, 
potentially, reduce the need for people to travel to remote locations to 
conduct different personal and professional tasks. An increased 
adoption of which could lead to a substantial reduction of the carbon 
footprint. Development of efficient and natural remote collaboration 
technologies is more urgent than ever.  
Video-based collaboration technology is an important part of 
computer-mediated social interactions and increasingly relevant in the 
domains of education, telemedicine, law enforcement, and different 
industrial and consumer workflows, such as technical support.   
The research presented in the thesis investigated the value of gaze 
awareness in the increasingly important collaborative scenario 
involving physical tasks. The results of this thesis will be useful to 
design improved collaboration technologies to support physical tasks. 
Furthermore, the results contribute to the theoretical understanding of 
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gaze awareness in mediated communication. In addition to the focus 
on collaboration, the methodological and empirical contribution of 
this thesis extends to gaze-based HCI and research involving the use 
of gaze trackers.  
The key implications of this thesis are as follows. 
• Gaze awareness can be beneficial in remote collaborative physical 
tasks. It enables collaborators to communicate intentions, spatial 
references and effortlessly establish joint attention. However, 
contextual details, such as expertise of the collaborators, task 
characteristics, and accuracy of gaze tracking, can influence the 
utility of shared gaze. 
• It is important to compare shared gaze with other remote gesturing 
mechanisms to understand the costs and benefits of the different 
task contexts, in order to design the optimal collaborative interfaces. 
Shared gaze may not always be beneficial nor a superior 
communicative cue for collaborative physical tasks. Future remote 
collaboration systems should support complementary remote-
gesturing mechanisms for effortless collaboration. 
• Shared gaze is remarkably good for communicating spatial 
references in an egocentric view, compared to hand and head-based 
pointing.  
• When shared-gaze is used for collaboration, it is important to let 
the users continuously know their gaze is being shared. In addition 
to making the users more efficient at using the modality for 
collaboration, it can potentially reduce the privacy issues that may 
stem from shared gaze. 
• Gaze is considered a useful interaction modality in smartglasses by 
the potential users. However, it is preferred in an individual use 
context, as opposed to a social use context. Providing flexibility of 
use through multiple input and output interaction modalities is key 
to meeting the end user expectations regarding everyday gaze-
based interaction on smartglasses. 
• Gaze tracking quality can influence the value of shared gaze and, 
more generally, the findings in research that make use of gaze 
trackers. Researchers should take a more objective approach to deal 
with the gaze data quality in different phases of the research.  
The finding of this thesis can contribute towards designing future remote 
collaboration systems, towards the vision of pervasive gaze-based 
interaction, and towards the validity, repeatability, and comparability of 
research involving gaze trackers.  
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7UD4X0HFDQEHGRZQORDGHGIURP
KWWSZZZXWDILVLVWDXFKLYLUJWUDTXPHKWPO
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)RULQGLYLGXDOH\HV WKH DFFXUDF\LVFDOFXODWHGDV
ܽܿܿݑݎܽܿݕ ൌ ඥሺܺ௧௥௨௘ െ ݔ௠௘௔௡ሻଶ൅ ሺ ௧ܻ௥௨௘ െ ݕ௠௘௔௡ሻଶ
మ 
ܺ௧௥௨௘  ௧ܻ௥௨௘ DUHWKH;DQG<FRRUGLQDWHVRIWKHVFUHHQIL[DWLRQ
SRLQWDQG ݔ௠௘௔௡ݕ௠௘௔௡ DUHWKHPHDQJD]HSRLQW LQWKHFROOHFWHG
GDWD >7RELL@
7KH VWDQGDUGGHYLDWLRQ SUHFLVLRQLVFDOFXODWHGDV
݌ݎ݁ܿ݅ݏ݅݋݊ ൌ ඥሺܵܦሺܩܽݖ݁Ǥ ܺሻሻଶ ൅ ሺܵܦሺܩܽݖ݁Ǥ ܻሻሻଶమ 
ܵܦሺܩܽݖ݁Ǥ ܺሻ DQGܵܦሺܩܽݖ݁Ǥ ܻሻ DUHWKHVWDQGDUGGHYLDWLRQVLQWKH
FROOHFWHGJD]HGDWDDORQJ;DQG<GLUHFWLRQUHVSHFWLYHO\ >7RELL
@ 7KHELQRFXODUTXDOLW\ PHDVXUHV DUHEDVHGRQWKHPHDQV RI
;DQG<FRRUGLQDWHV IRU ERWK H\HV:KHQ RQO\ D VLQJOH H\H LV
YLVLEOHWKDW GDWDLVXVHGLQWKHFRPSXWDWLRQRIELQRFXODUPHWULFV
 +RZWRXVH7UD4X0H
7KHUHFRPPHQGHGZD\WRXVH7UD4X0H LVVRRQDIWHUWKHLQLWLDO
FDOLEUDWLRQ SURFHVV RU LQ EHWZHHQ EORFNV LQ DQ H[SHULPHQW WR
FKHFNLIWKHGDWDTXDOLW\LVKLJKHQRXJKWRFRQWLQXH5XQQLQJLW
DW WKH HQGRI WKH H[SHULPHQW JLYHV DQ DGGLWLRQDO GDWDSRLQW IRU
HVWLPDWLQJWKHDYHUDJHGDWDTXDOLW\GXULQJWKHH[SHULPHQW
$FFXUDF\DQGSUHFLVLRQ DUHFRPSXWHGLQFHQWLPHWHUV DQGVFUHHQ
SL[HOV 7UD4X0HFDQDOVRGRWKH FRQYHUVLRQWRGHJUHHV RIYLVXDO
DQJOHLIWKHH[SHULPHQWHUHQWHUVWKH GLVWDQFHEHWZHHQWKHGLVSOD\
DQGWKHH\HV ,GHDOO\WKHFRQYHUVLRQVKRXOGEHDXWRPDWLFEXW DOO
WUDFNHUVGRQRWRIIHUWKHGLVWDQFHGDWD
'LIIHUHQW H[SHULPHQWV DQG DSSOLFDWLRQV KDYH GLIIHUHQW TXDOLW\
UHTXLUHPHQWV0HDQDQGPD[LPXPYDOXHVRIWKHTXDOLW\PHWULFV
RI D VHW RI VWLPXOL VSUHDG RYHU WKH ZKROH WUDFNDEOH DUHD DUH D
JRRG LQGLFDWLRQ RI WKHRYHUDOOTXDOLW\ +RZHYHU VRPHDSSOLFD
WLRQV XWLOL]H RQO\ D SDUW RI WKH WUDFNDEOH DUHD ,Q VXFK DSSOLFD
WLRQVHYHQRQHYHULILFDWLRQSRLQWPD\EHVXIILFLHQW
$SRLQWJD]HTXDOLW\PHDVXUHPHQWSURFHVVZLWKDGDWDFROOHF
WLRQ GXUDWLRQ RI  VHFRQGV SHU SRLQW WDNHV DSSUR[LPDWHO\ 
VHFRQGVWRFRPSOHWH)RUHDV\YLVXDOGHWHFWLRQRIRXWOLHUVD JD]H
GDWDYLVXDOL]DWLRQ LV VKRZQ ,I RXWOLHUV DUHSUHVHQW WKH\ VKRXOG
EHWDNHQLQWRFRQVLGHUDWLRQZKHQPDNLQJGHFLVLRQVEDVHGRQWKH
VWDWLVWLFV WKDW 7UD4X0H FRPSXWHV 7KH WRRO FDOFXODWHV VSDWLDO
DFFXUDF\SUHFLVLRQDQGQXPEHURIVDPSOHVIRUHDFKWDUJHW7KH
QXPEHURIVDPSOHVVKRXOGEHUHODWHGWRWKHGDWDFROOHFWLRQGXUD
WLRQ DQG WKH WUDFNHU¶V VDPSOH UDWH 0LVVLQJ VDPSOHV LQGLFDWH
SHULRGVZKHQWKH WUDFNHUFRXOGQRWVHH WKHH\HV7KLV LVD WKLUG
TXDOLW\PHWULFWKDWLVLQGHSHQGHQWRIDFFXUDF\DQGSUHFLVLRQ
$VDQH[DPSOH RI KRZ7UD4X0HRXWSXWFDQEHXVHGLQSUDFWLFH
ZHHYDOXDWHG DQHZFDOLEUDWLRQSURFHGXUHIRUWKH7RELL7H\H
WUDFNHU DVGHVFULEHGLQWKHQH[WVHFWLRQ
 )RUP%DVHG&DOLEUDWLRQ5RXWLQH
1\VWU|P HWDOQRWHWKDWLQPDQ\H[SHULPHQWVLWLVGHVLUDEOHQRW
WRPDNHWKHSDUWLFLSDQWVDZDUHWKDWWKHLUH\HVDUHEHLQJWUDFNHG
ZKHQ WKH H[SHULPHQW LV EHLQJ FRQGXFWHG >@ ,W LV SRVVLEOH
WKDW NQRZOHGJHRIEHLQJ WUDFNHGFRXOGDIIHFW WKHJD]HEHKDYLRU
RI WKH SDUWLFLSDQWV 2EYLRXVO\ VHFUHWO\ WUDFNLQJ WKH JD]H LV
HWKLFDOO\SUREOHPDWLF+RZHYHUEHQLJQGHFHSWLRQ LV VRPHWLPHV
MXVWLILHG DQG DOORZHG E\ HWKLFDO UHYLHZ ERDUGV LI YDOXDEOH
LQIRUPDWLRQ LV H[SHFWHG DV D UHVXOW :H UHFRPPHQG FDUHIXO
FRQVLGHUDWLRQ DQG FRQVXOWDWLRQ RI WKH ORFDO UHVHDUFK HWKLFV UH
YLHZERDUGEHIRUHXQGHUWDNLQJVXFKH[SHULPHQWV
,QRXUH[SHULPHQW WKHGHFHSWLRQZDVVREHQLJQ WKDWZHFRQVLG
HUHGLWMXVWLILHG2QO\FDOLEUDWLRQ WRRN SODFH EHIRUHZHUHYHDOHG
WKH VLWXDWLRQ WR WKH SDUWLFLSDQWV $OO DFWXDO H\H WUDFNLQJ WRRN
SODFHDIWHUWKHSDUWLFLSDQWVNQHZZKDWZDVJRLQJRQ
2XU KLGGHQ FDOLEUDWLRQ URXWLQH XWLOL]HV WKH NQRZOHGJH IURP
SUHYLRXV UHVHDUFK UHJDUGLQJ WHPSRUDO DQG VSDWLDO FRXSOLQJ RI
SRLQW RI JD]H 32* DQG PRXVH PRYHPHQW LQ DLPLQJ WDVNV
>6PLWK HW DO  +RUQRI DQG +DOYHUVRQ @ 7KH PDLQ
ILQGLQJZDV WKDW LQ WDVNV WKDW UHTXLUHPRXVH SRLQWLQJ DW VPDOO
WDUJHWV ZH FDQ LVRODWH WKH PRPHQW ZKHQ WKH PRXVH FXUVRU
PDNHVWKHILQDODSSURDFKWRWKHWDUJHWDVWKHWLPHZKHQWKHXVHU
LVORRNLQJDWWKHWDUJHWZLWKKLJKSUREDELOLW\
2XUFDOLEUDWLRQSURFHGXUHZDV EDVHGRQDQRQVFUHHQTXHVWLRQ
QDLUH WKDW KDV ³UDGLR EXWWRQ´ZLGJHWV WKDW WKH SDUWLFLSDQWPXVW
FOLFNWRUHFRUGKLVRUKHUUHVSRQVHV6XFKSURFHGXUHLVVXLWDEOHLQ
PDQ\H[SHULPHQWVEHFDXVHIURP WKHSDUWLFLSDQW¶VSRLQWRIYLHZ
LW LV SODXVLEOH WKDW WKH H[SHULPHQWHUV FROOHFW SDUWLFLSDQW GH
PRJUDSKLFVZLWK D FRPSXWHUL]HGTXHVWLRQQDLUH $W WKH HQG RI
FRXUVH WKH SDUWLFLSDQW PXVW EH GHEULHIHG FDUHIXOO\ H[SODLQLQJ
ZKDWGDWDZHUH UHFRUGHGDQGZKDW WKH UHVHDUFKHU LQWHQGV WRGR
ZLWK WKHP *RRG SUDFWLFH DOVR UHTXLUHV WKDW WKH SDUWLFLSDQW LV
JLYHQWKHRSSRUWXQLW\WRZLWKGUDZ IURPWKHH[SHULPHQW
 &RPSDULVRQRI &DOLEUDWLRQ0HWKRGV
$SSDUDWXV DQG3DUWLFLSDQWV
:HXVHG WKH7RELL7H\H WUDFNHU ,WZDVFDOLEUDWHGXVLQJRXU
IRUPEDVHGFDOLEUDWLRQURXWLQHDQG WKHGHIDXOWDQGSRLQW
FDOLEUDWLRQ WHFKQLTXHV LQ 7RELL¶V 6'. 7KH GDWD TXDOLW\ ZDV
)LJXUH)L[DWLRQWDUJHWFRORUVDUHXVHUDGMXVWDEOH
)LJXUH9LVXDOL]DWLRQRIJRRG/()7DQGEDG5,*+7
TXDOLW\JD]HGDWD7KHGDVKHGIUDPHLQGLFDWHVWKHHGJHVRI
WKHGLVSOD\
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PHDVXUHGXVLQJ7UD4X0HZLWK IRXUSRLQWV )LJXUH (DFKRI
WKH  IL[DWLRQ SRLQWV ZDV  SHUFHQW RI WKH VFUHHQ GLPHQVLRQ
DZD\IURPWKHFRUQHUV)RUTXDOLW\PHDVXUHPHQWJD]HGDWDZDV
FROOHFWHGIRUVHFRQGVSHUSRLQW
:H UHFUXLWHG  YROXQWHHU SDUWLFLSDQWV IURP WKH XQLYHUVLW\
FRPPXQLW\  IHPDOHV DQG  PDOHV DJHG EHWZHHQ  WR 
\HDUV6HYHQSDUWLFLSDQWVKDGQRUPDOYLVLRQZKLOHWKHYLVLRQRI
WKHUHPDLQLQJILYHZDVFRUUHFWHGWRQRUPDO
'HVLJQ
2XUPDLQLQWHUHVWZDVLQFRPSDULQJWKHDFFXUDF\DQGSUHFLVLRQ
RI FRQYHQWLRQDO FDOLEUDWLRQ WHFKQLTXHV WR WKH IRUP EDVHG WHFK
QLTXH7KHLGHDOUHVXOWLQWKLVFRPSDULVRQZRXOGEHWKDWWKHUHLV
QRGLIIHUHQFHLQWUDFNHUGDWDTXDOLW\EHWZHHQWKHQRUPDOFDOLEUD
WLRQ SURFHGXUHV DQG WKH IRUPEDVHG ³KLGGHQ´ SURFHGXUH $OO
FDOLEUDWLRQWHFKQLTXHVZHUHFRPSDUHGVWDWLVWLFDOO\WRHDFKRWKHU
LQSDLUZLVHUDQGRPL]DWLRQWHVW,QWKHVHWHVWVWKHQXOOK\SRWKHVLV
LV WKDW WKH SDLUZLVH GLIIHUHQFHV ZHUH MXVW DV OLNHO\ WR HQG XS
SRVLWLYHDVQHJDWLYH5HSHDWHGUDQGRPDVVLJQPHQW Q  RI
WKHVLJQRIWKHGLIIHUHQFHVJLYHVXVDVDPSOLQJGLVWULEXWLRQRIWKH
PHDQ GLIIHUHQFH 7KH REVHUYHG PHDQ GLIIHUHQFH LV WKHQ FRP
SDUHG WR WKLV GLVWULEXWLRQ WR VHH KRZ OLNHO\ LW ZDV WR RFFXU E\
FKDQFH :HFRXOGKDYHGRQHWKHVDPHZLWKSDLUZLVHWWHVWVEXW
LQ WKH DEVHQFH RI JRRG DVVXPSWLRQV DERXW WKH QDWXUH RI WKH
GLVWULEXWLRQVLQ7UD4X0HGDWDZHRSWHGIRUWKHVLGHRIFDXWLRQ
DQGXVHGWKHQRQSDUDPHWULFUDQGRPL]DWLRQWHVWV
3URFHGXUH
%HIRUHWKHVWDUWRIWKHH[SHULPHQWWKHSDUWLFLSDQWVZHUHVHDWHGLQ
IURQWRIWKHWUDFNHU DWDGLVWDQFHRI  FP,Q RUGHUWRUHGXFH
WKH RSHUDWRU HIIHFW RQ WKH FDOLEUDWLRQ WKH H[SHULPHQWHUV KDG D
VFULSW RQ SDSHU WKDW WKH\ IROORZHG ZKHQ JLYLQJ LQVWUXFWLRQV
7KHSDUWLFLSDQWVZHUHWROGWKDWWKHVWXG\LVUHODWHG WRJD]HWUDFN
LQJ DQG WKH\ZLOO EHEULHIHG LQGHWDLO DIWHU ILOOLQJ DQ HOHFWURQLF
EDFNJURXQGTXHVWLRQQDLUH
7KHEDFNJURXQGTXHVWLRQQDLUHOD\RXWXVHGIRUWKHH[SHULPHQWLV
VKRZQLQ)LJXUH2QO\RQHTXHVWLRQZDVDFWLYHDWD WLPHDQG
WKHRWKHUTXHVWLRQV ZHUHJUH\HGRXW 3DUWLFLSDQWVXVHGDPRXVH
WR DQVZHU WKH TXHVWLRQV 7KH QXPEHU RI VDPSOHV FROOHFWHG IRU
HDFK FDOLEUDWLRQSRLQWZDV VHW WR WKHGHIDXOW YDOXH LQ WKH7RELL
DQDO\WLFV 6'. 1RUPDOO\ GDWD ZHUH FROOHFWHG IRU URXJKO\ 
VHFRQGV 7R YHULI\ ZKHWKHU WKH SDUWLFLSDQWV NQHZ ZKDW ZDV
JRLQJRQWKH\ZHUH DVNHGLIWKH\IRXQGDQ\WKLQJSHFXOLDUDERXW
WKH TXHVWLRQQDLUH$IWHU WKH\ DQVZHUHG WKH FDOLEUDWLRQ SURFHVV
ZDV GLVFORVHG 7KHQ WKH JD]H GDWD TXDOLW\ IRU WKH FDOLEUDWLRQ
ZDVPHDVXUHGXVLQJ7UD4X0H$IWHU WKH ILUVW 7UD4X0HPHDV
XUHPHQW WKH SDUWLFLSDQW FRPSOHWHG 7RELL¶V EXLOW LQ  SRLQW 
SRLQW DQG  SRLQW FDOLEUDWLRQ SURFHVVHV HDFK IROORZHG E\ D
7UD4X0H PHDVXUHPHQW ,QWKH7RELLFDOLEUDWLRQVHWXSV ZH XVHG
D ZKLWH EDFNJURXQG IRU WKH VFUHHQ WR PDWFK WKH EDFNJURXQG
FRORU DQG VFUHHQ LOOXPLQDWLRQ RI WKH IRUP EDVHG FDOLEUDWLRQ
URXWLQH 7KHRUGHURIWKHEXLOWLQ7RELLFDOLEUDWLRQVZDV FRXQWHU
EDODQFHG EHWZHHQSDUWLFLSDQWV
 5HVXOWV
'DWDFRQVLGHUDWLRQV
(DUO\RQLQRXUPHDVXUHPHQWVWKHIRUPEDVHGFDOLEUDWLRQIDLOHG
IRUWZRSDUWLFLSDQWVGXHWRDSURJUDPPLQJHUURUWKDWFUDVKHGWKH
V\VWHP XQGHU FHUWDLQ FRQGLWLRQV 7KH VRIWZDUH ZDV IL[HG DQG
QHZSDUWLFLSDQWVZHUHUHFUXLWHGWRUHSODFHWKHVHWZR/DWHU GXH
WRDQHUURULQWKH7RELLSRLQWFDOLEUDWLRQURXWLQHZKLFKFDXVHG
D IDLOXUH LQ FDOLEUDWLRQZKHQ GDWD IRU RQH H\HZDVPLVVLQJ IRU
RQHSRLQW DQRWKHU SDUWLFLSDQWKDG WREH UHSODFHG WKHQDWXUHRI
WKHIDLOXUHZDVIRXQGODWHULQGHEXJJLQJQRWLPPHGLDWHO\
&RPSDULVRQRIWKHFDOLEUDWLRQWHFKQLTXHV
7KH ELQRFXODU PHDQ DQG PD[LPXP RIIVHW IRU WKH IRXU SRLQWV
ZHUHXVHGWRFRPSDUHWKHDFFXUDF\RIWKHIRXUFDOLEUDWLRQWHFK
QLTXHV)LJXUHVKRZVWKHPHDQRIIVHW IRUGLIIHUHQWFDOLEUDWLRQ
WHFKQLTXHV
+RZHYHUUDQGRPL]DWLRQWHVWUHYHDOHGQRVWDWLVWLFDOVLJQLILFDQFH
LQWKHVHGLIIHUHQFHV7KHPD[LPXPRIIVHWDFURVVWKHIRXUSRLQWV
IROORZHGWKHVDPHSDWWHUQZLWK7RELL¶VSRLQWPHWKRGVKRZLQJ
WKHVPDOOHVWPHGLDQYDOXH7DEOH$JDLQWKHGLIIHUHQFHVZHUH
QRWVWDWLVWLFDOO\VLJQLILFDQW
)RUP SRLQW 3RLQW 3RLQW
   
7DEOH 0HGLDQYDOXHRIPD[LPXP RIIVHWLQGHJUHHVRI
YLVXDODQJOH IRUGLIIHUHQWFDOLEUDWLRQWHFKQLTXHV
)LJXUH7KH TXHVWLRQQDLUHXVHGIRUKLGGHQFDOLEUDWLRQ IDG
LQJHIIHFWUHPRYHGIRUFODULW\
)LJXUH0HDQRIIVHWIRU GLIIHUHQWFDOLEUDWLRQWHFKQLTXHV
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$V H[SHFWHG WKHUH ZHUH QR QRWLFHDEOH RU VWDWLVWLFDOO\ VLJQLIL
FDQW GLIIHUHQFHV LQ WKH ELQRFXODU SUHFLVLRQ IRU WKH GLIIHUHQW
FDOLEUDWLRQWHFKQLTXHV 7DEOH
)RUP SRLQW 3RLQW 3RLQW
   
7DEOH0HGLDQYDOXHRI PHDQ SUHFLVLRQPHDVXUHPHQWLQ
GHJUHHVRIYLVXDODQJOH IRUGLIIHUHQWFDOLEUDWLRQWHFKQLTXHV
4XHVWLRQVRQ WKHVXFFHVVIXOQHVV RIWKHKLGGHQFDOLEUDWLRQ
:KHQDVNHGLIWKHSDUWLFLSDQWVIRXQGDQ\WKLQJSHFXOLDUDERXWWKH
TXHVWLRQQDLUHRXWRIIHOWWKDWWKHTXHVWLRQQDLUHZDV³QRU
PDO´WRWKHPZKLOHIHOWWKDWWKHOD\RXWRIWKHTXHVWLRQVLQWKH
IRUPFDXJKWWKHLUDWWHQWLRQ 1RQHRIWKHSDUWLFLSDQWV KDGUHDOL]HG
WKDW WKH WUDFNHU ZDV FDOLEUDWHG ZLWK WKH GDWD FROOHFWHG GXULQJ
IRUPILOOLQJ
 'LVFXVVLRQ
)RU UHSHDWDELOLW\ DQG FRPSDUDELOLW\ RI H[SHULPHQWDO ZRUN LW LV
LPSRUWDQW WR KDYH GHWDLOHG UHFRUGV IRU WKH TXDOLW\ RI JD]H GDWD
XVHG LQ H[SHULPHQWV )XUWKHUPRUH +ROPTYLVW HW DO UHSRUW WKDW
SRRU JD]H GDWD TXDOLW\ PD\ OHDG WR LQFRUUHFW ILQGLQJV LQ JD]H
UHVHDUFK >@(YDOXDWLQJ DQGUHSRUWLQJ WKHJD]HGDWDTXDOLW\
OHDGVWRJUHDWHUFRQILGHQFHLQWKHILQGLQJV
,QRXUH[SHULPHQWZHXVHG7UD4X0H WRFRPSDUH WKH IRXU GLI
IHUHQWFDOLEUDWLRQPHWKRGV7KHPDLQILQGLQJZDVWKDWWKHKLGGHQ
FDOLEUDWLRQ SURFHGXUH ZRUNHG YHU\ ZHOO 6RPH YDULDELOLW\ LQ
FDOLEUDWLRQ UHVXOWV LV WR EH H[SHFWHG ZKHQ SDUWLFLSDQWV DUH QRW
H[SOLFLWO\FRRSHUDWLQJ LQFDOLEUDWLRQ)RUH[DPSOH WKH\PD\EH
PRUHOLNHO\WREOLQNWKHLUH\HVDWDFULWLFDOPRPHQWOHDGLQJWRD
VKRUWDJHRIYDOLGJD]HSRLQWVIRUWKHFDOLEUDWLRQ7KH\PD\DOVR
XWLOL]HH\HKDQGFRRUGLQDWLRQVWUDWHJLHV WKDWDUHQRWRSWLPDO IRU
FDOLEUDWLRQ (J WKH\ PD\ QRW IRFXV WKHLU JD]H H[DFWO\ RQ WKH
UDGLREXWWRQZKHQWKHPRXVHHQWHUVLW+RZHYHUWKHFDOLEUDWLRQ
UHVXOWVZLWKWKHKLGGHQFDOLEUDWLRQZHUHJHQHUDOO\DOPRVWDVJRRG
DVWKH\ZHUHZKHQWKHSDUWLFLSDQWVZHUHFRRSHUDWLQJ:KHQWKH
SDUWLFLSDQWV¶DQVZHUVDUHXVHIXOIRUWKHUHVHDUFKWKHIRUPEDVHG
FDOLEUDWLRQVHUYHVDGXDOSXUSRVHRISURYLGLQJWKHIRUPGDWDDQG
WKHFDOLEUDWLRQGDWD7KLVVDYHVWLPHDQGPDNHVUXQQLQJH[SHUL
PHQWVPRUHHIILFLHQW
2XU ILQGLQJV RQ 7UD4X0H LWVHOI ZHUH DOVR HQFRXUDJLQJ :LWK
7UD4X0HZHFDQUHSRUW WKDW WKHPHGLDQRIIVHWZLWK WKHKLGGHQ
FDOLEUDWLRQ URXWLQHZDV MXVW EHORZ  UDQJH   
ZLWKDPHGLDQSUHFLVLRQRIUDQJH7KDQNVWR
7UD4X0HWKHPHDVXUHPHQWVFDQEHFROOHFWHGUDSLGO\FRPSDUHG
DQGUHSRUWHGHDVLO\DQGIDLUO\
2XU VWXG\ KDV D IHZ VKRUWFRPLQJV:H RQO\ XVHG  SRLQWV WR
FRPSDUH WKH GLIIHUHQW FDOLEUDWLRQ WHFKQLTXHV $ PRUH FRPSUH
KHQVLYH FRPSDULVRQ ZLWKGHWDLOHGGDWDRQDOOVFUHHQDUHDV ZRXOG
UHTXLUH PRUH PHDVXUHPHQW SRLQWV VSDQQLQJ WKH HQWLUH VFUHHQ
$QRWKHU ZHDNQHVVLQRXUPHDVXUHPHQWVHWXSZDVWKDWWKHIRUP
EDVHGFDOLEUDWLRQQHHGHGWREHFRPSOHWHGILUVW WRPDNHVXUH WKDW
WKHSDUWLFLSDQWVGLGQRWKDYH DQ\ NQRZOHGJHUHJDUGLQJWKHQDWXUH
RIWKHWHVWZKLOHILOOLQJWKHTXHVWLRQQDLUH7KHSULFHZHSDLGZDV
WKDW LI IDWLJXHRUERUHGRPSOD\HGD UROH LWZDVQRW FRPSOHWHO\
FRXQWHUEDODQFHG ,W LV SRVVLEOH WKDW WKH SDUWLFLSDQWV ZHUH PRUH
DOHUWLQWKHEHJLQQLQJDQGWKXVSHUIRUPHGWKHFDOLEUDWLRQTXDOLW\
PHDVXUHPHQW DIWHU WKH IRUPEDVHG FDOLEUDWLRQ EHWWHU WKDQ ZLWK
VRPHRIWKHVXEVHTXHQWFDOLEUDWLRQPHWKRGV)XUWKHUVWXGLHVZLOO
VKRZZKHWKHURXUVXUSULVLQJO\JRRGUHVXOWVFDQEHUHSOLFDWHG
 &RQFOXVLRQV
:H KDYH LQYHVWLJDWHG WZR LQWHUOLQNHG LVVXHV LQ GRLQJ UHVHDUFK
ZLWK H\H WUDFNHUV )LUVW ZH GHVFULEHG D WRRO IRU YHULI\LQJ H\H
WUDFNLQJGDWDTXDOLW\ LQDERXWVHFRQGV6HFRQGZHGHVFULEHG
DQG HYDOXDWHG D WHFKQLTXH IRU FDOLEUDWLQJ WKH H\H WUDFNHU LQ D
ODERUDWRU\ VHWWLQJ ZLWKRXW OHWWLQJ WKH SDUWLFLSDQW NQRZ RI WKH
FDOLEUDWLRQ 7KHGDWDTXDOLW\PHDVXUHPHQW WRRODQG WKHFDOLEUD
WLRQSURFHGXUHZHUHERWK IRXQG IXQFWLRQDO DQGZHFDQZDUPO\
UHFRPPHQGXVLQJWKHPLQH[SHULPHQWDOZRUN
 $FNQRZOHGJHV
:HWKDQN WKHPHPEHUVRI7$8&+,XQLWZKRSURYLGHGKHOSIXO
FRPPHQWV RQ GLIIHUHQW YHUVLRQV RI WKLV SDSHU 7KLV ZRUN ZDV
IXQGHGE\WKH$FDGHP\RI)LQODQGSURMHFW+DSWLF*D]H,QWHUDF
WLRQGHFLVLRQVQXPEHUVDQG
 5HIHUHQFHV
%$7(6 5 $1' 63$.29 2  ' ,PSOHPHQWDWLRQ RI
&2*$,1 *D]H 7UDFNLQJ 6WDQGDUGV &2*$,1 ,67
'HOLYHUDEOH5HWULHYHG IURP KWWSZLNLFRJDLQRUJ
%/,*1$87 3 $1' %((/'(56 7 7UDFN6WLFN D GDWD TXDOLW\
PHDVXULQJWRROIRU7RELLH\HWUDFNHUV 3URFHHGLQJVRIWKH6\P
SRVLXP RQ (\H 7UDFNLQJ 5HVHDUFK DQG $SSOLFDWLRQV $&0

+2/049,67 . 1<675g0 0 $1' 08/9(<= )  (\H
WUDFNHUGDWDTXDOLW\ZKDWLWLVDQGKRZWRPHDVXUHLW (75$¶

+2512) $- $1'+$/9(5621 7&OHDQLQJXSV\VWHPDWLFHUURU
LQ H\HWUDFNLQJ GDWD E\ XVLQJ UHTXLUHG IL[DWLRQ ORFD
WLRQV %HKDYLRU 5HVHDUFK 0HWKRGV ,QVWUXPHQWV 	 &RPSXW
HUV QR
025*$17( -' =2/)$*+$5, 5 $1'-2+1621 63  $
&ULWLFDO 7HVW RI 7HPSRUDO DQG 6SDWLDO $FFXUDF\ RI WKH 7RELL
7;/(\H7UDFNHU,QIDQF\   ±
1<675g0 0 $1'(56621 5 +2/049,67 . $1' 9$1 '(
:(,-(5 -  7KH LQIOXHQFH RI FDOLEUDWLRQ PHWKRG DQG H\H
SK\VLRORJ\ RQ H\HWUDFNLQJ GDWD TXDOLW\ %HKDYLRU 5HVHDUFK
0HWKRGV   
60,  6HQVRPHWULFLQVWUXPHQWV ,9LHZ;6'.PDQX
DO 5HWULHYHG IURP KWWSZZZVPLYLVLRQFRP
60,7+ %$ +2 - $5. : $1'=+$, 6 +DQGH\HFRRUGLQD
WLRQ SDWWHUQV LQ WDUJHW VHOHFWLRQ ,Q 3URFHHGLQJV RI WKH 
V\PSRVLXP RQ (\H WUDFNLQJ UHVHDUFK	 DSSOLFDWLRQV SS 
$&0
72%,,7(&+12/2*<  $FFXUDF\DQG3UHFLVLRQ7HVW0HWKRG
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8VHU([SHFWDWLRQVRI(YHU\GD\*D]H,QWHUDFWLRQRQ
6PDUWJODVVHV
'HHSDN$NNLO $QGUpV/XFHUR-DUL.DQJDV7HUR-RNHOD
0DUMD6DOPLPDD DQG5RRSH5DLVDPR
 7DPSHUH8QLW IRU&RPSXWHU
+XPDQ,QWHUDFWLRQ
8QLYHUVLW\RI7DPSHUH)LQODQG
ILUVWQDPHODVWQDPH#XWDIL
 8QLYHUVLW\RI6RXWKHUQ
'HQPDUN
.ROGLQJ'HQPDUN
OXFHUR#DFPRUJ
 1RNLD7HFKQRORJLHV
7DPSHUH)LQODQG
ILUVWQDPHODVWQDPH#QRNLDFRP
$%675$&7
*D]HWUDFNLQJWHFKQRORJ\LVLQFUHDVLQJO\VHHQDVDYLDEOHDQG
SUDFWLFDO LQSXWPRGDOLW\ LQ D YDULHW\RI HYHU\GD\ FRQWH[WV
VXFKDV LQWHUDFWLQJZLWKFRPSXWHUVPRELOHGHYLFHVSXEOLF
GLVSOD\VDQGZHDUDEOHVHJVPDUWJODVVHV:HFRQGXFWHGDQ
H[SORUDWRU\VWXG\FRQVLVWLQJRIVL[IRFXVJURXS VHVVLRQV WR
XQGHUVWDQG SHRSOH¶V H[SHFWDWLRQV WRZDUGV HYHU\GD\ JD]H
LQWHUDFWLRQ RQ VPDUWJODVVHV 2XU UHVXOWV SURYLGH QRYHO
LQVLJKWVLQWRWKHUROHRIXVHFRQWH[WDQGVRFLDOFRQYHQWLRQV
UHJDUGLQJ JD]HEHKDYLRU LQ DFFHSWDQFHRI JD]H LQWHUDFWLRQ
YDULRXVVRFLDODQGSHUVRQDOLVVXHVWKDWQHHGWREHFRQVLGHUHG
ZKLOH GHVLJQLQJ JD]HEDVHG DSSOLFDWLRQV DQG XVHU
SUHIHUHQFHV RI YDULRXV JD]HEDVHG LQWHUDFWLRQ WHFKQLTXHV
2XU UHVXOWV KDYH PDQ\ SUDFWLFDO GHVLJQ LPSOLFDWLRQV DQG
VHUYH WRZDUGV KXPDQFHQWULF GHVLJQ DQG GHYHORSPHQW RI
HYHU\GD\JD]HLQWHUDFWLRQWHFKQRORJLHV
$XWKRU.H\ZRUGV
(YHU\GD\ JD]H LQWHUDFWLRQ JD]H WUDFNLQJ KHDGPRXQWHG
GLVSOD\VLQWHUDFWLYHH\HZHDU
$&0&ODVVLILFDWLRQ.H\ZRUGV
,0HWKRGRORJ\DQG7HFKQLTXHV,QWHUDFWLRQWHFKQLTXHV
,1752'8&7,21
*D]HEDVHGKXPDQFRPSXWHULQWHUDFWLRQKDVEHHQDYDLODEOH
IRUGHFDGHV+RZHYHUXQWLOUHFHQWO\LWVXVHKDVEHHQOLPLWHG
WRDGHVNWRSEDVHGDVVLVWLYHWHFKQRORJ\FDWHULQJ IRUPRWRU
GLVDEOHGXVHUJURXSV5HFHQWDGYDQFHPHQWVLQERWKVRIWZDUH
DQGKDUGZDUHWHFKQRORJ\KDYHPDGHJD]HWUDFNLQJFKHDSHU
PRUH DFFXUDWH DQG HUJRQRPLF WR XVH  7KH WHFKQRORJ\ LV
LQFUHDVLQJO\VHHQDVDYLDEOHDQGSUDFWLFDOLQSXWPRGDOLW\IRU
DEOHERGLHGXVHUVLQDYDULHW\RIHYHU\GD\FRQWH[WVVXFKDV
LQWHUDFWLQJ ZLWK GLVWDQW GLVSOD\V >@PRELOHSKRQHV>@
DQG ZHDUDEOHV VXFK DV VPDUWZDWFKHV >@ DQG VPDUWJODVVHV
>@
3UHYLRXV VWXGLHV RQ JD]H LQWHUDFWLRQ WDUJHWLQJ DEOHERGLHG
XVHUV KDYHPDLQO\IRFXVHGRQWKH GHYHORSPHQW RIHQDEOLQJ
WHFKQRORJLHV HJ GHYHORSLQJ JD]H WUDFNLQJ VHQVRUV DQG
DOJRULWKPV WR EH XVHG LQ YDULRXV GHYLFHV >@ DQG
H[SHULPHQWDO HYDOXDWLRQV RI VSHFLILF LQWHUDFWLRQ WHFKQLTXHV
DQG DSSOLFDWLRQV >@ (J9LGDOHWDO>@ VWXGLHG
VSRQWDQHRXV VPRRWKSXUVXLW JD]H LQWHUDFWLRQ RQ SXEOLF
GLVSOD\VDQGUHSRUW WKHXVDELOLW\RI WKH WHFKQLTXHEDVHGRQ
VXFFHVV RI WKH LQWHUDFWLRQ DQG RWKHU WLPHEDVHG PHDVXUHV
6LPLODUO\ 6WHOOPDFK DQG 'DFKVHOW >@ VWXGLHG WKH
FRPELQDWLRQ RI JD]H DQG WRXFK WR LQWHUDFW ZLWK FRPSXWHUV
DQG UHSRUW ERWK TXDOLWDWLYH DQG TXDQWLWDWLYH ILQGLQJV 2QH
VKRXOG QRWH WKDW DOO WKHVH LQVLJKWV DUH VSHFLILF WR WKH
LQWHUDFWLRQWHFKQLTXHLQTXHVWLRQ DQG WKHFRQWH[W LQZKLFK WKH
VWXG\ZDVFRQGXFWHG
:KLOH YHU\ LPSRUWDQW IRU WHFKQRORJ\ DQG UHVHDUFK
GHYHORSPHQW VXFK VWXGLHV SURYLGH OLPLWHG LQVLJKWV LQWR
SHRSOH¶V KROLVWLF SHUFHSWLRQV DQG H[SHFWDWLRQ RI WKH IXWXUH
WHFKQRORJ\>@7KH\GRQRWDQVZHUTXHVWLRQVOLNH³:KDW
DUH WKHXVHUV¶ LPSUHVVLRQV DERXWDQHQYLURQPHQWZKHUHJD]H
LQWHUDFWLRQLVXELTXLWRXV"´³,QZKDWFRQWH[WVZRXOGXVHUV
SUHIHU WR XVH JD]H LQWHUDFWLRQ LI WKH WHFKQRORJ\ ZDV
SHUIHFW"´³,QZKDWFRQWH[WVZRXOGVXFKDWHFKQRORJ\QRWEH
DFFHSWDEOH"´ DQG ³:KDW DUH WKH VRFLDO DQG SHUVRQDO
LPSOLFDWLRQVRI HYHU\GD\XVHRIWKLVWHFKQRORJ\"´ 7KHLGHDO
UHVHDUFK PHWKRG WR DQVZHU WKHVH TXHVWLRQV ZRXOG EH WR
FRQGXFW REVHUYDWLRQDO VWXGLHV RI KRZ SHRSOH XVH JD]H
WUDFNLQJWHFKQRORJLHVLQHYHU\GD\VFHQDULRV+RZHYHUVXFK
VWXGLHV DUH GLIILFXOW WR FRQGXFW QRZEHFDXVH JD]H WUDFNLQJ
WHFKQRORJ\VWLOOUHTXLUHVIXUWKHUUHVHDUFKDQGGHYHORSPHQWWR
ZRUNVHDPOHVVO\LQDOOWKHFRQWH[WVDQGHQYLURQPHQWV >@
$QRWKHU SURPLVLQJ DSSURDFK WR JHW LQVLJKWV UHJDUGLQJ D
IXWXUHWHFKQRORJ\LVWRHQTXLUHDERXWXVHU¶VH[SHFWDWLRQV RI
XVLQJ WKH WHFKQRORJ\ >@2OVVRQ >@ QRWHV WKDWNQRZLQJ
SHRSOH¶VWHFKQRORJ\H[SHFWDWLRQVKHOSVXVWRXQGHUVWDQGKRZ
DWHFKQRORJ\VKRXOGIXQFWLRQ LQYDU\LQJFRQWH[WV SURYLGLQJ
ERWK JHQHUDODQGVSHFLILF LQVLJKWV WRFKDQQHOLWVGHVLJQDQG
GHYHORSPHQW ,QWKLVSDSHUZHSUHVHQWDVWXG\WKDWDLPV WR
3HUPLVVLRQ WRPDNHGLJLWDO RUKDUGFRSLHVRI DOO RU SDUW RI WKLVZRUN IRU
SHUVRQDORUFODVVURRPXVHLVJUDQWHGZLWKRXWIHHSURYLGHGWKDWFRSLHVDUH
QRWPDGHRUGLVWULEXWHGIRUSURILWRUFRPPHUFLDODGYDQWDJHDQGWKDWFRSLHV
EHDU WKLV QRWLFH DQG WKH IXOO FLWDWLRQ RQ WKH ILUVW SDJH &RS\ULJKWV IRU
FRPSRQHQWV RI WKLVZRUN RZQHG E\ RWKHUV WKDQ$&0PXVWEH KRQRUHG
$EVWUDFWLQJZLWK FUHGLW LV SHUPLWWHG7R FRS\ RWKHUZLVH RU UHSXEOLVK WR
SRVWRQVHUYHUVRUWRUHGLVWULEXWHWROLVWVUHTXLUHVSULRUVSHFLILFSHUPLVVLRQ
DQGRU D IHH 5HTXHVW SHUPLVVLRQV IURP 3HUPLVVLRQV#DFPRUJ
1RUGL&+, 
 2FWREHU   *RWKHQEXUJ 6ZHGHQ
  $&0 ,6%1 «
'2,KWWSG[GRLRUJ
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XQGHUVWDQG WKH H[SHFWDWLRQV QHHGV DQG FRQFHUQV RI IXWXUH
XVHUV RIJD]HWUDFNLQJWHFKQRORJ\
:KLOH WKHUH DUH PDQ\ SRWHQWLDO IRUPIDFWRUV WKDW D IXWXUH
JD]HWUDFNLQJFDSDEOHGHYLFHFRXOGWDNHHJGLVSOD\VZLWK
JD]HWUDFNLQJ VHQVRUV VPDUW FRQWDFW OHQVHV VPDUWJODVVHV
ZH FKRVH VPDUWJODVVHV DV WKH SODWIRUP IRU LQYHVWLJDWLRQ
:LWKLQ WKH VFRSH RI WKLV VWXG\ ZH GHILQH VPDUWJODVVHV DV
H\HZHDU FRPSXWHUV ZLWK JD]HWUDFNLQJ FDSDELOLW\ DQG D
ELQRFXODU VHHWKURXJK GLVSOD\ WKDW HQDEOHV DXJPHQWLQJ
YLUWXDOFRQWHQWRQWKHUHDOZRUOG6PDUWJODVVHVDUHJDLQLQJ
SRSXODULW\ ZLWK WKH DGYHQW RI FRPPHUFLDO GHYLFHV OLNH
*RRJOH*ODVVDQG0LFURVRIW+ROR/HQV*D]HWUDFNLQJLVDQ
LQSXW WHFKQRORJ\ ZLWK ODUJH SRWHQWLDO LQ VXFK GHYLFHV >@
8QOLNHRWKHUIRUPIDFWRUVVPDUWJODVVHVHQDEOHDXVHFDVHLQ
ZKLFK JD]H LV WUDFNHG FRQWLQXRXVO\ DQG XVHG LQ YDULHG
FRQWH[WV ZKHUH SHRSOH XVH JD]H WR LQWHUDFW ZLWK GLIIHUHQW
REMHFWV LQ WKH HQYLURQPHQW LQVWHDG RI FRQILQLQJ WKH
LQWHUDFWLRQ WR D GLVSOD\ 6HOHFWLQJ VPDUWJODVVHV DV WKH
SODWIRUPLQRXUVWXG\DOORZHGXVWRIRFXVRQDVLQJOHIRUP
IDFWRUZKLOHEURDGHQLQJWKHLQYHVWLJDWLRQWRDYDULHW\RIXVH
FRQWH[WSURYLGLQJULFKHUXQGHUVWDQGLQJDERXWVXLWDELOLW\DQG
DFFHSWDELOLW\RIJD]HLQWHUDFWLRQ
:HFRQGXFWHGVL[IRFXVJURXSVHVVLRQVZLWKKHWHURJHQHRXV
SDUWLFLSDQW JURXSV XVLQJ VFHQDULRV RI JD]HWUDFNLQJ
VPDUWJODVVHV DV SURELQJ PDWHULDOV WR HQTXLUH XVHUV¶
H[SHFWDWLRQV2XUIRFXVZDVWRXQGHUVWDQGLIWKHFRQWH[WRI
XVH LQGLYLGXDOVRFLDOSXEOLFSULYDWHLQGRRURXWGRRUKDVDQ
LQIOXHQFHRQWKHDFFHSWDELOLW\RIWKHWHFKQRORJ\DQGWRHOLFLW
VSHFLILFQHHGVDQGFRQFHUQVRIWKHXVHUVUHJDUGLQJWKHXVHRI
JD]HLQWHUDFWLRQRQVPDUWJODVVHV
7KH UHVWRIWKLVSDSHULVVWUXFWXUHG DVIROORZV:HEHJLQE\
UHYLHZLQJUHOHYDQWUHODWHGZRUN7KHQZHGHVFULEH RXUVWXG\
DQG WKH ILYH VFHQDULRV IRUJD]H LQWHUDFWLRQRQVPDUWJODVVHV
XVHGDV WKH LQWURGXFWRU\PDWHULDO LQ WKHIRFXVJURXS1H[W
ZHUHSRUWWKHUHVXOWVRIRXUIRFXVJURXSVWXG\IROORZHGE\
GLVFXVVLRQDQGFRQFOXVLRQV
5(/$7(':25.
*D]HEDVHG ,QWHUDFWLRQWHFKQLTXHV
7KHUHDUHPXOWLSOHZD\VRIXVLQJJD]H LQKXPDQFRPSXWHU
LQWHUDFWLRQ*D]H FDQ EH XVHG DV LPSOLFLW LQSXWZKHUH WKH
V\VWHPLGHQWLILHVXVHU¶V LQWHUHVWVEDVHGRQ WKHJD]HSDWWHUQ
DQGPRGLILHVWKHV\VWHPEHKDYLRUDFFRUGLQJO\$OWHUQDWHO\
JD]HFDQDOVREHXVHGWRSURYLGHH[SOLFLWFRPPDQGV7KHUH
DUHWKUHH FRPPRQZD\VRIH[SOLFLWO\XVLQJJD]HGZHOOWLPH
EDVHG LQWHUDFWLRQ JD]H JHVWXUHV DQG VPRRWKSXUVXLW EDVHG
LQWHUDFWLRQV'ZHOOWLPHEDVHGLQWHUDFWLRQUHTXLUHVWKHXVHU
WRVWDUHDW LWHPVRQDVFUHHQRULQWKHUHDOZRUOGIRUDSUH
GHILQHGWLPHWRVHOHFWWKHP*D]HJHVWXUHVDUHSUHGHILQHGH\H
PRYHPHQWV WKDW PDS WR VRPH VSHFLILF XVHU FRPPDQG >@
6PRRWK SXUVXLWEDVHG LQWHUDFWLRQ UHOLHV RQ FRUUHODWLRQ
EHWZHHQ WUDMHFWRU\ RI H\HPRYHPHQW DQG RQVFUHHQ REMHFW
>@ *D]H JHVWXUHV DQG VPRRWKSXUVXLW EDVHG LQWHUDFWLRQV
DUHNQRZQWREH OHVVVHQVLWLYHWRWUDFNLQJLQDFFXUDFLHVDQG
VXLWDEOHIRUPRELOHJD]HLQWHUDFWLRQ
*D]H,QWHUDFWLRQRQ6PDUWJODVVHV
/HH HW DO >@ GHYHORSHG DQ DXJPHQWHG UHDOLW\ DQQRWDWLRQ
V\VWHPE\LQWHJUDWLQJDQRSWLFDOVHHWKURXJKKHDGPRXQWHG
GLVSOD\GHYLFHZLWKDJD]H WUDFNHU7KHXVHUFRXOG UHFHLYH
DXJPHQWHG LQIRUPDWLRQ RI UHDOZRUOG REMHFWV RQ WKHLU
GLVSOD\E\VHOHFWLQJWKHREMHFWXVLQJJD]H7KH\XVHGDWZR
VWDJHVHOHFWLRQSURFHVVXVLQJGZHOODQGKDOIEOLQN WRDYRLG
DFFLGHQWDOLQYRFDWLRQRIDFWLRQV%DOGDXIHWDO>@ VWXGLHGWKH
XVHRIJD]HLQSXWDQGDXGLRRXWSXWIRUUHWULHYLQJDQQRWDWHG
GLJLWDOLQIRUPDWLRQIURPWKHVXUURXQGLQJV,QRXUVWXG\ZH
XVHVPDUWJODVVHVDVWKHSODWIRUPWRIXUWKHULQYHVWLJDWHXVHUV¶
H[SHFWDWLRQWRZDUGVJD]HLQWHUDFWLRQ
&KDOOHQJHVWR*D]H,QWHUDFWLRQLQWKH:LOG
7KH 0LGDV7RXFK SUREOHP GLVWLQJXLVKLQJ H\H PRYHPHQW
IRULQWHUDFWLRQIURPQRUPDOH\HPRYHPHQWDQGUHGXFHGJD]H
GDWD TXDOLW\ DUH WZRRI WKH FODVVLF SUREOHPV LQJD]HEDVHG
LQWHUDFWLRQ >@ %XOOLQJ DQG *HOOHUVHQ >@ QRWH WKDW IRU
ZHDUDEOH WUDFNHUV WKH WUDFNLQJDFFXUDF\ LV IXUWKHU UHGXFHG
GXHWRFDOLEUDWLRQGULIWGXULQJRSHUDWLRQLQGXFHGE\PRELOLW\
0DQ\GLIIHUHQWDSSURDFKHVDUHSURSRVHGWRLPSURYHWUDFNLQJ
TXDOLW\XVLQJUHFDOLEUDWLRQSURFHGXUHVKLGGHQIURPWKHXVHU
EDVHG RQ WDVN FKDUDFWHULVWLFV >@ RU YLVXDO VDOLHQF\ >@
$QRWKHUFKDOOHQJHLQPRELOHYLGHREDVHGJD]HWUDFNLQJLVWKH
EDWWHU\FRQVXPSWLRQ0RVWZHDUDEOHWUDFNHUVRQO\ZRUNIRU
DOLPLWHGGXUDWLRQRIKRXUV>@7KLVKDVOHGUHVHDUFKLQ
WKH GLUHFWLRQ RI OLJKWZHLJKW H\H PRYHPHQW PHDVXUHPHQW
WHFKQLTXHVEDVHGRQHOHFWURRFXORJUDSK\(2*
0DQ\WHFKQLFDODQGLQWHUDFWLRQOHYHOFKDOOHQJHVVWLOOH[LVWLQ
WKH YLVLRQ RI XELTXLWRXV JD]HEDVHG LQWHUDFWLRQ2XU VWXG\
FRPSOHPHQWVWKHSUHYLRXVZRUNLQWKLVDUHDDQGDLPVWRORRN
DW HYHU\GD\ JD]H LQWHUDFWLRQ QRW IURP D WHFKQRORJLFDO
SHUVSHFWLYHEXWE\HQTXLULQJWKHH[SHFWDWLRQVDQGQHHGVRI
SRWHQWLDOXVHUVRIWKLVSURPLVLQJWHFKQRORJ\
8VHU([SHFWDWLRQDQG8VHU([SHULHQFH
+DVVHQ]DKO DQG 7UDFWLQVN\ >@ GHILQH XVHU H[SHULHQFH DV
³FRQVHTXHQFH RI D XVHU¶V LQWHUQDO VWDWH SUHGLVSRVLWLRQV
H[SHFWDWLRQV QHHGV PRWLYDWLRQ PRRG HWF WKH
FKDUDFWHULVWLFVRIWKHGHVLJQHGV\VWHP DQGWKHFRQWH[WZLWKLQ
ZKLFK WKH LQWHUDFWLRQ RFFXUV´ 7KLV GHILQLWLRQ HPSKDVL]HV
WKHUROHRIWHPSRUDOLW\DQGFRQWH[WRQH[SHULHQFH0LFKDOFR
HW DO >@ QRWHV WKDW SHRSOH IRUP H[SHFWDWLRQV RI DQ
LQWHUDFWLYH SURGXFW HYHQ EHIRUH XVLQJ LW DQG WKHVH
H[SHFWDWLRQV LQIOXHQFH WKHLU DWWLWXGH WRZDUGV WKH SURGXFW
0F&DUWK\DQG:ULJKW >@ QRWHWKDWRQO\ZKHQH[SHULHQFH
PHHWVRU H[FHHGV WKH H[SHFWDWLRQ XVHUV LGHQWLI\SRVLWLYHO\
ZLWKWKHH[SHULHQFH([SHFWDWLRQGLVFRQILUPDWLRQLVDVWURQJ
IDFWRULQWKHXVHU¶VH[SHULHQFHZLWKWKHSURGXFW
7KHUH LVZHDOWKRI OLWHUDWXUH WKDW FRQILUPV WKH UROHRI XVHU
H[SHFWDWLRQLQVKDSLQJXVHUH[SHULHQFH *D]HLQWHUDFWLRQLVD
SURPLVLQJIXWXUHWHFKQRORJ\IRUWKHFRQVXPHUPDUNHW,QRXU
VWXG\ZHDLPWRXQGHUVWDQGDQGUHIOHFWWKHH[SHFWDWLRQVRI
WKHSRWHQWLDOXVHUVRIWKLVWHFKQRORJ\WRIXUWKHUFKDQQHOWKH
UHVHDUFKGHVLJQDQGGHYHORSPHQW,QWKHIROORZLQJVHFWLRQ
ZHH[SODLQWKHIRFXVJURXSVWXG\ZHFRQGXFWHG
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:H FRQGXFWHG VL[ H[SORUDWRU\ IRFXV JURXS VHVVLRQV ZLWK
KHWHURJHQHRXV JURXSV RI SDUWLFLSDQWV )RFXV JURXSV ZHUH
VHOHFWHGDVWKHGDWDFROOHFWLRQPHWKRGEHFDXVHLWLVVXLWDEOH
IRUHDUO\H[SORUDWRU\VWXGLHVSURYLGLQJFRQFHQWUDWHGDPRXQWV
RI GDWD RQ WKH VSHFLILF WRSLF RI LQWHUHVW HIILFLHQWO\ )RFXV
JURXS VHVVLRQV IROORZHG D VFHQDULRGULYHQ DSSURDFK :H
FUHDWHGILYHVFHQDULRVSUHVHQWLQJDQ³LGHDOZRUOG´QDUUDWLRQ
RIDIXWXUHZLWKJD]HWUDFNLQJVPDUWJODVVHVZKLFKZDVXVHG
DV SURELQJ PDWHULDO LQ WKH IRFXV JURXSV 7KH VFHQDULRV
SURYLGHGWKHSDUWLFLSDQWVDFRPPRQJURXQGWRUHIOHFWXSRQ
WKHLUQHHGVSUHIHUHQFHVDQGH[SHFWDWLRQVZLWKRXWJLYLQJWRR
PXFKGHWDLO DERXW WKH WHFKQRORJ\RU WKH LQWHUDFWLRQV(DFK
IRFXV JURXS VHVVLRQ KDG  SDUWLFLSDQWV DQG ODVWHG
DSSUR[LPDWHO\KRXUV
)LYH6FHQDULRV
7KHUHZHUHPDQ\SRWHQWLDOZD\VRIGHVLJQLQJWKHVFHQDULRV
HJGHULYLQJLWIURPPRELOHSKRQHXVDJHWUHQGVRUVXUYH\LQJ
VWXGLHVRQDSSOLFDWLRQVRIVPDUWJODVVHV2XUVFHQDULRVZHUH
PRVWO\ LQVSLUHG IURPSUHYLRXVZRUNRQPRELOHJD]HEDVHG
LQWHUDFWLRQFRYHUHGDYDULHW\RIFRQWH[WVRIXVHDQGZHUHDOO
SRWHQWLDO VPDUWJODVVHV DSSOLFDWLRQV 7KH VFHQDULRV ZHUH
GHYHORSHGZLWKWKHIROORZLQJFRQVLGHUDWLRQV
x 0L[ RI LQGRRURXWGRRU LQGLYLGXDOVRFLDO SULYDWHSXEOLF
FRQWH[WV
x 0L[ RI GLIIHUHQW JD]H LQWHUDFWLRQ WHFKQLTXHV
LPSOLFLWH[SOLFLWJD]HJHVWXUHVGZHOOWLPHEDVHG
x 3ODXVLEOH IXWXUH UHDOZRUOG XVH FDVH EDVHG RQ FXUUHQW
WUHQGVDQGUHVHDUFK
x (DFK VFHQDULR KLJKOLJKWHG D VSHFLILF DGYDQWDJH RI XVLQJ
JD]H
+DQGVIUHHLQWHUDFWLRQ
,WLVWKHPRQWKRI'HFHPEHUDQGLWKDVEHHQDKDUVKZLQWHU
VR IDU -DPHV LV ZDONLQJ WR WKH 8QLYHUVLW\ RI 7DPSHUH WR
DWWHQGWKHPRUQLQJOHFWXUH+HLVZHDULQJKLVVPDUWJODVVHV
ZLWK JD]HWUDFNLQJ FDSDELOLW\ :KLOH RQ KLV ZD\ -DPHV
UHDOL]HVWKDWKHKDGDJUHHGWRFDOO6XVDQ:LWKRXWWDNLQJKLV
KDQGVRXW RIKLVSRFNHWV-DPHV PDNHVDµ=¶JHVWXUHZLWKKLV
H\HV WR ODXQFK WKHFRQWDFW OLVW+HXVHVKLVH\HV WREURZVH
WKURXJKWKHFRQWDFWVRQHE\RQHRQKLVJODVVHVDQGSURFHHGV
WRFDOO 6XVDQ7KH\GHFLGHWRPHHWLQWKHHYHQLQJIRUFRIIHH
7KLV VFHQDULRIRFXVHVRQRXWGRRUXVDJHRIWKHGHYLFHLQDQ
LQGLYLGXDO FRQWH[W 7KH VFHQDULR IXUWKHU LQWURGXFHV WKH
FRQFHSWRIXVLQJJD]HJHVWXUHVIRUPRELOHLQWHUDFWLRQ>@7KH
VFHQDULRZDVLQVSLUHGE\SUHYLRXVZRUNE\.DQJDVHWDO>@
3ULYDWHLQWHUDFWLRQ
/DXUDKDVGHFLGHG WRJRZDWFK WKH ORFDO LFH KRFNH\JDPH
ZLWKKHUIULHQGV7KH\JDWKHUDWWKHFLW\FHQWHU DQGZDLWIRU
RWKHUVWRMRLQ WKHP/DXUDVXGGHQO\QRWLFHVDQRWLILFDWLRQRQ
KHU JODVV GLVSOD\ 6KH TXLFNO\ ORRNV DW WKH QRWLILFDWLRQ WR
RSHQ WKHPHVVDJH ,W LV /DXUD¶V ER\IULHQG IURP*HUPDQ\
7KHPHVVDJHVD\V µ,W¶VDEHDXWLIXOHYHQLQJZLVK\RXZHUH
KHUHZLWKPH¶+HUIDFHJORZVDQGVKHFDQQRWKHOSEXWVPLOH
6KHJD]HVDWWKHµ5HSO\¶ RSWLRQIRUDVKRUWZKLOHDQGVHOHFWV
Dµ.LVV¶ V\PERO6KHUHVSRQGVWRWKHPHVVDJHZLWKKHUH\HV
DQG WKHQ MRLQVKHUIULHQGVLQWKHFRQYHUVDWLRQ
7KLV VFHQDULR IRFXVHVRQRXWGRRUXVDJHRI WKHGHYLFH LQ D
VRFLDOFRQWH[W7KHVFHQDULRZDVLQVSLUHGE\HDUOLHUZRUNRQ
WKH  XVH RI VPDUWJODVVHV WR UHFHLYH DQG UHDG PRELOH
QRWLILFDWLRQV >@ DQG XVLQJ JD]H WR LQWHUDFW ZLWK
QRWLILFDWLRQVRQVPDUWZDWFKHV>@
,PSOLFLWLQWHUDFWLRQ
0DUWLQ ORYHVWRWUDYHODQGKDVMXVWDUULYHGLQ+HOVLQNL7KH
ZHDWKHULVQLFHDQGWKHSODFHLV IXOORIWRXULVWV0DUWLQ OLNHV
WR H[SORUH D QHZ SODFH RQ KLV RZQ DQG GHFLGHV WR WDNH D
ZDONLQJ WRXURI WKHFLW\:HDULQJKLVVPDUWJODVVHV0DUWLQ
ZDONVGRZQWKHVWUHHWDORQJWKHSDUNDQGVHHVDEHDXWLIXODQG
UR\DOORRNLQJ EXLOGLQJ WR KLV ULJKW ,QWULJXHG E\ WKH
DUFKLWHFWXUH0DUWLQ VWDUWVORRNLQJDWLWPRUHFDUHIXOO\+H
ZLVKHV KH NQHZPRUH DERXW WKH EXLOGLQJ$V LI WKH\ FRXOG
UHDGKLVPLQGWKHVPDUWJODVVHV UHFRJQL]H0DUWLQ¶VLQWHUHVW
EDVHGRQWKHORQJVWDULQJ7KH\ WKHQGLVSOD\WKDWWKHEXLOGLQJ
LV WKH 5R\DO0XVHXP EXLOW LQ :KHQ0DUWLQ ILQLVKHV
UHDGLQJ WKH LQIRUPDWLRQ LW VKRZVPRUH LQIRUPDWLRQ DQG D
EULHIKLVWRU\RIWKHEXLOGLQJ
7KLV VFHQDULR IRFXVHV RQ RXWGRRU XVDJH RI JD]HWUDFNLQJ
FDSDEOHVPDUWJODVVHVLQDQLQGLYLGXDOFRQWH[W7KLV VFHQDULR
ZDVPRWLYDWHGE\ WZRSUHYLRXVVWXGLHV )LUVW WKHZRUNRI
4YDUIRUGW HW DO >@ RQ WKHXVHRI H\HJD]H WRGHWHFW XVHU
LQWHUHVW DQG SURDFWLYHO\ DGDSW RXWSXW LQIRUPDWLRQ LQ D
GHVNWRSEDVHGWRXULVWLQIRUPDWLRQV\VWHP6HFRQGWKHZRUN
E\%DOGDXIHWDO >@ RQ WKHXVHRIPRELOHJD]H WUDFNHUV WR
UHWULHYHJHRUHIHUHQFHGLQIRUPDWLRQIRUXUEDQH[SORUDWLRQ
8QREWUXVLYHLQWHUDFWLRQ
0DUN LVDVWXGHQWDWWKH8QLYHUVLW\RI7DPSHUH+HLVDIXQ
ORYLQJSHUVRQDQGORYHVWRNHHSKLPVHOIHQJDJHG0DUN ZDQWV
WRWUDYHO+HOVLQNL WRPHHWDIULHQG+HERDUGVDEXVDQGVLWV
QH[W WR DQ HOGHUO\ SHUVRQ ZKR LV VOHHSLQJ :KLOH ORRNLQJ
DURXQG 0DUN ILQGV RXW WKDW WKH EXV RIIHUV RQERDUG
HQWHUWDLQPHQW VLPLODU WR WKDW LQ DLUSODQHV ,W LQFOXGHV
HQWHUWDLQPHQWH\HJODVVHVZLWKJD]HWUDFNLQJFDSDELOLW\DQG
D GLVSOD\ RQ WKH JODVVHV 0DUN VZLWFKHV RQ WKH JODVV DQG
ZHDUV LW 0DUN FDQ VHH D PHQX ZLWK RSWLRQV OLNH µ1HZV¶
µ0XVLF¶µ*DPHV¶ DQGµ0RYLHV¶0DUN UHDOL]HVWKDWWKHJODVV
LVUHVSRQGLQJWRZKDWKHORRNVDW+HVZLIWO\VFUROOV WRWKH
µ0RYLHV¶ VHFWLRQDQGVHOHFWVRQHRIWKHODWHVWPRYLHVIURPWKH
OLVWZLWKKLVH\HV
7KLV VFHQDULR IRFXVHV RQ LQGRRU XVDJH LQ D VHPL SXEOLF
VRFLDOFRQWH[W 7KHVFHQDULRLVLQVSLUHGE\WKHSUHYLRXVZRUN
RQJD]HDVDWWHQWLYHLQWHUIDFHV>@ DQGXVHRIVPDUWJODVVHVIRU
HQWHUWDLQPHQWDSSOLFDWLRQV>@8QOLNHWKHRWKHUVFHQDULRV
WKH VPDUWJODVVHV DUH QRW D SHUVRQDO GHYLFH EXW SDUW RI WKH
EXV¶VRQERDUGHQWHUWDLQPHQWV\VWHP
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$QQH LV DW D EXVLQHVV FRQIHUHQFH 6KH NQRZV D IHZ RI WKH
RWKHUSDUWLFLSDQWVEXWQRWDOO6KHUHDOL]HVWKDWLW¶VDJUHDW
QHWZRUNLQJ RSSRUWXQLW\ $QQH ORRNV DW GLIIHUHQW SHRSOH
DURXQG KHU RQH E\ RQH +HU JODVV LGHQWLILHV WKHP DQG
GLVSOD\VWKHLUQDPHDQGLQWHUHVWVRQWKHGLVSOD\6KHVORZO\
FKDQJHVKHUJD]HIURPRQHSHUVRQWRDQRWKHUDQGVRRQILQGV
VRPHRQHZLWK VLPLODUEXVLQHVV LQWHUHVWV6KHGHFLGHV WRJR
VD\ KL DQG WR GLVFXVV VRPH LGHDV $QQH LV HFVWDWLF DERXW
PDNLQJ WKHPRVWRXWRIWKLVQHWZRUNLQJRSSRUWXQLW\
7KLVVFHQDULRIRFXVHVRQWKHXVHRIWKHGHYLFHLQDQLQGRRU
VRFLDOFRQWH[W7KHVFHQDULRLVPRWLYDWHGE\SUHYLRXVZRUN
RQXVLQJJD]HLQSXWRQVPDUWJODVVHVIRUQHWZRUNLQJ>@ DQG
XVLQJ VPDUWJODVVHV DV D QDPHWDJ DSSOLFDWLRQ E\ IDFLDOO\
UHFRJQL]LQJFROORFDWHGLQGLYLGXDOV>@
7HFKQRORJ\'HPRQVWUDWLRQ
:HIHOWLW ZDV FULWLFDOWRJLYHSDUWLFLSDQWV FRQFUHWHH[DPSOHV
RI WKH SRWHQWLDO RI WKH WHFKQRORJ\ EHIRUH WKH VWDUW RI WKH
GLVFXVVLRQV:HSUHSDUHGIRXUGHPRQVWUDWLRQVWRFRQYH\WKH
FDSDELOLWLHV RI VPDUWJODVVHV ZLWK ELQRFXODU VHHWKURXJK
GLVSOD\DQGJD]HEDVHGLQWHUDFWLRQ
5HPRWH*D]H7UDFNLQJ
:HXVHGDQ(\H7ULEHJD]HWUDFNHUFRQQHFWHGWRD:LQGRZV
 WDEOHW IRU WKH JD]H LQWHUDFWLRQ GHPRQVWUDWLRQV :H
GHYHORSHG DPHVVDJLQJ DSSOLFDWLRQ VHH )LJXUH DZKLFK
FRXOG EH QDYLJDWHG KRUL]RQWDOO\ RU YHUWLFDOO\ E\ HLWKHU
GZHOOLQJDW WKHFRUUHVSRQGLQJUHGDUURZVIRUPVRUE\
XVLQJVLPSOHWZRVWURNHJD]HJHVWXUHV7KHILUVWVWURNHRIWKH
JD]HJHVWXUHVWDUWHGIURPWKHFHQWHURIWKHER[WRZDUGVDQ\
RIWKHIRXUFDUGLQDOGLUHFWLRQVDQGWKHVHFRQGVWURNHUHWXUQHG
WKHJD]HEDFNWRWKHER[7KHJD]HJHVWXUHVZHUHWKHVDPHDV
XVHGE\.DQJDVHWDO>@:HXVHGDWLPHRXWRIRQHVHFRQG
EHWZHHQ VWURNHV WR GLIIHUHQWLDWH EHWZHHQ QRUPDO H\H
PRYHPHQWV DQG DQ LQWHQWLRQDO JD]H JHVWXUH 6HFRQGO\ ZH
XVHG D JD]H FRQWUROODEOH YHUVLRQ RI WKH 7LF7DF7RH ERDUG
 KWWSVZZZ\RXWXEHFRPZDWFK"Y $S'IP83(
JDPH,QWKHJDPHHDFKFHOOFRXOGEHVHOHFWHGE\GZHOOLQJ
DWLWIRU PVVHH)LJXUHE
6PDUWJODVVHV 'HPRQVWUDWLRQ
:H XVHG (SVRQ 0RYHULR %7 ELQRFXODU VHHWKURXJK
VPDUWJODVVHV IRU GHPRQVWUDWLRQ 7KH EXLOWLQ JDOOHU\
DSSOLFDWLRQ VKRZHG YDULRXV ' DQG ' LPDJHV ZKLFK
FRXOGEHEURZVHGXVLQJWKHKDQGKHOGWRXFKSDG
0RELOH*D]H,QWHUDFWLRQ
)XUWKHU ZH GHYHORSHG DQ DSSOLFDWLRQ XVLQJ WKH (UJRQHHU
'LNDEOLVKHDGZRUQPRQRFXODUJD]HWUDFNHU6HYHUDOYLVXDO
PDUNHUVZHUHSODFHGLQGLIIHUHQWSDUWVRIWKHURRPDQGWKH
DSSOLFDWLRQFRXOGUHFRJQL]HZKHQ WKHSHUVRQZDVORRNLQJDW
WKHYLVXDOPDUNHUVDQGJDYHDXGLWRU\IHHGEDFNLHDVKRUW
EHHSDQGYLVXDOIHHGEDFNLHFRORURIDFRUUHVSRQGLQJ*8,
REMHFWWXUQHGEOXHZKHQWKHXVHUIL[DWHGXSRQWKHPDUNHUV
IRUORQJHUWKDQPV
9LGHR'HPRQVWUDWLRQ
:HVHOHFWHGDYLGHRGHYHORSHGE\1RNLD5HVHDUFK&HQWHU
GHSLFWLQJ D FRQFHSW RI JD]HEDVHG LQWHUDFWLRQ RQ
VPDUWJODVVHVDORQJZLWKRWKHUVPDUWWHFKQRORJLHV7KHYLGHR
ZDVIUHHO\DYDLODEOHRQWKHLQWHUQHW
3DUWLFLSDQWV
$ WRWDO RI  SDUWLFLSDQWV IURP WKH ORFDO XQLYHUVLW\ ZHUH
UHFUXLWHGXVLQJQRWLFHERDUGDGYHUWLVHPHQWVDQGPDLOLQJOLVWV
3DUWLFLSDQWVYDULHGLQDJH\HDUVPHGLDQJHQGHU
 PDOH DQG  IHPDOH DQG VWXG\ EDFNJURXQG HJ
FRPSXWHU VFLHQFH EXVLQHVV KHDOWKVFLHQFH OLWHUDWXUH DQG
HGXFDWLRQ(LJKWSDUWLFLSDQWVKDGSULRUH[SHULHQFH LQJD]H
LQWHUDFWLRQ DV SDUW RI SUHYLRXV H[SHULPHQWV DQG WZR
SDUWLFLSDQWVKDGHDUOLHUXVHGKHDGPRXQWHGGLVSOD\GHYLFHV
,QWKHEDFNJURXQGTXHVWLRQQDLUHRQDVFDOHRIWRZKHUH
LVVWURQJO\GLVDJUHHDQG LVVWURQJO\DJUHHSDUWLFLSDQWV
VWDWHGWKDWSHUVRQDOGHYLFHVZHUHDQLPSRUWDQWSDUWRIWKHLU
OLYHV0HDQ 6W'HY DQGWKDWWKH\DUHLQWHUHVWHGLQ
WU\LQJQHZWHFKQRORJLFDOGHYLFHV0HDQ 6W'HY 
)LJXUH6HDWLQJDUUDQJHPHQWRISDUWLFLSDQWVDQGPRGHUDWRU
ULJKWPRVWGXULQJWKHIRFXVJURXSVHVVLRQ
)LJXUH7HFKQRORJ\GHPRQVWUDWLRQVDPHVVDJLQJ
DSSOLFDWLRQWKDWXVHVGZHOODQGVLPSOHWZRVWURNHJD]H
JHVWXUHVDQGEGZHOOWLPHEDVHG7LF7DF7RHJDPH
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3URFHGXUH
7KH VWXG\ FRQVLVWHG RI IRXU PDLQ SDUWV LQWURGXFWLRQ
WHFKQRORJ\ GHPRQVWUDWLRQ VFHQDULR GLVFXVVLRQ DQG
GHEULHILQJ
,QWURGXFWLRQ
7KHPRGHUDWRU ZHOFRPHG DOO WKH SDUWLFLSDQWV WR WKH IRFXV
JURXSGLVFXVVLRQ7KHSDUWLFLSDQWVDQG WKHPRGHUDWRUZHUH
WKHQVHDWHGRQDFRXFKLQDVHPLFLUFOHDURXQGDFRIIHHWDEOH
VHH )LJXUH  DQG WKHQ WKH\ ZHUH DVNHG WR LQWURGXFH
WKHPVHOYHV 7KH PRGHUDWRU GHVFULEHG WKH SXUSRVH RI WKH
VWXG\DQGWKHQSDUWLFLSDQWVVLJQHGDQLQIRUPHGFRQVHQWIRUP
DQGFRPSOHWHGDVKRUWEDFNJURXQGTXHVWLRQQDLUH
7HFKQRORJ\'HPRQVWUDWLRQ
3DUWLFLSDQWV WRRN WXUQV WU\LQJ WKH UHPRWH JD]HWUDFNLQJ
GHPRQVWUDWLRQ ZKLOH WKH UHVW ZDWFKHG 3DUWLFLSDQWV VDW
FRPIRUWDEO\RQDFKDLULQIURQWRIWKHWDEOHWFRQQHFWHGWRWKH
(\H7ULEHJD]HWUDFNHUWKDWZDVVHWXSRQDWDEOH$IWHUDEULHI
SRLQW FDOLEUDWLRQ SURFHGXUH SDUWLFLSDQWV ILUVW SOD\HG 
URXQGVRIWKHGZHOOWLPHEDVHG7LF7DF7RHJDPH IROORZHG
E\ WKH PHVVDJLQJ DSSOLFDWLRQ 7KH SDUWLFLSDQWV XVHG WKH
PHVVDJLQJDSSOLFDWLRQXVLQJERWKJD]HJHVWXUHVDQGGZHOO
WLPHEDVHGLQSXW1H[WDOOSDUWLFLSDQWVWULHGWKHVPDUWJODVVHV
GHPRQVWUDWLRQ 7KH SDUWLFLSDQWV ZHUH LQVWUXFWHG WR ZDON
DURXQGWKHURRPZHDULQJWKHJODVVHVDQG DVNHGWRLPDJLQH
ZHDULQJ VXFK D GHYLFH ZKLOH ZDONLQJ LQ DQ RXWGRRU
HQYLURQPHQW 7KLV ZDV UHTXLUHG WR JLYH WKH SDUWLFLSDQWV
SHUFHSWLRQ RI D UHDOZRUOG PRELOH VFHQDULR )XUWKHU RQH
SDUWLFLSDQWSHUIRFXVJURXSVHVVLRQGHPRQVWUDWHGWKHPRELOH
JD]H LQWHUDFWLRQ V\VWHP $JDLQ IROORZLQJ D SRLQW
FDOLEUDWLRQURXWLQHWKH\ZHUHDVNHGWRJD]HDWWKHGLIIHUHQW
YLVXDO PDUNHUV SODFHG QHDUE\ 7KH RWKHU IRFXV JURXS
SDUWLFLSDQWV ZDWFKHG WKH GHPRQVWUDWLRQ )LQDOO\ WKH
SDUWLFLSDQWVYLHZHG WKHYLGHRRIJD]HEDVHG LQWHUDFWLRQRQ
VPDUWJODVVHV7KLVSDUWODVWHGIRUDSSUR[LPDWHO\PLQXWHV
6FHQDULR'LVFXVVLRQ
$IWHUDEULHIJHQHUDOGLVFXVVLRQRQ WKHGHPRQVWUDWLRQVDQG
WKHWHFKQRORJLHVWKHILYHVFHQDULRGHVFULSWLRQVZHUHKDQGHG
RXW WR WKH SDUWLFLSDQWV RQ SDSHU 7KH PRGHUDWRU WKHQ
LQVWUXFWHG WKH SDUWLFLSDQWV WR UHDG D VSHFLILF VFHQDULR )RU
HDFKVFHQDULRWKHSDUWLFLSDQWVZHUHHQFRXUDJHGWRLPDJLQH
DQ LGHDOLVWLF ZRUOG ZHUH WKH GLIIHUHQW WHFKQRORJLHV ZRXOG
ZRUN VHDPOHVVO\ 7KH SDUWLFLSDQWV GLVFXVVHG WKHLU JHQHUDO
LPSUHVVLRQRIXVLQJJD]H LQ WKH VSHFLILFFRQWH[W7KLVZDV
IROORZHGE\VHYHUDORSHQHQGHGTXHVWLRQVUHODWLQJWRWKHXVH
RI JD]H LQWHUDFWLRQ RQ VPDUWJODVVHV 7KH VFHQDULRV ZHUH
SUHVHQWHG WR DOO WKH IRFXV JURXSV LQ WKH VDPH RUGHU$IWHU
DSSUR[LPDWHO\KRXU WKHUHZDVDPLQXWHFRIIHHEUHDN
7KH GLVFXVVLRQ IRU HDFK VFHQDULR ODVWHG DSSUR[LPDWHO\ 
PLQXWHVIRUDWRWDORIPLQXWHV
'HEULHILQJ
)ROORZLQJ WKH VFHQDULR GLVFXVVLRQ WKH PRGHUDWRU DVNHG D
IHZFORVLQJTXHVWLRQVWRHOLFLWDQ\FRQFOXGLQJUHPDUNV7KH
PRGHUDWRU WKHQ WKDQNHG WKH SDUWLFLSDQWV IRU WKHLU
SDUWLFLSDWLRQ3DUWLFLSDQWVZHUH FRPSHQVDWHGZLWK DPRYLH
WLFNHW IRU WKHLU WLPH7KH IRFXVJURXS VHVVLRQVZHUH YLGHR
UHFRUGHGIRUODWHUDQDO\VLV
$QDO\VLV
7KH IRFXV JURXS VHVVLRQV ZHUH ILUVW WUDQVFULEHG DQG ODWHU
DQDO\]HGXVLQJDIILQLW\GLDJUDPPLQJ>@)RXUUHVHDUFKHUV
LQYROYHGLQWKHVWXG\LQGLYLGXDOO\DQDO\]HGWKHWUDQVFULSWVRI
WKUHH GLIIHUHQW VHVVLRQV HDFK FUHDWLQJ  DIILQLW\ QRWHV
SHUVHVVLRQ7KHDIILQLW\QRWHVZHUHWKHQKLHUDUFKLFDOO\
RUJDQL]HGDQGJURXSHGLQWRFRPPRQWKHPHVZKLOHUHOHYDQW
XVHUTXRWHVZHUHSUHVHUYHG
5(68/76
,Q WKH IROORZLQJ VHFWLRQV ZH GHVFULEH RXU PDLQ UHVXOWV
)LJXUHJLYHVDQRYHUYLHZRIWKHWKHPDWLFVWUXFWXUHRIWKH
IRFXVJURXSGDWD
)LJXUH7KHPDWLFVWUXFWXUHRIIRFXVJURXSGDWD
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6RFLDO$VSHFWV
&RQWH[W RI XVH KDG D VWURQJ LQIOXHQFHRQKRZSDUWLFLSDQWV
SHUFHLYHGWKHWHFKQRORJ\3DUWLFLSDQWVJHQHUDOO\IHOWSRVLWLYH
DERXW WKH XVH RI JD]H LQWHUDFWLRQ RQ VPDUWJODVVHV LQ DQ
LQGLYLGXDOFRQWH[WLQERWKSULYDWHDQGSXEOLFHQYLURQPHQWV
EXW QRW LQ VRFLDO VFHQDULRV³, WKLQN WKDW WKLV WHFKQRORJ\ LV
EHWWHUXVHG ZKHQ\RXDUHDORQHQRWZKHQ\RXDUHZLWKRWKHU
SHRSOH´33DUWLFLSDQWVKDGWKUHH GLVWLQFWFRQFHUQVDERXW
XVHRIVXFKWHFKQRORJ\ LQVRFLDOVLWXDWLRQV
*D]H,QWHUDFWLRQLQWKH3UHVHQFHRI2QORRNHUV
3DUWLFLSDQW H[SUHVVHG WKDW ZDWFKLQJ D FROORFDWHG SHUVRQ
SHUIRUPLQJXQQDWXUDOH\HPRYHPHQWVOLNHJD]HJHVWXUHVLQD
SXEOLFHQYLURQPHQWZLOOEH³QRWLFHDEOH´³OLWWOHZHLUG´DQG
³WDNHVRPHJHWWLQJXVHGWR´0DQ\SDUWLFLSDQWVFRPSDUHGLW
WRWKH³WDONLQJWR\RXUVHOI´ IHHOLQJZKHQ%OXHWRRWKKHDGVHWV
ZHUHODXQFKHG³<RXPLJKWWKLQNWKH\DUHORRNLQJDW\RXRU
PDNLQJ VRPH JHVWXUHV WR \RX ,W LV WKH VDPH VRPHWLPHV ,
WKLQNVRPHRQHLVWDONLQJWRPHZKHQWKH\DUHWDONLQJWRWKHLU
KHDGVHWV´3 ,QWHUDFWLQJZLWK WKHGHYLFHPD\JLYH WKH
LPSUHVVLRQWKDWWKHSHUVRQLVSHUIRUPLQJWKHH\HPRYHPHQWV
ORRNLQJ DW DQRWKHU SHUVRQ )RU WKH VDPH UHDVRQ IHZ
SDUWLFLSDQWV IHOW WKDW LWZRXOGEHPRUH FRPIRUWDEOH IRU WKH
XVHULIWKHJODVVHVDUHWLQWHGVRWKDWRQORRNHUVFDQQRWVHHWKH
XVHUV¶H\HPRYHPHQWV ³,ZRXOGXVH LWLIWKHUHLVVRPHVKDGHV
RU VRPHWKLQJ 6R WKDW LW LV QRW FOHDU JODVV´ 3  ³,W
WLQWLQJFRXOGKHOSVR WKDWSHRSOH FDQQRWVHH WKDW\RXDUH
>PDNHVVHTXHQFHRIH\HPRYHPHQWV@<RXDUHJRLQJ WREH
FRPIRUWDEOHGRLQJWKDWRQWKHVWUHHWV3´
*D]H,QWHUDFWLRQRQ3HRSOH
3DUWLFLSDQWV DOVR IHOW VWURQJO\ DERXW XVLQJ JD]H WR LQWHUDFW
ZLWKFROORFDWHGSHRSOH LHGZHOOLQJDWSHRSOH WRJHWPRUH
LQIRUPDWLRQ DERXW WKHP DV LQ WKH FRQIHUHQFH VFHQDULR RU
VRPHWKLQJZRUQE\WKHPHJGZHOOLQJDWWKHVKLUW RUVKRH WR
NQRZLWVEUDQG3DUWLFLSDQWVIHOWWKDWHYHQWKRXJKLWLVQDWXUDO
WRJODQFHDWSHRSOHLQDQHQYLURQPHQWLWLVGLVWXUELQJWRORRN
DWSHRSOHIRUDORQJHUGXUDWLRQ³,WLVTXLWHGLVWXUELQJWRVWDUH
DWVRPHSHRSOHHVSHFLDOO\VWUDQJHUV,WKLQNLWLVLQYDVLYHLQ
JHQHUDO´ 3 ³3HRSOH DUH QRW SURGXFWV , DP QRW
LQWHUHVWHG LQ XVLQJ LW RQ SHRSOH´ 3 7KRXJK VRPH
SDUWLFLSDQWV IHOW VXFK LQWHUDFWLRQV PD\ EH DFFHSWDEOH LQ D
FRQWUROOHGHQYLURQPHQWZKHUHWKHXVHUDOUHDG\NQRZVDERXW
WKHSXUSRVHRIWKHWHFKQRORJ\DQGNQRZVZKDWWKH³VWDULQJ´
PHDQV
$QRWKHU LQWHUHVWLQJ GLIIHUHQFH HPHUJHG DERXW WKH
YLVXDOL]DWLRQ RI LQIRUPDWLRQ ZKHQ WKH\ ZHUH UHODWHG WR D
SHUVRQDQGDQREMHFWRUSURGXFW,QFDVHRILQWHUDFWLQJZLWK
DQ REMHFW XVLQJ JD]H WKH SDUWLFLSDQWV SUHIHUUHG WKH H[WUD
LQIRUPDWLRQEHVKRZQRQGLVSOD\DQGYLVXDOO\ OLQNHGWRWKH
REMHFW HJ E\ SODFLQJ WKH LQIRUPDWLRQ DERYH WKH REMHFW
+RZHYHU ZKLOH LQWHUDFWLQJ ZLWK SHRSOH RU FORWKHV DQG
DFFHVVRULHVZRUQ E\ WKHP SDUWLFLSDQWV VXJJHVWHG WKDW WKH
XVHUFRXOGJODQFHDWWKHSHUVRQRUWKHREMHFWZRUQDQGUHDG
PRUHDERXWWKHPRQJODVVHVODWHUZLWKRXWUHTXLULQJWRGZHOO
DWWKHSHUVRQIRUORQJRUDSSHDUWREHVWDULQJLQWKHSHUVRQ¶V
YLFLQLW\ZKLOHUHDGLQJWKHLQIRUPDWLRQRQWKHGLVSOD\
*D]H,QWHUDFWLRQLQ6RFLDO6LWXDWLRQV
3DUWLFLSDQWVUHFRJQL]HGWKDWH\HVDQGHVSHFLDOO\H\HFRQWDFW
DUH LPSRUWDQW HOHPHQWV LQ HYHU\GD\ VRFLDO LQWHUDFWLRQV DQG
KHQFH RXU SDUWLFLSDQWV IHOW VXFK WHFKQRORJ\ PD\ EH
GLVUXSWLYH GLVWUDFWLQJ DQGQRW VRFLDOO\ HQJDJLQJ³,ZRXOG
QRWOLNHWRXVHWKLVLQDVRFLDOHQYLURQPHQWEHFDXVHWKHZD\
\RXLQLWLDWHVRFLDOFRQWDFWLVWKURXJKH\HFRQWDFW,I\RXDUH
LQWHUDFWLQJ ZLWKVRPHWKLQJXVLQJWKHH\HV\RXPD\PLVVWKH
RWKHUSHUVRQ¶VH\HFRQWDFW,WLVQRWFRQGXFLYHWRVRFLDELOLW\
LQP\RSLQLRQ´3
$PDMRULW\RIWKHSDUWLFLSDQWVDOVRIHOWWKDWXQOLNHXVLQJRWKHU
PRGDOLWLHVOLNHWRXFKLQJWKHGHYLFHRUXVLQJ YRLFH FRPPDQGV
WRLQWHUDFWZLWKVPDUWJODVVHVJD]HPDNHVLWHDV\WRFRYHUWO\
LQWHUDFWZLWK WKHGHYLFHRUSUHWHQG WRDWWHQG WRD VLWXDWLRQ
ZKLOHDFWLQJRQ WKHJODVVHV  )HZSDUWLFLSDQWV IHOWVWURQJO\
DERXW ZHDULQJ VXFK JD]H WUDFNLQJ FDSDEOH VPDUWJODVVHV LQ
VRFLDOVFHQDULRV
>3@ ,SHUVRQDOO\KDWHLWZKHQ, FRPPXQLFDWHZLWKVRPHERG\
DQGKHXVHV PRELOHSKRQHRULVWKLQNLQJVRPHWKLQJHOVH7KDW
LVZK\, ZRXOGQRWXVHLWLQVRFLDOVLWXDWLRQV
>3@ 0D\EH LQEODFN VXQJODVVHV 7KHQRWKHUSHUVRQZRXOG
QRWVHH \RXUH\HV
>3@ ,WLVWKHVDPH,ZLOOMXVWIHHOWKDW,DPWDONLQJWRDZDOO
6RPH SDUWLFLSDQWV ZHUH RI WKH RSLQLRQ WKDW ZKHQ JD]H
WUDFNLQJ EHFRPHV FRPPRQ LQ VPDUWJODVVHV ZHDULQJ D
VPDUWJODVVHV LQFRQYHUVDWLRQV FRXOGEHSHUFHLYHGQHJDWLYHO\
³3HRSOHXVXDOO\DSSUHFLDWHLIRWKHUVOLVWHQWRWKHP:KHQ\RX
KDYHWKHJODVVHVRQDQGHYHU\ERG\DOVRNQRZVWKDW\RXFDQ
EH GRLQJ VWXII WKHUH ZLWK \RXU H\HV LW FDQ EH XQQHUYLQJ´
3:KLOH IHZ RWKHUVWKRXJKWWKDWSHRSOHPD\JHWXVHGWR
RWKHUVZHDULQJVXFKJODVVHV ZKLOH LQDFRQYHUVDWLRQ ,I WKH
JODVVHV DUH WLQWHG WKH\ SURSRVHG WKDW WKHUH FRXOG EH VRPH
YLVXDO LQGLFDWRU RI WKH DFWLYLW\ VR WKDW WKH FRQYHUVDWLRQ
SDUWQHUFDQNQRZ LIWKHSHUVRQLVLQWHUDFWLQJZLWKWKHJODVVHV
RUOLVWHQLQJWRWKHFRQYHUVDWLRQ³,IVRPHRQHLVWDONLQJWR\RX
LW PLJKW EH D JRRG WKLQJ WKDW WKH\ NQRZ \RX DUH GRLQJ
VRPHWKLQJRQ\RXUVPDUWJODVVHV,WPLJKWEHDJRRGLGHDWR
KDYHVRPHOLJKWVKRZLQJWKDW3´
6DIHW\+HDOWKDQG3ULYDF\&RQFHUQV
3HUVRQDO6DIHW\DQG+HDOWK
0DQ\ RI WKH SDUWLFLSDQWV DOVR UDLVHG SHUVRQDO VDIHW\ DQG
KHDOWKUHODWHG FRQFHUQV 3DUWLFLSDQWV UDLVHG FRQFHUQV DERXW
WKH VDIHW\ DVSHFW RI ORQJWHUP XVH RI JD]HWUDFNLQJ
WHFKQRORJ\ ³,V LW JD]H WUDFNLQJ VDIH WR XVH IRU ORQJ
GXUDWLRQV"´3(DUOLHU ZRUNKDVLQYHVWLJDWHG KHDOWKLVVXHV
ZLWK GHVNWRSEDVHG H\H JD]H LQWHUDFWLRQ IRU GLVDEOHG XVHU
JURXSV>@ 0RVWFXUUHQWGD\ FRPPHUFLDO ZHDUDEOHJD]H
WUDFNHUV XVHDUWLILFLDO LQIUDUHGOLJKWLQJFORVH WRWKHH\HVIRU
WUDFNLQJWKHSXSLO/RQJWHUPH[SRVXUHRIWKHH\HWRVWURQJ
LQIUDUHG ,5 OLJKWLQJ PD\ KDYH KHDOWK LPSOLFDWLRQV >@
&RQVLGHULQJ WKDW SHRSOH FRXOG ZHDU VPDUWJODVVHV IRU ORQJ
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GXUDWLRQVHYHU\GD\DQGWKDWWKHLQIUDUHGVRXUFHLVFORVHUWR
WKHH\HVWKDQUHPRWHWUDFNHUVH[WHQVLYHUHVHDUFKVKRXOGJR
LQWRWKHVDIHW\DVSHFWRIWKHV\VWHP
3DUWLFLSDQWV IHOW WKDW XVLQJ H\HV WR FRQWURO VXFK JODVVHV
HVSHFLDOO\XVLQJIUHTXHQWJD]HJHVWXUHVPD\EHXQKHDOWK\RU
OHDG WRH\HIDWLJXH ³,FDQVHHH\HVWUDLQ KDSSHQLQJUHDOO\
HDVLO\WU\LQJWRPRYH\RXUH\HVWKDWPXFK´3&KLWW\>@
LQYHVWLJDWHGH\HIDWLJXHXVLQJDVVLVWLYHH\HJD]HLQWHUDFWLRQ
RQGHVNWRSFRPSXWHUV1RYLFHXVHUVPD\IHHOH\HIDWLJXHGXH
WR XQQDWXUDO H\H PRYHPHQW +RZHYHU PRVW H[SHULHQFHG
XVHUV GR QRW QRUPDOO\ UHSRUW DQ\ IDWLJXH LQ XVH RI JD]H
LQWHUDFWLRQLQGHVNWRSFRPSXWHUV
3ULYDF\
3DUWLFLSDQWV DOVR UDLVHG SULYDF\ FRQFHUQV RI XVLQJ JD]H
WUDFNLQJ VPDUWJODVVHV LQ HYHU\GD\ OLIH 7KH SULYDF\ LVVXHV
DVVRFLDWHGZLWKWKHYLGHRFDSDELOLW\RIVXFKGHYLFHVDQGLWV
FRYHUWXVHLQSXEOLFSODFHVZDVGLVFXVVHG+RZHYHUDQRWKHU
LPSRUWDQW FRQFHUQ UDLVHGZDV DERXW WKH HDVH RI FROOHFWLQJ
SHUVRQDOJD]HGDWDDQGWKHSRWHQWLDOPLVXVHRILW,QIRUPDWLRQ
DERXWZKDWDSHUVRQLVORRNLQJDWDQGIRUKRZORQJRUKRZ
FDUHIXOO\ FDQ SURYLGH D ZHDOWK RI VHQVLWLYH LQIRUPDWLRQ
DERXW WKHSHUVRQ¶V LQWHUHVWV DQGSUHIHUHQFHV³6RPHERG\ LV
SUREDEO\JRLQJ WRFROOHFWWKDWGDWDRI ZKDW\RXDUHORRNLQJ
DW DQG VWDUW UHFRJQL]LQJ FHUWDLQ SDWWHUQV ,W LV OLNH D YHU\
HIIHFWLYHGDWDFROOHFWLRQWRRO´3
7UXVW
3DUWLFLSDQWV LQ JHQHUDO GLG QRW IHHO JD]H WUDFNLQJ
VPDUWJODVVHV FDQ EH WUXVWHG WR UHSODFH PRUH PDWXUH
WHFKQRORJLHVOLNHPRELOHSKRQHV³,VWLOOGRQRWWKLQN,FDQ
WUXVWVXFKDGHYLFH3´³,ZRXOGSUREDEO\ORVHP\QHUYHV
LIWKHJODVVHVGLGQRWREH\PHDXWRPDWLFDOO\, ORRNWKHUHDQG
QRWKLQJKDSSHQV 7KHQ,DPQRWJRLQJWRXVHWKLVHYHUDJDLQ
3´ 8QOLNH IDPLOLDUGHYLFHV OLNHPRELOHSKRQHVXVHUV
H[SUHVVHGFRQFHUQDERXWSRWHQWLDOHDVHRILGHQWLI\LQJ ZKHQ
WKH GHYLFH LV QRWZRUNLQJ SURSHUO\ WURXEOHVKRRWLQJ LVVXHV
DQGUHFRYHULQJ IURPHUURUV³,WZRXOGEHYHU\IUXVWUDWLQJLILW
GLG QRW ZRUN , ZLOO QRW NQRZ LI LW LV P\ PLVWDNH RU WKH
V\VWHP¶VPLVWDNH 3´
,QWHUDFWLRQ3UHIHUHQFHV
0RVW RI WKH SDUWLFLSDQWV IHOW WKDW LQWHUDFWLQJ ZLWK GLVWDQW
REMHFWV RU UHWULHYLQJ LQIRUPDWLRQ DERXW REMHFWV LQ WKH
HQYLURQPHQW DV D NH\ DSSOLFDWLRQ IRU JD]H WUDFNLQJ
VPDUWJODVVHV³7KLVLVRQHDSSOLFDWLRQWKHJODVVHVZRXOGEH
UHDOO\JRRGIRU,IJODVVHVDUHRQ\RXUH\HVDQGLWVGLVSOD\
RYHUODLGRQ\RXUYLVLRQDQGWKHQ\RXFRXOGVHHWKDWWKHUHLV
DWDJWRDKRWHOWKHUHLVDWDJWRDPXVHXPDQGWKHUHLVDWDJ
WRDVXEZD\VWDWLRQ\RXFRXOG WKHQORRNDWWKHWDJV DQGJHW
PRUHLQIRUPDWLRQ´3
'ZHOOWLPHEDVHG,QWHUDFWLRQ
'ZHOOZDVFRQVLGHUHGWKHPRVWQDWXUDOPHWKRGIRUVHOHFWLQJ
DQLWHPXVLQJJD]H RQVPDUWJODVVHV3DUWLFLSDQWVIHOWWKDWLQ
VFHQDULRV RI GZHOOLQJ DW D UHDOZRUOG REMHFW RU JODVVHV
LPSOLFLWO\LGHQWLI\LQJXVHULQWHUHVWDVLQWKHWRXULVW VFHQDULR
WKHJODVVHVVKRXOGSURYLGHVRPHJHQWOHIHHGEDFNZKHQWKHUH
LVPRUHLQIRUPDWLRQDYDLODEOHDERXWWKHUHDOZRUOGREMHFWWKDW
LVJODQFHGDWDQG LWVKRXOGEHXQGHUWKHXVHU¶VUHTXHVWWKDW
PRUHLQIRUPDWLRQEHGLVSOD\HG ³*ODVVHVVKRXOGEHSROLWHLW
VKRXOGDVNLIWKHXVHUZDQWVWRNQRZPRUHLQIRUPDWLRQDERXW
WKHLWHP´3
*D]H*HVWXUHV
3DUWLFLSDQWVSUHIHUUHGGZHOOWLPHEDVHGLQWHUDFWLRQRYHUJD]H
JHVWXUHV IRU IUHTXHQW LQWHUDFWLRQV DV JHVWXUHV UHTXLUH
XQQDWXUDOH\HPRYHPHQWV 0DQ\RIWKHSDUWLFLSDQWVIHOWWKDW
JD]H JHVWXUHV DUH EHWWHU VXLWHG WR VKRUW DQG LQIUHTXHQW
LQWHUDFWLRQV DV WKH\ ZHUH FOHDU DQG OHVV OLNHO\ WR EH
PLVLQWHUSUHWHGE\WKHV\VWHPHJVLPSOHGLVWLQFWFRPPDQGV
OLNH µ<HV¶ µ1R¶ µ2N¶ VKRUWFXWV WR GLIIHUHQW DSSOLFDWLRQV
XQORFN WKH GHYLFH0RVW HDUOLHUZRUNV RQ JD]H JHVWXUH LQ
GHVNWRSFRPSXWLQJVFHQDULRVXVHWKHWHFKQLTXHIRUIUHTXHQW
LQWHUDFWLRQVOLNHVFUROOLQJWH[WHQWU\>@RUDVGLVFUHWHLQSXW
LQJDPHV>@2XUUHVXOWVVXJJHVWWKDWJD]HJHVWXUHVPD\EH
PRUHVXLWHGIRUFOHDUEXWLQIUHTXHQWLQWHUDFWLRQV
3DUWLFLSDQWVWKRXJKWWKDWLWLVLPSRUWDQWWROHWXVHUVGHILQHWKH
JHVWXUHV WKDW WKH\ ILQG FRPIRUWDEOH ³,I WKH XVHU KDV WKH
DELOLW\WRFXVWRPGHILQHWKHJHVWXUH$µ=¶JHVWXUH PLJKWQRW
EHHDV\IRUPH EXWPLJKWEHHDV\IRUVRPHRQHHOVH,I,FDQ
PDNHP\JHVWXUH WKDW ZLOOPDNHLWHDVLHU´3³,PLJKW
SUHIHU DQ µ1¶ JHVWXUH 3´ :KLOH HDUOLHU ZRUN KDV
LQYHVWLJDWHGWKHXVHIXOQHVVRIXVHUGHILQHGKDQGJHVWXUHVIRU
VPDUWJODVVHV >@ PRVW ZRUN RQ JD]H JHVWXUHV KDV XVHG
SUHGHILQHGJHVWXUHVIRULQWHUDFWLRQ2XUUHVXOWVVXJJHVWWKDW
DOORZLQJXVHUV WR FXVWRPL]H WKHJD]H JHVWXUHV WR VXLW WKHLU
SUHIHUHQFHVPD\EHDGYDQWDJHRXV
3DUWLFLSDQWV IHOW WKDW DQRWKHU GUDZEDFN RI JD]H JHVWXUHV LV
WKDWWKHXVHUPD\IRUJHWWKHJHVWXUHRUPD\QRWEHDZDUHRI
LW GXULQJ ILUVW WLPHXVH ,W FRXOGKHQFHEHEHQHILFLDO LI WKH
JODVVHVUHPLQGHGWKHXVHUVRIVRPHRIWKHSRVVLEOHJHVWXUHV
³,I ,GRQRWUHPHPEHUDOO WKHJHVWXUHV LWFRXOGUHPLQGPH
VRPH RI WKH JHVWXUHV´ 3 3DUWLFLSDQWV DOVR IHOW WKDW WKH
V\VWHPVKRXOGSURYLGHDGHTXDWHIHHGEDFNWRDLGSHUIRUPLQJ
WKHJHVWXUHVWKLVLVLQOLQHZLWKZRUNE\.DQJDVHWDO>@
2WKHU*HQHUDO5HVXOWV
2XUSDUWLFLSDQWVDOVRKLJKOLJKWHGPDQ\SRVLWLYHDVSHFWVDQG
FKDOOHQJHVRIXVLQJJD]H LQWHUDFWLRQ RQVPDUWJODVVHV8QOLNH
LQKDQGKHOGGHYLFHV WKDW FDQ EH HDVLO\ WRXFKHG WR LQWHUDFW
JD]H ZDVFRQVLGHUHGWREH D QDWXUDOPHWKRGIRULQWHUDFWLRQLQ
VPDUWJODVVHV 2XU SDUWLFLSDQWV IHOW WKH PDLQ DGYDQWDJH RI
JD]H LV WKDW LW LV KDQGVIUHH DQG WKH LQWHUDFWLRQV DUH PRUH
SULYDWHDQGXQREWUXVLYH³7KHPRVWLPSRUWDQWWKLQJLVWRIUHH
WKHKDQGV,IZHXVHRWKHUPHWKRGVWRLQWHUDFWLWGHIHDWVWKH
SXUSRVH´3
3DUWLFLSDQWVDOVRLGHQWLILHGIHZ LQWHUDFWLRQFKDOOHQJHV 0RVW
SDUWLFLSDQWV FRQVLGHUHG HQWHULQJ WH[W HJ WR UHVSRQG WR D
PHVVDJH RU VHDUFK IRU PXVLF E\ H\HV WR EH FRPSOH[
VWUHQXRXVDQGVORZ³(QWHULQJ WH[WXVLQJH\HVZLOOEHYHU\
GLIILFXOWDQGXQQHFHVVDULO\WLPHFRQVXPLQJ,ZRXOGQRWZDQW
WRXVHLW´3 7KLVLVLQOLQHZLWKSUHYLRXVZRUNRQGZHOO
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WLPH EDVHG WH[W HQWU\ E\ 0DMDUDQWD HW DO >@ $QRWKHU
FKDOOHQJH UHFRJQL]HG E\ WKH SDUWLFLSDQWV ZDV WKH QHHG IRU
FDOLEUDWLRQ 2XU SDUWLFLSDQWV KDG RQO\ NQRZOHGJH RI WKH
FRQYHQWLRQDO PHWKRGV IRU FDOLEUDWLQJ WKH WUDFNHUV XVLQJ
PXOWLSOH RQVFUHHQ RU UHDOZRUOG IL[DWLRQ SRLQWV IURP WKH
WHFKQRORJ\GHPRQVWUDWLRQV7KH\FRQVLGHUHGWKLVWHFKQLTXH
QRWVXLWDEOHIRUVPDUWJODVVHVDVLWLVVORZ DQGH[SHFWHGPRUH
IOH[LEOH FDOLEUDWLRQ SURFHGXUHV LQOLQHZLWK SUHYLRXVZRUN
RQDXWRPDWLFUHFDOLEUDWLRQRIWUDFNHUE\6XJDQRHWDO>@
,QJHQHUDOSDUWLFLSDQWVIHOWWKDWFRPELQLQJVPDUWJODVVHVZLWK
PRELOH SKRQHV FRXOG EH GHVLUDEOH 7KH JODVVHV ZHUH QRW
FRQVLGHUHG D GHYLFH WKDW WKH XVHUZRXOGZHDU DW DOO WLPHV
$OVR PRELOH SKRQHV ZHUH FRQVLGHUHG WR FRPSOHPHQW
VPDUWJODVVHVLQIXQFWLRQDOLWLHVLQZKLFKJODVVHVDUHODFNLQJ
HJ WH[W HQWU\ 3DUWLFLSDQWV DOVR REVHUYHG WKH QHHG IRU
GLIIHUHQW RXWSXW PRGDOLWLHV WR VXSSRUW WKH LQWHUDFWLRQ
HIIHFWLYHO\:KLOH PRELOH YRLFH ZDV WKH SUHIHUUHG RXWSXW
PRGDOLW\RYHUYLVXDOO\SUHVHQWLQJ LQIRUPDWLRQ LQOLQHZLWK
SUHYLRXV ZRUN E\ %DOGDXI HW DO >@ WKDW FRPELQHG JD]H
HYHQWVZLWKDXGLRRXWSXWLQPRELOHVFHQDULRV
',6&866,21
(QTXLULQJ XVHU H[SHFWDWLRQ WRZDUGV HYHU\GD\ JD]H
LQWHUDFWLRQ RQ VPDUWJODVVHV LV LPSRUWDQW FRQVLGHULQJ WKDW
JD]H WUDFNLQJ LV VRRQ H[SHFWHG WR EH D PDLQVWUHDP
WHFKQRORJ\DQGDOVR WKH VRFLDODFFHSWDELOLW\ LVVXHV WKDWDUH
NQRZQ WR EH DVVRFLDWHG ZLWK VPDUW JODVVHV HJ *RRJOH
*ODVV2XUVWXG\ZDVGHVLJQHGWREHH[SORUDWRU\LQQDWXUH
DQGSURYLGHVSUDFWLFDOXVHUH[SHFWDWLRQLQVLJKWVDQGGHVLJQ
JXLGHOLQHVWKDWFRXOGVHUYHDVWKHEDVLVIRUGHVLJQLQJIXWXUH
JD]H LQWHUDFWLRQ DSSOLFDWLRQV ,Q WKH IROORZLQJ VHFWLRQ ZH
GLVFXVVWKHGHVLJQLPSOLFDWLRQVRIRXUUHVXOWV
'HVLJQ,PSOLFDWLRQV
2XUUHVXOWVVXJJHVWWKDWFRQWH[WRIXVHKDVDVWURQJLQIOXHQFH
RQKRZSHRSOH IHHODERXWJD]HWHFKQRORJLHV:HDUHUVRIJD]H
WUDFNLQJJODVVHVPD\QRWEHDOZD\VFRPIRUWDEOHSHUIRUPLQJ
XQQDWXUDO H\H PRYHPHQWV LQ SXEOLF VFHQDULRV DQG VXFK
JHVWXUHV PD\ DOVR KDYH DQ LQIOXHQFH RQ WKH RQORRNHUV
'HVLJQHUV DQG DSSOLFDWLRQ GHYHORSHUV VKRXOG FRQVLGHU WKH
XVDJHFRQWH[WRIWKHV\VWHPDQGDWWHQWLRQVKRXOGEHJLYHQWR
VRFLDO QRUPV FRQFHUQLQJ H\HFRQWDFW DQG XQQDWXUDO H\H
PRYHPHQW (\H FRQWDFW LV FULWLFDO LQ IDFHWRIDFH
FRPPXQLFDWLRQ$SSOLFDWLRQVIRUVPDUWJODVVHVWREHXVHGLQ
VRFLDO HQYLURQPHQWV RU WR IDFLOLWDWH FROODERUDWLRQ EHWZHHQ
FROORFDWHG XVHUV VKRXOG KHQFH FRQVLGHU DSSURDFKHV WR
PLQLPL]H WKHXVHRIH\HV IRU LQWHUDFWLRQDQG IUHH WKHP IRU
WKHLUIDFHWRIDFHFRQYHUVDWLRQDOIXQFWLRQV
+XPDQ H\HV QDWXUDOO\ VXSSRUW YLVXDO H[SORUDWLRQ RI DQ
HQYLURQPHQW DQG SDUWLFLSDQWV IHOW WKDW H\HV DUH D SRZHUIXO
PRGDOLW\WRILQG DQGLQWHUDFWZLWK REMHFWVLQWKHHQYLURQPHQW
+RZHYHU GHVLJQHUV VKRXOG EH FDUHIXO ZKLOH GHYHORSLQJ
DSSOLFDWLRQVZKHUHH\HVDUHXVHGDVDPHGLXPWR³VHOHFWRU
SRLQWDW´RWKHUFROORFDWHGLQGLYLGXDOV&DUHIXOGHVLJQVKRXOG
EH HPSOR\HG WR XVH QDWXUDO JODQFLQJ DV WKH LQWHUDFWLRQ
PHFKDQLFV DQG UHGXFH VWDULQJ DW WKH LQGLYLGXDO RU WKHLU
YLFLQLW\ZKLOHSRLQWLQJDWWKHPRUUHDGLQJLQIRUPDWLRQDERXW
WKHPRQWKHGLVSOD\RIWKHJODVVHV
6SHFLDODWWHQWLRQVKRXOGEHWDNHQZKLOHXVLQJJD]HJHVWXUHV
IRU LQWHUDFWLRQ RQ VPDUWJODVVHV *D]H JHVWXUHV KDYH WKH
DGYDQWDJH WKDW WKH\DUHFOHDUDQGQRW LQYRNHGE\DFFLGHQW
+RZHYHURXU UHVXOWV VXJJHVW WKDWJHVWXUHVDUHPRUH VXLWHG
IRUVKRUWDQGLQIUHTXHQWLQWHUDFWLRQV :KLOHXVLQJJHVWXUHV
WKHV\VWHPVKRXOGVXSSRUWRSWLRQVWRUHPLQGWKHXVHUVRIWKH
SRVVLEOH JHVWXUHV DQG DOVR DOORZXVHUV WR GHILQH WKHLU RZQ
JHVWXUHVIRU IOH[LELOLW\DQGFRPIRUWRIXVH
3DUWLFLSDQWV UDLVHG FRQFHUQV UHJDUGLQJ H\HIDWLJXH ZKLOH
XVLQJ JD]H LQWHUDFWLRQ 'HVLJQHUV RI HYHU\GD\ JD]H
LQWHUDFWLRQDSSOLFDWLRQVVKRXOGVWULYHWRUHGXFHWKHXQQDWXUDO
H\H PRYHPHQWV RU GHVLJQ WR SURYLGH DGHTXDWH UHVW IRU
SHRSOH¶VH\HV7KHVHDSSURDFKHVDUHHVSHFLDOO\LPSRUWDQW IRU
HDUO\ VWDJH XVHUV DV H[SHULHQFHG XVHUV GR QRW UHSRUW H\H
IDWLJXH >@ (QVXULQJDSRVLWLYH XVHUH[SHULHQFH IRUQRYLFH
XVHUV LV FULWLFDO IRU WHFKQRORJ\ DGRSWLRQ *D]H LQWHUDFWLRQ
DSSOLFDWLRQFRXOGNHHSWUDFNRIWKHH[SHULHQFHRIWKHXVHUDQG
HPSOR\ LQWHUDFWLRQV WKDW UHTXLUH FRPSOH[ XQQDWXUDO H\H
PRYHPHQWVRQO\IRUPRUHH[SHULHQFHGXVHUV
)XUWKHU WHFKQRORJ\ PDQXIDFWXUHUV DQG GHVLJQHUV VKRXOG
FRQVLGHU WKH SHUFHLYHG VDIHW\ DQG SULYDF\ FRQFHUQV RI
SRWHQWLDOXVHUVRIWKHWHFKQRORJ\7KHVHFRQFHUQVFRXOGDOVR
EHGHDOWZLWKDWDGHVLJQOHYHO&RQVLGHUDWLRQVOLNHUHO\LQJRQ
YLVLEOH VSHFWUXP JD]HWUDFNLQJ ZKHQ SRVVLEOH DQG
DXWRPDWLFDOO\ WXUQLQJ RII WKH ,5 OLJKW VRXUFHZKHQ QR H\H
PRYHPHQWLVGHWHFWHGPD\JUHDWO\UHGXFHWKHDGYHUVHHIIHFWV
RI ORQJWHUP XVH RI JD]HWUDFNLQJ WHFKQRORJ\ DQG WKH
SHUFHLYHGVDIHW\LVVXHVZLWKWKHGHYLFH 6XFKDSSURDFKHVZLOO
DOVRKHOSUHGXFH WKHSRZHUFRQVXPSWLRQZKLFK LVDPDMRU
SUREOHP LQVXFKZHDUDEOHGHYLFHV
3DUWLFLSDQWVYRLFHGSULYDF\FRQFHUQV UHJDUGLQJVWRULQJDQG
VKDULQJ JD]H GDWD 7KH GHYLFH VKRXOG VXSSRUW RSWLRQV WR
GLVDEOH JD]H WUDFNLQJ LQ VSHFLILF HQYLURQPHQWV 3URYLGLQJ
RWKHUIOH[LEOHLQSXWPHWKRGVOLNHFRPELQLQJWKHVPDUWJODVVHV
ZLWKPRELOHGHYLFHVRUYRLFHEDVHG LQSXWZRXOGPHDQ WKDW
XVHUVFDQFRQWLQXHWRXVHWKHGHYLFHHYHQLQVFHQDULRVZKHUH
JD]H WUDFNLQJ LV GLVDEOHG'HVLJQHUV VKRXOG DOVR HPSOR\ D
WUDQVSDUHQWSULYDF\SROLF\$OORZLQJWKHXVHUVWRFRQWUROWKH
GDWDUHFRUGHGDQGWUDQVPLWWHGRQOLQHZLOOEHFULWLFDOWRUHGXFH
WKHSULYDF\FRQFHUQVRIWKHSRWHQWLDOXVHUV
2XUSDUWLFLSDQWVIHOWWKDWJD]HWUDFNLQJWHFKQRORJLHVFDQQRW
EH³WUXVWHG´WRUHSODFHRWKHUHVWDEOLVKHGGHYLFHV 3DUWLFLSDQWV
DOVR UDLVHG WKH QHHG IRU ZD\V WR HDVLO\ LGHQWLI\ DQG
WURXEOHVKRRWSUREOHPVZLWKWKHGHYLFH ,QRUGHUIRUHYHU\GD\
JD]H LQWHUDFWLRQ WHFKQRORJLHV WR EH ZLGHO\ DGRSWHG E\
FRQVXPHUV LW LV LPSRUWDQW WKDW WKH WHFKQRORJ\ LQVWLOOV D
IHHOLQJRIUHOLDELOLW\DQGFRQILGHQFHLQWKHPLQGVRIWKHXVHUV
6RPH GHVNWRSEDVHG JD]HWUDFNLQJ V\VWHPV HJ 7RELL
(\H;SURYLGH XVHUVDFRQWLQXRXVLQGLFDWLRQRIYLVLELOLW\RI
WKHH\HDQG WUDFNLQJ UREXVWQHVV7KLV FRQWLQXRXV IHHGEDFN
DOORZVXVHUVWRDVFHUWDLQZKHQWKHGHYLFHPD\QRWIXQFWLRQ
HJ EHFDXVH H\HV DUH QRW YLVLEOH DQG WDNH FRUUHFWLYH
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PHDVXUHV )RU ZHDUDEOH V\VWHPV G\QDPLF VLWXDWLRQV OLNH
OLJKWLQJYLEUDWLRQV LQWKHHQYLURQPHQW DQGPRYHPHQWRIWKH
GHYLFH PD\DIIHFWUREXVWQHVVDQGDFFXUDF\RIWUDFNLQJ2QH
VKRXOGQRWHWKDWWKHDFFXUDF\UHTXLUHGGHSHQGVRQWKHWDVN
HJ DFFXUDWH WUDFNLQJ LV UHTXLUHG WR SUHFLVHO\ SRLQW ZLWK
JD]H D GLVWDQW ODQGPDUN IURP D KLJK ULVH EXLOGLQJ EXW QRW
QHFHVVDULO\WRSRLQWDWDODUJHREMHFWQHDUWKHXVHU)HHGEDFN
RSWLRQVVKRXOGDOVREHHPSOR\HG LQZHDUDEOHJD]HWUDFNLQJ
V\VWHPVDOORZLQJXVHUVWRHDVLO\DVFHUWDLQWKHUREXVWQHVVRI
WUDFNLQJDQGWRDVVHVVLIWKHGHYLFHFDQEHHIILFLHQWO\XVHGLQ
WKH VSHFLILF FRQWH[W IRU WKH WDVN DW KDQG 7KHUH VKRXOG EH
KHQFH ZD\V RI QRW MXVW DXWRPDWLFDOO\ UHFDOLEUDWLQJ WKH
WUDFNHU HJ >@EXWDOVRNHHSLQJ WKHXVHUVFRQWLQXRXVO\
DZDUH RI WKH WUDFNLQJ VWDWXV DQG HQDEOLQJ WKHP WR WDNH
IOH[LEOH DQG LQWXLWLYH FRUUHFWLYH PHDVXUHV ZKHQ WUDFNLQJ
TXDOLW\LVQRWHQRXJKIRUWKHFXUUHQWWDVN
2XUUHVXOWVVXJJHVWWKDWSDUWLFLSDQWVPD\QRWZDQWWRXVHJD]H
LQWHUDFWLRQLQDOOXVHFRQWH[WV,WZRXOGKHQFHEH LPSRUWDQW
WR VXSSRUW FRPSOLPHQWDU\ LQSXW PRGDOLWLHV HJ PRELOH
GHYLFHYRLFH LQSXW HWF'LIIHUHQW RXWSXW PRGDOLWLHVVKRXOG
DOVR EH SURYLGHG WR HQDEOH IOH[LEOH XVH FDVHV HJ E\
DOORZLQJXVHUVWRGLVDEOHWKHGLVSOD\DQGXVHWKHGHYLFHZLWK
YRLFH RXWSXWZKLOH RXWGRRUV VXSSRUWLQJ KDSWLFV WR FRQYH\
VXEWOHLQIRUPDWLRQZLWKRXWGLVWUDFWLQJWKHXVHUHWF
/LPLWDWLRQV DQG)XWXUH:RUN
2XUVWXG\KDVDIHZOLPLWDWLRQV)LUVWRXUSDUWLFLSDQWVZHUH
HGXFDWHGDQGWHFKQLFDOO\RULHQWHG:KLOHZHWULHGWRKDYHD
KHWHURJHQHRXV PL[ RI SDUWLFLSDQWV LQ WHUPV RI JHQGHU DQG
VWXG\ EDFNJURXQG LW VKRXOG EH QRWHG WKDW RXU SDUWLFLSDQWV
ZHUHSUHGRPLQDQWO\IURP(XURSH,WLVOLNHO\WKDWFXOWXUHKDV
DQ HIIHFW RQ SHRSOH¶V DWWLWXGHV DQG SUHIHUHQFH WRZDUGV
WHFKQRORJ\&XOWXUHLVDOVRNQRZQWRKDYHDQHIIHFWRQWKH
VRFLDO JD]H EHKDYLRU >@ )XUWKHU UHVHDUFK LV UHTXLUHG WR
XQGHUVWDQGWKHHIIHFWRISDUWLFLSDQWVHOHFWLRQRQRXUUHVXOWV
6HFRQGRXUSDUWLFLSDQWVZHUHXQIDPLOLDUZLWKJD]HWUDFNLQJ
WHFKQRORJ\DQGVPDUWJODVVHV7KHWHFKQRORJ\GHPRQVWUDWLRQ
EHIRUH WKH VWDUW RI WKH GLVFXVVLRQ KHOSHG WKHP JHW D IDLU
XQGHUVWDQGLQJRIWKHWHFKQRORJ\ +RZHYHULWPD\KDYHDOVR
LQIOXHQFHGWKHSDUWLFLSDQWV¶SHUFHSWLRQDQGRSLQLRQDERXWWKH
WHFKQRORJ\
7KLUGZHKDG WR IRFXVRQRQH VSHFLILF IRUPIDFWRU IRU WKH
VPDUWJODVVHV LH VPDUWJODVVHV ZLWK ELQRFXODU VHHWKURXJK
GLVSOD\VWRUHGXFHWKHVFRSHRIWKHVWXG\DQGQRWFRQIXVHWKH
SDUWLFLSDQWVZLWKGLIIHUHQWRSWLRQV:HWKLQNKRZHYHUWKDW
PDQ\RIWKHUHVXOWVFRXOGDOVREHH[WHQGHG WRRWKHUHYHU\GD\
JD]H LQWHUDFWLRQ WHFKQRORJLHV HJ RQ D PRELOH SKRQH
)XWXUHZRUNFRXOGLQYHVWLJDWHLIWKDWLVUHDOO\WKHFDVH
)RXUWKRXUVWXG\IRFXVHG RQXQGHUVWDQGLQJXVHUH[SHFWDWLRQ
RI JD]HEDVHG LQWHUDFWLRQ RQ VPDUWJODVVHV 2QH FRXOG
LPDJLQHWKDWDFRPELQDWLRQRIPRGDOLWLHVJD]HWRXFKYRLFH
ERG\JHVWXUHVHWFFRXOGEHEHQHILFLDO LQPDQ\VFHQDULRV WR
LQWHUDFWZLWKVPDUWJODVVHV7KHIRFXVRIWKHZRUNZDVQRWWR
FRPSDUHWKHXVHUSUHIHUHQFHVRIXVLQJJD]HLQWHUDFWLRQZLWK
RWKHUSODXVLEOHFRPELQDWLRQV)XWXUHZRUNVKRXOGORRNLQWR
KRZ XVHUV ZRXOG SUHIHU WR FRPELQH WKHVH PRGDOLWLHV WR
LQWHUDFWZLWK VPDUWJODVVHV $OVRZKLOHZH WULHG WRFRYHUD
ZLGHUDQJHRIJD]HLQWHUDFWLRQWHFKQLTXHV RXUVWXG\GLGQRW
IRFXVRQVPRRWKSXUVXLWEDVHGLQWHUDFWLRQDFDOLEUDWLRQIUHH
JD]HLQWHUDFWLRQWHFKQLTXHWKDWKDVEHHQJDLQLQJSRSXODULW\
UHFHQWO\ )XWXUHZRUN VKRXOG LQYHVWLJDWH XVHU H[SHFWDWLRQV
DQG SUHIHUHQFHV RI XVLQJ VPRRWK SXUVXLWV IRU HYHU\GD\
LQWHUDFWLRQV
,QTXLULQJDERXWQHHGVDQGH[SHFWDWLRQVRIXVHUVRIDIXWXUH
WHFKQRORJ\ LV FKDOOHQJLQJ HVSHFLDOO\ ZLWKRXW WDQJLEOH
SURWRW\SHVWRWHVWWKHLQWHUDFWLRQV7KHLQWHQWLRQRIWKLVVWXG\
ZDVWRLQIRUPWKHGHVLJQRIIXWXUHJD]HEDVHGWHFKQRORJLHV
DQG LQFUHDVHDZDUHQHVVRIVRPHRI WKHVRFLDODQGSHUVRQDO
LVVXHV WKDW QHHGV WREH WDNHQ LQWR DFFRXQWZKLOHGHVLJQLQJ
VXFK V\VWHPV 7KH JRDO RI WKLV VWXG\ LV QRW WR UHSODFH DQ
DFWXDO ILHOG REVHUYDWLRQ RI SHRSOH XVLQJ JD]HWUDFNLQJ
FDSDEOH VPDUWJODVVHV ZKHQ XELTXLWRXV JD]H LQWHUDFWLRQ
EHFRPHV WHFKQLFDOO\ IHDVLEOH 5DWKHU WKLV UHVHDUFK
FRQWULEXWHV DV D VLJQLILFDQW VWHS WRZDUGV JDLQLQJ
XQGHUVWDQGLQJRIXVHUV¶H[SHFWDWLRQVWRZDUGVHYHU\GD\JD]H
LQWHUDFWLRQ
&21&/86,21
2XU VWXG\ ZDV GHVLJQHG WR EH EURDG DQG H[SORUDWRU\ LQ
QDWXUH,WSUHVHQWVPDQ\QHZLQVLJKWVUHJDUGLQJH[SHFWDWLRQ
RI SRWHQWLDO XVHUV HJ VRFLDO DVSHFWV RI JD]H LQWHUDFWLRQ
QHHGIRUIOH[LEOHDQGFRPSOHPHQWDU\VXSSRUWLQJPRGDOLWLHV
FRQFHUQV RI WKH SRWHQWLDO XVHU JURXS DQG H[SHFWDWLRQV
UHJDUGLQJJD]HJHVWXUHV,QIXWXUHZHSODQWRFRQWLQXHWKLV
OLQHRI UHVHDUFKDQGGHYHORSDSSOLFDWLRQVIRUJD]HWUDFNLQJ
FDSDEOH VPDUWJODVVHV XVLQJ RWKHU XVHUFHQWULF PHWKRGV
IRFXVLQJRQWKHYDULRXVVRFLDODQGSHUVRQDOLVVXHVWKDWZDV
UHYHDOHGLQWKLVVWXG\
$&.12:/('*(0(176
:HWKDQN1RNLD7HFKQRORJLHVIRUWKHLUVXSSRUW GXULQJWKLV
ZRUN7KHZRUNZDVSDUWO\IXQGHGE\$FDGHP\RI)LQODQG
SURMHFWV +DSWLF *D]H ,QWHUDFWLRQ GHFLVLRQV  DQG

5()(5(1&(6
 $NNLO ' ,VRNRVNL 3 .DQJDV - 5DQWDOD - DQG
5DLVDPR5 7UD4X0H D WRRO IRUPHDVXULQJ WKH JD]H
WUDFNLQJTXDOLW\,Q3URF(75$
$&03UHVV

 $NNLO'.DQJDV-5DQWDOD-,VRNRVNL36SDNRY
2 DQG 5DLVDPR 5 *ODQFH $ZDUHQHVV DQG *D]H
,QWHUDFWLRQLQ6PDUWZDWFKHV,Q3URF&+,($
$&0
3UHVV
 %DOGDXI0)U|KOLFK3DQG+XWWHU6 .,%,7=(5D
ZHDUDEOH V\VWHP IRU H\HJD]HEDVHG PRELOH XUEDQ
H[SORUDWLRQ,Q3URFRI$+
$&03UHVVS
 %LHGHUW 5 %XVFKHU * 6FKZDU] 6 +HHV - DQG
'HQJHO$ 7H[W ,Q3URFRI&+,($
$&03UHVV

143
 %XOOLQJ$DQG*HOOHUVHQ+7RZDUGPRELOHH\HEDVHG
KXPDQFRPSXWHU LQWHUDFWLRQ 3HUYDVLYH &RPSXWLQJ
,(((
 &KLWW\18VHU)DWLJXHDQG(\H&RQWUROOHG7HFKQRORJ\
2&$'8QLYHUVLW\ 
 'UHZHV + 'H /XFD $ DQG 6FKPLGW $ (\HJD]H
LQWHUDFWLRQ IRU PRELOH SKRQHV ,Q 3URF 0RELOLW\¶
$&03UHVV
 '\EGDO0/$JXVWLQ-6DQG+DQVHQ-3*D]HLQSXW
IRUPRELOHGHYLFHVE\GZHOO DQGJHVWXUHV ,Q3URF RI
(75$
$&03UHVV
 (VWHYHV$9HOORVR( %XOOLQJ$DQG*HOOHUVHQ+
2UELWV *D]H ,QWHUDFWLRQ IRU 6PDUW :DWFKHV XVLQJ
6PRRWK3XUVXLW(\H0RYHPHQWV ,Q3URF RI 8,67

$&03UHVV
 +DVVHQ]DKO0 DQG 7UDFWLQVN\ 1 8VHU H[SHULHQFHD
UHVHDUFK DJHQGD%HKDYLRXU	 LQIRUPDWLRQ WHFKQRORJ\

 +ROW]EODWW . :HQGHOO -% DQG :RRG 6 5DSLG
FRQWH[WXDOGHVLJQDKRZWRJXLGHWRNH\WHFKQLTXHVIRU
XVHUFHQWHUHGGHVLJQ8ELTXLW\ 
 ,VRNRVNL37H[WLQSXWPHWKRGVIRUH\HWUDFNHUVXVLQJ
RIIVFUHHQ WDUJHWV ,Q 3URF RI (75$
 $&0 3UHVV

 ,VWDQFH + +\UVN\NDUL $ ,PPRQHQ /
0DQVLNNDPDD 6 DQG 9LFNHUV 6 'HVLJQLQJ JD]H
JHVWXUHVIRUJDPLQJDQLQYHVWLJDWLRQRISHUIRUPDQFH,Q
3URF(75$
$&03UHVV
 -lUYHQSll7 DQG $DOWRQHQ 9 &RPSDFW QHDUWRH\H
GLVSOD\ ZLWK LQWHJUDWHG JD]H WUDFNHU ,Q 3URF 63,(
3KRWRQLFV(XURSH 
 -lUYHQSll7 DQGb\UlV 3 +LJKO\ LQWHJUDWHG QHDUWR
H\HGLVSOD\DQGJD]HWUDFNHU,Q3URF63,(3KRWRQLFV
(XURSH 
 .DQJDV - $NNLO ' 5DQWDOD - ,VRNRVNL 3
0DMDUDQWD3DQG5DLVDPR5*D]HJHVWXUHVDQGKDSWLF
IHHGEDFNLQPRELOHGHYLFHV,Q3URF RI &+,
$&0
3UHVV
 /D)UDQFH0DQG0D\R&&XOWXUDODVSHFWVRI
QRQYHUEDO FRPPXQLFDWLRQ ,QWHUQDWLRQDO -RXUQDO RI
,QWHUFXOWXUDO5HODWLRQV
 /HH-<3DUN+0/HH6+6KLQ6+.LP7(
DQG &KRL -6 'HVLJQ DQG LPSOHPHQWDWLRQ RI DQ
DXJPHQWHG UHDOLW\ V\VWHP XVLQJ JD]H LQWHUDFWLRQ
0XOWLPHGLD7RROVDQG $SSOLFDWLRQV 
 /XFHUR$/\RQV.9HWHN$-lUYHQSll7:KLWH
6 DQG6DOPLPDD0([SORULQJ WKH LQWHUDFWLRQGHVLJQ
VSDFH IRU LQWHUDFWLYH JODVVHV ,Q 3URF RI &+, ($

$&03UHVV
 /XFHUR $ DQG9HWHN $ 1RWLI(\H XVLQJ LQWHUDFWLYH
JODVVHV WR GHDO ZLWK QRWLILFDWLRQV ZKLOH ZDONLQJ LQ
SXEOLF,Q3URFRI$&(
$&03UHVV
 0DMDUDQWD 3 DQG 5lLKl .- 7ZHQW\ \HDUV RI H\H
W\SLQJV\VWHPVDQGGHVLJQLVVXHV,Q3URFRI(75$

$&03UHVV
 0F&DUWK\-DQG:ULJKW37HFKQRORJ\DVH[SHULHQFH
,QWHUDFWLRQV 
 0LFKDOFR - 6LPRQVHQ -* DQG +RUQE N . $Q
([SORUDWLRQRI WKH5HODWLRQ%HWZHHQ([SHFWDWLRQVDQG
8VHU ([SHULHQFH ,QWHUQDWLRQDO -RXUQDO RI +XPDQ
&RPSXWHU,QWHUDFWLRQ 
 0XOYH\) 9LOODQXHYD$ 6OLQH\' /DQJH 5 DQG
'RQHJDQ 0 6DIHW\ LVVXHV DQG LQIUDUHG OLJKW *D]H
,QWHUDFWLRQDQG$SSOLFDWLRQVRI(\H7UDFNLQJ$GYDQFHV
LQ$VVLVWLYH7HFKQRORJLHV  
 2OVVRQ 7 /DJHUVWDP ( .lUNNlLQHQ 7 DQG
9llQlQHQ9DLQLR0DWWLOD.([SHFWHGXVHUH[SHULHQFH
RIPRELOHDXJPHQWHGUHDOLW\VHUYLFHVDXVHUVWXG\LQWKH
FRQWH[W RI VKRSSLQJ FHQWUHV 3HUVRQDO DQG XELTXLWRXV
FRPSXWLQJ  
 3LHUFH-63DXVFK56WXUJLOO&%DQG&KULVWLDQVHQ
.' 'HVLJQLQJ D VXFFHVVIXO +0'EDVHG H[SHULHQFH
3UHVHQFH 
 3LXPVRPERRQ 7 &ODUN $ %LOOLQJKXUVW 0 DQG
&RFNEXUQ $ 8VHUGHILQHG JHVWXUHV IRU DXJPHQWHG
UHDOLW\ ,Q3URF ,17(5$&7
6SULQJHU  

 4YDUIRUGW 3 DQG =KDL 6 &RQYHUVLQJ ZLWK WKH XVHU
EDVHGRQH\HJD]HSDWWHUQV ,Q3URFRI&+,
$&0
3UHVV
 6HONHU 7 /RFNHUG $ DQG 0DUWLQH] - (\H5 D
JODVVHVPRXQWHG H\H PRWLRQ GHWHFWLRQ LQWHUIDFH ,Q
3URFRI&+,($
$&03UHVV
 6WHOOPDFK 6 DQG 'DFKVHOW 5 /RRN 	 WRXFK JD]H
VXSSRUWHGWDUJHWDFTXLVLWLRQ,Q 3URFRI&+,
$&0
SUHVV
 6XJDQR < DQG %XOOLQJ $ 6HOI&DOLEUDWLQJ +HDG
0RXQWHG (\H 7UDFNHUV 8VLQJ (JRFHQWULF 9LVXDO
6DOLHQF\,Q3URFRI8,67
 
 8WVXPL<.DWR<.XQ]H.,ZDPXUD0DQG.LVH
.:KRDUH\RX"$ZHDUDEOHIDFHUHFRJQLWLRQV\VWHP
WR VXSSRUW KXPDQ PHPRU\ ,Q 3URF RI $+
 $&0
3UHVV
 9LGDO 0 %XOOLQJ $ DQG *HOOHUVHQ + 3XUVXLWV
VSRQWDQHRXVLQWHUDFWLRQZLWKGLVSOD\VEDVHGRQVPRRWK
SXUVXLWH\HPRYHPHQWDQGPRYLQJWDUJHWV,Q3URFRI
8ELFRPS
$&03UHVV
144
 Paper 3 
 
Deepak Akkil and Poika Isokoski. 2016. Gaze Augmentation in Egocentric 
Video Improves Awareness of Intention. In Proceedings of the 2016 CHI 
Conference on Human Factors in Computing Systems (CHI '16). ACM, New 
York, NY, USA, 1573-1584. DOI: 10.1145/2858036.2858127 
 
© ACM 2016, Reprinted with permission. 
  
145
 146
*D]H$XJPHQWDWLRQLQ(JRFHQWULF9LGHR,PSURYHV
$ZDUHQHVVRI,QWHQWLRQ
'HHSDN$NNLO
7DPSHUH8QLWIRU&RPSXWHU+XPDQ
,QWHUDFWLRQ
8QLYHUVLW\RI7DPSHUH)LQODQG
GHHSDNDNNLO#XWDIL
3RLND,VRNRVNL
7DPSHUH8QLWIRU&RPSXWHU+XPDQ
,QWHUDFWLRQ
8QLYHUVLW\RI7DPSHUH)LQODQG
SRLNDLVRNRVNL#XWDIL
$%675$&7
9LGHR FRPPXQLFDWLRQ XVLQJ KHDGPRXQWHG FDPHUDV FRXOG
EH XVHIXO WR PHGLDWH VKDUHG DFWLYLWLHV DQG VXSSRUW
FROODERUDWLRQ *URZLQJ SRSXODULW\ RI ZHDUDEOH JD]H
WUDFNHUVSUHVHQWVDQRSSRUWXQLW\WRDGGJD]HLQIRUPDWLRQRQ
WKH HJRFHQWULF YLGHR :H K\SRWKHVL]HG WKUHH SRWHQWLDO
EHQHILWV RI JD]HDXJPHQWHG HJRFHQWULF YLGHR WR VXSSRUW
FROODERUDWLYH VFHQDULRV VXSSRUWGHLFWLF UHIHUHQFLQJ HQDEOH
JURXQGLQJ LQ FRPPXQLFDWLRQ DQG HQDEOH EHWWHU DZDUHQHVV
RIWKHFROODERUDWRU¶VLQWHQWLRQV3UHYLRXVUHVHDUFKRQXVLQJ
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GHPRQVWUDWHV WKDW JD]H DXJPHQWDWLRQ FDQ EH XVHIXO DQG
HQFRXUDJHV IXUWKHU VWXG\ LQ UHDOZRUOG FROODERUDWLYH
VFHQDULRV
$XWKRU.H\ZRUGV
9LGHREDVHG FROODERUDWLRQ *D]H WUDFNLQJ :HDUDEOH
FRPSXWLQJ,QWHQWLRQSUHGLFWLRQ
$&0&ODVVLILFDWLRQ.H\ZRUGV
+P,QIRUPDWLRQLQWHUIDFHVDQGSUHVHQWDWLRQHJ+&,
0LVFHOODQHRXV
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5HFHQWWHFKQRORJLFDODGYDQFHPHQWVLQPRELOHKDUGZDUHDQG
QHWZRUN FRQQHFWLYLW\ HQDEOH HDV\ DQG VHDPOHVV YLGHR
FRPPXQLFDWLRQ DOPRVW DQ\ZKHUH0RELOLW\ RIIHUHG E\ WKH
SUHVHQW GD\ YLGHR FRPPXQLFDWLRQ V\VWHPV OLNH PRELOH
SKRQHV DQG WDEOHWV HQDEOHV QHZ IRUPV RI FRPPXQLFDWLRQ
DQG FROODERUDWLRQ EHWZHHQ UHPRWH SDUWLFLSDQWV 7KHUH LV D
WUHQG WR PRYH EH\RQG FRQYHUVDWLRQRQO\ YLGHR
FRPPXQLFDWLRQ WRZDUGV UHSXUSRVLQJ YLGHR WR VKDUH
DFWLYLWLHVDQGH[SHULHQFHV>@
3HRSOHXVHYLGHRFRPPXQLFDWLRQV\VWHPVWRVKRZWKLQJVWR
WDONDERXWLQWKHHQYLURQPHQWHJDQLQWHUHVWLQJSHUVRQD
QHZGHYLFHRUWRXURIDIODW>@ WRFRRUGLQDWHDMRLQW
DFWLYLW\HJGLVFXVVZKDW WREX\ZKLOH LQDVWRUH>@RU
WR FROODERUDWH WR DFKLHYH D VSHFLILF JRDO HJ WR KHOS LQ
UHSDLULQJ D FRPSOH[PDFKLQH >@6XFKXVHVRIYLGHR
FRPPXQLFDWLRQ LQWURGXFH D QHZ VHW RI FKDOOHQJHV WR
HIILFLHQWO\ VXSSRUW YLGHR DV D FROODERUDWLYH DFWLYLW\ VSDFH
>@
)XUWKHU WKHUH KDV EHHQ JURZLQJ LQWHUHVW LQ ZHDUDEOH
FDPHUDV HJ WKH *R 3UR FDPHUDV DQG KHDGPRXQWHG
GLVSOD\ GHYLFHV HJ WKH *RRJOH JODVV WKDW FDQ FDSWXUH
HJRFHQWULF ILUVWSHUVRQ YLHZ YLGHRV 9LGHR
FRPPXQLFDWLRQ WKURXJK VXFK GHYLFHV FDQ EH XVHIXO WR
PHGLDWHVKDUHGDFWLYLWLHVDQGVXSSRUWSK\VLFDOFROODERUDWLRQ
ZKLFKUHTXLUHVXVLQJKDQGV>@
3K\VLFDO FRSUHVHQFH GXULQJ FROODERUDWLRQ SURYLGHV PDQ\
GLIIHUHQW VRXUFHV RI LQIRUPDWLRQ HJ H\H JD]H IDFLDO
H[SUHVVLRQ DQG ERG\ RULHQWDWLRQ WR KHOS HVWDEOLVK MRLQW
IRFXV RI DWWHQWLRQ EHWZHHQ FROODERUDWRUV PRQLWRU
FRPSUHKHQVLRQ DQG SURDFWLYHO\ KHOS DQG UHSDLU WKH
FRQYHUVDWLRQ >@ 3UHYLRXV UHVHDUFK RQ YLGHREDVHG
FROODERUDWLRQ KDV VKRZQ WKH QHHG WR SURYLGH FXHV LQ
DGGLWLRQ WRVKDUHGYLVXDO LQIRUPDWLRQ WR LQGLFDWH WKHXVHU¶V
IRFXV RI DWWHQWLRQ VR DV WR LPSURYH WKH DZDUHQHVV RI WKH
UHPRWH SDUWQHU >@ *D]H WUDFNLQJ FRXOG EH XVHG LQ
HJRFHQWULF YLGHREDVHG FROODERUDWLRQ WR SURYLGH DFFXUDWH
DZDUHQHVVRIWKHFROODERUDWLRQSDUWQHU¶VYLVXDODWWHQWLRQ
*D]HWUDFNLQJ WHFKQRORJ\ KDV EHHQ PDWXULQJ IURP D
GHVNWRSEDVHGDVVLVWLYHWHFKQRORJ\WRHDV\WRXVHZHDUDEOH
VROXWLRQVHJ)29(DFRPPHUFLDOYLUWXDOUHDOLW\KHDGVHW
ZLWKJD]HWUDFNLQJ>@8VLQJJD]HWUDFNLQJFDSDEOHKHDG
PRXQWHG GHYLFHV LQ D YLGHRPHGLDWHG FROODERUDWLYH WDVN
FRXOG HQDEOH WKH FROODERUDWRU WR VHH WKH HJRFHQWULF YLGHR
VXSHULPSRVHG ZLWK LQIRUPDWLRQ RI WKH JD]H 6XFK JD]H
3HUPLVVLRQWRPDNHGLJLWDORUKDUGFRSLHVRIDOORUSDUWRIWKLVZRUNIRUSHUVRQDO
RUFODVVURRPXVHLVJUDQWHGZLWKRXWIHHSURYLGHGWKDWFRSLHVDUHQRWPDGHRU
GLVWULEXWHGIRUSURILWRUFRPPHUFLDODGYDQWDJHDQGWKDWFRSLHVEHDUWKLVQRWLFH
DQGWKHIXOOFLWDWLRQRQWKHILUVWSDJH&RS\ULJKWVIRUFRPSRQHQWVRIWKLVZRUN
RZQHGE\RWKHUVWKDQWKHDXWKRUVPXVWEHKRQRUHG$EVWUDFWLQJZLWKFUHGLWLV
SHUPLWWHG7RFRS\RWKHUZLVHRUUHSXEOLVKWRSRVWRQVHUYHUVRUWRUHGLVWULEXWHWR
OLVWVUHTXLUHVSULRUVSHFLILFSHUPLVVLRQDQGRUDIHH5HTXHVWSHUPLVVLRQV
IURP3HUPLVVLRQV#DFPRUJ
&+,
0D\6DQ-RVH&$86$
&RS\ULJKWLVKHOGE\WKHRZQHUDXWKRUV3XEOLFDWLRQULJKWVOLFHQVHGWR$&0
$&0«
'2,KWWSG[GRLRUJ
95IRU&ROODERUDWLRQ FKLJRRG&+,6DQ-RVH&$86$
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DXJPHQWHG YLGHR FRXOG SRWHQWLDOO\ EH EHQHILFLDO LQ WKH
FROODERUDWLRQ)RUH[DPSOH
+HOS GHLFWLF UHIHUHQFLQJ E\ XVLQJ JD]H DV D
SRLQWLQJPHFKDQLVP
,PSURYH VLWXDWLRQDO DZDUHQHVV DQG KHOS HQDEOH
JURXQGLQJLQFRPPXQLFDWLRQHJ³KHXQGHUVWRRG
EHFDXVHKHLVQRZORRNLQJDWLW´
(QDEOH FROODERUDWRUV WR LQIHU HDFK RWKHU¶V
LQWHQWLRQ EDVHG RQ WKH FRQWH[W DQG JD]H
EHKDYLRXU
3UHYLRXV ZRUN KDV LQYHVWLJDWHG WKH XVH RI JD]H
DXJPHQWDWLRQ LQ HJRFHQWULF YLGHRV IRU FROODERUDWLYH WDVNV
>@ +RZHYHU WKH VWXG\ GLG QRW VKRZ PHDVXUDEOH
EHQHILWV RI DXJPHQWLQJ JD]H LQIRUPDWLRQ WR WKH YLGHR
SRVVLEO\EHFDXVHWKHFROODERUDWLRQDVDZKROHLVDFRPSOH[
V\VWHPZKHUHWKHHIIHFWVRIJD]HPD\KDYHEHHQPDVNHGE\
RWKHU IDFWRUV +RZHYHU WKH DEVHQFH RI FOHDU EHQHILWV DOVR
FDVWVGRXEWWRWKHZKROHQRWLRQWKDWJD]HLQIRUPDWLRQZRXOG
EH XVHIXO 7R YHULI\ WKDW EHQHILWV GR H[LVW ZH GH
FRQVWUXFWHG D FROODERUDWLYH QDYLJDWLRQ VFHQDULR HJ D
VFHQDULR ZKHUH D UHPRWH SDUWQHU JXLGHV D FDU GULYHU WR D
VSHFLILFORFDWLRQWRILQGVXEWDVNVZKHUHWKHHIIHFWRIJD]H
LQIRUPDWLRQPLJKW EH EHQHILFLDO ,Q WKLV SURFHVVZH IRXQG
WKDW WKH DZDUHQHVV RI WKH LQWHQWLRQ RI WKH UHPRWH
FROODERUDWRUPD\VKRZLQWKHDELOLW\WRSUHGLFWWXUQVDWURDG
LQWHUVHFWLRQV
7KXV WRYDOLGDWH WKHK\SRWKHVLVRI LPSURYHGDZDUHQHVVRI
LQWHQWLRQZLWKJD]H LQIRUPDWLRQZHFRQGXFWHGD ODEVWXG\
ZKHUHWKHSDUWLFLSDQWVYLHZHGDJD]HDXJPHQWHGHJRFHQWULF
YLGHRRIDQRWKHUSHUVRQLQDVLPXODWHGFDUGULYLQJWDVN7KH
WDVN RI WKH YLHZHU ZDV WR JXHVV WKH GLUHFWLRQ WKH GULYHU
ZRXOGFRQWLQXHRQWRDWIRXUZD\LQWHUVHFWLRQV7KLVSDSHU
SUHVHQWV WKH UHVXOWV RI WKH VWXG\ DQG GLVFXVVHV WKH NH\
ILQGLQJV 7KH QH[W VHFWLRQ LQWURGXFHV WKH FRQFHSW RI JD]H
DXJPHQWDWLRQ LQ HJRFHQWULF YLGHRV DQG VXPPDUL]HV WKH
SRWHQWLDO EHQHILWV RI WKH WHFKQRORJ\ IRU SK\VLFDO
FROODERUDWLRQ
*$=($8*0(17('(*2&(175,&9,'(2
7KHUHDUHGLIIHUHQWZD\VRIYLVXDOL]LQJJD]HLQIRUPDWLRQLQ
WKH YLGHR UHFRUGHG IURP D KHDGPRXQWHG FDPHUD 7KH
VLPSOHVW ZD\ LV WR VKRZ WKH SRLQW RI JD]H DV DQ DEVWUDFW
YLVXDO HOHPHQW OLNH D VPDOO GRW 6HH )LJXUH  RU ULQJ LQ
HDFK IUDPH RI WKH YLGHR  ,Q WKH IROORZLQJ VHFWLRQ ZH
EULHIO\GLVFXVVWKHSRWHQWLDODGYDQWDJHVRIJD]HDXJPHQWHG
YLGHRLQSK\VLFDOFROODERUDWLRQ
*D]HLQIRUPDWLRQIRUGHLFWLFUHIHUHQFLQJ
&RPPXQLFDWLQJGHL[LVLVDQLPSRUWDQWSDUWRIFROODERUDWLRQ
>@ ,Q SUHVHQW GD\ ZHDUDEOH YLGHR FRPPXQLFDWLRQ
V\VWHPV WKHUH DUH WZR ZD\V RI UHIHUHQFLQJ VSDWLDO
LQIRUPDWLRQ XVLQJ OHQJWK\ YHUEDO GHVFULSWLRQV RU XVLQJ
KDQGV RU RWKHU SK\VLFDO SRLQWHUV YLVLEOH LQ WKH FDPHUD
IUDPH8VLQJVSHHFKFDQEHDPELJXRXVDQGWLPHFRQVXPLQJ
>@+DQGSRLQWLQJFDQEHFXPEHUVRPHDQGLWLVQRWDOZD\V
DFFXUDWH GXH WR SDUDOOD[ ,W LV DOVR QRW VXLWDEOH IRU WDVNV
UHTXLULQJ ERWK KDQGV (\H JD]H QDWXUDOO\ FDUULHV GHLFWLF
LQIRUPDWLRQ SHRSOHJHQHUDOO\ ORRN DW REMHFWV WKDW WKH\ DUH
WDONLQJ DERXW HYHQ ZKHQ QRW H[SOLFLWO\ SRLQWLQJ DW WKHP
>@ ,I JD]H LQIRUPDWLRQ LV DYDLODEOH LQ WKH YLGHR D
FROODERUDWRUFRXOGVLPSO\ ORRNDWDQREMHFWDQGVD\ WKLV WR
UHIHU WR WKH REMHFW LQVWHDG RI ORQJHU YHUEDO GHVFULSWLRQ RU
KDQGSRLQWLQJ
$WWHQWLRQFXHVLWXDWLRQDODZDUHQHVVDQGJURXQGLQJ
+XPDQJD]HLVFORVHO\UHODWHGWRYLVXDODWWHQWLRQ7KHUHIRUH
JD]H LQIRUPDWLRQ LQ YLGHR FDQ OHDG WR D PRUH SUHFLVH
DZDUHQHVV RI WKH RWKHU SHUVRQ¶V DWWHQWLRQ DQG SRWHQWLDOO\
HDVH WKH HIIRUW IRU FRRUGLQDWLRQ RI MRLQW DWWHQWLRQ
)XUWKHUPRUH JD]H DXJPHQWDWLRQ DIIRUGV DQ DGGLWLRQDO
FKDQQHOIRUJURXQGLQJLPSURYLQJUHGXQGDQF\DQGUHGXFLQJ
DPELJXLW\LQFRPPXQLFDWLRQ
&RRSHU QRWHV WKDW SHRSOH WHQG WR ORRN DW HOHPHQWV LQ WKH
YLVXDOILHOGZKHQWKHHOHPHQWRUDVHPDQWLFDOO\UHODWHGLWHP
LV UHIHUHQFHG LQ WKH VSHHFK WKH\ KHDU >@*D]H EHKDYLRXU
GXULQJ FRQYHUVDWLRQ FDQ KHQFH JLYH DQ LQGLFDWLRQ RI
ZKHWKHUWKHVSHHFKZDVKHDUGDQGXQGHUVWRRG)RUH[DPSOH
LIWKHFROODERUDWLRQSDUWQHUVD\V³WKHREMHFWRQ\RXUULJKW´
DQG WKH OLVWHQHU¶V JD]H ZDQGHUV LQ WKH RSSRVLWH GLUHFWLRQ
WKH SDUWQHU UHFHLYHV DQ LQGLFDWLRQ WKDW WKH XWWHUDQFH PD\
KDYH EHHQPLVXQGHUVWRRG DQG FDQ WKHQ SURDFWLYHO\ UHSDLU
WKHFRQYHUVDWLRQ
*D]HDXJPHQWHG YLGHR IRU FROODERUDWLYH SXUSRVHV FRXOG
LPSURYHWKHWZRNH\DVSHFWVRIFRRUGLQDWLQJDMRLQWDFWLYLW\
VLWXDWLRQDODZDUHQHVVDQGFRQYHUVDWLRQDOJURXQGLQJ
,QWHQWLRQDZDUHQHVV
+XPDQ JD]H ZKHQ FRPELQHG ZLWK WKH FRQWH[WXDO
LQIRUPDWLRQ DOVR FDUULHV FXHVRI LQWHQWLRQ)RU H[DPSOH D
QXUVH PLJKW DQWLFLSDWH ZKDW HTXLSPHQW LV QHHGHG QH[W E\
WKHVXUJHRQEDVHGRQZKHUHWKHVXUJHRQLVFXUUHQWO\ORRNLQJ
DW >@ 7ZR IXQFWLRQDOO\ GLVWLQFW W\SHV RI JD]H IL[DWLRQ
KDYH EHHQ LGHQWLILHG LQ QDWXUDOLVWLF WDVNV JXLGLQJ IL[DWLRQ
)LJXUH$IUDPHWDNHQIURPJD]HDXJPHQWHGYLGHRRID
SHUVRQRSHUDWLQJDFRIIHHPDFKLQH7KHUHGGRWRQWKHFRIIHH
PXJVKRZVWKHJD]HSRLQWHVWLPDWHIURPWKHH\HWUDFNHU
95IRU&ROODERUDWLRQ FKLJRRG&+,6DQ-RVH&$86$
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WKDW LV UHOHYDQW WR WKH FXUUHQW VXEWDVN DQG ORRNDKHDG
IL[DWLRQ ZKLFK KDV D UROH LQ JDWKHULQJ LQIRUPDWLRQ DQG
SODQQLQJ IRU IXWXUH DFWLRQV >@ /RRNDKHDG IL[DWLRQV DUH
WDVNGHSHQGHQWDQGRFFXUVHYHUDOVHFRQGVEHIRUHWKHDFWLRQ
6XFKIL[DWLRQVDUHYHU\FRPPRQLQHYHU\GD\SK\VLFDOWDVNV
)RUH[DPSOHZKHQZHDUHDSSURDFKLQJDVLQNWRZDVKRXU
KDQGVRXU H\HVPD\DOUHDG\ ORRNDW WKH VRDSGLVSHQVHU WR
ORFDWH LWVSRVLWLRQDQGSODQ IXWXUHPRWRU WDVNV >@/RRN
DKHDG IL[DWLRQV DUH D UHOLDEOH SUHGLFWRU RI DQ XSFRPLQJ
DFWLRQ >@ 7R HIILFLHQWO\ FROODERUDWH LW LV RIWHQ
DGYDQWDJHRXV WRQRW MXVWNQRZZKDW\RXUSDUWQHU LVGRLQJ
EXW DOVRZKDW WKH\ DUH SODQQLQJ WR GR >@$ZDUHQHVV RI
WKHSDUWQHU¶VLQWHQWLRQLVDNH\IRUVXFFHVVIXOFROODERUDWLRQ
.QRZLQJZKHUHWKHFROODERUDWRULVORRNLQJLQWDQGHPZLWK
WKHFRQWH[WXDOLQIRUPDWLRQIURPWKHHJRFHQWULFYLGHRFRXOG
KHOS EHWWHU SUHGLFW WKH FRQYHUVDWLRQ SDUWQHU¶V LQWHQWLRQV
8QGHUVWDQGLQJ WKH SDUWQHU¶V LQWHQWLRQ HQDEOHV PRUH SUR
DFWLYH DVVLVWDQFH IURP WKH YLHZHU WKDW FRXOG OHDG WR WLPH
VDYLQJVDQGPRUHFRQILGHQFHLQWKHFROODERUDWLRQ
7KH IROORZLQJ VHFWLRQSURYLGHV DQRYHUYLHZRI WKH UHODWHG
ZRUN LQ HJRFHQWULF YLGHREDVHG FROODERUDWLRQ JD]H
DZDUHQHVV LQ HJRFHQWULF YLGHRV DQG JD]H DZDUHQHVV LQ
GHVNWRSEDVHGFROODERUDWLRQVFHQDULRV
5(/$7(':25.
(JRFHQWULFYLGHREDVHGFROODERUDWLRQ
-RKQVRQHWDO>@VWXGLHGWKHHIIHFWRIPRELOLW\RQYLGHR
EDVHG FROODERUDWLRQ E\ FRPSDULQJ D KDQGKHOG WDEOHW
FDPHUD DQG KHDGPRXQWHG FDPHUD EDVHG FROODERUDWLRQ LQ
ERWK VWDWLF DQG G\QDPLF WDVN VHWWLQJV 7KH\ IRXQG WKDW LQ
WDVNV UHTXLULQJ KLJKHU PRELOLW\ D KHDGPRXQWHG FDPHUD
FRQGLWLRQ SURYLGHG D PRUH FRQVLVWHQW YLHZ RI WKH WDVN
VSDFH WKHUHE\ LPSURYLQJ WKHFROODERUDWLYHEHKDYLRXUIURP
UHDFWLYH WR SURDFWLYH =KHQJ HW DO SUHVHQWHG D ZHDUDEOH
+0'EDVHGVROXWLRQIRULQGXVWULDOPDLQWHQDQFHVXSSRUWLQJ
FROODERUDWLRQEHWZHHQLQGRRUH[SHUWVDQGILHOGZRUNHU>@
3URF\NHWDO >@XVHGHJRFHQWULFYLGHRV WRHQDEOH VKDUHG
H[SHULHQFHVEHWZHHQUHPRWHJHRFDFKLQJSOD\HUV)XVVHOOHW
DO >@ VWXGLHG WKH UROH RI YLGHRV UHFRUGHG IURP D KHDG
PRXQWHG FDPHUD LQ D FROODERUDWLYH ELNH UHSDLU WDVN DQG
QRWHGWKHQHHGWRSURYLGHDGGLWLRQDOFXHVLQDGGLWLRQWRWKH
YLGHRWRLQGLFDWHWKHXVHU¶VIRFXVRIDWWHQWLRQ
7KHUHLVJURZLQJLQWHUHVWRQWKHXVHRIHJRFHQWULFYLGHRVWR
VXSSRUW UHPRWH FROODERUDWLRQ DQG VKDUH H[SHULHQFHV 7KH
UHVXOWV RI SUHYLRXV UHVHDUFK VXJJHVW WKDW KHDGPRXQWHG
FDPHUDV DUH VXLWDEOH LQ WDVNV LQYROYLQJ KLJKPRELOLW\ DQG
FRXOGDOVREHQHILWIURPDGGLWLRQDOFXHVLQGLFDWLQJWKHXVHU¶V
IRFXVRIDWWHQWLRQ
*D]H DZDUHQHVV LQ HJRFHQWULF YLGHRV IRU FROODERUDWLYH
SK\VLFDOWDVNV
*D]HDZDUHQHVVLQUHPRWHFROODERUDWLYHSK\VLFDOWDVNVZDV
SUHYLRXVO\ VWXGLHG E\ )XVVHOO HW DO >@ 7KH\ VWXGLHG
FROODERUDWLRQHIILFLHQF\LQDPHQWRULQJVW\OHURERWEXLOGLQJ
WDVNXVLQJGLIIHUHQWFRPPXQLFDWLRQPHGLXPVLGHE\VLGH
DXGLRRQO\KHDGPRXQWHGFDPHUDZLWKJD]HWUDFNLQJDQGD
VWDWLRQDU\VFHQHFDPHUD,Q WKHKHDGPRXQWHGFDPHUDZLWK
JD]H WUDFNLQJ FRQGLWLRQ WKH UHPRWH H[SHUW XVHG DQ RQOLQH
PDQXDO DQG DOVR VDZ WKH YLGHR IURP WKH KHDGPRXQWHG
FDPHUD ZLWK D FURVVKDLU  V\PERO VKRZLQJ WKH GHWDLOHG
IRFXV RI YLVXDO DWWHQWLRQ RI WKH ZRUNHU LQ WKH YLGHR >@
7KH\ IRXQG WKDW GHVSLWH WKH K\SRWKHVLVHG SRWHQWLDO RI WKH
WHFKQRORJ\JD]HDZDUHQHVVGLGQRW LPSURYHFROODERUDWLRQ
&ROODERUDWRUV ZHUH PRVW HIILFLHQW LQ WKH VLGH E\ VLGH
FRQGLWLRQ IROORZHG E\ WKH VWDWLRQDU\ VFHQH FDPHUD
FRQGLWLRQ7KH\KLJKOLJKWHGWKDWWKHUHVXOWVFRXOGEHGXHWR
WHFKQLFDO LVVXHV LQ FDOLEUDWLRQ RI JD]H WUDFNHU DQG JD]H
WUDFNLQJ DFFXUDF\ LQ PRELOH HQYLURQPHQW DQG FRQFOXGHG
WKDW KHDGPRXQWHG H\HWUDFNLQJ V\VWHPV ³PD\ QRW \HW EH
UREXVWHQRXJKIRUDFWXDOILHOGDSSOLFDWLRQV´>@
*D]HWUDFNLQJ WHFKQRORJ\ KDV EHHQ LPSURYLQJ VLQFH WKH
VWXGLHVE\)XVVHOOHWDO>@LQ7KHJURZLQJWUHQG
LQJD]HWUDFNLQJUHVHDUFKDQGDSSOLFDWLRQGHYHORSPHQWLVWR
PRYHWRZDUGVPRUHQDWXUDOPRELOHVHWWLQJV>@:HIHHOWKDW
WKH WHFKQLFDOGLIILFXOWLHV HQFRXQWHUHG LQ WKHSUHYLRXVZRUN
KDYH EHHQ UHVROYHG WR D ODUJH H[WHQW LQ WKH FXUUHQW
WHFKQRORJ\ ,Q RXU VWXG\ ZH IXUWKHU LQYHVWLJDWH WKH
XVHIXOQHVV RI JD]HDXJPHQWHG HJRFHQWULF YLGHR DV D
PHGLXP IRU FROODERUDWLRQ :H VSHFLILFDOO\ WDUJHW WKH
SRWHQWLDO RI JD]H DXJPHQWDWLRQ LQ HJRFHQWULF YLGHRV IRU
LPSURYLQJ WDVNUHODWHG LQWHQWLRQ DZDUHQHVV RI WKH
FROODERUDWLRQSDUWQHU
9LVXDOIRFXVRIDWWHQWLRQLQHJRFHQWULFYLGHRV
+HDGPRXQWHG FDPHUDV SURYLGH D YLHZ WLHG ZLWK WKH
RULHQWDWLRQRI WKHKHDG+HDGRULHQWDWLRQSURYLGHVDFRDUVH
LQGLFDWLRQRIRXUYLVXDOIRFXVRIDWWHQWLRQ>@+RZHYHU
JD]H FRQWURO LV D FRRUGLQDWHG DFWLYLW\ZKLFKPD\ LQYROYH
PRYHPHQW RI H\HV KHDG DQG WUXQN 6PDOO VKLIWV LQ YLVXDO
IRFXV RI DWWHQWLRQ   GHJUHHV DUH W\SLFDOO\ SHUIRUPHG
XVLQJ H\H PRYHPHQW RQO\ DQG GR QRW LQYROYH DQ\
PRYHPHQWRI WKH KHDG>@3UHYLRXVUHVHDUFKDOVRVKRZV
WKDW WKHUH LV QR VLPSOH UXOH RQ KRZ SHRSOH FKDQJH WKHLU
YLVXDO IRFXV RI DWWHQWLRQ XVLQJ KHDG DQG H\H PRYHPHQW
7KHUHLVODUJHYDULDELOLW\DPRQJSHRSOHLQWKHXVDJHRIKHDG
RULHQWDWLRQ WR FKDQJH JD]H GLUHFWLRQ >@ 0DQ\ SUHYLRXV
VWXGLHV KDYH DOVR WULHG WR HVWLPDWH XVHU¶V SRLQWRIJD]H LQ
HJRFHQWULFYLGHRVXVLQJDSSURDFKHVRIYLVXDOVDOLHQF\>@
EDVHG RQ KDQGH\H FRRUGLQDWLRQ VWUDWHJLHV >@ DQG KHDG
PRYHPHQWV >@ +RZHYHU WKH DQJXODU JD]H SUHGLFWLRQ
HUURULQWKHVHVWXGLHVYDULHVIURP±GHJUHHV
:HWKLQNWKDWDPRUHDFFXUDWHDZDUHQHVVRIWKHYLVXDOIRFXV
RI DWWHQWLRQ ZLOO EH EHQHILFLDO LQ UHPRWH FROODERUDWLRQ ,Q
RXU VWXG\ ZH KHQFH UHO\ RQ D KHDGZRUQ JD]H WUDFNHU WR
SURYLGHDFFXUDWHJD]HLQIRUPDWLRQZKLFKLVWKHQDXJPHQWHG
LQWKHHJRFHQWULFYLGHR
*D]HVKDULQJLQGHVNWRSEDVHGFROODERUDWLRQ
4YDUIRUGW HW DO VWXGLHG WKH XVH RI RQHGLUHFWLRQDO JD]H
DZDUHQHVVEHWZHHQXVHUDQGDUHPRWHWRXULVWFRQVXOWDQWLQD
WULS SODQQLQJ WDVN >@ 7KH XVHU¶V JD]H SRVLWLRQ ZDV
95IRU&ROODERUDWLRQ FKLJRRG&+,6DQ-RVH&$86$
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VXSHULPSRVHG RQ D VKDUHGPDS LQWHUIDFH RQ WKH FRPSXWHU
VFUHHQ DV D PXOWLFRORXUHG GRW ZKLOH WKH XVHU DQG WKH
FRQVXOWDQWFROODERUDWHGE\YRLFH7KHLUUHVXOWVVXJJHVW WKDW
JD]HFXHVQRWRQO\KHOSVSDWLDOUHIHUHQFLQJEXWDOVRFRQYH\
LQWHUHVW DLG WRSLFVZLWFKLQJ UHGXFH FRPPXQLFDWLRQ
DPELJXLW\ DQG KHOS DWWDLQ JURXQGLQJ LQ FRPPXQLFDWLRQ
%UHQQDQ HW DO XVHG QHWZRUNHG JD]H WUDFNHUV WR VWXG\ WKH
XVH RI VKDUHG JD]H LQ YLVXDO VHDUFK WDVNV RQ D FRPSXWHU
VFUHHQ EHWZHHQ WZR UHPRWHO\ORFDWHG SDUWLFLSDQWV >@ 7KH
JD]H FXUVRU RI WKH UHPRWH SDUWLFLSDQW ZDV YLVXDOL]HG DV D
\HOORZULQJRQWKHGLVSOD\7KH\IRXQGWKDWWKHVKDUHGJD]H
FRQGLWLRQRXWSHUIRUPHG VKDUHGYRLFH DQG DOVR VKDUHGJD]H
SOXVVKDUHGYRLFHFRQGLWLRQV*D]HKDVDGLVWLQFWDGYDQWDJH
RYHUYRLFHLQVSDWLDOUHIHUHQFLQJWDVNV7KHLUUHVXOWVVXJJHVW
WKDW LW LV SRVVLEOH WR DFKLHYH JURXQGLQJ LQ MRLQW DFWLYLWLHV
XVLQJ VKDUHG JD]H DORQH 1HLGHU HW DO >@ VWXGLHG WKH
SUREOHP RI GHLFWLF UHIHUHQFLQJ EHWZHHQ WZR VWDWLRQDU\
FROODERUDWRUV XVLQJ D VKDUHG GLVSOD\ XQGHU WLPH SUHVVXUH
7KH H[SHULPHQWDO VHWXS XVHG WKUHH FRQGLWLRQVZKHUHLQ WKH
FROODERUDWRUVZHUHDEOHWRFRPPXQLFDWHXVLQJVKDUHGYRLFH
VKDUHGJD]HRU ERWK7KH\ IRXQG WKDW VKDUHGJD]H LVPRUH
HIILFLHQW WKDQ VSHHFK IRU UDSLG FRPPXQLFDWLRQ RI VSDWLDO
LQIRUPDWLRQ 6WHLQ DQG %UHQQDQ >@ VWXGLHG WKH HIIHFW RI
VHHLQJDQRWKHUSHUVRQ¶VJD]H LQDVRIWZDUHGHEXJJLQJ WDVN
DQGIRXQG WKDWJD]H LQIRUPDWLRQHYHQ LISURGXFHGZLWKRXW
WKH LQWHQWLRQ WR FRPPXQLFDWH LQIRUPDWLRQ FRXOG SURYLGH
XVHIXOFXHV WR WKHYLHZHU WRVROYHVLPLODU WDVNV6KDUPDHW
DO>@VWXGLHGWKHUROHRIVKDUHGJD]HLQRQOLQHOHDUQLQJE\
DXJPHQWLQJ WKH WHDFKHU¶V JD]H LQ 022& 0DVVLYH 2SHQ
2QOLQH&RXUVHYLGHR7KH\ IRXQG WKDW JD]H DXJPHQWDWLRQ
PDGHWKHYLGHRHDVLHUWRIROORZIRUVWXGHQWV
7KHUHLVDORWRIHYLGHQFHIURPGHVNWRSEDVHGFROODERUDWLRQ
VWXGLHVWKDWNQRZLQJ\RXUSDUWQHU¶VJD]HLQIRUPDWLRQFRXOG
EHQHILW WKH LQWHUDFWLRQ (JRFHQWULF YLGHREDVHG
FROODERUDWLRQ LV PDUNHGO\ GLIIHUHQW IURP GHVNWRSEDVHG
VLWXDWLRQV GXH WR WKH LQFRQVLVWHQW YLVXDO LQIRUPDWLRQ
EHWZHHQ SDUWQHUV LQGXFHG E\ WKH OLPLWHG ILHOG RI YLHZ RI
FDPHUDV DQG WKH FRPSOH[LW\ LQGXFHG GXH WRPRELOLW\2XU
VWXG\DLPVWREXLOGRQWKLVSUHYLRXVNQRZOHGJHRIEHQHILWV
RIJD]HDZDUHQHVVLQGHVNWRSEDVHGFROODERUDWLRQVFHQDULRV
DQGYHULI\ZKHWKHUVRPHRIWKHEHQHILWVDUHDOVRSUHVHQWLQ
HJRFHQWULFYLGHRV
+<327+(6,6
:KLOH WKHH[LVWHQFHRI ORRNDKHDGIL[DWLRQV LVZHOONQRZQ
LQ UHDOZRUOG WDVNV LW LV QRW FOHDU WKDW SHRSOH DUH DEOH WR
GHWHFW VXFK SDWWHUQV IURP JD]HDXJPHQWHG HJRFHQWULF
YLGHRVDQGFRPELQHLWZLWKRWKHUFRQWH[WXDOLQIRUPDWLRQWR
LQIHU WDVNUHODWHG LQWHQWLRQ RI WKH SDUWQHU 9HULI\LQJ WKLV
ZDV RQHRI WKHPDLQPRWLYDWLRQV IRU WKHZRUN UHSRUWHG LQ
WKLVSDSHU
,QIRUPHG E\ SUHYLRXV UHVHDUFK RQ JD]H DZDUHQHVV LQ FR
SUHVHQW DQG GHVNWRSEDVHG FROODERUDWLRQ ZH IRUPHG WKH
IROORZLQJK\SRWKHVHV
 *D]H DXJPHQWDWLRQ LQ YLGHR LPSURYHV WKH
REVHUYHU¶VDZDUHQHVVRIWDVNUHODWHGLQWHQWLRQ
 :KHQ JD]H LQIRUPDWLRQ LV DYDLODEOH LQ WKH YLGHR
WKHJD]HEHKDYLRXURIWKHYLHZHUVRIWKHYLGHRZLOO
EHPRUHFORVHO\WLHGZLWKWKHJD]HEHKDYLRXURIWKH
DFWRU
7KHVHFRQGK\SRWKHVLVLIWUXHOHDGVWRPRUHVLPLODUIRFLRI
DWWHQWLRQ WKDW IXUWKHU LQFUHDVH WKH OLNHOLKRRG RI VKDUHG
XQGHUVWDQGLQJ RI WKH VFHQH DQG WKH REMHFWV RI PRVW
LPPHGLDWHUHOHYDQFHDWDJLYHQWLPH+RZHYHU WKHVHFRQG
K\SRWKHVLVPD\RUPD\QRWEHWUXHHYHQLIWKHILUVWSDUWLV
WUXH,WLVRQO\RQHRIWKHPHFKDQLVPVWKDWFRXOGH[SODLQWKH
ILUVWK\SRWKHVLV
0(7+2'
7R WHVW RXU K\SRWKHVHV ZH GHVLJQHG D FRQWUROOHG
H[SHULPHQW ZLWK D VLPXODWHG FDU GULYLQJ VFHQDULR DV WKH
UHSUHVHQWDWLYH WDVN7KHYLHZHUVRI WKHGULYLQJYLGHRZHUH
UHTXLUHG WR SUHGLFW WKH GLUHFWLRQ WKH GULYHU ZLOO WDNH DW D
IRXUZD\LQWHUVHFWLRQ
7KHUHZHUHPXOWLSOHUHDVRQVIRUVHOHFWLQJWKHGULYLQJWDVNLQ
RXUVWXG\)LUVWGULYLQJ LVDFRPPRQHYHU\GD\DFWLYLW\ ,I
JD]HWUDFNLQJ FDSDEOH KHDGPRXQWHG GHYLFHV EHFRPH
FRPPRQSODFHWKH\ZLOODOVREHXVHGZKLOHGULYLQJ6HFRQG
GULYLQJ LV D SRWHQWLDOO\ FROODERUDWLYH DFWLYLW\ UHDOWLPH
YLGHR IURP WKH GULYHU LQWURGXFHV QHZ SRVVLELOLWLHV IRU
UHPRWH FROODERUDWLRQ HJ UHPRWH PRQLWRULQJ RI GULYLQJ
UHPRWHO\SURYLGLQJQDYLJDWLRQLQVWUXFWLRQV>@7KLUGJD]H
EHKDYLRXUZKLOHGULYLQJ LV H[WHQVLYHO\ VWXGLHG FRQILUPLQJ
WKH RFFXUUHQFH RI ORRNDKHDG IL[DWLRQV LQ WXUQ GULYLQJ
>@)RXUWK WKHGULYLQJ WDVNRIIHUVDFOHDUTXDQWLWDWLYH
VXFFHVV FULWHULRQ QXPEHU RI FRUUHFW SUHGLFWLRQV DQG LV
UHODWLYHO\IDVWVRWKDWZHFRXOGHDVLO\PHDVXUHDQXPEHURI
UHSHWLWLRQVZLWKRXWWLULQJRXUSDUWLFLSDQWV
7KHREMHFWLYHRI WKH VWXG\ZDV WRXQGHUVWDQG WKHYDOXHRI
JD]HDXJPHQWHG HJRFHQWULF YLGHR IRU WKH FROODERUDWLRQ
SDUWQHU¶V LQWHQWLRQ SUHGLFWLRQ 7KHUHIRUH ZH ZDQWHG WR
PDVNWKHDGGLWLRQDOFRJQLWLYHORDGDVVRFLDWHGZLWKUHDOWLPH
FROODERUDWLRQ7KHH[SHULPHQWZDVKHQFHFRQGXFWHGLQWZR
SKDVHV,QWKHILUVWSKDVHZHUHFRUGHGWKHGULYLQJYLGHRVRI
DFWRUVDQG WKH VHFRQGSKDVH LQFOXGHG WKH ODEVWXG\ZKHUH
SDUWLFLSDQWV YLHZHG WKH UHFRUGHG YLGHRV DQG SUHGLFWHG WKH
GLUHFWLRQWKHGULYHUZLOOWDNHDWDIRXUZD\LQWHUVHFWLRQ
3KDVH9LGHRUHFRUGLQJ
:HLQYLWHGWZRDFWRUVERWK\HDUVROGRQHPDOHDQGRQH
IHPDOHIURPWKH8QLYHUVLW\FRPPXQLW\ WRUHFRUGWKHJD]H
EHKDYLRXUZKLOHGULYLQJLQDFDUVLPXODWRU%RWKWKHDFWRUV
KDG YDOLG GULYHU¶V OLFHQFHV DQG D QXPEHU RI \HDUV RI
H[SHULHQFH LQ GULYLQJ PDNLQJ LW VDIH WR DVVXPH WKDW WKH\
KDGHVWDEOLVKHGSDWWHUQVRIGULYLQJEHKDYLRXUWKDWZRXOGEH
UHSUHVHQWDWLYH RI UHDO GULYLQJ VLWXDWLRQV:H XVHG WKH FLW\
95IRU&ROODERUDWLRQ FKLJRRG&+,6DQ-RVH&$86$
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FDUGULYLQJ VLPXODWRUDSSOLFDWLRQ7KHGULYLQJVLPXODWRUVHW
XSLVVKRZQLQ)LJXUH
)LUVWWKHDFWRUVIDPLOLDULVHGWKHPVHOYHVZLWKWKHVLPXODWRU
E\GULYLQJ IUHHO\ IRU D IHZPLQXWHV7KHDFWRUV WKHQZRUH
WKH (UJRQHHU 'LNDEOLV SURIHVVLRQDO +] ELQRFXODU KHDG
PRXQWHGJD]HWUDFNHUZLWKDGHJUHHILHOGRIYLHZVFHQH
FDPHUD IRU UHFRUGLQJ JD]H EHKDYLRXU DQG WKH HJRFHQWULF
YLGHR7KHDFWRUVZHUHXQDZDUHRIWKHSXUSRVHRIWKHVWXG\
DQG ZHUH VLPSO\ LQVWUXFWHG WR GULYH OLNH WKH\ ZRXOG
QRUPDOO\GR7KLVZDVUHTXLUHGEHFDXVHGULYHU¶VDZDUHQHVV
RI WKH SXUSRVH RI WKH VWXG\ PD\ KDYH OHG WR D ELDV HJ
DFWRUV PLJKW KDYH H[DJJHUDWHG WKHLU H\H PRYHPHQWV
DOORZLQJ HDVLHU SUHGLFWLRQ RI WXUQ GLUHFWLRQ $IWHU
FDOLEUDWLQJWKHWUDFNHUZHUHFRUGHGYLGHRVRIHDFKDFWRU
GULYLQJWKURXJKWKHVDPHIRXUZD\MXQFWLRQRQDURDGZLWK
D VLQJOH ODQH WR HDFK GLUHFWLRQ :H VHW WKH VLPXODWRU WR
SUHVHQWD ORZYROXPHRIYHKLFXODU WUDIILFRQ WKHURDG7KH
FURVVURDG KDG QR WUDIILF VLJQDOV DQG WKH SDUWLFLSDQWV ZHUH
LQVWUXFWHGQRW WRXVHWKHWXUQLQGLFDWRU7KHDFWRUV WRRNDOO
WKUHH SRVVLEOH GLUHFWLRQV OHIW ULJKW DQG VWUDLJKW RQ ILYH
WLPHV HDFK :KHQ WKH\ KDG SDVVHG WKH LQWHUVHFWLRQ WKH\
WRRN D 8WXUQ DQG VWRSSHG WKH FDU 'XULQJ WKH VWRS WKH\
ZHUHJLYHQYHUEDOLQVWUXFWLRQE\WKHPRGHUDWRURQZKHUHWR
WXUQQH[W,QDGGLWLRQWRWKHWXUQYLGHRVZHDOVRUHFRUGHGD
IHZPLQXWHVRIIUHHGULYLQJ7KHYLGHRVZHUHUHFRUGHGDWD
UHVROXWLRQ RI [S[ DW ISV 6RRQ DIWHU WKH
UHFRUGLQJV WKH SXUSRVH RI WKH VWXG\ ZDV H[SODLQHG WR
DFWRUV 7KH DFWRUVZHUH JLYHQ DQ RSWLRQ WRZLWKGUDZ WKHLU
SDUWLFLSDWLRQDWWKLVSRLQW1RQHRIWKHPGLG
3KDVH9LGHRYLHZLQJ
3DUWLFLSDQWV
:H UHFUXLWHG  YROXQWHHU SDUWLFLSDQWV  IHPDOHV DQG 
PDOHVDJHGEHWZHHQDQG\HDUVIURPWKH8QLYHUVLW\
FRPPXQLW\ $OO SDUWLFLSDQWV KDG QRUPDOFRUUHFWHG WR
QRUPDO YLVLRQ  1LQH RI WKH SDUWLFLSDQWV ZHUH SUHYLRXVO\
IDPLOLDUZLWKJD]HWUDFNLQJWHFKQRORJ\
KWWSFLW\FDUGULYLQJFRP
'HVLJQ
:H FKRVH D ZLWKLQVXEMHFW GHVLJQ ZLWK RQH LQGHSHQGHQW
YDULDEOHSUHVHQFHRIWKHJD]HSRLQWLQGLFDWRURQWKHYLGHR
7KHWZRH[SHULPHQWDOFRQGLWLRQVZHUHODEHOOHGDVIROORZV
*D]H 7KH YLGHR IURP WKH GULYHU¶V KHDGPRXQWHG FDPHUD
LQFOXGHGWKHGULYHU¶VJD]HSRLQW
1R*D]H7KHFRQWUROFRQGLWLRQLQZKLFKWKHYLGHRIURPWKH
GULYHU¶V KHDGPRXQWHG FDPHUD ZDV VKRZQ ZLWKRXW
PRGLILFDWLRQ
7KHUH ZHUH WKUHH GHSHQGHQW PHDVXUHV DFFXUDF\ RI
SUHGLFWLRQ QXPEHU RI FRUUHFW SUHGLFWLRQV RI GULYHU¶V
GLUHFWLRQ VXEMHFWLYH FRQILGHQFH LQ SUHGLFWLRQ PHGLDQ
YDOXH RI VHOIUHSRUWHG FRQILGHQFH IRU WKH SUHGLFWLRQV DQG
JD]H GLVWDQFH WKH DYHUDJH GLVWDQFH EHWZHHQ GULYHU¶V DQG
V\QFKURQRXVYLHZHU¶VIRFXVRIDWWHQWLRQ
)RUHDFKSDUWLFLSDQWZHXWLOL]HGYLGHRVIURPWKHWZRGULYHUV
VRWKDWZHJRW*D]HDQG1R*D]HGDWDIURPHDFKSDUWLFLSDQW
7ZRGULYHUVDOVRKHOSHGWRUHGXFHWKHOLNHOLKRRGRIGULYHU
GHSHQGHQWEHKDYLRXUVELDVLQJRXU UHVXOWV7KHRUGHURI WKH
H[SHULPHQWDOFRQGLWLRQVDQGWKHDVVLJQPHQWRIGULYHUVZHUH
FRXQWHUEDODQFHGEHWZHHQSDUWLFLSDQWV
7R WHVW IRU GLIIHUHQFHV EHWZHHQ WKH *D]H DQG 1R*D]H
FRQGLWLRQV ZH XVHG D QRQSDUDPHWULF SDLUZLVH 0RQWH
&DUOR UDQGRPL]DWLRQ WHVW >@ ,Q UDQGRPL]DWLRQ WHVW WKH
QXOOK\SRWKHVLVLVWKDWWKHSDLUZLVHGLIIHUHQFHVDUHHTXDOO\
OLNHO\ WR EH SRVLWLYH RU QHJDWLYH 5HSHDWHG UHVDPSOLQJ
Q  ZLWK UDQGRP DVVLJQPHQW RI VLJQ IRU WKH
GLIIHUHQFH EHWZHHQ WKH FRQGLWLRQV JLYHV XV D VDPSOLQJ
GLVWULEXWLRQ RI WKH PHDQ GLIIHUHQFH 7KH REVHUYHG PHDQ
GLIIHUHQFH LV FRPSDUHG WR WKH VDPSOLQJ GLVWULEXWLRQ WR
HVWLPDWHKRZOLNHO\WKHREVHUYHGGLIIHUHQFHLVE\FKDQFH$
WWHVWPD\DOVRKDYHEHHQVXLWDEOHEXWLQWKHDEVHQFHRIDQ\
DVVXPSWLRQ UHJDUGLQJ WKH QDWXUH RI GLVWULEXWLRQ RI WKH
GHSHQGHQW YDULDEOHV ZH RSWHG IRU WKH QRQSDUDPHWULF
DOWHUQDWLYH
$SSDUDWXV
:HXVHG D FXVWRP& VRIWZDUH EDVHG RQ0LFURVRIW 1(7
 IUDPHZRUN WR SUHVHQW WKH YLGHR VWLPXOL DQG WKH RQ
VFUHHQTXHVWLRQQDLUH7KHSDUWLFLSDQWVYLHZHGWKHYLGHRRQ
WKH GLVSOD\ RI D 7RELL 7 JD]H WUDFNHU 7KH VFUHHQ DQG
JD]H GDWD RI WKH SDUWLFLSDQWV ZDV UHFRUGHG DQG DQDO\]HG
XVLQJ7RELL6WXGLRYHUVLRQDSSOLFDWLRQ
*D]HDXJPHQWDWLRQ
)RUWKHJD]HDXJPHQWHGYLGHRWKHYLGHRUHFRUGHGIURPWKH
KHDGPRXQWHGFDPHUDZDVVXSHULPSRVHGZLWKWKHJD]HGDWD
RIWKHGULYHU7KHJD]HSRLQWZDVYLVXDOL]HGDVDUHGVHPL
WUDQVSDUHQWFLUFOHDQGZDVS[LQGLDPHWHULQWKHYLHZHU¶V
GLVSOD\VHH)LJXUH
9LVXDOL]LQJWKHUDZJD]HGDWDZDVRIWHQMLWWHU\DQGGLIILFXOW
WR IROORZ IRU WKH YLHZHU VR ZH XVHG D UHFXUVLYH ILOWHU WR
VPRRWKHQ WKH JD]H GDWD :H ERUURZHG WKH ILOWHU IURP
4YDUWIRUGWHWDO>@
)LJXUH7KHGULYLQJVLPXODWRUVHWXS
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
ZKHUH \L ZDV WKH FXUUHQW GLVSOD\HG SRVLWLRQ RI WKH H\H
JD]H [L ZDV WKH FXUUHQW JD]H SRVLWLRQ : ZDV WKH
SHUFHQWDJHZHLJKW IRU WKH FXUUHQW JD]H SRVLWLRQ DQG \L
ZDVWKHODVWGLVSOD\HGJD]HORFDWLRQ
$ ODUJHUZHLJKW IRU WKH FXUUHQW JD]HSRVLWLRQZRXOGPDNH
WKHJD]HFXUVRUPRUH UHVSRQVLYHEXWDOVRPRUH MLWWHU\:H
XVHG GLIIHUHQW YDOXHV RI : IRU KRUL]RQWDO :  DQG
YHUWLFDO :  GLUHFWLRQV %DVHG RQ WKH SLORW WHVWV WKH
JD]HDXJPHQWDWLRQDORQJ WKHKRUL]RQWDO D[LVZDV WKHPRUH
LPSRUWDQWFRPSRQHQWWKDWKHOSHGLQWKHWDVNDQGZHZDQWHG
WR PDNH WKH KRUL]RQWDO FRPSRQHQW UHVSRQVLYH ZKLOH
UHGXFLQJWKHMLWWHULQHVVDORQJWKHYHUWLFDOD[LV
3URFHGXUH
$WWKHEHJLQQLQJRIWKHH[SHULPHQWWKHSDUWLFLSDQWVVLJQHG
DQLQIRUPHGFRQVHQWIRUPDQGILOOHGLQDVKRUWEDFNJURXQG
TXHVWLRQQDLUH7KHSDUWLFLSDQWVZHUHWKHQVHDWHGLQIURQWRI
D 7RELL 7 JD]H WUDFNHUZKLFKZDV WKHQ FDOLEUDWHG 7KH
WDVN IRU WKH SDUWLFLSDQWVZDV WR YLHZ WKH UHFRUGHG GULYLQJ
YLGHRVDQGSUHGLFWWKHGLUHFWLRQWKHGULYHUZRXOGWDNHDWWKH
IRXUZD\ LQWHUVHFWLRQ 7KH YLGHRV ZHUH SUHVHQWHG RQ WKH
GLVSOD\ DW D UHVROXWLRQRI [S[ FHQWUDOO\ DOLJQHG DW
ISV
,QWKHYLGHRWKHDSSURDFKRIWKHFDUWRWKHLQWHUVHFWLRQWRRN
VHFRQGV7KHYLGHRDXWRPDWLFDOO\SDXVHGMXVWEHIRUH
WKHLQWHUVHFWLRQEHIRUHDQ\WXUQUHODWHGFXHVZHUHDYDLODEOH
WKURXJKWKHVWHHULQJZKHHOPRWLRQ$WWKLVSRLQWWKHVFUHHQ
WXUQHG ZKLWH DQG WKH SDUWLFLSDQWV ZHUH SUHVHQWHG ZLWK DQ
RQVFUHHQTXHVWLRQQDLUH7KHSDUWLFLSDQWVZHUHDVNHGZKLFK
GLUHFWLRQWKH\WKRXJKWWKHGULYHUZDVJRLQJWRWDNHRSWLRQV
OHIW ULJKW RU VWUDLJKW RQ SUHVHQWHG DV UDGLREXWWRQV DQG
KRZFRQILGHQWWKH\ZHUHZLWKWKHSUHGLFWLRQSRLQW/LNHUW
VFDOH SUHVHQWHG DV UDGLR EXWWRQV 7KH SDUWLFLSDQWV ZHUH
LQVWUXFWHGWRDQVZHUWKHTXHVWLRQXVLQJWKHPRXVH
(DFK FRQGLWLRQ FRQVLVWHG RI ILUVW ZDWFKLQJ RQH PLQXWH RI
IUHHGULYLQJYLGHRZKLFKLQFOXGHGGULYLQJWKURXJKPXOWLSOH
LQWHUVHFWLRQVIROORZHGE\VKRUWYLGHRVRIWKHFDUSDVVLQJ
WKURXJK D IRXUZD\ LQWHUVHFWLRQ DQG SURFHHGLQJ LQ RQH RI
WKHGLUHFWLRQVILYHYLGHRVSHUGLUHFWLRQ7KHYLGHRVZHUH
SUHVHQWHG LQ UDQGRP RUGHU 7KH IUHH GULYLQJ VHFWLRQ ZDV
LQFOXGHG DW WKH EHJLQQLQJ VR WKDW WKH SDUWLFLSDQW FRXOG
DGMXVWWRWKHGULYLQJVW\OHDQGJD]HEHKDYLRXURIWKHGULYHU
(DFK SDUWLFLSDQW VDZ WZR VHWV RI YLGHRV RQH IURP RQH RI
WKH GULYHUV ZLWKRXW WKH VXSHULPSRVHG JD]H SRLQW DQG
DQRWKHUZLWKWKHJD]HSRLQWIURPWKHRWKHUGULYHU
$IWHUFRPSOHWLQJERWK WKHFRQGLWLRQVDILQDOTXHVWLRQQDLUH
ZDV XVHG WR FROOHFW WKH VXEMHFWLYH RSLQLRQV RI WKH
SDUWLFLSDQWLQUHODWLRQWRWKHWZRH[SHULPHQWDOFRQGLWLRQV
5(68/76
3UHGLFWLRQDFFXUDF\
)LJXUH  VKRZV WKH QXPEHU RI FRUUHFW SUHGLFWLRQV RI WKH
GULYHU¶V LQWHQWLRQ LQ WKH WZR H[SHULPHQWDO FRQGLWLRQV 7KH
PHGLDQ YDOXH LQGLFDWHV WKDW SDUWLFLSDQWV SUHGLFWHG WKH
GLUHFWLRQ ZKLFK WKH GULYHU ZRXOG WDNH DW D IRXUZD\
LQWHUVHFWLRQ  PRUH DFFXUDWHO\ ZKHQ WKH YLGHR ZDV
DXJPHQWHG ZLWK WKH JD]H LQIRUPDWLRQ RI WKH GULYHU 7KH
GLIIHUHQFHZDVIRXQGWREHVWDWLVWLFDOO\VLJQLILFDQWXVLQJWKH
SDLUZLVHUDQGRPL]DWLRQWHVWS 
3UHGLFWLRQFRQILGHQFH
)LJXUHVKRZVWKHER[SORWIRUPHDQYDOXHRIWKHVXEMHFWLYH
FRQILGHQFH LQ WKH SUHGLFWLRQ EHWZHHQ WKH H[SHULPHQWDO
FRQGLWLRQV7KHSDUWLFLSDQWVIHOWPRUHFRQILGHQWDERXWWKHLU
SUHGLFWLRQ ZKHQ JD]H LQIRUPDWLRQ ZDV DYDLODEOH 7KH
GLIIHUHQFHZDVIRXQGWREHVWDWLVWLFDOO\VLJQLILFDQWXVLQJWKH
SDLUZLVHUDQGRPL]DWLRQWHVWS 
&DUXVDJHDQGWDVNSHUIRUPDQFH
,W VHHPV UHDVRQDEOH WR DVVXPH WKDW YLHZHUV ZLWK PRUH
GULYLQJ H[SHULHQFH ZRXOG EH DEOH WR XWLOL]H WKH JD]H GDWD
EHWWHU EHFDXVH WKH\ XQGHUVWDQG ZKHUH D GULYHU QHHGV WR
)LJXUH$IUDPHIURPWKHJD]HDXJPHQWHGYLGHRVHHQE\WKH
SDUWLFLSDQWV
)LJXUH1XPEHURIFRUUHFWSUHGLFWLRQVIRUWKHWZRFRQGLWLRQV
0D[LPXPZDVUDQGRPFKRLFHZRXOGOHDGWRFRUUHFW
SUHGLFWLRQVRQDYHUDJH
95IRU&ROODERUDWLRQ FKLJRRG&+,6DQ-RVH&$86$
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ORRNLQRUGHUWRVDIHO\PDNHDJLYHQWXUQDWDQLQWHUVHFWLRQ
&RQVHTXHQWO\ ZH DQDO\]HG WKH UHVXOWV EDVHG RQ WKH VHOI
UHSRUWHGFDUXVDJHIUHTXHQF\RISDUWLFLSDQWV7KHFDUXVDJH
IUHTXHQF\UHSRUWHGLQSRLQW/LNHUWVFDOHGDWDZDVUHGXFHG
WR   OHYHOV E\ FRPELQLQJ WKH WRS WKUHH OHYHOV LQGLFDWLQJ
KLJKFDUXVDJHDQGWKHORZHUWZROHYHOVLQGLFDWLQJORZFDU
XVDJH IUHTXHQF\ (DFK RI WKH UHVXOWDQW OHYHOV KDG 
SDUWLFLSDQWV 7KHUH ZHUH QR QRWLFHDEOH GLIIHUHQFHV LQ WKH
DFFXUDF\ RI SUHGLFWLRQ GHSHQGLQJ RQ IUHTXHQF\ RI FDU
XVDJH)LJXUHVKRZVWKHSUHGLFWLRQFRQILGHQFHIRUWKHWZR
OHYHOVRIFDUXVDJH3DUWLFLSDQWVZKRUHSRUWHGWREH
IUHTXHQW GULYHUV ZHUH DOVR UHODWLYHO\PRUH FRQILGHQWZLWK
WKH SUHGLFWLRQV ZKHQ JD]H LQIRUPDWLRQ ZDV DYDLODEOH
+RZHYHU WKHVH GLIIHUHQFHV ZHUH QRW VWDWLVWLFDOO\
VLJQLILFDQW
9LGHRYLHZLQJEHKDYLRXU
7KH IROORZLQJ DQDO\VLV LV EDVHG RQ WKH GDWD IURP 
SDUWLFLSDQWV:HKDGWRH[FOXGHRQHSDUWLFLSDQWGXHWRGDWD
ORVVDQGDQRWKHUGXHWRSRRUH\HWUDFNLQJUREXVWQHVVPRUH
WKDQVDPSOHVPLVVLQJ
:H DQDO\]HG WKH HIIHFW RI JD]H DXJPHQWDWLRQ RQ KRZ WKH
SDUWLFLSDQWV YLHZHG WKH GULYLQJ YLGHRV %HFDXVH JD]H GDWD
DQDO\VLVLVYHU\ODERXULQWHQVLYHZHKDGWRUHO\RQVDPSOHV
RIWKHWXUQVE\WKHWZRGULYHUVLQVWHDGRIDQDO\]LQJDOORI
WKHP:H VHOHFWHG  YLGHRV IURP HDFK GULYHU 7KH YLGHRV
ZHUHVHOHFWHGVXFK WKDW WKHUHZDVRQHYLGHRUHSUHVHQWDWLYH
IRU HDFK WXUQ GLUHFWLRQ DQG WKHUHZDV D KLJK GLIIHUHQFH LQ
WKHQXPEHURIFRUUHFWSUHGLFWLRQVEHWZHHQWKHWZR
H[SHULPHQWDO FRQGLWLRQV IRU WKH YLGHR VXJJHVWLYH RI
SRVVLEOH GLIIHUHQFHV LQ YLHZLQJ EHKDYLRXU )LJXUH D
VKRZVWKHJD]HEHKDYLRXURI WKHGULYHUGXULQJDSSURDFKWR
WKH LQWHUVHFWLRQ LQZKLFK WKH WDUJHW GLUHFWLRQZDV VWUDLJKW
)LJXUH E DQG F VKRZ WKH KHDWPDS RI WKH DJJUHJDWH
JD]HEHKDYLRXURIWKHSDUWLFLSDQWVIRUWKHWZRH[SHULPHQWDO
FRQGLWLRQV ,W DSSHDUV WKDW LQ VXEILJXUH E ZKHUH
SDUWLFLSDQWV VDZ WKH GULYHU¶V SRLQW RI JD]H WKHLU YLHZLQJ
ZDV VSUHDG PRUH ZLGHO\ DORQJ WKH D[LV WKDW WKH GULYHU¶V
JD]HWUDYHOOHG
)LJXUH   D *D]H EHKDYLRXU RI WKH GULYHU IRU D VLQJOH
YLGHR  E +HDWPDS VKRZLQJ WKH YLHZLQJ EHKDYLRXU RI
SDUWLFLSDQWVZKHQWKHYLGHRZDVDXJPHQWHGZLWKJD]HSRLQW
DQG F +HDWPDS VKRZLQJ WKH YLHZLQJ EHKDYLRXU RI
SDUWLFLDQWVZLWKRXWJD]HSRLQW
)LJXUH6HOIUHSRUWHGFDUXVDJHDQGSUHGLFWLRQFRQILGHQFH
IRUWKHWZRFRQGLWLRQV
)LJXUH6XEMHFWLYHFRQILGHQFHLQSUHGLFWLRQIRUWKHWZR
FRQGLWLRQV
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:H FRPSXWHG WKH DYHUDJH GLVWDQFH EHWZHHQ WKH GULYHU¶V
JD]HSRLQWLQGLFDWHGE\WKHJD]HYLVXDOL]DWLRQLQWKHYLGHR
DQG WKH V\QFKURQRXV YLHZHU¶V JD]H SRLQW 7KHPHWULFZDV
FRPSXWHG IURP WKH PRPHQW HDFK YLGHR VWDUWHG XQWLO WKH
PRPHQW WKH YLGHR SDXVHG WR VKRZ WKH RQVFUHHQ
TXHVWLRQQDLUHXSRQUHDFKLQJWKHLQWHUVHFWLRQ$ODUJHYDOXH
RI WKLV PHWULF LQGLFDWHV WKDW YLHZHUV ZHUH HLWKHU QRW
IRFXVLQJRQWKHVDPHDUHDVLQWKHVKDUHGYLVXDOILHOGDVWKH
GULYHU RU QRW GRLQJ VR V\QFKURQRXVO\ $ VPDOOHU YDOXH
VXJJHVWV WKDW ERWK WKH GULYHU DQG WKH YLHZHU RI WKH YLGHR
ORRNHG DW WKH VDPH DUHDV LQ WKH VFHQH V\QFKURQRXVO\
LQGLFDWLQJ D VLPLODU SHUFHSWXDO LQSXW RI WKH WDVN
HQYLURQPHQW)LJXUH VKRZV WKH DYHUDJHJD]HGLVWDQFH LQ
VFUHHQSL[HOVRIYLHZHUGLVSOD\UHVROXWLRQ[S[
EHWZHHQ WKHGULYHUDQGYLHZHUIRU WKH WZRFRQGLWLRQV7KH
GLIIHUHQFHZDVIRXQGWREHVWDWLVWLFDOO\VLJQLILFDQWXVLQJWKH
SDLUZLVHUDQGRPL]DWLRQWHVWS 
6XEMHFWLYH(YDOXDWLRQV
 RXW RI  SDUWLFLSDQWV IHOW WKDW WKH JD]H LQIRUPDWLRQ RI
WKHGULYHUKHOSHGSUHGLFWWKHWXUQGLUHFWLRQFRQILGHQWO\7KLV
ZDVDOVRHYLGHQWLQWKHFRPPHQWVIURPWKHSDUWLFLSDQWV
3 $IWHU VHHLQJ WKH H[DPSOH YLGHRV , OHDUQHG KRZ WKH
GULYHUDFWVEHIRUHWXUQLQJ,WJD]HDXJPHQWDWLRQJDYHPH
PRUHLQIRUPDWLRQWREDVHP\MXGJHPHQWRQ
3 , ZDV PRUH FRQILGHQW DERXW P\ SUHGLFWLRQ ZLWK JD]H
RYHUOD\
2QHSDUWLFLSDQWIHOWWKDWJD]HDXJPHQWDWLRQZDVVRPHWLPHV
PLVOHDGLQJ :KHQ JD]H LQIRUPDWLRQ ZDV QRW DYDLODEOH
SDUWLFLSDQWVVDLGWKH\UHOLHGRQVXEWOHFOXHVEDVHGRQVSHHG
RIWKHFDUSRVLWLRQRIWKHFDULQWKHODQHKHDGPRYHPHQWRI
WKHGULYHUVHHQDVWXUQRIWKHHJRFHQWULFYLGHRDQGGULYLQJ
G\QDPLFVZLWKRWKHUYHKLFOHVWRSUHGLFWWKHWXUQGLUHFWLRQ
',6&866,21
2XUVWXG\IRFXVHGRQ WKHXVHIXOQHVVRIJD]HDXJPHQWDWLRQ
LQ HJRFHQWULF YLGHR WR SURYLGH EHWWHU DZDUHQHVV RI WKH
LQWHQWLRQ RI WKH DFWRU WR WKH YLHZHUV 9LHZHUV RI JD]H
DXJPHQWHGYLGHRZHUHPRUHDZDUHRIWKHIRFXVRIDWWHQWLRQ
RI WKHGULYHU DQG FRXOG HIIHFWLYHO\ XVH WKDW LQIRUPDWLRQ LQ
FRPELQDWLRQZLWKWKHFRQWH[WXDOLQIRUPDWLRQIURPWKHYLGHR
WRSUHGLFWWKHLQWHQWLRQRIWKHGULYHUWRSURFHHGLQDVSHFLILF
GLUHFWLRQDWDQLQWHUVHFWLRQ
6RPHRIWKHFOXHVZHUHUDWKHUVLPSOHWRGHFRGH*ODQFHVWR
WKHOHIWRUULJKWRIWHQSUHFHGHGDWXUQLQWKHVDPHGLUHFWLRQ
+RZHYHU WKHUH ZHUH DOVR VXEWOHU FOXHV DYDLODEOH LQ WKH
GULYHU¶V JD]H EHKDYLRXU WKDW PLJKW KDYH KHOSHG WKH
SDUWLFLSDQWV DQWLFLSDWH WKH WXUQ GLUHFWLRQ )RU H[DPSOH WKH
GULYHU VRPHWLPHV ORRNHG WR WKH RSSRVLWH GLUHFWLRQ RI WKH
WXUQ SRVVLEO\ WR HQVXUH WKDW WKHUH ZHUH QR DSSURDFKLQJ
YHKLFOHV $OVR LQ WKH SUHVHQFH RI RQFRPLQJ WUDIILF DQG
ZKHQLQWHQGLQJWRWDNHDOHIWWXUQWKHGULYHURIWHQORRNHGDW
WKHFDUDSSURDFKLQJIURPGLUHFWO\DKHDGWRLQWHUSUHWZKHWKHU
LW LQWHQGHG WR VWRS RU QRW 7KLV ZDV QHFHVVDU\ WR DYRLG D
FROOLVLRQDWWKHLQWHUVHFWLRQ
,Q RXU VLPXODWHG GULYLQJ WDVN WKHUH ZHUH PDQ\ GLIIHUHQW
FOXHV WKDW FRXOG KDYH SRWHQWLDOO\ KHOSHG SUHGLFW WKH WXUQ
GLUHFWLRQ HJKHDGRULHQWDWLRQRI WKHGULYHU VSHHGRI WKH
FDU ,Q ERWK WKH FRQGLWLRQV WKH SDUWLFLSDQWV FRXOG RQ
DYHUDJH SUHGLFW PRUH WKDQ  RI WKH WXUQV FRUUHFWO\
([FHSW IRU RQH SDUWLFLSDQW ZKR SUHGLFWHG DOO WKH WXUQV
FRUUHFWO\LQERWKWKHFRQGLWLRQVDOORWKHUSDUWLFLSDQWVPDGH
D IHZ PLVWDNHV 7KH VHOHFWHG WDVN KHQFH SUHVHQWHG D
VFHQDULR RI PRGHUDWH GLIILFXOW\ ZLWK PDQ\ GLIIHUHQW
FRQWH[WXDO FKDQQHOV RQ ZKLFK WR EDVH WKH SUHGLFWLRQ 2XU
UHVXOWV LQGLFDWH WKDW WKH DZDUHQHVV RI WKH GULYHUV JD]H
EHKDYLRXU LPSURYHG WKH LQWHQWLRQDZDUHQHVVRYHU WKH OHYHO
WKDWZDVDFKLHYHGXWLOL]LQJWKHRWKHULQIRUPDWLRQVRXUFHV
7KHJD]HWUDFNLQJUHVXOWVRIWKHSDUWLFLSDQWVVKRZVWKDWWKH
JD]HDXJPHQWHGYLGHRHQDEOHGYLHZHUVWRV\QFKURQL]HWKHLU
H\HPRYHPHQW ZLWK WKH H\HPRYHPHQW RI WKH GULYHU 7KH
GULYHU DQG YLHZHUV ORRNHG DW FORVH E\ DUHDV LQ WKH YLVXDO
VFHQH DW WKH VDPHPRPHQW7KLV VXJJHVWV WKDW SDUWLFLSDQWV
FRXOGIROORZWKHJD]HYLVXDOL]DWLRQRIWKHGULYHU,WPD\QRW
EH VXUSULVLQJ WKDW WKH JD]H RI WKH GULYHU YLVXDOL]HG DV D
VPRRWKO\PRYLQJ VHPLWUDQVSDUHQW UHG FLUFOH DWWUDFWHG WKH
YLHZHU¶V DWWHQWLRQ 7KH FORVH FRRUGLQDWLRQ RI JD]H
EHKDYLRXU EHWZHHQ WKH GULYHU DQG WKH SDUWLFLSDQWV DOVR
LQGLFDWHV WKDW JD]H DXJPHQWDWLRQ FRXOG KHOS WKH
FROODERUDWRUVWRHQDEOHMRLQWDWWHQWLRQDQGFUHDWHDIHHOLQJRI
³EHLQJRQ WKH VDPHSDJH´FRQWLQXDOO\6XFKDFRRUGLQDWHG
JD]HEHKDYLRXU DOVR LPSURYHV WKH VKDUHGXQGHUVWDQGLQJRI
WKHVFHQHDQGFRXOGDOVRH[SODLQWKHLQFUHDVHGDZDUHQHVVRI
WKHGULYHULQWHQWLRQ
$ZDUHQHVV RI WKH SDUWQHU¶V YLVXDO IRFXV IDFLOLWDWHV MRLQW
DWWHQWLRQ DQG D µSHUFHSWXDO FRPPRQJURXQG¶ LQ FROORFDWHG
FROODERUDWLYHVFHQDULRV6XFKDSHUFHSWXDOFRPPRQJURXQG
SURYLGHV LQVLJKW LQWR WKH LQWHUDFWLRQ SDUWQHU¶V PLQG >@
:KLOHWKLVVHHPVDOPRVWREYLRXVLQWKHRU\LWKDVWXUQHGRXW
WKDW PHDVXULQJ WKH EHQHILW RI JD]H DXJPHQWDWLRQ LQ YLGHR
FRPPXQLFDWLRQLVGLIILFXOW)RUH[DPSOH)XVVHOOHWDO>@
GLG QRW ILQG D VWDWLVWLFDOO\ VLJQLILFDQW EHQHILW RI JD]H
DZDUHQHVV LQ UHPRWHFROODERUDWLRQ ,QRXUSLORW WHVWLQJZH
ZHQW WKURXJK D QXPEHU RI FROODERUDWLRQ WDVNV ZKHUH WKH
)LJXUH$YHUDJHGLVWDQFHLQVFUHHQSL[HOVEHWZHHQGULYHU¶V
IRFXVRIDWWHQWLRQDQGYLHZHU¶VV\QFKURQRXVIRFXVRIDWWHQWLRQ
95IRU&ROODERUDWLRQ FKLJRRG&+,6DQ-RVH&$86$
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SRVVLEOHEHQHILWRIJD]HDXJPHQWHGYLGHRZDVWRRVPDOORU
WKHWDVNVSHFLILFPHDVXUHPHQWQRLVHWRRODUJHIRUVWDWLVWLFDO
VLJQLILFDQFHZLWK WKH VPDOOQXPEHURISDUWLFLSDQWV WKDWZH
FDQ DIIRUG WR LQFOXGH LQ RXU VWXGLHV:HZHUH VDWLVILHG WR
ILQG WKLV GULYLQJ VLPXODWRU WDVN WKDW VKRZV D FOHDU
DGYDQWDJH +RZHYHU PXFK ZRUN UHPDLQV WR EH GRQH LQ
H[SORULQJ WKH GLIIHUHQW IRUPV RI JD]HDXJPHQWHG YLGHR
FRPPXQLFDWLRQWREXLOGDIXOOHUSLFWXUHRIWKHEHQHILWVDQG
FKDOOHQJHV
7KHUHDUHWZRLPSRUWDQWIDFWRUVWKDWQHHGWREHFRQVLGHUHG
ZKHQHYDOXDWLQJ WKHYDOXHRIJD]H DXJPHQWDWLRQRIYLGHR
)LUVWO\ WKH WDVNUHODWHG H[SHUWLVH RI WKH FROODERUDWRUVPD\
LQIOXHQFHKRZWKH\XVHWKHJD]HLQIRUPDWLRQRIWKHSDUWQHU
,Q RXU VWXG\ WKH SDUWLFLSDQWV ZKR UHSRUWHG WR EH PRUH
IUHTXHQW FDU XVHUV VHHPHG WR EH PRUH FRQILGHQW ZLWK WKH
SUHGLFWLRQWKDQSDUWLFLSDQWVZKRUHSRUWHGWRXVHFDUVUDUHO\
:KLOH WKLV UHVXOW ZDV QRW VWDWLVWLFDOO\ VLJQLILFDQW LW LV
LQGLFDWLYH RI WKDW D WDVNVSHFLILF H[SHUWLVH PD\ HQDEOH
YLHZHUVWRPRUHFRQILGHQWO\UHO\RQWKHJD]HDXJPHQWDWLRQ
WR SUHGLFW WKH SDUWQHU¶V LQWHQWLRQV $Q H[DPSOH VFHQDULR
ZRXOGEHRIDQH[SHUWVXSSRUWVWDIIKHOSLQJDQH[SHULHQFHG
ILHOGZRUNHUWURXEOHVKRRWFRPSOH[PDFKLQHU\
6HFRQGO\WKHUHPD\EHDOHDUQLQJHIIHFWDVVRFLDWHGZLWKWKH
XVHRIJD]HDXJPHQWHGYLGHR,QRXUVWXG\WKHWZRGULYHUV
VKRZHG YDULDELOLW\ LQ GULYLQJ VW\OH WXUQ WUDMHFWRU\
DSSURDFK VSHHG HWF DQG JD]H EHKDYLRXU KRZ RIWHQ WKH\
ORRNHG DW WKH UHDUYLHZPLUURUV KRZRIWHQ WKH\ ORRNHG DW
RWKHUGLUHFWLRQVWRFKHFNIRUDSSURDFKLQJYHKLFOHVHWF2XU
SDUWLFLSDQWVKDGWR OHDUQDQGDGDSW WR WKHGULYLQJVW\OHDQG
JD]H EHKDYLRXU RI WKH VSHFLILF GULYHU ,Q UHDOZRUOG
FROODERUDWLRQ VFHQDULRV LW FRXOG EH H[SHFWHG WKDW IUHTXHQW
FROODERUDWRUV ZRXOG JUDGXDOO\ OHDUQ WKH G\QDPLFV RI WKH
JD]H EHKDYLRXU RI WKH SDUWQHU LQ UHODWLRQ WR WKH WDVN DQG
FRXOGSRWHQWLDOO\OHDUQWRXVHWKHJD]HLQIRUPDWLRQFKDQQHO
PRUHHIILFLHQWO\ZLWKH[SHULHQFH
%HIRUHWKLVVWXG\ZHGLGQRWNQRZWKDWJD]HDXJPHQWDWLRQ
FDQ DGG YDOXH WR WKH HJRFHQWULF YLGHR XVHG IRU
FROODERUDWLRQ 7KH DELOLW\ WR DQWLFLSDWH \RXU FROODERUDWLRQ
SDUWQHU¶V QH[W PRYH FDQ EH H[WUHPHO\ DGYDQWDJHRXV LQ
FROODERUDWLRQE\JLYLQJ D VHQVHRI ³EHLQJ LQ FRQWURO´RYHU
WKH LQWHUDFWLRQ DQGSRWHQWLDOO\ LPSURYLQJ WKH FROODERUDWLRQ
HIILFLHQF\1RZ WKDWZHNQRZ WKDWJD]HDXJPHQWDWLRQFDQ
LQGHHG LPSURYHDZDUHQHVVRI LQWHQWLRQZHFDQ LQYHVWLJDWH
IXUWKHU LQ UHDO YLGHREDVHG FROODERUDWLYH VFHQDULRV *D]H
DXJPHQWDWLRQ RI YLGHR UHFRUGHG IURP D KHDGPRXQWHG
FDPHUD LV DQ H[FLWLQJ DQG SUDFWLFDO WHFKQRORJ\ WR H[SORUH
IRUUHDOZRUOGYLGHREDVHGFROODERUDWLRQ
/LPLWDWLRQVDQGIXWXUHZRUN
2XU VWXG\ KDV D IHZ OLPLWDWLRQV )LUVW RXU VWXG\ IRFXVHG
VSHFLILFDOO\RQWKHXVHIXOQHVVRIJD]HDXJPHQWHGYLGHRDVD
PHGLXP DQG GLG QRW FRQVLGHU DQ DFWXDO FROODERUDWLYH
VFHQDULR ,Q UHDOZRUOG FROODERUDWLRQ WKH YLHZHU RI WKH
YLGHRFRXOGEHXQGHUDGGLWLRQDOFRJQLWLYH ORDG WR LQWHUSUHW
WKHSDUWQHU¶VVSHHFKUHVSRQGWR WKHSDUWQHUDQGRWKHU WLPH
SUHVVXUHV LPSRVHG E\ WKH FROODERUDWLRQ )XWXUH ZRUN FDQ
H[DPLQH KRZ WKH DGGLWLRQDO FRJQLWLYH ORDG LQIOXHQFHV
LQWHQWLRQ SUHGLFWLRQ LQ JD]HDXJPHQWHG YLGHREDVHG
FROODERUDWLRQ
6HFRQG WKH VWXG\ XVHG D VLPXODWHG GULYLQJ WDVN 7KH
OLPLWHGILHOGRIYLHZRIIHUHGE\WKHVLPXODWRUPHDQWWKDWWKH
SDUWLFLSDQWVSHUIRUPHGOLPLWHGKHDGPRYHPHQW WRRULHQWDWH
WKHLU JD]H GLUHFWLRQ DV RSSRVHG WR UHDOZRUOG GULYLQJ
5HDOZRUOG GULYLQJ PD\ LQYROYH IUHTXHQW KHDG PRYHPHQW
DQGLWLVNQRZQWREHLPSRUWDQWIRUGULYLQJLQWHQWDQDO\VLV
LQ ODQH FKDQJH WDVNV >@ 7KLV PHDQV WKDW ERWK WKH
FRQGLWLRQVPD\KDYHSRWHQWLDOO\SHUIRUPHGEHWWHULQDUHDO
ZRUOGWDVNWKDQLQWKHVLPXODWRU)XUWKHUUHVHDUFKZRXOGEH
UHTXLUHG WR YDOLGDWH WKH EHQHILW RI JD]H DXJPHQWDWLRQ LQ
GULYHULQWHQWLRQSUHGLFWLRQLQUHDOZRUOGVFHQDULRV
7KLUG WKH LQIRUPDWLRQ RI LQWHQWLRQ WUDQVPLWWHG E\ JD]H LQ
RXUVWXG\ZRXOGKDYHEHHQWULYLDOWRFRPPXQLFDWHYHUEDOO\
3HRSOH VRPHWLPHV YHUEDOO\ QDUUDWH WKHLU DFWLRQV RU
LQWHQWLRQV LI LW FDQ EH XVHIXO IRU FROODERUDWLRQ >@ 2XU
LQWHQWLRQLVQRWWRSURSRVHWKDWJD]HZRXOGEHXVHGLQVWHDG
RI WKHVH RWKHU SUDFWLFDO PRGDOLWLHV ,QVWHDG WKH UHVXOWV
VKRXOG EH VHHQ DV HYLGHQFH RI WKH SRVVLELOLW\ WKDW JD]H
YLVXDOL]DWLRQ PD\ EH DEOH WR FRPSOHPHQW RWKHU
FRPPXQLFDWLRQ FKDQQHOVZKHQ WKH\ DUHRFFXSLHG LQRWKHU
WDVNVDQGDOVRLQFUHDVHUHGXQGDQF\LQFRPPXQLFDWLRQ
)RXUWKWKHVPDOOVDPSOHVL]H1 LVDFOHDUOLPLWDWLRQRI
WKH VWXG\ 2XU FRQFOXVLRQV RQ WKH HIIHFW RI WDVNVSHFLILF
H[SHUWLVH RQ LQWHQWLRQ SUHGLFWLRQ DUH SUHOLPLQDU\ DQG D
ODUJHU QXPEHU RI SDUWLFLSDQWV FRXOG KDYH EHHQ EHQHILFLDO
)XUWKHUZRUNLVUHTXLUHGWRYDOLGDWHWKLVUHVXOW
2XU VWXG\ XVHG D VLPXODWHG FDU GULYLQJ WDVN DV D
UHSUHVHQWDWLYH FROODERUDWLYH VFHQDULR RI UHDOLVWLF
FRPSOH[LW\ *D]H EHKDYLRXU HVSHFLDOO\ WKH GXUDWLRQ DQG
IUHTXHQF\ RI ORRNDKHDG IL[DWLRQV YDULHV FRQVLGHUDEO\
GHSHQGLQJ RQ WKH WDVN EHLQJ SHUIRUPHG >@ :KLOH
SHUIRUPLQJ FRPSOH[ QDWXUDO WDVNV ORRNDKHDG JD]H
IL[DWLRQV WRZDUGV WDVNUHOHYDQW WDUJHWV DUH PDGH ZLWKRXW
FRQVFLRXV LQWHUYHQWLRQ DQG VXFK IL[DWLRQV KDYH EHHQ
UHSRUWHG LQ D YDULHW\ RI UHDOZRUOG WDVNV LQYROYLQJ D
VHTXHQFH RI DFWLRQ OLNH PRGHOEXLOGLQJ WDVNV >@  RU
VDQGZLFK PDNLQJ >@ ZKHUH WKH XVHU IL[DWHV RQ UHOHYDQW
REMHFWV    VHFRQGV SULRU WR WKH VXEVHTXHQW UHDFK
RSHUDWLRQ +D\KRH HW DO QRWHG WKDW VXFK IL[DWLRQV DUH D
XELTXLWRXVDVSHFWRIQDWXUDOEHKDYLRXU>@ :HVSHFXODWH
WKDW WKHEHQHILW RIJD]HDXJPHQWDWLRQ LQ HJRFHQWULFYLGHRV
IRU LQWHQWLRQ SUHGLFWLRQ PD\ EH DYDLODEOH DOVR LQ VXFK
QDWXUDO WDVNV HQDEOLQJ WKH YLHZHUV RI WKH UHDOWLPH JD]H
DXJPHQWHG YLGHR WR XVH WKH JD]H LQIRUPDWLRQ DORQJ ZLWK
RWKHUFRQWH[WXDOLQIRUPDWLRQWREHPRUHDZDUHRIWKHWDVN
UHODWHG LQWHQWLRQ RI WKH SDUWQHU +RZHYHU IXUWKHU ZRUN LV
UHTXLUHG WR YDOLGDWH WKH EHQHILWV RI JD]H DXJPHQWDWLRQ LQ
RWKHUFROODERUDWLYHVFHQDULRV
2XUVWXG\IRFXVHGRQRQO\RQHRI WKHSRWHQWLDOEHQHILWVRI
JD]H DXJPHQWDWLRQ LQ YLGHREDVHG FROODERUDWLYH VFHQDULRV
LH LQWHQWLRQ SUHGLFWLRQ )XUWKHU UHVHDUFK LV UHTXLUHG WR
95IRU&ROODERUDWLRQ FKLJRRG&+,6DQ-RVH&$86$
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XQGHUVWDQG LWV EHQHILWV LQ VFHQDULRV LQYROYLQJ VSDWLDO
UHIHUHQFLQJDQGLWVUROH LQ LPSURYLQJVLWXDWLRQDODZDUHQHVV
DQG DFKLHYLQJ FRPPRQ JURXQG LQ HJRFHQWULF YLGHREDVHG
FROODERUDWLRQ
&21&/86,21
2XU VWXG\ LV DLPHG DV WKH ILUVW VWHS WR PHDVXULQJ WKH
XVHIXOQHVV RI JD]HDXJPHQWHG YLGHR 7KH VWXG\ H[DPLQHG
WKHHIIHFWRIJD]HDXJPHQWDWLRQLQDYLGHRUHFRUGHGIURPD
KHDGPRXQWHG FDPHUD LQ D VLPXODWHG GULYLQJ WDVN WR
LPSURYHWKHDZDUHQHVVRIWKHGULYHU¶VLQWHQWLRQ2XUUHVXOWV
FRQILUPHG WKDW YLHZHUV RI JD]HDXJPHQWHG YLGHRV FDQ
HIILFLHQWO\XVH WKH DFWRU¶VJD]H LQIRUPDWLRQ DORQJZLWK WKH
FRQWH[WXDOLQIRUPDWLRQDYDLODEOHWKURXJKRWKHUFKDQQHOVWR
SUHGLFW LQWHQWLRQ 2XU UHVXOWV VKRZ WKH SRWHQWLDO XWLOLW\ RI
JD]HDXJPHQWHG HJRFHQWULF YLGHR IRU FROODERUDWLRQ DQG
HQFRXUDJH IXUWKHU H[SORUDWLRQ LQ UHDOZRUOG FROODERUDWLYH
WDVNV
$&.12:/('*0(176
:H WKDQN WKH PHPEHUV RI 7DPSHUH 8QLW IRU &RPSXWHU
+XPDQ ,QWHUDFWLRQ ZKR SURYLGHG KHOSIXO FRPPHQWV RQ
GLIIHUHQWYHUVLRQVRIWKLVSDSHU7KHZRUNZDVSDUWO\IXQGHG
E\ $FDGHP\ RI )LQODQG SURMHFWV +DSWLF *D]H ,QWHUDFWLRQ
GHFLVLRQV  DQG  DQG 0LQG 3LFWXUH ,PDJH
GHFLVLRQ
5()(5(1&(6
 6XVDQ(%UHQQDQ;LQ&KHQ&KULVWRSKHU$
'LFNLQVRQ0DUN%1HLGHU*UHJRU\-=HOLQVN\
&RRUGLQDWLQJFRJQLWLRQ7KHFRVWVDQGEHQHILWVRI
VKDUHGJD]HGXULQJFROODERUDWLYHVHDUFK&RJQLWLRQ
,VVXH
KWWSG[GRLRUJMFRJQLWLRQ
 -HG5%UXEDNHU*LQD9HQROLDDQG-RKQ&7DQJ
)RFXVLQJRQVKDUHGH[SHULHQFHVPRYLQJEH\RQG
WKHFDPHUDLQYLGHRFRPPXQLFDWLRQ,Q3URFHHGLQJVRI
WKH'HVLJQLQJ,QWHUDFWLYH6\VWHPV&RQIHUHQFH',6


KWWSGRLDFPRUJ
 $QGUHDV%XOOLQJDQG+DQV*HOOHUVHQ7RZDUG
PRELOHH\HEDVHGKXPDQFRPSXWHULQWHUDFWLRQ,(((
3HUYDVLYH&RPSXWLQJ
KWWSGRLRUJ0359
 5RJHU0&RRSHU7KHFRQWURORIH\HIL[DWLRQE\
WKHPHDQLQJRIVSRNHQODQJXDJH$QHZPHWKRGRORJ\
IRUWKHUHDOWLPHLQYHVWLJDWLRQRIVSHHFKSHUFHSWLRQ
PHPRU\DQGODQJXDJHSURFHVVLQJ&RJQLWLYH
3V\FKRORJ\
KWWSG[GRLRUJ;
 $QXS'RVKLDQG0RKDQ0DQXEKDL7ULYHGL2Q
WKHUROHVRIH\HJD]HDQGKHDGG\QDPLFVLQSUHGLFWLQJ
GULYHU
VLQWHQWWRFKDQJHODQHV,(((7UDQVDFWLRQVRQ
,QWHOOLJHQW7UDQVSRUWDWLRQ6\VWHP
KWWSG[GRLRUJ7,76
 3DW'XJDUG5DQGRPL]DWLRQWHVWV$QHZJROG
VWDQGDUG"-RXUQDORI&RQWH[WXDO%HKDYLRUDO6FLHQFH
±KWWSGRLRUJMMFEV
 7RP)RXOVKDP(VWKHU:DONHU$ODQ.LQJVWRQH
7KHZKHUHZKDWDQGZKHQRIJD]HDOORFDWLRQLQWKHODE
DQGWKHQDWXUDOHQYLURQPHQW9LVLRQ5HVHDUFK

KWWSG[GRLRUJMYLVUHV
 )29(YLUWXDOUHDOLW\KHDGVHWKWWSZZZJHWIRYHFRP
DFFHVVHG-DQXDU\
 6XVDQ5)XVVHOODQG/HVOLH'6HWORFN8VLQJ
(\H7UDFNLQJ7HFKQLTXHVWR6WXG\&ROODERUDWLRQRQ
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